convexity of the cost function, which is checked via numerical experiments but not formally proved. To avoid these difficulties, we tackle the problem of establishing a cost function and finding the optimal thresholds which minimize such a cost function through a tabu search (TS) algorithm [10] .
Takacs [24] pioneered feedback queueing systems, which have been widely investigated in continuous-time (some of the most recent papers are [5] [6] [7] [8] [14] [15] [16] 20] ), whereas they have been scarcely investigated in discrete-time [1] . Takacs [24] considers that the number of services required by a customer is geometrically distributed; that is, after receiving each service, a customer leaves the system with probability 1 − α (because the service was successful) or rejoins the end of the queue for another service with probability α (because the service was unsuccessful). The phenomenon of feedback has many practical applications, e.g., in telecommunication systems where messages that produce errors at the destination are sent again, in a call center where customers may call again (repeat their service) if their problems are not completely solved after the service, etc. Furthermore, daily life provides us with numerous examples of queueing situations where all the customers demand the main service and only some of them demand another service. Feedback was also introduced as a mechanism for scheduling customer service, i.e., serving the customers is divided into a random number of stages governed by a geometrical distribution. The idea of the present work is to consider a general feedback strategy where the customers depart after a random number of services determined by an arbitrary discrete distribution; in other words, the number of services required by a customer is a random variable with an arbitrary distribution. Hence, after a customer's i-th service is completed, the customer either returns to the server with probability α i or abandons the system forever with probability 1 − α i . Thus, the first service of a new customer is either successful (and then the customer leaves the system forever) or unsuccessful (and then the customer joins the server for another service as an old customer with a different Bernoulli feedback parameter).
The literature on feedback and the optimal control of queues under an N-policy is varied and comprehensive regarding continuous-time, but not so regarding discrete-time despite its numerous and significant applications. In fact, to the best of our knowledge, the only works on discrete-time in relation to feedback and N-policy can be found in [1, 3, 11, 21, 22, 25] . This is why the present paper investigates a generalization of the discrete-time counterpart of [17] , where the Bernoulli feedback is extended in the sense that the number of services received by each customer follows an arbitrarily distributed random variable instead of a geometrically distributed one.
The rest of the work is organized as follows: the next section provides the description of the queueing system under analysis and the notation used throughout the paper; Section 3 analyses the joint distribution of the server state and the number of customers in the system as well as the main performance measures; Section 4 provides the distributions of the lengths of the different busy periods of the server together with the number of customers served during a busy period; Section 5 establishes a cost function and explains the strategy used to find out the optimal thresholds that yield the minimum cost; in Section 6 we present various numerical results.
Model description and notation
We consider a Geo/G/1/∞ queueing system where the time axis is segmented into intervals of equal length, called slots. The discrete-time queues are characterized because two or more activities may occur simultaneously in each slot. To solve this problem, two different disciplines can be adopted: the LAS policy and the EAS policy (see [12] for details). The present paper discusses the EAS policy, that is, in which departures take precedence over arrivals.
The customers arrive at the system according to a Bernoulli arrival process with probability p ∈ (0, 1), thenp = 1 − p is the probability that an arrival does not occur in a slot. The service times are independent and identically distributed in accordance with a general probability mass function (PMF) {b i } ∞ i=1 with a probability generating function (PGF) B(z). Each customer is served i times with probability θ i . Let Θ(z) be the PGF of {θ i } ∞ i=1 . All arriving customers are always served, i.e., p Θ (1) B (1) < 1. Hence, when a customer finishes his i-th service, he decides to receive his service at least once more with probability
or to leave the system forever with the complementary probability 1
. It is easy to prove the following relations θ 1 = 1 − α 1 and
is geometrically distributed, then this is the special case of the Bernoulli feedback introduced by Takacs [24] .
The service station requires a startup period before beginning services. The setup times are independent and identically distributed in conformity with an arbitrary
with a PGF C (z). The server is turned off when a departure leaves an empty system and turned on in order to begin the startup when m(≥ 1) customers are in the system. After the setup period, if N(> m) or more customers are accumulated in the system, the services commence immediately; otherwise, if less than N customers are in the system, the server stays on standby until reaching N. It should be noted that m = N(≥ 1) is also valid in Sections 3 and 4 (taking into account that an empty sum is zero). A diagram showing the transitions among the different server states is given in Fig. 1 . As usual, the arrival process, service times and setup times are assumed to be mutually independent.
Immediately after the n-th slot, we define the random variables Υ n as the system length, Ξ n as the service stage the customer is in, and Ψ n as follows:
0 if the server is idle, 1 if the server is under setup, 2 if the server is on standby, 3 if the server is busy. Then {(Ψ n , Ξ n , Υ n , Ω n ) : n ≥ 1} constitutes a Markov chain at the end of each slot.
To end this section, we propose an example of a real system which can be modeled by the system under study. We consider a machine offering a service of backups. The machine is turned on remotely under the scheme ''wake-on-lane'' and which requires a lengthy startup time. The type of server can be a mainframe with a tape array or with several hard disk arrays, which requires a powerful computer. From the economic point of view, using the early setup policy analyzed in this work is of interest mainly due to the high cost of both startup and customer storage. In this context, the implementation of feedback makes sense because the services can be successful or unsuccessful with a certain probability.
Queue and system lengths
The queue and system lengths together with the main performance measures are studied in this section. If we define the limiting probabilities
provided that the system reaches a stationary regime, then the system under analysis evolves as follows:
where δ a,b is Kronecker's delta. We now solve this system of equations using the generating functions tool:
Theorem 1. The generating functions of the stationary distribution of the Markov chain
] is an auxiliary function and γ k =
is the probability of k arrivals during the setup time with PGF
Proof. From Eq. (1), we immediately obtain pπ 0,0 =p
Bearing in mind these relations, before multiplying Eqs. (2)- (7) by z k and summing over k, yields:
Multiplying Eqs. (8), (10) and (11) by x i and summing over i gives:
Introducing x =p + pz in Eq. (12) we obtain
Substituting Eq. (15) into Eq. (12) we obtain the expression of ϕ 1 (x, z) as function of π 0,0 . Making z = 1 in Eq. (9) provides
and substituting Eq. (16) into Eq. (9) gives:
At this point, combining Eq. (15) with
and consequently ϕ 2 (z) can be expressed as function of π 0,0 . Setting x =p + pz in Eq. (14) we obtain
and proceeding by reiteration:
As a consequence of this result, we obtain:
Combining Eqs. (13), (15)- (17) and (19) yields:
Setting x =p + pz in Eq. (20) provides
and substituting Eq. (21) into Eq. (20) we find out ϕ 3,1 (x, z) as function of π 0,0 . Combining Eqs. (14) and (18) we obtain:
Finally, the expression of ϕ 3,j (x, z), j ≥ 2 is obtained substituting Eq. (21) into Eq. (22) . To conclude the proof, the probability that the system is completely empty π 0,0 is found from the normalization condition
We easily obtain the following corollaries from Theorem 1.
Corollary 1. (a) The marginal generating function of the number of customers in the system when the server is idle is given by:
The marginal generating function of the number of customers in the system when the server is under setup is given by:
The marginal generating function of the number of customers in the system when the server is on standby is given by: ϕ 2 (z). 
(e) The PGFs of the queue and system lengths, respectively, are:
It should be pointed out that the probability distribution {γ k } ∞ k=0 as well as the stationary probabilities of the queue and system lengths can be computed by means of the Fast Fourier Transform (FFT) method from their PGFs, since such PGFs have an explicit expression [26] . Through the FFT technique, we can also compute the probabilities
respectively.
Corollary 2. (a)
The stationary distribution of the random variable {Ψ n : n ≥ 1} is:
The stationary distribution of the random variable {Ξ n : n ≥ 1} is:
(c) The mean queue and system lengths, respectively, are:
The mean time a customer spends in the system (including the service time) is given by µ s /p.
Busy periods
This section analyzes the different busy periods of the system under study as well as the number of customers served during a busy period. First, we review some concepts and definitions:
• An idle period starts when a customer leaves an empty system and finishes when m customers accumulate in the queueing system.
• A setup period, which is a random amount of time necessary to start up the server and commences immediately after each idle period.
• A standby period begins when less than N customers exist in the system after a setup period and finishes when N or more customers are waiting for processing.
• A busy period commences either when N or more customers are in the system after a setup period or when the number of customers in a standby period reaches N. A busy period terminates when a service is completed and the system is empty.
In this section we define a generalized service time as the period which begins when a customer enters the server and ends at the instant the customer leaves the server, that is, the period that a customer stays at the service station. If we denote byb i , i ≥ 1 the probability that a generalized service time lasts i slots, then the PGF of {b i } ∞ i=1 is given by Θ(B(z)). We note that the probability distribution {b i } ∞ i=1 can be calculated via the FFT method.
Theorem 2. (a) The length of an idle period L idle is governed by a negative binomial distribution with PMF P[L
(c) The length of a standby period L standby follows the PMF 
) is the PGF of the number of customers served during a busy period in the standard Geo/G/1/∞ queueing system where the service times follow the PGF Θ(B(z)). Takagi [25] proved thatΛ s (z) satisfies the implicit formulã Λ s (z) = zΘ(B(p + pΛ s (z))). The mean number of customers served in a busy period is E[L s
.
Proof. (a)
This result is easily derived since the interarrival periods are independent and identically distributed in line with a geometrical distribution with probability p. 
where ν l is the slot where the l-th setup time finishes. To conclude the proof we need to compute the PMF and PGF of Υ ν l :
(d) Since a busy period begins with a generalized service of j slots with probabilityb j and k customers arrive during these j slots with probability j k p kpj−k , the PGF of L busy can be expressed as
where τ l is the slot of the l-th initiation point of a busy period. To end the proof it is necessary to find the PMF and PGF of Υ τ l :
(e) Since a busy period starts with a generalized service of j slots with probabilityb j and k customers arrive during these j slots with probability j k p kpj−k , the PGF of the number of customers served in a busy period L s can be written as:
Finally, the expected cycle length is E[
Optimal control
This section defines a cost function and explains the technique used to find the values of m and N that minimize such a cost function.
Total expected cost function per unit time
This subsection establishes a stationary expected cost function per unit time, in which m and N are the decision variables. Our objective is to find the optimum values of the parameters m and N, say m * and N * , such that this function is minimized. The following costs are considered:
• C 1 ≡ cost per unit time for holding N or more customers in the system while the server is starting up (this cost carries a penalty when the setup begins too late);
• C 2 ≡ cost per unit time for keeping the server on standby (this cost penalizes when the setup is carried out too early);
• C 3 ≡ cost per unit time for keeping the server in operation (this cost originates from the energy necessary to maintain the active server);
• C 4 ≡ cost incurred each time the server is turned on (this cost is closely bound to the number of switch-overs between idle and busy modes);
• C 5 ≡ holding cost per unit time for each customer present in the system (this cost is due to storing customers and their mean waiting time).
Using the definitions of each cost element listed above, the total expected cost function per unit time is given by
where the mean system length when the server is setting up and the number of customers in the system reaches or exceeds N is:
We note that the probabilities
, k ≥ m can be computed invoking the FFT method since we explicitly know its generating function:
Tabu search algorithm
We now show the main components of a TS procedure. TS is a well-tested tool for finding both the global optimum of a single-objective optimization problem and the efficient solutions of a multi-objective optimization problem. TS is a suitable metaheuristic proposed by Glover [10] for combinatorial problems and has been successfully applied in recent years to a variety of complex problems (constrained and unconstrained, linear and nonlinear, convex and nonconvex, etc.) in different research areas (scheduling, assignment problems, location problems, routing problem, graph theory, etc.). For a comprehensive overview of the TS method, please refer to Glover and Laguna's book [10] .
TS guides a local heuristic search procedure to explore the solution space beyond local optimality. TS uses a local operation called move to define the neighbourhood of any given solution where a better solution than the current one is searched for. TS also maintains an adaptive list with a bounded number of visited solutions in order to prevent cycling (this happens when a finite sequence of solutions are visited indefinitely). The use of adaptive memory also leads to more flexible search behavior.
A standard TS procedure requires the following basic elements:
1. Initial solution: The search needs an initial solution to start the search process. This solution should be any feasible solution (solutions satisfying the constraints) and could be generated randomly or by using greedy functions (functions which use additional information to generate better initial solutions than random ones) depending on the problem and the difficulty of generating feasible solutions. The solution space of our problem is an unbounded triangle, so we start the search process from (m, N) = (1, 1) . In Fig. 2 the initial solution is represented by a white rhombus. 2. Move: A move is a procedure by which a new solution is generated from the current one by some minor random/deterministic perturbation of the current solution. This solution is usually called a neighbour or offspring. This procedure is usually straightforward in the case of combinatorial optimization, but is much harder to design for the case of continuous optimization problems.
The problem we are dealing with has a special solution space (an unbounded triangular grid). This is why we consider four intuitive moves for our problem. Let (m i , N i ) be the solution visited at the i-th iteration. Then, these movements are defined in order to generate Fig. 2 shows an example for the possible current solution (3, 5) . The neighbours of this point are {(4, 5), (3, 6) , (2, 5) , (3, 4)} and are represented by white stars. 3. Neighbourhood: The neighbourhood is the set of all possible neighbours of a current solution. This set is usually countable for the case of combinatorial optimization, but it could be large; in that case one could operate with a subset of this set. For continuous optimization problems, the set of possible moves is uncountable and one has to be more creative in defining them. Let S = (m, N) be the current solution. Then, we denote by N(S) the neighbourhood of S, that is,
4. Tabu list: To prevent cycling, the solutions that have been visited in the recent past are forbidden. This is accomplished in a short-term memory framework by storing the forbidden (tabu) solutions in a set T , called tabu list, of length t (t is called tabu tenure). At each iteration, the new solution is added at the end of T , while the oldest is removed from T . The tabu tenure used by our experiments is set at 25. 5. Stop criterion: Normally, the search ends after a certain number of iterations, after a predefined computing time or when a certain number of iterations does not improve the best solution achieved so far. In our experiments the search continues for 1000 iterations. N) = (1, 1) ). At each iteration, the neighbourhood of the current visited solution is computed and evaluated. These solutions are sequentially compared against the current one (following the order in N(S)) and the first one that improves the objective function value of the current solution is selected. Thus, the ''first best'' move is selected (these moves are represented by black arrows). A new solution is then generated by taking the selected move. This neighbour will be included in the tabu list during a fixed number of iterations, so moves passing through this solution are temporarily excluded from the candidate list. In the case where all possible moves (neighbours) for the current solution are included in the tabu list (this situation usually happens to points at the border of the feasible solutions space or to a local optimum) a new solution is randomly generated in order to explore new regions and escape from a possible local optimum. The search process finishes when a pre-defined number of iterations elapses. Nevertheless, TS includes a wide variety of strategies to improve the search process, such as, aspiration criteria in order to cross the barriers of the search space, other intensification or diversification phases or more complex uses of adaptive memory (for further details, see Glover and Laguna [10] ).
Numerical work
This section presents a sensitivity analysis on the optimum values (m * , N * ) based on changes in specific values of the cost elements and the distributional form of {θ i } ∞ i=1 (the number of services that each customer receives). Throughout this As seen in Section 5, the cost function depends on five different cost elements: the dissatisfying cost (C 1 ), the standby cost (C 2 ), the operation cost (C 3 ), the turned-on cost (C 4 ) and the holding cost (C 5 ). Thus, the analysis of the asymptotic behavior of the optimal values of the (m, N)-policy when these costs change is quite difficult. In order to simplify as much as possible, we will assume C 1 = 1. In this way, we minimize the original cost function divided by C 1 and the other costs are referred to by C 1 (i.e., C 2 = 10 means that the standby cost is ten times the dissatisfying cost).
Moreover, the operation cost (C 3 ) does not play an important role in optimal control since the term multiplying C 3 in the cost function is Due to space restrictions, we omit all the tables obtained in our experiments. Nevertheless, we present the graphs of the optimal threshold values for the case of heavy traffic and Bernoulli feedback. The reason for this is that no significant differences were found between using a geometrical or shifted Poisson distribution for the number of services received by each customer. We also ignore the results for light traffic due to global similarities, although the optimal solutions are slightly bigger than for heavy traffic, as was expected.
Thus, in these graphs we see the asymptotic behavior of (m * , N * ) when the costs change in ascending order but ranked according to {C 5 , C 2 , C 4 } (Figs. 3 and 4) , {C 4 , C 2 , C 5 } (Figs. 5 and 6 ) or {C 2 , C 4 , C 5 } (Figs. 7 and 8 ). Specifically, in Fig. 3 the results are ranked first according to C 5 values, but as there are 144 solutions with the same C 5 value they are then ranked according to C 2 values. However, there are now 12 solutions with the same C 5 and C 2 values, so they are ranked according to C 4 values. This fact is represented using three different axes. Moreover, in Fig. 4 we zoom in on those results with C 5 = 0.01 in order to appreciate the behavior in more detail. In Figs. 6 and 8 we also zoom in on Figs. 5 and 7 for C 4 = 100 and C 2 = 1, respectively. Finally, Fig. 3 does not include results when C 5 > 2.5 due to the similarities with C 5 = 2.5. The same happens in Figs. 5 and 7 when C 4 < 0.5 and C 2 < 0.5, respectively. In Fig. 3 the optimal values are ranked according to C 5 , C 2 and C 4 values. Thus, this figure shows, for each C 5 value, the optimal values when the standby cost (C 2 ) and the turned-on cost (C 4 ) take values smaller (or greater) than the dissatisfying cost (C 1 = 1). In addition, its enlargement (Fig. 4) shows those results when C 5 = 0.01.
First, it is clear that the optimal values, (m * , N * ), globally decrease very quickly as C 5 increases (Fig. 3) . That is, large holding-cost values force the optimal threshold values to be much lower. This point was expected since an increasing C 5 implies an optimal policy of reducing the waiting times of the customers present in the system. This fact can also be checked in Fig. 6 . Moreover, as C 5 increases, the optimal values (m * , N * ) tend to (1, 2) when C 2 is smaller than C 1 = 1 and tend to (1, 1) for bigger C 2 values. However, when the holding cost is close to zero, the optimal values obtained for C 4 < 10 are significantly different than for C 4 > 10. The last point is also intuitive due to the services starting later if the turned-on cost (C 4 ) increases (e.g., see Fig. 4 ).
As also expected, the optimal values of the (m, N)-policy approach the optimal values of the (N, N)-policy as C 2 increases (obviously, the best policy avoids the standby period if C 2 is high). Nevertheless, this situation happens earlier depending on C 5 (and C 1 because it is the reference). When C 5 < 0.5 (as in Fig. 4 where C 5 = 0.01), the (m, N)-policy approaches the optimal values of the (N, N)-policy as C 2 > 1 (recall that this means that C 2 takes values greater than C 1 = 1) whereas C 2 has to be greater than 100 in the case of C 5 > 0.5 (see Figs. 4 and 6 or Fig. 7) . Moreover, it can be seen that the optimal values increase when C 4 is large, C 4 > 10 (e.g., see Figs. 4, 5 and 7 or Fig. 8 ).
This point was also expected since a larger C 4 makes the services begin later (i.e., the cycle length increases). It is worth mentioning that for small values of the turned-on cost (C 4 ) is m * = 1 (again, see Figs. 4, 5 and 7 or Fig. 8 ), that is, the server would initiate the setup as soon as possible. On the other hand, if C 4 > 10 the server would not initiate the setup until a large number of customers were accumulated (see Fig. 8 ).
To summarize, the variability of the holding cost (C 5 ) strongly and globally affects the asymptotic behavior of (m * , N * ). This is also the case for C 2 and C 4 . The (N, N) -policy appears to be the best choice only for large values of C 2 , but the optimal value N * increases as C 4 becomes larger. In fact, when C 2 ≥ 100, (m * , N * ) is almost always equal to (1, 1) . On the other hand, N * becomes larger as C 5 tends to 0.
Conclusion
The preceding sections analyze a Geo/G/1/∞ queueing system under N-policy, an early setup with threshold m and a feedback mechanism with different feedback parameters at every stage of the service. Our model extends the well-known discrete-time single-server queueing system under N-policy [25] and generalizes the discrete-time counterpart of [17] . We give the joint generating function of the server state and the system length, some interesting performance measures and the distributions of the different periods associated with our model. We also define a cost function and provide their optimal values m and N. Moreover, we minimize such a cost function by means of a tabu search algorithm, which is a powerful heuristic increasingly being used for complex combinatory optimization problems. By means of this technique we avoid the problem of analytically demonstrating the convexity of the cost function. Extensive numerical experiments have been carried out to observe the behavior of the optimal strategy when the cost elements and the feedback distribution vary.
