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ABSTRACT
Compact radio sources sometimes exhibit intervals of large, rapid changes in their flux-density,
due to lensing by interstellar plasma crossing the line-of-sight. A novel survey program has made
it possible to discover these “Extreme Scattering Events” (ESEs) in real time, resulting in a high-
quality dynamic spectrum of an ESE observed in PKS 1939–315. Here we present a method for
determining the column-density profile of a plasma lens, given only the dynamic radio spectrum of
the lensed source, under the assumption that the lens is either axisymmetric or totally anisotropic.
Our technique relies on the known, strong frequency dependence of the plasma refractive index in
order to determine how points in the dynamic spectrum map to positions on the lens. We apply
our method to high-frequency (4.2-10.8 GHz) data from the Australia Telescope Compact Array of
the PKS 1939–315 ESE. The derived electron column-density profiles are very similar for the two
geometries we consider, and both yield a good visual match to the data. However, the fit residuals are
substantially above the noise level, and deficiencies are evident when we compare the predictions of our
model to lower-frequency (1.6-3.1 GHz) data on the same ESE, thus motivating future development
of more sophisticated inversion techniques.
Subject headings: ISM: general – ISM: structure – scattering – gravitational lensing – methods: data
analysis
1. INTRODUCTION
Extreme Scattering Events (ESEs) were discovered al-
most thirty years ago (Fiedler et al. 1987), yet their
cause remains obscure. That is in part because it is
difficult to construct acceptable physical models for the
phenomenon. Refraction by ionised interstellar gas ap-
pears to be the mechanism responsible for the variations
(Fiedler et al. 1987; Romani et al. 1987), but the inferred
properties of the plasma lenses are problematic. In par-
ticular the very high gas pressures, confined in very small
regions, are challenging to interpret. And the challenge is
heightened by the fact that the lenses are commonplace
in the Galaxy, with ∼ 104 pc−3 local to the Sun.
Despite their large numbers, the small size of the lenses
(a few AU) means that the event rate is actually quite
low; Fiedler et al. (1994) estimated roughly one in 200
sources undergoing an ESE at any instant, but using
more restrictive criteria other authors have suggested a
fraction as small as one in 2,000 (e.g. Karastergiou and
Walker 2010). That is the other reason why ESEs are
still not understood: we have had very few examples to
1. Artem.Tuntsov@manlyastrophysics.org
2. Mark.Walker@manlyastrophysics.org
3. koopmans@astro.rug.nl
study. However, that problem is now being addressed
with a new survey program which recognises events in
progress, and is thus able to follow-up each event with
intensive multi-wavelength monitoring (Bannister et al.
2015). As a result of that program, we now have a high-
quality dynamic radio spectrum, from the Australia Tele-
scope Compact Array (ATCA), for an ESE towards the
source PKS 1939–315. Our data span a factor ∼ 7 in
wavelength, corresponding to a factor ∼ 50 in the focal
length of the lens, and thus provide strong constraints
on viable lens models. This paper details our analysis of
that dynamic spectrum.
Previous analyses of ESE light-curves have proceeded
by fitting to models based on analytic lens profiles,
notably the Gaussian form (e.g. Clegg et al. 1998).
Here, however, we attempt to invert the dynamic spec-
trum of the lensed source and thus discover the column-
density profile of the plasma lens without prejudice.
To do so we restrict attention to two possible geome-
tries: axisymmetric lenses, and extremely anisotropic
lenses (i.e. lenses which refract in only one direction).
Most of the physical scenarios which have been proposed
for ESEs can be approximated with models which fall
into one of these two categories (Henriksen and Widrow
1995; Walker and Wardle 1998; Walker 2007; Pen and
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King 2012). And for these geometries the inversion is
strongly over-constrained because the profile we seek is
one-dimensional, whereas the data are two-dimensional.
This paper is organised as follows. In section 2 we re-
cap the basics of lensing theory, using geometric optics
and the thin lens approximation, and apply the theory to
the case of a plasma lens. Section 3 then presents our ap-
proach to reconstructing the plasma density in the lens,
using the well-defined scalings of the plasma refraction
angle and image magnification with wavelength. Sec-
tion 4 applies these ideas to our data on PKS 1939–315
and presents our main results, and section 5 discusses
their interpretation.
2. GENERAL LENS MODEL
In the geometric optics approximation (see e.g.,
Schneider, Ehlers and Falco 1992 where most of the ma-
terial in this section can be found), the optical effects of
a plasma lens can be encapsulated in the “lens equation”
β = θ − Dds
Ds
α, (1)
which relates the angular position of the source, β, to
the angular position of its image, θ, via the “deflection
angle,” α, and the distances from lens-to-source (Dds),
and observer-to-source (Ds). The deflection angle α is
actually the negative of the refraction angle introduced
by the lens, with the sign chosen for consistency with
the majority of the gravitational lensing literature. In
general there may be more than one image of the source,
corresponding to the case where there are multiple solu-
tions to equation (1) for a given value of β.
For a thin lens, the refraction can be characterised in
terms of a dimensionless scalar quantity, Ψ, referred to
as the “lens potential”, such that
α =
Ds
Dds
∇Ψ, (2)
where ∇ is the gradient with respect to angular position
θ in the lens plane (Schneider 1984). Our lens equation
then takes on the simple form
β = θ −∇Ψ, (3)
and Ψ provides a complete description of the lensing be-
haviour. We will see, below, that in the case of plasma
lensing the potential function is proportional to the elec-
tron column-density profile of the lens, Ne(θ).
For sufficiently small sources, and we assume a point
source for the rest of this paper, the flux of an image is de-
termined by the magnification of the lens at the location
θ, because intensity is conserved along rays if there is no
absorption or gain introduced by the lens. Here the term
“magnification” means the ratio of solid-angular size of
the image to the solid-angular size of the source. Magni-
fication is thus calculated from the differential properties
of the lens mapping, i.e. the relationship of ∆θ to ∆β,
where the latter is the locus that describes the perimeter
of the source. In general the image is distorted, with dif-
ferent amounts of stretching in different directions, and
one evaluates the image magnification µ from the Jaco-
bian matrix, A (Schneider 1985):
A ≡ ∂β
∂θ
= 1− ∂θi∂θjΨ, i, j = 1, 2 (4)
via
µ =
1
|Det(A)| =
1
|(1− κ)2 − γ2| , (5)
where the convergence, κ, and shear, γ, are invariants of
A,
κ ≡ 1
2
(Ψ11 + Ψ22) , γ
2 ≡ 1
4
(Ψ11 −Ψ22)2+Ψ12Ψ21, (6)
familiar from optics. The former describes the isotropic
deformation of a small light beam due to the lens,
whereas the latter characterises stretching of the beam
along one axis relative to the other. Equations (1-6) are
quite general and can be used to describe various types
of lensing in the geometric optics approximation.
2.1. Potential function of a plasma lens
The additional phase, Φ, impressed by the lens on a
wave which has propagated through it, is given by
Φ =
2pi
λ
∫
dz (n− 1), (7)
where n is the refractive index of the lens, and we have as-
sumed propagation in the zˆ direction. Here we are using
the thin lens approximation, in which one neglects the
effect of deflection of the wave during passage through
the lens, and Φ = Φ(x, y), independent of the angle of
incidence.
As noted above, the angle α is the negative of the re-
fraction angle introduced by the lens. By definition the
wavevector is normal to the wavefront, i.e. normal to
surfaces of constant phase, and for small deflections the
refraction angle is thus given by the ratio of the trans-
verse phase gradient to the longitudinal one, so
α = − λ
2pi
∇rΦ. (8)
Here the operator ∇r is a two-dimensional vector quan-
tity, and the subscript r emphasises that this gradient is
taken with respect to the position r = Ddθ, where Dd is
the distance of the lens from the observer. We can relate
this operator to the angular gradient via Dd∇r =∇.
For an electromagnetic wave of angular frequency ω,
the refractive index of a cold plasma is (e.g., Stix 1992)
n = 1− ω
2
p
2ω2
, (9)
where the plasma frequency, ωp, is assumed to be such
that ω2p  ω2. The plasma frequency is given in terms
of the electron density, ne, by
ω2p =
nee
2
meo
. (10)
Here e and me are the charge and mass of the electron,
respectively, and o is the permittivity of free-space.
Using equations (7-9) we thus obtain
Φ = −reλNe, (11)
where re is the classical radius of the electron. Combin-
ing this result with equation (7) then yields the potential
function
Ψ =
(
λ
λo
)2
ψ, (12)
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where
ψ ≡ 1
2pi
Dds
DdDs
reλ
2
oNe, (13)
and λo is an arbitrarily chosen reference wavelength.
Note that the deflection angle α and its derivatives are
all proportional to λ2:
α =
(
λ
λ0
)2
α0, κ =
(
λ
λ0
)2
κ0, γ =
(
λ
λ0
)2
γ0. (14)
Thus, a definite scaling should hold for the inverse mag-
nification1 of an image measured at a fixed position θ:
± 1
µ
= 1− 2
(
λ
λ0
)2
κ0 +
(
λ
λ0
)4 (
κ20 − γ20
)
. (15)
We now discuss the possibility of such measurements.
3. INTERPRETING DATA
3.1. Characteristics
In the limit where λ → 0, the lens mapping of equa-
tion (3) reduces to the identity β = θ, so there is only one
image and the magnification of that image is µ = 1. As
λ increases there is still only one image, formed close to
θ = β, but the deflection angle becomes greater, and the
magnification deviates further from unity. The single-
image/high-frequency regime is convenient for two rea-
sons. First, if the lens is so weak that there is only one
image present then there is no ambiguity of interpreta-
tion: the current source position corresponds to a unique
image position, and the measured flux of the source tells
us about the magnification – and via equation (4) the
curvatures of the lens potential – at that point. Fur-
thermore the image has positive parity, i.e. Det(A) > 0
(Burke 1981), and it is not necessary to take the absolute
value in equation (5). Secondly, if the image magnifica-
tion is not far from unity then the influence of source
structure on the observed fluxes is less likely to be im-
portant, and a point-source model can be used in the
first instance.
In the absence of imaging data – i.e. data which reveal
the angular structure of the lensed source – the argu-
ment θ of the potential ψ(θ) is not observationally acces-
sible and needs to be reconstructed along with the poten-
tial function from equations (3, 5). It is therefore conve-
nient to consider θ(β, λ) itself as the primary dependent
variable when reconstructing the lens. The deflection
angle can then be obtained by interpolating between the
(θ−β,θ) pairs and the locus of θ(βi, λj) clearly defines
the portion of the lens plane constrained by the available
data. The potential function and electron column den-
sity are subsequently found by integrating the deflection
angle. Relegating θ to the status of a dependent variable
has the considerable practical advantage of bypassing the
computationally costly solution of the lens equation. It
can also provide an insight into the qualitative structure
of the data, and a simple visualisation of the predictive
capabilities of the model.
The latter is made possible by identifying the locus of
points in the data that correspond to the same position
in the lens plane. From the lens equation (3) with the
1 The minus sign is for images of negative parity.
deflection angle (14), all β along the line
β = θ −
(
λ
λ0
)2
α0(θ) (16)
in the domain of our independent variable β project to
the same dependent variable θ in the image plane for all
λ. In order to compute α, we need to know θ at a single
point (β1, λ1) on the line θ(β, λ) = θ1. Substituting the
corresponding value of α0 into equation (16), we obtain
β(λ; β1, λ1,θ1) = θ1 −
(
λ
λ1
)2
(θ1 − β1) . (17)
Thus, knowing the mapping at one particular position
and wavelength determines the solution along the entire
line (17) in its domain, and θ[β(λ; β1, λ1,θ1), λ] ≡ θ1
by construction. By analogy with the theory of partial
differential equations this line can be referred to as a
“characteristic”. Later, in Section 4 (Figure 2), we will
see examples of systems of characteristic lines appropri-
ate to particular lens models.
The reference wavelengths in equations (12-16, 17)
need not be equal and it is convenient to use λ0 = 1,
which we assume in the following.
3.2. One-dimensional problems
Two-dimensional (epoch and wavelength) data of the
dynamic spectrum over-constrain models of electron den-
sity that depend on only one spatial coordinate, such as
the two cases we consider – extremely anisotropic and
axially symmetric lens models. Characteristics are use-
ful in defining which multiple data points constrain the
same location in the lens.
3.2.1. Extremely anisotropic case
When the electron density depends on only one of the
two Cartesian coordinates in the lens plane, Ne(θ) =
Ne(θx), the deflection angle is always parallel to it and
the source position is unaffected in the other direction:
θ(β, λ) : θx(βx, λ) = βx + λ
2∂θxψ, θy = βy; (18)
we will only consider the x component, dropping the sub-
script. Using equation (3), the image magnification is
µ = ∂βθ =
1
1− λ2∂θα0(θ) (19)
and therefore, on a characteristic, where the argument of
the derivative in the denominator is constant, the deriva-
tives, which are measurable as µ, should give the same
result when rescaled to the reference wavelength:
∂βθ0 =
∂βθ
1/λ2 + (1− 1/λ2)∂βθ . (20)
Comparing equation (20) to equation (15) we also estab-
lish the relationship between the optical scalars in the
extremely anisotropic case:
κ0 =
∂θα0
2
=
1− 1/∂βθ
2λ2
, γ20 = κ
2
0, (21)
which can be used as a consistency check if κ0, γ0 can be
obtained independently – e.g., by fitting a biquadratic
polynomial (15) to the magnifications along the charac-
teristic defined by α0.
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3.2.2. Axially symmetric case
In complete axial symmetry, Ne(θ) = Ne(θ), the de-
flection is always in the radial direction:
θ(β, λ) : θ(β, λ) = β + λ2∂θψ, θ ‖ β. (22)
The relation between the observable µ and ∂βθ is slightly
different as one has to account for the curvature of the
polar coordinate system when computing magnification:
µ =
θ
β
∂βθ =
1
1− λ2α0/θ
1
1− λ2∂θα0 . (23)
But as the lens equation (22) is formally equivalent to
equation (18), the scaling (20) remains valid along the
characteristic in the axisymmetric case. A slight com-
plication of the µ to ∂βθ conversion by the θ/β factor
presents no difficulty in practice because, in order to con-
sider variation of the derivative along a characteristic, the
characteristic’s θ needs to be specified in the first place.
For the axisymmetric case, the optical scalars are given
by
κ0 =
1
2
(α0
θ
+ ∂θα0
)
=
1
λ2
− β/θ + 1/∂βθ
2λ2
, (24)
γ20 =
[
1
2
(α0
θ
− ∂θα0
)]2
=
(
1/∂βθ − β/θ
2λ2
)2
.
3.2.3. Formalisation of one-dimensional problems
By definition of a characteristic line, θ is constant along
the line. We therefore require that the right-hand side
of equation (20) – with ∂βθ computed as µ or µβ/θ in
the extremely anisotropic and axisymmetric cases, re-
spectively – is constant on characteristics:
∂βθ0 = const on β(λ) = θ −
(
λ
λ1
)2
(θ − β1) . (25)
This relation expresses the over-constrainedness of the
model by the data in the one-dimensional case.
3.3. Charting the characteristic set
The actual characteristic passing through a given point
is not known in advance and one can envisage a number
of approaches to correctly drawing the family of these
lines through the data. The latter task is equivalent to
the lens reconstruction problem since each characteristic
corresponds to a measurement θ(β) and can be converted
into α0(θ) by interpolating on θ, (θ− β)/λ2 pairs. There
are two constraints to guide the solution process: equa-
tion (25) and equations (19, 23); the former expressing
the expected behaviour of the data along the character-
istics and the latter across them. The relative weights
given to the two in a particular combination define the
various ways in which the solution could be attempted.
Condition (25) can be explicitly resolved with respect
to θ to define the characteristic suggested by the data in
the neighbourhood of a given point:
θˆ(β, λ) = β − ∂βθ + λ
2∂λ2 ∂βθ
∂β ∂βθ
, (26)
but such θˆ would not generally be constant along char-
acteristics, rendering this relation of little practical use.
The reason is that it implies a consistency condition on
the data themselves which, even if met by the underly-
ing signal, will be violated by the random and systematic
errors which are inevitable in the measurement process.
A milder version of this method would be to select,
among all the possible lines (17) passing through a given
point (β, λ), the one on which the gradient (20) is least
variable. However, this approach makes no attempt to
satisfy equations (19, 23) and the resulting θ(β) does not
have to be smooth, continuous or even self-consistent.
We have found that both of these “morphological meth-
ods” performed poorly on our data.
The approach that has so far proven most useful, and
the one which we use to analyse our data in Section 4, is
as follows. We first select a pivot point, (β1, λ1), through
which we would like to draw a characteristic. With an
assumed value of the corresponding position in the lens
plane, θ1, the trajectory of the characteristic in the data
domain, i.e. β(λ), is then fixed by equation (17). Data
points which lie on or near this trajectory give us in-
formation on the magnification along the characteristic.
Scaling to the reference wavelength, we then use these
magnifications to form the average 〈∂βθ0〉1 as our esti-
mate of the gradient of the lens mapping at the position
θ1. We then select a new pivot point, (β2, λ2), lying close
to, but not on the first characteristic. The corresponding
position in the lens plane, θ2, is given by
θ2 = θ1 + 〈∂βθ〉1(λ2)∆β, (27)
where 〈∂βθ〉1(λ2) is the gradient of the first character-
istic evaluated at λ2, and ∆β = β2 − β(λ2;β1, λ1, θ1)
is the distance along the β axis between the new pivot
point and the initial characteristic. Knowing θ2 fixes the
entire trajectory β(λ) of the new characteristic, and so
we can use our data to form an estimate of the gradient,
〈∂βθ0〉2, for the new characteristic. This process is then
iterated, allowing us to cover the data domain with an
entire family of characteristics. Once we fix the set of
pivot points, the foregoing procedure furnishes us with a
unique lens model for each assumed value of θ1.
As we have no prior knowledge of the appropriate value
of θ1, we must choose a suitable figure by determining
which of the resulting lens models we prefer. This is
readily achieved, e.g. by introducing a figure of demerit
that measures the root-mean-square difference between
the model predictions and the data. The procedures just
described are summarised in pseudocode as Algorithm 1.
Because the characteristic lines are never parallel to
the β axis, it is convenient to choose the same wave-
length for all pivot points. We chose all pivots to be at
8.4 GHz. And because deflection angles are small at high
frequencies, and our data are not uniformly sampled in
time, we placed characteristics in one-to-one correspon-
dence with the sampled epochs, {βk}. Over much of the
4 cm observing band, this choice gives us a close corre-
spondence between the locations of the data samples and
the locations of the characteristics.
A clear advantage of this method is that there is just
a single variable θ1 with respect to which the model is
to be optimised, and yet it takes account of both equa-
tions (25) and (19, 23), even if only in an average sense
for the latter. It also performs well in practice, produc-
ing reasonable models and doing so stably with respect
to variations in the spectral and kinematic models or
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Data: Magnification µij = µ(βi, λj)
Result: Deflection curve α0(θ)
Construct interpolating function µ(β, λ);
Select a set of characteristic pivot points {(βk, λk)}, k = 1..K;
Select a set of initial values {θl1}, l = 1..L to try;
for l = 1..L do
Set first characteristic parameter θ1 = θl1;
Compute average scaled derivative 〈∂βθ0〉1 from
magnification data interpolated onto the
characteristic β(λ) = θ1 − (λ/λ1)2(θ1 − β1);
for k=2..K do
Compute distance ∆β to next characteristic;
Rescale 〈∂βθ0〉k−1 to λ = λk;
Compute parameter θk = θk−1 + 〈∂βθ〉k−1(λk)∆β;
Compute average scaled derivative 〈∂βθ0〉k along
characteristic β(λ) = θk − (λ/λk)2(θk − βk);
end
Compute model µˆk[βk(λn), λn] along all characteristics;
Interpolate µˆkn onto data sampling points (βi, λj);
Compute demerit d(µij , µˆij);
Store demerit, characteristic parameter set (d, {θk})l;
end
Identify initial value θl1 that results in optimal demerit;
α0(θ) interpolates optimal [θk, (θk − βk)/λ2k], k = 1..K.
Algorithm 1: Averaging along trial characteristic set.
The derivative ∂βθ is obtained from the magnification
using equation (19) or equation (23), for the extremely
anisotropic or axisymmetric geometry, respectively, and
scales with wavelength according to equation (20).
readjustment of weighting schemes. A serious drawback,
however, is that errors in determining the properties of
one characteristic propagate into all subsequent charac-
teristics in the inner loop of Algorithm 1. Of particu-
lar concern with the real data, which inevitably contain
gaps in the coverage, is the possibility of missing episodes
of strong (de-)magnification, which strongly deforms the
paths on which the derivatives are averaged.
A simple way to mitigate problems associated with
gaps in the coverage is to break the dataset into a few
separate pieces at suspect positions – particularly in the
longer gaps in the data coverage, where a missed high-
maginfication event might lurk. The algorithm is then
run on each of the pieces independently. If the results
align well, it is unlikely that an important event has been
missed and the data can be restitched together for a more
reliable reconstruction. If the algorithm returns consid-
erable offset between the end of one reconstructed piece
and the beginning of the next, it is a good indication an
important event in the light curve has been missed.
4. APPLICATION TO ATCA DATA ON PKS 1939–315
4.1. Kinematic and spectral model
The algorithm described above deals with the angu-
lar position and magnification of the source whereas the
available data come in the form of a dynamic spectrum
F (t, λ). To convert the latter to the former, models of
the instrinsic spectrum of the source, F0(λ), and of its
motion relative to the Earth-lens system, β(t), have to
be assumed. We aimed to keep both models as simple as
practical, restricting ourselves to a power-law spectrum
and rectilinear motion:
F0(λ) = F0
(
λ0
λ
)p
, (28)
Table 1
Best fit spectral and kinematic parameters for PKS 1939–315.
F0(10 GHz), mJy p β0, days t0, MJD f , %
176± 3 −0.22± 0.02 . 5 56790+5−10 5± 1
and
β(t) = β0 +
vf
Dd
(t− t0). (29)
Here the effective transverse velocity, vf , is given in
terms of the source, lens and Earth velocities (vs, vd,
and v⊕, respectively) by
vf =
Dd
Ds
vs − vd + Dds
Ds
v⊕ (30)
(Cordes and Rickett 1998). In the case of a quasar seen
through a plasma lens in our own Galaxy, Ds ' Dds 
Dd, so vf ' −vd + v⊕. It is convenient to choose the
epoch t0 so that β0 is the impact parameter in the ax-
isymmetric case: β0 · vf = 0.
In the extremely anisotropic case, only the x compo-
nent of equation (29) is relevant and the photometry is
insensitive to changes in β0 or t0. Further, vf/Dd only
affects the overall scale of the angular coordinates β, θ
by setting the time-to-angular-position conversion fac-
tor. That too is irrelevant for the photometry, which is
determined by the dimensionless ∂θ/∂β derivatives. As
a result, only the normalisation, F0, and slope, p, of the
intrinsic spectrum need to be specified, and those choices
can be optimised, while the angular positions are effec-
tively measured in time units – i.e., vf/Dd ≡ 1.
In the case of axial symmetry the observables depend
on the magnitude of β,
β(t) =
√
β20 + (vf/Dd)
2 (t− t0)2. (31)
and it is now only the overall angular scale of the prob-
lem, vf/Dd that remains free. Thus, the parameter in-
ventory of this case includes both the spectral and kine-
matic portions. Optimisation in this four-dimensional
space is slow, so we only optimised with respect to the
impact parameter and epoch, β0, t0, adopting the best-
fit spectral model of the extremely anisotropic case. The
impact parameter and epoch of closest approach, as de-
termined by our optimisation, are given in Table 1 along
with the parameters of the spectral model.
4.2. Implementation details
We applied the methods presented in section 3.3 to
our Australia Telescope Compact Array data on the
ESE towards PKS 1939–315. This event was discov-
ered via a novel method utilising the wide bandwidth of
the Compact Array Broadband Backend (CABB, Wilson
et al. 2011). The method of discovery and the follow-
up data are described by Bannister et al. (2015). The
data consist of flux density measurements taken in 16 cm
(1.6 − 3.1 GHz), and 4 cm (4.2 − 10.8 GHz), bands with
4 MHz-wide spectral channels.2 The source was observed
every few days after the ESE was identified in June 2014
until March 2015. Gaps in this coverage lasting up to a
2 The original data covered bandwidths slightly larger than the
values quoted here. We trimmed the band edges, as the extrema
are difficult to calibrate accurately.
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Figure 1. Observed flux density of PKS 1939-315 (in mJy, as
per the colour bar) as a function of Modified Julian Date and fre-
quency. The horizontal, white strip is the gap between the 4 cm
and 16 cm bands in our observing configuration. The upper (lower)
set of tickmarks in this strip denote the epochs of observation in
the 4 cm (16 cm) band. Between observing epochs, we use linear
interpolation to determine appropriate flux densities. The time
axis in this figure is related to the apparent source position, β, via
the adopted kinematic model.
month are present, particularly in the 16 cm band. The
data are presented in Figure 1.
We tried the different methods described in section 3.3
when reconstructing the characteristic system of the lens
mapping θ(β, λ), for both extremely anisotropic and ax-
isymmetric cases, but only the method of Algorithm 1
proved useful in practice. We tested for missing high-
or de-magnification events in gaps in temporal cover-
age by breaking the data into separate pieces, but we
found no conclusive evidence for any. The test instead
revealed a small but consistent lag of change in θ com-
pared to the predictions of µ, as if the latter was biased
low. We interpret the bias as due to the presence of a
steady component that is not subject to lensing, either
because of its large size, or because it is substantially off-
set from the lensed component of the source. To counter
the bias we introduced into our models a parameter, f ,
to describe the unlensed fraction of the source flux. To
keep the spectral model simple we adopted the same
unlensed fraction at all frequencies; the optimal values
found were f = 0.04± 0.01 for the extremely anisotropic
and f = 0.05 ± 0.01 for axisymmetric geometries. We
thus employ a total of three model parameters to de-
scribe the source.
In the vicinity of caustics, a point-source model yields
arbitrarily large fluxes and the root-mean-square flux dif-
ference is overwhelmingly influenced by these regions.
Root-mean-square flux difference is therefore not a good
statistic for assessing the goodness-of-fit of a model. A
better choice of demerit is to use the root-mean-square
difference in the inverse-flux:
demerit =
{∑[
F−10 (λj)µ
−1(βi, λj)− F−1(ti, λj)
]2
#data points−#model parameters
}1/2
,
(32)
which we used in our optimisation. We also quote the
r.m.s. of the flux density residuals, to permit compar-
ison with measurement noise levels. Although only a
single number, θ1, is freely adjusted during the optimisa-
tion in Algorithm 1, we include in our parameter count
the total number of characteristics in the model, which
is 86. We do so because for each characteristic the gra-
dient of the lens mapping is chosen so as to match, in
an average sense, the data close to that characteristic.
This also allows us to compare models α0(θ) ∼ {(α, θ)i}
with varying resolution and regardless of how they were
obtained.
The refractive index of a plasma increases strongly
with wavelength, as per equation (14), leading to mul-
tiple refracted images, and to diffractive scattering at
sufficiently low frequencies. Moreover, the angular size of
compact radio quasars tends to increase with wavelength.
These considerations suggest that the methods discussed
above are best suited to short radio wavelengths. We
therefore focused our modelling effort exclusively on the
4 cm band, with the 16 cm band data being used as an
independent check on the model. We present our model
predictions in the 16 cm band, below, for illustration
only; we compare them to the data and discuss the dis-
crepancies in Section 5.
The characteristic lines used in modelling cannot co-
incide with the data at all frequencies. To estimate flux
densities on characteristic points that fall in between the
data sampling locations (and vice versa), we used linear
interpolation in (β, λ) coordinates3. When computing
the average of equation (20), which depends non-linearly
on the observable flux densities, F , we weighted the esti-
mates at each wavelength in proportion to the (squared)
derivative of ∂βθ0 with respect to F , so as to avoid bias-
ing the average by a few estimates with a low denomina-
tor. This presumes uniform uncertainty in F along the
spectrum, which should be a good approximation for the
thermal noise in our data.
For computational reasons, we averaged the data over
∼ 25 spectral channels, yielding a regular spectral grid
sampled at 100 MHz intervals. We chose all the char-
acteristic pivot points at 8.4 GHz, and placed them at
β positions corresponding to the 86 epochs available in
the 4 cm band between June 2014 and March 2015. This
choice minimises the influence of interpolation, because
bending angles are small at high radio-frequencies — as
can be seen from the characteristic curves plotted in Fig-
ure 2.
4.3. Modelling results
The results of fitting for both the extremely anisotropic
and axisymmetric geometries are quite similar, both
qualitatively and in terms of the demerit figures, and we
cannot decide between these geometries. Table 2 sum-
marises the performance of the resulting models and Fig-
ure 2 shows the predicted dynamic spectra. Both models
produce a reasonable fit to the data in the 4 cm band.
Nevertheless, the uncertainties on our data are signifi-
cantly lower than the r.m.s. flux residual between model
and data, 4 and therefore there is considerable scope for
3 Specifically, we interpolated in λ first – at β = const for data,
or along the characteristics for models – and then interpolated in
β.
4 With channels of 100 MHz, the thermal noise is only ∼ 0.6 mJy
and the uncertainties in the data are dominated by residual cali-
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Figure 2. Characteristic curves (upper panels: a, b), and dynamic spectra (lower panels: c, d), for the optimal extremely anisotropic
model (left panels: a, c), and the optimal axisymmetric model (right panels: b, d). The characteristic curves are plotted in blue for
positive parity and red for negative; the red-blue boundary exhibits the caustic structure of these models. In order to permit a direct visual
comparison with figure 1, the model dynamic spectra are constructed with identical time and frequency sampling as our data, and use the
same colour scale as figure 1. At a frequency of 8.4 GHz, the locations of the characteristic curves coincide with the 4 cm band observing
epochs.
Table 2
Parameters of the optimal models
Anisotropic Axisymmetric
#model parameters 86+3 86+3+2
demerit (Jy−1), 4 cm 0.27 0.27
r.m.s. residual flux (mJy), 4 cm 7.1 7.2
demerit (Jy−1), 16 cm 9.7 6.0
r.m.s. residual flux (mJy), 16 cm 1000 720
improvement in the models. At lower frequencies the
residuals are much worse and exceed the average flux
density of the source itself – a result of the very high
magnifications in the vicinity of the model caustics.
Figure 3 presents the deflection curves of the two char-
acteristic sets. The curves are presented both in the
“modelling units” of days (i.e., with vf = 1 and Dd = 1),
and for illustration we have also converted to physical
units by assuming specific values for the effective velocity
bration errors and source confusion, which we expect to be of order
1% (i.e. ∼ 2 mJy).
and distance: vf = 50 km s
−1 and Dd = 1 kpc, respec-
tively. Integrating the deflection curves via equations (2,
12) we obtain the potential function, ψ, which is propor-
tional to the electron column density (13).
Figure 4 presents the inferred potential on top, and the
bottom panel shows the same estimates with the mean
gradient of ψ removed (so as to reveal the lumps and
bumps which are superposed on the trend). The gradi-
ent does not affect magnification and would be impossi-
ble to measure at a single frequency. It does affect the
alignment between light-curve features at different wave-
lengths, making it detectable with spectral data. The
mean gradients that we infer through averaging deflec-
tion angles in Figure 3 are
〈∇Ne〉 ≈
(
5.2
5.9
)
1016 cm−2 yr−1
( vf
50 km s−1
)2(1 kpc
Dd
)
≈
(
330
380
)
cm−3
( vf
50 km s−1
)(1 kpc
Dd
)
, (33)
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Figure 3. Deflection angles α0 of the two optimal models shown
for the reference frequency ν0 = 5.9 GHz. The horizontal axis is
position in the lens plane, Ddθ, with θ = β + α. The natural
modelling units are shown on the left and bottom axes, whereas
the right and top axes assume the effective velocity and distance of
vf = 50 km s
−1, Dd = 1 kpc for conversion to physical units. The
latter scale as vf and vf/Dd on the horizontal and vertical axes,
respectively. The origin coincides with the position of the source
at the reference epoch MJD56800 for the anisotropic model, and
the symmetry centre for the axisymmetric model.
where the upper and lower figures are for the extremely
anisotropic and axisymmetric geometries, respectively.
Our method is completely insensitive to the density
zero point so readers are free to add any constant verti-
cal offset they like to the points in figure 4. On the other
hand the curvature and gradient of the density directly
affect the light curves and their alignment across the fre-
quency dimension, so those quantities are fixed by the
modelling at every plotted point in figure 4.
The uncertainties in mean-gradient and mean-
curvature may be of interest. By varying the param-
eter θ1 we obtain models which have a different mean
gradient from our optimum model, but which necessar-
ily have a greater demerit. Because the uncertainties
on our data are primarily systematic (∼ 2 mJy), we can
only give rough estimates of the uncertainty associated
with model parameters; we adopt uncertainty intervals
defined by the mean-square residual being no larger than
its minimum value plus 4 mJy2. With this criterion we
find that the uncertainty on the mean-gradient in the
lens is ±40% around the value given in equation (33).
Even a small change in the mean curvature away from
our best lens model would, by itself, greatly increase the
residuals of the fit, because of the change in the time-
averaged spectrum of the lensed source. However, the
inferred mean curvature of the lens is, to some extent,
degenerate with the shape of the intrinsic source spec-
trum, and the intrinsic spectrum is not precisely known.
We therefore modified our source spectrum model in such
a way as to precisely mimic the effect of magnification
by a plasma lens, and then determined the mean conver-
gence of the resulting lens model. As expected, the lens
model tries to compensate for the change in the spectral
Figure 4. Panel (a) shows the potential function, ψ ∝ Ne, ob-
tained by integrating the deflection curves in Figure 3. Panel (b)
shows the same curves with the mean gradient subtracted, in order
to show more clearly the lumps and bumps which are present. The
horizontal axis is position in the lens plane, as in Figure 3. The
potential is presented in the natural modelling units on the left-
hand vertical axis. The right-hand axis shows the physical units
corresponding to vf = 50 km s
−1 and Dd = 1 kpc and scales as
v2f/Dd.
model in such a way that the lensed source spectrum is
largely unchanged. By varying the degree to which the
intrinsic spectrum is modified, and evaluating the mean-
square residuals of the resulting lens models we were thus
able to estimate the uncertainty in the mean-convergence
of the lens. We determined that the data permit an ad-
ditive constant convergence of up to ±0.007. In other
words, the zero-point in figure 5 is uncertain by only
±0.007. The sensitivity of our data to a constant offset
in the lens curvature stems, in part, from the large region
of the lens-plane which we have sampled: a range in θ of
order 250 days. Over this interval a constant curvature
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of only 0.01 changes the gradient by about 5 days, which
is roughly twice as large as the mean gradient in our best
models — see figures 3 and 4.
We emphasise that these constraints are strictly lo-
cal and do not depend on the behaviour of the column-
density at large distances from the line-of-sight — there
is no analogue of the “external shear” which is encoun-
tered in gravitational lensing. Nor is there an analogue of
gravitational lensing’s “mass-sheet degeneracy” — that
degeneracy is broken by the strong frequency-dependence
of the plasma refractive index. For example: the large
negative curvature in ψ (hence Ne) around day 60 in
Figure 4 is responsible for the period of strong demagni-
fication around MJD 56850 in Figure 1.
5. DISCUSSION
Even with an ideal inversion algorithm, the dynamic
spectrum alone cannot provide a complete characterisa-
tion of a plasma lens. Such an inversion returns ψ(θ),
and the scaling factors required to obtain plasma column-
density as a function of position (see section 2) must be
determined by other means. In common with previous
authors we can, of course, simply assume values for the
effective transverse velocity and lens distance, in order to
fix those conversion factors. And, naturally, if we choose
values similar to those used by previous authors then we
obtain similar properties for the lenses themselves, be-
cause in all cases the basic observational requirement is
to obtain magnification variations ∼ 1 for a few months.
Thus if we adopt vf ∼ 50 km s−1 and Dd ∼ 1 kpc, then
we infer lensing by a structure of size ∼ 1 AU with elec-
tron column-density gradient ∼ 3 × 102 cm−3. For an
axisymmetric lens, which presumably arises from a struc-
ture that has spherical symmetry, the column-density
gradient is expected to be comparable to the volume den-
sity of electrons in the lens, implying tiny lenses which
are highly over-pressured. For highly anistropic lenses
it is not obvious what the appropriate three-dimensional
structure is, so the relationship between ne and N
′
e re-
mains unspecified. Many authors have argued in favour
of sheet-like structures seen edge-on, as a means of mod-
erating the required electron pressure (Romani et al.
1987; Goldreich and Sridhar 2006; Pen and King 2012;
Pen and Levin 2014).
In addition to ESEs, two other radio-wave scatter-
ing phenomena appear to require a large population
of tiny structures incorporating ionised gas with large
gradients in Ne. These phenomena are the Intra-Day
Variability (IDV) of some compact radio quasars (e.g.
Kedziora-Chudczer et al. 1997; Dennett-Thorpe & de
Bruyn 2000; Bignall et al. 2003; Lovell et al. 2008), and
pulsar parabolic arcs (Stinebring et al. 2001; Cordes et al.
2006). These two phenomena can be plausibly attributed
to a single type of scattering structure, differing only in
the nature of the background radio source (Tuntsov et
al. 2013). There is good evidence that these structures
are often very highly anisotropic in their scattering (e.g.
Walker et al. 2004; Cordes et al. 2006; Walker et al. 2009;
Brisken et al. 2010), which suggests that strong magnetic
fields may be present. In the modelling of PKS 1939–315
reported in this paper we were unable to distinguish be-
tween axisymmetric and highly-anistropic lenses. How-
ever, it is notable that our best-fit axisymmetric model
demanded a very small impact parameter for the event
(consistent with zero), so that the relative orientation of
the effective velocity vector and the plasma density con-
tours is essentially constant during our monitoring inter-
val. Put another way: when we ask for an axisymmetric
model, the data prefer us to choose one which looks very
much like an extremely anisotropic model. This deduc-
tion, made from fitting the dynamic spectrum alone, is
consistent with the astrometric shifts of PKS 1939–315,
measured with the Very Long Baseline Array (Bannister
et al. 2015), which are all consistent with refraction in
the same direction on the sky. We note, however, that
the interpretation of the observed astrometric shifts is
unclear at present (see Bannister et al. 2015).
One further aspect of our data is worth drawing at-
tention to. In the dynamic spectrum of PKS 1939–315,
there appear to be flux variations at all times. Thus, al-
though there is an interval of outstandingly strong vari-
ability in our dynamic spectrum of PKS 1939–315 – i.e.
the two months either side of MJD56850, which triggered
our follow-up observations (Bannister et al. 2015) – that
interval should perhaps not be thought of as an isolated
event. Rather, it might be better thought of as a large
example of the ongoing fluctuations which are currently
manifest in this particular souce.
Although the foregoing points are suggestive, not con-
clusive, they are all consistent with the Extreme Scat-
tering “Event” in PKS 1939–315 being closely related to
the episodic phenomenon of Intra-Day Variability in ra-
dio quasars, and thus also to the pulsar parabolic arcs. It
has previously been noted that in pulsar parabolic arcs
one sometimes sees deflection angles consistent with a
lens that is strong enough to explain the large magnifi-
cation fluctuations observed in ESEs (Hill et al 2005).
A valuable, independent check on the quality of our
modelling is provided by our ATCA 16 cm band data on
PKS 1939–315, which were not utilised in constructing
our model plasma lens profiles. The lensing effects of
a plasma increase with wavelength, and caustics are ex-
pected to form at some point. Comparison of Figure 2
with Figure 1 immediately reveals the deficiencies of our
models, particularly in the poor correspondence between
the locations of model caustics and local peaks in ob-
served flux density. Nor do the peaks in the data appear
strong and sharp, as expected for caustics. These quali-
tative deficiencies are quantitatively reinforced by the fig-
ures of demerit and r.m.s. flux residuals given in table 2.
The poor performance of our models at low-frequencies
is not surprising, for two reasons. First, because the
optical-depth to synchrotron self-absorption decreases
with frequency, radio quasars are most compact at high-
frequencies, and thus our point-source approximation is a
poorer approximation at low-frequencies. Indeed, VLBA
observations reveal (Bannister et al. 2015) that the re-
solved jet component contributes only a few per cent
of the total flux density at 8.4 GHz but at 1.4 GHz and
2.3 GHz the resolved component dominates the compact
core. Although the foregoing point is not necessarily re-
sponsible for errors in the location of the caustics, the fig-
ures of demerit and r.m.s. flux residuals are both strongly
influenced by the presence of caustics when the moderat-
ing influence of source-size vanishes. Second, our treat-
ment is based on geometric optics and thus excludes the
effects of diffraction by small-scale column-density struc-
tures in the lens. Diffraction is also expected to be more
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Figure 5. Beam convergence (at the reference frequency ν0 =
5.9 GHz) of our optimal extremely anisotropic model computed
as the average of equation (21) along each characteristic. The
horizontal axis is the position in the lens plane, as in Figure 3.
The convergence is clearly negative in the course of the strong
demagnification event. The error bars show the r.m.s. variation of
the individual κ0 estimates along the characteristic.
important at low frequencies because the phase profile
of the lens scales in proportion to the wavelength (11),
and because the Fresnel scale, which separates refrac-
tive and diffractive regimes, increases with wavelength.
Unfortunately, non-zero source size and diffraction both
appear to be incompatible with the core ideas of this
paper – i.e. characteristics, and a well-defined scaling
of magnification with wavelength – so the exclusion of
these physical effects is a fundamental limitation of our
method. On the other hand forward modelling that in-
cludes these phenomena is feasible, which suggests that
parameterisation of the lens and source structures, fol-
lowed by optimisation, should be a profitable avenue to
explore.
Our method of determining the lens profile provides
built-in consistency checks (21, 24) that can be applied
to the reconstructed characteristic sets, by estimating
the optical scalars from the fit to equation (15) along
each characteristic. We performed these checks, fitting
for the coefficients of λ2 and λ4 in equation (15), and the
models largely satisfy their consistency relations. But
the uncertainty and level of degeneracy between the two
coefficients preclude us from drawing any further con-
clusions. The uncertainties are in fact so large that the
optical scalars inferred for the axisymmetric model easily
satisfy the consistency check for the anistropic model.
The results of our modelling are nevertheless very def-
inite regarding the nature of the lens responsible for the
period of strongest demagnification. As shown in Fig-
ure 5, it was caused by a diverging lens, with κ0 < 0.
Pen and King (2012) argued that the intervals of strong
demagnification observed during ESEs are naturally ex-
plained by a converging lens that is over-focused. Our
lens inversion is predicated on the assumption that only
a single image is present at high frequencies, and does
not directly address the circumstance of an over-focused
lens (which is necessarily in the caustic regime). How-
ever, towards the upper end of the frequency range of
our data (Figure 1) the fractional variations in flux are
both small and decreasing, making it difficult to sustain
the idea that this lens is over-focused.
Attempting to extend our approach, which identifies
characteristics by minimising the deviation from equa-
tion (15), to the case of a general two-dimensional lens
incurs the penalty of a broadened interpretation of both
the solution and the characteristic lines. It can be shown
that the general reconstruction problem in 2D does not
have a unique solution, and therefore one is obliged to
look for particular classes of solution or their represen-
tatives. Likewise, a one-dimensional line (16) in the
three-dimensional model space (θ, λ) would not gener-
ally lie on the surface defined by the two-dimensional
data (t, λ) but instead only intersects this surface. How-
ever, the lines on this surface that minimise the devi-
ation from equation (15) do exist, and by construction
they project to intervals θ(λ) with little variation in the
optical scalars. This makes it possible, in principle, to
constrain the physical properties of the screen in both
transverse coordinates.
6. CONCLUSIONS
The advent of new, high quality data on plasma lens-
ing events motivates the development of novel techniques
which exploit the information in those data to constrain
the lens properties. We have presented one such method,
which takes a dynamic spectrum as input and yields the
plasma column-density profile as output. In so far as
possible, our approach avoids the proliferation of model
freedoms: we use geometric optics, the thin-screen ap-
proximation, a point-source model, and a lens with re-
duced dimensionality. These restrictions are all of ques-
tionable validity and one or more may need to be relaxed
in future. Nevertheless, restricting the solution space in
this way permits a straightforward and rapid exploration
of the lens properties, providing immediate insights into
lens structure and a firm foundation for more sophisti-
cated modelling.
Applying our method to ATCA data on the ESE in
PKS 1939–315 we recovered profiles of the lens respon-
sible for this event in the case of either axisymmetric
or extremely anisotropic lens geometries. The two pro-
files share many features, including a large mean gradient
and a column-density peak associated with the region of
strongest lensing. Both our models provide a good vi-
sual match to the high frequency data (4.2-10.8 GHz),
which were used as input, but neither did a good job of
predicting the lower-frequency data (1.6-3.1 GHz), which
were used only as a test of the models. There is, there-
fore, considerable scope for improvement in the inversion
procedure.
The Australia Telescope Compact Array is part of the
Australia Telescope National Facility, which is funded by
the Commonwealth of Australia for operation as a Na-
tional Facility, and managed by CSIRO. We especially
thank the scheduler, Phil Edwards, for making the reg-
ular ATCA observations possible. We have benefitted
greatly from the guidance of Ron Ekers on a variety of
issues relating to this work.
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