Abstract-In wireless networks, many problems can be formulated as subset selection problems where the goal is to select a subset from the ground set with the objective of maximizing some objective function. These problems are typically NP-hard and hence solved through carefully constructed heuristics, which are themselves mostly NP-complete and thus not easily applicable to large networks. On the other hand, subset selection problems occur in slightly different context in machine learning (ML) where the goal is to select a subset of high quality yet diverse items from a ground set. This balance in quality and diversity is often maintained in the ML problems by using determinantal point process (DPP), which endows distributions on the subsets such that the probability of selecting two similar items is negatively correlated. While DPPs have been explored more generally in stochastic geometry (SG) to model inter-point repulsion, they are particularly conducive for ML applications because the parameters of their distributions can be efficiently learnt from a training set. In this paper, we introduce a novel DPPbased learning (DPPL) framework for efficiently solving subset selection problems in wireless networks. The DPPL is intended to replace the traditional optimization algorithms for subset selection by learning the quality-diversity trade-off in the optimal subsets selected by an optimization routine. As a case study, we apply DPPL to the wireless link scheduling problem, where the goal is to determine the subset of simultaneously active links which maximizes the network-wide sum-rate. We demonstrate that the proposed DPPL approaches the optimal solution with significantly lower computational complexity than the popular optimization algorithms used for this problem in the literature.
I. INTRODUCTION
ML and SG have recently found many applications in the design and analysis of wireless networks. However, since the nature of the problems studied with these tools are so fundamentally different, it is rare to find a common ground where the strength of these tools can be jointly leveraged. While the foundation of wireless networks is built on traditional probabilistic models (such as channel, noise, interference, queuing models), ML is changing this model-driven approach to more data-driven simulation-based approach by learning the models from extensive datasets available from the real networks or field trials [1] . On the other hand, the basic premise of SG is to enhance the model-driven approach by endowing distributions on the locations of the transmitters (Tx-s) and receivers (Rxs) so that one can derive the exact and tractable expressions
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for key performance metrics such as interference, coverage, and rate. In this paper, we concretely demonstrate that these two mathematical tools can be jointly applied to a class of problems known as the subset selection problems, which have numerous applications in wireless networks.
Subset selection problems. In wireless networks, a wide class of resource management problems like power/rate control, link scheduling, network utility maximization, and beamformer design fall into the category of subset selection problems where a subset from a ground set needs to be chosen which optimizes a given objective function. For most of the cases, finding the optimal subset is NP-hard. The common practice in the literature is to design some heuristic algorithms which find a local optimum under reasonable complexity. Even most of these heuristic approaches are NP-complete and are hence difficult to implement when the network size grows large.
In ML, subset selection problems appear in a slightly different context where the primary objective is to preserve the balance between quality and diversity of the items in the subset, i.e., to select good quality items from a ground set which are also non-overlapping in terms of their features. For example, assume that a user is searching the images of New York in a web-browser. The image search engine will pick a subset of stock images related to New York from the image library which contains the popular landmarks (quality) as well as ensure that one particular landmark does not occur repeatedly the search result (diversity). Few more examples of subset selection with diversity are text summarization [2] , citation management [3] , and sensor placement [4] . The attempt to model diversity among the items in a subset selection problem brings us to the probabilistic models constructed by DPPs, which lie at the intersection of ML and SG. Initially formulated as a repulsive point process in SG [5] , DPPs are natural choice for inducing diversity or negative correlation between the items in a subset. Although the traditional theoritical development of DPPs has been focused on the continuous spaces, the finite version of the DPPs have recently emerged as useful probabilistic models for the subset selection problems with quality-diversity trade-off in ML. This is due to the fact that the finite DPPs are amenable to the data-driven learning and inference framework of ML [3] .
Relevant prior art on DPPs. In wireless networks, DPPs have mostly been used in the SG-based modeling and analysis of cellular networks. In these models, DPPs are used to capture spatial repulsion in the BS locations, which cannot be modeled using more popular Poisson point process (PPP) [5] . For some specific DPPs, for instance the Ginibre point process, it is pos-sible to analytically characterize the performance metrics of the network such as the coverage probability [6] . However, the finite DPPs and the associated data-driven learning framework, which is under rapid development in the ML community has not found any notable application in wireless networks. The only existing work is [7] , where the authors have introduced a new class of data-driven SG models using DPP and have trained them to mimic the properties of some hard-core point processes used for wireless network modeling (such as the Matérn type-II process) in a finite window.
Contributions. The key technical contribution of this paper is the novel DPPL framework for solving general subset selection problems in wireless networks. In order to concretely demonstrate the proposed DPPL framework, we apply it to solve the link scheduling problem which is a classical subset selection problem in wireless networks. The objective is to assign optimal binary power levels to Tx-Rx pairs so as to maximize the sum-rate [8] . The links transmitting at a higher (lower) power level will be termed active (inactive) links. Therefore, the objective is to determine the optimal subset of simultaneously active links. Similar to the subset selection problems in ML, the simultaneously active links will be selected by balancing between the quality and diversity. The links which will be naturally favored are the ones with better link quality in terms of signal-to-interference-and-noiseratio (SINR) so that the rates on these links contribute more to the sum-rate (quality). On the other hand, the simultaneously active links will have some degree of spatial repulsion to avoid mutual interference (diversity). With this insight, it is reasonable to treat the set of active links in the optimal solution as a DPP over the set of links in a given network. The DPP is trained by a sequence of networks and their optimal subsets which are generated by using an optimization algorithm based on geometric programming (GP). We observe that the sumrates of the estimated optimal subsets generated by the trained DPP closely approach the optimal sum-rates. Moreover, we show that the subset selection using DPP is significantly more computationally efficient than the optimization based subset selection methods.
II. DETERMINANTAL POINT PROCESS: PRELIMINARIES
In this Section, we provide a concise introduction to DPP on finite sets. The interested readers may refer to [3] for a more pedagogical treatment of the topic as well as extensive surveys of the prior art. In general, DPPs are probabilistic models that quantify the likelihood of selecting a subset of items as the determinant of a kernel matrix (K). More formally, if Y = {1, . . . , N } is a discrete set of N items, a DPP is a probability measure on the power set 2 Y which is defined as:
(1) where Y ∼ P is a random subset of Y and
N ×N to the indices of the elements of A ⊆ Y (K ∅ = 1). We denote K as the marginal kernel which is a positive semidefinite matrix such that K ≼ I (I is an N × N identity matrix), i.e. all eigenvalues of K are less than or equal to 1. For the learning purposes, it is more useful to define DPP with another formalism known as the 
where {v n } is the orthonormal sequence of eigenvectors corresponding to the eigenvalues {λ n }. Using (3), K can also be obtained by rescaling the eigenvalues of L as:
In the ML formalism, if
is a kernel function and ϕ is the corresponding feature map. The kernel k(a i , a j ) can be further decomposed according to the quality-diversity decomposition [3] as:
Using (5), we can write (2) after some manipulation as: Fig. 1 for an illustration). Thus DPP naturally balances the quality and diversity of items in a subset.
III. THE PROPOSED DPPL FRAMEWORK A. Conditional DPPs
Most of the learning applications are input-driven. For instance, recalling the image search example, a user input will be required to show the search results. To model these input-driven problems, we require conditional DPPs. In this framework, let X be an external input. Let Y(X) be the collection of all possible candidate subsets given X. The conditional DPP assigns probability to every possible subset
| is a positive semidefinite kernel matrix. Following (2), the normalization constant is det(I + L(X)). Now, similar to the decomposition technique in (5),
, where g(a i |X) denotes the quality measure of link i and S i,j (X) denotes the diversity measure of the links i and j (i ̸ = j) given X. In [3] , the authors proposed a log-linear model for the quality measure as follows:
where f assigns m feature values to a i . We will discuss the specifics of f (·|·) in the next Section. For S i,j (X), we choose the Gaussian kernel:
B. Learning DPP model
We now formulate the learning framework of the conditional DPP as follows. We denote the training set as a sequence of ordered pairs T :
is the output. Then the learning problem is the maximization of the log-likelihood of T :
where
where P θ,σ ≡ P L parameterized by θ and σ. The reason for choosing the log-linear model for quality measure and Gaussian kernel is the fact that under these models, L(T ; θ, σ) becomes a concave function of θ and σ [3, Proposition 4.2].
C. Inference
We now estimateŶ given X using the trained conditional DPP. This phase is known as the testing or inference phase. In what follows, we present two methods for choosingŶ .
1) Sampling from DPP
The first option is to draw random sample from the DPP, i.e., Y ∼ P θ * ,σ * (·|X) and setŶ = Y. We now discuss the sampling scheme for a general DPP which naturally extends to sampling from conditional DPP. We start with drawing a random sample from a special class of DPP, known as the elementary DPP and will use this method to draw samples from a general DPP. A DPP on Y is called elementary if every eigenvalue of its marginal kernel lies in {0, 1}. Thus an elementary DPP can be denoted as P V where V = {v 1 , . . . , v k } is the set of k orthonormal vectors such that
We now establish that the samples drawn according to P V always have fixed size.
for n = 1, . . . , N do
5:
J ← J ∪ {n} with probability λn λn+1 6:
for 1 to |V | do 10: select i from Y with probability ∝ ∥b i ∥ 2
11:
Y ← Y ∪ {i} 12:
In what follows, we present an iterated sampling scheme that samples k elements of Y from Y without replacement such that the joint probability of obtaining Y is det(K 
Thus, the j th step (j > 1) of the sampling scheme assuming y 1 = 1, . . . , y j−1 = j − 1 is to select y j = j with probability proportional to ∥b . By (9) , it can be guaranteed that
. Having derived the sampling scheme for an elementary DPP, we are in a position to draw samples from a DPP. The sampling scheme is enabled by the fact that a DPP can be expressed as a mixture of elementary DPPs. The result is formally stated in the following Lemma.
Lemma 2. A DPP with kernel
n is a mixture of elementary DPPs:
Proof: Please refer to [3, Lemma 2.6]. Thus, given an eigendecomposition of L, the DPP sampling algorithm can be separated into two main steps: (i) sample an elementary DPP P V J with probability proportional to ∏ n∈J λ n , and (ii) sample a sequence of length |J| from the elementary DPP P V J . The steps discussed thus far are summarized in Alg. 1. 
2) MAP inference
A more formal technique is to obtain the maximum a posteriori (MAP) set, i.e.,Ŷ = arg max Y ⊆Y(X) P θ * ,σ * (Y |X). But, findingŶ is an NP-hard problem because of the exponential order search space Y ⊆ Y(X). However, one can construct computationally efficient MAP inference algorithm which has similar complexity as random sampling. Due to space limitations, more formal discussions of these approximation techniques are outside the scope of the paper. We refer to [9] for one possible near-optimal MAP inference scheme for DPPs which will be used in the numerical simulations.
IV. CASE STUDY: LINK SCHEDULING
We will now introduce the link scheduling problem where we will apply the DPPL discussed in the previous Section.
A. System Model
We consider a wireless network with M Tx-Rx pairs with fixed link distance d. The network can be represented as a directed bipartite graph G := {N t , N r , E}, where N t and N r are the independent sets of vertices denoting the set of Tx-s and Rx-s, respectively and E := {(t, r)} is the set of directed edges where t ∈ N t and r ∈ N r . Since each Tx has its dedicated Rx, the in-degree and out-degree of each node in N t and N r are one. Also |N t | = |N r | = |E| = M . An illustration of the network topology is presented in Fig 2. Let K W Nt,Nr be the complete weighted bipartite graph on N t , N r with W(i, j) = ζ ij for all i ∈ N t , j ∈ N r . Here ζ ij denotes the channel gain between Tx i and Rx j.
B. Problem Formulation
We assume that each link can be either in active or inactive state. A link is active when the Tx transmits at a power level p h and is inactive when the Tx transmits at a power level p ℓ (with 0 ≤ p ℓ < p h ). Each link transmits over the same frequency band whose bandwidth is assumed to be unity. Then the sum-rate on the l th link is given by log 2 (1 + γ l ), where γ l is the SINR at the l th Rx:
Here σ 2 is thermal noise power. The sum-rate maximization problem can be expressed as follows.
maximize
where the variables are {p l } e l ∈E . An optimal subset of simultaneously active links denoted as E * ⊆ E is the solution of (11b). Thus, p l = p h , ∀ e l ∈ E * and p l = p ℓ , ∀ e l ∈ E \ E * .
C. Optimal Solution
The optimization problem in (11) is NP hard [8] . However, for bipartite networks the problem can be solved by a lowcomplexity heuristic algorithm based on GP (see Alg. 2). For completeness, we have provided the rationale behind its formulation in Appendix A. For further details on solving the general class of link scheduling problems, the reader is referred to [8] . Fig. 2 demonstrates a realization of the network and E * chosen by Alg. 2.
Algorithm 2 Optimization algorithm for (11) 1:
Initialization: given tolerance ϵ > 0, set P 0 = {p l,0 }.
3:
Solve the GP:
(12d) with the variables {p l , γ l } e l ∈E . Denote the solution by {p * l , γ * l } e l ∈E .
5:
until max e l ∈E |γ * l −γ
if p l ≥ p th then 7: p l = p h 8:
D. Estimation of optimal subset with DPPL
We will now model the problem of optimal subset selection E * ⊆ E with DPPL. We train the DPP with a sequence of networks and the optimal subsets obtained by Alg. 2. For the training phase, we set
th realization of the network and its optimal subset. The quality and diversity measures are set as: g(a i |X) := exp (θ 1 ζ ll p h + θ 2 I 1 + θ 3 I 2 ) , where I 1 = p h ζ j ′ i with j ′ = arg max j=1,...,L̸ =i {ζ ji } and I 2 = p h ζ j ′′ i with j ′′ = arg max j=1,...,L̸ =i,j ′ {ζ ji } are the two strongest interfering powers, and
, where x(t i ) and x(r j ) denote the locations of Tx t i ∈ N t and Rx r j ∈ N r , respectively. The ground set of the DPP Y(X) = E. We denote the subset estimated by DPPL in the testing phase asÊ * . The block diagram of the DPPL is illustrated in Fig. 3 . In order to ensure the reproducibility of the results, we provide the Matlab implementation of the DPPL for this case study in [10] .
." 
E. Results and Discussions
We now demonstrate the performance of DPPL through numerical simulations. We construct the network by distributing M links with d = 1 m within a disc of radius 10 m uniformly at random. We assume channel gain is dominated by the power law path loss, i.e., ζ ij = ∥x(t i ) − x(r j )∥ −α , where t i ∈ N t , r j ∈ N r , and α = 2 is the pathloss exponent. The network during training and testing phases was generated by setting M ∼ Poisson(M ) withM = 20. The instances where M = 0 were discarded. We set Fig. 4 , we plot the empirical cumulative distribution functions (CDFs) of the sum-rates obtained by Alg. 2 and DPPL. We observe that the sum-rate obtained by DPPL framework closely approximates the max-sum-rate. We also notice that DPP MAP inference gives better sumrate estimates than DPP sampling. We further compare the performance with the well-known SG-based model where the simultaneously active links are modeled as independent thinning of the actual network [7] . In particular, each link is assigned p h according to an independent and identically distributed (i.i.d.) Bernoulli random variable with probability ξ. We estimate ξ by averaging the activation of a randomly selected link which is equivalent to: ξ = ∑ K k=1 1(e i ∈ E * k )/K for a fixed i. We see that the sum-rate under independent thinning is significantly lower than the one predicted by DPP. The reason is the fact that the independent thinning scheme is not rich enough to capture spatial repulsion which exists across the links of E * .
1) Run-time Comparison
Another key strength of the proposed DPPL appears when we compare its run-time in the testing phase and Alg. 2 applied on a network (K W Nt,Nr , E). In Fig. 5 , we plot the run-times of different subset selection schemes for different network sizes.
The absolute values of run-times were obtained averaging the run-times of all the schemes over 1000 iterations in the same computation environment. In order to obtain a unit-free measure, we normalize these absolute values by dividing them with the average absolute run-time of Alg. 2 for M = 5. We observe that DPPL is at least 10 5 times faster than Alg. 2. The run-time of Alg. 2 increases exponentially with M whereas run-times of the DPPL scale as some polynomial order of M .
Note that DPPL is not just a sum-rate estimator of the network, but it estimates the optimal subset of linksÊ * significantly faster than the optimization algorithms. Thus, DPPL can be implemented in real networks to determine E * even when the network size is large. In Fig. 6 , we plot the sumrates averaged over 10 3 network realizations for a given value of M . Note that evaluating max-sum-rates for higher values of M using Alg. 2 is nearly impossible due to its exponentially increasing run-time. Quite interestingly, DPPL, thanks to its fast computation, provides some crisp insights on the network behavior: as more number of links are added, the estimated max-sum-rate tends to saturate (see Fig. 6 ). This is expected because as long as the resources are fixed, there will be a limit on the number of simultaneously active links (irrespective of M ) that would maximize the sum-rate. If the number of active links is more than this limit, sum-rate may decrease because of the increased interference. Also we observe that the performance difference between MAP-inference and DPPsampling increases significantly at higher values of M .
V. CONCLUSION
In this paper, we identified a general class of subset selection problems in wireless networks which can be solved by jointly leveraging ML and SG, two fundamentally different mathematical tools used in communications and networking.
To solve these problems, we developed the DPPL framework, where the DPP orginiates from SG and its learning applications have been fine-tuned by the ML community. When applied to a special case of wireless link scheduling, we found that the DPP is able to learn the underlying qualitydiversity tradeoff of the optimal subsets of simultaneously active links. This work has numerous extensions. From the SG perspective, it is of interest to compute analytical expressions of the key performance metrics of the network such as the mean interference at a typical receiver or the average rate by leveraging the analytical tractability of DPPs. From the ML perspective, the DPPL can be extended to include time as another dimension and solve the subset selection problems over time (e.g. the scheduling problems in cellular networks, such as the proportional fair scheduling) using the space-time version of the DPPL (also known as the dynamic DPP [11] ). From the application side, this framework can be used to solve other subset selection problems such as the user group selection in a downlink multiuser multiple-input-multipleoutput (MIMO) setting.
APPENDIX

A. Formulation of Alg. 2
Since (11) is an integer programming problem, the first step is to solve the relaxed version of the problem assuming continuous power allocations. In particular, we modify the integer constraint (11b) as 0 ≤ p l ≤ p max . Since log 2 (·) is an increasing function, the problem can be restated as: 
