Abstract: This paper deals with the optimal control problem of the atmospheric reentry of a space shuttle with a second-order state constraint on the thermal flux. We solve the problem using the shooting algorithm combined with an homotopy method which automatically determines the structure of the optimal trajectory (composed of one boundary arc and one touch point).
Introduction
The optimal control of the atmospheric reentry of a space shuttle is a challenging optimal control problem. It has been studied by many authors and solved using either direct methods (nonlinear programming), see [3, 7, 13] , or indirect methods (multiple shooting), see [9, 15, 16] . Shooting methods, based on the resolution of a two-(or multi-) points boundary value problem, are choice methods when a high precision is required to compute a reliable optimal trajectory. However, it is well known that due to a small domain of convergence, it may be difficult to initialize the unknown variables to make the shooting algorithm converge. Moreover, in presence of constraints, the a priori knowlegde of the structure of constraints is required. To overcome these difficulties, continuations or homotopy methods can be used (see [1] ), starting the homotopy path from an easier problem, e.g. the unconstrained problem (i.e. the problem without the state constraint), and introducing the constraints progressively, see e.g. [2, 11] .
In the course of homotopy, the structure of solutions may vary, as well as the dimension of the unknown vector of shooting parameters. At those points where the structure changes, classical continuation methods cannot be applied. Somehow heuristic rules (justified in practice) for updating the structure of the trajectory were given e.g. in [2] . It is of interest to be able to describe those changes in the structure for general control problems. Such results have been obtained in [5] for first-order state constraints and in [12] for second-order state constraints, providing a solid basis for a new homotopy algorithm which automatically determines the structure of the constraint and initializes the associated shooting parameters. The user has only to provide an initial guess for the solution of the unconstrained problem.
Our aim in this work is to illustrate this algorithm on the problem of the atmospheric reentry of a space shuttle with a second-order state constraint on the thermal flux. We follow the model of Bonnard, Faubourg, Trélat [9] . In [9] , the authors computed an approximate solution by assuming that the control is bang-bang on interior arcs. (As it can be seen on Figure 5 (a), this approximation is justified.) This simplification allows the authors to deduce the structure of the trajectory using a geometric analysis (see [10, 8]) and to obtain the solution by a shooting method without introducing the adjoint variables. In the present paper, we are able to check that the control is continuous (see Lemma 8) and that the Legendre-Clebsch condition holds excepted at the final time. The full set of necessary conditions is solved by the shooting algorithm. To this end, the geometric analysis in [10, 8] is used to initialize the unconstrained problem. Then we apply the homotopy algorithm of [12] which successfully finds the structure of the optimal trajectory, composed of one boundary arc and one touch point.
The paper is organized as follows. In section 2, the optimal control framework and the homotopy algorithm are presented. In section 3, we recall the model of [9] and discuss the validity of the assumptions of the homotopy algorithm. In section 4, we detail the initialization of the unconstrained problem. Finally, in section 5, we present the resolution of the constrained problem and give some comments on the numerical implementation.
Homotopy algorithm 2.1 General framework
We consider general optimal control problems with a scalar control and scalar state constraint of the following form:
(P) min t f 0 ℓ(u(t), y(t))dt (1) subject toẏ(t) = f (u(t), y(t)) for a.a. t ∈ [0, t f ], (2) g(y(t)) ≤ 0 for all t ∈ [0, t f ],
ψ(y(0), y(t f )) = 0, (4) u(t) ∈ U
where the controls u(·) are measurable and bounded functions, U is a closed and convex subset of R and ℓ : R × R n → R, f : R × R n → R n , g : R n → R, and ψ : R 2n → R r are smooth functions. The classical (resp. generalized) Hamiltonian H :
The well-known optimality condition of problem (P) is as follows.
−dp = H y (p 0 ; u, y, p)dt + g y (y)dη, (9) u(t) ∈ argmin w∈U H(p 0 ; w, y, p),
Moreover, if the final time t f is free,
Theorem 2. An optimal trajectory of (P) is a Pontryagin extremal.
The contact set of the constraint is defined by I(g(y)) := {t ∈ [0, t f ] : g(y(t)) = 0}. We consider the following assumptions:
(A1) The functions ℓ, ψ and f (resp. g) are C 3 (resp. C 4 ) with locally Lipschitz continuous third-order (resp. fourth-order) derivatives.
(A2) The control u is continuous and (strengthened Legendre-Clebsch condition)
(A3) The state constraint is a regular state constraint of second-order. This means that the first-order time derivative of the constraint defined by g (1) (u, y) := g y (y)f (u, y) does not depend on the control variable, i.e. g (1) u is identically zero, while the second-order time derivative defined by g (2) (u, y) := g
y (y)f (u, y) satisfies
u (u(t), y(t))| ≥ α for all t : dist{t; I(g(y))} < σ.
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Description of the homotopy algorithm
In this section we present the homotopy algorithm. Throughout the section it is assumed that U = R, i.e. the control is unconstrained. We start by some definitions. The structure of a trajectory is the number and order of boundary arcs (time intervals (τ en , τ ex ) where g(y(t)) = 0) and touch points (isolated times τ to such that g(y(τ to )) = 0). The left-and right endpoints of a boundary arc (τ en , τ ex ) are called respectively entry and exit points. A touch point τ is said to be essential if [η(τ )] > 0 and reducible if g (2) (u(τ ), y(τ )) < 0.
The shooting algorithm Let us first recall the shooting algorithm for optimal control problems with a second-order state constraint (see [14, 6, 15] ). The alternative multipliers used in the shooting algorithm are denoted by p 2 , η 2 and we define the alternative HamiltonianH :
where H is the classical Hamiltonian (6) . Througout the section, it is assumed that assumptions (A1)-(A3) hold and that (A4) The trajectory has finitely many boundary arcs and finitely many touch points and the state constraint is not active at initial and final times, i.e. g(y(0)) < 0 and g(y(t f )) < 0.
Moreover, we assume that the extremals are normal, i.e. p 0 = 1, and hence Pontryagin's minimum principle holds by substituting to the generalized Hamiltonian H the classical Hamiltonian H.
Remark 3. Under our assumptions, the Hamiltonian is constant along a Pontryagin extremal so that (13) is equivalent to, for any t
Assume that the structure of the trajectory is known and given e.g. by the variable S := [s 1 , . . . , s N ] where the size N is variable, s i ∈ {1, 2} for i = 1, . . . , N , and "1" stands for a touch point and "2" for a boundary arc. Then the dimension of the shooting function is given by d S := 2n + r + 1 + (2n + 2) N i=1 s i . More precisely, a vector of shooting parameters θ ∈ R dS and the shooting function F S : R dS → R dS associated with the structure S are as follows:
where (y 0 , p 0 ) is the initial value of state and costate, λ is the multiplier associated with the constraint (4), t f is the (free) final time, and, for i = 1, . . . , N , a i , b i ∈ R (2n+2)si are as follows. If s i = 1 (touch point τ i to ): 
with initial values of the state and costate (y(τ ), p(τ )) given by (y [6] ), (18) allows us to express u as a smooth function of the state and costate u = Υ(y, p 2 ). On boundary arcs, by (A3) and (19) u can be expressed as a smooth function of the state u = Υ b (y) and we have 
Remark 4. In order to gain numerical stability, we consider here a slightly different shooting function to that of [12] by adding to the set of shooting parameters the value of state and costate at junction times. We detail below the straightforward extension of the homotopy algorithm in this case.
Homotopy algorithm The principle of the homotopy algorithm is to solve, with the shooting algorithm, a sequence of problems with state constraint depending on a parameter
where the constant M > 0 is large enough so that the state constraint g 0 (y) is not active. For µ = 1 we recover our problem (P). Starting with µ = 0 (unconstrained problem), µ is progressively increased until reaching µ = 1. Doing so the structure of solutions may vary.
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It has been shown in [12] that under the uniform strict complementarity assumption on boundary arcs below
changes in the structure of the constraint may occur only in presence of a nonessential or a nonreducible touch point. In the neighborhood of a nonessential reducible touch point, the only two possibility for the state constraint are to be inactive or to be active at a single touch point. In the neighborhood of a nonreducible essential touch point τ , it is shown in [12] that there exists a function Λ(τ ) such that if Λ(τ ) < 0, the only two possibilities for the state constraint are to be active at a single touch point or at a single boundary arc, the latter satisfying (23), and if Λ(τ ) > 0, the only two possibilities for the state constraint are to be active at one or two touch points. (If Λ(τ ) = 0, any structure is a priori possible in the neighborhood of a nonreducible touch point.) It is assumed in the homotopy algorithm that Λ(τ ) < 0 for all nonreducible touch points τ , i.e. nonreducible touch points turn into boundary arcs. The case where Λ(τ ) > 0 (transformation of a nonreducible touch point into two touch points) is more difficult to handle in the homotopy algorithm since the Jacobian of the shooting function becomes singular if the two touch points are not appropriately initialized (see [12] ). The computation of this function Λ(τ ) is, though possible, difficult in practice since it requires the computation of higher derivatives of the functions of the problem. However, we check all along the homotopy path that the strict complementarity assumption (23) holds (see Remark 5 below), and hence, we check a posteriori that the assumption Λ(τ ) < 0 is valid. Remark 5. We are able to check numerically in the course of the homotopy algorithm that the strict complementarity assumption (23) is satisfied. The state constraint multiplier η can be computed on the interior of boundary arcs by η =η 2 + Cst, where η 2 is the alternative multiplier of the shooting algorithm (see [6] ), and we have by time differenciation of (18) (omitting arguments (u, y, p 2 , η 2 ))
whereu is given on the interior of boundary arcs byu = −(g
y f. The homotopy algorithm is as follows. We denote the current structure of the trajectory by S, i.e. the variable S indicates the number and order of boundary arcs and touch points. The shooting function associated with the structure S is denoted by F S . Moreover, the algorithm uses the two functions below connected with the changes of structure
The function ChangeStruct (θ, µ, S) returns σ = true if a change in the structure has been detected, i.e. if one of the conditions below is satisfied (the trajectory associated with the structure S, the vector of shooting parameters θ and the homotopy parameter µ in the shooting algorithm is denoted by (u
while ω is equal to the minimum ofη =η 2 on boundary arcs computed using (24) (ω = +∞ if there is no boundary arc). If a change of structure has been detected, i.e. if one of the conditions (25)- (28) Finally, the function θ = Shooting(θ 0 , µ, F S ) returns, if succeeds, a vector θ solution of F S (θ, µ) = 0 obtained e.g. by a Newton algorithm initialized by the value θ 0 . Combining a classical predictor-corrector algorithm (see [1] ) with the changes of structure described above, we obtain Algorithm 1. The algorithm ends either becauseμ = 1 (success), or because the homotopy steplength δ has been too much reduced (failure), or because ω ≤ 0 (the strict complementarity assumption on boundary arcs (23) fails).
The steplength δ is reduced either when the prediction is judged too bad, or when the correction fails, or at change of structure of the trajectory if the algorithm fails to initialize a vector of shooting parameters for the new structure or does not find the new structure. It is increased after a successfull predictor-corrector step, so that the algorithm adjusts itself the homotopy steplength.
The complementarity condition on boundary arcs fails if a change of structure occurs that was not anticipated by the algorithm. This can happen e.g. if a boundary arc splits into two boundary arcs, or if the function Λ(τ ) is positive at a nonreducible touch point τ (transformation of a touch point into two touch points). Otherwise, it has been shown in [12] that when Λ(τ ) < 0, the uniform strict complementarity holds on emerging boundary arcs.
It was shown in [12] that under some assumptions, this algorithm succeeds in reaching µ = 1. It is assumed in particular that only one change in the structure occur at a time. Remark 6. No constraints on the initial and final state were considered in [12] , but the results can be extended if a strong controllability condition is assumed (see [4, section 8] ). This condition means that the constraints (2)-(4) are jointly onto.
3 Model of atmospheric reentry
The optimal control problem
We use the model of atmospheric reentry of [9] , to which we refer for further details. Let us recall that the state is composed of six variables, the radius r, velocity v, flight path
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Algorithm 1 Homotopy Algorithm
Input -θ 0 = (y 0 , p 0 , λ, t f ) initial vector of shooting parameters for the unconstrained problem, -0 < δ min < δ < δ max , minimum, current, and maximum values for the homotopy steplength, -dist max > 0 maximal distance to the curve F S (θ, µ) = 0 allowed in the prediction step.
(Initialization) S := the empty structure (no boundary arc and no touch point),
θ := Shooting(θ 0 , 1, F S ) (assumed not to fail for good enough initial guess θ 0 ),
(t)) (assumed to be positive), µ := 0, ω := +∞.
whileμ < 1 and δ > δ min and ω > 0 do (Prediction step) Set µ := min{μ + δ; 1} and computeθ solution of angle γ, latitude L, longitude l, and azimuth χ. The control is the bank angle β (the angle of attack is fixed following a given incidence profile, see [9, p.135] ). The dynamics writes:
The
where r E denotes the Earth radius and g 0 and h s are positive constants whose numerical values can be found -as well as the other constants of the problem -in [9] . The constants S and m denote respectively the reference surface and mass of the shuttle, and Ω is the Earth rotation velocity. Here the (positive) aerodynamics coefficients C L and C D are interpolated from the tabulated values of [9] as C 3 functions (piecewise polynomials of order 7) of r and v in order to satisfy assumption (A1).
The objective is to minimize the integral of the thermal flux, as in [7, 9] :
where C q > 0 is a fixed constant. The final time t f is free. Moreover, we consider the state constraint on the thermal flux, also considered in [3, 7, 9, 13] :
with Φ max = 7.4.10 5 W.m −2 . (A different value Φ max = 7.173.10 5 W.m −2 was considered in [9] . We explain later in Rem. 11 why our homotopy algorithm does not allow us to solve the problem for Φ max < 7.4.10 5 .) Finally, the problem is subject to the boundary conditions given in Table 1 Table 1 (see [9] ). In what follows, we denote by y = (r, v, γ, L, χ) the state variable and by u or β the scalar control.
Assumptions
In order to apply the homotopy algorithm of [12] , it is required that assumptions (A1)-(A3) hold. Assumption (A1) is satisfied by our model, and we will discuss in this section the validity of assumptions (A2) and (A3).
Regularity of the Hamiltonian Let (u, y) denote an optimal trajectory. We have that
where H denotes the generalized Hamiltonian (7). Let us assume that (this will be checked in the numerical simulation)
Assumption (H0) In the flight domain, cos γ > 0.
If p γ and p χ do not vanish together, the (unique modulo 2π) control β minimizing the Hamiltonian over U = R, i.e. satisfying (10) , is given by
(The control β is not uniquely determined, but since it is involved in the equations of the problem only by its sine and cosine, it is sufficient that the two above quantities are uniquely defined). However, because of our final boundary conditions and the transversality condition (12), we have that p γ (t f ) = p χ (t f ) = 0. We shall make the assumption below:
This assumption will be checked numerically since, as we will see, we have p χ (t) < 0 on (0, t f ) and p γ (0) = 0 (see Fig. 2 (b) to 5(b)).
Lemma 8. Let (u, y) be a Pontryagin extremal. If assumption (H0)-(H1) hold, then u is continuous over [0, t f ).
Proof. On [0, t f ), the control u that minimizes the Hamiltonian is given by (37). Since the state constraint (36) does not depend on γ nor on χ, the associated costate components, respectively p γ and p χ , are continuous over [0, t f ] by (9) . The result follows.
Under assumptions (H0)-(H1), the control β can be computed as a smooth function of the state and costate by (37) on [0, t f ). Moreover, at the minimizing control (37), we have that
Therefore, the strenghtened Legendre-Clebsch condition (14) holds on [0, t f − ε] for every ε > 0, i.e. for every ε > 0 there exists α > 0 such that H uu ≥ α on [0, t f − ε]. Since the state constraint is not active at final time t f , the homotopy algorithm 1 is valid to detect the structure of the trajectory as long as assumption (H1) remains satisfied (see Remark 11) .
Regularity of the state constraint The constraint on the thermal flux (36) is a second-order state constraint. The second-order time derivative of the state constraint is given by g (2) = A + B cos β + C sin β where A = A(y), B = B(y), and C = C(y) are functions of the state and can be computed either by hand or using formal calculus (see [9, p.122] ). If 0 < B 2 + C 2 and A 2 ≤ B 2 + C 2 , the control on boundary arcs can be computed by
The solution with σ = 1 is convenient in order to have a continuous control, which is a necessary optimality condition by Lemma 8. Moreover, we have that
We shall therefore make the assumption below, which will be checked in the numerical simulations:
Assumption (H2) In the neighborhood of the contact set of the state constraint, we have
This assumption implies that (A3) holds. Finally, we will assume that the extremals of the problem are normal (p 0 = 1).
Resolution of the unconstrained problem
In order to apply the homotopy algorithm, it is required that a sufficiently good initial guess for the initial costate of the unconstrained problem can be provided in order to make the (simple) shooting algorithm converge. We detail in this section how we proceed to initialize the unconstrained problem.
Resolution of the reduced problem in dimension 3
If we neglect the Earth rotation, i.e. Ω = 0, then the problem reduces to a problem with only three state variablesŷ = (r, v, γ) and controlû = cos β ∈ U = [−1, 1] (see [10, 8] ): Minimize
Moreover, the problem is subject to the boundary conditions for r, v and γ given in Table  1 .
It was shown in [10, 8] by a geometric analysis that the optimal trajectory for the above reduced problem in dimension 3 is composed by an arc withû = −1 followed by an arc withû = +1.
In order to obtain the solution of the reduced problem, we proceed as in [9] and introduce the switching time t switch and the free final time t f . Given a couple (t switch , t f ), starting from the initial conditionsŷ 0 = (r 0 , v 0 , γ 0 ) of Table 1 , we integrate (39)-(41) with the controlû = −1 on (0, t switch ) andû = +1 on (t switch , t f ) and search for a solution (t * switch , t * f ) that satisfies the final conditions r(t f ) = r t f and v(t f ) = v t f of Table 1 . In INRIA this way the optimal trajectory solution of the reduced problem in dimension 3 can be obtained without introducing the adjoint variables.
In order to determine the latter, we introduce the unknown initial costatep p γ (0) ). Since the Hamiltonian of the reduced problemĤ is given byĤ = p γ SC L 2m ρvû + a function of (ŷ,p), Pontryagin's minimum principle (10) yields that
Since p γ is continuous, (42) together with (12) and Rem. 3 implies that the three following necessary conditions have to be satisfied:
Since the initial stateŷ 0 is known, as well asû (0) 
By a shooting algorithm (initialized by zero), integrating the costate equations we easily obtain initial values p 0 r and p 0 v in order to satisfy the two first conditions of (43). Remark 9. In order to ensure that the obtained solution is a Pontryagin extremal, we have to check that (42) is satisfied, i.e. p γ ≥ 0 on the first arc whereû = −1 and p γ ≤ 0 on the second arc whereû = +1. There are indeed several couples (t switch , t f ) that enable to reach the desired final conditions (r t f , v t f ) but that are not optimal since we do not have p γ ≤ 0 on the arc whereû = +1, as it is shown in Table 2 . Here only the last solution (solution 6) satisfies the conditions p γ ≥ 0 on (0, t switch ) and p γ ≤ 0 on (t switch , t f ). Table 2 : Couples (t switch , t f ) that enable to reach the final condition (r t f , v t f ) with the controlû = −1 on (0, t switch ) andû = +1 on (t switch , t f ) in the reduced problem and value of the associated cost function.
Resolution of the unconstrained problem
Now we go back to the problem in dimension 5 and first consider the case when Ω = 0. Since the trajectory (r, v, γ) and control β solution of the reduced problem in dimension 3 are known, it is then easy to introduce the unknown initial azimuth χ 0 = χ(0) and integrate the equations (32) and (34) with Ω = 0 so as to satisfy the remaining final condition When the Earth rotation velocity Ω is not neglected, we first compute like in [9] an approximate solution by assuming that the control is such that cos β = −1 on (0, t switch ) and cos β = +1 on (t switch , t f ). Here t switch is a free parameter, as well as the final time t f . Using the values of parameters solutions of the problem with Ω = 0 as initial guess, we obtain a zero of the shooting function
where the state and costate equations are integrated with the control cos β = −1 on (0, t switch ) and cos β = +1 on (t switch , t f ). In this way we obtain a trajectory and costate satisfying the state and costate equations (8)- (9) and transversality condition (12) as well as (13) . Only the minimum principle (10) is not satisfied. Now we arrive to the last step of our initialization procedure. We consider the simple shooting function 
where the state and costate equations are integrated with the control β given as a function of state and costate by (37). The value (χ 0 , p
previously obtained as a zero of (44) provides a sufficiently good initial guess to make the simple shooting algorithm converge, and we thus obtain a solution of the unconstrained problem, starting point of the homotopy algorithm. The solution and multipliers of the unconstrained problem are plotted in Fig. 2 .
Resolution of the problem with state constraint
Now we have a solution of the problem without the state constraint, we apply the homotopy algorithm 1 to our problem with the constraint (36) on the thermal flux. A sequence of problems (P µ ) for µ ∈ [0, 1] is solved, with state constraint
where Φ uncons denotes the maximum of the thermal flux for the optimal solution of the unconstrained problem. We detail below the results of the algorithm.
Results
When the value of the homotopy parameter µ is increased from 0 to 1, the algorithm detects three changes in the structure of the constraint detailed in Table 3 . The thermal flux is plotted in Fig. 1 for the unconstrained problem, the final solution and at two intermediate solutions when changes in the structure are detected: The first one has a nonessential touch point and an essential one and the second has a nonreducible touch point and a reducible one.
The state, control and multipliers associated with those four solutions are plotted in Fig. 2 (two touch points, the first one being nonessential), abscissa is time (s). Table 3 : Changes in the structure of the trajectory.
Remark 10. We can check on Fig. 5(b) (as well as all along the homotopy path) that η is strictly increasing on the boundary arc, and therefore the strict complementarity assumption on boundary arc (23) is satisfied.
Remark 11. If we try to pursue the homotopy beyond the value Φ max = 7.4.10 5 , we find that p γ (τ en ) = p χ (τ en ) = 0 i.e. assumption (H1) is no longer satisfied at entry time of boundary arc. In that case the continuity of the control at entry time is not ensured and the homotopy algorithm 1 is no longer appropriate to solve the problem. It is not even known what an optimality condition for the entry time is when the control enters nonlinearly and the strenghtened Legendre-Clebsch condition does not hold.
Remark 12. In [9] , an additional constraint on the normal acceleration was considered. We check here that our final solution of Fig. 5 violates indeed this constraint near the end of the trajectory. This may explain why our solution differs from the one obtained in [9] .
Comments on numerical implementation
Convergence results The computation was done using Scilab 4.1.2
1 . A total of 198 iterations (prediction-correction step) are needed due to the high sensitivity of the problem: 26 in the first phase (one touch point), 5 in the second phase (two touch points), and 167 in the last phase (one boundary arc and one touch point). This leads to a rather long total computational time (several hours). Many iterations occur at the very end of the homotopy path since the problem becomes close to singular (see Rem. 11). In order to reach the value Φ max = 7.5.10
5 , only a total of 130 iterations is needed. The procedure to adapt the length of the homotopy stepsize in Algorithm 1 proved to be rather efficient, 74 iterations needed a reduction of the steplength, specially near the end of the homotopy path.
The changes of structure in the trajectory and initialization of the shooting parameters associated with touch points and boundary arc are handled automatically by the algorithm as explained in section 2.2 and pose no additional difficulty in term of convergence. Below we give some details on the implementation
The shooting algorithm We consider a slightly modified shooting function to that of section 2.2 by considering as unknown shooting parameters the duration of each arc rather than the junction and final times themselves. The duration of each arc is then normalized to 1 by a change of time. In this way we gain numerical stability and in addition, the Jacobian of the shooting function is easier to compute (see the next paragraph). In the shooting algorithm, we use a classical Newton algorithm with Armijo line search. If the homotopy steplength δ is small enough, the line search is not active.
Computation of the Jacobian The Jacobian of the shooting function is computed by integration of the linearized system (see e.g. [6, Lemma 3.7] ). This requires the precomputation of the derivatives of the functions of the problem until order 2 (until order 3 for the state constraint), which has been done here by hands but can also be done using formal calculus or automatic differentiation. This effort is rewarded by a better accuracy, improving the convergence of the shooting algorithm, and a gain in the computational time, both in the prediction and correction step, with comparison to a Jacobian computed by finite differences (centered scheme). An accurate computation of the Jacobian is essential to successfully follow the homotopy path.
Integrator An integrator with fixed step, Runge-Kutta of order 4, is used. This gives a better convergence of the shooting algorithm than an integrator with a variable step. This seems to be due to the fact that the Jacobian of the shooting function can be computed more accurately when the integration step is fixed.
Scaling and preconditioning It is known that in order to limit numerical errors, all the state and costate variables have to be scaled in order to vary e.g. in the interval [−1, 1]. The jump parameters and duration of each arc have to be scaled as well. This can be done by an efficient preconditioning of the Jacobian of the shooting function. More precisely, in order to compute Newton's direction in the shooting algorithm, instead of solving Ad = b where A := D θ F S (θ, µ) and b := −F S (θ, µ), we set B := AD where D is a (given) diagonal matrix with i-th element d ii = 10 k if the i-th component of θ is of order 10 k , solve Bd = b and then d := Dd. This simple manipulation considerably improve the convergence of the shooting algorithm. Scaling and preconditioning have to be updated in the course of the algorithm when the homotopy steplength becomes too small, specially in the last phase of the algorithm when the structure is composed of a boundary arc and a touch point. Finally, the use of QR-decompositions to solve the linear systems in the prediction and correction steps (see [1, Chapter 4] ) is also an important factor to improve numerical accuracy.
