Flow visualization experimental methods are developed for hypersonic boundary-layer instability and transition research. The techniques are applied to a scramjet forebody geometry in Purdue's Boeing/AFOSR Mach-6 Tunnel. Fluorescent oil-flow visualization techniques are used to complement the instability measurements obtained with temperaturesensitive-paints. Gross flow features such as separated flow regions can be detected and quantified. Temperature-sensitive-paint is used to measure the surface temperature distribution, and the boundary layer instability due to streamwise vortices is inferred from the computed heat-transfer rates. The mean heattransfer rates are about a factor of ten larger than published 2-D laminar CFD data on the Hyper-X. Two major problems with the TSP technique applied in this facility are identified. The variation of the insulating layer thickness and the pressure sensitivity of the TSP introduce significant uncertainties. Despite these error sources, the small variations in the heat-transfer rate caused by the stationary instability, and its growth along the model are measurable.
INTRODUCTION
Hypersonic boundary-layer transition experiments performed in conventional hypersonic tunnels suffer from ambiguities due to high levels of freestream noise, mostly caused by the turbulent boundary layer along the nozzle wall [1] . At high Mach numbers, this turbulent boundary layer radiates noise in the form of eddy Mach wave acoustic radiation. This has a significant effect on the stability of the boundary layer growing on a model. Not only can it change the quantitative results, it can change the trends in boundary layer stability and transition altogether from that of flight [2] [3] [4] . For example, linear stability theory along with the e N correlation for transition location predicts that transition onset is earlier on a 5º half angle cone than on a flat plate at Mach 3.5 [5] . Experiments done at NASA Langley under noisy conditions showed that transition occurred earlier on a flat plate, whereas under quiet conditions, linear stability theory was verified [5] . Many high-speed flight vehicle programs, such as the National Aerospace Plane [6 7 ], X-33 [8, 9] , high-speed missiles [10, 11] , the shuttle [12] [13] [14] [15] , etc., have been hindered by ambiguous transition results obtained in conventional facilities.
The Boeing/AFOSR Mach 6 Tunnel at Purdue University was designed and built for studying highspeed boundary layer transition under quiet conditions to obtain improved data regarding boundary layer stability and transition. Construction of the tunnel was finished during the spring of 2001, and tunnel shakedown has started [16] . Currently the tunnel runs quiet only at very low unit Reynolds numbers. Results from tunnel shakedown experiments are being used to make modifications to the tunnel to enable quiet flow to higher unit Reynolds numbers. These modifications include changing the boundary layer bleed slot geometry at the nozzle throat [17, 18] , polishing the downstream sections of the nozzle, and removing the double-wedge centerbody from the diffuser [19] . In addition, the necessary instrumentation is being developed at the same time. This includes an automatic vertical traverse system for pitot-tubes and hot-wires [20] , a glow-discharge perturber to introduce controlled disturbances into the flow [21] , construction of a vibration isolated optical bench, the installation of a large Plexiglas window [22] , and the development of temperature and pressure sensitive paint systems (TSP and PSP) for surface measurements [23, 24] .
For the present research, the instability of stationary streamwise vortices was investigated on a scramjet forebody model. The streamwise vortices leave striation marks in the surface temperature 2 distribution measured using TSP. The details of the experimental results and analysis are documented in Ref. [25] . TSP has been used extensively for transition detection and flow visualization in the past, but the aim of this research was to obtain measurements which can be used to infer growth of stationary disturbances that cause transition. This paper presents the details of the TSP measurement technique used for this research. The oil-flow visualization technique is also presented. Results from oil-flow experiments complemented the TSP measurements by revealing flow features such as the separation onset, which were very difficult to measure with TSP.
THE BOEING/AFOSR MACH-6 QUIET TUNNEL
The Boeing/AFOSR Mach-6 Tunnel is a Ludwiegtube blow-down wind tunnel. A general schematic of the facility is shown in Figure 1 . The air storage tank is a 122 ft. driver pipe that connects directly to the contraction without gates, valves, or screens. This helps to maintain a smooth flow into the contraction. Downstream of the driver pipe is the contraction and nozzle, with a boundary layer bleed at the throat to start a new boundary layer for the supersonic expansion. The nozzle is designed to maintain a laminar boundary layer as long as possible by reducing the Görtler instability with a gentle wall curvature, reducing the Tollmien-Schlicting instability through non-uniform heating, and eliminating cross-flow instability with an axisymmetric design [26] . In addition the majority of the nozzle is polished to a mirror finish to meet the roughness Reynolds number requirement of no more than about 10-12 to avoid roughness effects [27] . The second throat downstream of the test section is set with a double diamond wedge, which is also where the model sting is supported.
More details of the mechanical design are reported in Refs. [16, [28] [29] [30] . Also included are test results of components, and measurements of the nozzle coordinates.
A double burst diaphragm separates the vacuum tank from the upstream sections of the tunnel. The entire tunnel, including the nozzle and test section, is pressurized to the desired initial total pressure. An expansion fan travels upstream into the driver pipe when the diaphragm bursts, which starts the tunnel. The total pressure drops quasi-statically about every 0.2 sec. as the expansion wave reflects back and forth inside the driver tube. The total run time is 7-8 seconds.
A tunnel configuration which provides quiet flow continues to be sought. Several modifications have been made to the throat and boundary layer bleed geometry. This results in slightly different flow conditions, and a single value cannot be placed on the flow conditions (such as the Mach number) to represent all of the tunnel shakedown experiments that have been performed. The freestream Mach number and noise level variation for the different throat geometries tested are shown in Figures 2 and 3 .
All of these measurements were made with a Kulite pressure transducer in pitot-mode on the tunnel centerline, 84.63±1/16 inches downstream of the nozzle throat. The reader is referred to Ref. [17] for the detailed descriptions of the eleven cases shown here. For all cases the Mach number is between 5.6 and 6. A single data point at a Mach number 4.8 is shown at a total pressure of about 8 psia, which is probably caused by separation in the nozzle. Currently, the noise levels are typical of conventional wind tunnels, of about 1-5 %.
The total temperature variation during the run is modeled using the isentropic relation in Equation 1 .
Here, γ is the ratio of specific heats, and T 0 and P 0 are the total temperature and pressure respectively, with the subscript "i" denoting the initial value prior to tunnel startup. This relation has also been used for the Mach-4 tunnel [31] . Results using this theory have been compared to cold-wire measurements in the Mach-6 facility, and show that the measurements are always slightly higher [20] . The reason for this has not been resolved yet. Refs. [17, 20] also show the Mach number profiles in the test section. With the exception of the data at one atm., all the profiles show fairly good uniformity. All the experiments performed as part of this research were conducted at a total temperature of 160 °C and total pressure between 80-130 psia. Using a Mach number of 6 as a representative value, the unit Reynolds number ranges from about 1.7-2.7 million /ft.
TEST MODEL
The Hyper-2000 geometry was obtained from the Hyper-X program office, after consulting several organizations for a geometry that represents airbreathing hypersonic vehicles of current interest. The model consists of three compression surfaces and the chines. It is truncated at the combustor inlet. The compression surfaces have angles of 2.5, 8, and 11 deg. to the freestream with the model at zero angle of attack. These angles are identical to the Hyper-X geometry. A schematic of the compression ramp portion is shown in Figure 4 , and a picture of the windward surface is 3 shown in Figure 5 . The model is approximately a fifthscale model of the actual flight vehicle, and is 11.78 in. long with a span of 5.619 in. at the trailing edge. The compression surfaces have a width of 2.85 in.
The leading edge has a nearly square cross-section, and not a smooth radius due to machining limitations. The thickness of the leading edge at several spanwise stations was measured by pressing the model into a lead sheet [32] . The resulting profiles left in the lead sheet were examined under an optical comparator. Measurements of the leading edge thickness were then taken along the span at several locations, and are shown in Figure 6 . The thickness varies from about 8 to about 12.2 mils. The measurements are believed to be accurate to about 0.5 mils. These measurements results in a mean leading edge thickness of 10.8 mil., with an RMS value of one mil.
FLUORESCENT OIL-FLOW VISUALIZATION EXPERIMENTAL METHOD
Oil-flow experiments were performed to visualize overall flowfield features which cannot be readily measured with TSP. The separation line near the first compression corner is of primary interest for the Hyper-2000 geometry. Generally it is very difficult to measure the separation onset with TSP because the change in heat-transfer-rate in the separation zone is not significant enough to cause a noticeable temperature difference.
Oil-flow experiments also give an understanding of the surface streamlines and any weak vortices which do not show up in TSP experiments.
Two slightly different approaches for conducting oil-flow tests were attempted. The first and most common technique utilizes small dots of oil to trace out the surface streamlines. The dots of oil are typically pigmented in such a way as to maximize contrast with the background model surface. Here, a fluorescent pink pigmentation (Dayglo Color Corp.) was used. Applying the dots to the surface can be a timeconsuming process requiring some skill and patience to disperse just the right size, density, and distribution of dots. For the present study the dots were applied by quickly flicking the bristles of a small paintbrush heavy with oil. Here, a thin layer of clear oil was wiped onto the model prior to applying the dots. This base coat helped to allow the oil dots to move more easily during the tunnel run. The oil-dot technique can be considered a bit of an art when it comes to capturing and visualizing flow features that require significant time to develop, such as the oil-accumulation line that indicates separation.
The second technique, a painted-oil approach, requires significantly less skill and patience, as the pigmented oil is simply spread evenly over the model surface with a large paintbrush. Due to a much larger volume of pigmented oil on the surface, the accumulation lines representative of separation and the attenuation lines representative of vortex scrubbing develop much faster. The major drawback of this second approach is that the surface streamlines are harder to detect within the overall oil movement. Dow Corning's silicone oil was used for these experiments. Three viscosity grades were available, 100, 200, and 350 cs. A 20 and 50 cs viscosity oil were also available, but were not used because of concerns that these viscosity oils could damage the Plexiglas window. The 200 cs viscosity oil resulted in the best images with the painted-oil approach, whereas the 100 cs oil resulted in the best images with the oil-dot technique. A sample image from this technique prior to a tunnel run is shown in Figure 7 . The image shows a pre-run photograph of the oil-dot density in the compression corner region of the model, with the upstream portion of the model to the right. The approximate locations of the compression surfaces and corners are marked with white lines for clarity.
Digital video and high-resolution cameras were used to record the oil movement during the tunnel run. The model was illuminated with blue light. An orange or red filter was used on the cameras to capture only the fluorescence from the oil, and not the blue light reflections from the window and tunnel wall. An orange filter was consistently used with the digital camera because a red filter seemed to block too much of the fluorescence. The quality of the videos was identical regardless of the filter color, and consequently a newer and cleaner red filter was used.
Once the oil was applied to the model, the facility was closed up and prepared for a run by pressurizing to the desired settings. To minimize the time in which the oil could droop on the model, the tunnel settling time required for the driver air to reach equilibrium was reduced from the typical 10-30 minutes [19] to about a minute. The total time between oil application and tunnel run was on the order of 15 minutes. The video camera was started prior to starting the tunnel, and the higher resolution digital camera took four images spaced about 0.5 sec. apart, about 6 sec. into the tunnel run, immediately preceding tunnel unstart. The unstart process washed away most of the flow features which developed over the 7-8 sec. of Mach 6 flow. This development of the flow features over time from the video is illustrated in Figure 8 .
In Figure 8A immediately after tunnel startup, the oil has not moved enough to reveal the major flow features of interest yet. Figure 8B is an image 6.5 sec. later. The separation line is clearly seen in this image, which is represented by the bright line immediately upstream of the first compression corner. The presence of streamwise vortices on the second and third compression ramp is also seen in this image. Figure 8C is an image taken 0.75 sec. later, which is estimated to be about 0.25 sec. after tunnel unstart. The oil accumulated at the separation line has been washed away, and the separation line is no longer clearly visible. Finally, Figure 8D shows an image taken after another 0.25 sec. In this image, the accumulated oil has been completely washed away, and all evidence of the separation line has been destroyed.
TEMPERATURE-SENSITIVE-PAINTS
A brief summary of the TSP technique will be given here. More extensive and complete descriptions are documented in Refs. [33] [34] [35] . TSP is used to measure the global temperature distribution of the model surface during the tunnel run. Arrays of thermocouples are traditionally used to measure surface temperature and heat flux distributions in wind tunnel experiments. Such techniques require large amounts of labor and have high installation costs. Also, the spatial resolution of these techniques is limited to the number of probes that can be installed in the model. TSP's are much simpler to apply on models, and are significantly less expensive. TSP has been used for various flow visualization and quantitative heat-transfer-rate measurements, such as forward and backward facing steps at supersonic conditions [36] , a waverider geometry [37] , cones and wing-body geometries in shock tunnels [38, 39] , and boundary layer transition detection on wings and airfoils [40] [41] [42] .
A general schematic of a TSP layer over a model surface is shown in Figure 9 , which is adapted from Ref. [43] . The actual temperature-sensing layer is composed of luminescent molecules imbedded in a binder material, usually some sort of polymer-based coating. For metallic wind tunnel models with high thermal diffusivity and conductivity, an insulation layer is applied on the model surface first. This decreases the heat-transfer between the TSP layer and the model, resulting in a larger temperature change in the thin temperature-sensing layer. This in turn results in a higher signal-to-noise ratio, and allows the use of simplified heat-transfer models for data reduction.
TSP works under the thermal quenching principle, where the luminescent molecules absorb a particular wavelength of light that depends on the luminescent chemical used, and emits red-shifted light at an intensity that depends on the surface temperature. As the temperature increases, the thermal energy of the excited luminescent molecule also increases, and the emission intensity decreases. The luminescent material and binder are dissolved in solvents so that they can easily be applied to the model surface with a brush or spray gun. The polymer binder is an important ingredient of luminescent paint systems, since it serves to adhere the paint to the model surface, but also influences the pressure and temperature sensitivity, and the response time as well.
A CCD camera is most commonly used to capture the emitted light from the TSP. The temperature of the model surface can then be determined by applying a calibration that relates the model temperature to the emitted light intensity, using what is known as the intensity-based method. With this intensity-based method, which is used for this research, a reference image is taken at a known temperature (wind-off image). A second image is then taken during the tunnel run (wind-on image). The ratioing of these two images eliminates most of the effects from non-uniform lighting and painting. The model surface temperature can then be determined through a calibration curve, either performed prior to the wind tunnel testing on a TSP sample, or in-situ during the wind tunnel test. A general procedural schematic of this process is illustrated in Figure 10 , which is taken from Ref. [44] . In-situ calibration results in more accurate measurements, but requires thermocouples strategically placed in the model [45] . The decay rate or phase-shift of the emission from a pulsed excitation source can also be measured, with the lifetime method. This alternative has offered some advantages with pressure-sensitivepaints and thermographic phosphors, and should be a possible means of improving the TSP measurement system as well [46] [47] [48] [49] .
TEMPERATURE-SENSITIVE-PAINT PROPERTIES AND CALIBRATION
Several luminophores, binder materials, and insulators have been discovered and developed over the years. A partial list and sample calibration data of some luminophores are listed in Refs. [33, 34] . In a past experiment in the Mach-4 facility, Ru(bpy), which is short for Tris(2,2'-bipyridyl) dichloro-Ruthenium(II) hexahydrate, has been used successfully [23] . For this research, Ru(phen), which is short for Dichlorotris (1,10-phenanthroline) ruthenium(II) hydrate, is used instead. This luminophore has been shown to be well suited for use in short-duration facilities [38, 45] .
A comparison of the Ru(phen) calibration against Ru(bpy) showed the former to have a slightly higher 5 sensitivity above room temperature ( Figure 11 ). The reference condition is taken at 297 deg. K here. Both of these calibrations were done at atmospheric pressure, with the same excitation light source and CCD camera used for the actual wind tunnel testing. The chosen binder for this research is DuPont's Chroma Clear polyurethane auto-paint. Again, this has been used successfully in the past [38, 45] .
Many of the Ruthenium-based luminophores are also known to be sensitive to pressure, an undesirable characteristic for TSP's. Polyurethane binders help to reduce this because they have low oxygen permeability, but they do not eliminate the problem [50] . Figure 12 shows pressure calibrations of the current TSP for three separate hold temperatures of 25, 34, and 43 deg. C. The reference condition is taken at atmospheric pressure. There is a luminescence intensity change of nearly 6-8 % from atmospheric pressure down to tenths of a psia, but below about 0.4 psia, the variation with pressure is at most a percent, which is acceptable in terms of the resulting uncertainty.
The temperature calibration was repeated with the pressure held at 0.07 psia. This data is compared against the calibration performed at atmospheric pressure in Figure 13 . Also shown are a few calibration data at 127 psia. The calibration at vacuum and atmospheric pressure is nearly identical up to about 320 deg. K, but then the sensitivity slightly decreases. This is probably related to the increased pressure sensitivity at the elevated temperatures, where oxygen quenching of the excited luminophores become significant compared to the effects of thermal quenching. The calibration at high pressure is also identical, at least in the available temperature range. These datasets imply that the temperature sensitivity is more or less independent of the pressure. However, this does not necessarily mean that the wind-off and wind-on images could be taken at two different pressures, as shown by the pressure calibration data shown in Figure 12 . Pressure calibration data is not available above atmospheric pressure, but it is expected that the effect will be significantly larger if the calibration could be performed up to the 120-130 psia range.
The insulation layer affects the sensitivity and accuracy of the heat transfer model used in reducing the data to heat transfer rates. Mylar films such as those used for remote-controlled airplane applications are well suited [51] . However, these are not suitable for three-dimensional models, and an insulating layer must be painted onto the model, although this introduces the issue of non-uniform thickness distribution over the model surface, which can typically be about a factor of two or so. For the present research the same binder paint is used for the insulation layer as well. The thermal conductivity and diffusivity of this coating is quoted as 0.48 W/(m-K) and 2.7x10-7 m2/s respectively, between the temperature range of 293-323 deg. K [45] .
Often times, a white pigment is added to the insulation layer to enhance the reflectivity of the temperature-sensing layer above the insulator. DuPont's Ti-Pure R-900 titanium dioxide (TiO 2 ) powder is used for this research. Two thermal properties are known for this particular material: a thermal conductivity of 8.8 W/m-K and a specific heat of 799 J/kg-K, as quoted by the manufacturer [52] . The addition of TiO 2 softens the insulator layer, which allows for easier polishing during model preparation. However, it increases the thermal conductivity. The insulation layer is only a few percent TiO 2 by weight, so this should not cause significant uncertainty problems.
TEMPERATURE-SENSITIVE-PAINT EXPERIMENTAL SETUP
A general schematic of the experimental setup is shown in Figure 14 , and an image of the setup is shown in Figure 15 . A 4 in. blue LED source (ISSI LM4 464 nm) containing 341 individual LED's is used as the excitation light source.
A 12-bit CCD camera (Photometrics Sensys 0401E) is used to acquire the images. The Hyper-2000 model is visible through the window. A long-pass filter with a cut-off wavelength of 500 nm is used on the CCD camera lens to block any reflected blue light. The entire setup is placed inside a Lexan® safety enclosure, and then covered with black fabric to isolate the imaging system from the room lights. Turning off the room lights can easily eliminate most of the ambient light, but procedurally it was much more efficient to keep the room lights on constantly, and it also facilitated the operation of the tunnel.
The CCD camera must be activated manually in the present setup, and cannot be triggered by an external source. As a result, the image acquisition time with respect to tunnel startup can only be repeated to within 0.1-0.5 sec. A 5-volt DC signal is outputted from the camera while the shutter is open. This signal is fed into two oscilloscopes (LeCroy 9304/9314 AM). One of them records the signal from a Kulite pressure transducer mounted in the plenum section of the boundary layer bleed at the nozzle throat. The rapid decrease in pressure caused by the tunnel startup and the signal from the camera together can be used to record the image acquisition time relative to tunnel startup. The second oscilloscope records the signal from a Kulite pressure transducer mounted at the entrance to the contraction. This signal combined with 6 the camera signal is used to measure the total pressure during image exposure.
The wind-off image is taken at vacuum pressure since the static pressure along the model surface is only about 0.05-0.4 psia during a run, while the model is believed to be at an isothermal temperature. It was believed that this should reduce the uncertainty in applying the temperature calibration due to the pressure sensitivity of the TSP. The camera exposure time is adjusted during this process to fill the CCD bit-well. Typically the exposure time is between 50-200 ms, depending on the position of the LED source and camera, and the thickness of the TSP layer.
IMAGE PROCESSING
The wind-on and wind-off images will always have misalignment due to model motion relative to the camera, which is probably caused mostly by the recoiling of the tunnel at startup. For this facility, the curved window surface adds distortion to the images as well. In general the misalignment is caused by deflection of the model under aerodynamic load. Ref. [53] notes that this is usually the dominant error source in TSP experiments. This misalignment must be corrected using image registration techniques, and then resectioned to a grid, so that the image coordinates can be related to model coordinates.
Several forms of equations have been used in the past for image registration, such as the projective transform [54] , the general power series [34, 55, 56] , the general polynomial series [57] , and Delaunay triangulation [58, 59] . Ref. [60] compares the accuracy of a few of these equations on a PSP image of a rigid model and deflective model. The wing model shows significant deflection compared to the sting mounted model, and is also more similar to the experiments done for this research. Here, a 3 rd order polynomial and Delaunay triangulation give the best results.
The aligned images are then mapped onto the surface coordinates using resectioning methods. Various techniques are available here as well, such as the affine transformation [57] , perspective and isometric projection [61] , and the direct linear transformation (DLT) [56, 62] , which is a reduced form of the collinearity equations of photogrammetry. More sophisticated methods that involve techniques used for computer vision are also being developed, and the theoretical foundations for such techniques are discussed in Ref. [63] .
The two image processing steps were combined into a single step for this research. The wind-off and wind-on images, which showed at most a few pixels of misalignment, were directly mapped to a twodimensional grid.
The grid was constructed by isometrically projecting the coordinates of the registration marks to a plane perpendicular to the back surface of the model. This technique essentially eliminates the z-coordinate of the registration marks, or the depth of the marks in and out of the image. This allows the entire image processing to be done in two dimensions. The unknown coefficients can be solved for each image by constructing a system of linear equations relating the mark locations in the image to their grid coordinates. Better results were obtained by using more marks than the number of unknowns and solving the over-determined system in a least squares sense. The simulated annealing algorithm was used for the least squares fitting [64] .
This image processing method was tested and validated on a set of sample images. In addition, a systematic attempt was made at understanding the optimal locations for the registration marks. The general rule of thumb is to spread out the marks throughout the image, and place them where the image movement is the largest. For this test a total of 56 marks were distributed evenly as possible, using a thin felt-tip permanent marker mounted in a milling machine with a coordinate readout display. The locations of the marks are shown in Figure 16 .
The wind-on and wind-off images from a particular set of experiments showed an RMS misalignment of about a pixel. The misalignment against the grid was about 11 pixels. These misalignments are illustrated in Figure 17 . The registration marks in the image and their corresponding grid locations are shown. The misalignment to the grid is significant, which results from the distorting effect of the window and from the fact that the camera is not oriented perfectly perpendicular to the image. The window acts as a cylindrical lens and stretches the image vertically.
An optimization routine was used to attempt to optimize the locations of the registration marks, for a particular type and order of an image registration equation, and a set number of points to use. This discrete variable optimization was performed using a genetic algorithm routine [65] . A standard penalty function was used to enforce the number of points to use. The objective function was the RMS misalignment of the marks to the grid computed using all 56 registration marks, after applying the constructed image registration equation. The fitness function is shown below in Equations 2 and 3. Here, P RMS is the RMS pixel misalignment, z is the penalty factor, N pts is the number of points used to construct the image registration equation as determined from the optimization routine, N total is the total number of registration marks, and N set is the desired number of points to use to calibrate the equations. A penalty factor of 0.01 was effective, and was used for all cases. The optimization was stopped when the best fit did not improve over 5 generations.
The 1 st and 2 nd order polynomial, the 1 st order power series, and the projective transform were tried. Higher order equations had too many degrees of freedom which introduced waviness, and actually resulted in a larger misalignment than the unprocessed images. The resulting RMS pixel misalignments are summarized in Figure 18 . The figure shows that there are an optimal number of points to use. The 1 st order polynomial and the power series result in the least performance because they cannot correct the curvature effects. The 2 nd order polynomial gives the best results, and was adapted as the standard method for this research, shown below in Equation 4 and 5. Based on the data presented in Figure 18 , it was also decided that using about 15 registration marks is good enough. 
The genetically-optimized mark coordinates are shown in Figure 19 , for the cases where 6, 12, and 17 marks were used with the 2 nd order polynomial. The plot does not show any clear pattern as to which mark locations have the dominant effects. All three cases however do show a distribution of marks throughout the model surface, and are not all concentrated on a particular region of the model. This probably leads to the conclusion that the number of marks being used and the form of the image registration equation has the dominant effect, and that the location of the individual marks is of secondary importance, as long as the marks are distributed evenly along the model. The image shown in Figure 17 was corrected using the 2 nd order polynomial, calibrated using 41 points. The resulting image is shown in Figure 20 . The horizontal edges of the model are now more or less straight, unlike before where a curvature and a vertical drift could be seen. Also, the overall image has vertically shrunk, which is the result of correcting the vertical image-stretching effect from the cylindrical window.
HEAT-TRANSFER RATE DATA REDUCTION MODEL
The measured temperature distribution on the model is used to compute the heat-transfer rate. The unsteady heat transfer rate is assumed to be governed by the semi-infinite one-dimensional heat conduction equation. A diagram is shown in Figure 21 , and the governing equation is shown in Equation 6. 
Here T is temperature, t is time, y is the distance from the surface, and α is the thermal diffusivity of the paint material.
Various forms of this equation have been used to compute the heat transfer rates [66] .
For TSP experiments, two techniques seem to be especially popular, the discrete Fourier's Law [33, 36-38, 40, 51, 67] and the transient model for unsteady heat transfer rates [33, 39, 41] . The discrete Fourier's Law is used for this research, which is shown in Equation 7. ) (
Here, q is the heat transfer rate, k is the thermal conductivity, L is the insulator thickness, T is the temperature measured during the tunnel run, and T M is the model substrate temperature. This steady-state model assumes that the model temperature and thermal conductivity stays constant, and the temperaturesensing layer is thin compared to the insulating layer. Ref. [37] compares the heat transfer rates computed with this model to a more sophisticated model that takes account effects such as the finite thickness of the insulator, and heating from the front and back surface, and shows that the results agree very well. The modeling of the heat penetration process using the discrete Fourier's Law results in a temperature profile that is linear with depth into the insulator. The response time τ of the TSP is determined by how long it takes for this profile to reach steady state, which is proportional to α 2 L . For typical paintings the insulator and TSP layers are 3-5 and 0.5-1 mils thick respectively, which result in a response time of about 0.01-0.06 sec, using a thermal diffusivity of 2.7x10 The thickness of the paint layer is measured using an eddy-current coating gauge (Elcometer Model 456). The spatial variation of the insulator thickness varies for each painting, and it is difficult to universally quantify this variation.
The insulator thickness distribution for a particular painting is shown in Figure  22 . The spatial coordinates of the measurement locations are accurate to only about an eighth of an inch. This data represents 495 measurements on the compression ramps. The thick and thinner spots in the painting are clearly illustrated. Also shown is a finer grid constructed by a two-dimensional interpolation and extrapolation of the measured data. More sophisticated schemes such as spline interpolations were tried, but these methods failed near the edges due to their nonlinearity. Figures 23-25 shows the heat transfer rate distribution computed from the measured thickness distribution and the surface temperature. In Figure 23 , the mean thickness (3.54 mils) is used throughout the image. The image is very smooth, clearly showing the overall trends. In Figure 24 , the model is broken into four regions (three compression ramps and the chines) and a mean thickness value is used for each separate region (3.23, 4.28, 3.70, and 3.54 mils respectively). This should decrease the error due to the large variations in the insulator thickness, but results in a discontinuous heating distribution. In Figure 25 , the interpolated thickness distribution is directly applied. The variation in the thickness causes significant variations in the computed heat-transfer rates.
A quantitative comparison of the heat transfer rates along the streamwise coordinate is shown in Figure 26 . Each set of data is the spanwise average of 171 pixels. The data for the first two methods results in nearly an identical heating distribution on the first ramp. The sudden decrease seen with the second method at about 7 inches is caused by the discontinuous thickness. The third method contains several false peaks, and it is even arguable that the overall trends do not agree. Also, the leading edge heating is greater by about 50 %. The nature of the differences in the heating distributions makes it difficult to quantify a single uncertainty value for each method. However, it is clear that the first method results in the cleanest data for instability analysis. Using a single insulator thickness value is not desirable due to the large variations in the thickness, but was chosen as the preferred method, given the emphasis on boundary-layer instability in this research.
The mean heat-transfer rate distribution along the streamwise coordinate at two unit Reynolds numbers are compared to previously published CFD data [68] in Figure 27 . The data only on the first compression ramp is shown, where the boundary-layer is most likely laminar. The data presented is a spanwise average at each streamwise location. The streamwise coordinate is normalized by the full vehicle length at the model scale, and the heat-transfer rates are normalized by the Fay and Riddell stagnation point heat-transfer rate [69] on a one-foot radius sphere scaled to the model size. The figure reveals two unexpected problems with the current data. The experimental heat-transfer rates are higher than the computations by an order of magnitude, and the data for the two unit Reynolds numbers show significant variations.
Three possible sources of these discrepancies have been identified and are listed below, along with possible approaches to resolve the problem.
1. The uncertainty in the computed heat-transfer rate is directly proportional to the insulator thickness variation. Use an adhesive tape which would provide a constant thickness for the insulator instead. However, applying tape to this model is not trivial, since the geometry is three-dimensional with surface curvature, corners, and breaks. Using multiple pieces of tape is also not an option, because any gaps or steps would generate undesired disturbances which will contaminate the instability measurements. 2. The temperature of the model increases significantly between tunnel startup and image acquisition. This is especially likely near the leading edge where the model is very thin. Apply insulating material to the leeward side to reduce the net heating to the model. Use a more sophisticated heat-transfer model where unsteady, multi-layer, and multi-dimensional [70] effects are modeled. 3. The measured temperature distribution during the run is significantly higher due to the pressure sensitivity of the TSP. The effect of pressure on the TSP luminescence is small between atmospheric and vacuum pressures, but the sensitivity from vacuum to high pressures is not known. If the response time to pressure is on the order of seconds (due to the slow oxygen diffusion in the binder), then it might be more accurate to take the wind-off image at high pressure rather than at vacuum.
Currently the third point above is suspected to be the dominant error source. This issue was investigated by comparing two TSP images taken at no-flow conditions, with pressures of 0.05 and 127 psia. The 9 model temperature was allowed to equilibrate for a few hours, and for both images the model temperature was 28.4 deg. C. The ratio of these two images is shown in Figure 28 . Because the two images are taken at the same temperature, the intensity ratio should more or less be one, if there is no pressure effect. However, the figure shows that the image taken at 0.05 psia is about 30 % brighter than the image taken at 127 psia. This would result in significantly different surface temperature measurements and computed heat-transfer rates, depending on what pressure the wind-off image is taken at.
This effect is illustrated in Figure 29 . Here, the normalized heat-transfer rate is shown near the first compression corner.
As with Figure 27 , the experimental data shown is an average over the span of the ramp portion. Depending on the pressure condition of the wind-off reference image, the heat-transfer rates are significantly different. The effect is large enough to change the sign of the heat-transfer rate. This data also implies that the response time of the TSP to pressure may need to be taken into account, since using a windoff image at full stagnation pressure under-predicts the heating, and the use of a wind-off image at vacuum over-predicts the heating.
Despite these problems, instability analysis was carried out on the available data using a wind-off image at vacuum. The fluctuating component of the spanwise heat-transfer rate distributions are normalized by the mean heat-transfer rate. This should factor out most of the error, as long as the error in the mean heat-transfer rate is present in the magnitude of the fluctuations as well. The instabilities are quantified with a spectral analysis using Welch's averaged periodogram method, which is a routine available in Matlab. The power spectral densities (PSD) are then integrated in the wavenumber range of relevance to obtain the power content. This information is then used to quantify the growth rate of the instability waves.
SAMPLE OIL-FLOW VISUALIZATION RESULTS
An oil-flow image with the painted-oil approach is shown in Figure 30 , at a unit Reynolds number of 2.72 million/ft. The color scale has been converted to grayscale in order to enhance the contrast. The separation line immediately upstream of the first compression corner is evident from the bright line, which is caused by the accumulation of the oil. The separation line is brighter on the lower part of the model because of the tendency of the oil to flow down the vertically-oriented model in the time it takes to prepare for a tunnel run after painting the oil onto the model. Streamwise vortices on the second and third compression surfaces are also visible starting around 8 inches from the leading edge, which is 0.75 inches downstream of the first compression corner.
These images were useful for providing the separation line, and the parametric trend of the separation line was extracted from several images to quantify the behavior against unit Reynolds number, as shown in Figure 31 . A second order polynomial is fitted to each set of data. The first compression corner is also shown for reference. A slight asymmetry is present for each case, which is probably caused by the combined effects of an asymmetric leading edge, a slight yaw in the model orientation, a non-uniform oil layer, the spatial uncertainty in the image-processing of about 0.05-0.07 inches, and error in extracting the data points from the images.
The reattachment line is better seen in the images taken with the oil-dot technique, shown in Figure 32 at the same unit Reynolds number. The separation zone is evident by the region at about 7 inches from the leading edge where the oil dots have not been washed away significantly. It is still difficult to quantify the reattachment line in this image, but it does reveal the approximate extent of the separation zone.
SAMPLE TEMPERATURE-SENSITIVE-PAINT EXPERIMENTAL RESULTS
A sample non-dimensional heat-transfer rate image from Ref. [17] is shown in Figure 33 . The insulator thickness measurement was not available for this case. Consequently, the mean-heat transfer rate on the first compression ramp between 7.05-7.27 inches was used to normalize the data. This process factors out the insulator thickness and thermal conductivity if a constant value is assumed throughout the model. The total pressure, temperature, and unit Reynolds numbers were 118 psia, 760 deg. R., and 2.58 million/ft. Five roughness strips 4 mils thick are spaced 5/8 inches apart on the leading edge. Three of the vortices generated by them are visible ahead of the first compression corner. The outer two vortices get swept away onto the chine by the outward directed cross-flow. The breakdown of the vortices on the second compression ramp is clearly visible. Figure 34 is an image with the 2.25 mil thick roughnesses spaced 0.16 inches apart. The total pressure and temperature was 127.2 psia and 779 deg. R respectively, giving a unit Reynolds number of 2.67 million/ft. The regularly spaced streaks structures imply the presence of streamwise vortices. The increased number of vortices generated by the increased number of roughness is evident compared to Figure 31 .
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The spanwise heat-transfer rate variations at three streamwise stations (marked with dashed lines in Figure  34 ) are shown in Figure 35 . Each set of data is an average over a streamwise distance of 0.45 inches (61 pixel columns) to reduce noise. For this figure, the averaging window was doubled from what is normally used for quantitative analyses, so that the fluctuations are clearly visible. The growth and the decay of the fluctuations caused by the streamwise vortices are illustrated. The decrease in the peak-to-peak magnitude of the fluctuations from 8.97 to 10.09 inches suggests transition onset somewhere in between.
The PSD of the fluctuating component of the heattransfer rate at 8.97±0.45 inches is shown in Figure 36 . The figure shows a peak at 5.23 cycles/inch. The wavelength for this wave-number (number of cycles per unit length) is 0.19 inches, which corresponds well with the 0.16 inch roughness spacing taking into account the slight spanwise spreading. The PSD between 4.18 and 6.27 cycles/inch is integrated to obtain the streamwise power distribution. The power distribution is then normalized by the maximum power on the third ramp for each case, and is shown in Figure 37 for a range of unit Reynolds numbers. It is not clear what this amplitude ratio physically represents, but seems to give reasonable and clear trends. The growth occurs earlier and the peak on the second compression ramp increases with unit Reynolds number.
This expected trend implies that the value of the peak amplitude ratio and streamwise location corresponding to it might be related to the transition onset. Comparison of these results to transition onset, obtained from hot-wire and/or reliable mean heat-transfer rate measurements, and stability computations is now necessary to relate these experimental results to the stability of the boundary-layer and transition.
CONCLUSION
Oil-flow visualization and temperature-sensitivepaints are used for high-speed boundary-layer transition research in Purdue's Boeing/AFOSR Mach-6 Tunnel. The techniques are currently applied to the Hyper-2000 scramjet forebody.
The addition of fluorescent pigmentation to the oil and the use of a blue light source successfully eliminated reflections off the window. The oil-flow experiments mainly provide qualitative information about the overall flow structures, but quantitative measurements such as the separation onset are also attainable. Two oil-flow approaches were tried as part of this research. The traditional oil-dot technique shows the separation zone, but the 200 cs viscosity oil does not move enough during the limited tunnel run time to be able quantify the spatial extent of the separation zone. On the other hand, the painted-oil approach does not show the reattachment point, but the separation onset shows up very clearly.
Temperature-sensitive-paint is also used to measure the surface temperature distribution to infer the growth of streamwise vortices. The systematic trends seen with Reynolds number suggests that the growth of the fluctuating heat-transfer rates is related to boundary-layer instability and transition. However, several problems with the current implementation of the TSP technique to this facility have been identified through comparison of the results to CFD data. A constant thickness adhesive tape should probably be used for the insulator. The thickness variation with the painted approach results in significant uncertainty. This problem could not be corrected even if several thickness measurements are made and used in the form of a thickness grid.
The operating characteristics of Ludwieg tube-type facilities, of pressurizing the test section to full stagnation pressure, introduces difficulty in obtaining a reasonable wind-off reference image. The use of a wind-off image at high pressure under-predicts the heating, and a wind-off image at vacuum pressure overpredicts the heating. The sensitivity of the TSP to pressure thus has a significant impact on the qualitative results. The pressure sensitivity of the TSP and its response time to pressure change must be quantified and known to improve the quantitative measurements. Figure 11 . Comparison of the calibration data for Ru (bpy) and Ru(phen). Figure 23 . Heat-transfer rate image using the mean insulator thickness over the entire model. Figure 24 . Heat-transfer rate image using the respective mean insulator thickness values on the three compression ramps and the chines. 
