Abstract-The optimum multiuser detection problem can be formulated as a maximum likelihood problem, which yields a binary quadratic programming problem to be solved. Generally this problem is -hard and is therefore hard to solve in real time. In this paper, a preprocessing algorithm is presented which makes it possible to detect some or all users optimally for a low computational cost if signature sequences with low cross correlation, e.g., Gold sequences, are used. The algorithm can be interpreted as, e.g., an adaptive tradeoff between parallel interference cancellation and successive interference cancellation. Simulations show that the preprocessing algorithm is able to optimally compute more than 94,% of the bits in the problem when the users are time-synchronous, even though the system is heavily loaded and affected by noise. Any remaining bits, not computed by the preprocessing algorithm, can either be computed by a suboptimal detector or an optimal detector. Simulations of the time-synchronous case show that if a suboptimal detector is chosen, the bit error rate (BER) rate is significantly reduced compared with using the suboptimal detector alone.
I. INTRODUCTION

M
ULTIUSER DETECTION (MUD) is the process to demodulate multiple users sharing a common multiaccess channel. A first approach is to demodulate each user independently and treat the signal from other users as additive Gaussian noise [1] . An improvement to this strategy is to use the known correlation between users in the demodulation process. The performance can be improved even more if the detector makes the most likely decision, which formally is achieved by solving a so-called maximum-likelihood (ML) problem. When the optimum multiuser detection problem is cast in the form of an ML problem, it requires the solution of a so-called binary quadratic programming (BQP) problem. Unfortunately, these problems are generally known to be -hard [2] . If the signature waveform produces a cross correlation matrix with some special structures, the problem can sometimes turn out to have lower complexity [3] - [5] . Many contributions to the area of multiuser detection have already been published. The objective has been to find an algorithm which solves the multiuser detection problem in reasonable time in order to make a real time implementation possible. Previously, this has been done either by restricting the class of possible cross correlation matrices or by employing some suboptimal procedure. In [3] , an algorithm with polynomial complexity has been derived for systems with only negative cross correlations. A similar requirement on the cross correlation matrix is found in [4] , where the synchronous multiuser detection problem is solved with a polynomial complexity algorithm if the cross correlations between the users are nonpositive. It is also shown that Gold sequences satisfy this condition in the synchronous case. Another paper also dealing with a special class of cross correlations is [5] , where a polynomial complexity algorithm is derived for the case of identical, or a few different, cross correlations between the users. Thorough work in the field of approximate algorithms for multiuser detection is found in [1] . Several different algorithms, optimal as well as suboptimal, are presented and evaluated in [6] . The suboptimal algorithm local search is evaluated in [7] . Branch and bound methods are investigated in [8] . Another near-optimal approach is presented in [9] . Also the well-known Kalman filter has been applied to the problem. This approach is presented in [10] . Another interesting approach is to use so-called semidefinite relaxations to produce suboptimal solutions to the problem. This idea has been considered in, e.g., [11] and [12] .
A different detector approach is based on adaptive thresholding to provide a low-complexity detector for the ML problem [13] , [14] . The resulting algorithm is evaluated at low traffic loads for pseudorandom sequences with promising results. It is also concluded that the algorithm is not expected to perform well at high loads.
In this paper, a preprocessing algorithm with polynomial complexity for the BQP problem is derived. A preprocessing algorithm is an algorithm which processes the optimization problem in the step previous to the one when the actual solver is applied. Because the preprocessing algorithm executes in polynomial time and the BQP solver, generally, executes in exponential time, the required CPU time can be reduced if bits can be computed optimally already in the preprocessing step. It became clear that when applied to the MUD problem, the resulting BQP preprocessing algorithm presented in [15] was found to be equivalent to the one presented in [13] , [14] . The two major differences and enhancements made in this paper compared with [13] and [14] is that, first, the algorithm is derived using an optimization point of view of the problem, which results in a general algorithm for BQP problems and a framework that makes it easy to prove optimality for the formulation of the problem solved in the step after preprocessing, and second, that the evaluation is very thoroughly performed in the important case where signature sequences of Gold type are used. Both the BER performance as well as the computational performance is evaluated. Note that the ideas presented in this paper also work with other types of sequences with low cross correlation, and the Gold sequences were chosen as one representative of such sequences. The algorithm is in principle also useful if the favorable cross correlations from the time-synchronous case have been slightly distorted by, e.g., time-asynchronous users, as long as the resulting cross correlations between the users are low. Furthermore, it is shown in simulations that when signature sequences with low cross correlations, like Gold sequences, are used in a synchronous system, the algorithm is useful also at high loads.
Section II provides the CDMA channel models upon which this paper is based, and Section III describes preprocessing for the general BQP problem. The resulting preprocessing is applied to CDMA in Section IV, followed by extensive numerical evaluations in Section V. Finally, Section VI provides some conclusive remarks.
II. CDMA CHANNEL MODELS
In this section, the synchronous and asynchronous CDMA channel models used in the paper are presented. The notation has been taken from [16] , where also a more thorough description of the models can be found. In the case when the users are time-synchronous, the received waveform is modeled as a -user channel consisting of the sum of antipodally modulated synchronous signature waveforms embedded in additive white Gaussian noise, i.e., as (1) where is the received amplitude of the signal from user , is the data bit transmitted by user is the deterministic signature waveform assigned to user , normalized to have unit energy, and is white Gaussian noise with unit power spectral density. Furthermore, is the channel noise variance and is the inverse of the data rate.
The similarity of different signature waveforms is expressed in terms of the cross correlation defined by (2) The normalized cross correlation matrix has ones in the diagonal and is symmetric nonnegative definite, [16] . If whenever , the signature sequences are orthogonal. In this work, nonorthogonal sequences of Gold type have been used and these usually give low cross correlation for all possible nonzero offsets. Another common choice of sequences with these properties is Kasami sequences.
In the case when the users are time-asynchronous, a frame of length symbols is considered. The signature sequences used in this work are user-specific, and reused repeatedly for each new bit sent by a specific user. The CDMA channel model is also in this case adopted from [16] and can be written as (3) where represent the bits sent by user during the frame under consideration, and is the user-specific time offset. Assume, without any loss of generality, that the users are labeled by their time of arrival, i.e., that . If , the elements in the cross correlation matrix can be written as (4) where . If it is assumed that the intersymbol interference is limited to occur for symbols immediately adjacent in time, the complete cross correlation matrix is in this case built-up as a block-Toeplitz matrix with blocks along the main diagonal and cross correlations and , repeated above and below the main block diagonal, respectively, where
According to [16] , the bit sequence most likely sent by the users in the synchronous case are given by the solution to the optimization problem (6) The asynchronous case follows analogously, but the notation becomes slightly more complex. Note that, the variables in the optimization problem in (6) are the bits to be estimated. This optimization problem can be rewritten as an equivalent minimization problem
where and , where is the output from matched filter . After a variable substitution, this problem can be identified as a -BQP problem. There exist a number of suboptimal detectors applicable to the multiuser detection problem. The simplest one is the conventional detector, [6] , (8) where disturbances from other users are treated as noise. This detector does not use any floating-point operations (flops). A simple detector using knowledge of the cross correlation between different users is the decorrelating detector [6] (9)
The number of flops for computing grows as [17] .
For what follows, the channel models in (1) and in (3) are used for all computational results to be presented in this paper. Furthermore, the received amplitudes from different users are assumed equal to one for all users, i.e., the uplink is subject to power control. The signature waveforms used are all of Gold type of length 127.
III. PREPROCESSING FOR THE BQP PROBLEM
Most algorithms used when solving BQP problems either focus on producing approximative solutions or only on handling various special cases of the general problem [18] . The algorithm to be presented in this paper belongs to the latter type of algorithms and it is applicable to BQP problems having dominating diagonal elements compared with the off-diagonal elements. In [15] , the algorithm has previously been successfully applied to model predictive control (MPC) for systems including binary variables. Some approximative heuristic algorithms can be found in, e.g., [2] , [19] , [20] , and [21] .
In this paper, a BQP problem in the form subject to (10) is studied, where is symmetric. The algorithm presented in this section makes it possible to speed up the solution of BQP problems having large diagonal elements compared with the nondiagonal elements. For each binary variable, the algorithm delivers one out of three possible results: 1 is the optimal value, 0 is the optimal value, or nothing can be said for sure. Some of the basic BQP optimization ideas used in this work can be found in, e.g., [22] . In this reference, the ideas are not used to form a preprocessing algorithm, but to find all optimal solutions to the BQP problem. Before the main theorem is given, the following definition is introduced: (11) where (12) The preprocessing algorithm is built upon the following theorem:
Theorem 1: For a BQP problem of type , an optimal value of one or more components can be found in polynomial time if for some any of the following conditions is satisfied:
If any of the conditions or is satisfied for a certain value of , an optimal value of is given by if holds if holds.
Proof: See [15] . A simple flop count shows that the computational complexity for each test or grows as . Hence, performing the tests for all variables gives a computational complexity of , i.e., polynomial complexity in .
IV. APPLICATION OF THE RESULTS TO CDMA
In this section, it is shown how to apply the preprocessing algorithm derived in Section III to the optimization problem in (7) and how the result can be interpreted.
A. Using Preprocessing
In order to be able to apply the preprocessing algorithm, the optimization problem in (7) has to be rewritten in the BQP form . Note especially the domain of the optimization variable . In order to get an optimization problem with binary variables, the following variable substitution is performed: (13) where and denotes a column vector with all elements equal to one. Using (13) , neglecting constant terms and dividing by 4, the objective function in (7) can be rewritten as (14) where (15) The problem is now in the form , on which preprocessing can be performed.
B. Using the Algorithm in Multiuser Detection
In this section, it is described how the algorithm can be used in multiuser detection. It is first shown how it works in its simplest form where the conditions in Theorem 1 are applied once for each user. Later it is shown how the performance of the algorithm can be significantly improved by applying the algorithm iteratively. Finally, it is described how any remaining bits not computed by the preprocessing algorithm can be computed by either an optimal or a suboptimal algorithm. Detailed algorithm descriptions can be found in [23] and in [13] .
1) Noniterated Implementation: In its simplest form, the algorithm consists of applying the conditions in Theorem 1 once for each user. As previously discussed in the proof of Theorem 1, the computational complexity of one such preprocessing iteration (test the conditions once for each user) grows as . Using the notation in the multiuser detection problem, the two conditions and in the theorem can after simplification be written as (16) From (13) and (16), it follows that the optimal choice of is given by if holds if holds.
Note that these conditions are equivalent to the ones given in [13] . Furthermore, note that the conditions in (16) for a certain bit are independent of the value of any other undetected bits. Hence, if a decision can be made, it is made independently of the value of any so far undetected bits. If (16) is investigated, it can be realized that a necessary property of the cross correlation matrix to be able to successfully use the algorithm, is that the signature sequences give low cross correlations between different users. This is typically the case for, e.g., Gold sequences. In the noniterated implementation, the detector can be interpreted as a threshold detector. Considering, e.g., user 1, the distribution of the output from the matched filter for this user is illustrated in Fig. 1 . In the example, 60 users are sharing the channel and the SNR for user 1 is 6 dB. If the matched filter output gets outside the gray region B, the bit sent by the user considered can be detected optimally by the preprocessing algorithm in a single iteration. Note that the size of the threshold has been chosen by the algorithm in order to be able to guarantee optimality. The algorithm can also be related to the conventional detector in (8) . In region A and C, the output from the preprocessing algorithm and the output from the conventional detector coincide. There is however an extremely important difference; the output from the preprocessing algorithm is guaranteed to be optimal. Note that the fact that the output from the two detectors often coincide is not a weakness of the preprocessing algorithm but rather a proof that the conventional detector often, but not always, make optimal decisions. Compared with previous optimal low complexity methods presented in [3] - [5] , the algorithm presented in this paper does not introduce any requirements on the sign of the cross correlations or that the cross correlations between users are equal. On the other hand, the preprocessing algorithm cannot, in general, detect all users. In most cases, the algorithm can detect some of the users in the first iteration, but there is also often some users which cannot be detected in the first iteration. In the iterated implementation of the algorithm, the algorithm is applied repeatedly and bits detected optimally in previous iterations are used to relax the conditions for previously unsolved bits. Fig. 1 . This plot shows the distribution for the matched filter output for user 1 in an example with 60 users and SNR 6 dB for this user. The gray region B illustrates the region where user 1 cannot be detected in a single preprocessing iteration. The computational result shows that, in this example, the probability of detection of user 1 in the first preprocessing iteration is 0.856.
2) Iterated Implementation:
When the algorithm is applied iteratively, the number of users possible to detect by the preprocessing algorithm is significantly increased. As long as at least one user could be detected in the previous run, it is possible to start over again and try to compute the remaining ones. In principle, this is done by inserting the already computed variables in the objective function of the BQP problem and formulating a new BQP problem in the remaining variables on which it is possible to run preprocessing. This is described in detail in the next section. This procedure is in this text referred to as the iterated implementation and is further described in [23] . Note that even in the worst case, the number of iterations is limited to since the algorithm is aborted if less than one user was detected in the last iteration. Hence, the worst case computational complexity for the iterated implementation of the preprocessing algorithm grows as . Furthermore, note that it is possible, e.g., to be able to satisfy time demands in a real time system, to abort the algorithm before the steps have completed and to solve any remaining variables suboptimally. Hence, it is easy to make a dynamic tradeoff between BER performance and computational time. This has been further investigated in [14] .
To gain performance compared to the conventional detector, it is necessary that information from previous iterations contracts region B and either extends region A to the right of the origin or extends region C to the left of the origin. That this actually occurs in practice will be shown in Section V where the proposed algorithm outperforms the conventional detector.
When the iterated implementation is used, the algorithm can be interpreted as an adaptive tradeoff between parallel interference cancellation (PIC) and successive interference cancellation (SIC). In SIC, only one user is detected and cancelled in each iteration, which means that the number of iterations equals the number of users to be detected. On the contrary, in PIC all users are detected in every iteration and subsequently cancelled. Uncertain detection reduces cancellation performance, and there-fore, only a fraction of the regenerated signals are cancelled, known as partial PIC. Hence, in SIC, only one user is detected per iteration even though more users can be detected with confidence, while in partial PIC all users are detected, also the ones with less confidence, in each iteration. In the proposed scheme, all previously undetected users that can be detected with confidence, but no more, are detected in each iteration. More information on PIC and SIC can be found in, e.g., [24] .
3) The Step After Preprocessing: When the preprocessing algorithm has terminated, another detector has to be applied to detect any remaining bits. Consider an optimization problem in the form in (7) . Without any loss of generality, order the elements in in two parts, and denote the parts and where the first part is possible to compute by preprocessing and the latter part is not. The problem can be rewritten in the new variables as (18) where subindices and have been used to denote the components in that can and cannot be computed by preprocessing, respectively. These subindices are also used, analogously, to index out the corresponding parts in , and . Since it in an optimization problem always is possible to first minimize over some of the variables and then over the remaining ones, [17] , it is here possible to first minimize over and then over . The optimal solution is then parameterized in , i.e., the solution to the first optimization problem is in general a function , which can be hard to explicitly formulate in an integer optimization problem like this one. However, from the discussion below the equation in (17) , it is clear that the preprocessing algorithm finds the optimal value of those variables that have an optimal value which is independent of the value of the remaining variables. Hence, is not dependent on , i.e.,
. After the solution from the preprocessing algorithm has been inserted into the problem in (18) , the remaining optimization problem in can be reformulated as (19) This is a new optimization problem in BQP form. Depending on the time available, the algorithm used after preprocessing may be chosen to produce either optimal solutions or suboptimal solutions. If an optimal solution is desired, existing optimization software like the commercial state-of-the-art branch and cut solver CPLEX 1 or the freely available branch and bound solver, miqp.m [25] , can be used. If the dimension of is low, which it often is after preprocessing, it is actually tractable to solve the problem in (19) by explicit enumeration of all solutions. If suboptimal solutions are considered sufficient, possible choices are to apply one of the detectors in (8) or (9) . An important issue to address is to which MUD problem a detector should be applied in order to guarantee a jointly optimal decision in , i.e., which , and that define the new problem. This can be done by identifying the problem in (19) to be in the form in (7). The result after identification is (20) Note that, this result also serves as a theoretical motivation for (15) in [13] . Consequently, an optimal detector working on the problem defined by the parameters in (20) will provide an optimal solution to the optimization problem in (19) , and hence the total solution will be jointly optimal. This holds independently of if is found as the solution to the optimization problem in (19) or if it is found as the optimally detected bit-sequence to an MUD problem with the parameters in (20) . Now, the choice of in (20) will be slightly more investigated. Using the CDMA models presented in Section II, the matched filter output can be expressed as (21) which means that (22) where and denote the true values of the remaining bit-sequence and the noise in the output from the matched filters, respectively, and
. The term has intuitively the function of cancelling the part of resulting from bits that already have been detected in step one. However, it is not always true that even though is optimal. In [13] , there is a discussion about that errors made in the first step will affect the detector in the second step and as a result there is a risk that the detector in the second step might make "additional erroneous decisions." However, note that this offset is necessary in order for the detector in the second step to make a decision which makes the entire decision jointly optimal. It would be possible to assume that and work on a reduced MUD system in the second step with measurements and correlation , but this setup would result in a decision which might not be jointly optimal when considered as one large decision.
V. NUMERICAL EXPERIMENTS
In this section, the preprocessing algorithm is applied to the multiuser detection problem as described in Section IV, and its performance is evaluated using Monte Carlo simulations. The signal-to-noise ratio (SNR) used in the simulations is computed after the matched filters. Hence, there are disturbances originating both from the noise and from the cross correlation from other users.
A. Synchronous Case
In the first simulation, the joint bit error rate (BER) is compared for a multiuser detector implemented using a combina- tion of the preprocessing algorithm and the conventional detector, the conventional detector itself in (8) , the decorrelating detector in (9) and the optimal detector found by solving the optimization problem in (7) optimally. When the preprocessing algorithm is combined with a conventional detector, any variables not computed by the preprocessing algorithm is computed by the suboptimal detector (8) as described in Section IV-B-3. Hence, if the preprocessing algorithm does not solve all variables, some parts of the solution might be suboptimal. To be able to obtain an optimal solution, the preprocessing algorithm is combined with CPLEX, where CPLEX is used to solve any remaining variables not possible to compute by preprocessing. The algorithms were compared for the loads 1 to 127 users. In the simulation, Gold sequences of length 127 were used, and the SNR for user 1 was chosen to be 10 dB. The SNRs for the other users are then given by the choice of signature sequences and the noise variance. However, in this case, it is close to 10 dB for all users. To get a sufficiently smooth plot in a reasonable time, the number of Monte Carlo simulations used was adjusted in several steps from for low loads to for high loads. In each Monte Carlo simulation, a new noise realization was used and a new random bit was assigned to each user. The result from this test can be found in Fig. 2 . The conclusion from this test is that the BER performance of the detector built on a combination of preprocessing and the conventional detector is better than the performance of the conventional detector used alone or the decorrelating detector. In this test, the BER performance of the proposed detector is almost indistinguishable from the BER performance of the optimal detector.
In Fig. 3 , it can be seen that for a wide span of loads and SNRs, the preprocessing algorithm computes nearly all variables in average. Therefore, for those combinations of load and SNR, the remaining variables not computed by preprocessing do not alter the BER performance significantly even though they are computed suboptimally. In Fig. 3 , it can be seen that the number of variables computed by preprocessing decreases for high loads Fig. 3 . This plot shows how many percents of the variables that were computed by preprocessing for loads between 1 and 127 users in combination of SNRs between 0 to 15 dB. The result shows that even at 127 users and at an SNR as low as 0 dB, the preprocessing algorithm only fails to compute about 5% of the total number of variables.
in combination with low SNR. Somewhat counterintuitive, the number of computed variables also decreases slightly for high loads in combination with high SNR. The effect of this degradation in detection performance will be discussed in coming experiments. The conclusion drawn from the simulation is that the preprocessing algorithm can be expected to compute a significant amount of the variables for a large span of combinations of SNRs and loads. However, for large loads in combination with low SNRs, the number of variables computed by preprocessing decreases.
In Fig. 4 , the BER is evaluated for different values of SNR in the range from 0 to 15 dB. In the comparison, five different detectors are used: a detector formed by the combination of the preprocessing algorithm and the conventional detector; a combination of the preprocessing algorithm and the decorrelating detector; the conventional detector; the decorrelating detector; and finally the optimal detector. Note that this experiment is also an excellent practical example of the computational performance of the algorithm. Actually, without the computational performance of the preprocessing algorithm, combined with the computational performance of CPLEX, it would have been impossible to perform such rigorous comparisons (a huge number of Monte Carlo simulations are used even at high loads) in a reasonable time where different suboptimal detectors are compared with the optimal detector. As expected, the BER performances of the conventional detector in (8) and the decorrelating in (9) are significantly worse compared with the other detectors, especially for high values of SNR. The BER performance of the detectors built on preprocessing is so close to the optimal one that they cannot be visually distinguished from each other in this plot when SNR is 13 dB or below. Above 13 dB, the detector built on a combination of the preprocessing algorithm and the conventional detector shows a slightly higher BER than the other detectors. The behavior seems to be a consequence of the decrease of variables computed by preprocessing for a combination of high loads and high SNRs shown in Fig. 3 . This does Fig. 4 . In this plot, the BER is examined when SNR varies from 0 to 15 dB. The result is that at higher SNRs, the conventional and decorrelating detectors cannot offer BERs as low as the preprocessing-based detectors. For SNRs below 14 dB, the resulting BERs from the preprocessing-based detectors are very close to the optimal one, and the BER curves cannot be distinguished from one another in the plot.
not occur for loads below 117 users and can be avoided also for high loads by combining the preprocessing algorithm with the decorrelating detector instead of the conventional detector for high SNRs.
The computational complexities for the different detectors have been previously theoretically discussed. An example of computational times in practice are shown in Fig. 5 . The conventional detector in (8) is not shown in the plot because its computational time is negligible in comparison with the others. The conclusion drawn is that the computational complexity for the preprocessing algorithm grows similarly, or slower, compared with the one for the decorrelating detector in (9). Since there are several different ways to implement the different detectors, the computational times presented in Fig. 5 should only be considered as guidelines to relate the performance of the different algorithms. For example, the matrix inversion performed in (9) is in Matlab implemented much more efficiently than the m-code implementation of the preprocessing algorithm. By implementing the preprocessing algorithm in, e.g., C, a significant reduction of the computational time is expected. If the result in this experiment is combined with the result from previous experiments, the conclusion for the synchronous case is that the preprocessing algorithm combined with the conventional detector can produce a near-optimal BER at a computational time comparable to the one of the decorrelating detector. Furthermore, in this case, it is probably not worth the extra amount of computational time needed to compute the optimal solution, since that even preprocessing in combination with the conventional detector often gives similar BER performance. The tests of the computational times were performed on a computer with two processors of the type Dual Core AMD Opteron 270 sharing 4-GB RAM (the code was not written to utilize multiple cores) running CentOS release 4.6 (Final) Kernel 2.6.9-55.ELsmp and Matlab 7.2.0.294. 5 . In this plot, the computational times to detect 127 users by the detector using the preprocessing algorithm, first in combination with the conventional detector, and second in combination with CPLEX, are compared with the computational times for the decorrelating detector. The conventional detector has significantly lower computational time and it has therefore been excluded from this plot. The conclusion is that the computational complexity of the preprocessing algorithm grows as, or slower than, the computational complexity of the decorrelating detector. Fig. 6 . This plot shows the relative suboptimality for the different detectors computed as (f 0f )=(jf j), where f denotes the objective function value for a suboptimal detector and f denotes the optimal objective function value. Note that the detector is in fact optimal if the line vanishes from the plot. The line fragment from the combination of preprocessing and the conventional detector visible in the figure between 14 and 15 dB originates from the slight drop in detection performance of the preprocessing algorithm for a combination of high loads and large SNRs as shown in Fig. 3 .
From an optimization point of view, it is interesting to investigate how far the suboptimal detectors are from being optimal. This is illustrated for 100 users in Fig. 6 , which shows the relative suboptimality here computed as , where denotes the objective function value for a suboptimal detector and denotes the optimal objective function Fig. 7 . The three uppermost plots show the BER in an asynchronous system. These plots show three cases where different possible worst-case offsets among the users have been considered. The offsets are uniformly distributed between zero and this value. The BER of the conventional detector is dashed, the conventional detector in combination with preprocessing is solid, and the optimal is dash-dotted. In the bottommost plot, the number of variables computed by preprocessing is shown for the three different cases of maximum offset. Dashed-dotted, dashed and solid lines represent a maximum offset of 64, 5, and 1 chips, respectively. In the cases where the offset is 5 and 64 chips, the experiment is aborted at a load lower than 60 users because it is not possible in these cases to maintain an SNR of 5 dB at high loads.
value. From the figure, it can be seen that up to 13 dB, the combination of the preprocessing algorithm and the conventional detector gives relatively a significantly lower objective function value compared with the conventional or decorrelating detectors used alone. Above 13 dB, the performance of this combination decreases slightly, which can be explained by the drop in the by preprocessing detected number of users for a combination of high load and SNR as shown in Fig. 3 . To get near-optimal performance also in this region, the preprocessing algorithm can be combined with the decorrelating detector.
B. Asynchronous Case
In the asynchronous case, the users are no longer assumed to be synchronized in time, i.e., the channel model in (3) is used. The different offsets for different users are uniformly distributed between 0 and an upper value. Three experiments where this upper value have been chosen to 1, 5, and 64 chips have been considered. The result is presented in Fig. 7 for the case when SNR is 5 dB and is the average result from 10 Monte Carlo simulations for each load. The conclusion from this experiment is that the cross correlation between the users is rather dependent on the offsets of the users, and the benefits of the preprocessing algorithm tends to decrease as the maximum possible offset is increased. This is a consequence of the fact that fewer and fewer bits are computed in the preprocessing step as the maximum offset is increased. For low values of this offset, the algorithm is still useful, while for larger values, the algorithm is only useful for very low loads.
VI. CONCLUSION
In this work, a preprocessing algorithm for BQP problems has been successfully applied to the multiuser detection problem when signature sequences of Gold type have been used. The preprocessing algorithm is able to detect some or all bits. These bits are detected optimally and any remaining bits can be detected either optimally or suboptimally by another algorithm. In the numerical experiments considered using Gold sequences, more than 94% of the bits are computed by the preprocessing algorithm in the synchronous case. Furthermore, simulations have shown that the preprocessing algorithm combined with a suboptimal algorithm outperforms the suboptimal algorithm used alone in terms of BER, and the resulting BER is often very close to the optimal one. Moreover, the computational complexity of the preprocessing algorithm is similar to the one of the simple suboptimal decorrelating detector. The result in this work shows that it can be very advantageous to use the proposed preprocessing algorithm for multiuser detection problems where the cross correlation between different users is low. Compared with several other suboptimal detectors, often a better BER performance can be expected. The benefits of using the proposed preprocessing algorithm decreases in the asynchronous case. In that case, the preprocessing algorithm is still able to compute a significant number of bits at low loads, but fewer and fewer with increased load. If users are almost synchronous, the preprocessing benefits are still evident, while in the worst case scenario, where users can be misaligned up to half a symbol, the benefits are minor already at moderate loads. Therefore, the asynchronous case is an interesting topic for future work.
