Abstract. We consider a controlled-diffusion process pertaining to a chain of distributed systems with random perturbations that satisfies a weak Hörmander type condition. In particular, we consider a stochastic control problem with the following objectives that we would like to achieve. The first one being of a reachability-type that consists of determining a set of attainable distributions at a given time starting from an initial distribution; while the second one involves minimizing the relative entropy subject to the initial and desired final attainable distributions. Using the logarithmic transformations approach from Fleming, we provide a sufficient condition on the existence of an optimal admissible control for such a stochastic control problem which is amounted to changing the drift by a certain perturbation suggested by Jamison in the context of reciprocal processes. Moreover, such a perturbation coincides with a minimum energy control among all admissible controls forcing the controlleddiffusion process to the desired final attainable distribution starting from the initial distribution. Finally, we briefly remark on the invariance property of the path-space measure for such a diffusion process pertaining to the chain of distributed systems.
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Abstract. We consider a controlled-diffusion process pertaining to a chain of distributed systems with random perturbations that satisfies a weak Hörmander type condition. In particular, we consider a stochastic control problem with the following objectives that we would like to achieve. The first one being of a reachability-type that consists of determining a set of attainable distributions at a given time starting from an initial distribution; while the second one involves minimizing the relative entropy subject to the initial and desired final attainable distributions. Using the logarithmic transformations approach from Fleming, we provide a sufficient condition on the existence of an optimal admissible control for such a stochastic control problem which is amounted to changing the drift by a certain perturbation suggested by Jamison in the context of reciprocal processes. Moreover, such a perturbation coincides with a minimum energy control among all admissible controls forcing the controlleddiffusion process to the desired final attainable distribution starting from the initial distribution. Finally, we briefly remark on the invariance property of the path-space measure for such a diffusion process pertaining to the chain of distributed systems.
1. Introduction. The problem of forcing a diffusion process to a final attainable configuration starting from an initial distribution has been of particular interest from both physical and mathematical points of view (e.g., see [27] for the original formulation of this problem). Notably, this problem and its variants have been widely studied in the literature (e.g., see [21] , [20] [22] or [23] in the context of stochastic optimal transportation problem; see also [24] and [32] in the context of variational characterization of Schrödinger processes; and [13] or [7] in the context of controllability of systems governed by parabolic PDEs). The setting of these papers, which is the rationale behind our approach, consists of constructing a class of stochastic processes (i.e., a reciprocal precess along the works of [16] , [17] and [4] ) in connection with stochastic optimal control theory with respect to the desired endpoint distributions or in connection with that of the problem of minimizing relative entropy subject to the controlled and reference diffusion processes (e.g., see [20] , [22] or [7] for additional discussions). Here, our main interest is to throw some light on the structure of the controlled-diffusion process pertaining to a chain of distributed systems and, at the same time, clarifying questions concerning minimization of relative entropy subject to the initial and desired final attainable distributions for such a controlled-diffusion process.
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In this paper, we specifically consider the following distributed system, which is formed by a chain of n subsystems (where n ≥ 2), with a random perturbation that enters only in the first subsystem and is then subsequently transmitted to other subsystems, i.e.,
where
. . , n, are bounded continuous functions and satisfy appropriate Hölder conditions, • σ : R + × R nd → R d×d is a bounded continuous function, with the least eigenvalue of σ σ T uniformly bounded away from zero, i.e.,
Note that such a chain of distributed systems has been well discussed in various applications (e.g., see [6] , [1] , [8] and [28] and the references therein). For example, when n = 2, the equation in (1) can be used to describe stochastic Hamiltonian systems (e.g., see [6] or [28] for additional discussions).
Next, let us introduce the following notation that will be useful later. We use bold face letters to denote variables in R nd , for instance, 0 stands for a zero in R nd (i.e., 0 ∈ R nd ) and, for any t ≥ 0, the solution
n is continuously differentiable with respect to x j and its derivative denoted by t, x j−1 , . . . , x n → D x j m j t, x j−1 , . . . , x n . Then, we can rewrite the stochastic differential equation (SDE) in (1) as follow
where M = m 1 , m 2 , . . . , m n is an R nd -valued function and
Moreover, the infinitesimal generator associated with (2) is given by
where a(t, x) = σ(t, x)σ T (t, x). Remark 1.1. Note that, in (1), the random perturbation enters only in the first subsystem through its diffusion and is then subsequently transmitted to other subsystems through their respective drift terms. As a result, such a chain of distributed systems is described by an R nd -valued diffusion process x t , which is degenerate in the sense that the second-order operator associated with it is a degenerate parabolic equation. Moreover, we assume that the distributed system in (1) satisfies a weak Hörmander type condition (e.g., see [15] or [10, Section 3] for additional discussions).
Throughout this paper, we assume that the following statements hold for the distributed system in (2) (or (1)).
(a) The functions m 1 (t, x) and m j (t, x j−1 ) for j = 2, . . . , n satisfy appropriate Hölder conditions with respect to x and
and D x i a(t, x) are bounded and satisfy appropriate Hölder conditions with respect to both x and t. (b) The infinitesimal generator L t,x is hypoelliptic (e.g., see [15] or [10] ). Remark 1.3. In general, the hypoellipticity assumption is related to a strong accessibility property of controllable nonlinear systems that are driven by white noise (e.g., see [30] concerning the controllability of nonlinear systems, which is closely related to [29] ; see also [10, Section 3] ). Moreover, the Jacobian matrices D x 1 m 1 (t, x) and D x j−1 m j (t, x j−1 ) for j = 2, . . . , n are assumed to be nondegenerate, uniformly in time and space. Note that the hypoellipticity assumption also implies that the diffusion process x t has a transition density with a strong Feller property. Remark 1.4. Here, it is worth mentioning that there are some results, based on Malliavin calculus under strong Hörmander conditions, that provide a sensitivity measure of the system with respect to noise, where a nonzero sensitivity condition (which is summarized by a nondegenerate Malliavin matrix) is used in verifying the existence of such a density function (e.g., see [18] and [25] for additional discussions).
The paper is organized as follows. In Section 2, we provide some preliminary results. Section 3 formally states the stochastic control problem considered in this paper. In Section 4, using the logarithmic transformations approach from Fleming, we provide a sufficient condition on the existence of an optimal admissible control for such a stochastic control problem. This section also contains additional results concerning minimization of relative entropy subject to controlled and reference diffusion processes. Finally, in Section 5, we briefly remark on the invariance property of the path space measure for such a diffusion process pertaining to the chain of distributed systems.
2.
Preliminaries. In this section, we provide some preliminary results that will be useful later in Section 4. Note that, for any square integrable R nd -valued random variable ξ that is independent to W t ; 0 ≤ t ≤ T , the SDE in (2) admits a weak solution in [0, T ) (i.e., in [0, T − ε] for any ε > 0) with initial condition x 0 = ξ.
Moreover, the fundamental solution (i.e., the transition density) q(s, x, t, y) for 0 ≤ s < t and x, y ∈ R nd of the PDE of parabolic type satisfies the following
and it is twice continuously differentiable with respect to x and continuously differentiable with respect to s. Note that, for a fixed arriving point (T, ζ) ∈ [0, ∞)×R nd , we can approximate the boundary condition in (4) using a sequence of positive functions (φ ε ) ε>0 on R nd that weakly converge towards the Dirac function δ ζ . To this end, we assume that (φ ε ) ε>0 (on the whole R nd ) satisfies the following
Then, we can approximate the transition density function by
where such an approximation also satisfies the following Cauchy problem
with boundary condition h ε (T − ε, x) = φ ε (x) for x ∈ R nd . Note that, since q is continuous, we have the following
If we introduce the following logarithmic transformation (e.g., see Fleming [11] or [12] for such transformations in the context of stochastic control arguments)
then it is easy to show that J ε (t, x) satisfies the following nonlinear parabolic equation
in [0, T − ε] × R nd with the following boundary condition
Furthermore, J ε (t, x) is a value function to the following stochastic control problem
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subject to a controlled version of (2), i.e.,
where (u t ) 0≤t≤T −ε is an R d -valued progressively measurable process satisfying
Note that, for a given (t, x) ∈ [0, T − ε] × R nd , the infimum in (12) is achieved when
Later, in Sections 3 and 4, we consider a stochastic control problem, where the objective is to force the controlled-diffusion process x u t to the desired final attainable distribution starting from the initial distribution using minimum energy control.
In what follows, let g(x) be any positive measurable function that satisfies
Then, the function
nd . Note that an absolutely continuous change of measure on the path-space is related to changing the original drift term of the diffusion process associated with the SDE in (2) (see also [14] ). A particular case was considered in [17] (cf. [17, Theorem 2]) leading to the following result.
Proposition 2.1. Suppose that x t is a weak solution of (2) 
nd be a strictly positive solution to following
such that E h(t, x) < +∞ and h(s, x) = E s,x h(t, x) for all 0 ≤ s < t < T . Then, the following SDE
admits a weak solution in [0, T ). Moreover, if there exists a positive measurable function g(x) such that
then the transition density corresponding to (18) is given by
Proof. Let (Ω, P, F ) be the probability space in which the weak solution x (i.e., a continuous process) of (2), with initial condition x 0 , is defined on. Then, let us introduce the following nonnegative martingale process
with respect to the natural filtration
Note that E z t = 1, then we can introduce the following change of probability measures on Ω dQ dP = z T −ε (22) for any fixed ε > 0.
where we have employed the Itô's rule for h(t, x t )f (x t ). This means that the law of x · , as a process defined in (Ω, Q, F ), solves the martingale problem for
. This is equivalent to saying that (18) has a weak solution x h t in [0, T −ε]. Note that f has compact support and if h(t, x t ) = E s,x g(x T ) . Then, we can define dQ/dP = g(x T ). As a result, we obtain the following
since x t → x T a.e., we can let t → T and conclude by the Lebesque's dominance convergence theorem (see [26, Chapter 4] ).
In order to show (20) , we only need to check the following condition
This completes the proof of Proposition 2.1.
Next, we state the following proposition (without proof) which is a version of the result given in [16] (cf. Beurling [4] 
has marginals µ 0 and µ T (where E is an arbitrary R nd × R nd -Borel set). Furthermore, ν 0 ≪ µ 0 and ν T ≪ µ T are mutually absolutely continuous measures.
Recall the following definition that will be useful later. Definition 2.3. Assume that ν 2 and ν 1 are σ-finite measures defined in the same measure space. Then, the relative entropy of ν 2 with respect to ν 1 is defined by
3. Statement of the problem. Let us consider the following controlled-diffusion process
where u t is an admissible control that satisfies (i) u t is an R d -valued process with measurable sample paths satisfying nonanticipatory condition, i.e., (W t − W s ) is independent of u r , for r ≤ s ≤ t; (ii) (30) admits a weak solution in [0, T]; and
Assume that we are given two probability measures µ 0 and µ T , then we specifically consider the following problem (which was originally formulated by Schrödinger in [27] , albeit in a slightly different context). 
In the following section (cf. Propositions 4.2 and 4.4), we provide a sufficient condition on the existence for such an optimal admissible control (i.e., a minimum energy control) for the above problem.
4. Main results. In this section, we present our main results -where we first characterize the set of attainable distributions with respect to the class of admissible controls mention above in Section 3. Then, we provide a condition on the existence of an optimal admissible control forcing the controlled-diffusion process to the desired final attainable distribution starting from the initial distribution and, at the same time, we make connections to the problem of minimizing relative entropy subject to these end-point distribution constraints. In what follows, we assume that x t is a weak solution in [0, T ) to the SDE in (2), i.e.,
where the initial point x 0 = ξ is distributed according to µ 0 and satisfies E|ξ| 2 < +∞.
Recall that, the SDE in (18) , with h(t, 
where L t,x is the infinitesimal generator associated with x t (cf. equations (3) and (24)). Next, we assume that f : R nd → R has continuous partial derivatives up to the second-order which, along with f , vanish at infinity and satisfies
Then, we have the following result that characterizes the set of attainable distributions for the controlled-diffusion process associated with (30) . Proposition 4.1. Given any admissible control (u t ) 0≤t≤T −ε , then the attainable distributions associated with x u t (cf. equation (30) ) and that of x h t (cf. equation (18)), for each t ∈ [0, T ], are identical.
Proof. Suppose that f satisfies (33). If we applying the Itô's formula to T s,t f (x u t ) for 0 ≤ s ≤ t ≤ T , then we obtain
Note that (33) holds a.e. with respect to the Lebesque measure and that of Assumption 1.2 (cf. Remark 1.3) ensures that the distribution law of x u t , for each t, is absolutely continuous with respect to the Lebesque measure.
Then, using (33), the first integral on the right-hand side of (34) a.s. equals to
which is integrable with respect to the underlying probability measure. Thus, if we take the expectations in the above equation (and noting that our choice of h which gives an admissible Markov-type control a(t, x t )D x 1 log h(t, x t ) (cf. Beneš in [3] for related discussions)), then we obtain
The claim follows easily from this, which completes the proof of Proposition 4.1.
4.2.
Connection with stochastic control problems. Here, we provide a sufficient condition on the existence for the optimal admissible control associated with Problem 1. Let S t be an operator, acting on the set of σ-finite measures on R nd , defined as follow
where dS t µ/dλ is the Radon-Nikodym derivative with respect to the Lebesque measure λ and q(s, y, t, x) is the transition density associated with the SDE in (2). First, let us consider Problem 1 with a deterministic initial condition, i.e., when µ 0 assumes a Dirac measure that is concentrated at a point ξ ∈ R nd . Then, we have the following result. Proposition 4.2. Suppose that µ 0 is a Dirac measure which is concentrated at a point ξ ∈ R nd . Further, assume that
and let h(t, x) be given by
Then, u * t = a(t, x t )D x 1 log h(t, x t ) solves Problem 1 with an optimal value of J(u *
Recall that h(t, x) belongs to C
Note that h(t, x t ) is martingale and E h(t, x t )} = 1. Further, from Proposition 2.1, the SDE in (18) Let P x and P x h be measures induced by x t and x h t , respectively, on the pathspace C([0, T ]; R nd ). Next, let us introduce the following change of measures
Then, we have the following
where we used the fact that h(t, x t ) log h(t, x t ) is a submartingale process.
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Next, let us introduce the following sequence of stoping times
For t ≤ T , if we apply Krylov's extension of the Itô formula (cf. [19, section 10, pp. 121-128]), then we have the following
Further, from the optional sampling theorem, we have the following
and, by (42)
On the other hand, t ∧ τ n → t as n → ∞, then, from (43) and (44), we have
Moreover, if we apply the Fatou's lemma to the left-hand side of (43) (which gives us the opposite inequality), then we have
Note that h(t, x t ) log h(t, x t ) is a submartingale process. Then, using again the Fatou's lemma and taking the limit t → T , we have
If u t is any admissible control, then, using Girsanov's transformation (e.g., see [14] , [9] or [31] ) and noting the fact that x u T is distributed according to µ T , we have the following
Hence, the above inequality further implies the following
This completes the proof of Proposition 4.2.
Remark 4.3. Note that if P xt and P x u t are measures induced by x t and x u t on the path-space C([0, T ], R nd ). Then, using using Girsanov transformation (e.g., see [14] ), we can reinterpret the cost functional J(u t ) in terms of the relative entropy between P x u t and P xt , i.e.,
Moreover, when the admissible control is optimal (i.e., u * t = a(t, x t )D x 1 log h(t, x t )), we have the following
which implies the global relative entropy is exactly equal to the relative entropy between the final measures µ T and S T µ 0 .
Note that, from Proposition 2.2, for µ 0 and µ T (with µ T ≪ S T µ 0 ), there exist two σ-finite measures ν 0 and ν T such that the statement in (28) holds. Letting ρ T (x) = dν T /dν 0 , then we have the following relations
and
For any initial random variable x 0 = ξ distributed according to µ 0 and satisfying |ξ| 2 dµ 0 < +∞, then we have the following result which is a generalization of Proposition 4.2.
Then, u * t = a(t, x t )D x 1 log h(t, x t ) solves Problem 1 with an optimal value of
Proof. First, let us show that h(t, x) = E t,x ρ T (x T ) . Note that, from (54), this is true if we show E t,x ρ T (x T ) < +∞, i.e.,
Then, we can process as follow (cf. the proof part of Proposition 4.2). Let us introduce the following change of measures
Then, we have the following (cf. equation (42))
and in place of (43), we have the following
and, from Jensen's inequality, we further have the following
Then, using the limit arguments (i.e., the Fatou's lemma) as in Proposition 4.4, we obtain the following
Moreover, for any admissible control u t , then we have
This completes the proof of Proposition 4.4.
Note that the conditions (i.e., H(µ T |S T ν 0 ) < +∞ and dµ 0 /dν 0 dµ 0 < +∞) under which Proposition 4.4 holds are rather difficult to verify. However, when µ 0 has compact support, we can relax them with suitable conditions due to the following lemma.
Lemma 4.5. Suppose that µ 0 has compact support and H(µ T |S T µ 0 ) < +∞. Then, we have
Proof. Note that h(t, x) is smooth and if µ 0 has compact support. Then, we have
5. Remarks on the invariance property of the path-space measure. In this section, we briefly remark on the invariance property of the path-space measure of the diffusion process pertaining to the chain of distributed systems. Note that such an interpretation makes sense if the diffusion process (x t ) 0≤t≤T , which is associated with the SDE in (2) , is considered as a random variable with values on a space of functions C([0, T ]; R nd ) containing its trajectories (e.g., see [32] , [9] or [31] ). As a result, we can determine local information about the measure induced by x [0,T ] . For example, for a given ϕ ∈ C 2 ([0, T ]; R nd ) and small ε > 0, we can provide an asymptotic estimate on the probability of a small ε-tube around C 2 ([0, T ]; R nd )-function using
where L(t, ϕ,φ) is the Lagrange function given by 
Note that the above asymptotic estimate in (61) provides a probabilistic interpretation for the most probable paths, i.e., the most probably trajectories that minimize the functional 
The following result shows that adding a perturbation G a(t, x)D x 1 log h(t, x) to the original drift term M(t, x) does not change the extreme trajectories of the diffusion process associated with the chain of distributed systems in (2). [0, T ] × R nd is a strictly positive function that satisfies ∂h(t, x)/∂t + L t,x h(t, x) = 0 in [0, T ) × R nd . Then, the diffusion processesx t andx t with the same diffusion term σ(t, x) and whose drifts are M(t, x) and M(t, x) + G a(t, x)D x 1 log h(t, x), respectively, have the same extreme trajectories.
Proof. Note that we can rewrite the Euler-Lagrange differential equation associated withx t as follow
where D ϕ denotes the vector derivative with respect to ϕ. 
we can further compute the associated Euler-Lagrange differential equation as follow
