Context. StePar is an automatic code written in Python 3.X designed to compute the stellar atmospheric parameters T eff , log g, [Fe/H], and ξ of FGK-type stars by means of the EW method. This code has already been extensively tested in different spectroscopic studies of FGK-type stars with several spectrographs and against myriads of Gaia-ESO Survey UVES U580 spectra of late-type, low-mass stars as one of its thirteen pipelines. Aims. We describe the code and test it against a library of well characterised Gaia benchmark stars. We also release the code to the community and provide the link for download. Methods. We carried out the required EW determination of Fe i and Fe ii spectral lines using the automatic tool TAME. StePar implements a grid of MARCS model atmospheres and the MOOG radiative transfer code to compute stellar atmospheric parameters by means of a Downhill Simplex minimisation algorithm. Results. We show the results of the benchmark star test and also discuss the limitations of the EW method, and hence the code. In addition, we found a small internal scatter for the benchmark stars of 9 ± 32 K in T eff , 0.00 ± 0.07 dex in log g, and 0.00 ± 0.03 dex in [Fe/H]. Finally, we advise against using StePar on double-lined spectroscopic binaries or spectra with R < 30,000, SNR < 20 or v sin i > 15 km s −1 as well as stars later than K4 or earlier than F6.
Introduction
The characterization of stellar spectra is a matter of utmost importance to several fields in modern astrophysics. It provides for the study and better understanding of the different constituents of our galaxy in terms of both individual and large-scale properties of target objects.
For this reason, stellar spectroscopy stands as a powerful tool that is being widely used in observational surveys, both ongoing and underway, such as the APO Galactic Evolution Experiment (APOGEE, Dawson et al. 2013) , the GALactic Archeology with HERMES (GALAH, De Silva et al. 2015) , the LAMOST Experiment for Galactic Understanding and Exploration (LEGUE, Deng et al. 2012) , the RAdial Velocity Experiment (RAVE, Kunder et al. 2017) , the Sloan Extension for Galactic Understanding and Exploration (SEGUE, Lee et al. 2008) , the Gaia-ESO Survey (GES, Gilmore et al. 2012) , and WEAVE (Dalton et al. 2018) .
Such large surveys have especially been designed to yield full sets of stellar parameters for as many stars as possible by means of automated methods that ensure the homogeneity of the results. These parameters include the effective temperature, T eff ; the surface gravity, log g; the metallicity, [M/H] ; and the microturbulent velocity, ξ.
In this regard, late-type, low-mass stars of FGK spectral types remain one of the most interesting targets on account of their ubiquity. Furthermore, the optical spectra of these stars have plenty of iron features that are very sensitive to the stellar atmospheric parameters.
The computation of stellar atmospheric parameters of FGK stars under spectroscopic scrutiny is often carried out by means of two different methods: the spectral synthesis method and the EW method. The former uses theoretical synthetic spectra in order to find the best match to a target observed spectrum, whereas the latter uses the strength of several spectral lines to find the set of stellar atmospheric parameters that best reproduce the measured EWs. Thorough, recent reviews of these techniques can be found in Allende , Nissen & Gustafsson (2018) , Jofré et al. (2018), and Blanco-Cuaresma (2019) .
There are many implementations of these two methods that are publicly available to the community. Among the spectral synthesis implementations stand the APOGEE pipeline (AS-CAP, García Pérez et al. 2016) , and Spectroscopy Made Easy (SME, Piskunov & Valenti 2017; Valenti & Piskunov 1996) , whereas the EW method is implemented in tools such as FAMA (Magrini et al. 2013) , GALA (Mucciarelli et al. 2013) , BAC-CHUS (Masseron et al. 2016) , and SPECIES (Soto & Jenkins 2018) . Remarkably, there are also general-purpose toolkits such as the integrated Spectroscopic framework (iSpec, see BlancoCuaresma et al. 2014a ) and FASMA (Andreasen et al. 2017; Tsantaki et al. 2018 ) that can compute the stellar atmospheric parameters of any given star under both methods.
In general, spectral synthesis methods are based on a χ 2 minimization algorithm based on a precomputed grid of atmospheric models (see Valenti & Piskunov 1996; García Pérez et al. 2016; Tsantaki et al. 2018 ). The theoretical spectra, which may sometimes be split up into spectral regions of interest (see e.g. Tsan- taki et al. 2014) , are finally compared with the observations to find the atmospheric model that best fits the data. This approach can also be found in González Hernández et al. (2004) and Allende Prieto et al. (2006) .
On the other hand, the EW method employs the standard technique based on the iron ionization and excitation balance, taking advantage of the high sensitivity of the strength (i.e. the EW) of Fe i and Fe ii lines to the variation of the stellar atmospheric parameters. This approach rests on the curves of growth that link, by means of the Saha and Boltzmann equations, the observed EW to the column density of the chemical species that causes the line in the stellar spectrum. Further details on these two equations can be found in e.g. Hubeny & Mihalas (2014) . This method has already been applied to several studies found in the literature (see e.g. Ghezzi et al. 2010; Santos et al. 2004; Sousa et al. 2008) .
The required EW determination of the Fe lines can be carried out either automatically or manually. There are some automatic tools designed for this task, such as ARES (Sousa et al. 2007 ), DAOSPEC (Stetson & Pancino 2008) , and TAME (Kang & Lee 2012) . All these tools accept some input parameters that can be fine-tuned depending on the quality of the target spectrum under analysis (i.e. the position of the stellar pseudo-continuum, the list of spectral lines to be measured, the parameters that constrain the detection of spectral lines according to the spectral resolution, and so on). In this regard, we highlight the fact that any given linelist is generally assembled from the analysis of a template star (usually the Sun, e.g. Santos et al. 2004; Sousa et al. 2008) . However, in some cases the template star may be different, e.g. a cool, K-type star (Tsantaki et al. 2013) , or a giant star (Hekker & Meléndez 2007) . The selected lines must be as unblended as possible to avoid the contamination of neighbouring lines that could potentially affect the EW measurements.
In this work we present a full description of the automatic code StePar, written in Python 3.X, which is based on the EW method. This code has already been applied to the careful study of FGK-type stars (González Hernández et al. 2012; Tabernero et al. 2012; Tabernero 2014; Tabernero et al. 2017; Jofré et al. 2017; Montes et al. 2018 ) and has also been extensively used to automatically analyse hundreds of Gaia-ESO UVES spectra since it stands as one of the thirteen pipelines that characterises the UVES U580 spectra of late-type, low-mass stars (see Smiljanic et al. 2014; Lanzafame et al. 2015) .
A concise description of the complete method is found in Sect. 2. Detailed explanations of the StePar internal workflow are given in Sect. 3. In Sect. 4 we discuss our results and compare them to those obtained in previous works, as well as to evolutionary tracks. Finally, in Sect. 5 we warn of the limitations of the EW method, and hence StePar.
The StePar code
The basic ingredients that StePar needs to derive the stellar atmospheric parameters T eff , log g, [Fe/H], and ξ, fully explained in Sect. 2.1, are the following:
(i) A grid of stellar atmospheric models: MARCS model atmospheres (Gustafsson et al. 2008) . (ii) A code to solve the radiative transfer problem under the assumption of local thermodynamic equilibrium (LTE): the MOOG code (Sneden 1973 Convergence criteria:
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First run Second run Fig. 1 . StePar workflow diagram. As explained in Sect. 2.1, for any given star under analysis, the code performs two simplex runs. During the second simplex run, the initial values, which are initially set to the solar canonical values, are reset to the values obtained during the first run. Likewise, the EW linelist is refined according to the σ-clipping procedure on the Fe i lines. After the second run, the code halts execution and yields the final solution for the star.
StePar workflow
The stellar atmospheric parameters of FGK-type stars, namely T eff , log g, ξ, and [Fe/H], can be derived in an automated fashion with StePar 1 . Its workflow is shown in Fig. 1 . In the standard StePar version presented here, we employed the 2017 version of the MOOG code (via the abfind driver, see Sneden 1973) and a grid of plane-parallel and spherical MARCS model atmospheres (Gustafsson et al. 2008 ), although other model grids can be used alongside StePar (see Tabernero et al. 2012 Tabernero et al. , 2017 Montes et al. 2018) . For lower gravities (log g < 3.5) we used the spherical grid, whereas we employed the non-spherical grid for greater gravities (log g ≥ 3.5). Although MOOG treats the MARCS spherical atmospheric models as if they were planeparallel, Heiter & Eriksson (2006) proved that this potential inconsistency is negligible. However, since the MARCS grid is finite, StePar includes an interpolation subroutine, based on the Python Scipy library, which draws on prior knowledge of the desired model and its neighbouring grid models to interpolate between them (Barber et al. 1996) .
StePar needs a MOOG-compliant EW file as input, which can be provided by the user in the proper format using an automatic measurement tool. This MOOG-input file must contain the following atomic data for each line considered in the analysis: To perform our analysis we opted for the automatic code TAME 2 (Kang & Lee 2012) , which can be run in either an automated or manual mode. Its manual mode has an interface that allows some user control over the EW measurements to check problematic spectra when needed. We followed the approach of Kang & Lee (2012) to adjust the rejt parameter of TAME according to the S /N of each spectrum. The other TAME parameters we employed were: (i) smoother = 4, the recommended parameter for smoothing the derivatives used for line identification; (ii) space = 3, the wavelength interval, in Å, from each side of the central line to perform the EW computation; (iii) lineresol = 0.1, the minimum distance, in Å, between two lines for TAME to resolve them; (iv) miniline = 2, the minimum EW that will be printed in the output.
Further details on TAME parameters can be found in Kang & Lee (2012) . In addition, we only considered measured lines with 10 mÅ < EW < 120 mÅ to avoid problems with line profiles of very intense lines and tentatively bad EW measurements of extremely weak lines. For benchmark stars that have two high signal-to-noise spectra available, we applied an additional filter on the Fe i, ii lines and rejected the ones that might have a differential equivalent width beyond three times the standard deviation of the EW differences between the corresponding Fe i, ii lines measured on each of those two spectra. As damping prescription, we used the Anstee-Barcklem-O'Mara (ABO, see Barklem et al. 1998 ) data (if available), through option 1 of MOOG. The atmospheric parameters can then be inferred from previously assembled Fe i-Fe ii linelists.
The minimisation procedure of StePar is the Downhill Simplex algorithm (Press et al. 2002) , which tries to minimise a quadratic form composed of the excitation and ionization equilibrium conditions to find the best parameters of the target star. This minimisation algorithm can reach convergence in very few iterations, and it is so fast that it is, for instance, the optimization method of choice for the ASCAP pipeline in APOGEE (Dawson et al. 2013) . Since it does not use derivatives, they have to be estimated numerically, such as in the Levenberg-Marquardt method. If we let log (Fe i), and log (Fe ii) stand for the Fe abundance returned by the Fe i and Fe ii lines, respectively, and log (EW/λ) be their reduced equivalent width, StePar iterates until the slopes of χ versus log (Fe i) and log (EW/λ) versus log (Fe i) are virtually zero, i.e. excitation equilibrium, and imposing ionization equilibrium, so that log (Fe i) = log (Fe ii). Throughout this procedure, we checked that the [Fe/H] obtained from the iron lines is always compatible with the metallicity of the input atmospheric model. The actual convergence criteria of StePar, as shown in Fig. 1 , are the following:
For each target spectrum, StePar performs two simplex runs, which in turn individually entail a full parameter determination using the Downhill Simplex optimization method. The first run deals with the EWs file as initially measured by TAME. Next, the best model that is found in this first run by the optimization routine is evaluated. StePar then performs a 3σ-clipping procedure on the Fe i abundance values obtained from the Fe i lines, so that we can remove the outliers, if any, due to "wrong" EWs measurements that could potentially invalidate the analysis. The second run is finally launched on a new input EW file that does not contain the rejected lines. An example of this 3σ-clipping procedure is shown in Fig. 2 . As to execution time, StePar takes between 2 and 5 minutes to perform this whole procedure per star, depending on its actual position in the FGK parameter space.
To feed this minimisation process, the canonical solar values are used as initial input values (T eff = 5777 K, log g = 4.44 dex, ξ = 1 km s −1 ). However, StePar is able to reach a solution even if the problem star is different from the Sun (e.g. a metalpoor giant). In other words, the final solution for any given star is independent of the initial set of parameters employed. Finally, the uncertainties in the stellar parameters are determined as follows:
(i) For the micro-turbulence, we slightly change the value of ξ until the slope of log (Fe i) vs. log (EW/λ) varies within its own error, divided by the square root of the number of Fe i lines.
(ii) The effective temperature is varied until the slope of log (Fe i) vs. χ increases up to the error on the slope, divided by the square root of the number of Fe i lines. By increasing ξ on its error, we recompute the effective temperature. These two sources of error are added in quadrature. (iii) The surface gravity is then varied until the Fe ii abundance increases by a quantity equal to the standard deviation divided by the square root of the number of Fe ii lines. All the previous errors in ξ and T eff are taken into account by varying these quantities separately, thus recomputing the gravity. These differences are later added in quadrature. (iv) Finally, to determine the error in the Fe abundance, the stellar atmospheric parameters are varied in their respective uncertainties, which enables the combination of all the Fe i, ii variations due to the stellar parameters uncertainties and the standard deviation of the Fe i, ii abundances in quadrature.
Testing the code
Selection of the Fe i, ii linelists
The EW method requires a significantly large selection of reliable Fe i and Fe ii lines. In principle, reliable lines are meant to be clean spectral lines that are not strongly affected by line blending of neighbouring lines or conspicuous spectral features. All the same, the available atomic data of these clean lines may not be precise enough for a trustworthy analysis. The main problem stems from the tabulated values of the transition probability per unit time of the spectral lines, log g f . Some authors avoid this problem by calibrating this value for each line (see e.g. Santos et al. 2004; Sousa et al. 2008; Neves et al. 2009 ), normally by means of an inverse solar analysis, in which they vary the log g f value for a given line until they recover the corresponding solar abundance value. These are called the astrophysical log g f s.
The Gaia-ESO linelist (Heiter et al. 2015b ) was originally extracted from a variety of sources with the aim of finding the best atomic parameters available. It contains around 560 Fe i, ii features whose parameters were mostly taken from the Vienna Atomic Line Database (VALD 3 , Ryabchikova et al. 2015) . The prime goal was to compile a trustworthy selection of lines to compute high-precision stellar parameters.
However, given the diversity of stars across the Milky Way (metal-poor dwarfs and giants, solar-type stars, metal rich giants, etc.) in the Gaia-ESO Survey, it soon became apparent that one linelist may fall short for the analysis of any given star. Hence, the analysis of any stellar sample under StePar is set to rely on four template stars from which four different lists of Fe i, ii lines are assembled: the Sun, HD 22879, ξ Hya, and Arcturus. The corresponding linelists of Fe i and Fe ii can be found in Table A.3 and Table A .4, respectively. These four template stars, which fully cover the FGK parameter space, as explained below, help us classify any star prior to the analysis with StePar. In terms of surface gravity, we make a distinction between the giant regime, i. e. log g < 4.00, and the dwarf regime, i. e. log g ≥ 4.00. These partitions mean that the global parameter space is divided into four different regions: metal-rich dwarfs (MRD), metal-poor dwarfs (MPD), metal-rich giants (MRG), and metal-poor giants (MPG). Because of their scarcity, we decided to set aside the extremely metal-poor stars with [Fe/H] < −1.50. The general scheme of this division (MRD, MPD, MRG, MPG) is shown in Table 1 .
As already mentioned, the analysis of any given star is done blindly, that is, its stellar parameters are not known beforehand. Hence, it is not known a priori which linelist corresponds to any given star. In order to overcome this issue, we measured the lines from all four linelists and did a first-pass with StePar so we could finally assign a linelist to each star depending on the parameters obtained. This preliminary step allowed us to run StePar with the corresponding linelist to get the final solution for the star.
Gaia benchmark test
Every spectroscopic study requires a reference point to assess the validity of the obtained results. Despite the Sun being widely used in the literature as a common reference, the use of one single star as a central point of reference provides no evidence on how a given method works in different regions of the parameter space.
In this regard, the Gaia benchmark stars were originally meant as calibrators to test the different approaches to the analysis. The availability of specific information for these stars was the key to determining their stellar atmospheric parameters independently from spectroscopy (Heiter et al. 2015a) . In this sense, the Gaia benchmark stars represent a cornerstone when it comes to weighing the impact of the general limitations (e.g. wavelength coverage, linelists employed, resolution, etc.) inherent to any spectroscopic method that aims at the computation of such parameters.
Ideally, with a common background, any set of tools using the same data should converge to the same atmospheric parameters. However, the fact that every method takes into account a different set of spectral lines inevitably leads to slightly different stellar parameters. Although, in general, these differences are mostly dependent on the radiative transfer code, the stellar atmospheric models, the specific method, and the input data, among the GES nodes this dependence mostly comes down to the input data (i.e. measurement of EWs, signal-to-noise ratio of the spectra, the local continuum normalisation, etc.) and the method that each node takes into consideration. These stars, 23 in total, were taken from the stellar library 4 described in Blanco-Cuaresma et al. (2014b), which covers the optical region 4800-6800 Å. The stars span a wide range in the parameter space (Heiter et al. 2015a; Jofré et al. 2015 ) that allowed us to test the reliability of the results given by StePar (see Table A .1). The internal consistency of the code was tested by deriving stellar atmospheric parameters from one or two high signal-to-noise spectra of the same star (see Table A .2).
Discussion
Although different spectra of the same object should theoretically result in exactly the same stellar atmospheric parameters, we noticed slight deviations in our analysis. The mean differences for the benchmark stars are 9 ± 32 K in T eff , 0.00 ± 0.07 dex in log g, and 0.00 ± 0.03 dex in [Fe/H]. These internal differences are mostly due to the quality of the individual spectra. The average uncertainties for the benchmark stars are 75 K in T eff , 0.21 dex in log g, and 0.06 dex in [Fe/H] . Furthermore, the average uncertainties are greater than the scatter that arises from the analysis of different spectra of the same object, as expected. Other sources of uncertainty might arise from systematic effects inherent to any methodology.
We compared the values of the stellar parameters for each spectrum to the reference values, as shown in Fig. 3 . We found the following differences, all of which might be systematic: ∆T eff = 9 ± 89 K, ∆ log g = −0.04 ± 0.18 dex, and ∆[Fe/H] = 0.05 ± 0.06 dex. At first glance, there are no notable differences at the 1-2σ level. Additionally, in Fig. 4 we plot the line iron abundance retrieved by StePar for the final solution of the four reference stars.
However, since systematic trends may still remain hidden, we performed 10,000 Monte Carlo simulations on our data (as in Tabernero et al. 2018 ) in the hope of assessing possible sources of tentatively systematic offsets. We took each atmospheric parameter (T eff , log g, and [Fe/H]) to check any possible correlations by means of the Pearson and Spearman correlation coefficients, which are a measure of the correlation between any two given variables. Specifically, the Pearson coefficient is a classical correlation indicator, whereas the Spearman coefficient is a more robust non-parametric estimator of the statistical dependence of any two given variables (for more details, see e.g. Press et al. 2002) . In Table 3 we clearly show that no systematic trends are present above the 2σ level (i.e. within 95% confidence interval). These results are shown in Fig. 3 and Fig. A.1 . Interestingly enough, even if the offsets in effective temperature and surface gravity are noticeable, the offset in the iron abundance is negligible (see Fig. 3 ). This is probably due to the fact that StePar produces self-consistent stellar parameters. For example, a deviation on the effective temperature can be compensated by the other parameters. Finally, we assessed the performance of StePar in different regions of the parameter space. In Fig. 5 we plot a Kiel diagram, i.e. log g vs. log T eff , including the latest state-of-the-art YaPSI isochrones (Spada et al. 2017) . In light of this figure, we do not find any major inconsistencies with the parameter space encompassed by the isochrones in general terms. However, we must notice that our method does not reproduce the gravity of K-stars, as they should have higher values. The former result is not entirely unexpected (Tabernero et al. 2012) , as this result might be due to an ionization imbalance problem (Tsantaki et al. 2019 ). We still find higher effective temperatures for the F-type dwarfs, although they deviate less than in previous works (i.e. Tabernero et al. 2017; Montes et al. 2018 ). Finally, in Table 4 we show how StePar performs equally well in the four regions of the FGK parameter space defined in this work, i.e., MRD, MPD, MRG, and MPG, although the MRD and MPD linelists produce slightly larger errors than the rest. Interestingly enough, the errors in surface gravity are larger in the giant regime compared with the dwarf regime. As to the metallicity, we find a similar scatter in the four regions. Despite these differences, we find a good agreement with the reference values.
Conclusions
In this work, we have presented a robust code, StePar, which will hopefully be useful to the community when deriving the stellar atmospheric parameters of FGK-type stars under the EW method. This code has already been tested during the last few years against myriads of Gaia-ESO high-resolution spectra. We have also tested StePar against a library of Gaia Benchmark stars. Although we find some differences with the reference parameters, they are not significant.
Finally, we want to address some general limitations of the EW method that should be taken into consideration when using StePar. First, data must have enough quality to be analysed. This means that, since low signal-to-noise ratios (SNR) may translate into poor EW measurements, we highly recommend placing a cut at SNR < 20. In addition, we underline the importance of placing a lower limit in spectral resolution at R = 30,000 to prevent undesired line blending and suboptimal placement of the continuum level (Freeman & Bland-Hawthorn 2002) . SecArticle number, page 5 of 18 A&A proofs: manuscript no. StePar2astroph Jofré et al. (2018) . The upper panels show a one-to-one correspondence whereas the bottom panels depict the absolute differences. According to the values shown in Tab. 3, dashed black lines in the upper panels correspond to a one-to-one relationship, shifted following the average differences in each parameter, whereas in the bottom panels, they are centered at the average differences. The dashed red lines in all panels correspond to a margin of 120 K, 0.30 dex and 0.09 dex in T eff , log g and [Fe/H], respectively, according to the σ values found in the differences in each parameter.
ond, StePar cannot derive stellar atmospheric parameters of fastrotating stars. Although the EWs are not, in fact, altered by rotation, the line profiles are indeed affected by rotational broadening and may no longer fit a Gaussian profile properly. In this sense, blending of neighbouring lines to the one of interest can also make it nearly impossible to get a reliable EW estimate for a given line. In these cases, we advise against using StePar on any star with a rotational velocity higher than 15 km s −1 . In addition, double-lined spectroscopic binaries should also be removed from any sample to avoid obtaining unreliable parameters. Finally, we do not recommend to derive stellar parameters with StePar for stars earlier than F6 and later than K4.
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