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Quasi-geometric rough paths and
rough change of variable formula
Carlo Bellingeri ∗
Abstract
Using some basic notions from the theory of Hopf algebras and quasi-shuffle
algebras, we introduce rigorously a new family of rough paths: the quasi-geometric
rough paths. We discuss their main properties. In particular, we will relate them
with iterated Brownian integrals and the concept of “simple bracket extension”,
developed in the PhD thesis of David Kelly [26]. As a consequence of these results,
we have a sufficient criterion to show for any γ ∈ (0, 1) and any sufficiently smooth
function ϕ : Rd → R a rough change of variable formula on any γ-Ho¨lder continuous
path x : [0, T ]→ Rd, i.e. an explicit expression of ϕ(xt) in terms of rough integrals.
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1 Introduction
Since it began with the seminal paper [6] by Kuo-Tsai Chen, the theory of iterated inte-
grals for smooth paths has shown a rich algebraic structure, pointing out deep connections
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between algebraic geometry and differential equations, see [5]. In more recent years, the
corresponding theory of iterated stochastic integrals has led to the appearance of new
algebraic structures, enriching the previous framework with additional connections with
combinatorics and stochastic analysis, see [33].
We can trace in [17] a simple example to describe how stochastic integration augments
the standard algebraic structures of smooth paths. We will recall it using a slightly
different notation. Given a Rd Brownian motion B = (B1, · · · , Bd), Gaines considered
for any t > 0 and any word w = i1 · · · in for some i1, · · · , in ∈ {1 , · · · , d} the random
variables
St(w) =
∫
∆n0t
d◦Bi1s1 · · · d
◦Binsn , It(w) =
∫
∆n0t
dBi1s1 · · ·dB
in
sn , (1.1)
where ∆n0t = {0 ≤ s1 < · · · < sn ≤ t} and dB, d
◦B denote respectively the Itoˆ-Wiener
and Stratonovich integral. A practical tool introduced in that paper to express the
relations induced by these variables can be obtained by introducing two specific algebraic
operations.
We start from the finite set {1 , · · · , d, ◦} and we consider V ◦ the free real vector space
generated the set of words constructed from {1 , · · · , d, ◦} union the empty word 1. The
vector space V ◦ admits a first natural commutative operation  over it. We define it
recursively from the identities 1  v = v  1 = v for any v ∈ V ◦ and for any couple of
words v, w and letters a, b ∈ {1 , · · · , d, ◦} we impose the relation
va wb = (v wb)a+ (va w)b . (1.2)
The resulting operation is called shuffle product and the resulting structure (V ◦,) is
one example of shuffle algebra, a standard object in modern commutative algebra (see
[31] for further properties). In addition to this, a second operation ⋄, called Itoˆ product,
has been introduced in [17]. To obtain it, we keep the same relations with 1 and we
slightly modify (1.2) as follows
ua ⋄ vb := (u ⋄ vb)a+ (ua ⋄ v)b+ (1{1 ,··· ,d}(a)δab)(u ⋄ v)◦ , (1.3)
where δab is the usual Kronecker’s delta. The reason behind the definition of these
products is simply motivated by an interesting property. Looking at the random values
St(·), It(·) from (1.1) as linear functional from V
◦ to R, where we replace every occasion
of the letter ◦ with a Lebesgue integral against ds, one has from [17, Prop 2.2, Prop 2.3]
that these functions are two real characters over the two commutative algebras (V ◦,)
and (V ◦, ⋄) respectively, meaning that for any w, v ∈ V ◦ one has the a.s. identities
St(v w) = St(v)St(w) , It(v ⋄ w) = It(v)It(w) . (1.4)
Recalling from [6] that the iterated integral of smooth paths are naturally character with
respect to the shuffle product, the nature of Brownian integration is intimately associated
with a different type of algebraic structure.
The Itoˆ product is the first example of a quasi-shuffle product, a notion which was
not formulated rigorously when [17] was published. Introduced in the seminal paper
[23] and extended in [24], the theory of quasi-shuffle algebras was designed to describe
the intrinsic relations between the multiple-zeta vlaues. However, many examples from
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stochastic analysis, like Levy processes and semi-martingales, satisfy naturally quasi-
shuffle relations, see [9, 12, 13].
Iterated integrals and stochastic processes are not simply related via quasi-shuffle
algebras. Introduced in [28], the theory of rough paths was built to formulate rigorously
a differential equation of the form
dYt =
d∑
i=1
fi(Yt)dx
i
t Y0 = y0 ∈ R
e (1.5)
where the source x = (x1, · · · , xd) : [0, T ]→ Rd is an generic irregular path (e.g. Brownian
trajectories) and fi : R
e → Re are smooth vector fields. The knowledge of the path x is
not enough to establish existence nor the uniqueness of (1.5). To fill this lack of well-
posedness, we can replace x with a geometric rough path X , see Definition 2.14 below,
a finite family of functions containing the increments of x and other non-differentiable
functions of it. Moreover equation (1.5) is rewritten in terms of a rough differential
equation, an integral equation concerning an explicit notion of integration against a rough
path X . The main properties satisfied by these additional functions are shuffle-type
identities, the same algebraic relations of smooth iterated integrals, thereby extending
Chen’s theory to a non-smooth setting. Even if these notions are purely deterministic in
their formulation, the theory of stochastic processes provides many explicit examples of
geometric rough paths structures, enriching the tools of stochastic analysis, see [16] for a
general introduction.
Several extensions of geometric rough paths were presented in the literature, to take
into account more general rough differential equations. We recall in particular branched
rough paths, see [19, 22] and Definition 2.15 below, where the key features of geometric
rough paths are extended to the Butcher-Connes-Kreimer Hopf algebra of rooted forests.
We mention also the family of planarly branched rough paths, see [10], which are used to
formulate rough differential equations on a homogeneous manifold. However, except for
an oral talk by David Kelly at the ICMAT in Madrid, held in 2013, no results between
quasi-shuffle algebras and rough paths have been studied, despite the natural quasi-shuffle
nature of iterated Itoˆ-Wiener Brownian integrals.
In this paper, we introduce rigorously the notion of quasi-geometric rough paths1 and
their main properties. Particularly, we will use them to prove the following results:
• Using quasi-geometric Lyons’ extension theorem in Proposition 3.9, we obtain an
alternative proof of the correction formula between iterated Itoˆ-Wiener Brownian
integrals and iterated Stratonovich Brownian integrals, as expressed in Corollary
3.14.
• For any generic γ-Ho¨lder continuous path x : [0, T ] → Rd which is associated to
branched rough path, we obtain in Theorem 4.16 a sufficient condition for a rough
change of variable formula for branched rough paths. Moreover, in Theorem 4.20
we obtain another rough change of variable formula when x is associated to a quasi-
geometric bracket extension, see Definition 4.10 below.
1This name was given by David Kelly in the aforementioned talk.
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Whereas the first result provides alternative reasoning to describe the classical relations
between It(·) St(·) given in (1.1), the second result deserves a deeper explanation.
Let ϕ : Rd → R be a smooth function and x : [0, T ]→ Rd, x = (x1, · · · , xd) a C1 path.
We call classical change of variable formula the integral version of the chain rule, i.e. the
identity
ϕ(x(t)) = ϕ(x(s)) +
d∑
i=1
∫ t
s
∂xiϕ(x(r))x˙
i(r)dr . (1.6)
This formula is a cornerstone of standard calculus, holding if and only if x is absolutely
continuous function. In particular, when x does not satisfy this property, the integral in
(1.6) might not be well defined because z is not a.e. differentiable and Lebesgue integra-
tion theory is not useful any more. Surprisingly, it is still possible to write a generalised
change of variable formulae, provided that we radically change our notion of integration.
A remarkable example where this phenomenon happens comes from stochastic analysis
when x = {xt}t≥0 is a realisation of a continuous semi-martingale, whose trajectories are
a.s. not a bounded variation function. One of the big achievements of stochastic calculus
was to show that even in this case there is a new change of variable formula for x, the
well celebrated Itoˆ formula (see e.g. [32, Chap. 4])
ϕ(xt) = ϕ(xs) +
d∑
i=1
∫ t
s
∂xiϕ(xr)dz
i
r +
1
2
d∑
i,j=1
∫ t
s
∂xixjϕ(xr)d[x
i, xj ]r . (1.7)
To achieve this new identity, it is necessary to develop the whole theory of stochastic in-
tegration, where the path-wise nature of the integration is replaced with the probabilistic
nature of x, and the resulting formula looks different because it involves a term with the
second-order derivatives of ϕ.
Motivated by this fundamental result, we explore in the rough change of variable for-
mula the same type of problem when x is a generic γ-Ho¨lder path which is associated to a
branched rough path X . The choice of a branched rough path is motivated by the absence
of apriori relationships between the products of the coordinates of x and the additional
components of X . A first general theory which expresses the rough change of variable
formula and a more general identity on branched rough differential equations was given
in the last chapter of David Kelly’s PhD Thesis [26, Chap. 5]. In its formulation Kelly
introduced the key-notion of simple bracket extension, see Definition 4.5. This condition
allows to obtain an extremely general formula Theorem 4.7 but at the same time, this
notion requires to validate some additional properties, which make this definition more
arduous for applications. On the other hand, we propose the concept of quasi-geometric
bracket extension see Definition 4.10, which we can explicitly link to simple bracket ex-
tension in Theorem 4.16 and they imply themselves a rough change of variable formula
with quasi-geometric terms, as explained in Theorem 4.20.
The present paper is organised as follows. We first recall in Section 2 the main
properties of rough paths theory using Hopf algebras to have a general framework which
includes shuffle, quasi-shuffle and branched structures in a unified setting. Then we
introduce in Section 3 the notion of quasi-geometric rough paths and its link with the
correction formula in Corollary 3.14. We conclude the paper with a detailed study of the
rough change of variable formula, by recalling the main ideas behind Kelly’s theory and
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the general properties of quasi-geometric bracket extensions. Most of the presented results
are deterministic but we can apply them to the realisation of any a.s. Ho¨lder continuous
stochastic process. We remark that a recent paper [8] studies the same problem of rough
change of variable formulae, establishing some connections with Fo¨llmer calculus [15].
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2 Rough paths and Hopf algebras
To have a synthetic description of different families of rough paths, we recall the general
definitions and construction of rough paths, see [34, 10], when they take value over a
generic commutative, connected and graded Hopf algebra H.
2.1 Algebraic preliminaries
For an introduction on Hopf Algebras we refer to [29, 11]. Loosely speaking, a commu-
tative Hopf algebra is just a specific type of commutative bialgebra, i.e. a vector space
H over a field k, which we will always assume R in our context, endowed with two fun-
damental operations: a commutative and associative product m : H ⊗ H → H (whose
operation will be denoted as a juxtaposition) and a linear map ∆: H → H ⊗ H called
coproduct which satisfies the coassociativity identity
(id⊗∆)∆ = (∆⊗ id)∆ (2.1)
and some compatibility relations between m and ∆. The main consequence of this condi-
tions is that we can use the coproduct ∆ to define the convolution product ∗ : H∗⊗H∗ →
H∗ on H∗, the algebraic dual of H, trough the identity
〈α ∗ β, h〉 := 〈α⊗ β,∆h〉 , (2.2)
where 〈·, ·〉 is the canonical pairing between H∗ and H. As always we suppose that there
exists a unity 1 ∈ H and a counity 1∗ ∈ H∗, which satisfies the identity
(id⊗ 1∗)∆ = (1∗ ⊗ id)∆ = id . (2.3)
The notation for the counity is chosen because we can fix 1∗ as the only element of
(H)∗ satisfying 1∗(1) = 1 and zero elsewhere. Using identity (2.3) and the choice of the
counity, ∆ can be always written as
∆h = 1⊗ h+ h⊗ 1 +∆′h . (2.4)
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for some application ∆′ : Ker(1∗) → Ker(1∗) ⊗ Ker(1∗). We call it reduced coproduct.
Following the definition of ∆′ and the properties of ∆, it is trivial to show that the
reduces coproduct satisfies also
(id⊗∆′)∆′ = (∆′ ⊗ id)∆′ . (2.5)
We call a character on H every non-zero linear map X : H → R such that
〈X, hk〉 = 〈X, h〉〈X, k〉 .
for all h, k ∈ H. We denote by G the set of all characters on H. Generally the triplet
(G, ∗, 1∗) is only a semi-group when H is a bialgebra. The main property in the definition
of a Hopf algebra is the existence of an additional linear map A : H → H called antipode
satisfying the identity
m(id⊗A)∆h = m(A⊗ id)∆h = 1∗(h)1 ,
for every h ∈ H. Using its properties, it is a straightforward result to show that the
antipode is unique and G is a group whose inverse is given by g−1 = g ◦ A (see [11,
Remark 4.2.3]).
The Hopf algebra we will consider are also locally finite graded and connected, that is
we can decompose them as the direct sum of vector spaces
H =
∞⊕
n=0
Hn (2.6)
where H0 = 〈1〉 is the linear space generated by 1 and every vector space Hn is finite
dimensional. The operations m and ∆ and A are also compatible with the grading,
meaning that they satisfy the properties
m : Hn ⊗Hm →Hn+m , ∆: Hn →
⊕
p+q=n
p,q≥0
Hp ⊗Hq , A(Hn) ⊂ Hn . (2.7)
A fundamental result in the algebraic literature (see again [11, Chapter 4]) shows that
every locally finite graded and connected bialgebra admits an antipode A, so in this case
a Hopf Algebra is identified by describing only the operations m and ∆. Moreover the
resulting reduced coproduct ∆′ satisfies
∆′Hn ⊂
⊕
p+q=n
p,q≥1
Hp ⊗Hq . (2.8)
Since every subspace Hn is finite dimensional, an equivalent procedure to encode the
grading is the existence of a countable set B ⊂ H containing 1 and a function g : B → N
satisfying the following properties:
1h) g−1(0) = {1} and g−1(n) is finite for every n ≥ 1;
2h) for any n ≥ 0 one has the identity
Hn = 〈g
−1(n)〉. (2.9)
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We call the couple (g,B) a grading for H. The graded structure allows to define a ”finite-
dimensional” version of the character group G. For any N ≥ 1 we introduce the vector
space
HN =
N⊕
n=0
Hn (2.10)
Thanks to the properties of ∆ in (2.7), the triple (HN ,∆, 1∗) is still a coalgebra and using
the identity (2.9), we deduce that the set BN := g−1({0 , · · · , N}) is a basis ofHN for every
N ≥ 1. Dualising this property and using the hypothesis on H, the triple ((HN )∗, ∗, 1∗)
becomes a finite dimensional graded algebra which can be canonically written as
(HN)∗ =
N⊕
n=0
(Hn)
∗ (2.11)
and the set BN is identified with the dual basis of (HN)∗ (every element of it will be
denoted by u∗ where u ∈ BN ). We say that X ∈ (HN )∗ \ {0} is a truncated character on
HN if the identity
〈X, xy〉 = 〈X, x〉〈X, y〉 (2.12)
holds for all x ∈ Hn, y ∈ Hm with n+m ≤ N . We call G
N the set of truncated characters
onHN . Using the same operation of the convolution product, it turns out that (G
N , ∗, 1∗)
is still a group and the inverse is given using again the antipode A.
There is a natural identification of the group GN as a family of automorphism of the
vector space HN . Indeed for every X ∈ G
N we consider the linear map ΓX : H
N → HN ,
defined by
ΓXh := (X
−1 ⊗ id)∆h . (2.13)
Using the properties of ∆ it is straightforward to show that these operators are invertible
and the application X → ΓX is an injective homomorphism. We will henceforth look at
GN in both ways. We recall that GN is indeed a Lie Group whose Lie algebra has also
an explicit description. Looking at the properties of (HN , GN) we also deduce that this
couple is also an example of a regularity structure (see [21] for the definition) as it was
already pointed out in [21, Lemma 4.18].
2.2 Weighted rough paths and controlled rough paths
In what follows, we suppose given a locally finite graded and connected Hopf algebra
H where we fixed a grading (g,B) for H, called natural grading. We use the shorthand
notation | · | to denote the function g which we will call it natural weight. The notion of a
rough path wants to encode into a formal object all the increments and some non linear
functional of a γ-Ho¨lder path where γ ∈ (0, 1).
Definition 2.1. Let γ ∈ (0, 1) and Nγ = ⌊γ
−1⌋ be the biggest integer Nγ ≤ 1. A γ-rough
path over H is a function X : [0, T ]2 → (HNγ )∗ satisfying these three properties:
• for all x ∈ Hn, y ∈ Hm with n+m ≤ Nγ one has
〈Xst, xy〉 = 〈Xst, x〉〈Xst, y〉 (2.14)
for any s, t ∈ [0, T ];
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• for any s, u, t ∈ [0, T ] one has the so called Chen’s identity
Xsu ∗Xut = Xst ; (2.15)
• for all u ∈ BNγ
sup
s 6=t∈[0,T ]2
|〈Xst, u〉|
|t− s|γ|u|
< +∞ . (2.16)
Denoting by {ei}i=1,...,d the basis of H1 induced by g, if a path x : [0, T ] → R
d, x =
{xi}i=1,...,d satisfies x
i
t − x
i
s = 〈Xst, ei〉, we say that X is a rough path over x.
Remark 2.2. The notion of γ-rough path extends the usual notion of increments of a
γ-Ho¨lder path x : [0, T ]→ Rd. Indeed every ei satisfies by construction of ∆ and ∆
′
∆ei = 1⊗ ei + ei ⊗ 1 .
Therefore the identity (2.15) yields
〈Xst, ei〉 = 〈Xsu, ei〉+ 〈Xut, ei〉
and there exists a unique γ-Ho¨lder path x′ : [0, T ]→ Rd satisfying x′0 = 0 such that X is
over x′. More generally, a function X : [0, T ]2 → HNγ is a γ-rough path over if and only
if there exists a unique path X : [0, T ]→ GNγ satisfying X0 = 1
∗ which is γ-Ho¨lder with
respect to an intrinsic metric defined on GNγ (see [34, Prop 3.3]).
To model a rough path where every function {〈Xst, u〉}u∈BNγ is allowed to have dif-
ferent Ho¨lder exponents, we introduce the following notion of compatible weight.
Definition 2.3. Let ω : B → N be a generic surjective function. We say that ω is
compatible weight for H if for every N ≥ 1 one has the inclusions
BNω ⊂ B
N , ∆HNω ⊂ H
N
ω ⊗H
N
ω , (2.17)
where BNω := ω
−1({0 , · · · , N}) and HNω is the vector space generated by B
N
ω .
Using a standard terminology in algebra, If ω is a compatible weight then (HNω ,∆, 1
∗)
is a subcoalgebra of (HN ,∆, 1∗). We also write it as the direct sum
HNω =
N⊕
n=0
HNn,ω , H
N
n,ω := Hn ∩ H
N
ω .
Considering (HNω )
∗, the hypothesis of compatibility implies the dual algebra ((HNω )
∗, ∗, 1∗)
is a subalgebra of ((HN)∗, ∗, 1∗) but as in case of HN , HNω is not an algebra in general.
The hypothesis of surjectivity for ω is imposed so that we recover also a graded coalgebra
structure on H and to avoid trivial cases. Similarly to the previous definition, we can
equivalently define GNω , the group of truncated character on H
N
ω and we obtain the
corresponding notion of rough path associated to a compatible weight.
Definition 2.4. Let γ ∈ (0, 1) and Nγ ≥ 1 defined as before. Let also ω be a compatible
weight forH. A γ-weighted rough path over H with respect to ω is a function X : [0, T ]2 →
(H
Nγ
ω )∗ satisfying Chen’s identity (2.15) at the level of (H
Nγ
ω )∗ and the following two
properties
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• for all x ∈ H
Nγ
ω , y ∈ H
Nγ
ω such that xy ∈ H
Nγ
ω one has
〈Xst, xy〉 = 〈Xst, x〉〈Xst, y〉 ; (2.18)
for any s, t ∈ [0, T ];
• for all u ∈ B
Nγ
ω
sup
s 6=t
|〈Xst, u〉|
|t− s|γω(u)
< +∞ . (2.19)
Denoting by {ei}i=1,...,d the basis of H
Nγ
1,ω, if a path x : [0, T ]→ R
d, x = {xi}i=1,...,d satisfies
xit − x
i
s = 〈Xst, ei〉, we say that X is over x.
Remark 2.5. This notion generalises the Ho¨lder exponents of the functions s, t 7→ 〈Xst, u〉
according to ω and it extends Definition 2.1 (it is sufficient to consider ω = g). Some
explicit examples of γ-weighted rough paths will be presented in the following sections.
Similar families of rough paths with similar properties were presented in [34] with the
denomination of anisotropic rough paths and [20] with π-rough paths.
Given the notion of a rough path , we introduce the associated space of paths that
behave “locally” like a rough path, where we can define some analytic operations. This
definition extends standard results contained in [18, 16, 19, 22] in our algebraic context.
Definition 2.6. Let X be a γ-weighted rough path over H with respect to some com-
patible weight ω. For any 1 ≤ N ≤ Nγ + 1 a path Y : [0, T ] → H
N−1
ω is said a weighted
controlled rough path if for any u ∈ BN−1ω the path t 7→ 〈u
∗, Yt〉 is a γ-Ho¨lder function
and one has
sup
s 6=t∈[0,T ]2
|〈u∗, Yt〉 − 〈Xst ∗ u
∗, Ys〉|
|t− s|(Nγ−ω(u))γ
< +∞ . (2.20)
In case X is γ-rough path over H, we call controlled rough path every path Y : [0, T ]→
HNγ−1 satisfying the same property (2.20), where we replace ω with the natural weight
| · |. Depending on the nature of X , we denote by DNγX the space of weighted controlled
rough paths/controlled rough paths. We say that a path y : [0, T ] → R is controlled by
X if there exists a weighted controlled rough path/controlled rough path Y with N > 1
which satisfies yt = 〈1
∗, Yt〉.
Remark 2.7. Using the equivalent formulation of GNω in terms of a group, we can identify
every γ-weighted rough path X to the family of operators {Γrv}r,v∈[0,T ]2 : H
Nγ−1
ω →H
Nγ−1
ω
defined by
Γrv := ((Xrv)
−1 ⊗ id)∆ ,
where the inverse calculated with respect to the group G
Nγ
ω . By means of Chen relations
(2.15) we have the identity (Xrv)
−1 = Xvr and the equation (2.20) can be rewritten as
sup
s 6=t∈[0,T ]2
|〈u∗, Yt − ΓtsYs〉|
|t− s|(N−ω(u))γ
< +∞ . (2.21)
This way of reformulating Definition 2.6, together with Definition 2.4, allows us to
rephrase these concepts via the theory of regularity structures again (see [21]). In partic-
ular, every γ-weighted rough paths X is an example model over the regularity structure
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(H
Nγ
ω , G
Nγ
ω ) see [21, Def. 2.17]. Furthermore, weighted controlled rough paths are a spe-
cific example of modelled distributions [21, Def. 3.1]. Using some standard argument of
rough path theory (see e.g. [10, Thm 4.3]) we can also uniquely extend Γ to a family of
linear maps {Γrv}r,v∈[0,T ]2 : H → H which we denote in the same way.
In order to extend the notion of weighted controlled rough path above a vector-valued
path y : [0, T ] → Re, we usually consider paths Y taking values in (HN−1ω )
e and we
reinterpret 〈u∗, Yt〉 as a vector of R
e which we denote by
〈u∗, Yt〉 = (〈u
∗, Yt〉1, . . . , 〈u
∗, Yt〉e).
Then we require the bound (2.20) component-wise. We denote this space by (DNγX )
e.
Weighted controlled rough paths are the main objects where we can extend the usual
operation of composition and integration in this wider setting. In case of composition,
for any fixed Y ∈ (DNγX )
e over a path y : [0, T ]→ Re and a smooth function ϕ : Re → R,
we want to define an element Y ϕ ∈ DNγX such that 〈1
∗, Y ϕt 〉 = ϕ(yt). To define it, we
introduce the so-called lifting of ϕ, Φ: (HN−1ω )
e →HN−1ω given for any a ∈ (H
N−1
ω )
e by
Φ(a) :=
m∑
n=0
1
n!
e∑
i1,··· ,in=1
∂i1 · · ·∂inϕ(〈1
∗, a〉)[(a+)i1 · · · (a
+)in ]<N , (2.22a)
where a+ = a − 〈1∗, a〉 is an element of (HN−1ω )
e, the product · · · is taken with respect
to the intrinsic product m, [· · · ]<N is the projection on H
N−1
ω and we use the shorthand
notation
∂i1 · · ·∂inϕ(x) =
∂n
∂xi1 · · ·∂xin
ϕ(x) .
Since the product m is commutative and the expression inside the second sum is sym-
metrical in the choice of i1, · · · ,in, this definition is equivalent to the following
Φ(a) =
∑
k
∂kϕ(〈1∗, a〉)
k!
[(a+)k11 · · · (a
+)kee ]<N , (2.22b)
where the sum is done over all multi-indices k ∈ Ne, k = (k1, · · · , ke) and we adopt the
notation
∂kϕ(x) := ∂k11 · · ·∂
ke
e ϕ(x) =
∂k1
∂xk11
· · ·
∂ke
∂xkee
ϕ(x) , k! = k1! · · ·ke! .
(See 4.20 for the equivalence of the two notions). To formulate a rigorous result, we
denote by Ckb (R
e,R) the set of functions ϕ : Re → R whose partial derivatives up to any
multiindex of order k are continuous and bounded.
Proposition 2.8. Let X be an γ-weighted rough path over H with respect to some com-
patible weight. For any Y ∈ (DNγX )
e and ϕ ∈ CNb (R
e,R), Φ(Yt) belongs to D
Nγ
X .
Proof. The proof of this result was already given in [19, Lem. 8.4] in a specific case and it
is also a direct consequence of [21, Thm 4.16]. We repeat it here for sake of completeness.
Following the identity (2.21) the goal is to prove the estimate
sup
s 6=t∈[0,T ]2
|〈u∗,Φ(Yt)− ΓtsΦ(Ys)〉|
|t− s|(N−ω(u))γ
< +∞
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for any u ∈ BN−1ω . Writing Ys = Y˜s + Y
0
s 1 for some fixed function Y˜ : [0, T ]→ ((H
N−1
ω ∩
Ker(1∗))e, Y˜ = (Y˜ 1, · · · , Y˜ e) and Y 0 : [0, T ] → Re, we use the multi-index notation
(2.22b) to have the identity
Φ(Ys) =
∑
|k|<N
∂kϕ(Y 0s )
k!
((Y˜s)
k)<N ,
where |k| =
∑e
i=1 ki. Applying the linear maps Γts to Φ(Ys), we use the intrinsic properties
of the operators Γ to deduce the existence of a function R : [0, T ]2 → (HN−1ω )
e, R =
(R1, · · · , Re) such that for any i = 1 , · · · , e and u ∈ BN−1ω one has
ΓtsΦ(Ys) =
∑
|k|<N
∂kϕ(Y 0s )
k!
(ΓtsY˜s)
k +Rst , sup
s 6=t
|〈u∗, Rist〉|
|t− s|(N−ω(u))γ
< +∞ , (2.23)
By hypothesis on Y and using the trivial identity Γts1 = 1 there exists another function
R˜ : [0, T ]2 → (HN−1ω )
e, R˜ = (R˜1, · · · , R˜e) such that one has similarly
ΓtsY˜s = ΓtsYs − Y
0
s 1 = Y˜t + (Y
0
t − Y
0
s )1 + R˜st , (2.24)
where R˜ satisfies the same property of R. Combining the identities (2.23) and (2.24)
there exists another function R′ : [0, T ]2 → (HN−1ω )
e similar to R and R˜ such that
ΓtsΦ(Ys) =
∑
|k|<N
∂kϕ(Y 0s )
k!
(Y˜t + (Y
0
t − Y
0
s )1)
k +R′st . (2.25)
Performing a Taylor expansion between Y 0s and Y
0
t , we have for any multi-index k
∂kϕ(Y 0s ) =
∑
|k+l|<N
∂k+lϕ(Y 0t )
l!
(Y 0s − Y
0
t )
l +O(|t− s|(N−|k|)γ) ,
as a consequence of the γ-Ho¨lder regularity of Y . Using the same bound we obtain also
for any u ∈ BN−1ω that there exists a constant Cu > 0 such that
|〈u∗, (Y˜t + (Y
0
t − Y
0
s )1)
k〉| ≤ Cu|t− s|
(|k|−ω(u))γ . (2.26)
Plugging the bound (2.26) and the Taylor formula into (2.25) it is easy to show for any
u ∈ BN−1ω that there exists a constant C
′
u > 0 such that
|〈u∗,ΓtsΦ(Ys)−
∑
|k+l|<N
Cu
∂k+lϕ(Y 0t )
k! l!
(Y 0s − Y
0
t )
l(Y˜t + (Y
0
t − Y
0
s )1)
k〉 ≤ C ′u|t− s|
(N−ω(u))γ .
From this bound, it is sufficient to apply for any multi index m the multinomial identity∑
k+l=m
1
k! l!
(Y 0s − Y
0
t )
l(Y˜t + (Y
0
t − Y
0
s )1)
k =
∂mϕ(Y 0t )
m!
(Y˜t)
m ,
thereby obtaining the thesis.
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We pass to the notion of rough integration in this abstract context. To define it, we
introduce firstly an algebraic notion of integration map compatible with our structure.
Definition 2.9. Let ω be a compatible weight for H and n ≥ 1 an integer. A linear
map I : H → H is said an integration map of order n for ω if it satisfies the following
properties:
• for every u ∈ B we have I(u) ∈ B and ω(I(u)) = ω(u) + n,
• for every τ ∈ H one has the identity
∆I(τ) = I(τ)⊗ 1 + (id⊗ I)∆τ . (2.27)
Remark 2.10. The notion of integration map developed here is a specific case of abstract
integration map of order n, as developed in the much more general framework of regularity
structure, see [21]. Accordingly to [7], the property (2.27) can be rephrased in terms of
the Hochschild cohomology of H.
Given this definition, we can state the general operation of rough integration at the
level of weighted controlled rough paths
Proposition 2.11. Let X be an γ-weighted rough path over H with respect to some
compatible weight ω and let I be an abstract integration map of order n ≤ Nγ. Then for
every Y ∈ D
(Nγ−n+1)γ
X there exists a unique nγ-Ho¨lder path I : [0, T ]→ R given by
t 7→ It := lim
|pi|→0
∑
[s,u]∈pi
∑
v∈BN−nω
〈v∗, Ys〉〈Xsu, I(v)〉 , (2.28)
where π is a sequence of partitions of [0, t] whose mesh |π| converges to 0. We call it the
rough integral of Y with respect to I. Moreover one has the estimate
It − Is =
∑
v∈BN−nω
〈u∗, Ys〉〈Xst, I(u)〉+O(|t− s|
Nγ+1) (2.29)
for any s < t. Introducing the function K(Y )t := It1+ I(Yt) one has K(Y ) ∈ D
(Nγ+1)γ
X .
This result extends [19, Thm 8.5] into a wider algebraic context and its proof is a
standard application of the well-known Sewing Lemma (see [18]), we will recall it as
formulated in [10, Prop. 2.1], referring the reader to the same citation for the proof.
Lemma 2.12 (Sewing Lemma). Let Z : [0, T ]2 → R be a continuous function and ε > 0.
Suppose that there exists a collection of real numbers ai, bi ≥ 0 for i = 1, . . . , n and
β ∈ (0, 1) such that ai + bi = 1 + ε and
|Zst −Zsu − Zut| ≤
n∑
i=1
Ci|t− u|
ai |u− s|bi , |Zst| ≤ C0|t− s|
β (2.30)
for some positive constants {Ci}i=1,···n ≥ 0 and C0 ≥ 0 and uniformly on s, t, u ∈ [0, T ]
with s ≤ u ≤ t or t ≤ u ≤ s. Then there exists a unique β-Ho¨lder function Z : [0, T ]→ R
such that Z0 = 0 given by
t 7→ Zt = lim
|pi|→0
∑
[s,u]∈pi
Zsu , (2.31)
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where π is a generic sequence of partitions of [0, t] whose mesh |π| converges to 0. More-
over there exists a constant C > 0 such that one has the estimate
|Zt − Zs −Zst| ≤ C|t− s|
1+ε .
Proof of Proposition 2.11. The result is obtained by checking that the function
Zst :=
∑
v∈BN−nω
〈v∗, Ys〉〈Xst, I(v)〉
satisfies the hypotheses in the Sewing lemma. For any fixed s ≤ u ≤ t one has by
definition.
Zst −Zsu − Zut =
∑
v∈BN−nω
〈v∗, Ys〉
(
〈Xst, I(v)〉 − 〈Xsu, I(v)〉
)
− 〈v∗, Yu〉〈Xut, I(v)〉 .
Let us fix a word v ∈ BN−nω . Using Chen’s property (2.15) and the definition of convolu-
tion product ∗ we have
〈Xst, I(v)〉 − 〈Xsu, I(v)〉 = 〈Xsu ∗Xut, I(v)〉 − 〈Xsu, I(v)〉
= 〈Xsu ⊗Xut,∆(I(v))〉 − 〈Xsu, I(v)〉
= 〈Xsu ⊗Xut, I(v)⊗ 1+ (id ⊗ I)∆v)〉 − 〈Xsu, I(v)〉
= 〈Xsu, v
(1)〉〈Xut, I(v
(2))〉 ,
where we used the notation ∆v =
∑
v(1) ⊗ v(2). Therefore we can write
Zst −Zsu − Zut =
∑
v∈BN−nω
〈v∗, Ys〉〈Xsu, v
(1)〉〈Xut, I(v
(2))〉 − 〈v∗, Yu〉〈Xut, I(v)〉 . (2.32)
In order to understand the right hand side of (2.32) we split the sum in two terms.
Writing on the same dual basis the first term becomes∑
v∈BN−nω
〈v∗, Ys〉〈Xsu, v
(1)〉〈Xut, I(v
(2))〉 =
∑
v,k∈BN−nω
〈v∗, Ys〉〈Xsu, v
(1)〉〈k∗, v(2)〉〈Xut, I(k)〉
=
∑
v,k∈BN−nω
〈v∗, Ys〉〈Xsu ⊗ k
∗,∆v〉〈Xut, I(k)〉
=
∑
k∈BN−nω
〈Xsu ∗ k
∗, Ys〉〈Xut, I(k)〉 .
Since the index in the summation is mute, we can finally apply the bound and the Ho¨lder
property of a rough path in to obtain the existence of a sequence of positive constants
{Cv}v∈BN−nω such that
|Zst − Zsu − Zut| ≤
∑
v∈BN−nω
|
(
〈Xst ∗ v
∗, Ys〉 − 〈v
∗, Yu〉
)
〈Xut, I(v)〉|
≤
∑
v∈BN−nω
Cw|u− s|
(Nγ+1−n−ω(v))γ |t− u|(ω(v)+n)γ .
By construction one has (Nγ+1)γ > 1 and we can apply the sewing lemma to obtain the
function It. The second part of the statement comes trivially from Definition 2.6.
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Remark 2.13. Looking at the proof of this result, the definition of the rough integral
depends only on the coproduct structure and the weight ω. Thus the construction holds
independently of two product structure we considered.
2.3 Examples of rough paths
Depending on the choice of the underlying Hopf algebra H and integration maps I, we
recover some well-known definitions in the literature of rough paths.
Geometric rough paths
For any real vector space V with finite dimension, we consider its tensor algebra T (V )
given by
T (V ) =
+∞⊕
k=0
V ⊗k ,
where by convention we set V ⊗0 = R. To simplify the notation of pure tensors, we fix
a basis of V and we identify it with RA, the free vector space generated from the finite
set A = {1 , · · · , dim(V )}. We will equivalently use the word alphabet to denote a finite
set. Extending this identification at the level of the tensor algebra, T (V ) is isomorphic
to T (A), the free vector space generated from the set of words built from A union the
empty word 1, we denote it with W (A).
Two operations can be naturally defined on the tensor algebra: the shuffle product
, defined recursively from the identities 1  v = v  1 = v for any v ∈ T (A) and for
any couple of words v, w ∈ W (A) and letters a, b ∈ A
va wb = (v wb)a+ (va w)b , (2.33)
where va and wb is the juxtaposition of the letters a, b with the words v, w. On the other
hand, we introduce the deconcatenation coproduct ∇, defined by the identity ∇1 = 1⊗1
and the relation
∇w = 1⊗ w + w ⊗ 1 +
m−1∑
i=1
a1 · · · ai ⊗ ai+1 · · · am , (2.34)
for any non-empty word w = a1 · · · am ∈ W (A). It is a classical result in the algebraic
literature (see e.g. [31]) that the triple (T (A),,∇) is a graded commutative bialgebra
with unity 1 and the natural grading is given by the couple (| · |,W (A)) where | · | is the
word length. Following the definition of ∇, the maps (Ii)i∈A : T (A) → T (A) defined by
Ii(w) = wi on W (A) are integrations map of order 1 for | · | for any i ∈ A.
Applying Definition 2.1 and Proposition 2.11, we obtain the notion geometric rough
paths and rough integration as defined in [22, 2].
Definition 2.14. Let γ ∈ (0, 1) and A being an alphabet. We call every γ-rough path
over T (A) a γ-geometric rough path. For any γ-geometric rough path X , i ∈ A and any
Y ∈ D
Nγγ
X we call the rough integral of Y with respect to Ii the geometric rough integral
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of Y with respect to X i, which is given by the identity∫ t
0
Yrd
gX ir := lim
|pi|→0
∑
[s,u]∈pi
∑
w∈W (A)
|w|≤Nγ−1
〈w∗, Ys〉〈Xsu, wi〉 . (2.35)
In case ω is a compatible weight for T (A), we call every γ-weighted rough path over T (A)
with respect to some compatible weight a γ-weighted geometric rough path.
Branched rough paths
For any given alphabet A, an A-labelled rooted tree is a non empty rooted combinatorial
tree τ whose nodes are labelled by the elements of A. The set of A-labelled trees is
denoted by T (A). A finite disjoint union of A-labelled rooted trees or the empty graph
1 (just the same notation of the empty word) is called an A-labelled forest and the set
of all A-labelled forest is denoted by F(A). For any finite family of trees τ1 , · · · , τn the
forest obtained by the disjoint union of the previous trees is denoted by f = τ1 · · · τn
independently of the order of the trees. We can graphically represent elements of A by
simply putting the root at the bottom and decorating each node with the corresponding
label. For instance if A = {1 , 2} one has
1 , 1
2
, 2
1 1
∈ T (A) ; 1
2 2
1
2
∈ F(A) .
Starting from the empty graph 1 we can recursively define T (A) by means of the grafting
maps (B+i )i∈A : F(A) → T (A). That is for any i ∈ A we set B
+
i (1) := •i and for any
forest τ1 · · · τn the tree B
+
i (τ1 · · · τm) is graphically given by
B+i (τ1 · · · τm) =
i
τ1 · · · τm
.
(since we consider combinatorial graphs, all the graphical representations of B+i (τ1 · · · τm)
are identified to a single tree). We denote by H(A) the free vector space generated from
F(A). This vector space has also a natural bialgebra structure. The product coincides
with the linear extension of the disjoint union of graphs and we denote it as a simple
juxtaposition. On the other hand, the coproduct ∆ can be uniquely defined by the base
condition ∆1 = 1⊗ 1 and the recursive identities
∆f := ∆τ1 · · ·∆τn , ∆(B
+
i (σ)) := B
+
i (σ)⊗ 1+ (id⊗B
+
i )∆σ , (2.36)
for any forest f = τ1 · · · τn, σ ∈ F(A) and i ∈ A. It comes easily from the respective
definitions that the resulting triple (H(A), ·,∆) is still a graded commutative bialgebra
with unity 1 and the natural grading is given by the couple (| · |,F(A)) where | · | is the
forest cardinality. The grafting maps B+i are integration maps of order 1 for | · |.
The resulting Hopf algebra is known in the literature as the Butcher-Connes-Kreimer
Hopf Algebra (see [4, 7]) and it has been used to introduce the class of branched rough
path (see e.g. [22, 19]). From Definition 2.1 and Proposition 2.11 we obtain the following
definition.
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Definition 2.15. Let γ ∈ (0, 1) and A being an alphabet. We call every γ-rough path
over H(A) a γ-branched rough path. For any γ-branched rough path X , i ∈ A and any
Y ∈ D
Nγγ
X we call the rough integral of Y with respect to B
+
i the branched rough integral
of Y with respect to X i, which is given by the identity∫ t
0
Yrd
bX ir = lim
|pi|→0
∑
[s,u]∈pi
∑
τ∈F(A)
|τ |≤Nγ−1
〈τ ∗, Ys〉〈Xsu, B
+
i (τ)〉 . (2.37)
In case ω is a compatible weight for H(A), we call every γ-weighted rough path over
H(A) with respect to some compatible weight a γ-weighted branched rough path.
Random rough path
All definitions in rough path theory are deterministic but the most interesting examples
are obtained when we consider stochastic biprocesses X : [0, T ]2 → (HNω )
∗, depending
on a complete probability space (Ω,F ,P). We present the generalisation of a standard
criterion to prove that a biprocess has a.s. the Ho¨lder property (2.19). The whole result
is based on this deterministic inequality. For its proof we refer to [18, Cor. 4].
Lemma 2.16. Let α > 0 and p ≥ 1. For any measurable function Z : [0, T ]2 → R there
exists a constant C(α, p) > 0 depending on α and p such that
||Z||α := sup
s 6=t∈[0,T ]2
|Zst|
|t− s|α
≤ C(α, p)
([∫ T
0
∫ T
0
|Zst|
2p
|t− s|2αp+4
dsdt
] 1
2p
+ |||δZ|||α
)
,
where the constant |||δZ|||α is given by
|||δZ|||α = inf
{
n∑
i=1
sup
s≤u≤t∈[0,T ]3
|Z ist − Z
i
su − Z
i
ut|
|u− s|ρi|t− u|α−ρi
: Z =
n∑
i=1
Zi
}
and the last infimum is taken over all sequences such that Z =
∑n
i=1 Zi and for all choices
of the numbers ρi ∈ (0, α).
Thanks to this Lemma, we can easily formulate a sufficient condition to check the
definition of an γ-weighted rough path in a random setting.
Theorem 2.17. Let H be locally finite graded and connected Hopf algebra endowed with
a compatible weight ω and let X be stochastic biprocess X : [0, T ]2 → (HNω )
∗ satisfying a.s.
Chen’s identity (2.15) at the level of (HNω )
∗, the algebraic property (2.18) and 〈Xst, 1〉 = 1.
Supposing that for every v ∈ BNω there exists a constant Cv > 0 depending on v such that
E|〈Xst, v〉|
2p ≤ Cv|t− s|
2pω(v)
N . (2.38)
Then for any 1/(N + 1) < γ < 1/N , X is a γ-weighted rough path a.s. .
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Proof. The only property to check is to prove that (2.18) holds a.s. for any v ∈ BNω . We
will prove the result by induction over the natural grading of H. We begin by considering
v ∈ HN1 ∩ B
N
ω . Since H is graded one has the algebraic identity
∆v = v ⊗ 1+ 1⊗ v
which becomes via the Chen identity 〈Xst, v〉 = 〈Xsu, v〉 + 〈Xut, v〉 a.s. Then we can
apply Lemma 2.16, obtaining the a.s. inequality
sup
s 6=t∈[0,T ]2
|〈Xst, v〉|
|t− s|ω(v)γ
≤ C(v, p)
[∫ T
0
∫ T
0
|〈Xst, v〉|
2p
|t− s|2ω(v)γp+4
dsdt
] 1
2p
,
for any p ≥ 1 and some constant C(v, p) > 0 depending on v and p. Using Jensen
inquality and hypothesis (2.38), there exists a constant C ′ > 0 such that
E
[∫ T
0
∫ T
0
|〈Xst, v〉|
2p
|t− s|2ω(v)γp+4
dsdt
]1/(2p)
≤ C ′
[∫ T
0
∫ T
0
|t− s|2(pω(v)(
1
N
−γ)−2)dsdt
] 1
2p
. (2.39)
The hypothesis on γ allow to pick p sufficiently big in the right-hand side of (2.39) such
that the expectation is finite, thereby obtaining the basis of induction
sup
s 6=t∈[0,T ]2
|〈Xst, v〉|
|t− s|ω(v)γ
<∞ a.s.
In case of a generic w ∈ HNn ∩ B
N
ω n ≤ N , we use the Sweedler notation for the re-
duced coproduct ∆′w = w(1) ⊗ w(2). The grading of H implies that every element w(1)
or w(2) belong to HNk for k < n and the induction hypothesis tell us that the values
||〈X,w(1)〉||ω(w(1))γ and ||〈X,w
(2)〉||ω(w(2))γ are a.s. finite. Since Chen identity holds, one
has the a.s. equality
〈Xst, w〉 − 〈Xsu, w〉 − 〈Xut, w〉 = 〈Xsu ⊗Xut,∆
′w〉 = 〈Xsu, w
(1)〉〈Xut, w
(2)〉 . (2.40)
Apply again Lemma 2.16, for any p ≥ 1 there exists a constant C(w, p) > 0 depending
on w and p such that
sup
s 6=t∈[0,T ]2
|〈Xst, w〉|
|t− s|ω(w)γ
≤ C(w, p)
([∫ T
0
∫ T
0
|〈Xst, w〉|
2p
|t− s|2ω(w)γp+4
dsdt
] 1
2p
+ |||δ〈X,w〉|||ω(v)γ
)
.
Using the same reasoning as in (2.39) we can choose p sufficiently by such that the integral
in the above sum is a.s. finite. Moreover we deduce from identity (2.40) the following
estimate
|||δ〈X,w〉|||ω(w)γ ≤ ||〈X,w
(1)〉||ω(w(1))γ ||〈X,w
(2)〉||ω(w(2))γ <∞ a.s. (2.41)
Since both sides are a.s. finite, the result is proven.
Remark 2.18. In case one considers a stochastic biprocess X with values over (H)∗,
satisfying a.s. the properties (2.15) and (2.18) over H and the bounds (2.38) for some
integer N > 1 and every v ∈ B, the same proof allows to show that X satisfies also (2.19)
for any 1/(N + 1) < γ < N . In other words X is a.s. a γ-regular H rough path, using
the terminology of [10]. The key to understand this extension is due essentially to the
hypothesis that B is countable and the usual properties related to measurable sets of full
probability.
17
3 Quasi-geometric rough paths
We present here the definitions and some properties related to the class of quasi-geometric
rough paths. These constructions can be applied immediately to rewrite some standard
examples into this framework.
3.1 Quasi-shuffle algebras
To introduce quasi-geometric rough paths, we recall the main properties of real quasi-
shuffle algebras, as described in [24]. The original formulation of the theory starts with a
countable infinite set A and its corresponding tensor algebra T (A) built from that. These
hypothesis are more general than our purposes and in what follows we will always start
from an alphabet A. To set up this product we also have to endow A with a commutative
and associative product [ , ] on RA. We refer to it as commutative bracket. Thanks to
the properties of a commutative bracket [ , ], for any word w ∈ W (A), w = a1 · · · an we
adopt the notation [a1 · · · an] to denote the quantity [a1[· · · [an−1, an]] · · · ] independently
on the order of the letters and the parenthesis. This additional structure combines into
the definition of the quasi-shuffle product.
Definition 3.1. Let A be an alphabet and [ , ] a commutative bracket. We define the
quasi-shuffle product ̂ as the unique bilinear map in T (A) satisfying relation 1 ̂ v =
v ̂ 1 = v for any v ∈ T (A) and the recursive identity
va ̂wb = (v ̂wb)a+ (va ̂w)b+ (v ̂w)[ab] , (3.1)
for any couple of words v, w ∈ W (A) and letters a, b ∈ A.
The first result we mention tells us that this operation has the good properties to be
included in our algebraic context. For its proof see [23, Thm. 2.1, 3.1].
Theorem 3.2. For any choice of commutative bracket [ , ] the couple (T (A), ̂ ) is a well-
defined commutative algebra and the triple (T (A), ̂ ,∇) is a commutative bialgebra.
We will also adopt the shorthand notation Tˆ (A) to denote the tensor algebra T (A)
endowed with the quasi-shuffle product. The second property we recall a combinatorial
identity of the quasi shuffle product. For any word w = a1 · · · al and a surjective map
f : {1 , · · · , l} → {1 , · · · , p}, p ≤ l we define the contracted word as
[a1 · · · al]f :=
[ ∏
j∈f−1(1)
aj
]
· · ·
[ ∏
j∈f−1(p)
aj
]
.
Thank to this notation we can use surjections to express ̂ . See [13, Pag. 7] as reference.
Proposition 3.3. For any couple of non-empty words w = a1 · · · an and v = b1 · · · bm
one has the identity
w ̂ v =
∑
f∈Sn,m
[a1 · · · anb1 · · · bm]f , (3.2)
where Sn,m is the set of all surjections f : {1 , · · · , n+m} → {1 , · · · , k} satisfying f(1) <
· · · < f(n), f(n+1) < · · · < f(n+m) for some integer k such that max(m,n) ≤ k ≤ n+m.
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As before, we can use the word length to grade the tensor algebra but this graduation
is not always compatible with ̂ . In case (RA, [ , ]) can be graduated along strictly
positive integers, we can easily define a compatible grading.
Proposition 3.4. Let A be an alphabet and [ , ] a commutative bracket. We suppose there
exists a family of vector spaces (Vi)i>0 satisfying for any i, j > 0
R
A =
⊕
i>0
Vi , [ , ] : Vi ⊗ Vj → Vi+j . (3.3)
Then there exists a weight ω for T (A) such that (T (A), ̂ ,∇) is a commutative graded
bialgebra. Moreover, ω is also compatible with T (A) endowed with the word length.
Proof. It follows from hypothesis (3.3) and the finiteness of A that there exists an integer
M ≥ 1 such that RA is isomorphic to
⊕
0<i≤M Vi, each space is non zero, Vj = 0 for any
j > M and we still have the second property in (3.3). Given such decomposition, we
simply define the function ω : W (A)→ N as
ω(b) = i if b ∈ Vi ∩A , ω(a1 · · · al) =
l∑
j=1
ω(aj) , ω(1) = 0 .
The resulting function ω is trivially an weight for T (A) which is also compatible with it
when we consider the word length | · |. The result will follow once we show
̂ : Hn ⊗Hm →Hn+m
for any couple of integers m,n ≥ 0, where Hn = 〈v ∈ W (A) : ω(v) = n〉. Thanks to
Proposition(3.3), for any two non-empty words v, u such that ω(v) = n and ω(u) = m
the product v ̂u is a linear combination of terms [vu]f where max(|v|, |u|) ≤ k ≤ |v|+|u|
and f ∈ S|v|,|u|. For any choice of f and k such that [vu]f 6= 0 one has by definition of ω
ω([vu]f) =
k∑
l=1
ω
([ ∏
j∈f−1(l)
(vu)j
])
, (3.4)
where (vu)j is the j-th letter in the word vw and they satisfy for any l∑
j∈f−1(l)
ω((vu)j) ≤M .
Using again property (3.3), the right-side of (3.4) becomes
k∑
l=1
∑
j∈f−1(l)
ω((vu)j) =
|v|+|u|∑
l=1
ω((vu)j) = m+ n ,
because the function f is surjective.
Remark 3.5. Property (3.3) can be easily verified on all the examples we will show and it
was included in the original definition of quasi-shuffle algebra [23]. Hence we will suppose
that (3.3) is always verified a priori and we call the resulting weight the intrinsic weight
of Tˆ (A). We remark also that this weight is also compatible with the standard shuffle
product .
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Proceeding as before, one has that (T (A), ̂ ,∇) is indeed Hopf algebra. Shuffle and
quasi shuffle structures are intimately related. Indeed if [ , ] is the function constantly
equal to 0, the quasi-shuffle product becomes trivially the shuffle product. The last
result we recall is the existence of an explicit isomorphism between T (A) and Tˆ (A). To
denote it we need some combinatorial notations. For any integer n > 0 we say that the
multi-index I = (i1, · · · , im) with all strictly positive components is a composition of n
if i1 + · · ·+ im = n. The set of all composition of n is denoted by C(n). Using the same
multi-index notation, for any composition I = (i1, · · · , im) we set
I! = i1! · · · im! , I = i1 · · · im , |I| = m.
Moreover for any word w ∈ T (A), w = a1 · · · an and any I ∈ C(n), I = (i1, · · · , im) we
define the contracted word [w]I ∈ R
A as
[w]I := [w1 · · ·wi1 ][wi1+1 · · ·wi2 ] · · · [wim+1 · · ·wn] .
We can now state one of the most important results in the study of quasi-shuffle algebra.
For its proof see [23, Thm. 2.5].
Theorem 3.6. Let A be an alphabet and [ , ] a commutative bracket. We define the maps
exp , log : T (A)→ T (A) on any word w ∈ W (A) as
exp(w) :=
∑
I∈C(|w|)
1
I!
[w]I , log(w) :=
∑
I∈C(|w|)
(−1)|w|−|I|
I
[w]I , (3.5)
The map exp is the unique Hopf algebra graded isomorphism between T (A) endowed with
the word length and Tˆ (A) endowed with the natural grading ω. That is one has
exp(w v) = exp(w) ̂ exp(v) , ∇ exp(w) = (exp⊗ exp)∇w ,
exp : 〈v ∈ W (A) : |v| = n〉 → 〈v ∈ W (A) : ω(v) = n〉 ,
(3.6)
for any v, w ∈ T (A). Moreover the inverse of exp is given by log. We call these maps
exponential and logarithm of words.
Using the structure of the set of C(n), we can easily both applications exp and log.
For instance, for any triple of letters a, b, c ∈ A the definitions in (3.5) become
exp(ab) = ab+
1
2
[ab] , exp(abc) = abc +
1
2!
[ab]c +
1
2!
a[bc] +
1
3!
[abc] ;
log(ab) = ab−
1
2
[ab] , log(abc) = abc−
1
2
[ab]c−
1
2
a[bc] +
1
3
[abc] .
(3.7)
3.2 Main properties
We now have all the notions to define quasi-geometric rough paths. In order to be
coherent with the definition of geometric rough path, we decide to grade Tˆ (A) following
the word length | · | and we consider the natural grading ω given by Proposition 3.4 as a
compatible weight for T (A) (we recall that Definition 2.9 depends only on the coproduct
∇). Thus our main definition becomes a simple specification of Definition 2.4.
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Definition 3.7. Let γ ∈ (0, 1), A an alphabet and [ , ] a commutative bracket. We call
every γ-weighted rough path over Tˆ (A) with respect to its intrinsic weight a γ-quasi-
geometric rough path.
Looking at the rough integration of weighted controlled rough paths with respect to
quasi-geometric rough path, we do not need to define any new notion of rough integration
because the coalgebra structure does not change (see 2.13). In case when ω is different
from the word length, the maps (Ii)i∈A : T (A)→ T (A) defined above are all integrations
map of order ω(i) for | · | for any i ∈ A. Then the rough integral is defined as the limit∫ t
0
Yrd
gX ir = lim
|pi|→0
∑
[s,u]∈pi
∑
v∈W (A)
ω(v)≤Nγ−ω(i)
〈v∗, Ys〉〈Xsu, vi〉 . (3.8)
We now use the isomorphism given by Theorem 3.6 to construct a explicit bijection
between γ-quasi-geometric rough paths and γ-weighted geometric rough path for any
γ ∈ (0, 1). In what follows, we denote by exp∗ : (Tˆ (A))∗ → (T (A))∗ and log∗ : (T (A))∗ →
(Tˆ (A))∗ the dual maps of exp and log.
Theorem 3.8. Let γ ∈ (0, 1), A an alphabet, [ , ] a commutative bracket and ω the
intrinsic weight of Tˆ (A). Then the functions exp∗ and log∗ are a bijection between γ-
quasi-geometric rough paths and γ-weighted geometric rough paths.
Proof. The proof follows trivially from the properties (3.6). Indeed for any given γ-
geometric rough path X : [0, T ]2 → (Tˆ (A)
Nγ
ω )∗, we can easily check that the function
exp∗X satisfies the conditions defining a γ-weighted geometric rough path. Notably,
from the first line in (3.6) we deduce that exp∗X satisfies the Chen property (2.15) and
the multiplicative one (2.18) with the shuffle product. From the fact that exp is a graded
isomorphism, we obtain for any fixed word v ∈ W (A), exp(v) is a finite linear combination
of words where ω does not change, thereby obtaining the property (2.19). Using the
same reasoning, for any γ-weighted geometric rough path Z : [0, T ]2 → (T (A)
Nγ
ω )∗ the
function log∗ Z is a well γ-geometric rough path. Since log∗ exp∗ = exp∗ log∗ = id∗, we
conclude.
Thanks to this explicit bijection, we can easily adapt two main properties of geometric
rough paths in this new framework. Their names are given coherently with [27, 28].
Proposition 3.9. Let γ ∈ (0, 1), A an alphabet, [ , ] a commutative bracket and ω the
intrinsic weight of Tˆ (A). Then we have following properties:
• (Lyons’ extension theorem) for any γ-quasi-geometric rough path X there exists
a unique function X : [0, T ]2 → (Tˆ (A))∗ extending X such that X satisfies (2.14),
(2.15) and (2.19) over all Tˆ (A). We call X the Lyons extension of X.
• (Lyons-Victoir’s extension) Under the condition 1 6= γω(a) for any a ∈ A, given a
path x : [0, T ]→ RA, x = (xa)a∈A satisfying
sup
a∈A
sup
s 6=t∈[0,T ]2
|xat − x
a
s |
|t− s|γω(a)
< +∞ , (3.9)
there exists a γ-quasi-geometric rough path X over x. We call X the Lyons-Victor
extension of x.
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Proof. Both results can be easily proved via Theorem 3.8 and some general properties
of geometric rough paths. Given a γ-quasi-geometric rough path X , we apply Lyons’
extension Theorem (see [28, Thm 2.2.1]) to exp∗X obtaining the existence of a unique
function X′ : [0, T ]2 → (T (A))∗ extending exp∗X such that X′ satisfies (2.14), (2.15) and
(2.19) over all T (A). Using the same reasoning as in the proof of Theorem 3.8 one has
that X := log∗X′ satisfies the desired properties of existence and uniqueness. In case
of the second property, for any given path x as above, we can apply immediately the
Lyons-Victoir extension theorem for geometric rough paths, in its reformulation given
in [34, Cor 4.10], obtaining a γ-weighted geometric rough path Z over x, then the map
log∗ Z satisfies the desired properties.
Remark 3.10. Lyons’s extension theorem and Lyons-Victoir’s extension have been gener-
alised, when the rough path takes value over a generic Hopf algebra, see [34, 10].
Combining Proposition 3.9 with Theorem 3.8, we obtain that the bijection given by
exp∗ and log∗ extends to the level of Lyons extension Theorem.
Corollary 3.11. We consider a γ-quasi-geometric rough path X and γ-weighted geomet-
ric rough path Y together with their corresponding Lyons Extension X and Y. Supposing
that Y = exp∗X then Y = exp∗X. Analogously, if X = log∗ Y then X = log∗Y.
Proof. The result follows trivially from the properties of exp and log, together with
the uniqueness of Lyons Extension on γ-weighted geometric rough paths for any γ ∈
(0, 1).
3.3 Examples of quasi-geometric rough paths
We present two simple examples of quasi-geometric rough paths, where the quasi-shuffle
structure arises naturally. These constructions represent an alternative to branched rough
paths in the description of objects not included in the class of geometric rough paths.
Itoˆ and Stratonovich rough paths over a Brownian motion
The first example is obtained by rewriting the algebraic structure of the Itoˆ product ⋄
in the quasi-shuffle context and it represent a finite dimensional version of the algebraic
structures contained in [12, 13]. Starting the definition of A◦ in the introduction and the
recursive relation defining ⋄ in (1.3), we introduce the operation [ , ]⋄ : R
A◦ × RA
◦
→ RA
◦
given by any couple of letters
[a, b]⋄ := 1A◦\{◦}(a)δab◦ ,
and extended linearly. It is trivial to see that [, ]⋄ is a commutative bracket and by
construction the corresponding quasi-shuffle product is exactly ⋄. Secondly, writing
RA
◦
= Rd ⊕R{◦} we obtain a decomposition of RA
◦
satisfying property (3.3). We denote
by | · |⋄ the intrinsic weight associated to it. A trivial computation shows the following
identity
T 2|·|⋄(A
◦) = 〈1, i, ◦, ij〉 , i, j ∈ {1 , · · · , d} .
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We fix a d-dimensional standard Brownian motion B = (B1, · · · , Bd) and we introduce
the two parameters stochastic processes BI ,BS : [0, T ]2 → (T 2|·|⋄(A
◦))∗ defined by the
trivial condition 〈BIst, 1〉 = 〈B
S
st, 1〉 = 1 and
〈BIst, i〉 = 〈B
S
st, i〉 = B
i
t − B
i
s , 〈B
I
st, ◦〉 = 〈B
S
st, ◦〉 = t− s ,
〈BIst, ij〉 =
∫ t
s
(Bir − B
i
s)dB
j
r , 〈B
S
st, ij〉 =
∫ t
s
(Bir −B
i
s)d
◦Bjr ,
(3.10)
where we denote by dBjr and d
◦Bjr respectively the Itoˆ and the Stratonovich integral as
before. We can easily associate this couple of processes to a couple of rough paths.
Proposition 3.12. For any γ ∈ (1/3, 1/2) conditions (3.10) identify with probability 1
a γ-quasi-geometric rough path BI and a γ-weighted geometric rough path BS. We call
them respectively the Itoˆ and Stratonovich rough paths.
Proof. We simply check that BI and BS satisfies a.s. the properties in Definition (2.4).
Chen’s property immediately follows from the property that both Itoˆ and Stratonovich
satisfy a.s. the additivity on intervals like the standard Lebesgue integration. Concerning
the multiplicative property (2.18) this is equivalent to show for any i, j ∈ {1 , · · · , d}
〈BIst, i〉〈B
I
st, j〉 = 〈B
I
st, i ⋄ j〉 , 〈B
S
st, i〉〈B
S
st, j〉 = 〈B
S
st, i j〉 ,
which hold a.s. true because of the integration by parts identity in Itoˆ and Stratonovich
calculus (see e.g. [32]). To prove the the a.s. Ho¨lder regularity of BI and BS, we can
easily check the hypothesis of Theorem 2.17 on their components. Using the standard
hypercontractivity estimates on Itoˆ iterated integrals (see e.g. [30, Thm 2.7.2]), for any
p ≥ 1 there exists a constant Cp > 0 such that
E|〈BIst, i〉|
2p ≤ Cp|t− s|
p , E|〈BIst, ij〉|
2p ≤ Cp(E|〈B
I
st, ij〉|
2)p = Cp2
−p|t− s|2p . (3.11)
Therefore we satisfy the hypothesis of Theorem 2.17 with N = 2 and we conclude that
BI is a quasi-geometric rough path. Since 〈BSst, ij〉 is a linear combination of 〈B
I
st, ij〉 and
(t− s), we conclude.
A natural way to restate the results contained in [17] is then to link the processes I
and S introduced in (1.1) with the rough paths BI and BS. Since BI and BS are defined
on [0, T ]2 and I and S are naturally defined on the 2-simplex we can easily extend them
by introducing the two parameters stochastic processes I, S : [0, T ]2 → (T (A◦))∗ (we will
adopt the same notation) defined as BI and BS on RA
◦
and given recursively as
〈Ist, w◦〉 =
∫ t
s
〈Isr, w〉dr , 〈Sst, w◦〉 =
∫ t
s
〈Ssr, w〉dr ,
〈Ist, wi〉 =
∫ t
s
〈Isr, w〉dB
i
r , 〈Sst, wi〉 =
∫ t
s
〈Ssr, w〉d
◦Bir .
(3.12)
Clearly I and S extend the processes I and S introduced in (1.1) and the processes BI
and BS over a wider set of words. This second extension can be restated in terms of
rough paths too.
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Theorem 3.13. The functions I and S defined by (3.12) coincide a.s. with the Lyons
extension of the rough paths BI and BS.
Proof. By construction I and S extend respectively BI and BS. Thus the result hold if we
are able to prove that I and S satisfy a.s. the properties of Definition 2.4 over all Tˆ (A)
and T (A). First of all, Chen’s relations are automatically satisfied because, as recalled
before, both Itoˆ and Strotonovich integrals are additive on on intervals. Secondly, we
deduce immediately from [17, Prop. 2.2, Prop 2.3], which shows the properties (1.4),
that one has a.s. the property (2.18) on Ist and Sst for any s < t (it is sufficient to repeat
the same proof starting from s and not 0). Chen’s property and the character property
imply that for any v < u Iuv and Suv are a.s. the inverse of characters Ivu, Svu in the
group of characters. Thus we have the a.s. identity
Suv = SvuA , Iuv = IvuA⋄ , (3.13)
where A

and A⋄ are respectively the antipode maps of the shuffle and quasi-shuffle
Hopf algebra. Since A

and A⋄ are both algebra homomorphisms we conclude that I
and S satisfy (2.18) for any s, t ∈ [0, T ]2. The final Ho¨lder relations are satisfied using
Theorem 2.17 in case of a countable family of estimates (as explained in Remark 2.18) by
showing that for any w ∈ W (A◦) and p ≥ 1 there exists two constants Cp(w), C
′
p(w) > 0
depending on p and w such that one has for any s, t ∈ [0, T ]2
E|〈Ist, w〉|
2p ≤ Cp(w)|t− s|
|w|⋄p , E|〈Sst, w〉|
2p ≤ C ′p(w)|t− s|
|w|⋄p (3.14)
We prove these estimate by induction on the word length. The basis of induction is
given trivially by essentially by the estimates in (3.11) and the definitions of BI and BS .
Supposing these estimate valid on every word w of length n and we will prove (3.14) on
wa for some a ∈ A◦. In case a = ◦ we apply the recursive definition in (3.12) together
with the classical Jensen inequality and Fubini Theorem to obtain
E|〈Ist, w◦〉|
2p = E
∣∣∣∣∫ t
s
〈Isr, w〉dr
∣∣∣∣2p ≤ |t− s|2p−1 ∫ t
s
E|〈Isr, w〉|
2pdr
Applying the induction hypothesis and performing the elementary integration, we con-
clude that there exists a new constant M > 0 such that
E|〈Ist, w◦〉|
2p ≤M |t− s|2p−1|t− s||w|⋄p+1 =M |t− s||w◦|⋄p . (3.15)
Same reasoning for the quantity E|〈Sst, w◦〉|
2p. In case a = i ∈ {1, · · · , d} we apply
the standard BDG inequality, see [32], to 〈Ist, wi〉 obtaining that there exists a constant
Cp > 0 depending on p such that
E|〈Ist, wi〉|
2p = E
∣∣∣∣∫ t
s
〈Isr, w〉dB
i
r
∣∣∣∣2p ≤ Cp ∣∣∣∣∫ t
s
E |〈Isr, w〉|
2 dr
∣∣∣∣p .
We apply again the induction hypothesis, concluding that there exists a new constant
M ′ > 0 such that
E|〈Ist, wi〉|
2p ≤M ′|t− s|p(|w|⋄+1) =M |t− s|p|wi|⋄ . (3.16)
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In case of E|〈Sst, wi〉|
2p, we apply the standard Itoˆ-Stratonovich correction for semimartin-
gales and the convexity of y → |y|2p obtaining
E|〈Sst, wi〉|
2p = E
∣∣∣∣∫ t
s
〈Ssr, w〉dB
i
r +
δwni
2
∫ t
s
〈Ssr, w1 · · ·wn−1〉dr
∣∣∣∣2p
≤ 22p−1
(
E
∣∣∣∣∫ t
s
〈Ssr, w〉dB
i
r
∣∣∣∣2p + δwni22p E |〈Sst, w1 · · ·wn−1◦〉|2p
)
.
Applying again the BDG inequality as before an the recursive hypothesis on w and
w1 · · ·wn−1◦ we obtain that there exists a constant M
′′ > 0 such that
E|〈Sst, wi〉|
2p ≤M ′′
(
|t− s|p(|w|⋄+1) + |t− s|p(|w1···wn−1|⋄+2)
)
= 2M ′′|t− s|p|wi|⋄ . (3.17)
Combining the estimates (3.15), (3.16) and (3.17) we complete the induction and we
obtain the final estimates (3.14), thereby yielding the result.
An immediate consequence of this result is an alternative proof of the relations be-
tween the functions I and S, originally stated in [1].
Corollary 3.14. One has the a.s. identities exp∗ I = S and log∗ S = I, which becomes
for any word w ∈ W (A◦)
〈Sst, w〉 = 〈Ist, w〉+
∑
u∈[[w]]
1
2|w|−|u|
〈Ist, u〉 ,
〈Ist, w〉 = 〈Sst, w〉+
∑
u∈[[w]]
(−1)|w|−|u|
2|w|−|u|
〈Sst, u〉 ,
(3.18)
where the set [[w]] consists of the words we can construct from w by successively replacing
with ◦ any neighbouring pairs of letters of the form ii for some i ∈ {1 · · ·d}.
Proof. Thanks to explicit definitions of exp and log in (3.7) on two letters, together with
the standard Itoˆ-Stratonovich correction for semimartingales, we have trivially exp∗ BI =
BS and log∗ BS = BI . Therefore the desired identities are an immediate consequence
of Corollary 3.11 and Theorem 3.13. The explicit formulae are then consequence of the
general definition of exp and log in (3.6).
Remark 3.15. The first identitity in (3.18) is a specific case of a general identity in
stochastic analysis between iterated Stratonovich integral and iterated Itoˆ integrals of
semimartingales, see [25, 1]. A direct reinterpretation of this general identity using quasi-
shuffle algebra has been carried out in [12].
Standard theory of rough paths in case γ ∈ (1/3, 1/2)
The second example we consider is a rewriting of the usual definition of rough paths
when γ ∈ (1/3, 1/2), as described in [16]. In this particular case, most general definitions
simplify drastically and we can define an elementary γ-rough path as a couple of objects
X = (x,X), where x : [0, T ]→ Rd, x = (x1 , · · · , xd) is a γ-Ho¨lder path and X : [0, T ]2 →
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R
d ⊗ Rd, X = (Xij : i, j ∈ {1 , · · · , d}) is a 2γ-Ho¨lder function satisfying for any s, u, t ∈
[0, T ] and i, j ∈ {1 , · · · , d} the algebraic identity
X
ij
st = X
ij
su + X
ij
ut + (x
i
u − x
i
s)(x
j
t − x
j
u) . (3.19)
Even in this case we can describe every γ-rough path via a geometric and quasi-geometric
structures like before. To introduce them, we fix an integer parameter d ≥ 1 and we
consider the alphabet
A
d
2 = {v ∈ N
d \ {0} :
d∑
i=1
vi ≤ 2} . (3.20)
Multi-indexes v ∈ Ad2 have an intrinsic commutative operation of sum between them. We
use this operation to define the following one [ , ]2 : R
Ad2 × RA
d
2 → RA
d
2 , given by
[α, β]2 :=
{
α+ β if α + β ∈ Ad2 ,
0 otherwise
(3.21)
and extended linearly. As before, we can check trivially that [, ]2 is a commutative bracket.
We denote by ̂ 2 the associate quasi shuffle product on it. Secondly, we partition A
d
2 as
A
d
2 = {ei : i ∈ {1 , · · · , d}} ⊔ {[eiej] : i, j ∈ {1 , · · · , d}} = A1 ⊔A2 ,
where ei is i-th element of the canonical basis in R
d. Writing RA
d
2 = RA1 ⊕RA2 we obtain
again a decomposition of RA
d
2 where we can define a intrinsic weight, which we denote in
this case by | · |2. Using the same notation with the canonical basis, it is straightforward
to show that
T 2|·|2(A
d
2) = 〈1, ei, ej + ei, ejei〉 , i, j ∈ {1 , · · · , d} .
The specific structure imposed by the hypothesis γ ∈ (1/3, 1/2) allows to extend every
γ-rough path X = (x,X), to a a geometric and a quasi-geometric rough path with the
“same algebraic properties” as BI and BS.
Proposition 3.16. For any γ ∈ (1/3, 1/2) and every elementary γ-rough path X =
(x,X), we introduce the functions XI , XS : [0, T ]2 → (T 2|·|2(A
d
2))
∗ defined by the conditions
〈XIst, 1〉 = 〈X
S
st, 1〉 = 1, 〈X
I
st, ei〉 = 〈X
S
st, ei〉 = x
i
t − x
i
s ,
〈XIst, [eiej]〉 = 〈X
S
st, [eiej]〉 = (x
i
t − x
i
s)(x
j
t − x
j
s)− X
ij
st − X
ji
st ,
〈XIst, eiej〉 = X
ij
st , 〈X
S
st, eiej〉 = X
ij
st −
1
2
〈XIst, [eiej ]〉 .
(3.22)
Then XI is a γ-quasi-geometric rough path and XS is a γ-weighted geometric rough path.
We call them the Itoˆ and Stratonovich extension of X.
Proof. By hypothesis on X , the functions XI and XS are well-defined and they have the
right Ho¨lder regularities. Concerning the multiplicative property, we can easily show the
identities
〈XIst, ei ̂ 2ej〉 = 〈X
I
st, ei〉〈X
I
st, ej〉 , 〈X
S
st, ei ej〉 = 〈X
S
st, ei〉〈X
S
st, ej〉 ,
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by rearranging the properties defining XI and XS. The last property to check are Chen’s
relations and the only non trivial identity to prove is the equality
〈XIst, ei + ej〉 = 〈X
I
su, [eiej ]〉+ 〈X
I
ut, ei + ej〉 , (3.23)
for any s, u, t ∈ [0, T ] and i, j ∈ {1 , · · · , d}. But this last identity follows as an elementary
consequence of (3.19).
Remark 3.17. It is straightforward to see that if we consider a a d dimensional Brownian
motionB endowed By the family of its Le´vy areas Bij =
∫ t
s
(Bir−B
i
s)dB
j
s , the constructions
of XI and XS coincide essentially with the definition of BI and BS in (3.10).
Remark 3.18. A direct consequence of the identity (3.23) implies that there exist a unique
family of paths {[X ]ij}i,j∈{1,··· ,d} such that [X ]
ij
0 = 0 and 〈X
I
st, ei + ej〉 = [X ]
ij
t − [X ]
ij
s for
any i, j ∈ {1, · · · , d}. This family of paths is known in the literature as the bracket of a
rough path X (see [16, Defn 5.5]) and it provides an analytic substitute of the notion of
quadratic variation in the rough path setting. We remark also that if a semimartingale
y = (y1 , · · · , yd) and its iterated Itoˆ integrals Yij =
∫ t
s
(yir − y
i
s)dy
j
s are a.s. a γ-rough
path Y = (y,Y), the bracket of Y is exactly the quadratic variation of y.
4 Rough change of variable formula
We consider now the main application of quasi-geometric rough paths: the deterministic
change of variable formula for branched rough paths. In what follows, we fix two param-
eters γ ∈ (0, 1), d ≥ 1 integer and we suppose given a γ-Ho¨lder path x : [0, T ]→ Rd, x =
(x1, · · · , xd) such that there exists a γ-branched rough path X : [0, T ]2 →H({1 , · · · , d})
over x. By construction of X, the following path X : [0, T ] → (H({1 , · · · , d}))d, X =
{X i : [0, T ]→ H({1 , · · · , d})}i∈{1 ,··· ,d} defined by
〈σ,X it〉 =

xit if σ = 1
∗ ,
1 if σ = •i,
0 for any other σ ∈ F(A) ,
(4.1)
satisfies immediately the properties of controlled rough path, obtaining X ∈ DNγ
X
for any
N ≥ 1. Since we can apply the operations of composition and rough integration on the
controlled path X , we ask ourselves if the branched rough integral satisfies an identity
similar to the standard change of variable formula (1.6), meaning that for any sufficiently
smooth function ϕ : Rd → R one has the identity
ϕ(xt)− ϕ(xs) =
d∑
i=1
∫ t
s
∂iΦ(Xr)d
bXir , (4.2)
where ∂iΦ(Xr) is the controlled rough path obtained by composition of X in (4.1) with
∂xiϕ as defined in Proposition (2.8). In case γ > 1/2, we deduce from the definition
(2.37) that for any i ∈ A one has∫ t
0
∂iΦ(Xr)d
bXir = lim
|pi|→0
∑
[s,u]∈pi
〈1∗, ∂iΦ(Xs)〉〈Xsu, •i〉 = lim
|pi|→0
∑
[s,u]∈pi
∂xiϕ(xs)(x
i
u − x
i
s)
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Then the branched rough integral coincide with the Young integral between ∂xiϕ(x) and
xi (see [35]) and the identity (4.2) holds from standard results on Young integration (see
[16] for further details). However, in the general case γ ≤ 1/2 formula (4.2) might not
hold in general. The general problem of the branched change of variable formula consists
in finding some suitable hypothesis to correct (4.2) with the increment of a function, that
is to prove the existence of a function Rγ,d,ϕ : [0, T ]→ R such that one has
ϕ(xt)− ϕ(xs) =
d∑
i=1
∫ t
s
∂iΦ(Xr)d
bXir +R
γ,d,ϕ
t − R
γ,d,ϕ
s . (4.3)
This problem has been deeply studied in the Phd thesis by David Kelly [26] via the key
notion of simple bracket extension. In what follows, we recall the main ideas behind this
notion and we will show how quasi-geometric rough paths provide an efficient way to
construct effective examples of simple bracket extensions.
4.1 Kelly’s change of variable formula
In order to write down a formula like (4.3), we need to rewrite the expansion of the
branched rough integral, as explained in the (2.29) combined with the Taylor expansion
of ϕ(x), so that it is possible to replace them with the increment of a function Rγ,d,ϕ up
to an order o(|t− s|). The main idea contained in [26] is that we can choose the function
Rγ,d,ϕ as a sum of rough integrals, provided there exists a specific branched rough path
X̂ defined on a wider alphabet containing {1, · · · , d} and extending X. Let us introduce
the basic definitions to define properly this underlying alphabet.
Definition 4.1. For any γ ∈ (0, 1) and d ≥ 1 integer we define the alphabet Adγ as
Adγ =
Nγ⋃
n=1
{1, · · · , d}n ,
where Nγ is defined as before. The elements belonging to {1, · · · , d}
n with n ≥ 2 are
denoted as (i1 · · · in), where i1, · · · , in ∈ {1, · · · , d} and the elements i ∈ {1, · · · , d} are
denoted by i.
We trivially remark that {1, · · · , d} is embedded in Adγ for any γ ∈ (0, 1) and we have
an equality if 1/2 < γ < 1. Starting from this alphabet we consider H(Adγ), the Butcher-
Connes-Kreimer Hopf algebra built from Adγ, which contains H({1, · · · , d}) as a sub Hopf
algebra. The intrinsic structure of Adγ allows to define a function | · |γ : F(A
d
γ)→ N given
recursively by the identities
|B+(i1···in)(τ1 · · · τk)|γ = n + |τ1 · · · τk|γ , |τ1 · · · τk|γ =
k∑
j=1
|τj |γ , |1|γ = 0 .
We can easily show that | · |γ is a compatible weight for H(A
d
γ) endowed with the forest
cardinality | · |. We call it the intrinsic weight of H(Adγ). By construction of the intrinsic
weight, for any n ≤ Nγ the grafting maps B
+
(i1···in)
are integration maps of order n for | · |.
The alphabet Adγ has also a natural notion of symmetry among his elements.
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Definition 4.2. Two elements of a, b ∈ Adγ, a = (i1 · · · in), b = (j1 · · · jm) are said
to be symmetrical if m = n and there exists a permutation σ ∈ Sn such that aσ =
(iσ(1) · · · iσ(n)) = b. We denote it by the symbol a ∼ b.
It is straightforward to check that ∼ is an equivalence relation over the set Adγ. More-
over we can easily extend it to an equivalence relation on the set of forests F(Adγ) and we
denote it by the same notation. Using the letters of the alphabet Adγ, we can now define
a specific linear combination of forests: the bracket polynomials.
Definition 4.3. Let γ ∈ (0, 1) and (i1 · · · in) ∈ A
d
γ. We define the bracket polynomial
〈〈i1i2 · · · in〉〉 ∈ H(A
d
γ) as
〈〈i1i2 · · · in〉〉 = •i1 . . . •in −
∑
{a,b}={i1 ,··· ,in}
B+(b1···bk)(•a1 . . . •an−k) , (4.4)
where the sum is done over all ways of splitting the set {i1 , · · · , in} = {a, b} into two
non-empty sets a = {a1, · · · , an−k} and b = {b1, · · · , bk} for every k ≥ 1.
By definition 〈〈i〉〉 = •i for any i ∈ {1, · · · , d}. Thus we can expect that the bracket
polynomial 〈〈i1i2 · · · in〉〉 is related with the tree •(i1i2···in). Let us recall the two main
properties of the bracket polynomial. Both results as well as their proofs are proven in
several parts of [26, Chap. 5] and we decide to encode them in a unique proposition.
Proposition 4.4. Let γ ∈ (0, 1), d ≥ 1 integer and (i1 · · · in) ∈ A
d
γ. One has the following
properties:
a) For all a ∈ Adγ such that a ∼ (i1 · · · in) one has 〈〈a〉〉 = 〈〈i1 · · · in〉〉.
b) Let B+ : H({1, · · · , d})⊗H({1, · · · , d})→H(Adγ) be the unique linear map defined
for any couple of forests σ, τ ∈ H({1, · · · , d}) as
B+(σ ⊗ τ) :=
{
B+(i1···in)(σ) if τ = •i1 . . . •in for any 1 ≤ n ≤ N
0 otherwise .
Then we have the identity
〈〈i1 · · · in〉〉 := •i1 . . . •in −B
+∆′(•i1 · · · •in) , (4.5)
where ∆′ is the reduced coproduct (2.4) associated to the coproduct ∆ in (2.36).
c) Applying the coproduct ∆: H(Adγ)⊗H(A
d
γ)→H(A
d
γ) to 〈〈i1i2 · · · in〉〉, we have
∆〈〈i1i2 · · · in〉〉 = 〈〈i1i2 · · · in〉〉 ⊗ 1+ 1⊗ 〈〈i1i2 · · · in〉〉
+
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗(〈〈b1 · · · bk〉〉 − •(b1···bk)) ,
(4.6)
where the sum is done over the same set as in (4.4).
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Proof. We will recall the proof of the three properties for sake of completeness. The proof
of a) follows from the fact that for any permutation σ ∈ Sn one has 〈〈iσ(1) · · · iσ(n)〉〉 =
〈〈i1 · · · in〉〉 because the two terms defining 〈〈i1 · · · in〉〉 in (4.4) are the same when we permute
the indices with σ. To prove b), we can iterate the multiplicative property of ∆ to obtain
the formula
∆(•i1 · · · •in) = •i1 · · · •in ⊗1 + 1⊗ •i1 · · · •in +
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗ •b1 . . . •bk ,
which can be easily proved by induction. Thus by definition of reduced coproduct in (2.4)
we obtain
∆′(•i1 · · · •in) =
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗ •b1 . . . •bk (4.7)
and using the operator B+ we obtain the identity (4.5). In order to conclude the proof
with the identity c), We combine the definition of the reduced coproduct in (2.4) to obtain
∆〈〈i1i2 · · · in〉〉 = 〈〈i1i2 · · · in〉〉 ⊗ 1+ 1⊗ 〈〈i1i2 · · · in〉〉+∆
′〈〈i1i2 · · · in〉〉 .
Using the following identity for any b ∈ Adγ and σ ∈ F(A
d
γ)
∆′(B+b (σ)) = (id⊗ B
+
b )∆
′σ + σ ⊗ •b ,
We combine the definition of B+ with (4.7) and the coassociativity of ∆′ in (2.5) to
compute
∆′
∑
{a,b}={i1 ,··· ,in}
B+(b1···bk)(•a1 . . . •an−k) =
=
∑
{a,b}={i1 ,··· ,in}
(id⊗ B+(b1···bk))∆
′(•a1 . . . •an−k) + •a1 . . . •an−k ⊗•(b1···bk)
=
∑
{a,b}={i1 ,··· ,in}
(id⊗B+)(∆′ ⊗ id)(•a1 . . . •an−k ⊗ •b1 . . . •bk) + •a1 . . . •an−k ⊗•(b1···bk)
= (id⊗B+)(∆′ ⊗ id)∆′(•i1 · · · •in) +
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗•(b1···bk)
= (id⊗B+)(id⊗∆′)∆′(•i1 · · · •in) +
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗•(b1···bk)
=
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗
(
B+(∆′(•b1 . . . •bk)) + •(b1···bk)
)
.
Using again the combinatorial identity (4.7) and the alternative definition (4.5) one has
∆′
(
•i1 . . . •in −B
+∆′(•i1 · · · •in)
)
=
=
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗
(
•b1 . . . •bk −B
+(∆′(•b1 . . . •bk))− •(b1···bk)
)
=
∑
{a,b}={i1 ,··· ,in}
•a1 . . . •an−k ⊗
(
〈〈b1 · · · bk〉〉 − •(b1···bk)
)
.
Thereby obtaining the thesis.
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The identity (4.6) has a very deep consequence. Indeed for any fixed γ-rough path
X̂ over H(Adγ) and any triplet s, u, t ∈ [0, T ], the formula (4.6) together with the Chen’s
identity of X̂ implies
〈X̂st, 〈〈i1i2 · · · in〉〉〉 = 〈X̂su, 〈〈i1i2 · · · in〉〉〉+ 〈X̂ut, 〈〈i1i2 · · · in〉〉〉
+
∑
{a,b}={i1 ,··· ,in}
〈X̂su, •a1 . . . •an−k〉〈X̂ut, 〈〈b1 · · · bk〉〉 − •(b1···bk)〉 .
Therefore the function (s, t)→ 〈X̂st, 〈〈i1i2 · · · in〉〉〉 may be reinterpreted as the increment
of a path as long as 〈X̂st, 〈〈b1 · · · bk〉〉〉 = 〈X̂st, •(b1···bk)〉 for any letter (b1 · · · bk) with k < n.
This observation is at the basis of the notion of simple bracket extension.
Definition 4.5. Let γ ∈ (0, 1) and d ≥ 1 integer. Every γ-weighted rough path X̂ over
H(Adγ) with respect to its intrinsic weight is said to be a simple bracket extension if it
satisfies the following properties:
1) for all i1, · · · , in ∈ {1, · · · , d}, 1 ≤ n ≤ N , one has the identity
〈X̂st, •(i1···in)〉 = 〈X̂st, 〈〈i1 · · · in〉〉〉 (4.8)
for any s, t ∈ [0, T ];
2) For any couple of forests σ, τ ∈ F(Adγ) such that τ ∼ σ then 〈X̂st, τ〉 = 〈X̂st, σ〉.
If X is a branched rough path over H({1, · · · , d}) such that 〈Xst, τ〉 = 〈X̂st, τ〉 for any
τ ∈ H({1, · · · , d}) ⊂ H(Adγ), we say that X̂ is a simple bracket extension over X.
Remark 4.6. We immediately remark that this notion of simple bracket extension coincide
with the usual notion of branched rough path when γ > 1/2. An informal way to
describe a simple bracket extension over a branched rough path X when γ ≤ 1/2 is
then to add a family of extra paths x̂ = {x̂(i1···in)}(i1···in)∈Adγ and a family of functions
{〈X̂st, B
+
(i1···in)
(·)〉}(i1···in)∈Adγ satisfying
〈Xst, •i1 . . . •in〉 =
∑
{a,b}={i1 ,··· ,in}
〈X̂st, B
+
(b1···bk)
(•a1 . . . •an−k)〉+ x̂
(i1···in)
t − x̂
(i1···in)
s , (4.9)
for any i1, · · · , in ∈ {1, · · · , d}. In this way we impose partially an integration by part
formula between the coordinates of x. By analogy with stochastic calculus, we call the
paths xˆ(i1···in) associated to 〈X̂st, •(i1···in)〉 the (i1 · · · in)-variation of x. The name simple
bracket extension comes to distinguish it from the general notion of bracket extension
developed in [26].
This notion is then sufficient to get a general change of variable formula as explained
in (4.3) for any choice of parameters γ and d, which contains also the identity (4.2).
Theorem 4.7 (Kelly’s change of variable formula). Let x : [0, T ] → Rd be a generic γ-
Ho¨lder path such that there exists a γ-branched rough path X over x for any γ ∈ (0, 1)
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and d. For any ϕ ∈ C
Nγ+1
b (R
d,R) and any simple bracket extension X̂ over X one has
ϕ(xt) =
ϕ(xs) +
d∑
i=1
∫ t
s
∂iΦ(Xr)d
bXir +
Nγ∑
n=2
1
n!
d∑
i1,··· ,in=1
∫ t
s
∂i1 · · ·∂inΦ(Xr)d
bX̂(i1···in)r ,
(4.10)
where ∂i1 · · ·∂inΦ(Xr) is the weighted controlled rough path obtained by composition of X
in (4.1) with ∂xi1 · · ·∂xinϕ : R
d → R as defined in Proposition (2.8).
Proof. Our proof retraces Kelly’s original one in [26] via a slightly different notation. We
repeat here for sake of completeness. We first remark that for any choice of i1 , · · · , in ∈
{1 , · · · , d} one has ∂xi1 · · ·∂xinϕ ∈ C
Nγ+1−n
b (R
d,R) and from Proposition 2.8 the weighted
controlled rough path ∂i1 · · ·∂inΦ(X) ∈ D
(Nγ+1−n)γ
X
. Moreover we use the explicit struc-
ture of X in (4.1) to deduce the explicit form of this weighted controlled rough path
∂i1 · · ·∂inΦ(Xt) =
Nγ−n∑
m=0
1
m!
d∑
j1,··· ,jm=1
∂j1 · · ·∂jm
(
∂xi1 · · ·∂xinϕ(xt)
)
(•j1 · · · •jm) . (4.11)
Thus every rough integral in the right-hand side of (4.10) is well defined accordingly with
Proposition (2.11), obtaining the identities∫ t
s
∂i1 · · ·∂inΦ(Xr)d
bX̂(i1···in)r =
=
Nγ−n∑
m=0
d∑
j1,··· ,jm=1
∂j1 · · ·∂jm
(
∂xi1 · · ·∂xinϕ(xt)
)
m!
〈X̂st, B
+
(i1···in)
(•j1 · · · •jm)〉+ o(|t− s|) ,
∫ t
s
∂iΦ(Xr)d
bXir =
Nγ−1∑
m=0
d∑
j1,··· ,jm=1
∂j1 · · ·∂jm (∂xiϕ(xt))
m!
〈X̂st, B
+
i (•j1 · · · •jm)〉+ o(|t− s|) ,
where the second one is a direct consequence of of the hypothesis that X̂ is over X. By
summing over all indices i1, · · · , in and n, we use the substitution k = m+ n to obtain
d∑
i=1
∫ t
s
∂iΦ(Xr)d
bXir +
Nγ∑
n=2
1
n!
d∑
i1,··· ,in=1
∫ t
s
∂i1 · · ·∂inΦ(Xr)d
bX̂(i1···in)r =
=
Nγ∑
k=1
1
k!
d∑
i1,··· ,ik=1
∂i1 · · ·∂ikϕ(xs)〈X̂st,
k∑
n=1
(
k
n
)
B+(i1···in)(•in+1 · · · •ik)〉+ o(|t− s|) .
(4.12)
For any fixed k and i1, · · · , ik, we consider the sum of trees on the right hand side of
(4.12). Since this expression does not change in its equivalence class by applying any
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permutation of k by hypothesis on X̂ elements we can write
〈X̂st,
k∑
n=1
(
k
n
)
B+(i1···in)(•in+1 · · · •ik)〉 =
= 〈X̂st,
1
k!
∑
σ∈Sk
k∑
n=1
(
k
n
)
B+(iσ(1)···iσ(n))(•iσ(n+1) · · · •iσ(k))〉
= 〈X̂st,
∑
σ∈Sk
k−1∑
n=1
1
(k − n)!n!
B+(iσ(1)···iσ(n))(•iσ(n+1) · · · •iσ(k)) +
∑
σ∈Sk
1
k!
•(iσ(1)···iσ(k))〉 .
(4.13)
Using the properties •(iσ(1)···iσ(k)) ∼ •(i1···ik) and
B+(iσ(1)···iσ(n))(•iσ(n+1) · · · •iσ(k)) ∼ B
+
(b1···bn)
(•a1 . . . •an−k) ,
where a = {a1, · · · , an−k}, b = {b1, · · · , bn} is a non empty partition of {i1, · · · ik} into
two set, it is straightforward to show that the last equation in (4.13) is then equal to
〈X̂st,
∑
{i1 ,··· ,ik}={a,b}
B+(b1···bn)(•a1 . . . •an−k) + •(i1···ik)〉 = 〈Xst, •i1 . . . •ik〉 , (4.14)
by counting the respective multiplicity of the indexes in the two sums and using the
main property (4.8) defining a simple bracket extension. On the other hand, by simply
combining the Taylor remainder formula on ϕ with the Ho¨lder regularity of x one has
ϕ(xt)− ϕ(xs) =
Nγ∑
k=1
1
k!
d∑
i1,··· ,ik=1
∂i1 · · ·∂ikϕ(xs)〈Xst, •i1 . . . •ik〉+ o(|t− s|) . (4.15)
Subtracting formula (4.12) from (4.15), we obtain from that the increments of the function
At = ϕ(xt)− ϕ(x0) +
d∑
i=1
∫ t
0
∂iΦ(Xr)d
bXir +
Nγ∑
n=2
1
n!
d∑
i1,··· ,in=1
∫ t
0
∂i1 · · ·∂inΦ(Xr)d
bX̂(i1···in)r
satisfy |At − As| = o(|t − s|), thus the function A is constant and equal to 0. Thereby
obtaining the thesis.
Remark 4.8. In order to have a effective theory related to the notion of simple extension,
it is also necessary to prove the existence of at least one simple bracket extension over
a branched rough path for any γ ∈ (0, 1). This task was completed in [16, Prop. 5.6],
using the standard Lyons-Victoir extension [27] in the context of branched rough path,
as described in [22]. However, this result is only partially constructive, meaning that the
condition (4.8) expresses the value of a function X̂ on a set of trees too small to satisfy
the definition of branched rough path.
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4.2 Quasi-geometric bracket extensions
Theorem 4.7 shows us a deterministic change of variable formula which works with every
γ-Ho¨lder path x : [0, T ]→ Rd. This formula is extremely general but it relies on a double
choice: a particular choice of a γ-branched rough path X over x and a simple bracket
extension X̂ over X. Both elements are not unique and checking the relations (4.8), which
are not automatically satisfied, might require an additional effort. In what follows, we will
use the notion of quasi-geometric rough paths to provide the notion of quasi-geometric
bracket extension, which will provide a sufficient condition to build a bracket extension
directly from the path x. To introduce a quasi-geometric rough path, we define a new
alphabet, endowed with a commutative bracket.
Definition 4.9. For any and γ ∈ (0, 1) and d ≥ 1 integer we define the alphabet Adγ as
A
d
γ = {α ∈ N
d \ {0} : |α| ≤ Nγ}
where Nγ is defined above and for any α ∈ N
d, α = (α1, · · · , αd) we set |α| :=
∑d
i=1 αi.
Moreover, we define the function [, ]γ : R
Adγ × RA
d
γ → RA
d
γ as the unique bilinear map
satisfying for any α, β ∈ Adγ the property
[α, β]γ :=
{
α + β if α + β ∈ Adγ ,
0 otherwise
(4.16)
where the sum involved is the intrinsic sum between multi-indices.
Similarly as before, {1, · · · , d} embeds in Adγ for any γ ∈ (0, 1) by simply sending every
i ∈ {1 , · · · , d} to the i-th element of the canonical basis. Thereby having an isomorphism
if 1/2 < γ < 1. We can check trivially that [, ]γ is a commutative bracket. We denote by
̂ γ the associate quasi shuffle product on Tˆ (A
d
γ). Furthermore, writing A
d
γ as
A
d
γ =
Nγ⋃
n=1
An , An = {α ∈ N
d \ {0} : |α| = n} ,
we can write RA
d
γ =
⊕Nγ
n=1R
An and we obtain again a decomposition of which is com-
patible with the commutative bracket [ , ]γ, as explained in Proposition 3.4. We denote
the intrinsic weight by ‖ · ‖γ. For any α ∈ A
d
γ the maps (Iα)α∈Adγ : A
d
γ → A
d
γ , defined as
Iα(w) = wα for any w ∈ W (A
d
γ), they are all integrations map of order |α| with respect
to the word length. We introduce the main definition of the section.
Definition 4.10. Let γ ∈ (0, 1) and d ≥ 1 integer. Every γ-quasi-geometric rough path
X associated to Tˆ (Adγ) is said a quasi-geometric bracket extension.
The whole section is devoted to show a constructive procedure to construct a simple
bracket extension starting from a quasi-geometric bracket extension. Naturally, these two
objects are defined on two different types of algebraic structure: the first on forests and
the second one on words. Moreover, there are also two different alphabets behind. Thus
the desired procedure will be based upon a link between these objects. To establish a
link between Adγ and A
d
γ , we introduce an explicit function among these two alphabets.
Definition 4.11. Let γ ∈ (0, 1) and d ≥ 1 integer. We define the map S : Adγ → A
d
γ on
any a ∈ Adγ, a = (i1 · · · in), as
S(a) = (m1, · · · , md) , (4.17)
where for any j ∈ {1, · · · , d} we set the integers mj := ♯{l ∈ {1, · · · , n} : il = j}.
For instance, if d = 3 and γ ≤ 1/3 one has
S((12)) = (1, 1, 0) , S((21)) = (1, 1, 0) , S((333)) = (0, 0, 3) .
More generally, we can use the commutative bracket to obtain the trivial identity
S((i1 · · · in)) = [ei1 · · · ein]γ , (4.18)
where {ej}j∈{1,··· ,d} is the canonical basis of N
d. By definition, the map S is a well
defined surjective application. Moreover, we can also use the application S to describe
the equivalence classes of Adγ with respect to the symmetry relation ∼ defined above.
Lemma 4.12. For any γ ∈ (0, 1) and d ≥ 1 integer, S : (Adγ/ ∼)→ A
d
γ is bijective.
Proof. In order to prove the bijection it is sufficient to show that for every 1 ≤ n ≤ N ,
S is a bijection between An and A
′
n where
An = {1, · · · , d}
n/∼ , A′n = {v ∈ N
d \ {0} : |v| = n} .
That is for any a, b ∈ {1, · · · , d}n, one has a ∼ b if and only if S(a) = S(b). Thanks to
Definition (4.17), if a ∼ b then both S(a) and S(b) belong to A′n and their components do
not change under permutation of the writing of a, therefore S(a) = S(b). On the other
hand, if S(a) = S(b) = (m1, · · · , md), then for any j = {1, · · · , d} both a and b contain
the same amount of coordinates with the value j. Rearranging the components of a and
b, there exist two permutations σa and σb such that
aσa = bσb = ( 1 · · · 1︸ ︷︷ ︸
m1 times
2 · · ·2︸ ︷︷ ︸
m2 times
· · · d · · ·d︸ ︷︷ ︸
md times
) . (4.19)
By taking the permutation σ = σ−1b ◦ σa, then aσ = b by construction.
A direct consequence of this result is the following elementary combinatorial identity.
If ci1···in, is a sequence of values indexed by {1, · · · , d}
n, n ≥ 1, which is invariant by
permutation, then we have the identity
d∑
i1,··· ,in=1
ci1···in =
∑
β∈Nd : |β|=n
n!
β1! · · ·βd!
cβ′ , (4.20)
where β ′ ∈ {1, · · · , d}n is defined as
β ′ = (1 · · ·1︸ ︷︷ ︸
β1 times
2 · · ·2︸ ︷︷ ︸
β2 times
· · · d · · ·d︸ ︷︷ ︸
βd times
) .
This simple identity allows to justify the equivalence between the definitions (2.22a) and
(2.22b). Even if the map S is originally defined at the level of the alphabets, we can
easily extend it at the level of forests.
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Proposition 4.13. Let γ ∈ (0, 1) and d ≥ 1 integer. By simply applying the application S
in Definition 4.11 at each decoration on any element of F(Adγ) and extending it linearly
to preserve 1, one has a Hopf Algebra morphism S : H(Adγ) → H(A
d
γ). We call this
application the symmetrization map.
Proof. Since S acts only at the level of decoration, it is straightforward to verify the
conditions
S(τ1τ2) = S(τ1)S(τ2) , (S ⊗ S)∆τ1 = ∆S(τ1) ,
for any τ1, τ2 ∈ H(A
d
γ). Thereby obtaining the thesis.
The symmetrisation map represents the first operation of our connection. To conclude
the procedure, we introduce and explicit linear map, which connects trees with forests.
Proposition 4.14. For any alphabet A endowed with and a commutative bracket, there
exists a unique Hopf algebra morphism ψ : H(A) → Tˆ (A), defined recursively on F(A)
by the following conditions:
• for any a ∈ A and any forest f ∈ F(A)
ψ(B+a (f)) := (ψ(f))a ; (4.21)
• ψ(1) := 1 and for every couple of forests σ, τ ∈ F(A)
ψ(στ) := ψ(σ) ̂ψ(τ) . (4.22)
We call this application the contracting arborification.
Proof. Conditions (4.21) and (4.22) identify uniquely an algebra morphism between H(A)
and Tˆ (A). Thus the proposition will follow, once we prove for any h ∈ H(A) the identity
∇ψ(h) = (ψ ⊗ ψ)∆h . (4.23)
To prove this identity, we will follow essentially the same argument as [22, Lem. 4.8] but
in the context of quasi-shuffle product. We repeat it here for the sake of completeness.
Since both sides of (4.23) are linear in h, it is then sufficient to prove (4.23) on any forest
f ∈ F(A) working by induction on the forest cardinality | · |. The basis of induction
is trivial by definition. Supposing the identity (4.23) true on any forests h′ such that
|h′| ≤ m, we consider a forest h such that |h| = m + 1. If this forest is under form
h = B+a (f) for some f ∈ F(A), by definition of ψ in (4.21) and the coproduct ∇ one has
∇ψ(B+a (f)) = ψ(f)a⊗ 1+∇(ψ(f))(1⊗ a) . (4.24)
By induction one has ∇ψ(f) = (ψ ⊗ ψ)∆f and the right hand side of (4.24) becomes
(ψ ⊗ ψ)(B+a (f)⊗ 1+ (id⊗ B
+
a )∆f) = (ψ ⊗ ψ)∆B
+
a (f) .
On the other hand, supposing that h = h1h2 for some forests h1, h2 satisfying |h1|∨|h2| ≤
m, we use the bialgebra properties of ∇ and ̂ to obtain
∇ψ(h1h2) = ∇(ψ(h1) ̂ψ(h2)) = (∇ψ(h1)) ̂ (∇φ(h2)) , (4.25)
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where we denote again by ̂ the tensorisation of the quasi shuffle product on Tˆ (A)⊗Tˆ (A).
The recursive hypothesis tells us that ∇(ψ(hi)) = (ψ ⊗ ψ)∆hi for i = 1, 2, therefore the
definition of ψ as well as the bialgebra property of ∆ allows us to write the right hand
side of (4.25) as
(ψ ⊗ ψ)∆h1 ̂ (ψ ⊗ ψ)∆h2 = (ψ ⊗ ψ)∆h1 ·∆h2 = (ψ ⊗ ψ)∆h1h2 .
Thereby closing the induction.
Remark 4.15. The map ψ has already been introduced in [3] and it is a standard tool in
the algebraic literature. Its name, contracting arborification comes as a tribute to Jean
Lecalle’s arborification apparatus in the context of Hopf algebras of trees, as explained
in [14]. We recall that in the shuffle case a function with the same properties was intro-
duced in [22] and it was denoted by φg. Generally speaking, this proposition is a direct
consequence of the Universal property for H(A), see [7, Theorem 2].
By composing the symmetrisation map and the contracting arborification with the
alphabet Adγ, we obtain an explicit Hopf algebra morphism ψS := (ψ ◦ S) : H(A
d
γ) →
Tˆ (Adγ). Considering the adjoint map ψ
∗
S = S
∗ ◦ ψ∗ : Tˆ (Adγ)
∗ → H(Adγ)
∗, we obtain the
right connection.
Theorem 4.16. Let γ ∈ (0, 1) and d ≥ 1 integer. For any quasi-geometric bracket
extension X the function ψ∗SX is a simple bracket extension.
Proof. The theorem will follow by showing that ψ∗SX satisfies the properties in Definition
4.5. This task is obtained by simply analysing some additional properties of ψS . Indeed
it is sufficient to check the following two properties: firstly, for any f ∈ F(Adγ) one has
ψS(f) ∈ 〈w ∈ W (A
d
γ) : ‖w‖γ = |f |γ〉 . (4.26)
Secondly, for all 1 ≤ n ≤ Nγ and all i1, · · · , in ∈ {1, · · · , d} we have the identity
ψS(〈〈i1 · · · in〉〉) = [ei1 · · · ein ]γ . (4.27)
Let us show firstly that from (4.26) and (4.27) (ψS)
∗X is a bracket extension. As a
consequence of (4.26) we will obtain that (ψS)
∗X is a well-defined γ-weighted rough path
over H(Adγ) with respect to its intrinsic weight. Moreover, it comes immediately from the
definition of S that for any couple of forests τ, σ such that τ ∼ σ we have S(τ) = S(σ)
and consequently
〈ψ∗SXst, σ〉 = 〈ψ
∗
Xst,Sσ〉 = 〈ψ
∗
Xst,Sτ〉 = 〈ψ
∗
SXst, τ〉 ,
for any s, t ∈ [0, T ]. Finally, we conclude from (4.27) and the (4.18) that one has the
trivial identity ψS(•(i1···in)) = [ei1 · · · ein ]γ and the final property for any s, t ∈ [0, T ]
〈ψ∗SXst, 〈〈i1 · · · in〉〉〉 = 〈Xst, ψS(〈〈i1 · · · in〉〉)〉 = 〈Xst, [ei1 · · · ein ]γ〉 = 〈ψ
∗
SXst, •(i1···in)〉 .
To conclude the proof we will show the properties (4.26) and (4.27) by induction. In case
of (4.26), we will prove it by induction on | · |γ, where the case f = 1 is trivial. Supposing
the identity (4.26) true for any f ′ ∈ F(Adγ) such that |f |γ ≤ m for some integerm, then we
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will prove that (4.26) holds for any f ∈ F(Adγ) such that |f |γ = m+1. If f = B
+
(i1···in)
(σ)
the induction hypothesis implies that ψS(σ) is a linear combination of words w
′ such that
‖w′‖γ = |σ|γ. By definition of ψ in (4.21) and accordingly to the maps S in Definition
4.11, ψS(f) will be a linear combination of the words w
′S((i1 · · · in)). Since one has the
trivial identity ‖S((i1 · · · in))‖γ = n and |σ|γ + n = m + 1 we conclude in this first case.
Secondly if f = f1f2 for some non empty forest. The homomorphism property of ψS
and the properties of the intrinsic weight ‖ · ‖γ with the quasi-shuffle product imply that
ψS(f) is a linear combination of words w
′′ satisfying ‖w′′‖ = |f1|γ + |f2|γ = |f | = m+ 1.
Therefore we obtain the property (4.21). The identity (4.21) will be proved by induction
on the index n. If n = 1 the identity (4.27) is verified by definition. Supposing that
(4.27) holds for some 1 ≤ n < Nγ, we prove that
ψS(〈〈i1 · · · in+1〉〉) = [ei1 · · · ein+1 ]γ .
Starting from formula (4.5), we have the following identities
〈〈i1 · · · in+1〉〉 = •i1 . . . •in+1 −B
+
(
∆′(•i1 · · · •in+1)
)
= •i1 . . . •in+1 −B
+
(
•in+1 ⊗ •i1 · · · •in + •i1 · · · •in ⊗•in+1
+ (•in+1 ⊗ 1)∆
′(•i1 · · · •in) + (1⊗ •in+1)∆
′(•i1 · · · •in)
)
= •i1 · · · •in+1 −B
+
(i1···in)
(•in+1)− B
+
in+1
(•i1 · · · •in)
−B+((•in+1 ⊗ 1)∆
′(•i1 · · · •in))−B
+((1⊗ •in+1)∆
′(•i1 · · · •in)) .
Applying ψS to both sides, we obtain
ψS(〈〈i1 · · · in+1〉〉) = ψS(•i1 · · · •in) ̂ γ ein+1 − ein+1[ei1 · · · ein ]γ
− ψS(•i1 · · · •in)ein+1 − ψS(B
+(•in+1 ⊗ 1)∆
′(•i1 · · · •in))
− ψS(B
+(1⊗ •in+1)∆
′(•i1 · · · •in)) .
(4.28)
Writing the induction hypothesis as
ψS(•i1 · · · •in) = ψS(B
+∆′(•i1 · · · •in)) + [ei1 · · · ein ]γ ,
we can rewrite the equation (4.28) as
ψS(〈〈i1 · · · in+1〉〉) = ψS(B
+∆′(•i1 · · · •in)) ̂ γ ein+1 + [ei1 · · · ein ]γ ̂ γ ein+1
− ein+1 [ei1 · · · ein ]γ − ψS(B
+∆′(•i1 · · · •in))ein+1 − [ei1 · · · ein]γein+1
− ψS(B
+(•in+1 ⊗ 1)∆
′(•i1 · · · •in))− ψS(B
+(1⊗ •in+1)∆
′(•i1 · · · •in)) .
After a simplification of the words with two letters, the right-hand side becomes
[ei1 · · · ein+1 ]γ + ψS(B
+∆′(•i1 · · · •in)) ̂ γ ein+1 − ψS(B
+∆′(•i1 · · · •in))ein+1
− ψS(B
+(1⊗ •in+1)∆
′(•i1 · · · •in))− ψS(B
+(•in+1 ⊗ 1)∆
′(•i1 · · · •in)) .
(4.29)
Let us show that the remaining terms after [ei1 · · · ein+1 ]γ in (4.29) are zero. Using again
the notation in the identity (4.7) and the definition of B+, we write the quantities
I = B+∆′(•i1 · · · •in) =
∑
{a,b}={i1,··· ,in}
B
(b1···bn−k)
+ (•a1 · · · •ak) ,
II = B+(•in+1 ⊗ 1)∆
′(•i1 · · · •in) =
∑
{a,b}={i1,··· ,in}
B
(b1···bn−k)
+ (•a1 · · · •ak •in+1) ,
III = B+(1⊗ •in+1)∆
′(•i1 · · · •in) =
∑
{a,b}={i1,··· ,in}
B
(b1···bn−kin+1)
+ (•a1 · · · •ak) .
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Applying finally the properties of ̂ γ and the identity ein+1 = ψS(•in+1), we have
ψS(B
+∆′(•i1 · · · •in)) ̂ γ ein+1 =
∑
{a,b}={i1,··· ,in}
(ψS(•a1 · · · •ak)[eb1 · · · ebn−k ]γ) ̂ ein+1
=
∑
{a,b}={i1,··· ,in}
ψS(•a1 · · · •ak)[eb1 · · · ebn−k ]γein+1
+
∑
{a,b}={i1,··· ,in}
(ψS(•a1 · · · •ak •in+1))[eb1 · · · ebn−k ]γ
+
∑
{a,b}={i1,··· ,in}
ψS(•a1 · · · •ak)[eb1 · · · ebn−kein+1 ]γ
= ψS(I)ein+1 + ψS(II) + ψS(III) .
Thereby obtaining the thesis.
Remark 4.17. One of the main advantage using quasi-geometric rough paths to build
a bracket extensions lies in Theorem 3.8, where it is possible to transform geometric
structure into quasi-geometric. Thus, we can in principle build some example of bracket
extensions starting from a geometric rough path defined over a tensor algebra on a vector
space containing Rd. Therefore it is possible to apply the wide literature of geometric
rough paths in order to construct non-trivial examples of simple bracket extensions.
We conclude the section by showing the relation between the simple bracket extension
in case γ ∈ (1/3, 1/2) and the notion of Ito and Stratonovich extension of an elementary
γ-rough path given in Proposition 3.22. As a first observation, we simply remark that
the alphabet Ad2 in (3.20) and its commutative bracket coincide exactly with Definition
4.9 when γ ∈ (1/3, 1/2). Thus one has that XI , the Itoˆ extension of an elementary γ-
rough path X = (x,X) is an example of a quasi-geometric bracket extension, accordingly
to Proposition 3.22 and Definition 4.10. Moreover, when γ ∈ (1/3, 1/2) it follows easily
from Definition 2.15 that there is a trivial one-to-one correspondence between γ-branched
rough paths X and elementary γ-rough paths X = (x,X), which is given by the following
identities
xit − x
i
s = 〈Xst, •i〉 , X
ji
st = 〈Xst, B
+
i (•j)〉 . (4.30)
Putting together these two facts with Theorem 4.16, we obtain a full characterisation of
the simple bracket extension in the special case γ ∈ (1/3, 1/2).
Proposition 4.18. Let γ ∈ (1/3, 1/2) and d ≥ 1 integer. For every γ-branched rough
path X associated to an elementary rough path X = (x,X) via the relations (4.30), there
exists a unique simple bracket extension X̂ over X which is given by ψ∗SX
I , where XI is
the Itoˆ extension of X, as described in Proposition 3.16.
Proof. Combining Proposition 3.22 and Theorem 4.16 with the relations (4.30), we obtain
that ψ∗SX
I is a simple bracket extension over X. On the other hand, starting from a
generic simple bracket extension X̂ over X, the hypothesis γ ∈ (1/3, 1/2) implies that X̂
is branched rough path defined in the dual of the space of the following vector space
H2|·|γ(A
d
γ) = 〈1, •i, B
+
i (•j), •j•i, •(ij)〉 , i, j ∈ {1 , · · · , d} .
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In order to identify X̂, it is sufficient to show that 〈X̂st, •(ij)〉 = 〈ψ
∗
SX
I
st, •(ij)〉. Using the
identity (4.8) with the relations (4.30) and (3.22), for any i, j ∈ {1 , · · · , d} one has
〈X̂st, •(ij)〉 = 〈Xst, •i •j −B
+
i (•j),−B
+
j (•i)〉
= (xit − x
i
s)(x
j
t − x
j
s)− X
ij
st − X
ji
st
= 〈XIst, [eiej ]〉 = 〈ψ
∗
SX
I
st, , •(ij)〉 .
(4.31)
Thereby completing the proof.
4.3 Quasi-geometric change of variable formula
Recalling from Theorem 4.7 that any choice of a simple bracket extension implies a change
of variable formula, another important consequence of Theorem 4.16 is the existence
of a quasi-geometric change of variable formula over a γ-Ho¨lder path x : [0, T ] → Rd,
x = (x1, · · · , xd). We conclude the section by stating and proving this formula via two
different methods.
In this case, we suppose that there exists a quasi-geometric bracket extension X over
x, meaning that for any i ∈ {1 , · · · , d} one has 〈Xst, ei〉 = x
i
t − x
i
s. Similarly as before,
the path X : [0, T ]→ (T (Adγ))
d, X = {X i : [0, T ]→ T (Adγ)}i∈{1 ,··· ,d} defined for any word
w ∈ W (Adγ) as
〈w, (Xt)
i〉 =

xit if w = 1
∗ ,
1 if w = ei
0 otherwise ,
(4.32)
satisfies immediately the properties of Definition 2.6, obtaining X ∈ (DNγ
X
)d for any
N ≥ 1. The definition of X implies an explicit algebraic identity.
Lemma 4.19. Let γ ∈ (0, 1) and d ≥ 1 integer. For any integer 1 ≤ N ≤ Nγ + 1 and
any function ϕ ∈ CNb (R
d,R) the weighted modelled distribution Φ(Xt) ∈ D
Nγ
X
is given by
the following identity
Φ(Xt) =
∑
u∈W (Adγ)
‖u‖γ<N
∂uϕ(xt)
u!
u , (4.33)
where for any word u ∈ W (Adγ) we define
∂uϕ(xt) :=
{
ϕ(Xt) if u = 1 ,
∂k1+···+knϕ(xt) if u = k1 · · · kn,
u! :=
{
1 if u = 1 ,∏n
i=1 ki! if u = k1 · · · kn .
Proof. Following the definition of Φ in (2.22b) and the definition of X in (4.32), we obtain
Φ(Xt) =
∑
0≤|k|<N
∂kϕ(xt)
k1! · · ·kd!
e
̂ γk1
1 ̂ γ · · · ̂ γe
̂ γkd
d ,
where e1 , · · · , ed ∈ A
d
γ is the canonical basis and k = (k1, · · · , kd) is generic multi index.
Thus we obtain the thesis as long as we have∑
0≤|k|<N
∂kϕ(xt)
k1! · · · kd!
e
̂ γk1
1 ̂ γ · · · ̂ γe
̂ γkd
d =
∑
u∈W (Adγ)
‖u‖γ<N
∂uϕ(xt)
u!
u , (4.34)
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We check this identity by induction on d. In case d = 1 the underlying alphabet becomes
A1γ = {1 , · · · , Nγ}. Recalling the standard identity using the shuffle product 
ak = k! a · · · a︸ ︷︷ ︸
k times
,
for any letter a and any alphabet A, we use the maps exp and log defined in Theorem
3.6 to obtain for any integer k ≥ 0 the following identity
1 ̂ γk = exp(log(1 ̂ γk)) = exp((log(1))k)
= k! exp(1 · · · 1︸ ︷︷ ︸
k times
) =
∑
I∈C(k)
k!
I!
[1 · · · 1︸ ︷︷ ︸
k times
]γ,I .
(4.35)
Summing this identity over k we obtain the base of the induction
N−1∑
k=0
∂kϕ(xt)
k!
1 ̂ γk =
N−1∑
k=0
∑
I∈C(k)
∂kϕ(xt)
I!
[1 · · ·1︸ ︷︷ ︸
k times
]γ,I =
∑
u∈W (Adγ)
‖u‖γ<N
∂uϕ(xt)
u!
u ,
because the couples (k, I) are in one-to-one correspondence with the words ‖u‖γ < N ,
thanks to the hypothesis 1 ≤ N ≤ Nγ + 1. Supposing the identity (4.34) true for d− 1,
we write the left-hand side of (4.34) as
N−1∑
n=0
1
n!
( ∑
k∈Nd−1
|k|<N−n
∂k(∂ndϕ)(xt)
k1! · · · kd−1!
e
̂ γk1
1 ̂ γ · · · ̂ γe
̂ γkd−1
d−1
)
̂ γe
̂ γkd
d ,
Applying the induction hypothesis and the identity (4.35) on the last term in the external
product, this sum becomes
N−1∑
n=0
∑
I∈C(n)
∑
u′∈W ((Ad−1γ )
′)
‖u′‖γ<N−n
∂u
′
(∂ndϕ)(xt)
u′!I!
u′ ̂ γ[ed · · · ed︸ ︷︷ ︸
n times
]γ,I , (4.36)
where (Ad−1γ )
′ ⊂ Adγ is the alphabet obtained by adding a zero component to each term
of Ad−1γ . Using the direct definition of the quasi-shuffle product given in (3.2), the sum
(4.36) becomes
N−1∑
n=0
∑
I∈C(n)
∑
u′∈W ((Ad−1γ )
′)
‖u′‖γ<N−n
∂u
′
∂ndϕ(xt)
u′!I!
∑
f∈S|u′|,|I|
f(u′[ed · · · ed︸ ︷︷ ︸
n times
]γ,I) ,
where S|u′|,|I| is the set of all surjections f : {1 , · · · , |u
′| + |I|} → {1 , · · · , k} satisfying
f(1) < · · · < f(|u′|), f(|u′| + 1) < · · · < f(|u′| + |I|) for some integer k such that
max(|u′|, |I|) ≤ k ≤ |u′| + |I|. Since all the letters in u′ have the d-th component equal
to zero, the elements (n, I, u′, f) above are in one-to-one correspondence with all words
u ∈ W (Adγ) such that ‖u‖γ < N . Moreover it follows from their definitions that we have
∂u
′
∂ndϕ = ∂
uϕ and u! = u′!I!. Thus we complete the induction.
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From the explicit formula of Φ(Xt), we deduce the change of variable formula.
Theorem 4.20. Let x : [0, T ] → Rd be a generic γ-Ho¨lder path for any γ ∈ (0, 1) and
d ≥ 1 integer such that there exists a γ-quasi-geometric rough path X over x. For any
ϕ ∈ C
Nγ+1
b (R
d,R) one has
ϕ(xt) = ϕ(xs) +
Nγ∑
n=1
∑
|k|=n
1
k!
∫ t
s
∂kΦ(Xr)d
g
X
k
r , (4.37)
where k is generic multi-index and ∂kΦ(Xr) is the lifting of is the weighted controlled
rough path obtained by composition of X in (4.32) with ∂kϕ : Rd → R as defined in
Proposition (2.8).
Proof. For any k ∈ Adγ such that |k| = n we can apply the explicit formula (4.33) to
∂kΦ(Xr) obtaining
∂kΦ(Xr) =
∑
u∈W (Adγ)
‖u‖γ<Nγ+1−n
∂u(∂kϕ)(xt)
u!
u .
Applying Proposition (2.11) and (2.29) to the geometric rough integral we deduce also
1
k!
∫ t
s
∂kΦ(Xr)dX
k
r =
∑
u∈W (Adγ)
‖u‖γ<Nγ+1−n
∂u(∂kϕ)(xt)
u!k!
〈Xst, uk〉+ o(|t− s|) . (4.38)
Summing both sides of (4.38) over n and all k, we obtain the trivial identity
Nγ∑
n=1
∑
k∈Adγ
|k|=n
1
k!
∫ t
s
∂kΦ(Xr)dX
k
r =
=
Nγ∑
n=1
∑
k∈Adγ
|k|=n
∑
u∈W (Adγ)
‖u‖γ<Nγ+1−n
∂u(∂kϕ)(xt)
u!k!
〈Xst, uk〉+ o(|t− s|)
=
∑
w∈W (Adγ)
1≤‖w‖γ<Nγ+1
∂wϕ(xt)
w!
〈Xst, w〉+ o(|t− s|) .
(4.39)
On the other hand, following Definition 2.6 of weighted controlled path to the quantity
ϕ(xt) = 〈1
∗,Φ(Xt)〉 we have
ϕ(xt)− ϕ(xs) =
∑
u∈W (Adγ)
1≤‖u‖γ<Nγ+1
〈u∗,Φ(Xs)〉〈Xst, u〉+ o(|t− s|)
=
∑
u∈W (Adγ)
1≤‖u‖γ<Nγ+1
∂uϕ(xt)
u!
〈Xst, u〉+ o(|t− s|) .
(4.40)
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Subtracting the equation (4.39) from (4.40) we obtain
ϕ(xt)− ϕ(xs)−
Nγ∑
n=1
∑
k∈Adγ
|k|=n
1
k!
∫ t
s
∂kΦ(Xr)dX
k
r = o(|t− s|) .
Therefore we can conclude as in the proof of Theorem 4.7.
The formula (4.37) can be obtained as a trivial consequence of the Theorems 4.7 and
4.16, provided an explicit identity between branched and geometric rough integrals.
Proposition 4.21. Let x : [0, T ]→ Rd be a generic γ-Ho¨lder path for any γ ∈ (0, 1) and
d ≥ 1. Then for any γ-quasi-geometric rough path X over x and all i1, · · · , in ∈ {1, · · · , d}
we have the identity∫ t
s
Φb(Xr)d
b(ψ∗SX)
(i1···in)
r =
∫ t
s
Φg(Xr)d
g
X
[ei1 ···ein ]γ
r , (4.41)
where Φb and Φb are respectively the lifting of ϕ ∈ C
Nγ+1−n
b (R
d,R) composed with the
weighted controlled rough paths (4.1) and (4.32). Moreover, we adopted the convention
(i1 · · · in) = i1 and [ei1 · · · ein ]γ = ei1 when n = 1.
Proof. Accordingly to Proposition 2.11 we have the identity modulo o(|t− s|)∫ t
s
Φb(Xr)d(ψ
∗
SX)
(i1···in)
r =
Nγ−n∑
m=0
1
m!
d∑
j1,··· ,jm=1
∂j1 · · ·∂jnϕ(xs)〈ψ
∗
SXst, B
+
(i1···in)
(•j1 · · · •jm)〉 ,∫ t
s
Φg(Xr)d
g
X
[ei1 ···ein ]γ
r =
∑
u∈W (Adγ)
‖u‖γ<Nγ+1−n
∂uϕ(xs)
u!
〈Xst, u[ei1 · · · ein ]γ〉 .
By definition of ψS , for any j1 , · · · , jm one has
〈ψ∗SXst, B
+
(i1···in)
(•j1 · · · •jm)〉 = 〈Xst, (ej1 ̂ γ · · · ̂ γ ejm)[ei1 · · · ein ]γ〉 .
Using the combinatorial identities (4.20) and (4.34) we can write
Nγ−n∑
m=0
1
m!
d∑
j1,··· ,jm=1
∂j1 · · ·∂jmϕ(xs)〈Xst, (ej1 ̂ γ · · · ̂ γ ejm)[ei1 · · · ein ]γ〉
=
∑
0≤|k|<Nγ+1−n
∂kϕ(xs)
k1! · · · kd!
〈Xst, (e
̂ γk1
1 ̂ γ · · · ̂ γe
̂ γkd
d )[ei1 · · · ein ]γ〉
=
∑
u∈W (Adγ)
‖u‖γ<Nγ+1−n
∂uϕ(xs)
u!
〈Xst, u[ei1 · · · ein ]γ〉 .
(4.42)
Thereby obtaining that the difference between the two terms in in (4.41) is of order
o(|t− s|). The identity (4.41) comes as trivial consequence.
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An alternative proof of Theorem 4.20. Thanks to the Theorem 4.16, the rough path ψ∗SX
is a simple bracket extension over x. Thus the formula (4.10) reads as
ϕ(xt) =
ϕ(xs) +
d∑
i=1
∫ t
s
∂iΦ(Xr)d
b(ψ∗SX)
i
r +
Nγ∑
n=2
1
n!
d∑
i1,··· ,in=1
∫ t
s
∂i1 · · ·∂inΦ(Xr)d
b(ψ∗SX)
(i1···in)
r ,
Using the equalities (4.41) and (4.20), we conclude immediately.
Remark 4.22. Accordingly to Proposition (4.18), in case γ ∈ (1/3, 1/2) there exists a
unique notion of simple bracket extension over a branched rough paths which is associated
to an elementary rough path. Therefore both formulae (4.37) and (4.10) collapse to a
unique one which is exactly the one obtained in [16, Prop. 5.6] by means of the notion
of reduced rough paths.
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