Abstract. In this article we show how the Dedekind-Hasse criterion may be applied to prove a simple result about quadratic number fields that usually is derived as a consequence of the theory of ideals and ideal classes.
Introduction
Let m be a squarefree integer, K = Q( √ m ) the quadratic number field generated by the square root of m, D m its ring of integers, and ∆ = discK its discriminant. The following result is called the Theorem 1 (Dedekind-Hasse Criterion) . The domain D m is a principal ideal domain if for all α, β ∈ D m \ {0} with β α and |N α| ≥ |N β| there exist γ, δ ∈ D m such that 0 < |N (αγ − βδ)| < |N β|.
(
Actually, this is only a very special case of Dedekind's and Hasse's result, who considered more generally arbitrary number fields and even general rings.
For squarefree integers m as above we define the Gauss bound
In this note 1 we will show how to use the Dedekind-Hasse criterion for proving the following Theorem 2. Assume that for all rational primes p with 2 ≤ p ≤ µ m with (
In the case m < 0, no prime p < µ p can be a norm from D m , and we obtain the Corollary 3. Assume that m < 0 and ( ∆ p ) = −1 for all prime numbers p with 2 ≤ p ≤ −∆/3; then D m is a PID.
In particular, D m is a PID for −m = 1, 2, 3, 7, 11, 19, 43, 67, 163. It is also easy to see that Thm. 2 holds whenever D m is a unique factorization domain; thus we find Corollary 4. A number ring D m is a UFD if and only if it is a PID.
1 This note was written around 1985.
Proof of the Main Theorem
Since N β = 0, the condition (1) is equivalent to is not in D m unless c 1 = c 2 = 2, m ≡ 1 mod 4, and a ≡ b mod 2. We treat these cases separately.
Setting γ = c 2 γ 1 we find
hence (2) is satisfied.
, hence there is nothing to prove in the case ∆ < 0 and 2 < −∆/3. In the remaining cases there exists an element π = x+y √ m 2 with |N (π)| = 2:
• m < 0, 2 > −∆/3: then m = −7, and we can take x = y = 1.
• m > 0, 2 > ∆/5: then m = 17, and we can take x = 5, y = 1.
• m > 0, 2 < ∆/5: here the existence follows from the assumption of the theorem.
This finishes the proof of Lemma 5.
Our next result is
Lemma 6. It is sufficient to verify (2) for c < µ m .
Proof. Since gcd(a, b, c) = 1 there exist integers d, e, f with ad + be + cf = 1. We distinguish two cases.
1. m ≡ 2, 3 mod 4. By division with remainders in the rational integers there exist integers q, r with
• If m > 0 and c > ∆/5 = 4m/5, then
This finishes the proof of Lemma 6 in the case ∆ = 4m.
2. m ≡ 1 mod 4. We claim that we can choose the integers d, e, f with ad+be+cf = 1 in such a way that d ≡ e mod 2. In fact, if d ≡ e + 1 mod 2 then either c is odd or c = 2 (by Lemma 5). If c is odd we set e = e + c and f = f − b; then ad + be + cf = 1 and d ≡ e mod 2. If c = 2 we must have a ≡ b + 1 mod 2 (otherwise ξ ∈ D m ) and set d = b + d and e = e − a; then ad + be + cf = 1 and d ≡ e mod 2. Now there are integers q, r with ae + mbd = cq + r, where we choose r in such a way that q ≡ f mod 2 and
∈ D m we verify (2) exactly as in the case m ≡ 2, 3 mod 4.
The final step in the proof of Thm. 2 is Lemma 7. It is sufficient to verify (2) in the case where c = p is prime with a 2 − mb 2 ≡ 0 mod p and (
Proof. Assume that c (a 2 − mb 2 ); then a 2 − mb 2 = cq + r for integers q, r with 0 < |r| ≤ | we deduce that x 2 ≡ my 2 mod p; since we also have a 2 ≡ mb 2 mod p we must have
Replacing y by −y if necessary we may assume that, in this congruence, the plus sign holds; letting z denote an integer with z ≡ x 2a mod p we find
Thus there is a δ ∈ D m with (a + b √ m )z = π + pδ. We now set γ = z and find
which immediately shows that (2) is satisfied.
Thus there exist integers r, s with
Since p | m, the prime p ramifies in D m , hence π | √ m and therefore π | a − b √ m since p | a. Dividing (3) through by π we find
where π is the conjugate of π and thus satisfies ππ = N π = ±p. Setting γ = a−b √ m π · r and δ = ±πs we find that (2) is satisfied. This finishes the proof of Theorem 2.
Applications
Assume now that D m is a UFD. Then for all α, β ∈ D m there exists a ρ ∈ D m with (ρ) = (α, β), and λ, µ ∈ D m with αλ + βµ = ρ.
In this section we will show that there is an algorithm for computing a Bezout representation (4) using the Euclidean algorithm in Z and the prime elements π in Theorem 2 whose norms lie below the Gauss bound.
In fact, given α and β as above we can compute, as in the proof of Theorem 2, elements γ 0 , δ 0 ∈ D m with ρ 1 = αγ 0 − βδ 0 and 0 < |N ρ 1 | < |N β|. If ρ 1 | β, then we also have ρ 1 | α, and it follows that (α, β) = (ρ 1 ), and that (4) holds with λ = γ 0 and µ = δ 0 .
If ρ β, then |N ρ 1 | < |N β| shows that we can apply Thm.2 to the pair (β, ρ), and we can find γ 1 , δ 1 ∈ D m with
If ρ 2 | ρ 1 , then (α, β) = (ρ 2 ), and (4) holds with λ = −γ 0 δ 1 and µ = γ 1 + δ 0 δ 2 . If ρ 2 ρ 1 we can apply Thm. 2 again; since the norm cannot decrease indefinitely, we eventually must find that ρ n | ρ n−1 . Then (α, β) = (ρ n ), and by working backwards we find, in the usual way, the Bezout elements λ and µ.
Computing Prime Elements. Assume that p is a prime with p > µ m , and that we know an integer x with x 2 ≡ m mod p. If D m is a UFD, then we can compute an element π ∈ D m with |N π| = p as follows: set α = p and β = x − √ m; then (π) = (α, β) for some π ∈ D m with norm ±p. , hence a = 39, b = 1, c = 11; we choose d = 0, e = 12, f = −1 and find ad + be + cf = 1. Moreover ae = 468 = qc + r = 43 · 11 − 5, hence q = 43 and r = −5 (we choose r in such a way that it minimzes |r 2 − m|), and γ 0 = 12, δ 0 = 43 + √ 14. Thus we find 
