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FROBENIUS DIVISIBILITY FOR HOPF ALGEBRAS
ADAM JACOBY AND MARTIN LORENZ
To Don Passman on the occasion of his 75th birthday
ABSTRACT. We present a unified ring theoretic approach, based on properties of the Casimir element of a
symmetric algebra, to a variety of known divisibility results for the degrees of irreducible representations
of semisimple Hopf algebras in characteristic 0. All these results are motivated by a classical theorem of
Frobenius on the degrees of irreducible complex representations of finite groups.
INTRODUCTION
0.1. A result of Frobenius from 1896 [4, §12] states that the degree of every irreducible represen-
tation of a finite group G over an algebraically closed field k characteristic 0 divides the order of G.
According to a conjecture of Kaplansky, the 6th in his celebrated list of conjectures in [7], an analogous
fact is expected to hold more generally for any finite-dimensional involutory Hopf k-algebra H :
FD: the degrees of all irreducible representations of H divide dimk H .
Recall that H is said to be involutory if the antipode of H satisfies S2 = IdH – it is a standard fact
that, over a base field k of characteristic 0, this condition amounts to semisimplicity of H . Frobenius’
original theorem is the special case of FD where H is the group algebra of G over k; therefore, the
statement FD is referred to as Frobenius divisibility. While Kaplansky’s conjecture remains open as
of this writing, it is in fact known to hold in several instances. It is our aim in this article to present a
unified approach to a number of these generalizations using some general observations on symmetric
algebras. Some of this material can be found in the earlier article [9] in the slightly more general setting
of Frobenius algebras, and the authors have also greatly benefitted from a reading of the preprint [1]
by Cuadra and Meir.
0.2. Here is a brief overview of the contents of this article. Section 1 is entirely devoted to symmetric
algebras, with particular focus on the special case of a finite-dimensional semisimple algebra A. The
main results, Proposition 4 and Theorem 5, both concern the so-called Casimir element of A; the
former gives an expression of the central primitive idempotents of A in terms of the Casimir element
while the latter gives a representation theoretic description of the Casimir element. Under certain
hypotheses, these results allow us to deduce that a version of property FD for A is in fact equivalent
to the apparently simpler condition that the Casimir element is integral over Z; this is spelled out in
Corollary 6. As a first application, we quickly derive Frobenius’ original divisibility theorem for finite
group algebras in §1.9.
Section 2 then concentrates on a semisimple Hopf algebra H over a field k of characteristic 0.
We start with a formulation of Corollary 6, due to Cuadra and Meir [1], that is specific to H ; the
result (Theorem 8) states that FD for H is equivalent to integrality (over Z) of the Casimir element
cλ of H that is associated to the unique integral of λ ∈ H∗ satisfying 〈λ, 1〉 = 1. Further results
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derived in Section 2 from the material on symmetric algebras are: a theorem of Zhu [14] on irreducible
representations of H whose character is central in H∗, the so-called class equation [6], [15], and a
theorem of Schneider [13] on factorizable Hopf algebras. All these results ultimately are consequences
of certain ring theoretic properties of the subalgebra Rk(H) of H∗ that is spanned by the characters
of representations of H : the algebra Rk(H) is semsimple and defined over Z, that is, Rk(H) ∼=
k ⊗Z R(H) for some subring R(H). Moreover, R(H) is finitely generated over Z and the Casimir
element of Rk(H) does in fact belong to R(H)⊗2, thereby ensuring that the requisite integrality
property holds. We emphasize that none of the results in Section 2 are new; we take credit only for
the presentation and the unified approach. However, we hope that the methods of this article and the
point of view promulgated here will prove useful in making further progress toward a resolution of
Kaplansky’s conjecture.
0.3. With gratitude and admiration, the authors dedicate this article to Don Passman. The senior
author has benefitted throughout his career from Don’s mathematical insights, his generosity in sharing
ideas and his long lasting support and friendship. This paper bears witness to the fact that Don has
profoundly influenced generations of algebraists.
Notations and conventions. Throughout, we work over a base field k and ⊗ = ⊗k . For any k-vector
space V , we let 〈
·
,
·
〉 : V ∗ × V → k denote the evaluation pairing. The center of a k-algebra A
is denoted by Z A and the unit group by A×. Furthermore, IrrA will denote a full representative
set of the isomorphism classes of irreducible representations of A and repA is the category of finite-
dimensional representations of A or, equivalently, finite-dimensional left A-modules. Our notation and
terminology concerning Hopf algebras is standard and follows Montgomery [10] and Radford [11].
1. SYMMETRIC ALGEBRAS
1.1. Symmetric Algebras and Frobenius Forms. Every k-algebra A carries the “regular” (A,A)-
bimodule structure: the left action of a ∈ A on A is given by the left multiplication operator, aA, and
the right action by right multiplication, Aa. This structure gives rise to a bimodule structure on the
linear dual A∗ = Homk(A, k) for which the following notation is customary in the Hopf literature:
a⇀f↼b
def
= f ◦ bA ◦ Aa or 〈a⇀f↼b, c〉 = 〈f, bca〉
for a, b, c ∈ A and f ∈ A∗. The algebra A is said to be symmetric if A ∼= A∗ as (A,A)-bimodules.
Note that even a mere k-linear isomorphism A∗ ∼= A forces A to be finite-dimensional; so symmetric
algebras will necessarily have to be finite-dimensional.
The image of 1 ∈ A under any (A,A)-bimodule isomorphism A ∼−→ A∗ is a linear form λ ∈ A∗
satisfying a⇀λ = λ↼a for all a ∈ A or, equivalently, 〈λ, ab〉 = 〈λ, ba〉 for all a, b ∈ A. Linear
forms satisfying this condition will be called trace forms. Moreover, a⇀λ = 0 forces a = 0, which
is equivalent to the fact that λ does not vanish on any nonzero ideal of A; this condition will be
referred to as nondegeneracy. Conversely, if A is a finite-dimensional k-algebra that is equipped with
a nondegenerate trace form λ ∈ A∗, then we obtain an (A,A)-bimodule isomorphism
A A∗
∈ ∈
a a⇀λ = λ↼a
∼
(1)
Thus, A is symmetric. We will refer to λ as a Frobenius form for A. Note that λ is determined up to
multiplication by a central unit of A: the possible Frobenius forms of A are given by
λ′ = u⇀λ with u ∈ Z A ∩ A×
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We will think of a symmetric algebra as a pair (A, λ) consisting of the algebra A together with a fixed
Frobenius trace form λ. A homomorphism f : (A, λ) → (B, µ) of symmetric algebras is a k-algebra
map f : A→ B such that λ = µ ◦ f .
1.2. First Examples of Symmetric Algebras. To put the above definitions into perspective, we offer
the following examples of symmetric algebras. Another important example will occur later in this
article (§2.5).
1.2.1. Finite Group Algebras. The group algebra kG of any finite group G is symmetric. Indeed, any
a ∈ kG has the form a =
∑
g∈G αgg with unique scalars αg ∈ k and a Frobenius form for kG is given
by
λ(
∑
g∈G
αgg)
def
= α1
It is straightforward to check that λ is indeed a non-degenerate trace form.
1.2.2. Finite-dimensional Semisimple Algebras. Any finite-dimensional semisimple algebraA is sym-
metric. In order to obtain a Frobenius form for A, it suffices to construct a nonzero trace form for all
simple Wedderburn components of A; the sum of these trace forms will then be a Frobenius form for
A. Thus, we may assume that A is a finite-dimensional simple k-algebra. Letting K denote an alge-
braic closure of the k-field K = Z A, we have A⊗K K ∼= Matd(K) for some d. The ordinary matrix
trace Matd(K) → K yields a nonzero k-linear map A →֒ A ⊗K K → K that vanishes on the space
[A,A] of all Lie commutators in A. Thus, A/[A,A] 6= 0 and we may pick any 0 6= λ0 ∈ (A/[A,A])∗
to obtain a nonzero trace form λ = λ0 ◦ can : A ։ A/[A,A] → k. Non-degeneracy of λ is clear,
because A has no nonzero ideals.
1.3. The Casimir Element. Let (A, λ) be a symmetric algebra. The element cλ ∈ A⊗ A that corre-
sponds to IdA ∈ Endk(A) under the isomorphism Endk(A) ∼= A ⊗ A coming from (1) is called the
Casimir element of (A, λ):
Endk(A) A⊗A
∗ A⊗A
∈ ∈
IdA cλ
∼
can.
∼
(1) (2)
Writing cλ =
∑
i xi⊗yi with {xi} k-linearly independent, (2) means explicitly that a =
∑
i xi〈λ, ayi〉
for all a ∈ A or, equivalently, the xi form a k-basis of A such that 〈λ, xiyj〉 = δi,j for all i, j. It then
follows that the yi also form a k-basis of A satisfying 〈λ, yixj〉 = δi,j . Hence,
cλ =
∑
i
xi ⊗ yi =
∑
yi ⊗ xi (3)
Thus, the Casimir element cλ is fixed by the switch map τ ∈ AutAlg
k
(A⊗A) given by τ(a⊗b) = b⊗a.
Lemma 1. Let (A, λ) be a symmetric algebra. Then, for all z ∈ A ⊗ A, we have zcλ = cλτ(z).
Consequently, c2λ ∈ Z (A⊗A) = Z A⊗Z A .
Proof. Recall that a =∑i xi〈λ, ayi〉 =
∑
i yi〈λ, axi〉 for all a ∈ A. Using this, we compute∑
i
axi ⊗ yi =
∑
i,j
xj〈λ, axiyj〉 ⊗ yi =
∑
i,j
xj ⊗ yi〈λ, yjaxi〉 =
∑
j
xj ⊗ yja
Thus, (a⊗ 1)cλ = cλ(1⊗ a). Applying the switch automorphism τ to this equation and using the fact
that cλ is stable under τ , we also obtain (1⊗ b)cλ = cλ(b⊗ 1). Hence, (a⊗ b)cλ = cλ(b⊗ a), which
implies c2λ ∈ Z (A⊗A). 
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1.4. The Casimir Trace. The following operator was originally introduced by D.G. Higman [5]:
γλ : A A/[A,A] Z A
∈ ∈
a
∑
i xiayi =
∑
i yiaxi
can.
(4)
The following lemma justifies the claims, implicit in (4), that γλ is center-valued and vanishes on
[A,A]. We will refer to γλ as the Casimir trace of (A, λ).
Lemma 2. Let (A, λ) be a symmetric algebra. Then aγλ(bc) = γλ(cb)a for all a, b, c ∈ A.
Proof. The identity in Lemma 1 states that ∑i axi ⊗ byi =
∑
i xib ⊗ yia in A ⊗ A. Multiplying
this identity on the right with c ⊗ 1 and then applying the multiplication map A ⊗ A → A gives∑
i axicbyi =
∑
i xibcyia or, equivalently, aγλ(cb) = γλ(bc)a as claimed. 
1.5. A Trace Formula. The Casimir element cλ can be used to give a convenient trace formula for
endomorphisms of A:
Lemma 3. Let (A, λ) be a symmetric algebra with Casimir element cλ =
∑
i xi ⊗ yi. Then, for any
f ∈ Endk(A), we have trace(f) =
∑
i〈λ, f(xi)yi〉 =
∑
i〈λ, xif(yi)〉.
Proof. By (2), f(a) =∑i f(xi)〈λ, ayi〉 for all a ∈ A. Thus,
trace : Endk(A) A⊗A
∗ k
∈ ∈ ∈
f
∑
i f(xi)⊗ (yi⇀λ)
∑
i〈λ, f(xi)yi〉
∼
can. evaluation
This proves the first equality; the second follows from (3). 
With f = bA ◦ Aa for a, b ∈ A, Lemma 3 gives the formula
trace(bA ◦ Aa) = 〈λ, bγλ(a)〉 = 〈λ, γλ(b)a〉 = trace(aA ◦ Ab)
In particular, we obtain the following expressions for the regular character of A:
〈χreg, a〉
def
= trace(aA) = trace(Aa) = 〈λ, γλ(a)〉 = 〈λ, γλ(1)a〉 (5)
1.6. Primitive Central Idempotents. Now let A be a finite-dimensional semisimple k-algebra and
let IrrA denote a full representative set of the isomorphism classes of irreducible representations of
A. For each S ∈ IrrA, we let D(S) = EndA(S) denote the Schur division algebra of S and aS ∈
EndD(S)(S) the operator given by the action of a on S. Consider the Wedderburn isomorphism
a
(
aS
)
∈ ∈
A
∏
S∈IrrA
EndD(S)(S)
∼
(6)
The primitive central idempotent e(S) ∈ Z A is the element corresponding to (0, . . . , 0, IdS , 0, . . . , 0) ∈∏
S∈IrrA EndD(S)(S) under the this isomorphism; so
e(S)T = δS,T IdS (S, T ∈ IrrA)
The following proposition gives a formula for e(S) using data coming from the structure of A as a
symmetric algebra (§1.2.2) and the character χS of S, defined by
〈χS , a〉 = trace(aS) (a ∈ A)
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Proposition 4. LetA be a finite-dimensional semisimple k-algebra with Frobenius trace form λ . Then,
for each S ∈ IrrA , we have the following formula in A = k⊗A:
γλ(1) e(S) = d(S) (χS ⊗ IdA)(cλ) = d(S) (IdA⊗χS)(cλ)
where d(S) = dimD(S) S. In particular, γλ(1)S = 0 if and only if χS = 0 or d(S) 1k = 0.
Proof. Since (χS ⊗ IdA)(cλ) = (IdA⊗χS)(cλ) by (3), we only need to show that γλ(1) e(S) =
d(S) (χS ⊗ IdA)(cλ). This amounts to the condition 〈λ, γλ(1) e(S) a〉 = d(S) 〈λ, (χS ⊗ IdA)(cλ)a〉
for all a ∈ A by nondegeneracy of λ. But a =
∑
i xi〈λ, yia〉 by (3) and so
〈λ, (χS ⊗ IdA)(cλ)a〉 =(3)
〈λ,
∑
i 〈χS , xi〉yia〉 =
∑
i 〈χS , xi〉〈λ, yia〉 = 〈χS , a〉
Thus, our goal is to show that
〈λ, γλ(1) e(S) a〉 = d(S) 〈χS , a〉 (a ∈ A) (7)
For this, we use the regular character:
〈χreg, e(S) a〉 =(5)
〈λ, γλ(1) e(S) a〉
On the other hand, by Wedderburn’s Structure Theorem, the regular representation of A has the form
Areg ∼=
⊕
T∈IrrA T
⊕d(T )
, whence χreg =
∑
T∈IrrA d(T )χT . Since e(S)⇀χT = χT↼e(S) =
δS,TχS , we obtain
e(S)⇀χreg = χreg↼e(S) = d(S)χS (8)
Therefore, 〈χreg, e(S)a〉 = d(S)〈χS , a〉, proving (7). Finally, (7) also shows that γλ(1) e(S) = 0 if
and only if d(S)χS = 0, which implies the last assertion in the proposition. 
1.7. The Casimir Square. Continuing to assume thatA be a finite-dimensional semisimple k-algebra,
we now describe the Casimir square c2λ ∈ Z A⊗Z A (Lemma 1) in terms of the following isomorphism
coming from the Wedderburn isomorphism (6):
A⊗A
∏
S,T∈IrrA
EndD(S)(S)⊗ EndD(T )(T )
∈ ∈
a⊗ b
(
aS ⊗ bT
)
∼
(9)
We will write tS,T ∈ EndD(S)(S)⊗EndD(T )(T ) for the (S, T )-component of the image of t ∈ A⊗A
under the above isomorphism; so (a⊗b)S,T = aS⊗bT . Recall that S ∈ IrrA is absolutely irreducible
if and only if D(S) = k.
Theorem 5. Let A be a finite-dimensional semisimple k-algebra with Frobenius trace form λ . Then
(cλ)S,T = 0 for S 6= T ∈ IrrA. If S is absolutely irreducible, then (dimk S)2 (c2λ)S,S = γλ(1)2S .
Proof. For S 6= T , we have
(cλ)S,T =
(
(e(S)⊗ e(T ))cλ
)
S,T
=
Lemma 1
(
cλ(e(T )⊗ e(S))
)
S,T
= (cλ)S,T (0S ⊗ 0T ) = 0
It remains to consider (c2λ)S,S . First,
c2λ =
∑
i (xi ⊗ yi)cλ =Lemma 1
∑
i (xi ⊗ 1)cλ(yi ⊗ 1) = (γλ ⊗ Id)(cλ) (10)
Next, for c ∈ Z A, the operator cS ∈ D(S) is a scalar, since S absolutely irreducible, and χS(c) =
d(S)cS with d(S) = dimk S. Therefore, writing ρS(a) = aS for a ∈ A, we calculate
d(S)(ρS ◦ γλ)(a) = (χS ◦ γλ)(a) = χS(
∑
ixiayi) = χS(
∑
iayixi)
= χS(a γλ(1)) = χS(a) γλ(1)S
(11)
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and further
d(S)2 (c2λ)S,S =(10)
d(S)2 (ρS ⊗ ρS)
(
(γλ ⊗ Id)(cλ)
)
= d(S)2
(
(ρS ◦ γλ)⊗ ρS
)
(cλ)
=
(11)
d(S) (χS ⊗ ρS)(cλ) γλ(1)S
= (Idk⊗ρS)
(
d(S) (χS ⊗ Id)(cλ)
)
γλ(1)S
=
Proposition 4
ρS
(
e(S)γλ(1)
)
γλ(1)S = γλ(1)
2
S
which completes the proof of the theorem. 
1.8. Integrality and Divisibility. We recall some standard facts about integrality. Let R be a ring and
let S be a subring of the center Z R. An element r ∈ R is said to be integral over S if r satisfies some
monic polynomial over S. The following basic facts will be used repeatedly below:
• An element r ∈ R is integral over S if and only if r ∈ R′ for some subring R′ ⊆ R such that
R′ contains S and is finitely generated as an S-module.
• If R is commutative, then the elements of R that are integral over S form a subring of R
containing S, called the integral cosure of S in R.
• The integral closure of Z in Q is Z: an element of Q that is integral over Z must belong to Z.
The last fact above reduces the problem of showing that a given nonzero integer s divides another
integer t to proving that the fraction t
s
is merely integral over Z.
A semisimple k-algebra A is said to be split if D(S) = k holds for all S ∈ IrrA.
Corollary 6. Let A be a split semisimple k-algebra with Frobenius trace form λ. Assume that chark =
0 and that γλ(1) ∈ Z . Then the following are equivalent:
(i) The degree of every irreducible representation of A divides γλ(1);
(ii) the Casimir element cλ is integral over Z.
Proof. Theorem 5 gives the formula (c2λ)S,S =
(
γλ(1)
dimk S
)2
. If (i) holds, then the isomorphism (9) maps
Z[c2λ] into
∏
S∈IrrH Z, because (cλ)S,T = 0 for S 6= T by Theorem 5. Thus, Z[cλ] is a finitely
generated Z-module and (ii) follows. Conversely, (ii) implies that c2λ also satisfies a monic polynomial
over Z and all (c2λ)S,S satisfy the same polynomial. Therefore, the fractions
γλ(1)
dimk S
must be integers,
proving (i). 
Next, for a given homomorphism (A, λ) → (B, µ) of symmetric algebras, we may consider the
induced module IndBA S = B ⊗A S for each S ∈ IrrA
Corollary 7. Let A be a split semisimple algebra over a field k of characteristic 0 and let λ be a
Frobenius trace form for A. Furthermore, let (B, µ) be a symmetric k-algebra such that γµ(1) ∈ k
and let (A, λ) → (B, µ) be a homomorphism of symmetric algebras. If the Casimir element cλ is
integral over Z, then so is the scalar γµ(1)
dimk IndBA S
for each S ∈ IrrA.
Proof. It suffices to show that
γµ(1)
dim
k
IndBA S
=
γλ(1)S
dim
k
S
Indeed, by Theorem 5, the square of the fraction on the right equals (c2λ)S,S , which is integral over
Z if cλ is. To check the above equality, let us put e := e(S) for brevity. Then S⊕ dimk S ∼= Ae and
so IndBA S
⊕ dimk S ∼= Bφ(e), where φ denotes the given homomorphism (A, λ) → (B, µ). Since
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φ(e) ∈ B is an idempotent, dimk Bφ(e) = trace(Bφ(e)). Therefore,
dimk Ind
B
A S
⊕ dimk S = trace(Bφ(e)) =(5)
〈µ, φ(e) γµ(1)〉 = 〈µ, φ(e)〉 γµ(1)
= 〈λ, e〉 γµ(1) =(7)
(dim
k
S)2
γλ(1)S
γµ(1)
The desired equality is immediate from this. 
1.9. A First Application: Frobenius’ Divisibility Theorem for Finite Group Algebras. Returning
to the setting of §1.2.1, consider the group algebra kG of any finite group G and assume that k is a
splitting field for kG with chark = 0; so kG is split semisimple. The Frobenius form λ of §1.2.1
satisfies 〈λ, gh−1〉 = δg,h for g, h ∈ G. Hence, the Casimir element is
cλ =
∑
g∈G
g ⊗ g−1
Since cλ ∈ ZG ⊗Z ZG, a subring of kG ⊗ kG that is finitely generated over Z, condition (ii) in
Corollary 6 is satisfied. Moreover, γλ(1) = |G| ∈ Z as also required in Corollary 6. Thus, the
corollary yields that the degrees of all irreducible representations of kG divide γλ(1) = |G|, as stated
in Frobenius’ classical theorem.
2. HOPF ALGEBRAS
2.1. Preliminaries: Semisimplicity, Integrals, and Frobenius Forms. We begin with a few re-
minders on semisimple Hopf algebras H over a field k of characteristic 0; the reader is referred to
[10], [11] and [12] for details. First, semisimplicity of H amounts to H being finite-dimensional and
involutory, that is, the antipode of H satisfies S2 = IdH . Both properties pass to H∗; so H∗ is
semisimple as well. By Maschke’s Theorem for Hopf algebras, H is unimodular and 〈ε,Λ〉 6= 0 holds
for any nonzero integral Λ ∈
∫
H
, where ε is the counit of H . Furthermore, each such Λ serves as
Frobenius form for H∗. In this section, we will fix the unique Λ ∈
∫
H
such that
〈ε,Λ〉 = dimk H (12)
We also fix the following normalized version of the regular character χreg of H ; see §1.5:
λ := (dimk H)
−1χreg (13)
Then λ is a nonzero integral of H∗ satisfying 〈λ,Λ〉 = 〈λ, 1〉 = 1. Taking λ as Frobenius form for H ,
the associated Casimir element is
cλ = S(Λ(1))⊗ Λ(2) = Λ(2) ⊗ S(Λ(1))
= S(Λ(2))⊗ Λ(1) = Λ(1) ⊗ S(Λ(2))
(14)
Thus, the Casimir trace γλ : H → Z H is given by γλ(h) = S(Λ(1))hΛ(2) for h ∈ H . Therefore,
γλ(1) = 〈ε,Λ〉 = dimk H (15)
Reversing the roles of H and H∗ and taking Λ as a Frobenius form for H∗, the value of the Casimir
trace γΛ at ε = 1H∗ is
γΛ(ε) = 〈λ, 1〉 = 1 (16)
Example. For a finite group algebra H = kG, the integral Λ in (12) is Λ =∑g∈G g. The normalized
regular character λ in (13) is given by 〈λ, g〉 = δg,1 for g ∈ G; so λ is identical to the Frobenius form
of §1.2.1. The Casimir element cλ in (14) is
∑
g∈G g ⊗ g
−1 as in §1.9. So γλ(h) =
∑
g∈G ghg
−1 for
h ∈ kG.
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2.2. Frobenius Divisibility for Hopf Algebras. The following special case of Corollary 6 is due to
Cuadra and Meir [1, Theorem 3.4]. Note that (14) gives a formula for the Casimir element to be tested
for integrality. For H = kG, the theorem gives Frobenius’ original result (§1.9).
Theorem 8 (Cuadra and Meir). Then the following are equivalent for a split semisimple Hopf algebra
H over a field k of characteristic 0.
(i) Frobenius divisibility forH: the degrees of all irreducible representations ofH divide dimk H;
(ii) the Casimir element (14) is integral over Z.
Proof. Choosing the Frobenius form λ for H as in (13), the Casimir element cλ is given by (14) and
γλ(1) = dimk H by (15). Thus, the theorem is a consequence of Corollary 6. 
2.3. More Preliminaries: The Representation Algebra and the Character Map. We continue to
let H denote a split semisimple Hopf algebra over a field k of characteristic 0. Our remaining applica-
tions of the material of Section 1 all involve the representation ring R(H) ofH . We remind the reader
that R(H), by definition, is the abelian group with generators the isomorphism classes [V ] of repre-
sentations V ∈ repH and with relations [V ⊕W ] = [V ] + [W ] for V,W ∈ repH . The multiplication
of R(H) comes from the tensor product of representations: [V ][W ] = [V ⊗W ]. As a group, R(H)
is free abelian of finite rank, with Z-basis given by the classes [S] with S ∈ IrrH ; so all elements of
R(H) are integral over Z.
We shall also consider the k-algebra Rk(H) := R(H)⊗Zk, which can be thought of as a subalgebra
of H∗ via the character map
χk : Rk(H) H
∗
∈ ∈
[V ]⊗ 1 χV
The image of this map is the algebra (H/[H,H ])∗ of all trace forms on H or, equivalently, the algebra
of all cocommutative elements of H∗. We remind the reader of some standard facts about Rk(H); for
more details, see [8] for example. The algebra Rk(H) is finite-dimensional semisimple. A Frobenius
form for Rk(H) is given by the dimension of H-invariants:
δ : Rk(H)→ k, [V ]⊗ 1 7→ (dimk V
H)1k
The Casimir element cδ is the image of the element
∑
S∈IrrH [S] ⊗ [S
∗] ∈ R(H)⊗2 in Rk(H)⊗2.
Consequently, cδ is integral over Z, because the ring R(H)⊗2 is finitely generated as a Z-module and
so all its elements are integral over Z. Finally, the character map does in fact give an embedding of
symmetric k-algebras,
χk = χ⊗ k : (Rk(H), δ) →֒ (H
∗,Λ0) (17)
where Λ0 = (dimk H)−1Λ is the unique integral of H satisfying 〈ε,Λ0〉 = 1.
2.4. Characters that are Central in H∗. As an application of Proposition 4, we offer the following
elegant generalization of Frobenius’ Divisibility Theorem due to S. Zhu [14, Theorem 8]. Note that
the hypothesis χS ∈ Z (H∗) is of course automatic for finite group algebras H = kG, because H∗ is
commutative in this case.
Theorem 9 (S. Zhu). Let H be a semisimple Hopf algebra over a field k of characteristic 0. Then
dimk S divides dimk H for every absolutely irreducible S ∈ IrrH satisfying χS ∈ Z (H∗).
Proof. Since semisimple Hopf algebras are separable, we may assume that k is algebraically closed.
Thus, H and H∗ are both split semisimple. Choose Λ ∈
∫
H
as in (12); so Λ is the character of the
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regular representation ofH∗. Then, with λ as in (13), we have γλ(1) = dimk H and cλ is given by (14).
Thus, Proposition 4 gives the following formula for the primitive central idempotent e(S) ∈ Z H :
e(S) dimk Hdimk S =Prop. 4
χS(S(Λ(1)))Λ(2) = Λ↼S
∗(χS) = Λ↼χS∗
It suffices to show that the element Λ↼χS∗ ∈ Z H is integral over Z. First, note that χS∗ is integral
over Z, because this holds for [S∗] ∈ R(H). Furthermore, by hypothesis, χS∗ = S∗(χS) ∈ Z (H∗)
and so χS∗ belongs to the integral closure Z (H∗)int := {f ∈ Z (H∗) | f is integral over Z}.
Thus, it suffices to show that all elements of Λ↼Z (H∗)int are integral over Z . But Z (H∗) =∑
M∈IrrH∗ ke(M)
∼= k × k × · · · × k and so Z (H∗)int =
∑
M∈IrrH∗ Oe(M), where O de-
notes the integral closure of Z in k. Furthermore, Λ↼e(M) = (dimk M)χM by (8). Therefore,
Λ↼Z (H∗)int ⊆ χ(R(H∗))O. Finally, since the ring χ(R(H∗))O is a finitely generated O-module,
all its elements are integral over Z, completing the proof. 
2.5. The Class Equation. We now prove the celebrated class equation due to Kac [6, Theorem 2] and
Y. Zhu [15, Theorem 1]; the proof given here is based on [8]. Recall that the representation algebra
Rk(H) embeds into H∗ via the character map (17). Thus, for any M in repRk(H), we may consider
the induced module IndH
∗
Rk(H)
M .
Theorem 10 (Kac, Y. Zhu). Let H be a semisimple Hopf algebra over an algebraically closed field k
of characteristic 0. Then dimk IndH
∗
Rk(H)M divides dimk H for every M in IrrRk(H).
Proof. This is an application of Corollary 7 to the the character map (17). The main hypotheses have
been checked in §2.3, in particular integrality of the Casimir element cδ over Z. In addition, note that,
γΛ0(ε) = dimk H by (16). Therefore, Corollary 7 applies and yields that the fraction dimk Hdimk IndH∗R
k
(H)
M
is integral over Z, proving the theorem. 
Frobenius’ Divisibility Theorem for finite group algebras kG also follows from Theorem 10 applied
to H = (kG)∗, because χk : Rk(H) ∼−→ H∗ = kG in this case.
2.6. Factorizable Hopf Algebras. We remind the reader of some facts about factorizable Hopf alge-
bras. Let H be a Hopf algebra, which need not be finite-dimensional for now. Following Drinfeld [2],
H is called almost cocommutative if there is an R ∈ (H ⊗H)× satisfying the condition
τ(∆(h))R = R∆(h) (h ∈ H)
where τ ∈ AutAlg
k
(H⊗H) is the switch map as in Lemma 1. An almost cocommutative Hopf algebra
(H,R) is called quasitriangular if:
∆(R1)⊗R2 = R1 ⊗ r1 ⊗R2r2
R1 ⊗∆(R2) = R1r1 ⊗ r2 ⊗R2
Here, elements t ∈ H⊗H are symbolically written as t = t1⊗t2, with summation over the superscript
being assumed, and we have written R = R1 ⊗ R2 = r1 ⊗ r2 to indicate two different summation
indices. Put b := τ(R)R = r2R1 ⊗ r1R2 ∈ H ⊗H and define a k-linear map Φ = ΦR by
Φ: H∗ H
∈ ∈
f b1〈f, b2〉
The quasitriangular Hopf algebra (H,R) is called factorizable if Φ is bijective. Note that this forces H
to be finite-dimensional. An important example of a factorizable Hopf algebra is the Drinfeld double
of any finite-dimensional Hopf algebra; see [11, Theorem 13.2.1].
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Now let us again focus on the case where H is a semisimple Hopf algebra over an algebraically
closed field k with chark = 0. Consider the representation algebra Rk(H) and the embedding of
symmetric algebras (Rk(H), δ) →֒ (H∗,Λ0) given by the character map (17) and recall that the
image of this map is the algebra (H/[H,H ])∗ of all trace forms on H . Recall also from (13) that
λ = (dimk H)
−1χreg ∈ (H/[H,H ])
∗ is a nonzero integral of H∗.
Proposition 11. Let (H,R) be a factorizable Hopf algebra over an algebraically closed field k with
chark = 0 and assume that H is a semisimple. Then the map Ψ = Φ ◦ χk : (Rk(H), δ) →֒ (H,λ) is
an embedding of symmetric algebras with image ImΨ = Z H .
Proof. By [13, Theorem 2.3], the restriction ofΦ to (H/[H,H ])∗ is an algebra isomorphism with Z H .
So we just need to check that λ ◦Ψ = δ or, equivalently, 〈λ,Φ(c)〉 = 〈c,Λ0〉 for all c ∈ (H/[H,H ])∗.
Since λ and c are trace forms, we compute
〈λ,Φ(c)〉 = 〈λ, b1〈c, b2〉〉 = 〈λ, b1〉〈c, b2〉 = 〈λ, r2R1〉〈c, r1R2〉 = 〈λ,R1r2〉〈c, R2r1〉
= 〈c, b1〉〈λ, b2〉 = 〈c, b1〈λ, b2〉〉 = 〈c,Φ(λ)〉
Thus, it suffices to show that Φ(λ) = Λ0, where Λ0 ∈ H is as in §2.3; so Λ0 is the unique integral of
H satisfying 〈ε,Λ0〉 = 1.
But 〈ε, b1〉b2 = 〈ε, r2〉〈ε,R1〉r1R2 = 1, because R1〈ε,R2〉 = 1 = 〈ε,R1〉R2 by [10, Proposition
10.1.8]. Hence, for any f ∈ H∗,
〈ε,Φ(f)〉 = 〈ε, b1〈f, b2〉〉 = 〈ε, b1〉〈f, b2〉 = 〈f, 〈ε, b1〉b2〉 = 〈f, 1〉
Using this and the identity Φ(fc) = Φ(f)Φ(c) for f ∈ H∗ and c ∈ (H/[H,H ])∗ from [13, Theorem
2.1], we obtain, for any h ∈ H ,
hΦ(λ) = Φ(Φ−1(h)λ) = Φ(〈Φ−1(h), 1〉λ) = 〈Φ−1(h), 1〉Φ(λ) = 〈ε, h〉Φ(λ)
Thus, Φ(λ) is an integral of H and, since 〈ε,Φ(λ)〉 = 〈λ, 1〉 = 1, we must have Φ(λ) = Λ0 as
desired. 
We are now ready to prove the following result of Schneider [13, Theorem 3.2].
Theorem 12 (Schneider). Let H be a semisimple factorizable Hopf algebra over an algebraically
closed field k of characteristic 0. Then (dimk S)2 divides dimk H for every S ∈ IrrH .
Proof. Consider the primitive central idempotent e(S) ∈ Z H . The preimage Ψ−1(e(S)) is a prim-
itive idempotent in the semisimple algebra Rk(H); so S′ := Rk(H)Ψ−1(e(S)) is an irreducible
representation of Rk(H), with IndHRk(H)(S
′) ∼= He(S) ∼= Endk(S). By Proposition 11 and our re-
marks in §2.3, we can apply Corollary 7 to the map Ψ to get that dimk IndHRk(H)(S′) = (dimk S)2
divides γλ(1) = dimk H . 
We mention in closing that Schneider’s Theorem implies an earlier result of Etingof and Gelaki
[3], which states that Kaplansky’s conjecture holds for any quasitriangular semisimple Hopf algebra H
over an algebraically closed field of characteristic 0. Indeed, the Drinfeld doubleD(H) is a semisimple
factorizable Hopf algebra of dimension (dimk H)2 [11, Corollary 13.2.3] which maps onto H [3].
Therefore, any S ∈ IrrH can be viewed as an irreducible representation of D(H). Theorem 12 gives
that (dimk S)2 divides dimk D(H); so dimk S divides dimk H .
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