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Abstract—Temporal action proposal generation, coming from
temporal action recognition, is an important and challenging
problem in computer vision. Because of the big capacity of video
files, the speed of temporal action recognition is difficult for both
researchers and companies. To training a convolutional neural
network (CNN) for temporal action recognition, a lot of videos are
required to put into the CNN. A speed-up for the task should be
proposed for the training process to achieve the faster response of
temporal action recognition system. To address it, we implement
ring parallel architecture by Massage Passing Interface (MPI).
Different from traditional parameter server architecture, total
data transmission is reduced by adding a connection between
multiple computing load in our new architecture. Compared
to parameter server architecture, our parallel architecture has
higher efficiency on temporal action proposal generation task
with multiple GPUs, which is significant to dealing with large-
scale video database. And based on the absence of evaluating
time consumption in a distributed deep learning system, we
proposed a concept of training time metrics which can assess
the performance in the distributed training process.
Index Terms—Video processing, Temporal action proposal
generation, Distributed deep learning
I. INTRODUCTION
With the rapid development of the Internet and camera, the
number of videos is increasing at a very high speed. There are
millions of video submissions on video-sharing websites like
YouTube every day. Besides, the video surveillance system
plays an important role in maintaining security [1] [2] [3].
These video files contain a lot of information for human, such
as time duration and action classify [4] [5]. How to make full
use of videos is an indispensable step for building a smart city.
It is vital for the development of information age to extract
information from a large number of videos by automatically.
Action is the most important information for videos because
the essence of the video is recording varieties of motion. So
a significant branch of video task is action recognition, which
aims to recognize the class of action from a trimmed video.
But the task is limited because its research object is videos that
have been manually trimmed and only contain single action.
The majority of videos in the real world are untrimmed videos
and contains multiple action instances in a single video. The
problem requires another challenging task: temporal action
detection, which aims to recognize the temporal boundaries
and classes of action instance from untrimmed videos.
Temporal action detection usually includes two steps: pro-
posal and classification. Proposal stage focuses on detect-
ing action boundary and generating action instance with
untrimmed video. Classification is aim to recognize the class
of action instance produced in the previous step. For the task
of temporal action detection, classification has achieved high
accuracy. And the speed and precision of proposals is the main
factor limiting temporal action detection [6] [7].
High-quality proposals should meet two requirements [8]:
(1) high recall; (2) high overlap with ground truth. And a good
algorithm of generating proposal should not only generate
excellent proposals, but its speed should be as fast as possible.
Because videos occupy a large amount of memory, we must
improve the speed of method so for being applied to practice.
Most proposal generation methods generate proposals by
using sliding windows [9] [10] [11] [12]. But the pre-defined
durations and intervals of sliding windows cannot generate
proposals with flexible length, which greatly reduced the
precision of proposals. Boundary Sensitive Network (BSN)
[8] used a temporal network with 3 convolution layers to deal
with video feature sequences and could generate proposals
with flexible duration. Though BSN has a good performance,
its multiple steps and networks make the speed not optimistic.
Recently, lots of high performance computing methods are
introduced into the field of compute vision for acceleration.
Distributed computing is one of the more common methods. It
is committed to increasing the number of devices in exchange
for speeded-up. Parameter Server is a famous acceleration
method for training deep learning network. On this framework,
Multiple workers compute different input data and central
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Fig. 1. The framework of our approach. (a) Two-stream network is used to encode visual features in snippet-level. (b) The architecture of Boundary Sensitive
Network
server integrates the outputs from workers, which is very
simple and effective. But when the number of workers has
continuous growth, which leads to a significant increase in
communication volume, acceleration will get worse.
To address these problems and improve the speed of produc-
ing proposals, we designed a new parallel computing frame-
work. Because BSN is the state-of-art method for temporal
action proposal generation, so our new framework was tested
on BSN and had a higher efficiency compared to the popular
Parameter-Server Framework [13].
In summary, the main contribution of our work is two-fold:
(1) We build a new parallel computing framework to speed
up temporal convolution network on temporal action
recognition with high efficiency.
(2) A metric is put forward to evaluate the time consumption
in the distributed deep learning field.
II. RELATED WORK
Temporal action detection aims to detect action instances
from the untrimmed video. The task could be divided into
two steps: proposal and classification. Though some methods
do the two steps at the same time, the majority of methods
take the task as a serial process and finish proposal and
classification separately.
Temporal action proposal generation. Proposal generation
is the distinct characteristic of Temporal action recognition.
Proposal generation aims to detect the start and end boundary
of action instance in the untrimmed video. Earlier methods
used sliding windows to generate proposals [14] [15]. Then
some algorithms [9] [16] [10] [11] began to pre-define tem-
poral duration and intervals of proposals, and evaluated them
with multiple methods like recurrent neural network (RNN)
and dictionary learning. Another popular method for proposal
generation is TAG [17], which utilized watershed algorithm
to do the project. Though TAG can generate proposals with
flexible boundaries and durations, it is lack of evaluation to
these proposals. BSN [8] has a good performance of generat-
ing proposals, which is benefit from its temporal convolution
network. By generating a possibilities sequences and selecting
candidate proposals, it can achieve a high recall. But a series
of CNNs slow down the speed and speed make it difficult to
be applied to practice.
Distributed deep learning Because deep learning has a
wide range of application, acceleration is significant to let
it more widely to be used. Distributed deep learning, which
is based on parallel computing, belongs to high performance
computing and accelerate CNN by using more machines like
GPUs.
MapReduce [22] was proposed by Google and dissemble
compute into map and reduce, which divided compute into
tow steps of Map and Reduce. But it has a strict requirement
of consistency. To address the problem, Graphlab [23] used
an abstract way like the image to communicate, which also
lead to low scalability. Jeff Dean proposed Parameter-Server
Framework (PS) [13], which uses a parameter server to store
the newest weight parameters of CNN. When the number of
GPUs increases, the efficient of PS will have a great decline
because of the big communication.
Video task is closed to real life and Applied in practice is
its final goal. So besides accuracy, speed of methods is also an
important indicator. Based on these, our method is superior to
others in acceleration for temporal action proposal generation.
III. PARALLEL COMPUTING ACCELERATION
A. classes of parallel computing
For training of the neural network, GPU is a much faster
platform than CPU because of its architectural advantage
on matrix computation. So we used GPU as the computing
platform for our temporal network. Further, we applied parallel
computing based on GPU to accelerate our network for more
powerful capabilities of processing video. The hard architec-
ture of GPU is shown as Fig. 2. Stream Processor (SP) is
the basic computing unit of GPU and Stream Multiprocessor
(SM) is composed of a certain number of SM, register, share
memory and L1/L2 cache. From the picture, we can see that
one SM contains multiple SP but only one instruction unit. So
for single SM, it only supports single instruction multiple data
(SIMD) but not multiple instruction multiple data (MIMD).
When GPUs are used to train CNN models, parameters of
models are stored at device memory, which decided that the
form of parallel computing of GPU in deep learning field is
SIMD. After determining SIMD, the parallel architecture of
GPU can be divided into two classes of model parallelism
and data parallelism.
Fig. 2. Hard architecture of GPU
B. model parallelism
Model parallelism means different machines (GPU or CPU)
in a distributed system are responsible for different parts of
a network model. For example, different layers in a neural
network model or different parameters in the same layer
are assigned to different machines. The structure of model
parallelism is shown as Fig. 3. In general, the reason for
applying model parallelism is oversized for the neural network
so that single GPU cannot load the whole model.
Fig. 3. Model parallelism
C. data parallelism
Data parallelism means the input data are divided into
several parts and delivered to different machines. There is a
complete model in each machine and these machines run the
same program to deal with allocated data. Training CNN is
a serial process, i.e., only after computing the gradients for
current data and upgrading parameter weights, the next data
can be put into the machine. The key of model parallelism is
that all of GPUs have the same CNN model, which we called
them model replicas. But the data for each GPU is different.
We integrate different weight gradients ∇w calculated by all
of GPUs and upgrade parameters of the model.
With its simple and understandable structure, Parameter
Server (PS) becomes the main data parallelism framework and
got support from some mainstream deep learning framework
like TensorFlow [24]. The architecture of PS is shown as Fig.
4, where ∆w is the weight gradients computed by model
replicas like GPUs and w′ is the newest weight parameters. PS
stores the parameters of the model. Model replicas compute
different parameter weights and then upgrade the parameters
in the parameter server.
Fig. 4. Parameter Server framework
D. ring parallel architecture
From Fig. 4 we can see that the communications volumes
increase linearly with the increasing number of GPUs. We
suppose the size of CNN model is M and N GPUs are used
in our distributed system, so the communications volume is
N ·M . If the number of GPUs achieved a high level, the large
communications volume will greatly limit the training speed
of CNN model.
To address the problem of large communication volume in
distributed deep learning system, we proposed ring parallel
architecture. By building communication between GPUs with
Message Passing Interface (MPI), our ring parallel architecture
can reduce the pressure of communication. The ring parallel
architecture is shown as Fig. 5. We changed the parallel
topology to ring and averaged the communications volumes.
The ring architecture upgrades weights through two steps
including scatter and gather.
Fig. 5. Ring parallel architecture. Multiple colors denote the weight gradient
computed by each GPU is different.
1) scatter: We divide weights in every GPU into N parts,
where N is the number of GPU utilized in the architecture.
After all of GPUs got different weight gradients by computing
different input data, like there are different colors in Fig. 5
and a row of colored blocks denotes a part. The n-th GPU
passes its own (n− i)%N -th block of weight gradients to its
right neighbor and receives (n− i−1)%N -th block of weight
gradients from its left neighbor, where i is the round of scatter.
Fig. 6 shows the detail after one round of scatter.
Fig. 6. Scatter. In the scatter step, the GPU passes a row of weight gradient
(all of the colors in this row) to the same position in its next GPU.
After N −1 rounds of scatter, n-th GPU has collected (n+
1)%N -th block of weight gradients from all GPUs, which
is shown as Fig. 7. After scatter, each GPU has a block of
gradients which is from all GPUs.
2) gather: Like scatter, GPUs also pass a block of weight
gradients to the next GPU in the process of gather. Through
N − 1 rounds of gather, the (n + 1)%N -th block of weight
gradients in the n-th GPU is passed to all of other GPUs. In
the i-th round of gather, the n-th GPU passes its own (n −
i− 1)%N -th blocks of weight gradients to its right neighbor
and receives the (n− i− 2)%N -th blocks of weight gradients
from its left neighbor. Different from scatter, GPUs don’t need
to add but replace its own block by the block received. After
gather, we can see that all of GPUs have obtained all weight
Fig. 7. Distribution of weight gradients after scatter. There is a row in every
GPU that has collected weight gradients from all of GPUs (all of the colors).
gradients computed by every GPU, which is shown as Fig. 8.
Fig. 8. Distribution of weight gradients after gather. All of the weight
gradients are merged in each GPU.
E. training time metrics
To explore the relationship between the number of GPUs
and training time and evaluate parallel architecture, we defined
training time metrics T (n), where n is the number of GPU
used.
Training time in distributed deep learning system could
consist of three parts:(1) t1 for forward propagation and back-
ward propagation of single GPU; (2) t2 for communication of
weight gradients between GPUs or between GPU and CPU;
(3) t3 for preparation before training process and finishing
work after training.
For Parameter Server framework, t1 is inversely propor-
tional to the number n of GPUs used. t2 is proportional to
the number n of GPUs and t3 has nothing to do with n. So
the training time metrics for PS framework TPS(n) is shown
as below:
t =
T
n
+ C · n + P, n = 2, 3, . . . (1)
Where T is the training time with using single GPU, C is the
communication time and P is the preparation time for opening
and closing deep learning platform.
For our ring parallel architecture, t1 is also inversely propor-
tional to the number of n of GPUs used. Let the size of ∆w in
each GPU is K, single GPU send Kn to his right neighbor each
round. Every GPU do n−1 rounds of scatter and n−1 rounds
of gather, so the total communication volume is 2K · n−1n .
Then we can get that t2 is proportional to n−1n . And t3 is
also a constant. So the training time metrics for ring parallel
framework TRing(n) is shown as below:
t =
T
n
+ C · n
n− 1 + P, n = 2, 3, . . . (2)
For a distribute deep learning system, especially a large
system, total time consumption t depends largely on the
csommunication time t2. The most difference between these
two training time metrics is t2. As the number of GPUs n
increases, t2 in ring parallel architecture will be smaller than
PS framework.
IV. EXPERIMENTS
Dataset. ActivityNet-1.3 [6] is a normal video dataset for
the temporal action proposal generation task. It contains 19994
untrimmed videos containing 200 classes of action instance
and corresponding annotations. each untrimmed video includes
one or more action instances. ActivityNet-1.3 is divided into
training set, test set and validation set in a ratio of approxi-
mately 2:1:1. In this part, we will compare the performance of
various commonly used methods for temporal action detection
on ActivityNet-1.3.
Temporal action proposal generation. For lots of tasks
in video analysis, they do not handle video directly but deal
with video feature sequence. Video feature sequence is usually
encoded by neural network with special structure. In this paper,
we used two-stream network [25] as an encoder to transfer
video into a set of vectors.
Implementation details. Two-stream network [25] whose
temporal network is BN-Inception [27] and spacial network
is ResNet [28] is used to encode videos and generate video
feature sequences. Then Boundary Sensitive Network (BSN)
shown in Fig. 1(b) deals with these video sequences and
produces final action proposals. We used both Parameter
Server and Ring Architecture to run temporal action proposal
generation task and compare their time consumption. We
implement our distributed neural network with TensorFlow
[24]. Our parallel computing platform are equipped with 8
TITAN V-100 GPUs.
Because of occupying huge memory and a large number
of video files, distributed deep learning is indispensable for
applying temporal action detection algorithm to the actual.
Based on that the inefficient of the traditional PS framework on
distributed deep learning, we applied parallel ring architecture
to our temporal convolution network and received a good
result. The speed ratio with these two parallel frameworks is
shown as Fig. 9. In the figure, Speedratio = t0/t, where
t0 is the time cost with single GPU. As the number of
GPU increases, the performance of parallel ring architecture
is getting better and better than PS architecture.
Fig. 9. Comparison of speed ratio between PS and parallel ring architecture
The reason for efficiency improve of Ring Architecture is
the decrease of communication volume, which is obvious. To
further explore the relationship between the number of GPUs
and training time, we defined training time function T (n),
where n is the number of GPU used.
In order to test the validation of our training time metrics,
we use the number of GPUs used, n, as the independent
variable and the training time as the dependent variable to
fit the Eq. 1. The fitting curve is shown in Fig. 10(a) and we
can get that T = 4223.8, C = 12.1, P = 290.8.
If we use the same training time metrics 1 to fit the training
time with using parallel ring architecture, we would get the
result of C = −3.8 < 0, which is obviously unreasonable.
The fitting curve for ring parallel architecture with using Eq.
2 is shown in Fig. 10(b) and we can get that T = 4400.1, C =
59.6, P = 363.5.
The parameter C is much bigger in parallel ring architecture
than it in PS, which indicates that parallel ring architecture is
lower than PS in transfer speed. But if the number of GPUs
increases to a obvious level, especially in large scale deep
learning like some video task, parallel ring architecture will
be a better choice than Parameter Server framework.
V. CONCLUSION
In this paper, we applied a new parallel architecture, ring
parallel architecture, to accelerate our network by reducing
the pressure of communication. Our method have a higher ac-
celeration efficiency compared with other state-of-art proposal
generation methods, which is significant for dealing with large-
scale video database in industrial filed. And we also proposed
metrics to evaluate the time consumption of an distributed deep
learning system and proved its effectiveness.
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