he majority of today's millions of Web sites offer read-only access to relatively small amounts of infrequently changing information. The load on these sites is usually small, and services can often be hosted as background tasks on general-purpose workstations. Concern for the quality of service (QoS) presented to users at these sites is generally not primary. Conversely, a much smaller number of sites are very popular; they support heavy loads and must meet user expectations regarding QoS to maintain their popularity.
CHALLENGES AND CONSTRAINTS
Service providers are looking to computer vendors to provide low-cost, scalable, fault-tolerant solutions to their problems. The prime requirement is to minimize reliance on specialized equipment and techniques for delivering core services. Research results on distributed objects and software-implemented fault-tolerance techniques hold promise for meeting this requirement, but constructing solutions with general-purpose, low-cost components-such as commodity servers and middleware-is extremely challenging.
The central problem is that any software technique consumes resources-a combination of network bandwidth, processing power, and disk storage-that would otherwise be available for normal use. This frequently makes a fault-tolerant solution unacceptably sluggish. It is therefore important to understand the constraints under which solutions to dependable Web services must be developed. Figure 1 shows a typical nonredundant system, where clients have low-bandwidth paths to the Web server. The service will be unavailable to a given client if the server is down or if an Internet routing problem prevents the client from contacting the server; if the route is congested or the server is overloaded, the service will not be responsive.
How can the service guarantee availability and responsiveness? We will assume that message routing and bandwidth allocation within the Internet itself is not entirely under our control, so one way would be to introduce redundancy, namely by replicating the server at distinct sites and ensuring that a client is somehow bound to the "nearest" lightly loaded server. Figure 2 illustrates this concept. The degree of its success will vary with the achievement of two goals:
s Dynamically binding the client to the "right"
Web site replica, where the right choice would be based on the most effective distribution of the overall load among the available replicas and on the lowest latency, least-congested path between the client and the replica. s Managing replication to keep the replicas mutually consistent.
Unfortunately, a high degree of success is not easy to achieve in either case. An early Web design decision to use a location-based naming scheme complicates the task of dynamic binding. Uniform resource locators (URLs) contain the server machine's Internet hostname and the name of the resource on that server. This inherent one-to-one mapping between a name and a single physical copy of a resource makes it difficult to distribute load across a number of machines without increasing the "smartness" of client-side software. Replica management requires the replica states to be kept mutually consistent. To ensure that clients do not get out-of-date information, replication must be managed to propagate quickly an update performed on one replica to other replicas. Unfortunately, maintaining close consistency on a large scale (say, a few hundred replicas scattered worldwide) is not possible without affecting update performance. In addition, the Internet environment is subject to (real or virtual) partitions, preventing functioning nodes from communicating with each other. In such an environment, timeouts and network-level "ping" mechanisms do not accurately indicate node failures; they can only be used for suspecting failures. This could lead to sites hosting replicas with mutually inconsistent views of who is up or down, in turn leading to mutually inconsistent update propagation.
Given these difficulties, it is not surprising that current approaches to ensuring service availability do not yet exploit the full potential of the solution suggested in Figure 2 . Rather, scalability has been achieved as much as possible by increasing the processing power of a site-replacing a single computer with a cluster of machines and distributing the load among them.
HARDWARE AND NETWORK-BASED SOLUTIONS
Because Web clients access resources by directly specifying the hostname of the server, techniques for dynamically binding a client to one of a set of servers must manipulate hostname-to-IP-address binding and/or Internet message routing. A number of network-level solutions have therefore been developed to enable multiple machines to share IP addresses.
Clusters
One way to scale up processing power is to host a Web service on a locally distributed cluster of machines that give the illusion of a single IP address. Figure 3 illustrates a router-based solution that distributes the load using a technique known as Network Address Translation. 1 NAT dynamically alters the destination address of a particular IP packet at a network border (the router/gateway). The IP packet headers are edited to change the destination address before the IP-to-host address translation is performed. Similarly, return packets are edited to change the source IP address. Such translations can be performed on a per-session basis so that all IP packets corresponding to a particular session are consistently redirected.
NAT technology can be applied to Web service load distribution over a host cluster. All clients communicate with the service by specifying a single IP address (the address of the router/gateway). At the gateway to the Web cluster network, the gateway can redirect incoming requests to one of a number of slave hosts.
Cisco's LocalDirector is an example of a commercial product supporting this technology (for documentation, see http://www.cisco.com/warp/ public/cc/cisco/mkt/scale/locald/index.shtml). LocalDirector performs intelligent redirection by monitoring the response times of the server hosts and directing requests to maximize QoS as perceived by the client. When a host fails, its response time becomes infinite; it therefore receives no requests until it returns to service.
Fault Tolerance
The NAT technique has a single point of failure, namely the router/gateway, and little can be done about it beyond using hardware-level solutions to make the router/gateway fault-tolerant. NAT also requires a means for working machines to take on the load of machines that fail. One convenient way of achieving this form of load distribution is to enrich the router with failure detection capability, whereby it can maintain knowledge of functioning machines and distribute the load accordingly.
An alternative, decentralized approach-one that does not rely on the router for load distribution-configures the networking software of one machine (say A) to respond to the IP address of another machine in the cluster (say B), in addition to its own. Machine A monitors B and, if B fails, starts responding to requests directed to B. In a two-machine cluster, A and B can be made to watch each other and thus tolerate a single machine failure.
In either of these approaches, the communications environment within the cluster must be engineered so that functioning nodes can communicate with each other, and judiciously chosen time-outs can act together with network-level "ping" mechanisms to indicate node failures accurately. This requires the machines in the cluster (including the router/gateway) to be connected by redundant high-bandwidth communication paths, with nodes running real-time operating systems that allow network protocol processes to experience only bounded scheduling delays.
The data served by Web server processes must also be available in the event of failure. Figure 4 illustrates two possible data distribution configurations.
The shared SCSI bus configuration, shown in Figure 4a , is suitable for a server cluster where the data can be partitioned among the server machines. Under normal operating conditions, each Web server obtains an exclusive reservation on its primary disk: server 1 serves data from disk 1, and so on. In the event of a host failure on, say, server 1, then a designated replacement machine-say, server 2-takes over the IP address of the failed host, as described above, and also reserves its disk. Server 2 is then capable of serving any requests for server 1's data in addition to its own.
The alternative to partitioning the data set is to configure all machines to serve the same data. This can be done using either multiport disks (suitable only for small configurations) or distributed file systems that have been configured to share a master copy of the data among the servers. The latter approach requires a two-tiered configuration as shown in Figure 4b . The data set is stored in a distributed file system, with the data distributed across servers as load demands. Each Web server host mounts and serves the same data set from the distributed file system. An AFS (Andrew file system) appears to be best suited to this task by virtue of its client-side caching features, which allow copies of frequently accessed data to be cached on the Web servers' local disks. This dramatically improves performance by processing read-only operations locally. Write operations are written-through to the master copy, and cacheconsistency mechanisms ensure that dirty-data is not accessed. The shared SCSI bus techniques described above are used to maintain high availability.
Load Distribution across Multiple Sites
Clients can be directed to the most appropriate server in several ways. Many current sites ask users to indicate their geographical location or preference from a list with appropriate URLs on a Web page.
There are also more automated solutions, although they are not entirely satisfactory.
HTTP redirect. One very simple approach uses the HTTP "redirect" command to route incoming users to one of a number of available servers. The client makes an initial connection to the main server (the publicized URL). The server responds with a redirect instruction to one of the available hosts, and the client then makes all subsequent requests to that host.
This mechanism has the disadvantage of making visible the URLs of all server machines, which could then be stored in hotlists, indexed by search engines, and so on, thereby defeating subsequent load balancing.
DNS round-robin. Another common form of load distribution currently used for Web services exploits a feature of the Domain Name Service (DNS) that maps domain names (hostnames) to IP addresses. DNS allows a hostname to be mapped to one of several IP addresses, from which one address is chosen in a round-robin manner (which means that two consecutive requests will receive different answers).
There are two main problems associated with this technique. First, DNS is organized as a hierarchy: a client passes all resolution requests to a local DNS server; if this server cannot resolve a name, it uses well-defined rules to pass the request to another server. This process continues until the request arrives at the server responsible for resolving the name in question (the primary). It is this server that performs the DNS round-robining. The response is then passed back down the chain to the client's DNS server. To improve efficiency, DNS utilizes caching techniques so that each server in the path between client and server will cache responses from servers further down the chain. The worst-case scenario from the perspective of the load sharing is that a DNS server close to the primary caches one of the responses and continues to serve a single IP address, thereby causing one host to receive a disproportionate percentage of the load. To alleviate this problem, the time-to-live (TTL) value associated with a DNS entry can be tuned; shortening the TTL reduces the impact of caching. However, there is an associated trade-off: the lower the TTL value, the greater the load on the DNS server. 
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The other main problem concerns service availability in the event of host failures. DNS was designed to support data that changes infrequently; it is not well equipped to propagate changes quickly throughout a system of cooperating servers. Therefore, in the event of a server crash, it is not possible to update the whole DNS system in a timely fashion, removing that server's name from the server set. This means that many clients will continue to direct their service requests to the deceased machine and, after appropriate network-level timeouts, will receive a "service not available" message.
Cisco's DistributedDirector. A new commercial product from Cisco, the DistributedDirector, aims to select the optimum server for a particular client by utilizing routing information inherent in the network (for documentation, see http://www.cisco.com/ warp/public/cc/cisco/mkt/scale/distr/index.shtml). DistributedDirector can operate in two modes: as a DNS server, suitable for redirecting multiple application protocols, and as an HTTP redirector. In DNS mode, it acts as the primary nameserver and replies to requests with a single address of the appropriate server. In HTTP mode, it acts as a Web server, accepting incoming HTTP requests and returning HTTP code 302 (temporarily moved) to redirect clients to the appropriate server.
There are several metrics to determine the optimum server for a particular client. The most interesting use a proprietary protocol to query software agents running on the gateway devices closest to each distributed server. The query contains the client address, and the agents use routing-table information to determine the number of hops between the client and a particular server. DistributedDirector collates the responses and chooses the host closest to the client. For this technique to work, the appropriate agent software must be running at each of the distributed sites, which naturally requires Cisco gateway systems.
SOFTWARE-IMPLEMENTED FAULT TOLERANCE
The fault-tolerance techniques discussed thus far have been mainly concerned with masking process and host failures from clients. These mechanisms are sufficient for a Web server that provides just read-only access to data but cannot guarantee data integrity in the presence of failures during write operations; nor can they ensure optimal load distribution.
As noted earlier, "standard" middleware services offer the promise of supporting low-cost, scalable, fault-tolerant Web services by minimizing reliance on specialized equipment and techniques. Object Management Group's Common Object Request Broker Architecture (CORBA) specification provides one such industry standard for building applications from distributed objects.
2,3 Two of its main features are s Object Request Broker (ORB), which enables objects to invoke operations on other objects in a distributed, heterogeneous environment. This component is the core of the OMG reference model. Internet Inter-ORB-Protocol (IIOP) has been specified to enable ORBs from different vendors to communicate with each other over the Internet. s Common Object Services, which constitute a collection of middleware services that support functions for using and implementing objects. Such services are considered necessary for constructing any distributed application; they include transactions, concurrency control, persistence, and many more.
In this section we review two complementary approaches to structuring software-implemented, fault-tolerant distributed systems and describe the runtime support available to them via CORBA middleware services:
s Transactions on distributed objects provide a means of atomically updating distributed data items in the presence of failures. 4 s Process groups provide consistent view management and atomic multicast facilities that can be used for managing a group of machines.
5
The term "software-implemented fault tolerance" refers to the software techniques for tolerating hardware or software component faults (for general principles, see Cristian 6 ) . A component will be assumed to either work correctly or fail by stopping.
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Transactions on Distributed Objects
A widely used computational model for constructing fault-tolerant distributed applications employs atomic transactions to control operations on persistent (long-lived) objects. Each object is an instance of some class. The class defines the set of instance variables contained in each object and the operations or methods that determine its visible behavior. An object's operations can access the instance variables and thus modify the object's internal state. Distributed execution is achieved by invoking operations on objects that may be remote from the invoker by using remote procedure calls (RPCs). An atomic transaction guarantees that, despite failures, all of the work to be conducted within its scope will be either performed or undone.
ACID properties. Atomic transactions have the wellknown ACID properties: atomicity, consistency, isolation, and durability. Atomicity ensures that a computation will either terminate normally, producing the intended results (that is, intended state changes to the objects involved), or abort, producing no results (no state changes to the objects). This property may be obtained by the appropriate use of backward error recovery, which can be invoked whenever a failure occurs that cannot be masked. Typical failures causing a computation to be aborted include node crashes and communication failures such as the continued loss of messages.
It is assumed that, in the absence of concurrency and failures, the invocation of an operation produces consistent (class-specific) state changes to the object. The consistency property of transactions then ensures that only consistent-state changes to objects occur despite concurrent access and any failures.
This consistency property goes hand in hand with the isolation property, which ensures freedom from interference: each transaction accesses shared objects without interfering with other transactions. In other words, the effect of concurrently executing transactions can be shown to be equivalent to some serial order of execution. Some form of concurrency control policy, such as that enforced by two-phase locking, 4 is required to ensure isolation and consistency properties of transactions.
The durability property ensures that once a transaction terminates normally, the results produced are not destroyed by subsequent node crashes. It works by recording state changes (that is, new states of objects modified in the transaction) on stable, crash-proof storage. A two-phase commit protocol is required during the termination of a transaction to ensure that either all the objects updated within the transaction have their new states recorded on stable storage, or, if the transaction aborts, no updates get recorded. Atomic transactions can also be nested; the effects of a nested transaction are provisional upon the commit/abort of the outermost (top-level) atomic transaction.
Object framework for design. This object and transaction model provides a natural framework for designing fault-tolerant systems with persistent objects. 2, 7 In this model, a persistent object not in use is normally held in a passive state with its state residing in some object store (which could be a file system or a database). When invoked, the object is activated by loading its state and methods from the object store to the volatile store and associating an object server process for receiving RPC invocations.
An ORB together with relevant CORBA services can support such a model. The Object Transaction Service (OTS) standard is of particular relevance here. The OTS provides interfaces that let multiple distributed objects cooperate in a transaction such that all objects commit or abort their changes together.
In this object model, a persistent object can become temporarily unavailable due to failures, such as a crash of the object store or a network partition that prevents communication between clients and the object server. An object's availability can be increased by storing its state in more than one object store and using replica consistency techniques. 4 For the case of strong consistency, where the states of all replicas regarded as available must be kept mutually consistent, to tolerate K replica failures in a nonpartitionable network, at least K + 1 replicas must be maintained; to tolerate K replica failures in a partitionable network, a minimum of 2K + 1 replicas must be maintained in the partition where clients have access to the majority of replicas (the service/object becomes unavailable in all other partitions).
Durability ensures that once a transaction terminates normally, the results produced are not destroyed by subsequent node crashes. 
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Process Groups
Process groups with ordered group communications also provide a set of facilities for building high-availability distributed applications. In this context, a group is a collection of distributed entities (objects, processes) in which a member entity can communicate with other members by multicasting to the full membership of the group. A given multicast should be atomic: either all or none of the functioning members receive the message. It should also guarantee total order: all functioning members receive messages in identical order. These two properties are ideal for replicated data management: each member manages a copy of data and can be assured, given atomic delivery and total order, that the copies do not diverge. However, achieving these properties in the presence of failures is not simple. Suppose a multicast is interrupted by the crash of the member making the multicast; this can result in some members not receiving the message. Ideally, member crashes would be handled by a fault-tolerant protocol that asks all functioning members to promptly observe the crash event and agree on its order relative to other system events.
In an asynchronous environment, it is impossible to guarantee that all functioning members will reach agreement in finite time. 8 This is because a process cannot distinguish slow members from crashed ones. Asynchronous protocols can circumvent this impossibility result by permitting processes to suspect process crashes and to reach agreement only among those processes not suspected of having crashed. 9 A group therefore needs a membership service that executes an agreement protocol to ensure that functioning members within any given group will have identical views about the group membership (see the sidebar, "Research in Process Groups"). The membership service also ensures that the sequence of views installed by any two functioning member processes that do not suspect each other is identical.
Despite efforts to minimize incorrect suspicions, a subgroup of mutually unsuspecting processes may wrongly agree that a functioning and connected process has crashed. This leads to a "virtual" partition. Thus, a process group can partition itself (through either virtual or real network partitioning) into subgroups of mutually unsuspecting processes. In a primary partition membership service, members of one subgroup (the primary subgroup) continue to function while members of the other subgroups are deemed faulty. One way of deciding on a primary is to select the subgroup with the majority of members from the original group.
APPLICATIONS OF TRANSACTIONS AND PROCESS GROUPS
Transactions and process (object) groups can be used to address the issues of fault-tolerant clusters, load distribution, and replica management required to construct dependable Web services.
Fault-tolerant Clusters
Process groups provide a generic solution to decentralized configuration management of arbitrarily large processor clusters. Membership service, at the
Research in Process Groups
Design and development of process groups with the accompanying membership service has been an active area of research. [1] [2] [3] In the world of distributed objects, process group ideas can be mapped easily to object groups, and there have been many recent research efforts to enrich CORBA with object groups. [4] [5] [6] In particular, it has been shown that a middleware CORBA service can support object groups. 4, 6 OMG currently has no standard for an object group service as it has for transactions. It is, however, considering proposals for fault tolerance in CORBA that would require facilities for managing groups of objects. 7 granularity of processors, can enable each functioning processor to maintain mutually consistent membership and processor load information. The processors can use any deterministic algorithm to control how the incoming requests are shared. In a simple scheme, the router/gateway uses the NAT technique to translate the incoming packet addresses to a broadcast address, broadcast them on the cluster LAN, and leave it to the machines to decide who should serve the request.
An alternative scheme would require the router/gateway also to be a member of the processor group and thus to maintain membership and load information. The router can then use this information to forward the incoming request to a member processor.
Wide-Area Load Distribution
These techniques can also be used for creating general-purpose, open solutions for wide-area load distribution in place of the rather specialized, proprietary solutions (exemplified by DistributedDirector). The DNS server and Web servers can be made members of a group, enabling the DNS server to maintain membership and load information. This approach minimizes the probability of directing requests to failed or overloaded Web servers. A generalization is possible whereby a number of DNS servers can be incorporated in the group for maintaining mutually consistent membership and load information, thereby obtaining tolerance against DNS server failures and partitions.
Replica Management
Object replicas must be managed through appropriate replica-consistency protocols to ensure that object copies remain mutually consistent. Consistency could be either strict (an update at any replica is propagated to other copies straightaway) or lazy (updates are propagated in the background).
Strict consistency ensures that clients always get consistent, fresh information; unfortunately, it also reduces update performance and so does not scale well. Lazy consistency, on the other hand, scales well but cannot guarantee information freshness at any given replica.
Any practical system is likely to contain a mixture of the two. 10 For example, strict consistency might be maintained within a "primary" cluster and lazy consistency in the remaining clusters. However, certain data items across all the replicas may well require strict consistency. Lazy updates could be carried out as a series of transactions initiated by the primary.
Both transactions and process groups provide complementary mechanisms for implementing replica consistency. 11, 12 Additional work is required for developing scalable mixed-consistency solutions.
CONCLUSION
We have concentrated on issues concerning the reliability of Web servers, but this is only a part of the story. Typically, a distributed application will also involve processing at a client's side, so issues of client-side reliability must be taken into account. For example, if a user purchases a cookie granting access to a newspaper Web site, the cookie must be delivered and the user's account debited; a failure could prevent either from occurring and leave the system in an indeterminate state.
Providing end-to-end transactional integrity between the browser client and the Web server is important. In the cookie example, delivery must occur once the user's account has been debited. Such guarantees were difficult with the original "thin" client model of the Web, where browsers were functionally barren. Java can now empower browsers to participate fully within transactional applications. 13 CORBA services can be used to provide generic facilities for constructing fault-tolerant distributed applications in the Internet environment. Given the increasing use of the Internet and Web for electronic commerce, the workflow systems used by organizations to automate their business processes are a particularly interesting application domain. Recent work on transactional workflow systems has shown that they can be designed and implemented as a set of CORBA services to run on top of a given ORB. 14, 15 This approach offers scalability not available in current, monolithic workflow systems.
We believe that widespread acceptance of CORBA and Java middleware technologies make them ideally suited to building dependable Internet applications.
