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Abstract5
Near-wall turbulence associated with air flows parallel to walls can promote aerosol deposition. In indoor6
environments, where this kind of flow is frequently present, this results in local deposition gradients near7
ventilation inlets and outlets. This phenomenon is of special interest to the heritage field, which is often8
concerned about the spatial distribution of deposition and its links to environmental management. In this9
paper we investigate the capability of a drift-flux model of particulate matter deposition to describe this10
mechanism. This model has often been validated using decay rates of particulate matter concentration;11
however, in several indoor applications the interest is not in concentration but in the spatial distribution12
of the deposition flux. To test the model, we use untreated atmospheric aerosols in two different cases:13
an experimental tunnel designed to induce near-wall velocity gradients and an actual indoor room with14
various ventilation regimes. Both systems exhibit significantly inhomogeneous deposition distributions.15
While the first system is operated under controlled laboratory conditions, the second yields data collected16
in-situ during a six-month monitoring campaign. In either case the model reproduces the experimental17
values with enough accuracy to allow understanding how the environment behaves. This work confirms18
the usability of the drift-flux approach as an analysis tool for particle deposition in complex environments19
in a wide range of geometries.20
Keywords: Deposition, Aerosol, CFD, Drift-Flux.21
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1 Introduction23
Particulate matter (PM) deposition constitutes one of the most challenging concerns in heritage preservation.24
Moreover, the prevailing conditions under which heritage is presented to the public pose special challenges25
to PM deposition models. During the last decades, the development of mathematical models of deposition26
has been driven by interest in the respiratory system [1] and the behavior of PM indoors [2]. Recently, many27
museums and historical buildings have become increasingly concerned about PM as a carrier of pollutants28
and a soiling agent [3], which has triggered a rise in the use of monitoring and sampling [4].29
Heritage managers confront several problems related to particle deposition, which PM deposition models30
can help address. Firstly, heritage institutions have long been interested in identifying which surfaces receive31
the largest amount of particles, and why [5]. Consequently, their interest is frequently not in well-mixed32
rooms, but in rooms where inhomogeneous deposition profiles develop. These profiles are often caused by33
differences of near-wall velocity, induced by local sources of air movement related to mechanical ventilation.34
A typical issue faced by heritage institutions would be, for example, to identify which walls are safe to35
display the most vulnerable objects.36
Another concern in several heritage environments is the dynamic and short-term evolution of particle37
concentration. Most of these environments are not isolated from the outdoor environment, and often particles38
penetrate indoors through the windows or the main doors [6]. A common problem is to understand the39
evolution of concentration indoors once a visitor has opened the main gate of a room and to know how far40
particles will spread and what their maximum concentration will be.41
In the literature there are many mathematical models that can enable this prediction. One of the most42
well-tested approaches to the simulation of aerosol dispersion and deposition is the “drift-flux” family of43
models, which describe the motion of suspensions of particles in air in an Eulerian framework [7]. The44
equations for particle movement are typically coupled with expressions for the deposition flux, such as the45
three-layer model proposed by Lai and Nazaroff [8], which has been adopted as a wall treatment in many46
implementations of the drift-flux model [9, 10].47
This approach has later been refined and validated [11, 12]. More general drift-flux models have been48
proposed that incorporate sources of particle drift different from gravity in order to include other deposition49
mechanisms. Zhao et al. [13] presented an improved drift-flux model that incorporated thermophoresis50
and that was easily extendable to other mechanisms. Turbophoresis was included by Zhao and Wu [14],51
and Ramechecandane et al. [15] incorporated the drift originated by an inhomogeneous electric field, thus52
demonstrating that the drift-flux model may be easily adapted to account for the physics relevant to specific53
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applications.54
It has been shown that drift-flux models are well capable of simulating deposition in multi-room indoor55
environments with mechanical ventilation [16]. Some of the cases investigated include empty rooms and56
systems of connected rooms [17, 18], offices with occupants [19, 20, 21], indoor spaces with furniture57
[22, 23] and airplane cabins [24]. Recent advancements in the simulation of indoor aerosol dispersion are58
moving beyond the initial drift-flux model combined with the Reynolds-Averaged Navier Stokes (RANS)59
approach to model turbulence. For instance, Karadimou and Markatos [25] presented a new discretization60
scheme that eliminates the numerical diffusion associated with the convection terms of the conservation61
equations. Two-way coupling schemes for very dilute systems have been introduced [26]. Lattice Boltzmann62
models have also been applied for the prediction of deposition indoors with promising results [27, 28].63
Regarding the fluid velocity field, Large Eddy Simulation (LES) is increasingly used for indoor air quality64
applications [29], even if RANS is still a popular choice [30, 31]. Comparisons between the different65
approaches generally indicate that LES performs better in particle deposition studies but presents a higher66
computational cost [32, 33]. It has been demonstrated, however, that the simulation of very dilute aerosols67
can be achieved with the simpler models, such as the drift-flux approach, both in RANS and LES turbulence68
schemes [26].69
The research by Zhao and Wu [34] indicates the importance of the spatial distribution of concentration70
in indoor deposition studies. Few other investigations have, however, analyzed the ability of the drift-flux71
approach to reflect the spatial variability of deposition due to variations in near-wall flows. Deposition is72
usually assessed using the decay rate of the particle concentration [18, 22, 35, 36, 21, 37, 24], which reflects73
the overall deposition. In some cases, CFD models have been validated using methods which are sensitive74
to the spatial variation of particle deposition. For instance, Wong et al. [38] measured the deposition of75
bioaerosols in multiple locations on the floor of a scaled chamber, King et al. [39] measured the distribution76
of bioaerosol in a hospital room, while Xi and Longest [40] measured the distribution of deposition in the77
respiratory system. In this work, we follow a similar approach, measuring the number of particles deposited78
on different surfaces.79
The main focus of this work is environments in which inhomogeneous deposition is dictated by lo-80
cal differences in shear flow. This is of direct practical interest to heritage environments, in which de-81
position is frequently monitored to assess its spatial variation. However, given the uncertainty associ-82
ated with field data, controlled laboratory experiments become necessary. The design of our experimen-83
tal setup is informed by previous research on similar problems. The drift-flux model has been validated84
experimentally in a wide range of geometries and velocities, from small lab setups to large indoor envi-85
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ronments. The authors of the drift-flux model in the form we implement it, that is, Lai and collaborators,86
used their approach to simulate various geometries, from a tunnel with a square section of 0.15 m and87
0.5 m in length [41] to an experimental chamber with a volume of 0.13 m3 [22], a larger chamber of88
1.8 m3 [42] and full scale rooms [43]. With this research, we intend to confirm the applicability of the89
drift-flux approach to situations in which the spatial distribution of deposition is dictated by inhomoge-90
neous air flows, and particularly air flows approximately parallel to walls. Following a similar approach91
to that of Lai and collaborators, we developed controlled experiments with air flows parallel to walls in92
a laboratory wind tunnel and also in full scale rooms – in fact a real museum showroom – in a range93
of particle size and flow conditions similar to those present in the experiments of Lai et al. [41]. Another94
aim of this work is exploring the ability of the drift-flux model to reflect the short-term dynamical evolution95
of concentration after a burst of particles is introduced in the system.96
2 Multiphase fluid-dynamic model97
The system we are modeling is a multiphase flow in which air transports very diluted small particles. Particle98
size is such that the Stokes number St is vanishingly small (in our system, for a particle with diameter ds of99
0.5µm, St ∼ 10−5), and therefore we assume that particles have negligible inertia. According to Marchisio100
and Fox [44], two indicators need to be considered to assess the applicability of the one-way coupling101
modeling strategy: the volume fraction of solid φ and the phase-mass ratio ϕ ≡ (φρs)/(αρe), where α and102
ρe are the volume fraction and density of the fluid, respectively, while ρs is the solid density. A system is103
defined to be very dilute when both φ Î 1 and ϕ Î 1. In our case, a particle density of ρs ∼ 1000 kg/m3,104
a particle diameter of ds ∼ 1 µm and a concentration of c ∼ 105 1/cm3 lead to φ ∼ 10−2 and ϕ ∼ 10−5.105
We can assume, therefore, that one-way coupling is applicable and that collisions between particles are so106
infrequent that particle coagulation can be ignored.107
Given these assumptions, particles are modeled as a continuous phase (Eulerian approach) and their108
number density is treated as a scalar advected at the same velocity as the fluid phase. The velocity field109
is calculated using the Reynolds Averaged Navier-Stokes equations with different turbulence models as110
detailed in Section 5. The equations reported in the following sections are implemented in the commercial111
software Ansys Fluent 12. The computational details of the numerical solution are given in Section 6. The112
transport equation for the particle phase can be expressed as:113
∂tc =− ∂x · c(u + v) + ∂x · (D +Dt)∂xc (2.1)
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where c is the aerosol number concentration, D and Dt are the Brownian and turbulent diffusivities of the
aerosol, respectively, u is the velocity of the fluid phase, and v is the settling velocity of the particles,
whose direction is parallel to that of the gravitational field. We employ the drift-flux model as presented by
Chen et al. [9], which uses the near-wall functions proposed by Lai and Nazaroff [8] with corrections by
Parker et al. [45]. This approach includes the contribution of air movement, gravity and turbulence on the
deposition flux. Since the walls are in thermal equilibrium with the air, we do not consider thermophoresis
as a particle deposition mechanism, even if the drift-flux approach has been extended to include it by Zhao
et al. [13]. We solve the customary fluid-phase linear momentum balance equation (ignoring the presence
of the particles) to determine u. The estimation of Dt is discussed in Section 4. We obtain the magnitude v
of the particle settling velocity from the calculation of the Reynolds number Re and Archimedes number Ar
of a single particle suspended in the fluid [46]:
v =
µRe
ρeds
(2.2)
Re = [− 3.809 + (3.8092 + 1.832Ar0.5)0.5]2 (2.3)
Ar ≡ gd
3
sρe(ρs − ρe)
µ2
(2.4)
where g is the gravity and µ is the viscosity of the fluid. The Brownian diffusivity of the aerosol is estimated114
with the following expression Reist [47]:115
D = C
(
kBT
3pidsµ
)
(2.5)
where T is the fluid temperature, kB is the Boltzmann constant and C is the Cunningham slip correction116
factor, given by the following equation:117
C = 1 +
2λ
ds
[
A1 +A2 exp
(
− A3ds
λ
)]
with λ ≡ kBT√
2pipd2s
(2.6)
where A1 = 1.257, A2 = 0.400 and A3 = 0.55, and where λ and p denote the mean free path and the fluid118
pressure, respectively.119
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3 Boundary conditions120
Equation 2.1 is a second-order differential equation that requires a boundary condition on all the boundaries121
of the domain. At the inlet, we provide a fixed concentration value (Dirichlet condition), while at the outlet122
we set the concentration gradient to zero (Neumann condition). At the walls of the domain, we provide the123
boundary condition by specifying the total particle flux toward the wall, i.e., the deposition flux.124
Very near the wall, a one-dimensional particle concentration gradient forms, creating a concentration125
boundary layer. This gradient generates a diffusive particle flux that can be expressed with a Fick’s law in126
which the diffusion coefficient is given by the sum of the Brownian and turbulent diffusivities. The overall127
deposition flux at the wall J is given by the sum of this diffusive flux and of the convective flux due to the128
gravity-induced particle settling. Thus, we can write:129
J =− (D +Dt)∂nc+ (v · n)c (3.1)
where ∂nc is the partial derivative of the aerosol concentration in the direction normal to the wall andn is the130
unit vector normal to the wall and pointing to the exterior of the domain; therefore v ·n is the component of131
the settling velocity normal to the wall. One of the strengths of the drift-flux approach is that any additional132
velocities relevant to a particular system, such as electrical mobility drift velocity or thermophoretic velocity,133
can be easily added to the convective terms of Equations 2.1 and 3.1.134
We calculate the value of J with the expression derived by Lai and Nazaroff [8]:135
J = vdcp with vd =
v · n
1− exp[− (I/u?)v · n] (3.2)
where vd denotes the deposition velocity and where cp is the particle concentration in the first mesh point p136
off the wall (this point falls within the inertial sublayer of the turbulent boundary layer). If a boundary wall137
is vertical, so that v · n = 0, the expression for vd reduces to:138
for v · n = 0 : vd = limx→0
x
1− exp[− (I/u?)x] = limx→0
x
1− 1 + (I/u?)x = u
?/I (3.3)
In Equations 3.2 and 3.3, u? is the friction velocity, defined as (τw/ρ)
1/2, where τw is the wall shear stress,139
while I is a function of the Schmidt number Sc given by the expressions reported below, as derived by Lai140
and Nazaroff [8]:141
Sc = ν/D ; I = [3.64 · Sc2/3(a− b) + 39] (3.4)
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a = 0.5 ln
[
(10.92 · Sc−1/3 + 4.3)3
Sc−1 + 0.0609
]
+
√
3 tan−1
[
8.6− 10.92 · Sc−1/3√
3 · 10.92 · Sc−1/3
]
(3.5)
b = 0.5 ln
[
(10.92 · Sc−1/3 + r+)3
Sc−1 + 7.669 · 10−4 · r+
]
+
√
3 tan−1
[
2r+ − 10.92 · Sc−1/3√
3 · 10.92 · Sc−1/3
]
(3.6)
r+ = dsu
?(2ν)−1 (3.7)
where ν is the kinematic viscosity of the fluid. To determine the value of the wall shear stress, we used wall
functions, adopting two approaches: the standard and the enhanced wall function treatments. The former
is based on the log-law of the wall proposed by Launder and Spalding [48], which holds in the inertial (or
fully turbulent) sublayer of the turbulent boundary layer. This equation reads:
τw = ρe(u
?
τ )
2(up/u
?
p) (3.8)
u?τ ≡ C1/4µ k1/2p , u?p = u?τ
[
(1/κ) ln y?p +B
]
, y?p ≡ (u?τ/ν)yp (3.9)
where κ is the von Karman constant (0.4187), B and Cµ are empirical constants (B = 5.449, Cµ = 0.09),142
p is the first mesh point off the wall, up is the mean fluid velocity at point p, kp is the turbulence kinetic143
energy at point p and yp is the distance from point p to the wall. When the enhanced wall treatment is used144
in Fluent, τw is computed with an alternative expression; we do not report the expression here, referring to145
the literature for brevity [49, 50].146
3.1 On the outlet boundary condition147
The need of a boundary condition at the outlet of the system poses a conceptual problem, because in most148
practical applications the particle concentration or flux at the outlet are unknown. To inspect this issue, let149
us consider the tunnel system and define the following dimensionless variables:150
x¯ ≡ x/xc , t¯ ≡ t/tc , c¯ ≡ c/cc , u¯ ≡ u/uc , v¯ ≡ v/uc (3.10)
where xc is the characteristic length over which the dependent variables change significantly, taken as the151
height of the tunnel, cc is the inlet particle concentration and uc is the mean bulk fluid velocity. The time152
scale can be left undefined. Introducing these dimensionless variables in Equation 2.1 yields:153
∂tc =− {tcuc/xc}∂x · c(u + v) + {tc(D +Dt)/x2c}∂x · ∂xc (3.11)
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where, to simplify the notation, we have not used different symbols to denote the dimensionless variables.154
Because tc appears in both bracketed terms, the relative importance of these is unaffected by the time scale155
value and is given by the Péclet number:156
Pé ≡ ucxc
D +Dt
(3.12)
Here to simplify the arguments reported below we have assumed that D +Dt is constant (this assumption,157
however, has not been used in the simulations). We know that the characteristic dimension of the tunnel is158
order 0.1 m and that the fluid velocity is order 1 m/s. A representative value for the turbulent diffusivity in159
the tunnel is 10−4 m2/s, as shown later in Figure 7e. Given these estimates, we can expect that Pé ∼ 103.160
Because the Péclet number is far larger than unity, and the partial derivatives of the scaled variables have161
order unity, we conclude that in the bulk – where the scales employed are correct – diffusion is negligible.162
Neglecting this term, however, reduces Equation 3.11 to a first-order differential equation.163
This reasoning tells us that near some boundaries (those where we had to assign boundary conditions164
and can no longer do so in the simplified problem) the simplified equation is incorrectly scaled. In these165
regions, the length scale characterizing the gradients must be far shorter, so that diffusion is not negligible.166
This also means that within these region concentration varies sharply, as it occurs in boundary layers. One167
of these sharp gradients is present at the tunnel exit. The outlet boundary condition affects the concentration168
profile (but not the overall flux) within this layer, but its influence in the remaining part of the domain is169
minimal [51, 52]. Hence, if we are interested only in the bulk solution, the outlet boundary condition does170
not play a critical role.171
4 Eddy diffusivity172
When modeling fluid-particle flows with an Eulerian approach, the concept of particle eddy diffusivity arises173
as a means to describe the particle motion due to the presence of turbulent eddies. An inertia-less particle174
is transported by the fluid at all the scales of turbulent motion and consequently has a turbulent diffusivity175
Dt identical to the turbulent diffusivity of the fluid νt. Generally speaking, the order of magnitude of Dt176
for atmospheric aerosols is considered to be equal to the turbulent diffusivity of the carrier fluid [53], and it177
has been suggested that this is a valid assumption for relaxation times under 0.1 seconds based on various178
experimental results [8].179
To determine if this assumption is reasonable in our particular case, and to ensure that the laboratory180
and field experiments are comparable in this respect, we propose to use the inertial parameter proposed by181
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Schnell et al. [54], which describes the ability of a particle to respond to the fluid motion in an eddy. This182
parameter is defined in terms of the relaxation time τ , the characteristic turbulence root mean square of the183
fluctuating velocity urms and the integral length scale ` characterizing the turbulent velocity field:184
Kpt =
τ urms
`
with τ =
ρsd
2
s
18µ
(4.1)
For very small values of Kpt, the ratio Dt/νt ≈ 1. We obtained the range of values of urms characteristic185
of our system from a dynamic simulation adopting the RNG k – ε turbulence model. In the contours of urms186
displayed in Figure 7f, we can see that its order of magnitude is 1 m/s. The integral scale of turbulence is187
of the order (C3/4µ k
3/2
)/ε, where Cµ = 0.09, k is the turbulent kinetic energy and ε is the dissipation rate188
of k [55]. These parameters are related to the RNG k – ε turbulence model. In wall bounded flows, ` is189
sometimes considered to be similar to the hydraulic diameter [56]. In the case of the tunnel, both definitions190
provide the same order of magnitude, which is ` ∼ 0.1 m. With these estimates, Kpt is considerably smaller191
than unity in the tunnel flow, as it has also been observed for the room flow. Therefore, henceforth we192
assume that Dt = νt. The value of νt in the boundary layer is calculated following Chen et al. [9], while193
that in the bulk is provided by the turbulence model.194
5 Turbulence models195
The model described above requires the use of a submodel able to estimate νt. Several models available in196
Fluent fit this description. In the k – ε model νt = (Cµk
2)/ε. The application of the renormalization group197
theory in the RNG k – ε version of the model results in an identical expression for the turbulent viscosity,198
the only difference being in the value ascribed to the constant Cµ, which in this case is equal to 0.0845. In199
the k –ω model νt = (αk)/ω, where α is a function of k and ω that corrects the turbulent diffusivity at low200
Reynolds numbers [for its expression, we refer to FLUENT [57]]. Lastly, in the Spalart-Allmaras model201
νt = ν¯tfv, where ν¯t is a scalar field governed by a transport equation and fv is a viscous damping function202
[for further details, we refer to FLUENT [57]]. As the simulations must predict the near-wall turbulence203
accurately, we use the models of turbulence with both standard and enhanced wall functions.204
6 Computational setup205
The simulations have been carried out in Ansys Fluent 12. The model has been implemented through an206
User Defined Function (UDF). A structured grid was used for all simulations. The grid size was chosen207
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Figure 1: Grid independence test of the tunnel geometry (a) and the room case (b).
after a grid independence test, using the most sensitive variable in each case. In the case of the tunnel,208
this variable was the outlet concentration. The calculated concentration became independent of the grid209
size when cells were smaller than 0.5 cm. In the case of the room, the chosen variable was the deposition210
velocity in Location 2. This value became independent of the grid size at meshes smaller than 10 cm. These211
results are shown in Figure 1. The transient simulations were carried out with a 0.1 second time step and212
a first-order implicit formulation. The CPU time using a Intel Core i5-6200U Processor (3MB Cache, 2.80213
GHz and 4GB RAM) was ∼ 15 minutes for steady-state simulations of the tunnel and the room, and ∼ 60214
minutes for transient simulations.215
7 Model validation in experimental tunnel216
7.1 Experimental setup217
We used an experimental tunnel with dimensions of 15 cm x 15 cm x 1.8 m, which is similar to the tunnel218
used by Lai et al. [41] to test the same model. In our tunnel, however, 10 internal barriers positioned219
every 13 cm generate gradients of velocity and increase the shear flow near certain horizontal surfaces. The220
dimensions of the barriers were 10 cm x 15 cm, leaving a free section of 5 cm x 15 cm. Air was displaced221
by a fan located at the outlet of the tunnel after a diffuser. We added a 45 cm buffer section with no barriers222
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Figure 2: Diagram of the experimental tunnel showing the buffer area (a), the location of the condensation
particle counters (b), the hot-wire anemometer (c) and the fan and diffuser system (d). R and L indicate
the location of the right wall and left wall glass slides used to collect particles in the coarse PM deposition
experiments.
before the experimental tunnel with the aim of ensuring that the introduced aerosol was distributed evenly223
through the section area. A schematic view and the dimensions of the experimental setup can be seen in224
Figure 2. We set a constant velocity of 0.25 ± 0.11 m/s at the inlet in all the experiments, which led to a225
maximum velocity of 0.76±0.06 m/s in the gaps left by the barriers. Air velocity was measured at the inlet226
with a hot-wire anemometer, placed in the gap left by the first barrier. Particles were sampled at the inlet227
and outlet of the tunnel using two particle condensation counters (TSI P-Trak), which provided the number228
concentration of all particles in the size range 0.02 – 1 µm.229
The reported experiments took place indoors, in the Heritage Science Laboratory at UCL, London.230
This laboratory is located in a basement and is mechanically ventilated. The background concentration of231
PM0.02−1 was about 2000 – 4000 1/cm3. Because the purpose of this research is to use the model to study232
actual heritage sites, we decided to use as input sources of aerosols common in heritage environments:233
resuspended dust, candle smoke and untreated air from the environment.234
7.2 Data collection235
We measured particle concentration at the inlet and outlet of the tunnel, as well as deposition fluxes on236
several surfaces. We carried out two types of experiment:237
1. Experiments with suspended fine PM with particle diameter in the range of 0.02 – 1 µm. We used two238
strategies to feed particles into the tunnel. The first was to direct a burst of a commercially available239
duster spray (Ambersil Air Duster, flow rate 0.5 g/s, density 1.21 kg/m3) towards the neighboring240
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surfaces of the experimental area, causing uncontrolled dust resuspension. The second consisted in241
using the aerosol emitted by a burning candle. This was placed at the inlet section of the experimental242
tunnel for short periods of time (≤ 2 s).243
2. Experiments with deposited coarse PM with particle diameter in the range of 0.5 – 10 µm. In these244
experiments we let the tunnel collect air from its surroundings. This air displayed a variable aerosol245
concentration that fluctuated during the day. During 72 h we monitored the inlet number concentration246
continuously. We sampled the deposited particles using microscope glass slides (75 by 25 mm) placed247
inside the tunnel at the locations specified in Figure 2.248
Our measurements of deposited PM were size-resolved, while the measurements of concentration focused249
on a single size fraction, particle diameter in the range between 0.02 – 1 µm. As demonstrated by Zai et al.250
[58] and Li and Hopke [59], candle smoke has a typical particle size distribution with most particles being251
between 0.01 and 0.1 µm, which falls within the measured size range.252
All the experiments were transient, i.e., the inlet concentration varied over the course of the experiment.253
However, as we shall see, some of these experiments can be modeled via steady-state simulations. In the254
first set of experiments several concentration peaks of candle smoke or dust were produced while the inlet255
and outlet concentrations were continuously monitored with a frequency of 1 s during about 1 h. As can be256
seen in Figure 3, every concentration peak measured at the inlet undergoes a change within the tunnel, and257
emerges at the outlet displaying a smoother signal. We excluded the peaks that did not meet the following258
inclusion criteria from the experiment: inlet peaks should reach a maximum and decrease in no more than259
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Figure 3: Example of inlet concentration peaks and their reflection in the outlet. Plot shows part of a 1 h
experiment.
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2 s (so that the peak can be idealized mathematically as a 1 s step), and they should not be higher than 106260
1/cm3 (as a precaution to avoid coagulation).261
In the second set of experiments we installed glass slides in four locations on the right (R1−4) and left262
(L1−4) walls of different compartments (the space between barriers). Slides in locations R1−4 were placed263
on walls adjacent to the gap left by the barriers, while slides L1−4 were placed just after a barrier. As a264
consequence, the air flowing next to the slides L1−4 and R1−4 had different levels of turbulence. In each265
location, we introduced three slides in order to obtain repeated measurements (the locations can be seen in266
Figure 2). We used a digital optical microscope to count the number of deposited particles on each slide,267
from which we obtained the deposition flux. This procedure is described in Annex 1.268
7.3 Results and discussion269
We observed that in the flow regime of operation and within the size range of interest, one size mode is270
enough to describe particle behavior. The assumption that particles can be characterized by an average271
diameter and density is reasonable in this case because, under the conditions of the experiment, these two272
variables have a very limited impact on the overall deposition flux. This can be demonstrated by comparison273
with similar cases in the literature and with an analytical solution of the deposition model.274
Naturally, the small influence of the particle diameter is a property of the system, as often deposition275
depends strongly on particle size, particularly in environments with low air velocity. Particles close to the276
lower size range detected by our instrument (ds = 0.02 µm) are affected by Brownian motion (characterized277
by the diffusivity D) whereas deposition in the higher size range (ds = 1 µm) is dominated by gravitational278
settling, represented by the terminal velocity v in Equation 3.1. However, as turbulence increases – e.g., if279
a room is mechanically ventilated – turbulent diffusion becomes dominant and the differences of deposition280
owing to particle size are reduced over a large size range. This has been observed experimentally in small281
chambers. For example Lai and Chen [22] detected identical deposition rates for particles between 0.02 and282
1 µm in a small chamber (100 liters) with an inlet velocity of 0.225 m/s. The deposition ratio of particles283
between 0.01 and 3 µm is also constant in some of the experiments reported in Lai [2], particularly those284
with high surface-to-volume ratios and high ventilation rates. Lai and Nazaroff [60] also observed similar285
deposition rates between 0.9 and 4 µm on vertical rough surfaces in a stirred chamber (1.8 m3). In these286
cases, size differences are small, and deposition gradients are mainly controlled by the flow pattern.287
This can be exemplified by a solution of Equation 3.2 in a single computational cell. The results are288
shown in Figure 4. The plot reported illustrates that deposition velocities are independent of the properties289
of the particles when Dt is orders of magnitude higher than Brownian diffusivity. The values of Dt reported290
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Figure 4: Deposition velocity in a single computational cell for different values of the turbulent diffusivity.
The Brownian diffusivity of the particles is constant.
in Figure 7e range from 10−3 m2/s to 10−4 m2/s, while the Brownian diffusivity in our system is typically291
10−10 m2/s. This clearly indicates that our experiments operate in conditions where D/Dt Î 1. So, under292
our experimental conditions the differences between the deposition velocities of different size modes are not293
significant, and simulating several particle sizes would be superfluous. In any case, this simplification does294
not affect the applicability of the drift-flux model, which could easily incorporate the simulation of different295
particle sizes, should this be required.296
7.4 Suspended fine PM297
The concentration of particles decays steadily through the length of the tunnel. Similar trends have been298
observed in studies of ventilation ducts with a comparable geometry [14]. In our system, cout/cin = 0.86.299
However, as shown in Figure 5, which reports the simulation results, the presence of the barriers causes a300
non-linear decay. The smoothing of the peaks observed in Figure 3 is caused by the combined effects of301
dispersion and deposition, both of which are independent of the total concentration. Consequently, when302
the concentration profiles at the outlet of the tunnel are normalized with the inlet concentration (taken as303
the highest value of the inlet peak), they conform to a common shape (Figure 6). This property makes304
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Figure 5: Example of the decay of concentration throughout the tunnel displaying a constant reduction of
concentration. The horizontal lines show the position of the barriers. All the profile is realistic except for the
concentration in the last few computational points, whose value is dictated by the outlet boundary condition.
the experiments highly repeatable and enables the combined assessment of two key aspects of the model:305
its accuracy in predicting particle deposition fluxes and its ability to reflect the diffusive dispersion of the306
particles through the tunnel.307
The temporal variation of the concentration at the outlet of the tunnel, shown in Figure 6, was reproduced308
using a dynamic simulation. In this simulation the inlet velocity is 0.25 m/s, the particle diameter is assumed309
to be the mean diameter in the measured size range (0.5 µm), and the density is assumed to be 1500 kg/m3.310
A peak of particles is created by setting a dimensionless particle concentration of one at the inlet during the311
first second of the simulation.312
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Figure 6: Normalized particle concentration profiles at the outlet of the tunnel and comparison with the CFD
simulation results. The error bars indicate ±1 standard deviation.
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Figure 7: Contour images of several parameters from the simulations. From top to bottom: deposition
velocity (a), three stills of the dynamic solution of the single peak experiment (b,c,d), turbulent diffusivity
(e) and urms (f). In (a) contours are shown in the walls in perspective view, while the next images show the
central sectional cut of the tube viewed from above. Locations (1) and (2) indicate the areas after a gap and
after a wall respectively, which display different deposition velocities.
Figure 6 compares the experimental values of outlet concentration with the results obtained with different313
turbulence models (the data employed to produce Figure 6 are available in Annex 2). All the tested models314
(Spalart-Allmaras, k –ω, RNG k – ε and RNG k – ε with enhanced wall functions) capture the non-trivial315
shape of the concentration peak. The k –ω model underestimates deposition; however, the results are within316
the experiment standard deviation for most of the peak. The RNG k – ε model with enhanced wall functions317
seems to offer a better match with the decreasing slope, but it also seems to overestimate deposition slightly318
when it is compared with the resuspended dust curve. The Spalart-Allmaras model overestimates deposition319
quite clearly. The differences between candle smoke and resuspended dust are not statistically significant.320
The particles present in the tunnel before a time of about three seconds might correspond to pre-existing321
particles in the tunnel.322
7.5 Deposited coarse PM323
We also simulated the deposition of particles belonging to the background concentration adopting a single324
particle size (2.5 µm). In the contours of the simulated deposition velocity vd (Figure 7a) we may observe325
that the deposition is always higher just before a barrier, as shown in location (1) of Figure 7a. This contrasts326
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Figure 8: Experimentally determined values of the left-to-right ratio of deposition velocities (JL,1−4/JR,1−4)
compared with the ratios predicted by different turbulence models. The samples of this Figure correspond
with the locations indicated in Figure 2. The error bars indicate ±1 standard deviation.
with the deposition in straight tunnels, in which the flux toward all vertical walls is identical [14]. On the327
contrary, our tunnel displays marked differences between walls that are more or less exposed to the air flow.328
This difference is a consequence of important features of the flow. We have observed that air in contact329
with the R1−4 samples displays a high velocity tangential to the wall that leads to increased wall shear stress,330
while Dt has a similar value near both sampling points (as seen in the diffusion contours of Figure 7e). τw331
is related to the deposition velocity through Equation 3.2. Therefore, it is natural to expect that deposition332
will be higher in the regions where higher values of τw are present.333
We expressed the difference in deposition between left and right walls as the ratio of deposition fluxes,334
ξ ≡ JL,1−4/JR,1−4. This is constant during the experiment and independent of particle concentration; thus,335
it can be predicted by means of a steady-state simulation. The ratio has a mean value of ξexp = 0.44± 0.10336
across the tunnel if we calculate it for all particles between 0.5 and 5 µm (the size-resolved particle counts337
are available in Annex 3). This implies that deposition in areas where the direction of the velocity field is338
approximately parallel to the wall is twice as much as that in areas protected from air flow. The simulations339
give ξsim = 0.51± 0.12 (Figure 8). The computed ratios systematically overestimate the deposition ratio by340
about 20%, but this error is within the standard deviation of the experiments. Also, no significant differences341
are observed between the values of ξsim predicted by the different turbulence models.342
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8 Simulation of an indoor heritage environment343
8.1 Site description344
The room we simulate is on the lower floor of Apsley House, London, a historical house managed by345
English Heritage. The room is furnished with glass cabinets that host a collection of porcelain which is346
prone to soiling by particulate matter. The staff has reported the accumulation of black deposits and that347
many surfaces require weekly cleaning. The House is located at Hyde Park Corner, a very busy roundabout.348
We have determined in previous research that a large fraction of fine outdoor particles penetrate into the349
building, mainly through the leaks in the windows of the south and west façades [61].350
We monitored PM deposition in the room between January and June 2013. We counted the deposited351
particles every month adopting the same method described in Annex 1, in the sampling locations shown in352
Figure 9. Locations 1 and 2 are on top of the display cabinets, while locations 3 and 4 are on their walls.353
For this analysis we used particle counts in the size range 0.5 – 2.5 µm. We measured the concentration354
of suspended particles in this size range with an optical particle counter (DC1100, Gradko, UK) over the355
experimental period. The average indoor concentration of these particles was 1.15± 0.74 · 106 1/m3, with356
an average I/O ratio of 0.67 ± 0.37. The geometry of the room is illustrated in Figure 9. Structurally, the357
system is ostensibly different from the tunnel described in the previous section. There are, however, some358
common features. The air inlets are placed close to the display cabinets, resulting in forced convection and,359
as a consequence, in areas of increased tangential velocities, as those emulated in the tunnel. In both cases360
Figure 9: Schematic view of the simulated room. (a) main door, (b) leakage inlets, one in each window, (c)
ventilation inlets. Monitoring locations 1 and 2 are on top of display cases, and 3 and 4 on the side.
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deposition is caused by a boundary layer turbulent flow. The air velocity is of the same order of magnitude.361
The main difference between the two systems is that in the wall bounded flow the near-wall layers have a362
constant thickness, while they grow constantly in the unbounded flow. Nevertheless, deposition is caused363
by the near-wall turbulence, which exists in both cases, since near-wall turbulence arises as long as the flow364
is turbulent and parallel to a wall.365
Most importantly, the dimensionless numbers characterizing the systems (summarized in Table 1) are366
comparable: in both cases, Kpt is very small, and therefore one can assume that Dt = νt. Moreover, in all367
cases, D/Dt Î 1, which suggests that particle transport is dominated by the turbulent diffusivity.368
Tunnel Room Case A Room Case B Room Case C
Kpt 4.09 · 10−4 5.64 · 10−10 1.12 · 10−6 7.33 · 10−7
D/Dt 4.92 · 10−8 4.72 · 10−5 2.78 · 10−8 2.54 · 10−8
Table 1: Average value of some non-dimensional parameters of the simulated cases. The values correspond
to simulations with ds = 0.5 µm.
369
The room operates as follows. It has three windows with leaks that are sources of fine particles (Figure370
9). It is also equipped with a ventilation system which is operated intermittently by the staff. It has a single371
door, which is an inlet or an outlet of air depending on the wind direction. If the latter is South-West [which372
is the predominant scenario, roughly 75% of the six-month experimental period [61]], we have observed373
that the door acts as an outlet of air and the leaks as an inlet. This set of sources leads to several possible374
operation scenarios, of which we consider the following:375
1. South-West wind, leakage, the ventilation system is off and the door is an outlet. This is the most376
common scenario during the year.377
2. South-West wind, leakage, the ventilation system is on and the door is an outlet. It is the second most378
likely scenario.379
3. North-East wind, no leakage, the ventilation system is on and the door is an inlet. Albeit uncommon,380
we add this scenario for comparison.381
The primary concern of the house managers is first to know which of these scenarios results into increased382
particle deposition and second to determine which areas of the room should be avoided for the display of383
valuable objects.384
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A B C
Boundary c u Type c u Type c u Type
Main door 0.5 - O 0.5 - O 0.5 0.1 I
Ventilation 0.0 - W 0.0 0.5 I 0.0 0.5 I
Leakage 1.0 0.001 I 1.0 0.001 I 1.0 - W
Table 2: Simulation setup and boundary conditions. u is in m/s. W is a wall, O is an outlet and I is an inlet.
To simulate these three scenarios, we translated them into a set of boundary conditions. We determined385
the concentration and velocity in the leaks in Grau-Bove et al. [61]. The boundary conditions for each386
scenario are summarized in Table 2.387
8.2 Results and discussion388
For this simulation we used two types of particles, coarse (ds = 10 µm) and fine (ds = 0.5 µm), with a389
density of 1500 kg/m3. Contrary to the tunnel experiment, deposition in some scenarios is dependent on390
particle properties, and therefore cannot be simulated with a single size mode. As we shall see, this is due391
to lower turbulent intensities in absence of forced ventilation. For this reason, we choose the particle sizes392
for which concentration and deposition data were available.393
The simulations reveal marked differences between the cases with and without ventilation. Figure 10394
displays the contours of air velocity and deposition velocity for the coarse and fine particles. Notice that,395
when the ventilation system is off (Case A), the deposition velocity vd is different for the two particle sizes.396
Coarse particles tend to deposit in upward-facing surfaces, while fine particles deposit more homogeneously.397
As shown in Table 1, the ratio between Brownian and turbulent diffusion for the smallest particles (D/Dt) is398
the largest of all cases. Its average value is 4.72 ·10−5 (and its maximum value is 1.40 ·10−3), and therefore399
falls within the region of Figure 4 where size differences become significant. Furthermore, since deposition400
is controlled by gravitational settling, it is similar on all the upward-facing horizontal surfaces.401
The situation changes significantly when the ventilation system operates (cases B and C). Firstly, there402
is a global increase in air motion which results in higher turbulent diffusivity. In consequence, the values403
of D/Dt in Cases B and C are comparable to those observed in the tunnel (that is, close to about 10
−8),404
which implies that due to the turbulence generated by the ventilation system all particles behave similarly.405
Secondly, turbulent boundary layers are formed on the vertical surfaces close to the ventilation outlets. This406
results in a local increase of the deposition velocity owing to shear stresses. This is the same phenomenon407
observed in the experimental tunnel, where shear flows result in a difference of deposition between the left408
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Figure 10: Contours of air velocity and deposition velocity in the simulated scenarios.
and right walls of the system. These hotspots of deposition are easily seen in Figures 10e, 10h, 10f and 10g.409
In some instances, this effect is slightly more marked for the fine particles.410
While the contours of deposition of the different scenarios are remarkably diverse, the room is well-411
mixed and exhibits a homogeneous concentration, as seen in the contour of concentration displayed in Figure412
11. The simulated values of c displayed in Figure 11 correspond to scenario A. Note that, as expected, the413
contours of c are almost uniform.414
0 1
c
Figure 11: Contour of non-dimensional concentration corresponding with scenario A.
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Figure 12: Comparison between predicted and measured deposition velocities in the four monitoring loca-
tions of the room. The box-plots show the experimental value, and indicate the distribution of deposition
velocities related to the variation of c during the six-month monitoring period. The box indicates the first
and third quartiles, and the whiskers the 2nd and 98th percentiles.
About the value of Kpt, the maximum value in all cases is vanishingly small. In all the cases studied we415
consider the assumption of Dt = νt to be applicable. Under the current air flow conditions, this assumption416
would only become unreasonable (i.e., Kpt would become much larger than unity) for values of the particle417
diameter of about 250 µm or larger.418
We compared the simulated deposition velocities of the 0.5 µm particles with the deposition velocities419
calculated from our measurements (which we obtained employing the particle counts as well as the values420
of suspended PM concentration, see Annex 1). Figure 12 shows this comparison. The box-plots in Figure421
12 reflect the variation of concentration during the monitoring period. Because the flux J was measured422
by counting the deposition on glass slides, it is not subject to any experimental error. Consequently, all the423
uncertainty in the estimation of the deposition velocity originates in the variation of c, which translates into424
a distribution of values for the deposition velocity vd.425
The simulations of scenarios B and C reflect quite well the differences of deposition velocity observed426
experimentally. In case A, conversely, the deposition on top of the display cases (locations 1 and 2) is greatly427
overestimated by the simulations. The simulations that coincide with the experimental measurements are428
those that involve the ventilation system. Interestingly, the largest values of deposition are observed in the429
scenario with no ventilation, on the top of the display cabinets. A possible explanation is that the increased430
air motion partially counteracts gravitational settling, when at the same time render deposition more even.431
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This implies that, when ventilation is on, air motion not only increases deposition on vertical surfaces, but432
slightly reduces deposition on horizontal upward-facing surfaces. Even though the ventilation system was433
only operated occasionally during the monitoring period, a total absence of air motion does not correspond434
well with the reality of the environment. If the simulations are correct, they indicate that some air movement435
is necessary (and was present) to explain the observed patterns of deposition, and that the actual air flow436
pattern might be similar to that of scenarios B and C. The available data do not suffice, however, to quantify437
the contribution of each scenario toward the total observed deposition.438
Finally, this case illustrates that deposition fluxes and particle concentration are often independent of439
one another in indoor environments. In other words, the observed variations in the deposition velocity are of440
many orders of magnitude in a space which has an otherwise homogeneous concentration of airborne PM.441
It is clear that, from the perspective of deposition rates, the room is anything but well-mixed.442
9 Conclusions443
Research studies reported in the literature have shown the capability of the drift-flux model to account for444
deposition in well-mixed environments of a wide range of geometries, where deposition can be characterized445
by the overall decay rate of particle concentration. Our experiments show that this conclusion is extendable446
to environments with marked gradients of air velocity which result in inhomogeneous deposition. We have447
adopted the drift-flux approach to estimate the spatial distribution of deposition caused by shear flows in a448
tunnel and a large ventilated room. In the first system, the model successfully predicted the differences of449
deposition on walls affected by different degrees of near-wall turbulence. In the room, we have simulated450
three plausible scenarios, of which two provided estimations that coincide with the experimental data. But451
the scenario that reflects the most common setup of the room (e.g., no mechanical ventilation) overestimated452
deposition on horizontal surfaces. The simulations of the room illustrate the importance of the definition453
of the boundary conditions when simulating complex and changeable environments. Care must be taken to454
identify boundary conditions that reflect the average behavior of a building during a period of time, which455
may not always be possible.456
The two simulated systems can be regarded as very dilute multiphase systems (i.e., systems with low457
aerosol volume fraction and low phase-mass ratio) of inertia-less particles (that is, St Î 1). These systems458
were successfully modeled with the one-way coupling modeling approach in an Eulerian framework. Both459
systems presented very low values of Kpt, the parameter that describes the ability of the particles to follow460
the fluid phase in turbulent eddies. In both systems, we assumed that Dt = νt. However, further research is461
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needed to establish whether Kpt can be used as the sole indicator of the applicability of this assumption in462
indoor aerosol deposition studies.463
The experiments and simulations show the importance of local air flow patterns in the deposition flux.464
We have seen that deposition is increased in areas that experience high shear stress, both in the tunnel and in465
the real room. These observations suggest that, in heritage settings, the display of objects on surfaces close466
to air inlets and outlets should be avoided. The results also highlight that when turbulence is high (i.e., when467
D/Dt Î 1 and convection is less important than diffusion), the differences between particles become less468
significant, and therefore many situations can be implemented with a single particle size. This suggests a469
great applicability of the drift-flux approach in situations with unknown particle properties, for example as470
an exploratory tool for heritage institutions without access to aerosol monitoring equipment. Even though471
this is a convenient simplification, its applicability must be assessed on a case-by-case basis, as a strong472
dependence of deposition rates on particle size has been repeatedly observed in many different situations.473
As we have seen in the room simulations, this ceases to be true when air is steady, which is common in474
indoor environments.475
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Annex 1613
After exposure, the glass slides were photographed with an optical microscope. Approximately ten images614
of every sample were taken. We used a magnification that provided a pixel size of 0.13 µm. However, we615
did not count particles smaller than four pixels, to avoid an overestimation of the amount of fine particles.616
With this setup, the smallest particles that could be measured had a diameter of about 0.3 µm, which is close617
to the theoretical minimum detectable by the naked eye, which is given by the wavelength of the visible618
light (390 nm).619
The particles were counted with a combination of open source software, using ImageJ for image post-620
processing and particle counting, and the statistical software R for data analysis. This process was automated621
with macros. Particle deposition fluxes were calculated for every particle size as:622
Jexperimental =
Ni
At
(9.1)
where Ni is the total number of particles of size i counted on the sampled surface, t is the exposure time623
(the duration of the experiment) and A is the area of the sampled surface.624
The open source application imagemagick was used to prepare the images for post-processing, firstly625
converting images from gray-scale to binary black-and-white, with an adjustable threshold of luminosity. A626
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square section was cut in the center of every image to avoid false readings from the peripheral areas out of627
focus.628
%629
mogrify -threshold 30% -gravity Center630
-crop 3000x3000+0+0 *.TIFF631
%632
Then an ImageJ macro was applied to the images. The macro smoothed the contours of the image,633
thus eliminating any image noise pixels that could be counted erroneously as particles. Then particles were634
analyzed, leaving out any particle smaller than two pixels and accepting particles of any circularity. A list635
of particle sizes (measured in areas) was saved in text files that were later read and processed with R.636
%637
dir = getDirectory("image");638
name=getTitle;639
path = dir+name;640
641
run("Smooth");642
run("Smooth");643
run("Smooth");644
645
run("Make Binary");646
run("Analyze Particles...",647
"size=2-Infinity648
circularity=0.00-1.00649
show=Nothing650
display exclude651
clear include652
summarize record");653
saveAs("Text", path);654
%655
The raw data obtained with this procedure are in particle counts per 30 days. To enable a comparison with656
the simulated results (which are displayed in terms of deposition velocity), we converted particle counts into657
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deposition velocities, vd,exp, using the following relation:658
vd,exp =
N
At
· 1
c
(9.2)
whereN is the total particle number,A is the area of the surface on which the particles were counted, t is the659
elapsed time (a month in seconds) and c is the number concentration of particles surrounding the deposition660
sampler.661
Annex 2662
The attached file data.xlsx contains the concentration curves used to produce Figure 6.663
Annex 3664
Figure 13 shows the distribution of particulate matter on measured on the glass slides location on the left and665
the right walls of the experimental tunnel. It demonstrates that most of the particles are smaller than 5 µm.666
It also shows clearly that the amount of measured particles is higher in the right walls of each compartment,667
as expressed quantitatively in Figure 8.668
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Figure 13: Size-resolved particle counts on the left and right walls of the tunnel. The data displayed in this
figure was used to calculate the left-to-right ratio ξ displayed in Figure 8.
