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Abstract. Serious games containing the pedagogical aspects and as part of the device/media e-learning support the learning process. Besides, the learning method uses the game are better than the conventional learning, because learning materials that involve animation in the game will enable long-term memory of students. Particle swarm optimization (PSO) method offers a search procedure based on a population consisting of individuals called particles that change their position with respect to time. PSO, by way of initializing the position and velocity of a particle, calculates the fitness function of the solution and updates the position and velocity of a particle to a stop condition are found. The design of PSO on the problem of autonomous cognitive levels of the game on a serious game with a permutation is proposed by using the fitness function the distance between xi+1 (cognitive level game) with xi (cognitive pre-test). The expected outcome of this research is the sequence of levels completed in accordance with the needs of the learner.
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Abstrak. Serious game sangat mendukung proses pembelajaran melalui permainan yang mengandung aspek pedagogis dan merupakan bagian dari alat/media e-learning. Selain itu metode pembelajaran menggunakan permainan lebih baik dibandingkan dengan pembelajaran konvensional, karena animasi materi pembelajaran dalam permainan akan mengaktifkan ingatan jangka panjang siswa.
Metode particle swarm optimization (PSO) menawarkan suatu prose​dur pen​​ca​rian berdasar pada populasi yang terdiri atas individu-individu yang di​se​but par​​tikel, mengubah posisi mereka terhadap waktu. PSO dengan cara melakukan inisialisasi posisi dan kecepatan particle, menghitung fungsi fitness dari solusi dan mengupdate posisi dan kecepatan particle sampai kondisi berhenti ditemukan.
Perancanagan PSO pada permasalahan autonomus cognitive level game pada serious game diusulkan menggunakan permutasi dengan fungsi fitness jarak antara xi+1(cognitive level game) dengan xi (cognitive pre-test).Hasil yang diharapkan dari penelitian ini adalah adanya urutan level game yang sesuai dengan kebutuhan pembelajar.







Secara empiris menunjukkan bahwa meskipun permainan video dan permainan komputer biasanya sangat menarik dan memiliki alat pendidikan yang potensial, namun sering tidak memicu alasan konstruktif yang diperlukan untuk digunakan dalam kegiatan pembelajaran. Conati & Klawe (2011) mengusulkan arsitektur SIAs (Socially Intelligent Agents) untuk mendukung pembelajaran kolaboratif berbasis permainan. Mereka memiliki arsitektur awal (arsitektur SIAs) untuk meningkatkan efektivitas kolaboratif permainan edukasi. Arsitektur tersebut bergantung pada penggunaan agen sosial cerdas yang mengkalibrasi intervensi mereka dengan memperhatikan tidak hanya keadaan kognitif siswa, tetapi juga keadaan emosi mereka dan terungkapnya interaksi kolaboratif dalam permainan.
Dari penelitian sebelumnya, dapat diketahui bahwa serious game sangat mendukung proses pendidikan. Clark (2010) menyatakan bahwa serious game adalah belajar melalui permainan yang mengandung aspek pedagogis dan merupakan bagian dari alat/media e-learning. Clark (2010), Arnseth (2006) dan Smith (2006) lebih lanjut menyatakan bahwa metode pembelajaran menggunakan permainan lebih baik dibandingkan dengan pembelajaran konvensional, karena animasi materi pembelajaran dalam permainan akan mengaktifkan ingatan jangka panjang siswa. 
Conde & Thalmann (2005) mengusulkan konsep Learning Unit Architecture yang berfungsi sebagai unit kontrol AVAs’ brain (Autonomous Virtual Agents). Mereka telah mengembangkan teknik baru untuk mencapai pembelajaran AVA menggunakan pohon pencarian dengan metode k-nearest neighbor (k-NN). Mereka membahas beberapa contoh dari Psikologi Kognitif, AI dan Semantik. Agen Non Player Character (NPC) yang merupakan keterampilan kognitif yang diterapkan dalam animasi perilaku dan mesin agen pembelajaran. Cognitive Skill Game (CSG) meningkatkan konsep kognitif untuk memantau bagaimana pemain berinteraksi dengan permainan.
Agen adalah suatu metodologi untuk pembuatan sistem yang terdistribusi, cerdas, berkoordinasi dan terintegrasi. Selain itu agen cepat beradaptasi dengan lingkungannya, agen memiliki kemampuan untuk mengambil langkah inisiatif sendiri yang harus dilakukan dalam penyelesaian masalah yang ditemui untuk mencapai tujuan intinya, sebagaimana telah dijelaskan dalam tulisan Azhari (2010) tentang kemapuan agen mempengaruhi atau membujuk agen-agen lain untuk melakukan tindakan tertentu.
Particle Swarm Optimization (PSO) adalah salah satu metode optimisasi terbaru yang dapat digunakan untuk menangani variabel diskrit dan variabel kontinu. Metode PSO berdasar pada perilaku kehidupan kerumunan makhluk alamiah yang dikonfigurasi ulang menjadi suatu model kerumunan buatan. PSO menawarkan suatu prosedur pencarian berdasar pada populasi yang terdiri atas individu-individu yang disebut partikel, mengubah posisi mereka terhadap waktu. Partikel-partikel bergerak mengitari suatu ruang pencarian multi dimensi. Selama pergerakan, setiap partikel menyesuaikan posisinya menurut pengalaman pribadinya dan menurut pengalaman partikel di sebelahnya, sehingga membentuk posisi terbaik yang sesuai untuk dirinya dan posisi terbaik untuk partikel di sebelahnya. PSO telah sukses digunakan dalam beberapa bidang penelitian dan aplikasi termasuk pelatihan pada jaring saraf tiruan dengan memberikan hasil yang lebih baik melalui cara yang lebih cepat dan sederhana bila dibandingkan dengan metode lain. PSO dapat bekerja dengan baik dalam beberapa bentuk aplikasi, termasuk aplikasi yang spesifik dengan kebutuhan yang spesifik, karena PSO mempunyai sedikit parameter untuk disesuaikan berdasar pada pemecahan masalah. 
Dalam makalah ini akan direncanakan dan dikembangkan suatu agen yang mampu menentukan cognitive leveling, penerapan algoritma leveling secara otomatis berdasarkan tingkat kemampuan kognitif pemain dengan metode PSO yang mampu menciptakan pembelajaran dalam serious game yang sesuai dengan tingkat cognitive skill game pembelajar.

1.2. Rumusan Masalah
	Berdasar pada latar belakang yang telah diuraikan, permasalahan yang tim​bul dapat dirumuskan sebagai berikut: (1) Bagaimana memodelkan permasalahan cognitive level game yang sesuai dengan kemampuan pembelajar dengan menggunakan metode PSO? (2) Bagaimana menciptakan agen yang mampu mengotomatisasi penentuan cognitive skill game dengan metode PSO?

1.3. Metodologi Penelitian
Ada beberapa tahapan yang perlu dilakukan pada penelitian ini untuk menentukan agen yang otonomus dalam meningkatkan skill cognitive game yaitu: (1) Studi Literatur. Pada tahap ini akan dilakukan pengumpulan referensi yang berhubungan dengan: (a) Penentuan skill cognitive game yang sesuai dengan model serious game dalam mobile game based learning. (b) Agen yang meliputi komunikasi antar agen, dan otonomaus agen. (c) Algoritma particle swarm optimization (PSO) untuk menoptimasi pemilihan level game sesuai dengan kemampuan pembelajar. (2) Wawancara. Wawancara dilakukan kepada guru-guru mata pelajaran untuk memperdalam pengetahuan tentang materi yang cocok dikembangkan dalam model permainan game edukatif. (3) Analisis. Melakukan analisa kebutuhan baik data maupun proses yang menjadi dasar untuk tahap perancangan. Misalnya kebutuhan data yang akan digunakan sebagai data masukan pada setiap tahapan proses. (4) Perancangan. Merancang semua proses yang dibutuhkan maupun data masukan yang dibutuhkan pada setiap tahapan proses. Selain itu juga dilakukan perancangan graphical user interface (GUI) dan susunan menu. (5) Implementasi. Pada tahap ini dilakukan penerapan algoritma particle swarm optimization (PSO), sesuai dengan hasil analisis dan perancangan yang telah ditentukan. (6) Pengujian. Pada tahap ini dilakukan uji coba terhadap sistem yang dibuat apakah berjalan sesuai dengan tujuan penelitian dan memperbaiki kesalahan pada perangkat lunak. 

2. Tinjauan Pustaka
2.1. Pendekatan Algoritma Evolusioner dalam Permaslahan Sequencing Curriclum (CS)
PSO terinspirasi oleh model perilaku sosial yang ditemukan dalam kawanan burung dan sekelompok ikan. PSO juga termasuk dalam keluarga algoritma kecerdasan berkelompok. Dalam teknik ini, sebuah partikel mengacu pada burung atau ikan dan merupakan calon solusi acak yang diinisialisasi dalam partikel terbang di ruang solusi dan bekerja sama untuk menemukan solusi optimal terdekat yang dihitung oleh sebuah fungsi fitness. Sebuah partikel melacak solusi terbaik telah mencapai sejauh (pbest) dan solusi terbaik global (gbest). Sebuah partikel mengubah kecepatan dan posisi sesuai dengan parameter ini untuk mengembangkan sebuah generasi baru yang lebih dekat dengan solusi optimal Eberhart & Kennedy (1995). Metode EC yang paling sering digunakan untuk memecahkan masalah CS diklasifikasikan menjadi dua utama pendekatan yaitu Social Sequencing dan Individual Sequencing.

2.1.1. Social Sequencing 
ACO adalah algoritma yang paling sering digunakan meta-heuristik untuk memecahkan masalah CS. ACO melibatkan koloni agen buatan yang mensimulasikan perilaku semut alami dalam memecahkan masalah optimasi. Dalam perspektif ini, semut bekerja sama untuk menemukan jalur terpendek untuk mencari sumber makanan untuk sarang mereka dalam waktu yang wajar. Semut ini berkomunikasi secara tidak langsung dalam bentuk dikenal sebagai stimergy melalui peletakan feromon aromatik di jalan setapak yang mereka ikuti. Meskipun awalnya dibuat jalan yang tidak lurus, semut berevolusi pintas dalam waktu tertentu, bahkan jika sumber makanan berubah dinamis (Wong & Looi, 2009).
Kerangka algoritma ACO dalam masalah CS, siswa dimodelkan sebagai semut, pergerakan dalam grafik di mana item pembelajaran mewakili node grafik dan urutan pedagogis kemungkinan LOs atau program adalah dimodelkan dengan rute antara node. Semut mencari jalan terpendek yang membawa mereka (siswa) untuk menemukan makanan utama mereka (tujuan pedagogis). Feromon sepanjang rute yang direpresentasikan sebagai bobot menurut node yang sama, bobot ini didasarkan pada berbagai faktor tergantung pada teknik tertentu, misalnya bobot rute dapat meningkatkan/penurunan dengan cara yang sebanding dengan keberhasilan siswa atau skor kegagalan pada penilaian, untuk mengikuti jalur ini. Hasil penelitian-penelitian social sequencing ditunjukkan dalam Tabel 1.

2.1.2. Individual Sequencing 
Sequencing individu mengacu berdasarkan kurikulum individual-sequencing. Dimana solusinya fokus pada pelajar individu daripada kinerja kolektif peserta didik. Sementara metode social sequencing bersifat abstrak tidak spesifik dari peserta didik dan berusaha untuk menyimpulkan jalur terbaik yang dilalui oleh peserta didik lainnya. Pendekatan sequencing individu berdasarkan keputusan mereka tentang properti-properti dan tag pada struktur pedagogis. Karakteristik mahasiswa dan konsep pedagogis mempunyai hubungan karena itu penting untuk sistem ini. Pendekatan ini didasarkan pada urutan kurikulum individual sesuai dengan sifat-sifat khusus dari peserta didik dan Learning Object (Lo). Penekanan pada model ini siswa yang menjadi host dalam melacak sifat siswa dan kinerjanya.
Metode sequencing individu memberikan kesempatan yang lebih baik untuk menemukan kebutuhan belajar disesuaikan dengan jalan cocok untuk pelajar tertentu. Namun, metode ini memerlukan e-learning dan infrastruktur yang mengatur layanan sesuai dengan ontologi dan e-learning standar. Selain itu, metode ini bergantung pada siswa model untuk mendapatkan (dan mungkin memodifikasi) berbagai karakteristik dan kebutuhan siswa (Lopes & Fernandes, 2009). Metode EC yang paling penting yang digunakan selama ini untuk individual sequencing adalah GAs dan PSO selengkapnya terlihat dalam Tabel 2.
 
Tabel 1. Penelitian social sequencing dengan menggunakan ACO (Sarab & Menai, 2011) 
Paper	Metode EC	Standar	Pedagogik Sequence	Kriteria Fitness
Gutierrez, dkk. (2007)	ACO	-	Ditetapkan oleh instruktur dan fleksibel	Urutan pedagogik dengan histori personal siswa dan kesuksesan/kegagalan siswa lain
Wang, dkk. (2008)	SACO	-	Merujuk pada pengalaman pembelajar	Matching tipe pembelajaran dengan tipe LO menggunakan waktu dan info path dari kedekatan pembelajar dan general pembelajar
Yang and Wu(2009)	AACO	-	Graph Fully Connected	Match learning style dengan LO, matching domain level pengetahuan dengan level LO antar pembelajar
Wong dan Looi(2009)	ACO	-	Ditetapkan oleh instruktur dan fleksibel	Peserta didik yang sama (latar belakang pengetahuan +
preferensi belajar) path dan kinerja (waktu + hasil)

Tabel 2. Penelitian individual sequencing dengan menggunakan GA dan PSO (Sarab & Menai, 2011) 
Paper	Metode EC	Standar	Pedagogik Sequence	Kriteria Fitness
Samai dan Mustafa (2007)	GA	-	Menarik pemetaan sederhana antara konsep dan materi pembelajaran	Latar belakang pembelajar
Urutan pedagogis
Huang, dkk. (2007)	GA	-	Didekati dengan kata kunci pencocokan dan tingkat kesulitan	Tingkat kesulitan meningkat, berturut-turut tingkat konten
Chen, dkk. (2006)	GA	-	Ontology	Latar belakang pembelajar
urutan pedagogis
tingkat kesulitan meningkat
Chen, dkk. (2008)	PSO	-	Menarik pemetaan sederhana antara konsep dan materi pembelajaran	Belajar konsep diharapkan menemukan sasaran
tingkat kesulitan, Perbandingan batas waktu dengan bobot seimbang dari berbagai konsep
De-Marcos, dkk. (2008)	DPSO	LOM	Telah ditetapkan di LOM	Latar belakang pembelajar
urutan pedagogis




Zyda (2005) mendefinisikan game, video game dan serious game adalah sebagai berikut. Game merupakan kontes fisik atau mental dengan bermain menurut aturan tertentu, untuk tujuan menghibur atau penghargaan peserta. Video game merupakan kontes mental, bermain dengan komputer sesuai dengan aturan tertentu untuk hiburan, rekreasi, atau memenangkan sebuah wilayah. Sedangkan Serious game merupakan kontes mental melalui bermain dengan komputer sesuai dengan aturan khusus yang menggunakan hiburan dengan sasaran untuk pemerintahan atau pelatihan pada perusahaan, pendidikan, kesehatan, kebijakan publik, dan komunikasi strategis. Djaouti, dkk. (2011) membagi kelompok serious games yang dirilis setelah tahun 2002 adalah seperti pada Gambar 1.
Untuk serious games dengan sasaran pendidikan, Kebritchi, dkk. (2010) menggunakan istilah permainan instruksional untuk permainan komputer yang dirancang untuk tujuan pelatihan atau pendidikan. Serious games memiliki tujuan di luar hiburan, termasuk (namun tidak terbatas pada) pembelajaran, kesehatan, periklanan, dan perubahan sosial. Beberapa serious games dimungkinkan untuk dapat memberikan pembelajaran terselubung bagi pemain yang tidak difokuskan pada belajar tapi pada aktifitas bermain. Sampai saat ini, tim pengembangan serious games telah memanfaatkan beragam gabungan metodologi desain game dan desain instruksional untuk membantu mewujudkan desain mereka (Winn, 2011).


Gambar 1. Repartisi Pasar "Serious Game" dirilis setelah tahun 2002 [1265 permainan] 
(Djaouti dkk., 2011)

Dalam merancang serious games disadari bahwa ada tiga perspektif yang perlu mendapatkan perhatian, yaitu: (1) akademisi (menitik beratkan pada teori akademik, bidang pedagogi, teori komunikasi, dll), (2) konten (menitik beratkan pada pemberian materi pelajaran) dan (3) perancangan permainan (berfokus pada menciptakan kondisi bermain game yang menarik dan menghibur) (Winn & Heeter 2006). Dalam rangka untuk mendapatkan suatu serious game yang mencapai sasaran, tim pengembangan dengan cepat menemukan bahwa masing-masing perspektif harus dikumpulkan dalam fitur desain game, sehingga perancangan teori, konten, dan desain game yang kompatibel dan saling melengkapi.

2.3. Cognitive Skill Game (CSG)
CSG dibagi menjadi tiga bagian, yaitu; kognitif keterampilan yang tinggi (expert), keterampilan kognitif menengah (carefully), dan keterampilan kognitif yang rendah (trial and error). Bagian-bagian tersebut memiliki kecenderungan multi-obyektif karena parameter yang muncul dari masing-masing indikator berlawanan. 
Chase & Simon (1973) secara original mengusulkan bahwa kinerja expert dapat dijelaskan atas dasar pengetahuan domain khusus terbaik. Expert sering disebut untuk memprediksi kinerja siswa, tetapi kemampuan expert dapat mempengaruhi heuristik kognitif untuk memanfaatkan pengetahuan unggul mereka dalam memprediksi kinerja tugasnya. Carefully merupakan kegiatan kognitif yang penuh pertimbangan dan tidak gegabah. Pekerjaan hati-hati (careful) akan menjauhkan seseorang dari membuat kesalahan. Berpikir hati-hati (think carefully) tentang risiko atau kemungkinan konsekuensi yang ada, merupakan cara membuat keputusan yang baik.
Seseorang belajar dengan trial and error jika mereka sesekali ingin mencoba strategi baru atau menolak pilihan yang salah, dalam arti bahwa mereka tidak hanya mengarah untuk hadiah yang lebih tinggi. Pembelajaran trial and error sangat tidak efisien dan mempunyai potensi cukup berbahaya dalam situasi dimana efek kegagalannya tinggi atau untuk kondisi yang lebih mementingkan belajar dengan cepat (Hartley, dkk., 2008).

2.4. Agen
Menurut Russel & Norvig (2010), sebuah agen adalah segala sesuatu yang dapat merasakan lingkungannya melalui peralatan sensor-sensor, bertindak sesuai dengan lingkungannya dan dengan mengunakan peralatan penggeraknya (actutator). Sebagai contoh termasuk manusia, robotika, atau perangkat lunak agen. Sedangkan menurut Woolridge (2002) Agent adalah sebuah sistem komputer yang mampu beradaptasi di sebuah lingkungan, dapat membuat keputusan tersendiri dalam rangka beradaptasi dengan lingkungan tersebut dan mencapai tujuan yang diinginkan seperti dilihat pada Gambar 2.


Gambar 2. Sistem Agen dan Komponennya( Woolridge, 2002) 

Berdasarkan Gambar 2 agen merupakan sebuah sistem yang terdiri dari beberapa komponen yang menerima persepsi dari lingkungan dan bertindak/memberikan aksi sendiri pada lingkungan tersebut untuk memenuhi tujuan tertentu. Agen didefinisikan sebagai suatu software yang dapat menjalankan instruksi secara spesifik dengan jalan autonomi. Semua agen memungkinkan untuk berkoordinasi, komunikasi dan kerjasama dengan sistem atau dengan agen lainnya.

2.5. Particle Swarm Optimization
Algoritma PSO berdasar pada partikel-partikel di dalam populasi yang bekerja bersama-sama untuk memecahkan masalah yang ada, dengan tidak mementingkan posisi secara fisik. Algoritma PSO menggabungkan antara metode local search (pencarian lokal) dan metode global search (pencarian global) yang menyeimbangkan antara eksplorasi yaitu kemampuan melakukan penyelidikan di daerah yang berbeda pada area pencarian untuk mendapatkan nilai optimal terbaik dan eksploitasi yaitu kemampuan berkonsentrasi disekitar area pencarian untuk memperbaiki solusi. PSO mempunyai beberapa kemiripan dengan GA, sistem dimulai dengan suatu populasi yang terbentuk dari solusi-solusi acak, kemudian sistem mencari optimisasi melalui perubahan generasi secara acak. Setiap partikel menyimpan jejak-jejak posisi dalam ruang pencarian yang diartikan sebagai solusi terbaik (fitness) yang telah dicapai (Pitono, 2015) 





	Setiap iterasi, masing-masing par​ti​kel diberi informasi tentang nilai gbest terbaru sehingga terjadi mekanisme ber​bagi infor​masi satu arah untuk melakukan proses pencarian solusi terbaik dengan perge​rak​an konvergensi secara cepat. Dasar algoritma PSO terdiri atas tiga langkah, yaitu menentukan posisi partikel dan ke​cepatan, pembaharuan kecepatan, dan pem​​baharuan posisi. Posisi xik dan ke​cepatan vik dari partikel diinisialisasi se​cara acak dengan menggunakan nilai va​riabel tertinggi dan terendah sesuai de​sain, sedangkan rand (r) adalah nilai acak antara 0 dan 1. Inisialisasi posisi par​tikel (xi0) dan inisialisasi kecepatan partikel (Vi0) terlihat pada persamaan (3) dan persamaan (4). 
 	 	 		 				(3)
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Sebuah partikel tersusun dari tiga vektor dan dua nilai fitness, yaitu x-vektor yang merekam posisi terbaru, p-vektor merekam lokasi terbaik, dan v-vektor yang ber​isi kecepatan terbaru yang diperoleh. Dua nilai fitness adalah x-fitness yang merekam fitness dari x-vektor dan p-fitness yang merekam fitness dari p-vek​tor. Pemba​haruan kecepatan dan posisi par​ti​kel, secara grafis ditunjukkan pada Gambar 3.

Gambar 3. Tiga Elemen Dasar Pembaharuan Kecepatan dan Posisi (Pitono,2015)

3. Pembahasan
3.1. Perancangan Autonomus Level Game Pada Serious Game Dengan PSO
Serious game merupakan kontes mental melalui bermain dengan komputer sesuai dengan aturan khusus yang menggunakan hiburan dengan sasaran untuk pemerintahan atau pelatihan pada perusahaan, pendidikan, kesehatan, kebijakan publik, dan komunikasi strategis. Dalam merancang serious games disadari bahwa ada tiga perspektif yang perlu mendapatkan perhatian, yaitu: (1) akademisi (menitik beratkan pada teori akademik, bidang pedagogi, teori komunikasi, dll), (2) konten (menitik beratkan pada pemberian materi pelajaran) dan (3) perancangan permainan (berfokus pada menciptakan kondisi bermain game yang menarik dan menghibur) (Winn & Heeter, 2007). Dalam rangka untuk mendapatkan suatu serious game yang mencapai sasaran, tim pengembangan dengan cepat menemukan bahwa masing-masing perspektif harus dikumpulkan dalam fitur desain game, sehingga perancangan teori, konten, dan desain game yang kompatibel dan saling melengkapi.


Gambar 4. Perancangan Autonomous Cognitive Level Game dengan Particle Swarm Optimization
Gambar 4 menunjukkan bahwa agen bekerja dengan cara mendetaksi parameter-parameter masukan yang diinputkan user. Respon sistem melalui PSO dengan cara melakukan inisialisasi posisi dan kecepatan particle, menghitung fungsi fitness dari solusi dan memperbarui posisi dan kecepatan particle sampai kondisi berhenti ditemukan. Kemudian menampilkan urutan game level sesuai dengan kemampuan kognitif user.

3.2. Problem Difinition
Lampiran Permendiknas nomor 23 tahun 2006 tentang Standar Kompetensi Lulusan untuk Satuan Pendidikan Dasar dan Menengah menyebutkan 21 poin yang dapat digunakan sebagai pedoman penilaian dalam menentukan kelulusan peserta didik SMP atau sederajat. Terkait dengan kemampuan berpikir tingkat tinggi, dijabarkan bahwa salah lulusan SMP atau sederajat adalah menunjukkan kemampuan berpikir logis, kritis, kreatif dan inovatif, serta kemampuan menganalisis dan memecahkan masalah dalam kehidupan sehari-hari. Dalam Taksonomi Bloom versi revisi, kemampuan berpikir tingkat tinggi tersebut dijabarkan pada tingkat kognitif C4, C5, dan C6, yaitu analyze, evaluate, dan create (Anderson, 2010). Simulasi perbandingan tingkatan kognitif ditunjukkan dalam Gambar 5.


Gambar 5. Rancangan problem difinition dalam PSO

Perbandingan soal yang baik untuk kriteria soal mudah, sedang, dan sulit adalah 3:4:3. Dalam praktiknya, tingkat kesulitan soal akan mengikuti hirarki taksonomi kognitif dari Bloom. Soal kategori mudah akan dikembangkan berdasarkan tingkat kemampuan kognitif mengetahui dan memahami. Soal kategori sedang dikembangkan dari tingkat kemampuan menerapkan dan menganalisis. Sedangkan soal berkategori sukar dikembangkan dari tingkat kemampuan evaluasi atau mencipta. Berdasarkan perbandingan tersebut, persentase soal untuk masing-masing tingkat kognitif taksonomi Bloom dirumuskan sebagai berikut, 30% untuk C1 dan C2, 40% untuk C3 dan C4, 30% untuk C5 dan C6 (Giani, 2014).

3.3. Problem Solution
Metadata dari pembelajar diperoleh dari nilai yang didapatkan dari guru mata pelajaran pada semester 1. Seperti ditunjukkan dalam Gambar 6, siswa1 memperoleh urutan cognitive C5, C3, C6, C4, C2, C1. Data urutan ini akan dibandingkan dengan level game yang sudah dirancang berdasarkan kurikulum dalam semester 2. Manhattan distance digunakan sebagai fungsi fitness untuk memperoleh urutan level yang sesuai dengan kompetensi siswa 1 melalui permutasi dengan beberapa model konfigurasi untuk mendapatkan jarak terkecil.


Gambar 6. Rancangan problem solution dalam PSO

3.4. Prosedur PSO 
Pertama, lakukan inisialisasi: jumlah partikel, level game awal, c1, c2, jumlah iterasi, kecepatan awal, inersia, ba, bb. Kemudian evaluasi level game total dari masing-masing urutan yang dihasilkan dari setiap partikel berdasarkan matrik level game. Selanjutnya tentukan partikel dengan level game total terkecil, dan tetapkan partikel ini sebagai Gbest. Untuk setiap partikel, gunakan nilai awalnya sebagai Pbest. Ulangi langkah berikut sampai stopping criteria dipenuhi.
1.	Menggunakan Pbest dan Gbest yang ada, perbarui kecepatan setiap partikel menggunakan persamaan (7). Lalu dengan kecepatan baru yang didapat, perbarui nilai dari setiap partikel menggunakan persamaan (8).

 	𝑉𝑖 (𝑡) = 𝑉𝑖 (𝑡 − 1) + 𝑐1𝑟1 (𝑋𝑖𝐿 − 𝑋𝑖 (𝑡 − 1)) + 𝑐2𝑟2(𝑋𝐺 − 𝑋𝑖 (𝑡 − 1)) 			(7)
𝑋𝑖 (𝑡) = 𝑉𝑖 (𝑡) + 𝑋𝑖 (𝑡 − 1) 					 			(8)





3.	Evaluasi urutan dari setiap level game yang dihasilkan oleh setiap partikel.
4.	Tentukan partikel dengan level game total minimum, dan tetapkan partikel yang bersangkutan sebagai Gbest. Untuk setiap partikel, tentukan Pbest dengan membandingkan partikel sekarang dengan Pbest dari iterasi sebelumnya berdasarkan level game total minimumnya.
5.	Cek stopping criteria. Jika dipenuhi, berhenti. Jika tidak, kembali ke 1.

3.5. CS sebagai Constraint Satisfaction Problem (CSP)Bottom of Form









C1 dan C2		: 1.49
𝛚 			: 0.5
Jumlah partikel 		: 10
Input : inisialisasi Populasi
do {
	Untuk setiap partikel X {
	set newFitness= fitnessValue(X)
	if( newFitness < Pgbest)
		set Pgbest = X
if( newFitness < Ppbest)
		set Ppbest = X
	Hitung new Velocity :
	Vnew = 𝛚 x Vold x c1 x rand() x (Ppbest–X)+ c2 x rand() x (Pgbest–X)
	Normal Velocity :
	Vnorm = Vnew / max(Vnew)
	Update Partikel :
	For each V[i] in Vnorm{
		if( rand() < v[i]
			Tukar X[i] dengan X(indexOf[(X, Pbest[i])]
		else
			Tukar X[i] dengan X(indexOf[(X,Pgbest[i])] 
		}
	Cek mutation
		if(X == Pgbest) Tukar random posisi dari X
			}
} berhenti sampai kriteria ditemukan.
Kode 1. Pseuducode PSO permutasi (Priya, 2015)

Sekarang kita mewakili urutan 5-Level game dengan hanya satu solusi yang layak, Constraint didefinisikan sebagai C = { x i + 1 - x i > 0: xi ϵ X, i ϵ {C1,C2,C3, C4, C5,C6}}. Definisi yang lebih akurat adalah diberikan dengan C = {x i - x j > 0: xi ϵ X, x ϵ j {x 1, … , xi }}. Jika kita mempertimbangkan urutan {C2, C3, C4, C5, C1,C6}, maka fungsi penalti standar akan kembali 1 jika definisi pertama C yang digunakan, sedangkan nilai yang dikembalikan akan 5 jika digunakan definisi kedua. Perlu dicatat bahwa definisi kedua lebih akurat karena dapat mengembalikan representasi yang lebih baik dari jumlah swap yang dibutuhkan untuk mengkonversi permutasi menjadi solusi yang tepat. Selain itu, kelemahan yang pertama definisi C adalah bahwa urutan yang berbeda dalam hal jarak ke solusi mengembalikan nilai kebugaran yang sama. Misalnya, urutan {C2, C3, C4, C5, C1,C6}, {C6,C1, C3, C4, C5, C2}, {C1, C2, C4, C6, C5,C3} dan { C1, C2, C3, C5, C4,C6} dll. akan mengembalikan nilai fitness dari 1. 
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