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Supplementary Material:
Pedestrian Models for Autonomous Driving
Part I: low level models, from sensing to tracking
Fanta Camara1,2, Nicola Bellotto2, Serhan Cosar2, Dimitris Nathanael3, Matthias Althoff4,
Jingyuan Wu5, Johannes Ruenz5, Andre´ Dietrich6 and Charles W. Fox1,2,7
I. QUALITY OF CITATIONS
These linked papers (Part I and II) review over 450 papers
from high quality journals and conferences such as CVPR,
ICRA, PAMI, IROS, ITSC, ECCV, IV. It is common in Com-
puter Science fields including machine vision and machine
learning for conferences to be considered higher quality or
similar quality to journals, while psychology and sociology
fields typically consider journals to be more authoritative. The
following figures give some ideas about the quality of the cited
papers.
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II. SUMMARY OF PEDESTRIAN RECOGNITION MODELS
TABLE I
SUMMARY OF THE RECOGNITION MODELS
Study/Paper Sensor input Method Pedestrian Recognition
Type
Additional Info SAE Level
Cao et al. [1] [2] Images CNN model with Part
Affinity Fields (PAF)
Pose estimation OpenPose: open source
software
Level 2
Shotton et al. [3] Motion capture and synthetic data Body parts
representation model
3D human pose
estimation
Level 2
Iqbal et al. [4] Video data Graphical model Pose estimation and
tracking
Release of PoseTrack a
new dataset
Level [2,3]
Tompson et al. [5] Monocular images Deep CNN model with
Markov Random Field
Pose estimation Level 2
Ma et al. [6] Images CNN model Body heading No annotations needed Level 2
Kohari et al. [7] Video CNN model Body orientation Service robot Level 2
Darrell et al. [8] Images Statistical model Head direction From a mobile robot Level [2,3]
Schulz et al. [9] Grayscale images Multi-classifiers Head pose Level 2
Microsoft Azure API
[10]
Video Head pose and facial
features
Commercial product Level 2
Benfold et al. [11] Video HOG and colour
features
Gaze tracking Level 2
Baltrusaitis et al. [12] Video Deep learning model Head pose and
eye-gaze estimation
Openface: open source
software
Level 2
Cornejo et al. [13] [14] Images Principal Component
Analysis + Gabor
wavelets or
CENTRIST features
Emotion recognition Level 2
Cambria et al. [15]
[16]
Images Review paper Sentiment analysis
Poria et al. [17] Videos CNN model with
recurrent multilayer
kernel learning
Emotion recognition Level 2
Horng et al. [18] Video Dynamic template
matching
Driver fatigue detection Level 2
Denuyl et al. [19] Video Face expression
recognition
FaceReader:
commercial product
Level 2
Ahmed et al. [20] Images Deep neural networks Re-identification Level 2
Zheng et al. [21] Images Bag of Words model Re-identification Level 2
Zheng et al. [22] Images CNN model Re-identification Unlabeled images Level 2
Li et al. [23] Images Filter airing neural
network (FPNN) model
Re-identification Occlusion handling Level 2
Chen et al. [24] [25]
[26]
Images Hidden Markov model
(HMM)
Gesture recognition Level 2
Freeman et al. [27] Images Orientation histograms Gesture recognition 10 different hand
gestures recognition
Level 2
Ren et al. [28] Images Template matching
with Finger-earth
Mover’s Distance
(FEMD)
Gesture recognition Level 2
Quintero et al. [29] Images Hidden Markov
models (HMM)
Body language
Recognition
Level [2,3]
Wang et al. [30] Images Background
subtraction + PCA
Body language
Recognition
Level 2
Chaaraoui et al. [32] Videos Contour points Activity recognition Real-time method Level 2
Dolla´r et al. [33] Spatio-temporal
features
Activity recognition Level 2
Vail et al. [34] Videos Hidden Markov models
and Conditional
random field
Activity recognition Level 2
Liu et al. [35] RGB data Coupled conditional
random field
Activity recognition Level 2
Coppola et al. [36] RGB-D data Dynamic Bayesian
mixture model
(DBMM)
Activity recognition Level 2
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III. SUMMARY PEDESTRIAN TRACKING MODELS
TABLE II: Summary of pedestrian tracking models
Study/Paper Input/Evaluation Method Tracking Models Additional Info SAE Level
Del Pino et al. [37] Low resolution LiDAR
data
Multi-Hypothesis EKF
(MHEKF)
Point Tracking Level 2
Bellotto et al. [38] Robot with laser and
camera
EKF, UKF, SIR Particle
filter
Point Tracking Trade-off between
performance and computation
cost
Level 2
Arulampalam et al. [39] Example Particle filter
implementations
Point Tracking Level 2
Fen et al. [40] Video data Color histogram based
particle filter
Point Tracking Level 2
Jurie et al. [41] Video data Template matching with
SSD
Kernel-based Human Tracking Real-time method and
robustness to occlusions and
illuminations
Level 2
Lipton et al. [42] Video data Frame differencing +
Template matching
Kernel-based Human Tracking Real-time method Level 2
Kaneko et al. [43] Image sequences Template matching with a
feature selection method
Kernel-based Human Tracking Level 2
Comaniciu et al. [44] Moving camera data Mean-shift algorithm with
Bhattacharyya coefficient
Kernel-based Human Tracking Level 2
Collins et al. [45] Video data Mean-shift algorithm with
2d blob tracking
Kernel-based Human Tracking Level 2
Tao et al. [46] Airborne vehicle tracking
system
Dynamic layering method
+ MAP using EM
algorithm
Kernel-based Human Tracking Level 2
Yalcin et al. [47] Image sequences Layering method with
optical flow
Kernel-based Human Tracking Level [2,3]
Geiger et al. [48] Image sequences Contour matching method
based on Dynamic
programming
Tracking pedestrian body state Level 2
Techmer et al. [49] Real-world images Contour tracking with
distance transformations
of contour images
Tracking pedestrian body state Level 2
Baumberg [50]
Yilmaz [51]
Image sequences Dynamic Kalman filter
with active shape model
Tracking pedestrian body state Method sensitive to
initialization
Level 2
Adam et al. [52] Image sequences Region color histogram
method
Tracking pedestrian body state Occlusion and pose changes
handling
Level 2
Meyer et al. [53] Image sequences Recursive algorithm using
image regions information
Tracking pedestrian body state Level 2
Collins et al. [54] Gait databases: CMU,
MIT, UMD, USH
Silhouette based model Tracking pedestrian body state To identify people from their
body and gait
Level 2
Schwarz et al. [55] Kinect data Graph method with
skeleton fitting
Tracking pedestrian body state Full-body tracker Level 2
Sinthanayothin et al. [56] Kinect data Skeleton tracking Tracking pedestrian body state Review paper Level 2
Konstantinova et al. [57] 5 test matrices Global Nearest Neighbor
with Munkres algorithm
Multi-Target Tracking (MTT) Level [2, 3, 4]
Azari et al. [58] IBM, PETS2000 and
PETS2001 databases
Kalman filter with Global
Nearest Neighbor (GNN)
Multi-Target Tracking (MTT) Occlusion handling Level [2,3,4]
Reid et al. [59] Monte Carlo simulation Iterative algorithm with
Multi-Hypothesis
Tracking(MHT)
Multi-Target Tracking (MTT) Occlusion handling Level [2,3]
Luber et al. [60] Two datasets collected in
indoor and outdoor
environments
Social force with Multiple
Hypothesis Tracking
(MHT)
Multi-Target Tracking (MTT) Level [3,4]
Kim et al. [61] PETS and MOTChallenge
benchmarks
Multiple Hypothesis
Tracking (MHT)
Multi-Target Tracking (MTT) Level [2,3]
Zhou et al. [62] Computer simulations Joint probabilistic data
association filter (JPDAF)
with a depth-search
approach
Multi-Target Tracking (MTT) Level [2,3]
Chen et al. [63] Video data Contour based tracker
with JPDAF and HMM
Multi-Target Tracking (MTT) Real-time method Level [2,3]
Liu et al. [64] Simulations and real robot Sample-based JPDAF and
multi-sensor fusion
Multi-Target Tracking (MTT) Real-time method Level [2,3]
Horridge et al. [65] Simulations JPDAF based tracker Multi-Target Tracking (MTT) 400 tracks in real-time Level [2,3,4,5]
Rezatofighi et al. [66] Fluorescence microscopy
sequences and
surveillance camera data
JPDAF based tracker Multi-Target Tracking (MTT) Level [2,3]
Zhang et al. [67] Simulations Gaussian Mixture
Measurement PHD tracker
(GMM-PHD)
Multi-Target Tracking (MTT) Handle bearing
measurements
Level [2,3]
Khazaei et al. [68] Data from a distributed
network of cameras
Probabilistic Hypothesis
Density (PHD) filter
based tracker
Multi-Target Tracking (MTT) Level [2,3]
Feng et al. [69] Simulations with
sequences from CAVIAR
dataset
Variational Bayesian PHD
filter with deep learning
updates
Multi-Target Tracking (MTT) Level [2,3]
Correa et al. [14] Tested on a real-time
crowded environment
PHD filter Multi-Target Tracking (MTT) Level [4, 5]
IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. X, NO. X, X 20XX 4
TABLE II: Summary of pedestrian tracking models
Study/Paper Input/Evaluation Method Tracking Models Additional Info SAE Level
Yoon et al. [70] ETH dataset Sequential Monte Carlo
PHD filter (SMC-PHD)
Multi-Target Tracking (MTT) Can handle missing
detections
Level [2,3]
Oh et al. [71] [72] Simulations Markov Chain Monte
Carlo Data Association
(MCMCDA)
Metropolis-Hastings
method
Multi-Target Tracking (MTT) Level [2,3]
Yu et al. [73] Simulations and video
data
Data-driven Markov
Chain Monte Carlo data
association
(DD-MCMCDA)
MTMulti-Target Tracking (MTT)T Level [2,3]
Chen et al. [74] Video data Dynamical graph
matching
Multi-Target Tracking (MTT) Tracker can deal with
interactions
Level [2,3]
Pirsiavash et al. [75] Video data Greedy algorithm based
on Dynamic Programming
Multi-Target Tracking (MTT) Level [2,3]
Zhang et al. [76] CAVIAR and ETHMS
datasets
Min-Cost Flow algorithm
with an explicit occlusion
model (EOM)
Multi-Target Tracking (MTT) Occlusion handling Level [2,3]
Chari et al. [77] PETS and TUD datasets Min-Cost Max-Flow
network optimization with
pair-wise costs
Multi-Target Tracking (MTT) Occlusion handling Level [2,3]
Taycher et al. [78] Video data Conditional Random Field
(CRF) state estimation
and grid filter
Multi-Target Tracking (MTT) Real-time capability Level [2,3]
Milan et al. [79] PETS 2010 Benchmark
and TUD-Stadtmitte
dataset
CRF-based multiple
tracker with HOG-SVM
detector
Multi-Target Tracking (MTT) Level [2,3]
Milan et al. [80] PETS, TUD, ETHMS
datasets
CRF-based multi-target
tracker using discrete
continuous minimization
Multi-Target Tracking (MTT) Trajectory estimation of
targets
Level [2,3,4]
Brendel et al. [81] ETHZ Central, TUD
Crossing, i-Lids AB, UBC
Hockey and ETHZ Soccer
datasets
Maximum-weight
independent set (MWIS)
based tracker
Multi-Target Tracking (MTT) Long-term occlusion
handling
Level [2,3]
He et al. [82] PETS09, TUD Statmitte,
TUD Crossing and
ETHMS datasets
Connected component
model with MWIS
Multi-Target Tracking (MTT) Level [2,3]
Gaidon et al. [83] KITTI Benchmark and
PASCAL-to-KITTI dataset
Online Domain
Adaptation for
Multi-Object Tracking
Multi-Target Tracking (MTT) Generic detector and video
adaptation fro tracking
Level [2,3]
Ondruska et al. [84] Simulated data End-to-end recurrent
neural network (RNN)
tracker
Multi-Target Tracking (MTT) No data association required Level [2,3]
Dequaire et al. [85] Real-world environment End-to-end recurrent
neural network (RNN)
tracker
Multi-Target Tracking (MTT) Level [2,3]
Milan et al. [86] MOTChallenge 2015
benchmark
Online recurrent neural
network (RNN) tracker
Multi-Target Tracking (MTT) Level [2,3]
Ristani et al. [87] Multi-cameras system data Neural networks Multi-Target Tracking (MTT) Features learnt multi-cameras
and Re-identification
Level [3, 4]
Liu et al. [88] Multi-camera systems data Generalized Maximum
Multi-Clique optimization
Multi-Target Tracking (MTT) Level [2,3]
Park et al. [89] Monocular camera data 3D object tracking Multi-Target Tracking (MTT) 3D object Tracking for
augmented reality
applications
Level [2,3]
Scheidegger et al. [90] Single camera data Multi-Bernoulli mixture
tracking filter
Multi-Target Tracking (MTT) Level [2,3,4]
Yan et al. [?] Lidar data 3D LIDAR based tracking
with Support Vector
Machine (SVM) classifier
Multi-Target Tracking (MTT) Online classification of
humans
Level [2,3]
Leal-taixe et al. [91] Camera data Interaction feature strings
with Random Forest
method
Multi-Target Tracking (MTT) Scene understanding Level [2,3]
Choi et al. [92] Video data Discriminative model Multi-Target Tracking (MTT)TT Group activity recognition Level [2,3]
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