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Resumo 
 
O objetivo do presente trabalho é o desenvolvimento do Gerente de Distribuição do ambiente de 
execução Xchart.  
O ambiente Xchart, tal como definido na tecnologia de mesmo nome, a Tecnologia Xchart, é 
composto por um conjunto de ferramentas que apóiam o desenvolvimento de gerenciadores de diálogo 
de interfaces de usuário. A especificação destes gerenciadores de diálogo é modular e com semântica 
prevendo a execução concorrente de seus componentes, o que permitiria a distribuição de tais 
componentes por uma rede de computadores. Xchart também dá nome à linguagem visual empregada 
na especificação e captura do controle de diálogo destas interfaces, e o fato de Xchart ser uma variante 
de Statecharts permite que a linguagem seja utilizada em um domínio maior, o domínio de sistemas 
reativos distribuídos. 
O Gerente de Distribuição é o componente do sistema de execução de Xchart que fornece os 
recursos para a execução concorrente e distribuída destes sistemas reativos. O atual trabalho 
implementa este componente e o sistema de execução de Xchart com tecnologias disponíveis na 
plataforma Java 2 Platform, Enterprise Edition (J2EE). J2EE é uma especificação de plataforma para 
desenvolvimento de aplicações corporativas distribuídas que oferece uma série de recursos tais como 
serviço de nomes e diretório, sistema de entrega de mensagens e mecanismos para controle de 
concorrência como gerenciamento de transações atômicas. O emprego de J2EE no desenvolvimento do 
ambiente Xchart visa reduzir o esforço de implementação destas funcionalidades típicas de sistemas 
distribuídos, além de aproveitar outros benefícios da linguagem JavaTM como a independência de 
plataforma. 
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Abstract 
 
The aim of the current project is the development of the Distribution Manager of the Xchart runtime 
environment.  
The Xchart environment as defined by the Xchart technology is composed by a set of tools that 
supports the development of dialogue managers of user interfaces. The specification of these dialogue 
managers is modular and describes the concurrent execution of these components, which allows a 
potential distribution of these components over a computer network. Xchart is also the name of the 
visual language used to specify and capture the dialogue control of user interfaces, and since Xchart is 
a variant of Statecharts, it can be applied in a major domain: the domain of the distributed reactive 
systems. 
The Distribution Manager is the component of this Xchart runtime system that provides the 
resources for concurrent and distributed execution of these reactive systems. The current project 
implements this component and the Xchart runtime system using available technologies of the Java 2 
Platform, Enterprise Edition (J2EE). J2EE is a specification of platform for development of distributed 
enterprise applications that offers a set of resources like naming and directory services, message service 
and a concurrency control mechanism based on atomic transaction management. Some of the benefits 
on using J2EE technology for the development of the Xchart environment are the reduction of the 
efforts typically required by the implementation of regular distributed systems algorithms and also the 
platform independence model provided by Java. 
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Capítulo 1  
 
Introdução 
 
O estudo de sistemas reativos é um tema que vem sendo discutido ao longo dos anos e a literatura de 
engenharia de software e sistemas é unânime ao reconhecer que existe uma grande dificuldade para 
especificação de sistemas reativos com grande complexidade e tamanhos. Esta dificuldade motivou 
alguns trabalhos no sentido de expressar o comportamento reativo destes sistemas de forma mais clara 
e real. Dentre estes trabalhos, Statecharts [1] é uma proposta de linguagem formal e visual para 
especificação do comportamento reativo destes sistemas que obteve grande sucesso no mundo de 
engenharia de software sendo inclusive referência para modelagem de controle na tão difundida 
Unified Modeling Language (UML) [2]. 
 Sistemas reativos também estão presentes no contexto de desenvolvimento de interfaces de 
usuário. A interface de usuário (interface, por simplicidade) é o componente de um sistema interativo 
responsável por traduzir as ações do usuário em ativações das funcionalidades da aplicação e também 
responsável por exibir os resultados destas interações. O sub-componente da interface que captura esta 
sintaxe de interação é comumente conhecido como gerenciador de diálogo da interface e o mesmo pode 
ser classificado como um sistema reativo. Xchart [3] é uma proposta que visa reduzir as dificuldades de 
desenvolvimento de gerenciadores de diálogos de interfaces complexas, ao contrário de várias outras 
propostas que dão ênfase ao componente de apresentação. Xchart é uma variante de Statecharts e pode 
muito bem ser utilizada no domínio de sistemas reativos. 
  Xchart propõe uma linguagem visual de mesmo nome (Linguagem Xchart) e um ambiente de 
apoio para especificação e execução de gerenciadores de diálogos de interfaces (também aplicável para 
sistemas reativos em geral). A especificação de comportamento reativo por meio da linguagem Xchart 
permite expressar a execução concorrente de elementos de controle e, portanto, a sua potencial 
distribuição por diversos pontos de uma rede de computadores. O presente trabalho implementa o 
componente do ambiente de execução Xchart que fornece os recursos para execução distribuída dos 
gerenciadores diálogos: o Gerente de Distribuição (GD). 
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A atual proposta de implementação do Gerente de Distribuição baseia-se na plataforma Java 2 
Platform, Enterprise Edition (J2EE) [6]. J2EE é uma especificação de plataforma concebida por um 
grupo de empresas líderes do mercado que descreve um conjunto de tecnologias destinadas ao 
desenvolvimento de aplicações corporativas distribuídas. A adoção de J2EE no desenvolvimento do 
GD visa reduzir o esforço de programação dos algoritmos de distribuição de mais baixo nível, 
permitindo uma discussão mais completa da semântica de execução distribuída de Xchart. O uso de 
padrões de software (patterns) para a plataforma J2EE também é considerado em nosso trabalho. 
 
1.1 Motivação 
 
A maioria dos trabalhos na área de interfaces de usuário concentra suas atenções para o componente de 
apresentação. As ferramentas disponíveis são voltadas em grande parte para a definição de aspectos 
visuais e estáticos das interfaces. A proposta Xchart se posiciona no apoio ao desenvolvimento de 
gerenciadores de diálogos, componente de interfaces não muito explorado nos trabalhos existentes.  
Xchart propõe uma linguagem e ambiente de desenvolvimento para facilitar a implementação 
de gerenciadores de diálogos de interfaces. O escopo de Xchart pode ser expandido para o 
desenvolvimento de sistemas reativos como já mencionado no início deste capítulo. 
Este trabalho implementa o componente do ambiente de execução Xchart que fornece suporte à 
execução distribuída de especificações feitas na linguagem Xchart: o Gerente de Distribuição. 
Interfaces com diálogos concorrentes e sistemas reativos distribuídos apresentam praticamente nenhum 
suporte das ferramentas existentes, e este é um dos pontos que diferencia Xchart por meio de sua 
proposta e ambiente de desenvolvimento.  
O Gerente de Distribuição (GD) foi objeto de outros trabalhos no âmbito do Projeto Xchart. Os 
trabalhos de mestrado de Edilmar [4] e Luciana [5] implementaram componentes que fornecem 
recursos de mais baixo nível para a implementação de um GD. O trabalho de Edilmar implementou um 
sistema de comunicação em grupo e serviço de nomes denominado PortSystem, já o trabalho de 
Luciana desenvolveu um sistema de ações atômicas distribuídas. Estas implementações foram 
realizadas para a plataforma Windows 95/NT e na linguagem de programação C++.  
Até este momento, o protótipo do ambiente de execução Xchart [7] somente é capaz de executar 
de forma local especificações de sistemas reativos, em outras palavras, esta implementação ainda 
carece do desenvolvimento de um GD. A experimentação da execução distribuída de sistemas reativos 
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no ambiente Xchart ainda não ocorreu e os trabalhos anteriores de Edilmar e Luciana não foram 
efetivamente integrados a um protótipo do ambiente. 
A linguagem Java e a plataforma J2EE oferecem várias tecnologias para o desenvolvimento de 
aplicações distribuídas e aparecem com uma boa alternativa para a implementação do GD. Uma das 
vantagens na adoção de J2EE para este trabalho é a portabilidade da solução final para várias 
plataformas e sistemas operacionais. 
 
1.2 Escopo do trabalho 
 
O atual trabalho teve como foco o desenvolvimento do Gerente de Distribuição (GD) para o ambiente 
de execução Xchart na plataforma J2EE. 
A linguagem Xchart foi definida para especificação de gerenciadores de diálogos de interfaces, 
e se caracteriza por ser uma linguagem visual, formal e executável [3]. O ambiente Xchart oferece 
ferramentas para edição e execução de especificações descritas em Xchart. O projetista de um 
gerenciador de diálogo (ou sistema reativo) neste ambiente definirá o comportamento desejado através 
de diagramas na linguagem Xchart. Estes diagramas oferecem uma forma de expressão de maior nível 
de abstração se comparado a linguagens de programação como, por exemplo, Java ou a linguagem C. 
Diagramas descritos em Xchart podem ser executados de forma concorrente e distribuída por 
uma rede de computadores. A questão relativa ao fato destes diagramas estarem ou não distribuídos em 
tempo de execução deve ser totalmente transparente ao projetista de um sistema no ambiente Xchart. O 
projetista não precisa se preocupar em detalhes como localização de recursos, controle de concorrência, 
chamada de procedimentos remotos, e outras necessidades de mais baixo nível de uma aplicação 
distribuída. 
O ambiente de execução Xchart divide-se em dois sub-sistemas básicos: o Servidor Xchart e o 
Gerente de Distribuição. O Servidor Xchart (SX) é responsável pela execução propriamente dita das 
especificações, ele produz a reação de uma instância de Xchart de acordo com os estímulos externos e a 
sua atual configuração conforme a semântica formal de Xchart. O SX eventualmente requisita serviços 
do GD para a execução distribuída. O GD é o componente que oferece os recursos de distribuição para 
a execução das especificações e tem o papel de integrar as diversas instâncias de SX em um ambiente 
distribuído. 
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O desenvolvimento do GD utilizando-se tecnologias disponíveis na plataforma J2EE tem por 
objetivo minimizar os esforços relativos ao desenvolvimento de algoritmos de distribuição de mais 
baixo nível. Para obter boa performance e qualidade no uso da plataforma J2EE é imprescindível a 
realização de um bom projeto em J2EE [9] e, portanto, este trabalho prevê uma minuciosa revisão das 
tecnologias presentes em J2EE e do catálogo de padrões para esta plataforma [10].  
Esta proposta resulta na produção de um protótipo integrado do sistema de execução Xchart 
(Servidor Xchart e Gerente de Distribuição) que irá permitir a experimentação de sistemas reativos 
distribuídos. A agilidade na manutenção e especificação de descrições em Xchart facilitará a execução 
de vários testes para analisar o comportamento destes sistemas até então pouco experimentados. 
 
1.3 Contribuições 
 
As contribuições do trabalho aqui apresentado são listadas na seqüência: 
 
PROPOSTA DE DESENVOLVIMENTO DO GERENTE DE DISTRIBUIÇÃO PARA XCHART 
Um objetivo claro deste trabalho é propor o desenvolvimento do Gerente de Distribuição para o 
ambiente de execução de Xchart. A análise de requisitos e o projeto de software do GD serão 
cobertos neste trabalho seguindo uma modelagem orientada a objetos, uma vez que as escolhas da 
plataforma J2EE e da linguagem Java sugerem um projeto desta natureza. Estas tecnologias serão 
apresentadas no decorrer do documento e a sua forma de utilização para garantir as funcionalidades 
de sistemas distribuídos necessárias ao GD será detalhada.  
 
PROTÓTIPO INTEGRADO DO AMBIENTE DE EXECUÇÃO DE XCHART 
A implementação de um protótipo operacional e integrado do ambiente de execução de Xchart é 
parte presente deste trabalho. O trabalho de integrar a implementação do GD com outros 
componentes do ambiente (principalmente o SX) exigirá possíveis alterações de implementação 
destes últimos.  
 
REVISÃO DA LINGUAGEM E SEMÂNTICA FORMAL DE XCHART 
As definições da linguagem Xchart e de sua semântica formal são bases e referências sólidas de 
todo este trabalho, e uma contribuição do presente trabalho para a proposta Xchart é a revisão da 
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linguagem e da sua semântica formal na abordagem da execução distribuída de instâncias de 
Xchart. A execução distribuída não foi muito experimentada no passado e daí surge a possibilidade 
natural de se discutir melhor o assunto. 
 
EXPERIMENTAÇÃO DE SISTEMAS REATIVOS DISTRIBUÍDOS 
Dada a escassez na oferta de ferramentas de um maior nível de abstração que permitam a 
experimentação na execução de sistemas reativos distribuídos, tal experimentação é certamente 
abrangida pelo presente trabalho.  
 
1.4 Organização da Dissertação 
 
O Capítulo 2 fornece os fundamentos necessários ao perfeito entendimento da dissertação, 
especialmente apresentando a plataforma J2EE com suas tecnologias e arquitetura para 
desenvolvimento de aplicações distribuídas. O Capítulo 3 apresenta a tecnologia Xchart e o contexto 
em que nosso trabalho está sendo desenvolvido.  O Capítulo 4 analisa os requisitos e apresenta o 
projeto para o desenvolvimento do Gerente de Distribuição de Xchart, incluindo uma revisão no papel 
de outros componentes do sistema tendo em vista o contexto de execução distribuída de instâncias de 
Xchart. No Capítulo 5 é descrito um exemplo de sistema reativo distribuído para ilustrar o 
funcionamento do GD no ambiente Xchart e o nicho de sistemas para o qual esta proposta se aplica. O 
Capítulo 6 consolida os resultados obtidos e são feitas as considerações finais e a indicação de 
extensões futuras para este trabalho. 
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Capítulo 2  
 
Fundamentos e Tecnologias 
 
Neste capítulo são definidos os conceitos e a terminologia utilizada no restante da dissertação bem 
como a apresentação de tecnologias utilizadas no desenvolvimento do trabalho. O intuito não é o de 
definir conceitos e tecnologias de forma exaustiva, mas sim abordá-los de forma a complementar o 
entendimento da atual proposta de trabalho.  
 
2.1 Sistemas Reativos 
 
Os sistemas podem ter classificação baseada na forma pela qual entrada e saída são processadas 
internamente. Esta classificação divide os sistemas entre sistemas transformantes ou sistemas reativos. 
Sistemas transformantes são aqueles que se caracterizam por produzir a saída como resultado de 
processamento da entrada, em outras palavras, estes sistemas obtém a saída aplicando uma 
transformação nos dados de entrada. Estes sistemas são reconhecidos como orientados a dados e 
normalmente tem sua execução finalizada logo após a produção da saída. Dentre alguns exemplos 
destes sistemas temos compactadores de arquivos, rotinas de cálculo matemático, compiladores, etc. 
Sistemas reativos por sua vez permanecem de forma contínua reagindo à entrada, que é 
comumente denominada de estímulos de entrada. A saída (reação) destes sistemas é produzida em 
função dos estímulos de entrada e da configuração interna do sistema (estado interno). O término da 
aplicação normalmente não ocorre com a produção da saída e estes sistemas são tidos como orientados 
a eventos. 
 O presente trabalho está especialmente interessado neste último grupo de sistemas já que o 
gerenciador de diálogo de interfaces de usuário é classificado como sistema reativo. 
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2.2 Sistemas Distribuídos 
 
Outra classificação de sistemas muito utilizada baseia-se no nível de separação ou dispersão geográfica 
dos componentes e recursos que compõem o sistema, e com isso eles podem ser classificados como 
centralizados ou distribuídos [11] . 
 O sistema centralizado consiste de uma unidade central de processamento (CPU) gerenciando 
memória, periféricos e terminais. Os recursos e componentes destes sistemas estão na mesma posição 
geográfica e são todos ditos locais. 
 Sistemas distribuídos, em contrapartida, são sistemas compostos por mais de uma central de 
processamento conectadas através de uma rede de computadores. Os componentes destes sistemas 
normalmente estão dispersos geograficamente e compartilham cooperando ou concorrendo pelos 
recursos. O papel da rede de computadores nestes sistemas é fundamental, pois é necessária a troca de 
informações entre os seus componentes (subsistemas). 
 Existem motivações e objetivos que justificam a utilização de sistemas distribuídos em 
detrimento de sistemas tradicionalmente centralizados. Para certos problemas, a implementação de 
sistemas distribuídos pode oferecer uma solução mais econômica, confiável e escalável. Existem ainda 
problemas que são inerentemente distribuídos onde uma topologia centralizada não se aplicaria. O 
compartilhamento de recursos e informações entre subsistemas pode ser outra vantagem quando se opta 
por uma abordagem distribuída.  
 Dentre as desvantagens encontradas na adoção de uma arquitetura distribuída, podem-se 
destacar a necessidade de cuidados com a segurança do sistema e a dependência quanto à 
confiabilidade e desempenho da rede de comunicações. 
 O software de sistemas distribuídos é mais complexo se comparado com os de sistemas 
centralizados e existe uma classe de soluções que trata especificamente de problemas comumente 
encontrados em computação distribuída: os algoritmos distribuídos. 
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2.2.1 Algoritmos Distribuídos 
 
O software de um sistema distribuído é visto como um conjunto de processos paralelos que devido a 
sua distribuição física em processadores independentes podem ser executados simultaneamente. Esta 
independência é, contudo, relativa, pois estes processos podem competir no acesso de recursos 
compartilhados ou, então, cooperar para alcançar um objetivo comum por meio de comunicação entre 
processos. Esta cooperação ou competição entre processos paralelos apresentam alguns problemas cuja 
solução requer mecanismos de comunicação ou sincronização respectivamente [12].  
Algoritmos distribuídos pertencem a uma classe especial de algoritmos paralelos que se 
caracterizam pela execução paralela de processos em processadores fisicamente distintos e conectados 
através de uma rede de computadores. Em um sistema distribuído, os processos se comunicam através 
de mensagens trocadas pela rede e também não há memória comum entre eles. Em outras palavras, não 
existe um estado global visível para qualquer processo integrante do sistema distribuído, e um 
determinado processo só tem acesso às informações de seus eventos internos e àquelas relacionadas ao 
envio e recebimento de mensagens.  
Uma revisão nos requisitos de desenvolvimento do Gerente de Distribuição (GD), objetivo do 
presente trabalho, mostra que existe uma motivação inerente do problema para uso de distribuição e 
que, portanto, alguns problemas típicos de sistemas distribuídos serão encontrados no decorrer do atual 
trabalho. Segue uma lista de necessidades tipicamente encontradas em um projeto de sistema 
distribuído: 
 
Transparência 
Um sistema distribuído é tido como transparente quando consegue passar a visão de um sistema único, 
ou seja, todos que fazem uso do sistema terão a imagem de que o mesmo se comporta com um sistema 
centralizado. Esta transparência pode ser de um nível mais alto e estar voltada apenas para os usuários 
do sistema, ou ser direcionada em nível mais baixo para os programadores.  
O conceito de transparência pode ser empregado para vários aspectos de um sistema distribuído. 
A transparência de localização, por exemplo, refere-se ao fato de que usuários ou programadores do 
sistema não devem ter a informação explícita da localização física de recursos, mas apenas um nome de 
referência. Existe ainda o conceito de transparência de migração onde recursos de um sistema 
distribuído podem mudar as suas localizações físicas, porém sem alterar os seus nomes. Se um sistema 
tem transparência de replicação, isto significa que a informação mantida por estes é replicada sem 
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que os usuários finais tenham ciência disto. A transparência de concorrência é a obtida por um 
sistema quando os seus diversos usuários não têm a visão da existência dos demais e, portanto, eles 
executam as suas tarefas sem se preocupar com isto. Um mecanismo comumente utilizado por sistemas 
para se obter esta transparência é o de controlar o acesso dos recursos tornando-o seqüencial. Controle 
de concorrência terá maior destaque na seqüência deste texto. O último estágio de transparência a ser 
discutido é o de transparência de paralelismo, onde o sistema deveria internamente decidir a melhor 
maneira de alocar os recursos de processamento para solucionar um determinado problema. A realidade 
de hoje é que o programador do sistema ainda precisa descrever explicitamente a alocação do 
processamento para otimizar os resultados com paralelismo [11]. 
 
Comunicação 
Uma das maiores diferenças entre sistemas distribuídos e centralizados está no mecanismo de 
comunicação entre os processos. Como não existe memória local compartilhada em um sistema 
distribuído, os processos devem trocar mensagens. Quando um processo A deseja enviar uma 
mensagem para o processo B que se encontra em outra máquina, ele inicialmente cria uma mensagem 
no seu próprio endereçamento de memória e, então, realiza uma chamada local ao sistema operacional. 
O sistema operacional é o responsável por processar a mensagem e enviá-la através de uma rede de 
computadores para o processo remoto B.  
Computadores comunicam-se através de uma rede utilizando protocolos de comunicação. Estes 
protocolos especificam as regras de como computadores cooperam na troca de mensagens. Protocolo é 
um trato de como a comunicação deve proceder entre os computadores e está implementado no nível 
do sistema operacional. O protocolo de maior popularidade é o TCP/IP e, portanto, terá maior cobertura 
no atual trabalho. 
Os processos que compõem um sistema distribuído devem utilizar primitivas disponíveis no 
sistema para a troca de mensagens. Estas primitivas podem ser baseadas em recursos de mais baixo 
nível como sockets ou até chamadas de procedimento remoto [11], o que equivaleria no contexto de 
programação orientada a objetos, a chamada de método remoto. 
A comunicação de uma mensagem em um sistema distribuído pode envolver múltiplos 
processos e não somente dois. É interessante, nestes casos, que o sistema ofereça um mecanismo de 
comunicação em grupo adicionalmente à comunicação ponto-a-ponto e, portanto, permita através desta 
nova abstração que um processo envie mensagens para grupo de processos e não somente para um 
único. 
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Sincronização 
A sincronização de processos em um sistema distribuído é mais complicada do que em um 
centralizado. Os algoritmos de sincronização em um sistema centralizado fazem uso de métodos como 
semáforos e monitores que dependem largamente de memória compartilhada. A ausência de memória 
compartilhada em um ambiente distribuído é um problema adicional para o desenvolvimento de 
algoritmos de sincronização entre processos. 
 O sincronismo de relógio em um ambiente distribuído pode ter um papel muito importante em 
alguns sistemas e, portanto, este é um tema de vários estudos [13]. Existe uma outra linha de algoritmos 
distribuídos voltada para o sincronismo entre processos onde o problema é determinar, em um 
determinado instante, qual dos processos irá ter um privilégio específico. Este privilégio pode ser 
mantido por um tempo finito ou permanentemente e estes algoritmos são conhecidos respectivamente 
como o problema de exclusão mútua ou o de eleição entre processos [14].  
Os algoritmos de exclusão mútua e de eleição mencionados acima são essencialmente de baixo 
nível de abstração pois eles exigem que o desenvolvedor de um sistema distribuído tenha um controle 
fino de todos os detalhes dos mesmos como o gerenciamento da região crítica. Uma alternativa de 
maior nível de abstração muito utilizada no domínio de sincronização de sistemas distribuídos é o 
conceito de transação atômica [15]. 
  
2.2.2 Transações 
 
O conceito de transações é comumente utilizado por modelos que tratam de controle de concorrência 
em ambientes onde há execução de processos em paralelo e foi introduzido originalmente em modelos 
de acesso a banco de dados[15].  
 Informalmente, uma transação pode ser definida como a execução de um conjunto de operações 
que acessa um recurso compartilhado. A transação é dita atômica quando a sua execução termina com 
um resultado bem definido, ou a transação termina normalmente e seus efeitos são confirmados e feitos 
permanentes (sucesso), ou então, o término da transação e seus efeitos são totalmente cancelados 
(falha). 
 Transações atômicas, ou simplesmente transações, são geralmente descritas em termos das 
propriedades ACID [16]. O acrônimo ACID vem das iniciais das palavras em inglês Atomicity, 
Consistency, Isolation e Durability. Segue abaixo uma descrição de cada propriedade: 
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Atomicidade: Cada passo na seqüência de ações executadas dentro do escopo de uma transação deve 
completar com sucesso ou todo o trabalho deve ser cancelado e revertido (roll back). Sucesso parcial 
na execução das ações não é um conceito transacional. O termo commit indica que todos os passos da 
transação são executados com sucesso, já o termo abort diz que nenhum resultado é produzido assim 
como se a transação nunca tivesse ocorrido. 
 
Consistência: Os recursos do sistema devem estar em um estado consistente e válido tanto no início 
quanto ao final da transação. A integridade do sistema deve ser mantida pela execução da transação. 
 
Isolamento: O resultado de uma transação não pode ser visível para outras transações abertas até que a 
sua execução seja encerrada normalmente (commit). Esta propriedade garante que os resultados obtidos 
por execução concorrente de transações não afeta a consistência do sistema e que o efeito é equivalente 
ao da execução seqüencial das transações. 
 
Durabilidade (Persistência): Qualquer resultado proveniente de uma transação encerrada com sucesso 
(commit) deve ser mantido de forma permanente.  Em caso de falha, estes resultados não se perderão e 
continuarão válidos. 
 
O modelo de transações orientado pelas propriedades ACID se mostrou muito adequado para 
transações convencionais, onde as operações são normalmente de curta duração e existe uma gerência 
de um baixo número de objetos (exemplo dos sistemas bancários).  Em casos onde transações são 
longas e existe uma maior flexibilidade e compartilhamento das informações, observa-se que este 
modelo precisa relaxar estas mesmas propriedades para garantir maior cooperação e concorrência dos 
processos (assunto da seção 2.2.5 deste trabalho). A propriedade que normalmente tem a sua definição 
relaxada para se obter uma maior concorrência entre transações é o isolamento.  
O isolamento total das transações provoca a execução de transações serializáveis. Transações 
são serializáveis quando estas podem executar de forma concorrente e o resultado final obtido desta 
execução é igual ao de uma execução seqüencial qualquer das mesmas. A serializabilidade não garante 
que uma seqüência específica de execução das transações sempre vai ocorrer, ela apenas garante que o 
resultado final da execução concorrente destas transações vai ser equivalente ao resultado de alguma 
seqüência válida de execução serial das mesmas transações. 
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Transações podem ser desmembradas em subtransações, introduzindo a técnica de transações 
aninhadas. A transação de mais alto nível pode se dividir em transações “filhas” que executam em 
paralelo e possivelmente em diferentes processadores, ou para alcançar melhor desempenho ou também 
facilitar a programação do sistema. Assim como a transação ancestral, transações filhas podem se 
desmembrar em outras novas subtransações. É importante notar que neste modelo existe uma 
hierarquia entre as transações onde os resultados produzidos por uma subtransação filha mesmo que 
esta tenha terminado normalmente (commit) só serão confirmados e mantidos permanentes à medida 
que os níveis acima na hierarquia (transações ancestrais) realizem o seu commit. Transações aninhadas 
podem ser utilizadas para facilitar a estruturação de sistemas distribuídos [17]. 
 Quando múltiplas transações são executadas simultaneamente por diferentes processos e 
potencialmente em diferentes processadores (típico cenário de um sistema distribuído), algum 
mecanismo é necessário para manter a consistência do sistema. Este mecanismo é chamado de 
algoritmo de controle de concorrência. 
 
2.2.3 Controle de Concorrência 
 
Sendo a execução de processos em sistemas distribuídos de natureza paralela, é necessário prover, 
nestes sistemas, mecanismo que coordene os processos no acesso aos recursos compartilhados do 
ambiente evitando que haja interferência de um em outro. Como já visto, processos acessam recursos 
compartilhados por meio de transações e os algoritmos que sincronizam a execução destas transações 
são os de controle de concorrência. Controle de concorrência pode ser implementado através de alguns 
algoritmos conforme mencionado na seqüência. 
 
Locking 
Algoritmos baseados no conceito de Locking [15] são os mais utilizados nesta linha para resolver o 
problema de sincronização no acesso de recursos compartilhados. A idéia básica do algoritmo baseado 
em locking é a de que quando uma transação deseja fazer uso de um recurso, ela deve bloqueá-lo antes 
de acessá-lo (obtenção de lock) e pelo tempo em que o recurso estiver sob seu controle. Se alguma 
outra transação tentar obter lock deste recurso que conflite com lock já realizado anteriormente no 
mesmo, esta deve esperar por sua liberação para, então, poder prosseguir com o bloqueio. Ao final de 
transações, os locks obtidos devem ser liberados. A situação de conflito na obtenção de lock ocorre 
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quando operações de transações distintas não podem ser executadas concorrentemente para um mesmo 
recurso. 
 No modelo mais básico de operações sobre um recurso compartilhado, os processos disparam 
transações que acessam um recurso do sistema, ou para realizar uma simples leitura de seu estado, ou 
para efetuar uma alteração (escrita). Desta forma o bloqueio a ser feito no recurso deve ser relacionado 
com o tipo de operação a ser realizada: lock de leitura ou lock de escrita. O lock de leitura é realizado 
para sinalizar que determinado recurso não deve ser alterado por outra transação enquanto o lock 
estiver ativo, em outras palavras, um lock de escrita não pode ser obtido por outra transação se o 
recurso já tiver um lock de leitura. Por outro lado, é possível que várias transações obtenham locks de 
leitura simultaneamente sobre o mesmo recurso já que não há conflito entre locks de leitura. Se um lock 
de escrita já estiver ativo para um recurso, não é possível obter qualquer novo tipo de lock, nem de 
leitura nem de escrita, até que o recurso seja liberado. Portanto, locks de escrita são exclusivos e geram 
conflitos com os demais. 
 Deadlock é o grande problema de algoritmos baseados em locking. O problema de deadlock 
ocorre quando uma transação tenta bloquear um recurso que já se encontra bloqueado e fica na fila 
aguardando sua liberação, porém esta liberação nunca ocorrerá, pois a transação que detém o bloqueio 
também está aguardando por liberação de outro recurso que certamente não será liberado. Como 
exemplo deste caso, tem-se uma transação T1 que obtém lock de leitura sobre um recurso X e uma 
segunda transação T2 que obtém lock de escrita sobre recurso Y. Na seqüência, a transação T1 tenta 
obter lock de escrita sobre o recurso Y, porém este já está bloqueado por T2 e obriga T1 a ficar no 
aguardo de sua liberação. Agora é a vez da transação T2 tentar obter lock de escrita para o recurso X 
que também já se encontra bloqueado por T1, este fato faz T2 aguardar por liberação por parte de T1. 
Como pode ser facilmente observado, ambas as transações T1 e T2 ficariam indefinidamente 
aguardando respectivamente por liberação de recursos Y e X que não vai ocorrer.  
 O problema de deadlocks deve ser contemplado durante a elaboração de algoritmo que envolva 
o mecanismo de locking. Existem técnicas para prevenir a formação e outras para detecção de 
deadlocks. Dentre as técnicas de prevenção, existe a política de time-out, onde é definido um intervalo 
máximo de tempo para se esperar pela liberação de recurso acreditando ter se formado um deadlock 
pela demora na liberação deste, e a política de pré-declaração dos recursos no início da transação onde 
é eliminada a condição básica de formação de deadlocks, a concessão e a espera. A técnica de detecção 
de deadlocks utiliza modelagem de grafos de espera de recursos. O algoritmo de detecção varre o grafo 
a procura de ciclos que indiquem a existência de deadlocks e toma a decisão de desfazer ciclos 
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escolhendo transações para serem canceladas. Os algoritmos de detecção de deadlocks têm elevada 
complexidade de implementação devido à onerosa manutenção do grafo de espera. 
 
Timestamps 
O algoritmo de ordenação por timestamps [11][15] é uma alternativa de algoritmo para controle de 
concorrência no acesso a recursos compartilhados. O algoritmo básico de timestamps tem a seguinte 
característica: cada transação ao iniciar, recebe um timestamp único. É mantida uma tabela onde para 
cada recurso compartilhado é associado o timestamp da última operação realizada sobre ele (por 
exemplo, timestamp da última leitura, timestamp da última escrita). Se uma transação necessita realizar 
operação sobre um recurso, o algoritmo consulta na tabela o timestamp da última operação conflitante 
realizada. Se a transação em questão tiver timestamp mais velho do que a última operação realizada, ela 
é cancelada (abort). Por outro lado, se o timestamp for mais novo, a operação é aceita e a tabela é 
atualizada com o novo timestamp da transação corrente. Este é um método dito otimista no controle de 
concorrência pois espera um baixo número de conflitos. Existem extensões do algoritmo de ordenação 
por timestamps com abordagens mais pessimistas que tentam evitar o cancelamento de transações 
postergando a execução de transações conflitantes. 
 Os inconvenientes que podem ser apontados neste método são os custos de gerenciamento da 
tabela que armazena os timestamps das operações realizadas e o elevado número de cancelamentos de 
transação. O cancelamento de uma transação tem um custo que pode comprometer em muito a 
eficiência do sistema. Uma vantagem deste método é a inexistência de deadlocks e, portanto, do seu 
tratamento.  
 
Certificação 
Certificação é uma alternativa otimista para controle de concorrência, onde se imagina que a ocorrência 
de conflitos no sistema vai ser baixa. O sincronismo do sistema é feito ao final da transação, quando se 
decide efetivar as alterações realizadas (commit) ou o seu cancelamento (abort). Se nenhum conflito 
ocorrer, as transações são executadas até o final, onde é feita uma análise dos recursos processados e a 
sua eventual validade e permissão de atualização. 
A transação é dividida em três fases: a fase de execução ou de leitura dos valores dos recursos, 
a fase de validação das operações, e por fim, se tudo ocorrer bem, a fase de atualização dos recursos de 
forma permanente.  
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 Por se tratar de uma técnica otimista, o maior gargalo deste método é a existência de conflitos já 
que um elevado número dos mesmos pode reduzir sensivelmente o desempenho do sistema por motivo 
dos cancelamentos. 
 A tabela 2.1 faz uma comparação sucinta de todos os algoritmos mencionados para controle de 
concorrência: 
 
Característica Locking Timestamp Certificação 
Concorrência de transações Baixa Baixa Grande 
Aspectos mais complexos  Resolução de deadlock Tabela de timestamps Fase de validação 
Número de cancelamentos Baixo Alto Alto 
Motivo de cancelamento Deadlock Resolução de conflitos Resolução de conflitos 
Deadlock Sim Não Não 
Expectativa de conflitos Pessimista Otimista Otimista 
Momento de sincronização Na requisição de locks A cada operação 2a fase – validação 
Resolução de conflitos Bloqueio (lock) Cancelamento (abort) Cancelamento (abort) 
Tabela 2.1 – Comparação entre algoritmos de controle de concorrência 
 
Com base na tabela acima e em estudos já realizados [18], notamos que o mecanismo de locking é o 
mais adequado quando o número de conflitos é maior. Se o ambiente envolve um baixo número de 
conflitos, o método de certificação tem um melhor desempenho. 
O desempenho geral do sistema está bastante relacionado com o cancelamento de transações. O 
cancelamento de uma transação é considerado uma falha e para garantir a propriedade de atomicidade 
de transações já apresentada anteriormente, o sistema deve ser capaz de recuperar o seu estado para o 
ponto anterior ao início da transação como se esta nunca tivesse existido. Os algoritmos que tratam 
destas falhas e garantem que o estado do sistema não fique corrompido são os de recuperação de 
falhas. 
Falhas de transação são aquelas oriundas de cancelamento (abort) de transações e se 
caracterizam por não resultarem em perda de informação. As falhas ainda podem ser classificadas 
como falhas de sistema (com perda de memória volátil), falhas de memória secundária (com perda 
de informação armazenada em memória secundária) e falhas de comunicação (duplicação e/ou perda 
de mensagens, particionamento de rede, etc).  
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 Existem detalhes e extensões dos algoritmos vistos nesta seção que não são exaustivamente 
abordados aqui. O presente trabalho utiliza técnica de controle de concorrência baseada no mecanismo 
de locking. O algoritmo Two-Phase Locking é o mais utilizado e popular dentre os produtos comerciais 
e, portanto, este método merecerá maior atenção nas seções seguintes. 
 
2.2.4 Two-Phase Locking 
 
Como já mencionado, transações que executam concorrentemente podem tornar o sistema 
inconsistente.  A serializabilidade das transações é uma forma de garantir a consistência do sistema, 
pois por definição, se a execução serial de transações é correta, uma execução serializável, fruto da 
serialização de transações, também será correta e não afetará a consistência do sistema. O mecanismo 
de locking pode ser utilizado para garantir a serializabilidade de transações através do algoritmo Two-
Phase Locking [15].  
A aquisição e liberação de locks, se não for feita de uma forma disciplinada, pode gerar 
inconsistências. O algoritmo Two-Phase locking define regras que obrigam a serializabilidade das 
transações e funciona com duas fases distintas: 
1. Uma transação deve obter locks para cada recurso a ser utilizado na fase denominada fase de 
atribuição de locks (growing phase). Como no mecanismo de locking clássico, locks 
conflitantes ficam no aguardo de sua disponibilidade. 
2. Quando um lock obtido na fase anterior é liberado pela transação, nenhum outro lock pode ser 
obtido e, então, se inicia a fase conhecida como fase de liberação (shrinking phase), pois 
somente a liberação de locks pode ocorrer a partir deste momento. 
 
O Two-Phase Locking, assim como o mecanismo básico de locking, pode formar deadlocks. Desta 
forma, as preocupações quanto à prevenção ou detecção dos mesmos continuam pertinentes na 
elaboração deste método. 
 O algoritmo Two-Phase Locking tem algumas variações que serão apresentadas na seqüência:  
 
Strict Two-Phase Locking 
A maioria das implementações de Two-Phase Locking utiliza a variante Strict Two-Phase Locking. Esta 
variante difere do modelo básico do algoritmo, pois adiciona a exigência de que todos os locks sejam 
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liberados ao mesmo tempo na fase de liberação e exatamente quando a transação termina. Onde o 
término da transação é indicado pela execução de commit ou abort. 
 Os dois princípios que norteiam o funcionamento do algoritmo são os fatos de que na ausência 
de maior informação sobre a transação, o término da mesma garante que não haverá mais obtenção de 
locks (fim da growing phase) e, portanto, poder-se-ia iniciar a fase de liberação de locks (shrinking 
phase) sem comprometimento das regras básicas do algoritmo Two-Phase Locking. O segundo 
princípio está relacionado com as propriedades da execução estrita de transações (do inglês strict 
execution).  
Transações executadas de forma estrita são aquelas que atrasam as operações (normalmente 
leitura e escrita) sobre um determinado recurso até que todas as outras transações que tenham 
previamente alterado o valor do mesmo recurso terminem a sua execução (commit ou abort). 
Transações executadas de forma estrita têm as propriedades de evitar cancelamentos em cadeia e de 
poderem recuperar seu estado anterior com a simples cópia do último estado antes de iniciar a sua 
execução [15]. O Strict Two-Phase Locking garante a execução estrita de transações. 
 
Conservative Two-Phase Locking 
Esta variante do algoritmo possibilita uma implementação do protocolo Two-Phase Locking de forma 
que as transações nunca sejam canceladas. O cancelamento de transações é resultado da formação de 
deadlocks como já visto. O algoritmo Conservative Two-Phase Locking ou Static Two-Phase Locking 
evita que deadlocks ocorram exigindo que a transação obtenha todos os locks de uma só vez antes 
mesmo de iniciar. Esta técnica é chamada de pré-declaração do conjunto de locks. O algoritmo é 
descrito em mais detalhes na seqüência: 
1. Um processo, antes de iniciar uma transação, solicita ao gerenciador de locks, bloqueio para 
todos os recursos que vai utilizar, no que se denomina a pré-declaração do conjunto de locks. 
De certa forma, pode-se dizer que este é o primeiro passo da transação. Os locks são solicitados 
de acordo com o tipo de operação a ser realizada durante a transação (leitura ou escrita). 
2. Se todos os locks podem ser obtidos com sucesso, ou seja, não existe conflito com outras 
transações em execução, o gerenciador de recursos retorna locks solicitados para que processo 
inicie efetivamente a transação.  
3. Se por outro lado, houver algum lock conflitante no conjunto solicitado, nenhum lock do 
conjunto é realizado e o processo é colocado em fila de espera. A todo o momento que houver 
liberação de locks por uma transação finalizada, o gerenciador consulta a fila na tentativa de 
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obter locks para processos em espera. Se os conflitos se encerrarem para um determinado 
processo em espera, locks são obtidos por processo que pode, assim, iniciar a sua transação.  
4. No decorrer da transação, processo só poderá liberar recursos fazendo valer o mecanismo de 
duas fases do algoritmo Two-Phase Locking. 
 
Conforme este algoritmo, um processo na fila de espera para obtenção de locks (vide passo 3) não tem 
locks em seu poder e, portanto, não está bloqueando nenhum recurso. Isto garante que nenhuma outra 
transação estará na dependência de sua execução e que todos os processos que obtenham locks, em um 
dado momento, irão prosseguir até o final de sua execução sem depender de nenhum outro processo. 
Este cenário garante que ciclos de espera não sejam formados e, portanto, deadlocks não ocorrem. 
 Intuitivamente, o algoritmo básico de Two-Phase Locking, pelo fato de obter locks por 
demanda, ou seja, à medida que estes são necessários, deveria permitir uma maior concorrência entre 
transações se comparado com a estratégia do algoritmo Conservative Two-Phase Locking. Isto é 
verdade quando o volume de bloqueios é baixo, porém quando se tem um alto número de bloqueios, 
existem estudos que mostram um melhor desempenho do algoritmo Conservative Two-Phase Locking 
se comparado com o algoritmo básico, pois em média os recursos ficarão bloqueados por menos tempo 
[15].  
 Os pontos favoráveis do algoritmo e a natureza específica do problema a ser estudado neste 
trabalho motivam a escolha da variante Conservative Two-Phase Locking como algoritmo de 
implementação do controle de concorrência.  
 É importante salientar ainda que existem outras versões do algoritmo Two-Phase Locking e uma 
discussão mais completa não se resume ao apresentado aqui, como por exemplo, o uso da versão 
distribuída do algoritmo (Distributed Two-Phase Locking) para sincronizar o acesso de recursos 
compartilhados que estejam dispersos por mais de um repositório de dados. Contudo, para o presente 
trabalho, a análise feita até o momento é suficiente.  
 
2.2.5 Transações avançadas 
 
Existem domínios de transações para os quais as propriedades ACID não são muito adequadas, pois as 
restrições impostas por estas propriedades podem prejudicar a concorrência e a cooperação entre os 
processos. Estes domínios se caracterizam, por exemplo, pela execução de transações com longa 
duração, transações envolvendo trabalho em grupo ou uma estrutura complexa de dados 
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compartilhados. Transações que atendem a estas características são normalmente classificadas como 
transações avançadas. Os modelos que objetivam o tratamento destas transações avançadas relaxam as 
propriedades ACID no intuito de adaptar a proposta original feita para transações convencionais. 
 As propriedades ACID são normalmente revisadas com relação à atomicidade e ao isolamento. 
Como exemplo, a atomicidade pode ser relaxada permitindo a efetivação (commit) parcial dos 
resultados de transações e o isolamento para permitir a liberação de recursos antecipadamente, o que 
favoreceria o suporte a implementação de aplicações com transações de longa duração [19]. A própria 
serializabilidade também é questionada como critério de corretude das transações. A estrutura de 
transações aninhadas já mencionada anteriormente apesar de não ser um modelo estendido 
propriamente dito, é utilizada como estrutura para alguns destes modelos (exemplo do modelo 
Split/Join [20]). A maioria destes modelos é muito teórica e ainda existe uma carência de 
implementações reais nesta área para que se colecionem resultados capazes de comprovar a sua 
eficácia. O atual trabalho tem particular interesse nas alternativas para tratar um dos casos citados no 
domínio de transações avançadas: transações com longa duração, ou simplesmente transações 
longas.  
Modernos sistemas de gerenciamento de transações optam na prática por modelar transações as 
mais curtas possíveis no intuito de gerenciar um grande volume de transações (exemplo de servidores 
de aplicação). Desta forma, podem ser aplicados os algoritmos e conceitos convencionais já bem 
consolidados. A sugestão é a de se evitar transações longas que disparem várias subtransações 
concorrentemente. 
Como nem sempre é possível fugir da natureza do problema, uma outra estratégia comum é o 
de aplicar o conceito e recursos de transação oferecidos pelos modernos sistemas apenas nas 
subtransações. As subtransações realizam operações relativamente de curta duração se comparadas com 
a transação longa. Nestes casos, a responsabilidade de tratar das questões de controle de concorrência 
no nível da transação longa fica a cargo do desenvolvedor. Outra variação na tentativa de minimizar o 
impacto da longa duração de transações é o de retardar o início de uma transação o máximo possível. 
Em uma transação de início postergado (late transaction), a estratégia é a de se realizar o máximo de 
leituras fora do escopo da transação e somente iniciá-la quando precisar alterar recursos. A vantagem 
desta técnica é a de minimizar o tempo gasto dentro de uma transação, aumentando desta forma a 
concorrência. Contudo, a desvantagem evidente deste método é o de não se ter controle de 
concorrência antes do início da transação e, conseqüentemente, abrir a possibilidade de leitura de 
valores inconsistentes. 
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Transações de Negócio ou Transações de Sistema 
No desenvolvimento de aplicações corporativas, a discussão entre transações longas e transações curtas 
(subtransações) ganhou um novo modelo com o conceito de transações de negócio e transações de 
sistema. O texto que segue nesta seção foi extraído de [21], onde maiores detalhes podem ser obtidos. 
 Transações de sistema são exatamente as transações relacionadas com o acesso ao recurso 
compartilhado e para as quais é necessário haver controle de concorrência. A definição e características 
destas foram introduzidas na seção 2.2.2. As transações de sistema são descritas em uma linguagem 
típica de desenvolvedores das aplicações, porém estas têm pouca visibilidade para os usuários do 
sistema.   
 O usuário do sistema está habituado com uma seqüência de atividades de mais alto nível se 
comparado com as operações de uma transação de sistema. As atividades conduzidas por um usuário 
no nível da aplicação são por exemplo, efetuar um login, selecionar uma conta, preencher um 
formulário, e concluir a seqüência pressionando um botão de OK. Esta seqüência de atividades forma 
uma transação de negócio. A expectativa é a de que transações de negócio tenham as mesmas 
propriedades ACID aplicadas em transações de sistema, isto por que se o usuário cancelar uma 
operação no meio da seqüência que descreve uma transação de negócio, qualquer alteração feita nas 
atividades anteriores a este ponto deve ser cancelada e não pode ser visível (atomicidade). 
 Uma transação de negócio poderia ser considerada uma única transação de sistema para poder 
assim aplicar as propriedades ACID. Este método não é muito indicado, pois transações de negócio são 
de longa duração geralmente disparando várias transações de sistema concorrentemente 
(subtransações). Como já levantado, transações longas não são eficientemente gerenciadas por sistemas 
de gerenciamento de transações (exemplo dos servidores de aplicação). 
 Isto não significa que transações longas nunca devem ser tratadas A alternativa é a divisão de 
transações de negócio (longas) em uma série de transações mais curtas (transações de sistema). As 
propriedades ACID são aplicadas pelos gerenciadores de transação sobre as transações de sistema, 
enquanto que para as transações de negócio cabe ao desenvolvedor prover mecanismos próprios 
aplicando estas propriedades. O problema de garantir as propriedades ACID para transações de negócio 
que executam transações de sistema é chamado de offline concurrency. 
 A atomicidade e durabilidade de uma transação de negócio são sustentadas mais facilmente do 
que outras propriedades. Isolamento é a propriedade ACID que merece maior atenção, pois falhas de 
isolamento podem afetar a consistência do sistema. Por sua vez, a propriedade de consistência para 
uma transação de negócio implica que a execução desta não irá deixar os recursos em estado inválido. 
Um dos cuidados é com a interferência de transações concorrentes sobre as alterações realizadas 
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durante a sessão de trabalho do usuário, em outras palavras, uma transação não pode se sobrepor aos 
resultados de outra transação causando perda de informação. Outro problema de inconsistência é o de 
leitura de dados inconsistentes (inconsistent reads). A leitura de recursos que estão sendo manipulados 
por um grande conjunto de transações de negócio concorrentemente pode retornar dados inconsistentes 
para os processos causando falhas de execução.  
 Transações de negócio estão relacionadas ao conceito de sessão de trabalho do usuário do 
sistema. Na visão do usuário, cada sessão de trabalho é uma seqüência de transações de negócio. 
Normalmente, o conceito de sessão é modelado em software e representa uma seqüência de transações 
de negócio. 
 Até o momento foram introduzidos conceitos, algoritmos e práticas mais comuns no 
desenvolvimento de sistemas distribuídos e que serviram de base para a tomada de decisões na fase de 
projeto do presente trabalho. A próxima seção aborda um pouco mais o desenvolvimento de sistemas 
distribuídos, apresentando as tecnologias e a plataforma de aplicações utilizadas na codificação do atual 
do trabalho: a linguagem Java e a plataforma J2EE. 
 
2.3 Aplicações Distribuídas em Java 
 
O desenvolvimento de aplicações distribuídas e corporativas teve uma grande revolução nos últimos 
anos, e a linguagem Java1 tem uma grande participação neste processo. No decorrer destes anos, várias 
tecnologias tornaram-se parte da plataforma Java, e novas interfaces de programação e padrões foram 
definidos para resolver diversos problemas comumente encontrados no desenvolvimento de aplicações. 
Neste período, a Sun Microsystems e um grupo de empresas líderes de mercado, em conformidade com 
as definições do Java Community Process (JCP), unificou na plataforma J2EE uma série destes padrões 
e interfaces relacionadas com desenvolvimento de aplicações corporativas. 
 A seguir são apresentadas as características da linguagem Java e da plataforma J2EE que 
motivam o seu emprego no atual trabalho de desenvolvimento do Gerente de Distribuição (GD). 
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1
  Java, todas as marcas relacionadas e logotipos são marcas registradas da Sun Microsystems, Inc. nos Estados Unidos e 
demais países. 
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2.3.1 A Linguagem Java 
 
Desde a sua adoção, a linguagem Java teve uma grande aceitação na comunidade de programadores por 
ser uma linguagem bastante similar com outras linguagens já bem difundidas. A semelhança sintática 
com a linguagem C e C++ são evidentes, enquanto os seus modelos de objetos e de execução foram 
baseados em Smalltalk e Simula. A estimativa atual é a de que se tenha algo em torno de 4,5 milhões de 
programadores em Java pelo mundo [22], o que seria a maior comunidade de programadores para uma 
linguagem. 
Um dos grandes diferenciais da linguagem Java é a portabilidade de seu código compilado para 
outras plataformas, o que, em outras palavras, significa que um programa em Java pode ser compilado 
apenas uma vez e executado em qualquer outra plataforma que tenha a máquina virtual Java disponível. 
A técnica que torna isto possível é o bytecode, código objeto independente de plataforma gerado pelo 
compilador Java a partir de código fonte da linguagem. Bytecodes não são executados diretamente pelo 
hardware. Ao contrário, eles são executados pela máquina virtual Java que funciona como um 
interpretador. É verdade também ser possível embutir a máquina virtual Java ou JVM (acrônimo do 
inglês Java Virtual Machine) em hardware para aumentar o desempenho. Alguns cuidados devem ser 
tomados para se obter a tão desejada portabilidade entre plataformas, como utilizar versões compatíveis 
de máquina virtual e também a utilização de bibliotecas de classe padrões durante o desenvolvimento. 
Esta combinação torna possível a implementação de aplicações com portabilidade em Java. 
Outra característica da linguagem Java está no seu suporte à programação orientada a objetos. 
Algumas linguagens como a concorrente C++ permitem que o programador manipule estruturas de 
dados não orientadas a objetos, fato que em Java não é permitido sintaticamente. É bem verdade que 
isto não é garantia para que um programador faça uso dos reais benefícios da programação orientada a 
objetos mesmo na linguagem Java. 
Na programação orientada a objetos [23], o software é organizado como uma coleção de objetos 
distintos que incorporam tanto a estrutura quanto o comportamento dos dados. Na programação 
convencional, a estrutura e o comportamento dos dados não estão vinculados entre si. Objetos possuem 
dados internos, representados por atributos e, além disso, oferecem um conjunto de operações 
(métodos) que compõem a sua interface. O trabalho com interfaces é um grande fundamento da 
tecnologia orientada a objetos, pois permite a abstração e o encapsulamento de dados e comportamento 
dos objetos. Não é necessário saber muito mais do que a interface de um objeto para utilizá-lo.  
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O emprego de programação orientada a objetos no desenvolvimento de sistemas distribuídos, 
como no de sistemas em geral, cria condições para a padronização de software. A padronização é muito 
importante para se obter uma maior reutilização e interoperabilidade entre componentes. No caso 
específico da linguagem Java e do desenvolvimento de sistemas distribuídos, houve uma adição de 
interfaces de programação e padrões para utilização de objetos em um cenário distribuído [24]. Foram 
criadas alternativas de mais alto nível de abstração se comparadas ao mecanismo de sockets, em 
especial a chamada de método remoto (RMI) e a implementação do padrão CORBA como parte 
integrante dos recursos da linguagem Java. 
 
2.3.2 Chamada de Método Remoto  
 
RMI é o acrônimo de Remote Method Invocation que traduzido para o Português significa exatamente 
chamada de método remoto. Os objetos de uma aplicação se comunicam através de mensagens e 
mensagens são enviadas em resposta a chamadas de métodos. RMI permite que objetos de diferentes 
máquinas virtuais Java executando em diferentes computadores enviem e recebam mensagens. 
RMI [29] é uma tecnologia desenvolvida pela Sun Microsystems como sendo a proposta de Java 
para computação distribuída. RMI é uma implementação puramente Java e faz parte do conjunto de 
interfaces padrão da linguagem. 
A chamada de método remoto tem como precursor o mecanismo de chamada de procedimento 
remoto (RPC ou Remote Procedure Call [25]).  A chamada de procedimento remoto é um mecanismo 
não orientado a objetos utilizado no modelo cliente-servidor de comunicação síncrona. A comunicação 
se diz síncrona por que o processo cliente ao iniciar a chamada de procedimento é bloqueado até que o 
processo servidor retorne com o resultado deste procedimento. Esta convenção implica que o processo 
cliente (local) acessa serviços enquanto o processo servidor (remoto) fornece serviços. 
A seqüência de funcionamento da chamada de método remoto é bem semelhante a da chamada 
de procedimento remoto, porém esta primeira é orientada a objetos. O mecanismo RMI prevê a 
existência de objetos locais (clientes) e remotos (servidores). Os objetos remotos são registrados em um 
servidor de referências para que os objetos locais possam localizá-los. O objeto local inicialmente 
obtém a referência do objeto remoto acessando o servidor de referências para, então, chamar o método 
remoto desejado. Como os objetos estão em máquinas virtuais distintas e potencialmente em 
computadores distintos, RMI fornece o mecanismo de empacotamento e desempacotamento dos 
argumentos de entrada e dos valores de retorno das chamadas aos métodos para que estes possam ser 
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transmitidos pela rede de computadores. RMI, por sua natureza orientada a objetos, estende RPC já que 
possibilita adicionalmente o empacotamento e desempacotamento de objetos e não só de tipos 
primitivos de dados. Isto é necessário já que métodos podem retornar objetos assim como passar 
objetos na lista de argumentos, o que não ocorre com procedimentos convencionais que só dão suporte 
a tipos primitivos de dados.  
Os detalhes da comunicação entre os objetos são tratados por RMI, e do ponto de vista do 
programador, a chamada de método remoto se parece com uma chamada de método local em Java. Os 
responsáveis por esta transparência no funcionamento são os objetos Stub do servidor e Skeleton do 
cliente. Ambos os objetos Stub e Skeleton são gerados automaticamente por ferramenta própria da 
tecnologia RMI durante o processo de compilação da aplicação, o compilador rmic. O objeto Stub e o 
objeto local co-residem na máquina local enquanto o objeto Skeleton e o objeto remoto na máquina 
remota. O objeto Stub do servidor tem as características do objeto remoto (servidor) e fornece 
transparência para o objeto local iniciar a chamada de método remoto. O objeto local inicia a chamada 
localmente com o objeto Stub que, então, se comunica com o objeto Skeleton do cliente na máquina 
remota através da rede de computadores. O objeto Skeleton do cliente executa localmente a chamada de 
método ao objeto remoto. O objeto Skeleton do cliente fornece a mesma transparência ao objeto remoto 
para o retorno dos valores de execução do método. Os valores de retorno são enviados do objeto 
Skeleton para o objeto Stub através da rede de computadores, e o objeto Stub entrega estes valores de 
retorno para o objeto local em execução na mesma máquina completando, assim, a chamada de 
método. A figura 2.1 ilustra o mecanismo RMI de chamada de método remoto. 
 
 
[Figura 2.1] Arquitetura RMI 
 
O protocolo padrão utilizado por objetos desenvolvidos em RMI durante a comunicação é 
chamado de JRMP (Java Remote Method Protocol). É possível que objetos em RMI utilizem o 
protocolo de comunicação padrão CORBA chamado IIOP (Internet Inter-Object Protocol) e que, desta 
forma, haja interoperabilidade entre objetos RMI e objetos descritos em CORBA.  O protocolo 
CORBA, quando utilizado por interfaces RMI, é normalmente identificado por RMI-IIOP. 
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2.3.3 CORBA 
 
A OMG (Object Management Group) é um consórcio de mais de 800 empresas que cooperam na 
especificação de um conjunto de tecnologias que dão suporte a sistemas de objetos distribuídos. Um de 
seus resultados é a especificação da arquitetura CORBA [26], acrônimo de Common Object Request 
Broker Architecture. CORBA é uma especificação de tecnologia, portanto independente de linguagem 
e plataforma, que permite a comunicação entre objetos distribuídos. Existem várias implementações de 
CORBA disponíveis no mercado para diversas linguagens de programação e plataformas. RMI, por 
outro lado, é uma tecnologia proprietária da Sun Microsystems e está disponível somente para a 
linguagem Java. 
CORBA especifica as funções e interfaces de um Object Request Broker (ORB). Um ORB 
funciona como um barramento para objetos, pois permite que objetos distribuídos se comuniquem 
através dele. Em outras palavras, os objetos executam chamadas de métodos remotos através do ORB 
que gerencia transparentemente os detalhes de mais baixo nível da comunicação. O conceito de objeto 
local (cliente) e objeto remoto (servidor) também são utilizados na arquitetura CORBA para definir os 
objetos envolvidos em uma chamada de método remoto. A independência de linguagem de 
programação ao se codificar objetos em CORBA é possível devido ao uso de uma linguagem genérica 
para definição de interfaces de objetos chamada IDL (Interface Definition Language). 
 O programador deve documentar a interface dos objetos remotos através da IDL. IDL é uma 
linguagem para descrição de interfaces e não uma linguagem de programação. A sintaxe de IDL 
permite definir apenas assinaturas dos métodos e seus valores de retorno, mas não fluxo de controle. 
Após este primeiro passo, o desenvolvedor deve codificar a funcionalidade dos objetos locais e remotos 
na linguagem de programação de seu interesse.  
Assim como em RMI, as implementações de CORBA têm uma ferramenta que apóia o 
desenvolvimento de objetos distribuídos: o compilador de IDL. Este compilador tem a função de gerar 
classes Stub do servidor e Skeleton do cliente a partir da interface do objeto remoto descrita em IDL. 
Os papéis das classes Stub do servidor e do Skeleton do cliente são equivalentes aos dos objetos de 
mesmo nome presentes no mecanismo RMI apresentado na seção anterior. A classe Stub do servidor 
deve ser compilada com o código fonte do objeto local (cliente), portanto residindo no computador 
local. A classe Skeleton do cliente é parte integrante do código fonte do objeto remoto (servidor) e é 
compilada e instalada no computador remoto. Em CORBA, a linguagem de programação de uso do 
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programador no desenvolvimento da aplicação não é necessariamente Java. Por isto, o compilador de 
IDL deve permitir a geração de classes Stub e Skeleton em outras linguagens de programação. A lista 
de linguagens de programação apoiadas por CORBA não está explicitamente definida na especificação 
padrão, cabendo à implementação de CORBA utilizada no projeto definir a disponibilidade de 
linguagens. 
 A especificação CORBA padrão, como entidade independente, descreve a tecnologia de 
chamada de método remoto através de um ORB.  Serviços complementares como por exemplo 
localização de objetos, mecanismo de segurança ou entrega de mensagens entre objetos não são 
apoiados.  Existem mais três especificações criadas pela OMG que complementam a especificação 
CORBA padrão adicionando funcionalidade que podem ajudar o programador de objetos em CORBA. 
Estas especificações são CORBAservices, CORBAfacility e CORBAdomain.  O conjunto destas quatro 
especificações forma a arquitetura Object Management Architecture [27] (OMA) ou o também 
chamado de universo CORBA. 
 A linguagem Java oferece nativamente uma implementação da especificação CORBA: a 
biblioteca de classes Java IDL. Java IDL é semelhante à tecnologia RMI, pois ambas permitem a 
especificação de objetos distribuídos na linguagem Java. A diferença é que Java IDL, por ser baseada 
em CORBA, permite a interoperabilidade de objetos codificados na linguagem Java com objetos 
codificados em outras linguagens de programação (é bem verdade que RMI hoje oferece semelhante 
recurso para comunicação com objetos em CORBA através do protocolo IIOP). A implementação 
CORBA de Java IDL não é completa, pois disponibiliza apenas o padrão básico CORBA (um ORB e 
mapeamento para Java IDL [30]), além de um serviço complementar de nomes para localização de 
objetos. Existem implementações de mercado que oferecem toda a funcionalidade especificada na 
arquitetura OMA (Object Management Architecture). 
 
2.3.4 Java 2 Platform, Enterprise Edition (J2EE) 
 
Aplicações distribuídas podem ser encontradas nos mais diversos ambientes computacionais, porém 
destaca-se a presença de aplicações desta natureza no ambiente corporativo. O nicho de aplicações 
corporativas e distribuídas é cada vez mais explorado pelas tecnologias de mercado uma vez que esta é 
uma necessidade muito comum das empresas. A linguagem Java tem presença neste segmento do 
mercado com a oferta da plataforma Java 2 Platform, Enterprise Edition, ou simplesmente J2EE. 
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 J2EE é uma especificação de plataforma para desenvolvimento de aplicações corporativas 
distribuídas que se baseia na linguagem Java. A plataforma especificada em J2EE combina as 
vantagens e méritos já mencionados desta linguagem com todo o aprendizado adquirido durante a 
evolução dos últimos anos no desenvolvimento de aplicações corporativas. A especificação J2EE [28] 
(no momento em que esta dissertação foi escrita, a especificação J2EE se encontrava na versão 1.4) 
está disponível com o intuito de que empresas de software possam construir suas próprias 
implementações da plataforma. A oferta de produtos destas empresas oferecendo plataforma conforme 
a especificação J2EE permite que desenvolvedores e usuários finais tenham a liberdade de optar por 
um produto e plataforma que atendam melhor as suas necessidades. 
A especificação J2EE descreve uma plataforma baseada em componentes de software para 
especificação, implementação e execução de aplicações corporativas. Esta plataforma fornece uma 
arquitetura distribuída e de múltiplas camadas para o desenvolvimento de aplicações corporativas 
disponibilizando componentes reutilizáveis, modelo de segurança unificado, sistema de controle de 
transações, e suporte a troca de dados por meio de padrões e protocolos abertos. 
A plataforma J2EE oferece uma série de vantagens para o desenvolvimento de aplicações 
corporativas distribuídas que são listadas na seqüência: 
 
 J2EE estabelece padrões para as necessidades da área de computação corporativa distribuída, 
tais como conectividade a banco de dados, componentes da camada de negócios e interface 
web, sistema de entrega de mensagens, protocolos de comunicação e interoperabilidade. 
 J2EE promove implementações robustas e de qualidade baseadas em padrões abertos, o que 
protege o investimento feito em tecnologia. 
 J2EE oferece uma plataforma para o desenvolvimento de componentes de software baseada em 
uma especificação padrão, portanto ela é independente de um produto específico.  
 J2EE reduz o ciclo no desenvolvimento de aplicações corporativas distribuídas por que oferece 
uma infra-estrutura tal como especificada no padrão J2EE que permite concentrar nas 
necessidades do problema e não em questões específicas e conhecidas de computação, como no 
caso deste trabalho, problemas típicos de computação distribuída. 
 J2EE é totalmente baseada na linguagem Java. Isto garante boa parte dos benefícios desta 
linguagem para a plataforma J2EE, como por exemplo, a adoção de programação orientada a 
objetos. 
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 J2EE promove interoperabilidade de ambientes heterogêneos já que pode ser oferecida em 
diferentes plataformas. Implementações de J2EE suportam diferentes sistemas operacionais e 
diferentes tipos de interfaces de usuário (interfaces web ou não).    
   
A decisão de uso da plataforma J2EE na implementação do Gerente de Distribuição (GD) é 
motivada pela lista de vantagens acima e com o fato estratégico de que J2EE e a própria linguagem 
Java vêm sendo largamente utilizadas pelas empresas e, portanto, estas tecnologias estão normalmente 
disponíveis no ambiente corporativo. Existem algumas implementações certificadas de J2EE 
disponíveis no modelo de software livre, como JBOSS [31] e Jeronimo, e outras soluções proprietárias 
como a implementação J2EE da Sun MicroSystems [32]. 
 Os aspectos da arquitetura J2EE e as interfaces de programação (API) de relevância para o 
presente trabalho são apresentados nas próximas seções.  
 
2.3.4.1  Arquitetura Distribuída de J2EE 
 
A plataforma J2EE utiliza um modelo de aplicações distribuídas de múltiplas camadas. A lógica da 
aplicação é dividida em componentes de acordo com a sua função, e os vários componentes que 
compõem uma aplicação são instalados em diferentes máquinas dependendo da camada do ambiente 
J2EE ao qual componente pertence. 
Aplicações modeladas no modelo cliente-servidor têm duas camadas (a camada cliente e a 
camada de serviços). Aplicações desenvolvidas em J2EE, ou simplesmente aplicações J2EE, podem ser 
distribuídas em três ou mais camadas, porém normalmente estas aplicações são tidas como de três 
camadas, pois os seus componentes são distribuídos normalmente em três locais: a camada do cliente, a 
camada J2EE (camada web e camada de negócio) e a camada de serviços. Aplicações J2EE de três 
camadas estendem o modelo cliente-servidor de duas camadas posicionando um servidor de aplicações 
J2EE entre a camada de cliente e a camada de serviços. As camadas do modelo J2EE podem estar 
hospedadas em diferentes máquinas físicas e, portanto, em um ambiente potencialmente distribuído. 
Aplicações J2EE são formadas por componentes. Um componente J2EE é uma unidade de 
software com função específica que é empacotada com suas classes e arquivos em uma aplicação J2EE. 
Componentes são escritos na linguagem Java e compilados como qualquer outro programa da 
linguagem. A diferença entre componentes J2EE e classes padrão Java é que componentes J2EE são 
empacotados sob uma aplicação J2EE, validados de acordo com a especificação J2EE e colocados em 
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produção para serem executados e gerenciados por um servidor de aplicações J2EE. Componentes 
J2EE comunicam-se com outros componentes e podem ser: 
• Clientes J2EE: Estes componentes executam na camada de cliente. Clientes J2EE podem ser 
clientes web e clientes aplicação. Clientes web são normalmente chamados de clientes leves e 
consistem de um navegador web interpretando tanto conteúdo de páginas web geradas 
dinamicamente por componentes da camada web como classes em Java específicas para 
execução em um navegador, os applets. Clientes aplicação são componentes que oferecem uma 
interface mais rica e complexa se comparados com clientes web e, normalmente, têm uma 
interface gráfica de usuário criada por meio de uma biblioteca de classes em Java como, por 
exemplo, Swing [33]. 
• Componentes Web: Estes componentes são tanto servlets ou páginas geradas utilizando a 
tecnologia JSPTM [34]. Servlets são classes na linguagem Java que dinamicamente processam 
solicitações web e constroem respostas na forma de páginas web. Páginas JSP são documentos 
na forma de texto que executam servlets, mas que permitem uma forma mais natural de criar 
conteúdo web estático. Estes componentes estão na camada web, uma subdivisão da camada 
J2EE. 
• Componentes de Negócio: A lógica da aplicação que executa na camada de negócio, outra 
subdivisão da camada J2EE, é codificada por estes componentes. Estes componentes são 
chamados de Enterprise Beans. Estes componentes intermedeiam o acesso dos clientes J2EE 
aos recursos da camada de serviços. Os tipos de componentes de negócio serão apresentados 
mais adiante. 
 
Componentes J2EE comunicam-se com outros componentes através de serviços da plataforma 
J2EE. A plataforma J2EE oferece, ainda, outros serviços para que os componentes façam acesso a 
recursos de mais baixo nível da plataforma como segurança, transações atômicas, serviços de nome e 
outros. Componentes estão armazenados em repositórios J2EE, também conhecidos como contêineres 
(containers), e realizam acesso aos serviços da plataforma por meio destes repositórios. Cada camada 
da arquitetura J2EE tem o seu container específico e são nestes repositórios que os componentes J2EE 
executam e são gerenciados. Cada container oferece um conjunto de serviços diferente, pois cada 
repositório está relacionado com uma camada distinta da arquitetura. Estes serviços são oferecidos na 
forma de interfaces de programação (APIs). A figura 2.2 apresenta os containers e suas respectivas 
interfaces de programação na arquitetura distribuída e com múltiplas camadas de J2EE.   
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[Figura 2.2] Containers J2EE e APIs 
 
O uso de aplicações web tem sido cada vez mais adotado, inclusive no ambiente corporativo. 
Estas aplicações são leves na camada do cliente e, portanto, exigem menos recursos e são mais 
facilmente gerenciadas. Por outro lado, o uso de clientes web limita o desenvolvimento de interfaces de 
usuário mais complexas na camada do cliente devido a limitações do navegador. O presente trabalho 
explora o domínio de interfaces mais complexas e, portanto, os componentes da plataforma J2EE mais 
relevantes e utilizados no projeto atual são os clientes aplicação (camada do cliente) e os componentes 
de negócio (subcamada de negócio da camada J2EE). Os clientes e componentes web não serão os 
objetos principais do estudo. 
 
2.3.4.2  XML 
 
XML é a abreviação do inglês eXtensible Markup Language, que traduzido seria linguagem extensível 
de marcação. XML [35] é uma linguagem padrão para representar dados na forma de texto que pode 
ser estendida e utilizada por diferentes plataformas na troca de informações.  O padrão XML é uma 
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especificação técnica desenvolvida pelo W3C (World Wide Web Consortium) que foi originalmente 
concebida para compensar limitações do HTML, padrão de páginas da web. O sucesso é tão grande que 
XML vem sendo adotado largamente como o padrão para troca e representação de dados no mundo 
web e corporativo. 
 A adoção de XML na plataforma J2EE é consistente com a grande utilização deste padrão no 
mercado.  J2EE oferece grande suporte na manipulação de conteúdo em XML. Dentre as interfaces de 
programação disponíveis na plataforma J2EE, destaca-se a Java API for XML Processing (JAXP). 
JAXP [36] é uma interface de programação na linguagem Java para processamento de dados em XML 
que utiliza dois métodos para interpretação dos dados. SAX (Simple API for XML) é o primeiro método 
de processamento disponível em JAXP e realiza a interpretação dos dados em XML de forma serial e 
com a geração de uma seqüência de eventos obtidos pelo tratamento de elemento por elemento da 
descrição XML. O segundo método permitido por JAXP é o DOM (Document Object Model) onde 
uma hierarquia de objetos representando os dados XML é construída e mantida em memória para a sua 
eventual manipulação.  
 A interface JAXP/SAX é indicada para o processamento de conteúdo XML em aplicações que 
não precisam manter a representação XML em memória ou que já tenham a sua própria estrutura de 
dados. Já a interface JAXP/DOM oferece uma estrutura hierárquica de objetos de fácil utilização para 
aplicações interativas que precisam manipular o conteúdo XML. O desempenho da interface 
JAXP/DOM é inferior ao da interface JAXP/SAX justamente pelo fato de que o gerenciamento da 
estrutura de objetos oferecida na primeira interface consome mais recursos de memória e 
processamento. 
 O projeto do presente trabalho prevê o uso do padrão XML na representação de dados e da 
interface JAXP/SAX para processamento e interpretação destas informações. 
 
2.3.4.3  Serviços de Nomes e de Diretório (JNDITM) 
 
A plataforma J2EE oferece serviços de nomes e de diretório para objetos. A função principal do serviço 
de nomes é mapear nomes amigáveis (isto é, nomes mais facilmente reconhecíveis por pessoas, em 
particular, programadores) a objetos permitindo que estes objetos possam ser localizados com base 
nestes nomes. O serviço de diretório estende o conceito de serviço de nomes, pois permite que objetos 
não só sejam associados com os seus nomes, mas que também tenham atributos. A interface de 
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programação Java Naming and Directory InterfaceTM (JNDI [37]) é responsável por esta 
funcionalidade e está disponível para componentes J2EE.  
Componentes J2EE localizam objetos registrados no diretório através de seu nome (referência) 
e ainda podem executar atividades padrão de um serviço de diretório, como por exemplo, associar 
atributos a objetos e localizar objetos utilizando os seus atributos. Com JNDI, uma aplicação J2EE 
pode armazenar ou recuperar qualquer tipo de objeto Java que tenha um nome. Estes objetos podem ser 
objetos de sistema da plataforma J2EE ou objetos definidos pelo próprio usuário, como componentes 
J2EE, e precisam ter um nome associado a um contexto do espaço de nomes. Contexto é um conjunto 
de associações de nome para objetos que seguem uma mesma convenção (formato). Objetos devem ser 
nomeados dentro de um contexto específico do espaço de nomes conforme o seu tipo. 
JNDI é a interface na plataforma J2EE utilizada no presente trabalho para implementar serviços 
de nomes e de diretório, garantindo a transparência na localização dos componentes do sistema e 
ocultando detalhes de mais baixo nível como o endereço físico dos mesmos.  
 
2.3.4.4  Serviço de Mensagens (JMSTM) 
 
A interface de programação Java Message ServiceTM (JMS [38]) é um padrão de J2EE para 
gerenciamento de mensagens que permite a componentes da plataforma criar, enviar, receber e ler 
mensagens. JMS garante comunicação distribuída entre os componentes de forma assíncrona, confiável 
e com acoplamento fraco.  
O serviço de mensagens permite a computação distribuída de fraco acoplamento. Um 
componente envia mensagem para um determinado recipiente de mensagens (repositório de 
mensagens), e o componente consumidor recupera a mensagem deste mesmo recipiente. Estes 
componentes (produtores e consumidores) não precisam estar disponíveis ao mesmo tempo para que a 
comunicação ocorra e nem precisam saber informações específicas um do outro, a não ser o formato da 
mensagem e a localização do recipiente de mensagens. Outras formas de comunicação entre objetos, 
como a chamada de método, exigem um forte sincronismo e acoplamento dos componentes se 
comparado com comunicação através de serviço de mensagens. 
 A interface JMS provê suporte a dois domínios de comunicação: a comunicação componente 
para componente (ponto a ponto) e a comunicação de um componente para um grupo de componentes 
(grupo). A comunicação no domínio ponto a ponto é realizada por meio do recipiente de mensagens do 
tipo fila (Queue). Neste domínio, JMS permite que um componente produtor envie mensagens para 
 34 
uma fila de mensagens onde um único componente consumidor pode consumi-las. No domínio de 
comunicação em grupo, JMS oferece um recipiente do tipo tópico (Topic) em que um componente 
produtor publica (envia) mensagens neste tipo de recipiente de forma que múltiplos componentes 
consumidores que se registraram, podem recuperá-las. Este domínio também é conhecido como 
Publish/Subscribe (publica e registra).  
O presente trabalho faz uso da interface JMS para implementação de comunicação entre 
componentes de forma confiável e assíncrona. Os mecanismos típicos de comunicação em grupo como 
broadcast (distribuição de mensagens para todos) ou multicast (distribuição de mensagens para um 
determinado grupo) necessários a este trabalho não são oferecidos de forma nativa por JMS, porém 
estes foram desenvolvidos a partir das primitivas de comunicação em grupo (Publish/Subscribe) 
disponíveis na plataforma e com adicional desenvolvimento personalizado para a gerência dos grupos. 
 
2.3.4.5  Componentes de Negócio (EJBTM) 
 
Os componentes de negócio, também conhecidos como Enterprise Beans, implementam a tecnologia 
Enterprise JavaBeansTM (EJB [39]) disponível na plataforma J2EE. Estes componentes são codificados 
na linguagem Java e executam no repositório J2EE da camada de negócio (EJB Container), tendo 
acesso a recursos da plataforma como o seu mecanismo de transações atômicas.  
Os componentes de negócios são utilizados para encapsular a lógica de negócio da aplicação. A 
lógica de negócio seria o código da aplicação responsável por retratar a sua funcionalidade ou 
propósito principal. No modelo de três camadas da plataforma J2EE, clientes interagem com a camada 
de serviços por meio dos componentes de negócio. O uso de Enterprise Beans neste modelo de 
múltiplas camadas permite a obtenção de maior escalabilidade da solução já que estes podem ser 
distribuídos por diversas máquinas e de forma transparente para os clientes. 
A decisão quanto ao uso da tecnologia EJB é um dos passos mais importantes durante a fase de 
projeto de uma aplicação J2EE. Existe a percepção de que a tecnologia EJB é o alicerce da plataforma 
J2EE, porém este é um conceito equivocado: EJB é apenas uma das possíveis opções no 
desenvolvimento de aplicações em J2EE. O uso de EJB pode resolver vários problemas de uma 
maneira bem eficiente, mas em alguns casos pode introduzir uma complexidade desnecessária e gerar 
algumas implicações para a aplicação. Estas questões são decididas como base nos requisitos da 
aplicação e serão apresentadas mais adiante para o presente trabalho.  
 35 
Os componentes Enterprise Beans podem ser classificados de três formas conforme listado e 
detalhado a seguir: 
• Session Beans: Este tipo de componente é utilizado para realizar tarefas no servidor para os 
seus clientes que podem ser qualquer componente J2EE. Clientes acessam estes componentes 
através de seus métodos e de forma não compartilhada. O termo sessão pode ser empregado 
para determinar o período em que o componente realiza a tarefa para o cliente até ser liberado. 
Uma característica destes componentes é o fato de que estes não são persistentes, ou seja, o seu 
estado interno não é armazenado em um meio estável. Session Beans podem ainda ser 
classificados como Stateless ou Stateful. Componentes de sessão Stateless mantém o seu estado 
de conversação com o cliente apenas durante a chamada de método, sendo que após o término 
de sua execução, este vínculo é encerrado. Já componentes de sessão Stateful mantém um 
estado de conversação um pouco mais longo e permitem chamadas de método entre um mesmo 
cliente e componente durante toda uma sessão. Somente quando a sessão é encerrada pelo 
cliente, este vínculo é terminado. 
• Entity Beans: Este componente se difere do Session Bean por permitir o acesso compartilhado a 
mais de um cliente e também por ser persistente. O componente do tipo Entity Bean representa 
recurso de um meio de armazenamento estável (normalmente um elemento de base de dados) e 
clientes manipulam o seu estado através de seus métodos. O uso de Entity Beans pode 
comprometer em muito o desempenho da aplicação devido ao seu oneroso gerenciamento de 
persistência. Este tipo de componente tem sido freqüentemente questionado sobre os seus reais 
benefícios frente a outras opções para manipulação de dados em J2EE.   
• Message-Driven Beans: Este componente oferece para aplicações J2EE a facilidade de 
processar mensagens de forma assíncrona disparando tarefas no servidor. Diferentemente dos 
componentes Session Bean e Entity Bean que oferecem uma interface para chamada de métodos 
(RMI-IIOP) e, portanto são síncronos, esse componente orientado a mensagens não tem 
interfaces. Clientes podem ser outros componentes J2EE ou até outras aplicações externas a 
plataforma e enviam mensagens para componentes Message-Driven Bean que são componentes 
consumidores de mensagens. Estes componentes consomem mensagens baseados na interface 
de programação JMS apresentada anteriormente. 
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A tecnologia EJB é utilizada no trabalho atual conforme será visto na seção de projeto do 
sistema. Componentes de negócio para chamada síncrona (Stateless Session Beans) e assíncrona 
(Message-Driven Beans) serão utilizados na solução. 
 
2.4 Software de Interfaces de Usuário 
 
Interface de usuário é o meio computacional (software e hardware) pelo qual a interação entre um ser 
humano e um sistema computacional ocorre. O termo usuário é utilizado para o ser humano que 
participa desta interação. Sistema interativo é o sistema computacional com o qual o este usuário 
interage. A atual proposta de trabalho está especialmente interessada no componente de software destes 
sistemas responsável tanto pela tradução das ações de usuários em ativações de funcionalidades da 
aplicação como pela exibição dos resultados destas funções, o software de interfaces. 
 Um sistema interativo pode ser dividido conceitualmente em dois componentes: interface de 
usuário e aplicação. Interface de usuário foi definida anteriormente, já a aplicação é o componente 
responsável pela parte funcional do sistema. A separação destes componentes é uma prática importante 
no desenvolvimento de sistemas interativos e é conhecida como independência de diálogo. O termo 
diálogo também é utilizado para referenciar o componente interface de usuário. 
 As interfaces de usuário, ou simplesmente interfaces, no projeto dominante atual são 
normalmente gráficas e podem ser logicamente divididas em três componentes, conforme o modelo 
indicado na figura 2.3: Sistema de Janelas, Apresentação (objetos de interação) e Controle de Diálogo 
[40]. 
Sistema de Janelas é o componente deste modelo lógico responsável por interagir diretamente 
com o sistema operacional do computador criando regiões na tela denominadas janelas. Este 
componente oferece recursos para criação de janelas e tratamento de eventos básicos sobre as mesmas. 
Os objetos de interação do componente Apresentação do mesmo modelo são posicionados dentre das 
janelas e têm a responsabilidade de apresentar as informações manipuladas pela aplicação. Estes 
objetos são elementos de interface que recebem a entrada do usuário através dos periféricos do 
computador (teclado, mouse, microfone, etc.) e geralmente são conhecidos como widgets. Widgets são 
comumente fornecidos por toolkits e utilizam o mecanismo de callback para se integrarem com o 
restante do software do sistema interativo. Algumas arquiteturas de software de interface tratam o 
componente Sistema de Janelas e o componente de Objetos de Interação como um único módulo 
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responsável pela Apresentação. Esta união é observada na arquitetura modular de Seeheim [41] que 
ainda cria um módulo adicional para mapear a interface com a aplicação. 
 
 
[Figura 2.3] Divisão lógica do software de interfaces 
   
 Controle de Diálogo é o componente do modelo responsável pela seqüência (sintaxe) de 
interação com o usuário. Este módulo também é responsável pelo controle do leiaute dos objetos de 
interação assim como a comunicação entre a apresentação e a aplicação. A sintaxe de interação 
existente em um diálogo pode ser capturada na forma de um diagrama de transições de estado devido a 
forte presença do conceito de estado neste domínio. Esta é a razão que motiva a classificação deste 
componente do sistema interativo como um sistema reativo. O controle da seqüência de interação é tido 
como a parte mais complexa no software de uma interface e esta função é de responsabilidade do 
controle de diálogo que também é conhecido como gerenciador de diálogo. 
 Existem várias arquiteturas de software utilizadas para organizar o software de um sistema 
interativo (arquitetura ad hoc, Seeheim, MVC e PAC são alguns exemplos). Na arquitetura são 
definidos os componentes e as funções de cada um dentro do sistema interativo.  As ferramentas que 
dão suporte ao desenvolvimento de interfaces normalmente falham no mapeamento desta organização 
proposta por arquiteturas e, portanto, muitas vezes as implementações se distanciam destes modelos. 
Outra dificuldade encontrada é a carência de ferramentas de interface no suporte ao desenvolvimento 
do controle de diálogo, já que a grande maioria objetiva o componente de apresentação. 
 É, em parte, baseado neste contexto que o presente trabalho orienta seus esforços. A Tecnologia 
Xchart, assunto do próximo capítulo, oferece um ambiente de apoio ao desenvolvimento de software 
com controle complexo. No contexto de interfaces de usuário, o componente controle de diálogo pode 
ser muito bem abordado por meio desta proposta. 
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Capítulo 3 
 
A Tecnologia Xchart 
 
Neste capítulo é apresentada a Tecnologia Xchart com seus conceitos e objetivos. O Projeto Xchart tem 
como principal propósito o desenvolvimento desta tecnologia que teve a sua origem no Instituto de 
Computação da UNICAMP onde vários docentes e alunos participaram ou ainda continuam 
participando desta iniciativa. Posteriormente, outros centros de pesquisa como no caso do Instituto de 
Informática da Universidade de Goiás (UFG), tornaram-se parceiros na realização e condução deste 
projeto. A Tecnologia Xchart [42] objetiva o desenvolvimento de software com controle complexo 
(sistemas reativos) por meio da Linguagem Xchart e de um ambiente de apoio ao emprego desta 
linguagem. 
 A Linguagem Xchart designada por esta tecnologia é uma linguagem formal, executável e 
visual que originalmente foi concebida como uma alternativa para descrever o controle de diálogo de 
uma interface. Já o ambiente de apoio denominado de Ambiente Xchart consiste em um conjunto de 
ferramentas que auxiliam o usuário de Xchart na especificação e implementação por meio desta 
linguagem. O usuário do sistema é apoiado em tarefas tais como a edição de especificações, geração de 
código, simulação e outras. Estas ferramentas dão tanto suporte à especificação quanto à execução de 
código gerado a partir das especificações feitas em Xchart. 
O nome Xchart vem da 22ª letra do alfabeto greto (Χ e χ) que é identificada em Inglês pela 
palavra CHI. CHI é o acrônimo de Computer-Human Interface que traduzindo seria Interface Humano-
Computador. Esta escolha se deve ao fato de que a linguagem Xchart teve a sua motivação original 
voltada para o estudo de interfaces de usuário. Já CHART é traduzida como diagrama e destaca o fato 
da linguagem ser visual. Sendo assim a formação da palavra XCHART é dada por: 
 
XCHART = interface (Χ) + diagrama (CHART) 
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 Xchart fornece recursos específicos que apóiam o desenvolvimento de gerenciadores de diálogo 
de interfaces de usuário, porém o seu domínio é mais amplo do que este. Outros softwares que 
apresentem controle complexo podem ser apoiados por esta tecnologia.  
 
3.1 Domínio: Software de Controle Complexo 
 
A linguagem Xchart é uma variante de Statecharts [1] que possui recursos especialmente elaborados 
para dar suporte ao desenvolvimento de gerenciadores de diálogo de interfaces. Xchart é uma extensão 
de Statecharts, o que torna o seu emprego também pertinente no domínio de softwares com controle 
complexo. O controle de interfaces de usuário é uma subclasse de um domínio ainda maior: o domínio 
de software com controle complexo ou sistemas reativos complexos.  
Statecharts é uma proposta que obteve grande sucesso na especificação deste tipo de sistemas 
sendo uma alternativa ao formalismo convencional dos diagramas de máquinas de estados.  Os 
diagramas de transições de estados (DTEs), como são mais conhecidos, são a notação mais empregada 
nesta área, porém apresentam inconvenientes quando a complexidade e tamanhos do sistema 
aumentam. Algumas destas dificuldades são solucionadas com o emprego de Statecharts.  
Xchart também se apresenta como alternativa para a especificação de sistemas reativos 
complexos e tem uma linha parecida com a de Statecharts. O emprego de Xchart na especificação de 
sistemas que apresentam controle relativamente simples não é o mais adequado. Segue uma lista 
descrevendo o típico domínio de emprego da linguagem Xchart: 
 Controle com elevado número de estados: Sistemas reativos de elevada complexidade e 
tamanhos podem ser capturados por Xchart. Os diagramas de transições de estado e as 
linguagens de programação convencionais apresentam deficiências na captura deste tipo de 
controle complexo. Xchart permite que este controle possa ser representado de forma 
estruturada, compacta e precisa por meio de seus diagramas. 
 Controle concorrente: Sistemas reativos que apresentam comportamento concorrente e 
ortogonal também estão no contexto de controle complexo e que pode ser especificado por 
Xchart. A ortogonalidade ocorre normalmente quando estados de um sistema reativo podem ser 
decompostos em sub-estados que reagem de forma concorrente e independente. 
 Controle distribuído: Uma vez permitida a concorrência de controle, o passo seguinte é 
imaginar que este controle possa estar executando de forma concorrente e distribuída. Xchart 
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oferece recursos e transparência para que uma especificação possa ser executada de forma 
distribuída, ou seja, o sistema reativo pode ter a sua execução dispersa por máquinas diferentes 
conectadas por uma rede de computadores.  
 Interfaces com seqüência de interação complexa: Xchart oferece recursos especificamente 
desenvolvidos para este tipo de interfaces de usuário. Entende-se por seqüência de interação 
complexa aquele em que o componente de controle de diálogo da interface é complexo. Este 
diálogo pode ter um número grande estados, ser concorrente e apresentar requisitos para sua 
distribuição. Por exemplo, a interface de um sistema de editoração eletrônica multi-usuário ou a 
interface de um sistema de tráfego aéreo podem ter estas características.  Xchart não fornece 
recursos para o desenvolvimento de toda a interface ou sistema interativo, apenas o componente 
de controle de diálogo da interface (gerenciador de diálogo) é contemplado. 
 
É importante ressaltar que a principal motivação e o objetivo perseguido na definição da 
linguagem Xchart [3] é o suporte ao desenvolvimento do controle de diálogo de interfaces de 
usuário, porém isto não elimina a sua vocação para o domínio de sistemas com controle complexo.  
 
3.2 Linguagem Xchart 
 
A linguagem Xchart é o elemento central da tecnologia Xchart e terá uma apresentação superficial 
nesta seção já que o trabalho de referência [3] é a fonte mais precisa e completa de informações sobre o 
assunto. A definição da linguagem foi motivada pelas dificuldades encontradas na especificação de 
controle de diálogo de interfaces de usuário. Estas dificuldades são a própria escassez de propostas de 
estudo para esta área e a falta de recursos adequados e os inconvenientes das poucas propostas 
disponíveis. 
Diagramas de Transições de Estados (DTEs) é uma notação antiga e muito empregada no 
âmbito de sistemas reativos (controle). Algumas de suas reconhecidas dificuldades foram eliminadas 
pela proposta Statecharts. A linguagem Xchart é uma extensão de Statecharts, que é fruto de 
dificuldades desta última em um contexto mais específico: a especificação de gerenciadores de diálogo 
de interfaces de usuário. A linguagem Xchart, ou apenas Xchart, tem semelhanças léxicas, sintáticas e 
semânticas herdadas de Statecharts. Os recursos que diferenciam Xchart de Statecharts tornam o seu 
emprego mais promissor no âmbito de interfaces de usuário ao mesmo tempo em que a equipam para a 
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especificação de controle complexo. Xchart não é uma solução final para os problemas mencionados 
até momento, porém é tida como um avanço neste sentido. 
Xchart é uma linguagem formal, visual e executável que oferece uma abordagem de 
desenvolvimento baseada em modelos.  A maioria das propostas nesta mesma área fornece recursos de 
baixo nível como o emprego de linguagens de programação convencionais (por exemplo C e Java) para 
o desenvolvimento do software de controle dos sistemas reativos. Xchart oferece uma alternativa de 
mais alto nível para o desenvolvimento destes sistemas, permitindo que o desenvolvedor capture o 
controle do sistema na forma de diagramas (modelos) e que tenha tanto suporte à geração automática 
de código como à sua própria execução. O ambiente de apoio de Xchart oferece ferramentas para estas 
tarefas e será detalhado mais adiante. A semântica formal da linguagem Xchart é o que torna possível a 
execução de especificações desta linguagem e está rigorosamente definida no trabalho [3].  A figura 3.1 
apresenta controle descrito em Xchart ilustrando a característica visual da linguagem. 
 
 
[Figura 3.1] Exemplo de controle descrito em Xchart 
 
Um diagrama de Xchart é a menor unidade para representar controle sendo composto por 
elementos básicos tais como estados, eventos, transições, variáveis, condições e outros que também 
estão presentes em Statecharts, como pode ser observado na figura 3.1. Contudo, a linguagem Xchart é 
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diferente de Statecharts em muitos aspectos. Algumas destas características peculiares da linguagem e 
que a diferencia, são listadas na seqüência: 
• Modelo de múltiplas instâncias: Um diagrama de Xchart não reage a eventos e é 
simplesmente uma entidade estática que descreve controle. Já uma instância é uma animação de 
um digrama de Xchart, ou seja, é um diagrama em execução. As instâncias têm um ciclo de 
vida e interagem entre si conforme modelo de execução bem definido. Este conceito de 
instância não existe em Statecharts, o que torna Xchart uma proposta bem mais poderosa. 
Instâncias executam de forma concorrente e podem estar distribuídas por diferentes máquinas. 
• Gatilhos: Um gatilho é a combinação de um evento e uma condição (guarda). Um gatilho é 
disparado quando existe a ocorrência do evento e a sua condição é satisfeita. Gatilhos podem 
rotular transições e regras, e normalmente estão associados a uma ação. 
• Regras: O conceito de regras é introduzido por Xchart e estas são formadas por um gatilho e 
uma ação. Regras são especificadas no interior de estados e podem executar somente uma vez 
por passo. A regra é habilitada quando o gatilho é disparado, fazendo com que a ação associada 
seja executada. 
• Variáveis Globais e Locais: Statecharts faz uso exclusivo de variáveis de controle globais. 
Com o conceito de instâncias criado em Xchart, variáveis podem ser globais ou locais. 
Variáveis locais são apenas visíveis a uma instância, já variáveis globais podem ser 
compartilhadas por todas as instâncias do ambiente. 
• Hierarquia de eventos e dados acoplados a evento: Eventos podem ser organizados em uma 
hierarquia de eventos. A ocorrência de evento faz com que todos os eventos ancestrais na 
hierarquia também ocorram. Dados podem ser acoplados a eventos para que informações sejam 
trocadas por instâncias entre si, e instâncias e a aplicação (atividades).  
• Recursos temporais: Eventos temporais permitem programar o relógio para gerar eventos em 
determinados instantes ou transcorridos um intervalo de tempo específico. 
• Não-determinismo: Xchart permite estabelecer prioridade entre transições e regras com o 
intuito de evitar não-determinismo na execução de controle. Com a definição de prioridades, a 
execução de transições habilitadas segue a ordem de maior prioridade entre elas. 
 
Esta é uma pequena amostra das características introduzidas por Xchart. Uma descrição mais 
completa dos elementos básicos que compõem a linguagem e a lista de diferenças entre Xchart e 
Statecharts devem ser consultadas em [3]. O ambiente de apoio ao emprego da linguagem Xchart e o 
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seu modelo de execução são partes da tecnologia Xchart. O presente trabalho tem especial interesse 
pelo modelo de execução que será apresentado na seqüência deste capítulo.   
 
3.3 Ambiente Xchart 
 
O Ambiente Xchart é a parte da tecnologia Xchart que se refere ao conjunto de ferramentas 
desenvolvidas para apoiar o emprego da linguagem Xchart. Estas ferramentas apóiam tanto a 
especificação como a execução de sistemas descritos em Xchart. As ferramentas do ambiente apóiam o 
desenvolvedor (projetista ou programador) de Xchart em tarefas como edição de especificações, 
geração de código, simulação de controle descrito, execução de instâncias de forma local ou 
distribuída, e outras.  
  No contexto de interfaces de usuário, o ambiente Xchart pode ser classificado como um 
Sistema de Gerenciamento de Interfaces Distribuídas (SGID) por apoiar tanto a construção como a 
execução de interfaces distribuídas. O Sistema de Execução de Xchart (SE) é responsável por dar 
suporte, em tempo de execução, ao diálogo das interfaces desenvolvidas segundo a tecnologia Xchart. 
O Projetista de Xchart responsável pela especificação do projeto de interação não precisa conhecer 
detalhes de mais baixo nível da implementação do SE, porém um programador responsável pelo 
desenvolvimento de outros componentes do sistema interativo (exemplo da apresentação da interface 
ou do software da aplicação) deve se preocupar com a conexão de tais componentes e o gerenciador de 
diálogo disponível na forma de instâncias de Xchart executadas pelo SE. A conexão destes 
componentes é feita pelo protocolo IPX (Interface de Programação de Xchart [43]) definido na 
tecnologia Xchart. 
 
3.3.1 Suporte ao Desenvolvimento em Xchart 
 
O processo de desenvolvimento de uma interface empregando Xchart é exibido na figura 3.2. O 
exemplo pode ser perfeitamente estendido para o desenvolvimento um sistema interativo ou sistema 
reativo de uso geral que tenha um componente de controle complexo. O projeto de interação (controle) 
é um artefato importante neste processo, pois a partir desta definição o Projetista de Xchart cria as 
especificações de controle através do Editor Xchart. Este é um desenvolvimento baseado em modelos, 
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pois o projetista cria diagramas de mais alto nível de abstração na linguagem visual Xchart utilizando a 
interface gráfica do Editor. O Editor Xchart converte as especificações visuais de Xchart para uma 
linguagem em formato texto de expressão equivalente chamada TeXchart e as armazena em meio 
estável. Toda a conversão de Xchart para TeXchart [8] e vice-versa é transparente para o projetista que 
faz uso da interface gráfica do Editor Xchart e, portanto, detalhes de TeXchart não precisam ser 
dominados pelo projetista. O Compilador TeXchart é responsável pela geração de código em condições 
de ser executado pelo Sistema de Execução (SE). O SE carrega o código gerado pelo compilador a 
partir de especificações disponíveis em TeXchart para poder executar instâncias de Xchart. 
Existem outras funções de uma interface (ou sistema interativo) que não são capturadas pelas 
ferramentas do ambiente Xchart, uma vez que o seu objetivo principal é o apoio no desenvolvimento 
do controle de diálogo (subsistema reativo).  Estes outros componentes do sistema são chamados de 
clientes e interagem com as instâncias de Xchart por meio da IPX. Estes clientes enviam estímulos 
externos para as instâncias de especificações Xchart e/ou recuperam as reações provocadas por estas. 
 
 
[Figura 3.2] Processo de desenvolvimento de uma interface em Xchart 
 
Em Xchart, o componente de controle pode ser desenvolvido separadamente dos clientes e, 
portanto, das demais funções de um sistema interativo (reativo). No caso de interfaces de usuário, isto 
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não é garantia de independência de diálogo, pois os clientes podem mesclar tanto código de 
responsabilidade da apresentação como da aplicação uma vez que estes componentes estão fora das 
fronteiras do subsistema reativo. Para que o desenvolvimento dos diagramas de Xchart (subsistema 
reativo) e dos clientes possa ser iniciado de maneira separada, é importante estabelecer a forma de 
comunicação entre eles. A comunicação entre clientes e instâncias ocorre por meio de portas e filas de 
entrada. Clientes depositam estímulos externos nas filas de entrada das instâncias para sinalizar a 
ocorrência de eventos. Instâncias, por sua vez, depositam a sua reação em portas para que clientes 
possam recuperar o resultado. Este acordo na definição de quais portas e filas devem ser utilizadas para 
esta comunicação é o que permite a integração dos resultados do desenvolvimento isolado de clientes e 
diagramas de Xchart.  
 
3.3.1.1 Editor Xchart (Smart) 
 
A especificação de diagramas em Xchart é feita por um editor que faz parte do conjunto de ferramentas 
previstas na tecnologia Xchart. O Editor Xchart é conhecido no projeto como Smart. O editor Smart é 
utilizado para manipular especificações em Xchart (criar, simular, imprimir e outras). O projeto deste 
editor tem requisitos que vão desde uma interface gráfica com critérios de boa usabilidade para 
manipulação de diagramas em Xchart até a codificação de algoritmos sofisticados para construção de 
leiaute automático destes diagramas. O projeto do editor e maiores informações a respeito desta 
ferramenta podem ser encontradas em [45] e [46]. 
Smart é responsável pelo armazenamento em meio estável das especificações feitas em Xchart. 
Diagramas em Xchart são convertidos para uma linguagem textual chamada TeXchart no intuito de 
serem armazenados. Por outro lado, descrições disponíveis em TeXchart podem ser carregadas pelo 
editor para sua manipulação.   
 
3.3.1.2 Linguagem TeXchart 
 
TeXchart (Textual Xchart) é uma linguagem em forma de texto definida para representar construções 
na linguagem visual Xchart. TeXchart é utilizada para armazenar descrições em Xchart em um formato 
legível e capaz de ser processado por um compilador. A linguagem TeXchart é equivalente à versão 
visual de Xchart e ambas podem ser convertidas uma na outra sem perda de informação.  
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TeXchart tem elementos bem simples, mas embora seja de fácil interpretação humana, sua 
organização e elementos foram especificados visando a sua utilização por um compilador. Não se 
espera que desenvolvedores manipulem especificações diretamente em TeXchart, a idéia é a de que 
estes façam uso de um editor gráfico, como o Smart, que seria responsável pela conversão de Xchart 
para TeXchart tornando esta tarefa transparente. Uma descrição mais completa da linguagem TeXchart 
e do mapeamento Xchart para TeXchart são oferecidas por [8] e [44]. 
 
3.3.1.3 Compilador TeXchart 
 
O Compilador TeXchart é a ferramenta da tecnologia Xchart responsável por converter especificações 
na linguagem TeXchart para estruturas de dados que serão utilizadas pelo Sistema de Execução de 
Xchart (SE). As estruturas de dados geradas pelo compilador foram modeladas levando-se em conta a 
necessidade de um bom desempenho do sistema de execução. Portanto, muitas estruturas foram criadas 
para oferecer recursos pré-processados para o funcionamento do SE. Estas estruturas de dados 
produzidas pelo compilador são detalhadas no documento [7]. 
 Os dados de saída do compilador estão disponíveis em formato denominado FSDX (Formato de 
Sistema Descrito em Xchart). O presente trabalho introduziu uma variante deste formato representada 
na forma de XML. Esta variante é especialmente útil para manipulação na arquitetura J2EE. 
 
3.3.2 Suporte à Execução em Xchart 
 
A tecnologia Xchart prevê que um sistema interativo seja organizado em um conjunto de diagramas em 
Xchart que implementam o subsistema reativo e em uma coleção de clientes que, por sua vez, 
implementam as demais funções do sistema. Diagramas descritos em Xchart são executados na forma 
de instâncias pelo Sistema de Execução de Xchart (SE).  
Após o início da execução do sistema, clientes são criados e utilizam a Interface de 
Programação de Xchart (IPX) para manipular instâncias que estejam executando no SE. A interação 
entre clientes e o SE é encerrada quando as instâncias são destruídas ou quando os clientes finalizam. O 
SE recebe estímulos externos gerados por clientes e os distribui para as instâncias correspondentes. A 
reação de instâncias é depositada em portas que são controladas pelo SE e recuperada pelos clientes por 
meio da IPX. 
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3.3.2.1 Sistema de Execução de Xchart (SE) 
 
O Sistema de Execução de Xchart (SE) é o software responsável pela execução de especificações da 
linguagem. As especificações da linguagem Xchart são executadas como instâncias e, portanto, o SE é 
o responsável por gerenciar todas as tarefas relacionadas com a execução de uma instância. 
Quando uma instância é criada, o SE aloca e inicia as informações sobre esta instância. Quando 
uma instância é finalizada, o SE é o responsável por remover as informações e liberar o espaço alocado 
por esta instância. Um cliente que deseja sinalizar um evento para uma instância deve passar pelo SE 
para que este deposite o estímulo externo na fila de entrada da instância correspondente. O SE também 
é o responsável por identificar a reação da instância para um determinado conjunto de estímulos de 
entrada e, na seqüência desta reação, por depositar em portas as atividades e/ou enviar estímulos 
externos para outras instâncias do sistema. A semântica formal da linguagem Xchart é implementada 
por este software. O SE permite ainda que instâncias executem de forma concorrente e potencialmente 
distribuída. 
O SE está organizado em dois componentes: o Servidor Xchart (SX) e o Gerente de 
Distribuição (GD). Em um cenário típico, um cliente gera um estímulo externo para uma dada instância 
de um Xchart, o SX recebe o estímulo e, caso necessário, aciona o GD com o intuito de obter e/ou 
fornecer informações necessárias à interpretação do estímulo sinalizado. A reação de uma instância é 
recuperada pelos clientes. Um cliente em execução em um dado computador comunica-se com um 
único SX em execução nesse mesmo computador. A figura 3.3 ilustra o cenário descrito de execução 
distribuída de instâncias e clientes: 
 
 
[Figura 3.3] Arquitetura do Sistema de Execução de Xchart 
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Como pode ser visto na figura 3.3, para cada máquina do ambiente distribuído existe um 
Servidor Xchart que gerencia a execução das instâncias locais, portanto podendo haver mais de um SX 
em todo o sistema de execução. Estes SXs comunicam-se entre si através do Gerente de Distribuição.  
 
3.3.2.2 Servidor Xchart (SX) 
 
O SX é responsável pelas tarefas do SE que são executadas de forma local, ou seja, em um único 
computador. Cada SX manipula um conjunto de instâncias mantendo os dados pertinentes a sua 
execução.  
O SX é o componente do SE responsável pela interpretação da ocorrência de um estímulo 
externo sinalizado para uma dada instância. Grande parte da semântica formal de Xchart é 
implementada por este componente do sistema. Dados um estímulo externo e a configuração de uma 
instância, o SX irá identificar a reação correspondente com o eventual apoio dos demais componentes 
do SE. As funções de um SX podem ser subdivididas em dois componentes conforme indicado na 
figura 3.4: o Coordenador e o Núcleo Reativo (NR). 
 
 
[Figura 3.4] Componentes do Servidor Xchart 
 
 Coordenador: Este componente do SX é o responsável pelo escalonamento da execução de 
instâncias. Ele gerencia uma estrutura de dados com as informações e as configurações internas 
das instâncias, alocando e liberando estas estruturas em memória como também atualizando e 
recuperando os seus dados. Com base nesta estrutura, o Coordenador mantém um controle das 
instâncias criadas localmente no SX e pode decidir pela solicitação de serviços e dados remotos 
ao Gerente de Distribuição, quando necessário. O relógio do sistema e outras tarefas 
dependentes do ambiente operacional são de responsabilidade do Coordenador. O Coordenador 
prepara as informações necessárias à reação de uma instância.  
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 Núcleo Reativo: O Núcleo Reativo ou NR é o componente do SX que interpreta a ocorrência 
de um estímulo externo sinalizado para uma instância. Com a informação dos estímulos 
sinalizados e a configuração interna da instância repassada pelo Coordenador, o NR é capaz de 
identificar a reação resultante para, então, depositá-la em portas. Eventualmente, o NR pode 
fazer uso dos serviços de outros componentes do SE para produzir a reação de uma instância. O 
NR é o componente do SE que implementa boa parte da semântica de Xchart e é o único que 
pode mudar o estado de uma instância do sistema.  
 
O presente trabalho faz uso da versão disponível do NR implementada na linguagem Java. Um 
protótipo do Coordenador também foi codificado em Java de forma a disponibilizar um Servidor 
Xchart com funcionalidade mínima para os testes do Gerente de Distribuição.  
 
3.3.2.3 Gerente de Distribuição (GD) 
 
O Gerente de Distribuição (GD) é o componente do SE que fornece os recursos de distribuição do 
ambiente Xchart, auxiliando nas interações não locais (remotas) entre instâncias e os elementos do 
sistema. O objetivo maior do nosso trabalho é o desenvolvimento deste componente previsto na 
tecnologia Xchart e, sendo assim, o GD vai merecer um grande destaque na dissertação. 
A execução das instâncias e dos clientes pode ocorrer de forma distribuída conforme a proposta 
de Xchart. Os serviços do GD podem ser utilizados por um Servidor Xchart ou por clientes. Controle 
de concorrência sobre os dados compartilhados pelas instâncias do sistema (tais como as variáveis 
globais), localização de recursos, comunicação em grupo e ponto a ponto, atomicidade de operações, 
são algumas das funções que este componente deve prover. 
Como exemplo, o SX poderia requisitar um multicast de um evento para outras instâncias do 
sistema de execução distribuído. Esta execução seria de responsabilidade do GD através do seu sistema 
de comunicação em grupo. O GD também poderia informar se o estado de uma instância específica 
está ativo (mecanismo de localização de recursos) para que o SX possa avaliar uma particular 
expressão dependente de tal informação. Estas são apenas algumas das funções do GD. 
O próximo capítulo descreve de forma mais completa a lista de funções e requisitos (seção 
4.1.1) para a implementação deste componente bem como uma alternativa de projeto do componente 
fazendo uso de tecnologias disponíveis no mercado. O presente trabalho tem como um de seus 
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resultados a codificação de um protótipo do GD na linguagem Java seguindo projeto apresentado mais 
adiante no texto (seção 4.2). 
 
3.3.2.4 Interface de Programação de Xchart (IPX) 
 
A Interface de Programação de Xchart ou IPX é uma ferramenta de uso do programador responsável 
pelo desenvolvimento dos clientes oferecida pela tecnologia Xchart. Os clientes fazem uso desta 
interface para acessar recursos do SE. Através da IPX, clientes podem sinalizar estímulos externos para 
instâncias e ainda recuperar a reação produzida por instâncias e depositada em portas. No caso de 
instâncias estarem locais ao cliente, ou seja, na mesma máquina, a IPX apenas interage com o Servidor 
Xchart. No caso de uma instância remota, o cliente se comunica com tal instância indiretamente pelo 
GD via o SX. A figura 3.5 apresenta o fluxo de dados típico entre alguns dos componentes do SE e 
ilustra o papel da IPX. 
 
 
[Figura 3.5] Fluxo de dados entre alguns componentes do SE 
 
Com a IPX, clientes podem ainda acessar recursos compartilhados do SE como alterar variáveis 
globais e também interagir com instâncias remotas. Nestes casos, a IPX faz uso dos serviços do GD 
para acessar estes recursos. Uma descrição mais completa das funções da IPX é apresentada em [43]. 
  
3.4 Trabalhos Correlatos 
 
Esta seção apresenta, de forma bem sucinta, alguns trabalhos realizados por outros grupos na área de 
desenvolvimento de software com controle complexo e também de interfaces de usuário. Estes 
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trabalhos servem de comparação com o até aqui apresentado relativo à tecnologia Xchart. O atual 
trabalho tem interesse na execução de sistemas reativos distribuídos e, portanto, a lista de trabalhos 
correlatos que se segue exemplifica algumas das alternativas existentes nesta área de estudos. 
 
STATEMATE 
STATEMATE [48] é um conjunto de ferramentas com grande orientação gráfica para a especificação, 
análise, projeto e documentação de sistemas reativos grandes e complexos. Estas ferramentas permitem 
que o usuário prepare, analise, e teste as descrições do sistema em desenvolvimento em três aspectos 
que se relacionam: a estrutura, a funcionalidade e o comportamento do sistema. 
 O projetista captura estas descrições utilizando linguagens visuais, sendo que a linguagem 
central da ferramenta é Statecharts. Esta linguagem bem popular é utilizada para definir o 
comportamento reativo do sistema. O formalismo de Statecharts permite que as descrições sejam 
experimentadas e simuladas na ferramenta antes que o processo de codificação prossiga. Uma vez a 
descrição do sistema esteja validada pelo projetista, a ferramenta permite a tradução das linguagens 
visuais para código em linguagem de programação de alto nível de abstração (como a linguagem C). O 
programador deve preencher o código pertinente das atividades de forma a poder compilar uma versão 
final do software. 
 
ROOM 
ROOM [47], acrônimo do inglês Real-Time Object-Oriented Modeling, compreende a linguagem 
ROOMCharts e ferramentas de suporte que tentam eliminar dificuldades com metodologias de 
propósito geral para o desenvolvimento de sistemas de tempo real. Esta proposta foi especialmente 
definida para o desenvolvimento de sistemas distribuídos de tempo real. 
ROOMCharts é utilizada para descrever o comportamento (controle) de tais sistemas e herda 
vários recursos de Statecharts. Esta variante de Statecharts foi definida atendendo dois requisitos 
principais. Primeiro, a inclusão de algumas das mais importantes características do paradigma 
orientado a objetos, como o mecanismo de herança, na semântica formal de Statecharts. Segundo, no 
intuito de implementar sistemas de tempo real de forma pragmática, alguns conceitos básicos da 
linguagem Statecharts foram alterados para viabilizar a sua concreta utilização nestes sistemas, como 
por exemplo, a exclusão do conceito de estados ortogonais e também a mudança no modelo de 
comunicação dos eventos. 
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O modelo de comunicação dos eventos em ROOMCharts é diferente, pois baseia-se em um 
sistema de troca de mensagens. Um ator em ROOMCharts (equivalente de uma instância em Xchart) 
somente se comunica com o ambiente externo através de mensagens depositadas ou recuperadas em 
portas e, portanto, não compartilha variáveis globais com outros atores. Este modelo de troca de 
mensagens é o comumente encontrado na confecção de sistemas distribuídos em geral e é o que 
permite a execução concorrente e distribuída dos atores em ROOM. A comunicação das mensagens 
pode ser síncrona ou assíncrona. 
 
VISUAL OBLIQ 
Visual Obliq [49] é um ambiente para especificação, programação e execução distribuída de interfaces 
gráficas para aplicações de múltiplos usuários. Este ambiente tem um editor para construção interativa 
da aplicação através de manipulação direta dos elementos da interface. O editor de interfaces foi 
projetado na linha de programação visual já existente em várias ferramentas, mas de forma específica 
para interfaces distribuídas. O projetista pode desenvolver e testar aplicações distribuídas de moderada 
complexidade de forma bem rápida neste ambiente. 
O editor do Visual Obliq gera código de saída para uma linguagem interpretada chamada Obliq 
que foi projetada especificamente para capturar semântica de computação distribuída. Quando uma 
aplicação projetada segundo esta filosofia é iniciada por um usuário em alguma máquina, uma sessão é 
criada. Outras máquinas (usuários) podem participar da mesma sessão, fato este previsto pelo ambiente 
que dá suporte a execução distribuída destas aplicações. 
O projetista de Visual Obliq não tem uma grande transparência com relação à distribuição das 
interfaces de usuário, pois aspectos distribuídos do sistema acabam presentes no código gerado. O 
ambiente não fornece suporte ao controle de diálogo das interfaces, focando o componente de 
apresentação. 
 
STRUTS 
STRUTS [50] é uma ferramenta de grande popularidade para o desenvolvimento de aplicações web na 
tecnologia Java. STRUTS se baseia na arquitetura MVC-2, uma variação da arquitetura clássica Model 
View-Controller, e está disponível na forma de código aberto. 
 O elemento central da ferramenta é uma camada de controle bastante flexível que utiliza entre 
outras tecnologias algumas disponíveis na plataforma Java/J2EE como Java Servlets, JavaBeans e 
XML. STRUTS oferece o seu próprio componente Controller e integra com outras tecnologias 
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responsáveis pelos componentes Model e View da arquitetura MVC. O componente Controller 
implementa o componente de controle de diálogo de uma aplicação com interface de usuário web. O 
modelo de interfaces web é bem diferente do modelo de interfaces tradicionais já que existe um 
controle limitado dos recursos de apresentação o que dificulta a atualização dinâmica dos elementos 
gráficos da interface e a validação dos dados de entrada.  
Existem algumas outras propostas na linha de STRUTS para o desenvolvimento de interfaces 
de usuário web, porém merece destaque a ferramenta comercial JStateMachine [51] que une a mesma 
arquitetura MVC-2 adotada por STRUTS e a linguagem de especificação de controle Statecharts com o 
seu formalismo visual para definir o comportamento da aplicação. 
 O presente trabalho aborda, de forma especial, o desenvolvimento de interfaces tradicionais, 
porém estas propostas acima apresentadas mostram que o uso de linguagens como Xchart podem ser 
cada vez mais relevantes no desenvolvimento de aplicações web. 
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Capítulo 4 
 
Gerente de Distribuição 
 
No capítulo anterior foi apresentada a tecnologia Xchart e seu conjunto de ferramentas para dar apoio 
ao desenvolvimento de sistemas reativos complexos. Este capítulo destaca um dos componentes do 
Sistema de Execução de Xchart: o Gerente de Distribuição (GD). As seções deste capítulo descrevem o 
desenvolvimento do GD utilizando uma abordagem orientada a objetos e aplicando a notação padrão 
UML [52] (Unified Modeling Language) para a criação de alguns artefatos. O emprego de UML na 
documentação deste trabalho visa padronizar a comunicação de idéias e decisões tomadas durante o 
desenvolvimento.  
 O processo de desenvolvimento do GD prevê inicialmente duas etapas bem distintas: a Análise 
e o Projeto do componente. Na fase de Análise, o GD e suas funcionalidades são melhor investigados e 
a ênfase está no levantamento de requisitos e entendimento do problema. O Projeto do GD concentra-se 
na definição de solução conceitual que possa atender os requisitos levantados na fase de análise. No 
caso deste trabalho, a Análise e Projeto são orientados a objetos e, portanto, a investigação do problema 
e a solução projetada são baseadas em objetos e na definição de suas responsabilidades. A definição de 
responsabilidades para objetos é uma tarefa fundamental no processo de desenvolvimento de software 
com este paradigma. 
  Após estas fases de análise e projeto do componente, o desenvolvimento do GD prossegue com 
a sua codificação e testes. A linguagem Java é utilizada nesta fase de codificação e as experiências 
encontradas nesta atividade são sucintamente relatadas mais adiante no capítulo. 
 
4.1 Análise 
 
O Gerente de Distribuição (GD) é o componente do conjunto de ferramentas definido pela tecnologia 
Xchart responsável por prover os serviços de distribuição para a execução de instâncias. Este 
componente faz parte do Sistema de Execução de Xchart e permite que instâncias executem de forma 
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concorrente e em máquina distintas, conforme previsto pela semântica da linguagem Xchart. A análise 
do GD consiste na identificação mais detalhada dos requisitos e funções deste componente bem como o 
contexto e domínio de atuação deste componente no projeto Xchart. 
 
4.1.1 Especificação de Requisitos 
 
Requisitos são descrições das necessidades e dos resultados esperados de um sistema. O principal 
objetivo do levantamento de requisitos é o de identificar e documentar estas necessidades de forma que 
a comunicação entre os desenvolvedores e interessados seja a mais clara possível. A especificação de 
requisitos do GD visa investigar as características e funções deste componente. 
Conforme visto na seção 3.3.2.1 deste documento, o GD forma com os Servidores Xchart (SX), 
o Sistema de Execução (SE) de Xchart. Clientes ou instâncias locais podem solicitar informações ou 
ações ao SX local que exijam o envolvimento do GD. Isto irá ocorrer quando o SX precisar ter acesso a 
instâncias ou recursos globais como variáveis e portas que não estejam disponíveis localmente na 
máquina do SX. Nestes casos é necessário fazer uso dos serviços oferecidos pelo GD para acessar 
recursos de máquinas remotas. O GD é exigido para dar suporte a interações remotas (não locais) entre 
instâncias e clientes do sistema Xchart já que o escopo de atuação direta do SX é apenas local. Em 
linhas gerais, os principais serviços oferecidos pelo GD estão listados abaixo: 
• Realizar o tráfego de estímulos externos pelo sistema de execução com sua devida entrega para 
as instâncias de Xchart correspondentes; 
• Manter uma visão global consistente dos recursos compartilhados (variáveis globais e 
atividades em portas globais); 
• Localizar recursos do ambiente distribuído (instâncias remotas, variáveis globais e portas). 
 
Esta seria uma visão preliminar das funções de um GD. No contexto de especificação de 
requisitos, as funções de um sistema são tudo aquilo que se espera que um sistema faça. A 
especificação das funções de um sistema é um artefato importante na fase de levantamento dos 
requisitos. Aplicando este conceito para o GD, segue uma tabela mais detalhada com as suas funções 
básicas: 
 
Ref # Função Categoria 
R1.1 O GD deve localizar instâncias de Xchart. Evidente 
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R1.2 O GD deve localizar variáveis globais. Evidente 
R1.3 O GD deve alterar o valor de uma variável global. Evidente 
R1.4 O GD deve retornar o valor de uma variável global. Evidente 
R1.5 O GD deve entregar estímulos externos resultantes da 
reação interna de uma instância para outras instâncias 
distribuídas. 
Evidente 
R1.6 O GD deve retornar a configuração corrente (estado) de 
instâncias remotas para um determinado SX. 
Evidente 
R1.7 O GD deve criar e manter um repositório compartilhado 
de variáveis globais para o sistema de execução, 
seguindo a definição de um sistema descrito em Xchart. 
Oculta 
R1.8 O GD deve registrar cada nova instância criada no 
sistema. 
Evidente 
R1.9 O GD deve fornecer atomicidade na utilização dos 
recursos compartilhados (variáveis globais) mantendo o 
estado global do sistema consistente. 
Evidente 
R1.10 O GD deve criar e manter um diretório com as instâncias 
registradas, visando sua localização por parte de outros 
componentes remotos do sistema. 
Oculta 
R1.11 O GD deve carregar (ler) um sistema descrito em Xchart 
(SDX).  
Evidente 
R1.12 O GD deve armazenar sistemas descritos em Xchart 
mantendo-os em um repositório. 
Opcional 
R1.13 O GD deve retornar informações de SDX armazenado 
para um SX quando for solicitado este último. 
Opcional 
R1.14 O GD deve criar e manter um repositório compartilhado 
de portas globais para o sistema de execução, seguindo a 
definição de um sistema descrito em Xchart. 
Oculta 
R1.15 O GD deve localizar portas (padrão e globais). Evidente 
R1.16 O GD deve depositar reação relativa a atividades em 
portas globais (start, suspend, stop, sync, resume). 
Evidente 
R1.17 O GD deve atualizar o status de atividades em execução 
nas portas globais (fim do sync). 
Evidente 
R1.18 O GD deve consumir (retornar) conteúdo depositado em 
portas (padrão e globais). 
Evidente 
Tabela 4.1 – Funções do Gerente de Distribuição 
 
A coluna categoria na tabela acima define o nível de prioridade e visibilidade da função 
oferecida pelo GD para os demais componentes do Sistema Xchart. As funções classificadas como 
Evidentes são aquelas que produzem um resultado direto e visível para o SX, podendo ser consideradas 
imprescindíveis para o funcionamento do sistema. As funções classificadas como Ocultas não retornam 
diretamente um resultado, mas precisam estar disponíveis para a correta execução do sistema, já as 
Opcionais, como o próprio nome diz, não interferem na execução básica do sistema e vão além do 
mínimo necessário ao seu correto funcionamento. 
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Além das funções, um sistema pode apresentar atributos. Um atributo de sistema é uma 
característica ou detalhe que não é considerado uma função, mas tem relevância no entendimento geral 
daquilo que o sistema deve oferecer. Segue uma tabela com os atributos identificados no GD: 
 
Atributos Detalhes e limites das restrições 
Sistema operacional e plataformas (detalhe) GD deve ser independente de 
sistema operacional e plataforma. 
Execução paralela de SDX (limites) Somente a execução de um (1) 
SDX por vez é contemplada nesta 
implementação do GD. 
Tabela 4.2 – Atributos do Gerente de Distribuição 
 
 Atributos mais genéricos do sistema como desempenho, escalabilidade e confiabilidade não 
estão explicitamente definidos na tabela acima, porém estas características serão consideradas mais 
adiante em especificação suplementar de requisitos do GD. 
 Uma técnica importante no entendimento dos requisitos do sistema é a criação de Casos de Uso 
para descrever os processos e as situações em que o sistema é utilizado. A notação UML formalmente 
contempla a noção de casos de uso e seus diagramas. 
 
4.1.2 Casos de Uso 
 
Caso de uso é um documento narrativo que descreve a seqüência de eventos de um agente externo 
utilizando o sistema para completar um processo ou atividade [52]. As descrições contidas nos casos de 
uso ajudam na ilustração e indicação dos requisitos do sistema, embora não de todos. Casos de uso 
estão especialmente ligados a requisitos funcionais do sistema. O GD é o sistema mapeado no presente 
trabalho e os agentes externos que fazem uso do sistema são chamados de atores. Os atores que 
interagem com o GD são os Servidores Xchart (SX) e o Administrador do Sistema e ambos são 
mencionados nas descrições dos casos de uso.  
A notação UML permite retratar os casos de usos do GD (sistema) na forma de texto e 
diagramas. O nível de detalhamento e formalidade das descrições de um caso de uso pode variar 
dependendo da necessidade e o formato de descrição é flexível. É recomendado que casos de uso sejam 
descritos sem entrar nos detalhes de implementação, deixando esta tarefa para fase de projeto do 
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sistema. O que se espera é que os casos de uso especifiquem o que o sistema deve fazer e não como 
deve ser feito.  
Os casos de uso identificados na fase de análise do GD são listados na seqüência para referência 
neste trabalho. O nível de detalhe utilizado varia para cada caso de uso a seguir e leva em conta a 
relevância do caso especificado. Uma descrição mais completa dos artefatos UML desta fase de análise 
de requisitos do GD encontra-se disponível em [53]. 
 
 
CASO DE USO:  Entregar Estímulos Externos 
Atores:  SX (iniciador), SXn 
Propósito:  Entrega para instâncias remotas de estímulos externos gerados por SX. 
Tipo:   primário e essencial  
Descrição:  Uma instância reage por ação de estímulos externos. Esta reação produz 
estímulos externos que devem ser propagados para outras instâncias remotas. O 
SX solicita ao GD que entregue estes estímulos externos às instâncias remotas 
correspondentes. O GD localiza as mesmas e deposita os estímulos externos nas 
filas de entrada destas instâncias. 
Referências Cruzadas: Funções: R1.1, R1.5, R1.10 
 
Curso típico dos eventos: 
 
Ação de Ator Resposta do Sistema 
1. Este caso de uso começa quando o SX 
produz reação interna correspondente a 
interpretação de uma instância de Xchart.  
 
2. A reação interna produzida pelo SX gera 
estímulos externos para outras instâncias 
remotas. 
 
3. SX solicita ao GD que faça a entrega dos 
estímulos externos para as instâncias 
correspondentes. 
4. O GD localiza o SX correspondente 
(SXn) para cada instância remota envolvida 
utilizando o diretório de instâncias.   
 
5. Envia os estímulos externos via SXn para 
cada instância. O SXn deposita-os na 
respectiva fila de entrada da instância 
remota. 
6. Cada SXn notificado pelo GD, inicia 
reação das instâncias remotas a partir dos 
novos estímulos externos depositados. 
 
 
Cursos Alternativos: 
Linha 4: Instância remota não é localizada. Indicar erro em arquivo de depuração e não entregar 
estímulo externo para instância em questão. No caso das demais instâncias encontradas, realizar 
a entrega normalmente. 
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CASO DE USO:  Atualizar Variável 
Atores:  SX (iniciador), IPX (cliente) 
Propósito:  Atualizar o valor e status de uma variável global do sistema de execução. 
Tipo:   primário e essencial 
Descrição:  Uma aplicação cliente solicita a atualização do valor de uma variável de controle 
diretamente pela IPX ou o SX solicita esta atualização como resultado de reação 
de uma instância. Em ambos os casos, o GD recebe a solicitação e atualiza 
variável mantendo o estado global do sistema consistente.  
Referências Cruzadas: Funções: R1.2, R1.3, R1.7, R1.9 
 
Curso típico dos eventos: 
 
Ação de Ator Resposta do Sistema 
1. Este caso de uso começa quando o SX 
produz reação interna correspondente à 
interpretação de uma instância de Xchart.  
 
2. A reação interna produzida pelo SX altera 
o valor de variáveis globais do sistema. 
 
3. SX solicita ao GD que este faça a 
atualização dos valores das variáveis globais 
e de reservas realizadas em operação 
anterior. 
 
 
4. O GD localiza o repositório 
compartilhado de variáveis globais. 
 
5. O GD atualiza o valor das variáveis 
globais alteradas e libera todas as reservas 
existentes (locks de leitura e escrita). 
 
 6. Se necessário, o GD envia estímulos para 
outras instâncias remotas para notificar a 
mudança no valor das variáveis globais. 
 
Cursos Alternativos: 
Linha 1: A mudança de valor de variável via IPX é uma facilidade sugerida por este trabalho. 
Não está descrito originalmente em Xchart. 
Linha 4: O GD não localiza o repositório compartilhado de variáveis. Retorna erro. 
 
 
CASO DE USO:  Requisitar Variável 
Atores:  SX (iniciador) 
Propósito:  Requisitar variável global para uso em interpretação de instância. 
Tipo:   primário e essencial 
Descrição:  O SX, durante a reação de uma instância, solicita ao GD valor de uma variável 
global. O GD localiza a variável e retorna o seu valor para o SX. No caso de 
potencial alteração de seu valor, GD efetua adicionalmente sua reserva para 
escrita no intuito de manter o estado global consistente. 
   
Referências Cruzadas: Funções: R1.2, R1.4, R1.7, R1.9 
 
Curso típico dos eventos: 
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Ação de Ator Resposta do Sistema 
1. Este caso de uso começa quando o SX 
inicia a reação de uma instância de Xchart. 
 
 
 
2. O SX necessita de valor de variáveis 
globais para proceder com a interpretação da 
instância. 
 
 
3. SX solicita ao GD que este forneça o 
valor das variáveis globais. SX também 
indica ao GD se variável poderá ser alterada 
ou não durante a sua reação interna. 
 
 
 
 
4. O GD localiza o repositório 
compartilhado de variáveis globais. 
 5. O GD solicita as variáveis para o 
repositório.  
 
Aquelas variáveis com potencial de 
alteração do seu valor durante a reação da 
instância, são reservadas para escrita (lock 
para garantir consistência).  
 6. O GD retorna o valor das variáveis 
globais para o SX em questão.  
7. O SX de posse destes valores continua 
com a interpretação da instância até produzir 
a reação interna final. 
 
8. Com a reação final, as variáveis 
reservadas pelo SX devem ser liberadas. SX 
solicita ao GD que libere as variáveis no 
repositório (Vide Caso de Uso: Atualizar 
Variável). 
 
 
Cursos Alternativos: 
Linha 4: O GD não localiza o repositório compartilhado de variáveis. Retorna erro para SX. 
Linha 5: Se alguma variável já estiver sido reservada para escrita, então GD deve aguardar sua 
liberação para uso. 
 
 
CASO DE USO:  Retornar Estados de Instâncias 
Atores:  SX (iniciador), SXn 
Propósito:  Retornar o “status” do Estado de determinadas instâncias remotas. 
Tipo:   primário e essencial 
Descrição:  O SX, durante a reação de uma instância, solicita ao GD informações relativas à 
configuração interna de uma determinada instância remota. O GD localiza esta 
instância remota e pede ao seu coordenador (SX remoto) as informações 
necessárias (por exemplo, estados ativos) para retorno ao SX iniciador. 
Referências Cruzadas: Funções: R1.1, R1.6, R1.10 
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Curso típico dos eventos: 
 
Ação de Ator Resposta do Sistema 
1. Este caso de uso começa quando o SX 
inicia a reação de uma instância de Xchart. 
 
 
 
2. O SX necessita do “status” de Estados de 
determinadas instâncias remotas para 
proceder com a interpretação de instância 
local. 
 
 
3. SX solicita ao GD que este forneça o 
“status” em que se encontram os Estados 
das instâncias remotas em questão. 
 
4. O GD localiza o SX correspondente 
(SXn) para cada instância remota envolvida 
utilizando o diretório de instâncias. 
 
5. O GD solicita a cada SXn de instância 
remota o status corrente do Estado desejado.  
6. O SXn da instância remota retorna o 
status de cada Estado solicitado para o GD. 
 
 7. O GD retorna o valor de todos os status 
de Estado (instâncias remotas) para o SX 
que iniciou a reação de instância local.  
8. O SX de posse destes valores continua 
com a interpretação da instância local até 
produzir sua reação interna final. 
 
 
Cursos Alternativos: 
Linha 4: O GD não localiza instância remota. Retorna erro. 
 
 
CASO DE USO:  Registrar Instâncias Novas 
Atores:  SX (iniciador) 
Propósito:  Registrar novas instâncias de Xchart no sistema de execução. 
Tipo:   primário e essencial 
Descrição:  Uma instância é criada no sistema (via IPX ou durante a execução de outra 
instância). O SX solicita ao GD que registre as informações desta instância para 
que os demais módulos do sistema de execução possam localizá-la. 
Referências Cruzadas: Funções: R1.1, R1.8 
 
Curso típico dos eventos: 
 
Ação de Ator Resposta do Sistema 
1. Este caso de uso começa quando o SX 
cria uma instância de Xchart em seu 
repositório local. 
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2. O SX precisa então registrá-la (publicá-
la) no sistema de execução para que outros 
componentes remotos do ambiente possam 
se comunicar com ela. 
 
3. SX solicita ao GD que faça o registro da 
instância criada no sistema de execução. 
4. O GD realiza o registro da instância no 
diretório de instâncias. 
 
Cursos Alternativos: 
Linha 4: O GD falha ao registrar instância. Retornar erro. 
 
 
CASO DE USO:  Depositar Reação em Portas 
Atores:  SX (iniciador), IPX (cliente) 
Tipo:  primário e essencial 
Descrição:  Uma instância reage por ação de estímulos externos. Esta reação resulta na 
execução ou finalização de atividades. Para que esta reação seja visível para 
clientes externos, ela é depositada em portas. O SX requisita ao GD que deposite 
esta reação referente a atividades em portas globais do sistema. O GD localiza as 
portas e deposita reação conforme solicitado. 
Referências Cruzadas: Funções: R1.14, R1.15, R1.16, R1.17 
 
Curso típico dos eventos: 
 
Ação de Ator Resposta do Sistema 
1. Este caso de uso começa quando o SX 
produz reação interna correspondente a 
interpretação de uma instância de Xchart.  
 
2. A reação interna produzida pelo SX gera 
a execução ou finalização de atividades em 
determinada porta. 
 
3. No caso de porta não local, SX solicita ao 
GD que faça o depósito de reação em porta 
remota. 
4. Se porta remota é porta padrão de 
instância, O GD localiza o SXn remoto onde 
instância está hospedada através do diretório 
de instâncias.  
 
Se porta remota é porta global, então 
localiza porta remota utilizando o 
repositório de portas globais.   
 5. Deposita a reação desejada em porta 
remota. (ou via SXn para porta padrão de 
instância remota, ou através de repositório 
de portas globais do sistema). 
 
Cursos Alternativos: 
Linha 1: Caso de Uso pode ser provocado diretamente por cliente via IPX. 
Linha 4: Porta remota não é localizada. Indicar erro e não depositar reação para porta em 
questão. No caso das demais encontradas, continuar a entrega normalmente. 
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CASO DE USO:  Consumir Reação de Portas 
Atores:  SX, IPX (cliente) 
Tipo:  primário 
Descrição:  Clientes recuperam via IPX reação depositada em portas. Para isto, clientes 
solicitam ao SX local reação depositada em uma determinada porta. Não sendo 
esta porta um recurso local, SX requisita esta tarefa ao GD. GD localiza porta no 
sistema e consome reação depositada se houver. 
 
Referências Cruzadas: Funções: R1.14, R1.15, R1.18 
 
Curso típico dos eventos: 
 
Ação de Ator Resposta do Sistema 
1. Este caso de uso começa quando o SX é 
acionado por cliente via IPX para consumir 
reação em porta do sistema. 
 
2. No caso de porta não local, SX solicita ao 
GD que retorne reação depositada em porta 
remota. 
4. Se porta remota é porta padrão de 
instância, O GD localiza o SXn remoto onde 
instância está hospedada através do diretório 
de instâncias.  
 
Se porta remota é porta global, então 
localiza porta remota utilizando o 
repositório de portas globais.   
 5. Consome a reação desejada de porta 
remota retornando o valor para o SX que 
iniciou tarefa. (ou via SXn onde instância 
remota está hospedada com sua porta 
padrão, ou através de repositório de portas 
globais do sistema que gerencia porta). 
 
 
CASO DE USO:  Iniciar 
Atores:  Administrador 
Tipo:   primário 
Descrição:  O administrador do sistema de execução de Xchart (SE) inicia o GD. Ao iniciar, 
o GD cria o repositório compartilhado de variáveis, repositório de portas globais 
e o diretório de instâncias.  
 
CASO DE USO:  Carregar SDX 
Atores:  Administrador 
Tipo:  primário 
Descrição:  O Administrador solicita ao GD que carregue um sistema descrito em Xchart 
(SDX) para dar suporte à execução de instâncias de Xchart. A partir das 
informações de um SDX, as variáveis e portas globais são registradas no 
repositório compartilhado de variáveis e de portas respectivamente. 
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CASO DE USO:  Retornar SDX 
Atores:  SX 
Tipo:  opcional 
Descrição:  O SX solicita ao GD que retorne informações relativas a um SDX armazenado. O 
GD localiza a informação armazenada em seu repositório interno e retorna as 
informações para o SX solicitante. Esta operação e seu timestamp são registrados 
no GD para que possa ser controlada a versão do sistema Xchart em execução. 
 
 
 A notação UML oferece além da descrição textual dos casos de uso, diagramas para ilustrar, de 
forma compacta, os nomes dos casos de uso e dos atores bem como a relação entre eles. A figura 4.1 
apresenta um diagrama parcial de casos de uso do GD. Os diagramas de caso de uso são também 
utilizados para indicar visualmente as fronteiras do sistema. 
 
 
[Figura 4.1] Diagrama parcial de Casos de Uso do GD 
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4.1.3 Especificação Suplementar de Requisitos 
 
Existe um conjunto de requisitos e informações que não são capturados adequadamente pela descrição 
dos casos de uso. Estas informações de relevância no entendimento do escopo do GD devem ser 
organizadas na especificação suplementar de requisitos. Segue uma lista com alguns destes requisitos 
separados por áreas de interesse a respeito desta implementação do GD: 
 
Usabilidade 
O único ator ser humano que interage com o GD é o Administrador do sistema. Sua função é bem 
específica e está relacionado com a inicialização e carga do ambiente. Por ser um profissional de perfil 
bem especializado, cuidados específicos não estão sendo tomados nesta área já que isto não será crítico 
para o sucesso do sistema neste primeiro momento. 
 
Interfaces 
A interface de usuário utilizada pelo Administrador do sistema estará disponível na forma de texto. 
Algumas tecnologias incorporadas na solução do GD podem oferecer uma interface gráfica e amigável 
para gerenciamento de sub-componentes do GD, porém este não é um requisito do sistema. 
 As interfaces de software do GD utilizadas por outros componentes (atores) do ambiente 
Xchart, como o Servidor Xchart (SX), estarão disponíveis na forma de interfaces de objetos seguindo 
as tecnologias de implementação do projeto. 
 
Restrições para implementação 
A implementação do GD será feita utilizando a tecnologia Java. Tanto a linguagem Java (J2SE) como a 
plataforma J2EE são opções deste trabalho por se acreditar que estas tecnologias serão cada vez mais 
adotadas como um padrão do mercado e, portanto, a solução final da tecnologia Xchart terá um melhor 
suporte e penetração no ambiente corporativo. 
 
Confiabilidade 
A arquitetura do GD deve ser proposta de forma a permitir que o sistema seja confiável e robusto. 
Embora este requisito seja levantado nesta fase de análise, introduzir técnicas avançadas de 
confiabilidade no sistema iria aumentar a sua complexidade e este não será o principal objetivo do 
trabalho que visa neste primeiro momento as questões funcionais do GD. A idéia é a de se avaliar as 
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tecnologias a serem empregadas e propor uma arquitetura que permita certo nível de robustez da 
solução. 
 
Desempenho 
O GD deverá responder a solicitações de forma rápida. Não está clara qual a métrica a ser utilizada, 
mas esta deve ser da ordem de décimos de segundo.  Um dos possíveis gargalos na percepção de 
desempenho do sistema é a latência da rede de computadores. A possibilidade de que alguns dos sub-
componentes do GD estejam distribuídos por diferentes camadas e por diferentes máquinas merece 
uma atenção especial na fase de projeto. 
 
Depuração 
Erros na execução do sistema e as informações gerais de funcionamento devem ser registrados em 
meio estável para futura análise e depuração. É importante ter mecanismos para desativar ou reduzir o 
nível de detalhamento destas informações para não comprometer o desempenho do sistema. 
 
Segurança 
Nesta versão do GD, a segurança não está sendo abordada. Requisitos de segurança como senhas de 
acesso para autenticação de usuário ou clientes e uso de criptografia para sigilo das informações 
trocadas, não serão considerados nesta versão inicial. 
 
4.1.4 Modelo Conceitual ou de Domínio 
 
Um artefato UML muito importante na fase de análise orientada a objetos é o modelo conceitual ou 
modelo de domínio. Este modelo permite ilustrar conceitos de um problema na forma de classes o que 
o torna muito próximo do paradigma orientado a objetos, ao contrário de casos de uso que retratam o 
problema na forma de processos. Estes artefatos não são exclusivamente utilizados para modelar 
software, mas sim, conceitos presentes em qualquer domínio mais concreto e real. 
Um passo essencial na análise de um sistema é a sua decomposição em conceitos ou classes. 
Informalmente, conceito seria uma idéia, coisa ou objeto relacionado com o domínio do sistema. Estes 
conceitos se caracterizam pelo nome (símbolo) e sua definição no domínio (intenção). Os conceitos do 
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sistema estão relacionados uns com os outros e estas relações são representadas por associações. 
Conceitos também podem ter atributos para representar alguma informação lógica do objeto.  
O modelo conceitual ilustrado na figura 4.2 descreve o domínio do GD na forma de classes 
(conceitos). Estas classes não são classes de software e sim classes mais abstratas do domínio 
relacionado com o GD.  Este domínio pode ser mapeado pela descrição dos casos de uso da seção 
4.1.2. 
 
 
[Figura 4.2] Modelo Conceitual do GD 
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 O modelo conceitual do GD é muito útil para representar o domínio do sistema de forma 
alinhada com os seus requisitos e é um passo importante na direção da fase de projeto já que é um 
esboço da definição de responsabilidades.  A coleção mais detalhada e completa dos artefatos UML 
gerados na fase de análise do GD estão organizados em [53] onde existem outros documentos que aqui 
não foram apresentados, tais como Diagramas de Seqüência do Sistema e a descrição de Contratos do 
GD. Os artefatos de análise destacados até aqui são suficientes para uma apresentação preliminar do 
GD, e com isso pode-se dar seqüência à fase de projeto deste componente. 
É importante considerar que os requisitos levantados durante a análise do sistema não são 
perfeitos e que estes podem sofrer alterações na fase de projeto ou implementação do sistema. Os 
artefatos gerados na fase de análise de requisitos promovem uma primeira visão daquilo que deve ser 
feito, o que não diminui a necessidade de se realizar a melhor investigação possível nesta fase.  Esta 
flexibilidade permite que os requisitos sejam continuamente revistos para que as necessidades finais do 
sistema sejam mais bem definidas. 
 
4.2 Projeto 
 
Na fase de projeto do GD, o foco está na definição de uma solução para o problema investigado na 
análise. Como o paradigma orientado a objetos vem sendo utilizado no desenvolvimento, a solução 
baseia-se na definição de um conjunto de objetos e na forma com que estes se comunicam para atender 
os requisitos traçados para o GD. 
 A notação UML oferece a criação de Diagramas de Interação para ilustrar esta comunicação 
entres os objetos participantes da solução. A tarefa de criação destes diagramas deve consumir grande 
atenção e esforços, pois muitos dos problemas de projetos baseados em objetos são frutos de uma 
definição vaga e incompleta destes artefatos. O emprego de técnicas para definição de 
responsabilidades dos componentes de software (objetos) e o uso de padrões de projeto ocorre nesta 
tarefa.   Padrões de projeto (design patterns) são soluções e princípios já validados em outras situações 
de projeto e que podem ser empregados na definição da solução atual. 
 Em paralelo com a definição dos Diagramas de Interação, UML propõe a criação do Diagrama 
de Classes. O Diagrama de Classes é responsável por apresentar a definição das classes de software e 
interfaces que serão implementadas no produto final.  
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4.2.1 Diagramas de Interação 
 
Muitas das classes de software utilizadas nos Diagramas de Interação são oriundas da definição feita no 
Modelo Conceitual (seção 4.1.4). Estes diagramas ilustram a definição de responsabilidades dos 
objetos sendo que estas responsabilidades são mapeadas na forma de métodos. Existem dois tipos mais 
especializados de Diagramas de Interação: Diagramas de Colaboração e Diagramas de Seqüência. Cada 
tipo tem suas vantagens e desvantagens, porém existe certa equivalência entre eles. O presente trabalho 
utiliza Diagramas de Colaboração para ilustrar as interações entre os objetos. As figuras 4.3 e 4.4 
mostram alguns exemplos destes diagramas aplicados para as interações de objetos existentes no GD.  
 
 
[Figura 4.3] Diagrama de Colaboração relacionado com caso de uso Entregar Estímulos Externos 
 
A figura 4.3 apresenta o diagrama de colaboração segundo notação UML que retrata a função 
do GD de entregar estímulos externos para outras instâncias remotas do sistema de execução de Xchart. 
Os cenários descritos em casos de uso podem ser diretamente mapeados na fase de projeto por 
diagramas de interação e esta técnica é conhecida como Realização do Caso de Uso.  
O uso de padrões de projeto é amplamente utilizado nesta tarefa, o que permite a aplicação de 
princípios de projeto para garantir uma boa coesão e um acoplamento fraco entre os objetos envolvidos 
na solução. O objetivo principal é o de alcançar um projeto modular onde os componentes têm um 
papel claro e agrupam um conjunto de funções afins. É importante ressaltar que um dos requisitos 
básicos do GD é a natureza distribuída e remota dos serviços oferecidos e, portanto, existe uma 
sobrecarga e implicação sobre o desempenho decorrente da comunicação entre objetos remotos. As 
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chamadas de método remoto através da rede de computadores têm um grande custo e podem 
comprometer o desempenho do GD. Tendo em vista esta característica do sistema, justifica-se o 
relaxamento da coesão do projeto nas interfaces de objetos remotos, através da aplicação de um padrão 
de projeto que diminui a granularidade das chamadas de métodos no intuito de otimizar o desempenho 
do sistema.  
Esta técnica pode ser observada em ambos os diagramas de colaboração apresentados nas 
figuras 4.3 e 4.4. Tanto o método responsável pela entrega de estímulos externos (EntregaEstimulo) 
como o de atualização de variáveis globais (AtualizarVariavel) o fazem para um grupo de elementos 
minimizando assim as chamadas de método remoto durante a execução.  
 
[Figura 4.4] Diagrama de Colaboração relacionado com caso de uso Atualizar Variáveis 
 
O projeto ilustrado nos diagramas de colaboração e de classes, apresentado a seguir, também é 
imperfeito, abrindo a possibilidade de que este continue sendo refinado durante a fase de codificação. 
De qualquer forma, este conjunto de artefatos é uma fonte rica de informações para inspirar o trabalho 
de implementação do GD. O conjunto completo destes diagramas UML criado na fase de projeto pode 
ser encontrado em [54]. 
 
4.2.2 Diagrama de Classes 
 
O Diagrama de Classes é normalmente criado em paralelo com os Diagramas de Interação já que uma 
atividade serve de base para a outra.  Este diagrama é utilizado para mapear as classes de software e 
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interfaces da aplicação que serão codificadas, ao contrário do Modelo Conceitual definido na fase de 
análise que se preocupa com os conceitos mais abstratos do sistema. 
 A figura 4.5 ilustra parte do Diagrama de Classes utilizado no projeto do GD. As classes e 
interfaces de software deste diagrama são ilustradas com base nas definições feitas nos Diagramas de 
Interação e em parte nos conceitos apresentados no Modelo Conceitual. 
 
 
[Figura 4.5] Diagrama de Classes parcial do Gerente de Distribuição 
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 A estrutura geral do projeto é capturada pelo diagrama de classes. Existe a possibilidade de que 
o projeto e a organização das classes sejam alterados na fase de codificação, mas a maior parte das 
decisões já deve ter sido tomada neste ponto. 
 
4.2.3 Arquitetura do GD 
 
Esta seção aborda o agrupamento das classes de software do GD em pacotes. Nesta organização é 
levado em conta o uso da plataforma J2EE e suas tecnologias no suporte ao desenvolvimento das 
funcionalidades básicas do GD. Este agrupamento permite ter uma visão da distribuição dos sub-
componentes do GD na plataforma J2EE. 
 Uma aplicação desenvolvida na plataforma J2EE segue uma divisão lógica naturalmente 
proposta pelas camadas J2EE conforme visto na seção 2.3.4.1. A arquitetura J2EE é tipicamente 
dividida em três camadas: a camada de cliente, a camada lógica (J2EE) e a camada de serviços. A 
figura 4.6 ilustra esta divisão aplicada no conjunto de classes do GD utilizando a notação UML. 
 
 
[Figura 4.6] Organização das classes do GD em camadas (pacotes UML) 
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A figura 4.6 utiliza a notação UML para pacotes de classes, agrupando classes conforme as 
camadas J2EE. Esta divisão dos componentes (classes) do GD, conforme a arquitetura J2EE, sugere 
que estes poderão executar em máquinas distintas. Os componentes da camada de cliente e da camada 
lógica são componentes J2EE e, portanto, executam nos respectivos containers de suas camadas. Já os 
componentes da camada de serviços não são componentes J2EE e podem estar dispersos por uma ou 
mais máquinas. Estes últimos componentes são executados fora dos containers J2EE e estarão 
disponíveis na forma de classes Java. A figura 4.7 indica este cenário distribuído dos componentes do 
GD por diferentes máquinas e a sua divisão como componentes J2EE ou puramente Java. 
 
 
[Figura 4.7] Distribuição dos componentes do GD em diferentes máquinas 
 
A figura 4.7 mostra que os componentes da camada de serviços são acionados através do 
protocolo JRMP utilizado pela tecnologia RMI (seção 2.3.2). Já os componentes da camada lógica ou 
de negócio J2EE (classe GD) são componentes de negócio. Os componentes de negócio ou Enterprise 
Beans são invocados através protocolo RMI/IIOP. Todo e qualquer componente J2EE pode utilizar o 
sistema de mensagens JMS para realizar comunicação assíncrona já que esta tecnologia está disponível 
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nos contêineres J2EE. Cada uma destas camadas da arquitetura do GD é melhor detalhada na 
seqüência: 
 
Camada de cliente 
Existem sub-componentes do software do GD (classe SX) que executam na camada de cliente. Estes 
sub-componentes implementam a interface do GD com o Servidor Xchart. Instâncias e clientes do 
ambiente Xchart executam na camada de cliente assim como o Servidor Xchart responsável pelo 
gerenciamento de instâncias. O Servidor Xchart é o elemento responsável pela interação com o GD 
conforme previsto na tecnologia Xchart e este acessa os recursos oferecidos pelo GD através de sua 
interface presente na camada de cliente. 
Como a plataforma J2EE é utilizada no desenvolvimento do GD, todos os elementos da camada 
de cliente (clientes, IPX, Servidor Xchart, instâncias, interface com GD, etc.) executam no repositório 
de cliente (Application Client Container) e são todos agrupados através da tecnologia J2EE em uma 
aplicação de cliente J2EE. Pode-se dizer que, do ponto de vista técnico, o próprio repositório de cliente 
faz parte da solução do GD sendo um de seus sub-componentes. Estas aplicações cliente J2EE são 
empacotadas em um arquivo de extensão JAR contendo além de classes em Java, definições para J2EE. 
 
Camada lógica (J2EE) 
Os sub-componentes do GD modelados na camada lógica (J2EE) estão disponíveis na forma de 
componentes de negócio Stateless Session Beans. Esta opção foi adotada uma vez que o uso de outras 
variantes de componentes de negócio tem um grande impacto no desempenho [9] e suas características 
não se aplicam às necessidades do GD. A tecnologia EJB, apresentada na seção 2.3.4.5, permite o uso 
de serviços da plataforma J2EE disponíveis na camada lógica que facilitam a implementação de 
sistemas distribuídos tal como um serviço de troca de mensagens. O serviço de transações atômicas de 
J2EE não será utilizado neste trabalho devido a implementação de um mecanismo próprio de controle 
de transação atômica. 
 Estes sub-componentes do GD são responsáveis pelo acesso à camada de serviços e a execução 
destes elementos ocorre em servidores de aplicação J2EE na forma de componentes de negócio. Os 
servidores de aplicação utilizados na arquitetura J2EE de três camadas controlam o ciclo de vida destes 
sub-componentes do GD e os próprios serviços J2EE oferecidos por estes servidores fazem parte da 
solução do GD. Estes serviços J2EE típicos de sistemas distribuídos utilizados pelo GD são o 
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mecanismo de troca de mensagens e o serviço de nomes e diretório. Componentes de negócio J2EE são 
empacotados em arquivo de extensão EAR contendo além de classes em Java, definições para J2EE. 
 
Camada de serviços 
Os sub-componentes da camada de serviços tratam de serviços específicos do domínio do GD como o 
diretório de instâncias, o repositório de variáveis globais, o repositório de sistemas descritos em Xchart 
e o repositório de portas globais. Estes serviços foram modelados como Singletons [52] durante a fase 
de projeto, ou seja, na forma de classes que permitem uma única instância visível para todos os demais 
objetos do GD.  
A tecnologia EJB apresenta dificuldades na implementação de Singletons na camada lógica já 
que a manutenção de uma estrutura de dados global em memória esbarra em limitações de 
sincronização e de variáveis definidas apenas para leitura [9]. A alternativa adotada neste trabalho para 
este problema é a implementação de Singletons fora da camada de negócio e na forma de objetos RMI. 
Embora a complexidade de implementação e os pontos de falha aumentem, esta opção oferece uma 
liberdade e arquitetura distribuída que atendem as necessidades do GD. Desta forma, os sub-
componentes do GD que implementam os serviços da solução não são componentes J2EE e executam 
apenas através da máquina virtual Java (J2SE) e potencialmente podem estar em diferentes máquinas. 
Estes componentes do GD são classes puramente Java (arquivos de extensão CLASS). 
Ao iniciar, os serviços do GD carregam informações de um sistema descrito em Xchart (SDX) 
disponível em formato XML. Dentre as estruturas contidas em uma descrição SDX, estão as definições 
de variáveis globais e portas.  A descrição XML é gerada pelo Compilador TeXchart que processa 
como entrada um sistema descrito na forma de TeXchart (seção 3.3.1.3). 
 
4.3 Implementação  
 
Esta seção aborda alguns detalhes importantes a respeito da fase de construção ou implementação do 
Gerente de Distribuição. A construção do GD estendeu-se para outras ferramentas da tecnologia Xchart 
já que um dos objetivos deste trabalho é a integração do GD a um protótipo do Sistema de Execução de 
Xchart e com isso outras ferramentas do ambiente foram alteradas para oferecer um melhor suporte a 
esta iniciativa. 
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 A implementação do GD segue os resultados obtidos nas fases anteriores de investigação e 
concepção da solução (análise e projeto) embora algumas decisões de projeto tenham sido obtidas 
durante a fase de construção.  A estratégia de testes do GD e das demais ferramentas do ambiente 
Xchart também é apresentada nesta seção. 
 
4.3.1 Codificação 
 
A tarefa de codificação neste projeto ocorreu não somente no Gerente de Distribuição, que é o 
elemento central do trabalho, mas também em outras ferramentas do ambiente Xchart. Esta separação é 
feita a seguir para que haja clareza e a correta dimensão das alterações feitas neste trabalho.   
 
GERENTE DE DISTRIBUIÇÃO  
A codificação do GD envolve a conversão das classes definidas no estágio de projeto em código 
utilizando uma linguagem de programação orientada a objetos que, baseado nos requisitos deste 
trabalho, é a linguagem Java. A organização das classes do GD durante a codificação segue exatamente 
a divisão em pacotes proposta na figura 4.6. 
 Os sub-componentes do GD codificados na camada de cliente se resumem à interface remota 
para o acesso dos componentes de negócio da camada lógica. Esta interface é definida na criação dos 
componentes de negócio (Enterprise Beans). Existem serviços de responsabilidade do GD oferecidos 
na camada de cliente, como localização de nomes, que não exigem codificação por já estarem 
implementados na plataforma J2EE. 
 Os componentes de negócio da camada lógica (J2EE) têm sua interface definida conforme os 
casos de uso do GD. Estes componentes implementam uma fachada para o acesso dos serviços do GD 
e, basicamente, mapeiam em cada método um caso de uso. A figura 4.5 ilustra a interface desta fachada 
na definição da classe GD que é justamente a classe codificada como um componente de negócio J2EE. 
 Os serviços específicos do GD são codificados como classes puramente Java e representam 
estruturas de dados gerenciadas pelo GD. Estes serviços estão disponíveis na forma de objetos com 
interface RMI (seção 2.3.2): 
 Diretório de Instâncias: Este diretório controla o conjunto de instâncias de Xchart em 
execução no ambiente Xchart. Quando uma instância é criada, o Servidor Xchart a registra no 
diretório. Instâncias podem executar em qualquer máquina dispersa pelo ambiente distribuído e 
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sua execução está associada a um Servidor Xchart. O diretório não permite que instâncias de 
mesmo nome sejam registradas e retorna uma exceção quando isto ocorre. O diretório de 
instâncias também é responsável por armazenar a informação relacionada com os estados ativos 
de uma instância. Esta decisão de projeto foi tomada para permitir que a recuperação dos 
estados de uma instância se tornasse mais eficiente no sistema de execução. 
 Repositório de Variáveis Globais: O repositório de variáveis globais controla o acesso 
concorrente a estes recursos garantindo uma visão consistente dos valores. Este repositório 
implementa um gerenciador de locks com operações de leitura e escrita. Instâncias solicitantes 
de operações conflitantes com outras instâncias que estejam com o recurso alocado são 
colocadas em filas de locks com a garantia de que em algum tempo finito serão atendidas. A 
política de alocação das variáveis utilizada é o Conservative Two-Phase Locking (seção 2.2.4), 
o que, portanto, faz com que instâncias obtenham todos os recursos de uma só vez, mas, por 
outro lado, evita o tratamento de falhas e cancelamento por deadlock. A codificação deste 
componente exige cuidados especiais quanto à sincronização e programação concorrente de 
suas funcionalidades. 
 Repositório de Portas: O repositório de portas controla a execução de atividades em portas 
globais do sistema. Atividades são depositadas em portas como resultado de reação de 
instâncias. Clientes recuperam estas atividades das portas para disparar alguma operação da 
camada de aplicação. Estas operações sobre portas são gerenciadas pelo repositório de portas 
que permite às instâncias e aos clientes remotos acessarem estes recursos. É feito controle de 
concorrência no acesso a estes recursos. 
 Repositório de Sistemas descritos em Xchart: O repositório de Sistemas descritos em Xchart 
(SDX) é responsável por armazenar especificações de sistemas descritos na linguagem Xchart. 
O repositório distribui estas informações para os demais componentes do ambiente de execução 
Xchart. As especificações são carregadas a partir de descrições SDX disponíveis no formato 
XML e, portanto, este componente é codificado com a interface de programação JAXP (Java 
para processamento de XML, seção 2.3.4.2). No presente trabalho, apenas um sistema descrito 
em Xchart é carregado por vez. 
 
COMPILADOR TEXCHART 
O Compilador TeXchart, em sua versão Pégaso do ano de 1997, é fruto dos trabalhos realizados em [8]. 
Esta versão do compilador codificada na linguagem C foi uma das primeiras ferramentas do ambiente 
Xchart. Na fase de experimentação do Núcleo Reativo da mesma versão Pégaso, este compilador 
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TeXchart gerava estruturas de dados para descrições SDX em alguns formatos que o Núcleo Reativo 
era capaz de executar. Estes formatos estão disponíveis na linguagem C, C++, Java e mais um formato 
particular do projeto chamado de FSDX (Formato de Sistema descrito em Xchart). 
O atual trabalho de desenvolvimento do GD introduziu a esta lista mais um formato, que se 
baseia no uso de XML, para representar os dados de especificações de sistemas em Xchart. Desta 
forma, o código do compilador foi alterado para contemplar a geração de saída também no formato 
XML. A conversão TeXchart para XML é análoga ao mapeamento já feito para os outros formatos de 
saída do compilador. Os elementos (tags) XML utilizados neste formato para delimitar os campos das 
estruturas de dados de um SDX têm nomenclatura equivalente à utilizada na definição da Estrutura de 
Dados do Servidor Xchart [7] com o intuito de facilitar a depuração e mapeamento das informações. 
Como exemplo, segue um trecho de saída XML gerada pelo compilador que define uma transição na 
estrutura de dados de um SDX. 
 ... 
 // Trecho de arquivo de saída XML gerado pelo compilador TeXchart 
<tipo_transicao> 
  <evento>    1</evento> 
  <condicao>    1</condicao> 
  <acao>    2</acao> 
  <tipo>    2</tipo> 
  <acmp>    0</acmp> 
  <prioridade>    0</prioridade> 
  <iniOrig>    2</iniOrig> 
  <fimOrig>    2</fimOrig> 
  <iniDest>    2</iniDest> 
  <fimDest>    2</fimDest> 
  <proxCand></proxCand> 
  <status>   -1</status> 
</tipo_transicao> 
 ... 
 
NÚCLEO REATIVO 
Os trabalhos realizados em [7] resultaram em um protótipo do Núcleo Reativo disponível nas 
linguagens C, C++ e Java. Este protótipo faz parte do conjunto de ferramentas da chamada versão 
Pégaso do ambiente Xchart. Durante o seu ciclo de desenvolvimento, este Núcleo Reativo executou 
instâncias com sucesso em uma grande variedade de cenários de teste, o que comprova a sua cobertura 
da semântica formal da linguagem Xchart. 
  Para o presente trabalho, este Núcleo Reativo foi estendido com funcionalidade para tratamento 
de reação para instâncias remotas (exemplo: broadcast ou multicast de estímulos externos) e, também, 
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a adequação de sua estrutura de dados para a execução de múltiplas instâncias em conjunto com o 
Coordenador, já que este código não estava disponível na versão Pégaso. Outra funcionalidade 
adicionada ao Núcleo Reativo com importância para implementar o algoritmo de Conservative Two-
Phase Locking foi o de retornar a lista de variáveis globais para leitura e escrita necessárias à execução 
de uma instância, dado um conjunto de estímulos externos em sua fila de entrada. Todo este trabalho de 
codificação foi feito com o código em Java do núcleo.  
 
COORDENADOR 
Um protótipo do Coordenador foi desenvolvido neste trabalho, formando com o Núcleo Reativo uma 
versão completa do Servidor Xchart para testes do Gerente de Distribuição. O Coordenador é o 
componente do SX responsável por escalonar a execução de instâncias e acionar o GD quando recursos 
remotos ou globais forem necessários para esta execução. 
O Coordenador foi codificado na linguagem Java e suas funcionalidades básicas foram 
implementadas para a realização dos testes do GD. Por funcionalidades básicas, entende-se o 
gerenciamento da execução local de um conjunto de instâncias e a interface com o GD para operações 
remotas. Apesar de especificado que a carga de especificações de sistemas descritos em Xchart seria 
realizada através de requisições ao GD, neste protótipo o Coordenador também é capaz de carregar 
especificações diretamente no formato XML utilizando a tecnologia JAXP.   Algumas funcionalidades 
específicas do Coordenador previstas na tecnologia Xchart como a geração de eventos temporais, 
controle do relógio e o gerenciamento de portas locais não foram cobertas por esta implementação. O 
objetivo deste protótipo do Coordenador foi experimentar aspectos mais simples da execução de 
instâncias com foco na execução distribuída e no papel do GD. 
 Os componentes do Servidor Xchart, Coordenador e NR, são empacotados para execução na 
camada de cliente. Quando o sistema de execução prevê a execução de instâncias distribuídas, ou seja, 
o SX executa em conjunto com o GD, Coordenador e NR são embutidos em componentes J2EE e sua 
execução ocorre no container de cliente. Como a IPX não é codificada neste presente trabalho, os 
clientes Xchart codificados para testes devem acessar diretamente a interface do Coordenador para 
requisitar operações do sistema Xchart. Pode-se assim dizer que parte da funcionalidade tida como da 
IPX foi incorporada pelo protótipo do Coordenador. 
 
Como visto, várias ferramentas do ambiente Xchart sofreram modificações face ao trabalho de 
desenvolvimento do GD. Esta nova versão do conjunto de ferramentas do ambiente Xchart, que tem 
como característica principal a presença do GD incorporado ao núcleo de execução do sistema, é 
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denominada de versão Fênix (ano 2005), uma alusão ao nome da ave presente em algumas mitologias, 
dentre elas a grega, que renascia das cinzas toda vez que parecia ter chegado ao fim, representando a 
imortalidade e ressurreição. A versão inicial da tecnologia Xchart datada de 1997 é chamada de Pégaso 
por caracterizar a preocupação dos projetistas quanto ao desempenho da plataforma Xchart. Pégaso é 
outra personagem presente da mitologia grega e representa um cavalo alado que tão logo ocorrido o seu 
nascimento, conduziu um raio para Zeus no Olimpo. 
 
4.3.2 Testes 
 
Os testes realizados na plataforma e especialmente no componente GD não seguiram uma metodologia 
específica e, até certo ponto, utilizaram o bom senso e intuição para cobrir as situações de 
funcionamento. Foram feitos alguns testes de unidade para os componentes (classes), no intuito de 
verificar a sua funcionalidade mais básica, e testes de integração e sistema com todos os componentes 
do ambiente e ferramentas para testar se os elementos cooperam conforme o especificado. 
Estes testes de integração de sistema foram conduzidos com o uso vários de exemplos de 
especificações de sistemas descritos em Xchart.  Cada especificação utilizada tratava de um assunto 
específico da semântica de Xchart. Foram testados aspectos de execução local de instâncias, mas 
principalmente a execução distribuída de múltiplas instâncias nas mais diversas configurações. Uma 
mesma especificação de sistema descrito em Xchart pode ser configurada de diversas formas, 
distribuindo a execução de instâncias e recursos em máquinas diferentes para avaliar o resultado. A 
realização de testes em um sistema distribuído é mais complexa do que em um sistema local. A 
depuração e preparo dos cenários é mais difícil e elaborada. 
 Com o uso da linguagem Java e da plataforma J2EE, foi possível realizar testes do ambiente em 
diferentes sistemas operacionais como Windows 2000, Windows XP2, Red Hat Linux3 e Sola ris4 (RISC 
e x86) inclusive de forma heterogênea, mesclando estas plataformas. Os testes até então realizados 
utilizaram três máquinas distintas conectadas através de uma rede local de computadores. 
 Dentre os exemplos utilizados para validação do ambiente, está o exemplo de sistema reativo 
executado de forma distribuída, que é o assunto apresentado na seção seguinte: um relógio multi-
alarme com funcionalidades distribuídas.  
81                                                 
2
 A família de sistemas operacionais Windows é uma marca registrada da Microsoft Inc. 
3
 Red Hat  é uma marca registrada da Red Hat Inc. 
4
 Solaris é uma marca registrada da Sun Microsystems Inc. 
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Capítulo 5 
 
Sistemas Reativos Distribuídos: Exemplos 
 
O capítulo anterior apresentou o desenvolvimento do Gerente de Distribuição do ambiente Xchart, 
detalhando as fases de análise e projeto deste componente. Este capítulo ilustra o uso da tecnologia 
Xchart e, especialmente, o papel do Gerente de Distribuição na especificação e execução de sistemas 
reativos distribuídos. Para facilitar o entendimento dos recursos providos pelo Gerente de Distribuição 
durante a execução distribuída de instâncias de Xchart, a apresentação da tecnologia Xchart é feita de 
forma mais pragmática com a discussão de um exemplo real de sistema reativo.  
A mesma estratégia de apresentação através de exemplos foi utilizada na divulgação deste 
trabalho, realizada em [55], com a especificação do diálogo da versão distribuída de um jogo bem 
comum: o Jogo da Velha. O referido artigo abordou a tecnologia Xchart como uma alternativa para o 
desenvolvimento de interfaces de usuário distribuídas. No presente texto, nota-se a vocação mais ampla 
de Xchart para o domínio de sistemas reativos complexos e, portanto, a escolha do exemplo central 
deste capítulo considera este fato.  
 
5.1 Sistemas Reativos: um exemplo clássico 
 
Antes de partir para o cenário com execução distribuída de sistemas reativos, é interessante introduzir o 
assunto em um ambiente convencional e de execução centralizada. O conceito de Sistemas Reativos foi 
sucintamente definido na seção 2.1 deste texto e mostra tais sistemas, diferentemente dos sistemas 
transformantes, reagem continuamente a estímulos internos ou externos, alterando o seu estado interno.  
Estes sistemas podem ser encontrados, por exemplo, em sistemas telefônicos, redes de computadores, 
interfaces de usuário e qualquer outro sistema que tenha um componente de controle. 
O artigo de David Harel, apresentado em [1], é um estudo clássico na área de sistemas reativos.   
Este estudo apresenta a proposta Statecharts como alternativa para a especificação e projeto de 
sistemas reativos complexos, estendendo e melhorando a metolodogia convencional com diagramas de 
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transições de estados utilizada nesta tarefa. Este trabalho é um marco na literatura de software e 
sistemas reativos e serve de referência para vários outros trabalhos, inclusive a tecnologia Xchart.   
O conceito de Statecharts é apresentado no trabalho de Harel com o apoio de um exemplo de 
sistema reativo que se tornou tão famoso quanto o estudo em si: O relógio Citizen Quartz Multi-Alarm 
III. O sucesso do exemplo é em parte devido ao fato de que este é suficientemente simples para ser 
entendido pelo leitor e, ao mesmo tempo, relativamente complexo para ilustrar as vantagens e 
características de Statecharts. Este objetivo é perseguido na escolha do exemplo do atual trabalho. 
O relógio de pulso do exemplo tem uma área central de visualização com mais outras quatro 
áreas menores, um alarme sonoro de dois tons e quatro botões de controle. O relógio apresenta a hora 
nos modos AM/PM ou militar e a data com informações do dia do mês, mês e dia da semana. Outras 
funcionalidades previstas no relógio são a luz de iluminação, o alerta sonoro quando a hora é exata, 
dois alarmes independentes, um cronômetro com controle de volta e precisão de centésimos de 
segundo, um indicador de bateria fraca, e um alarme sonoro de teste. Os eventos externos que disparam 
as operações do relógio são gerados pelo pressionamento e liberação dos quatro botões de controle 
indicados pelas letras a, b, c e d. A figura 5.1 ilustra o comportamento do relógio multi-alarme descrito 
em diagrama Statecharts com estados de primeiro nível.   
 
 
[Figura 5.1] Diagrama Statecharts do relógio multi-alarme. 
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Uma descrição mais completa dos diagramas que descrevem o exemplo é encontrada em [1]. Esta 
especificação captura o controle de um relógio de pulso que, por sua natureza, é um sistema reativo 
com execução de controle centralizada. A especificação do comportamento deste relógio apresenta 
elementos com execução concorrente (estados ortogonais) como visto no diagrama da figura 5.1, 
porém esta concorrência existe sob um mesmo processador. A notação Statecharts expressa a 
concorrência de estados através de linha tracejada utilizada na separação de borda dos estados. No 
exemplo da figura 5.1, os estados main, alarm1-status, alarm2-status, chime-status e light são estados 
ortogonais ou também denominados estados concorrentes. Existem outros pontos de concorrência local 
encontrados na especificação que não estão ilustrados nesta figura. 
 O desenvolvimento de Sistemas Reativos Complexos apresenta problemas com a ausência de 
ferramentas e métodos que eficientemente capturem o seu comportamento e o mapeiem para a fase de 
implementação [56], fato este que motivou a proposta Statecharts. A introdução de distribuição como 
característica de sistemas reativos torna esta tarefa ainda mais difícil. 
  
5.2 Sistemas Reativos Distribuídos 
 
Sistemas reativos distribuídos são ainda mais difíceis de desenvolver se comparado com 
sistemas reativos com execução centralizada em único processador [57]. Existe um nicho de sistemas 
reativos que pode ser decomposto para execução em mais de um processador, ou seja, sub-sistemas 
reativos que executam de forma distribuída por diferentes máquinas conectadas através de uma rede de 
computadores. Os sub-sistemas reativos que compõem o Sistema Reativo Distribuído podem cooperar 
ou competir por recursos durante a sua execução (reação).  
 A tecnologia Xchart oferece recursos que a credenciam para o desenvolvimento de sistemas 
reativos distribuídos. Estes recursos estão presentes na semântica formal da linguagem Xchart na forma 
de elementos especiais da linguagem e o conceito de instância, além de um conjunto de ferramentas 
que apóiam a execução distribuída de controle. As instâncias com controle definido em termos de 
descrições feitas em Xchart podem estar potencialmente distribuídas sobre nós da rede. A questão 
relativa ao fato destas instâncias estarem ou não distribuídas em tempo de execução deve ser totalmente 
transparente ao projetista de sistemas no ambiente Xchart. Para poder prover este tipo de transparência, 
o Sistema de Execução do ambiente Xchart depende dos serviços do Gerente de Distribuição, como 
visto outras vezes neste texto. 
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 Para facilitar o entendimento destas vantagens que diferenciam a proposta Xchart sobre 
algumas outras propostas, a próxima seção irá tratar de um exemplo de sistema reativo distribuído 
especificado na linguagem Xchart. 
 
5.3 Relógio Multi-Alarme Distribuído 
 
O sistema escolhido para exemplo das funcionalidades do Gerente de Distribuição e de seu papel na 
tecnologia Xchart é a versão distribuída do mesmo relógio multi-alarme utilizada no trabalho de Harel 
[1]. A escolha deste exemplo foi feita para permitir uma melhor comparação entre as propostas 
Statecharts e Xchart e por se tratar de um típico exemplo de sistema reativo já discutido em estudo de 
grande relevância da área. O comportamento de um relógio de pulso multi-alarme não é um conceito 
novo, exigindo um pequeno esforço de compreensão e liberando o foco do estudo para as 
características de Xchart. 
Um relógio de pulso multi-alarme funcionando de forma distribuída pode não fazer sentido no 
mundo real, uma vez que o relógio de pulso é um objeto de uso pessoal manipulado por um único 
usuário. Contudo, uma suposta e fictícia versão distribuída deste relógio oferece um exemplo poderoso 
para ilustrar a distribuição de um sistema reativo por diferentes lugares (máquinas) e para diferentes 
usuários. O relógio distribuído teria suas funcionalidades e controle dispersos por diferentes máquinas, 
como, o cronômetro executando em uma máquina distinta da dos alarmes que, por sua vez, poderiam 
executar em máquinas distintas entre si (alarme 1 em máquina diferente do alarme 2). O controle de 
bateria e a luz de iluminação poderiam igualmente executar em processadores distintos. Todas estas 
máquinas envolvidas estariam interligadas através de uma rede de computadores. 
 
5.3.1 A Decomposição do Exemplo Original 
 
A decomposição do comportamento do relógio multi-alarme feita neste trabalho seguiu uma 
linha bem natural de forma a não descaracterizar a especificação e organização do exemplo 
centralizado. Os estados da especificação original em Statecharts que já apresentam concorrência entre 
si, como pode ser visto na figura 5.2, são os candidatos naturais à execução distribuída. Esta é apenas 
uma sugestão de decomposição do comportamento do relógio já que outras alternativas poderiam ser 
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consideradas, porém acredita-se que esta é a forma mais simples e intuitiva de distribuir o controle 
deste sistema reativo.  
 
 
[Figura 5.2] Estados ortogonais (Statecharts) do exemplo candidatos à distribuição 
 
A tecnologia Xchart implementa a distribuição de sistemas reativos com o conceito de 
instâncias. Os estados ortogonais candidatos à distribuição na versão distribuída do relógio deverão ser 
especificados na forma de diagramas de Xchart o que permite a criação de instâncias destes em tempo 
de execução. A figura 5.3 mostra o mapeamento destes estados ortogonais do relógio na forma de 
diagramas Xchart organizados em um SDX (Sistema descrito em Xchart). Os nomes dos estados e 
elementos dos diagramas originais (Statecharts) serão mantidos nos atuais (Xchart) para facilitar a 
comparação das especificações. 
 
 
[Figura 5.3] Organização de sistema descrito em Xchart para o relógio multi-alarme distribuído. 
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Cada Xchart da especificação possui uma transição final. A transição final é responsável pelo 
término da execução de uma instância e a torna inativa. Veja que a transição final em Xchart tem como 
destino um estado fictício (→●). 
O SDX do relógio multi-alarme esboçado na figura 5.3 não contempla a parte da especificação 
original que prevê a troca da bateria do relógio (estado dead e suas transições). Para tornar o exemplo 
um pouco mais simples ao propósito deste trabalho, na ocasião do evento de término da bateria do 
relógio, todos os demais controles (Xcharts) do mesmo serão finalizados e manter-se-ão inativos. 
Caberá ao administrador do sistema reiniciar o relógio multi-alarme, disparando novamente a execução 
das instâncias no sistema Xchart.  
  
5.3.2 Especificação Xchart do Relógio Multi-Alarme Distribuído 
 
Esta seção apresenta a descrição completa dos diagramas Xchart do relógio multi-alarme distribuído. O 
SDX do relógio multi-alarme é composto por 6 descrições de Xcharts e de elementos comuns às 
descrições, como as variáveis de controle globais e a hierarquia de tipos de eventos primitivos. Outros 
elementos da linguagem Xchart comuns entre descrições Xchart de um SDX, que não estão presentes 
neste exemplo, são portas e atividades. Portas e atividades são especialmente importantes na 
comunicação do subsistema reativo com a componente de aplicação. A reação de uma instância pode 
determinar que uma função da aplicação seja executada, e isto é feito através do depósito de atividades 
em portas. 
 
VARIÁVEIS DE CONTROLE GLOBAIS 
O exemplo do relógio foi modelado em Xchart com apenas uma única variável de controle global 
(b_up). Variáveis podem ser do tipo lógico ou numérico e b_up, em nosso caso, é uma variável lógica, 
pois armazena somente os valores TRUE ou FALSE (verdadeiro ou falso).  
 Variáveis de controle globais são compartilhadas por todas as instâncias do sistema de 
execução. Se uma instância altera o valor de uma variável global, esta alteração será visível para todas 
as demais instâncias em execução. Estas variáveis são úteis para realizar sincronismo e comunicação 
entre instâncias. Xchart prevê, também, a existência de variáveis de controle locais que não são 
compartilhadas entre instâncias. Estas variáveis locais são visíveis apenas no escopo de execução de 
uma única instância. O Gerente de Distribuição mantém o repositório de variáveis de controle globais.  
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EVENTOS PRIMITIVOS 
Os tipos de eventos primitivos de um SDX são organizados em uma hierarquia.  
A hierarquia de tipos de eventos primitivos do exemplo é bem simples e tem apenas um nível 
hierárquico com o tipo de evento primitivo EVENT na raiz. Os demais tipos de eventos da 
especificação estão todos no segundo nível com destaque especial para os eventos relacionados com o 
pressionamento e liberação dos botões: a, b, c e d. Outro evento de importância na especificação é o 
evento battery_died que representa o fim da bateria do relógio e provoca a desativação de todos os 
componentes (instâncias). 
  
DIAGRAMAS XCHART 
Os seis diagramas Xchart da especificação do relógio multi-alarme são apresentados nas próximas 
figuras. O mapeamento do exemplo original de Statecharts para Xchart exige pequenas alterações, mas 
em linhas gerais o controle é muito equivalente. A figura 5.4 ilustra o diagrama mais complexo da 
especificação: o Xchart main. Este Xchart é responsável por descrever os controles básicos do relógio 
relacionados com a programação de hora, data, alarmes e cronômetro.  
 
 
[Figura 5.4] Xchart main 
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 O Xchart main contém duas regras que alteram o valor da variável global b_up. Uma regra (r0) 
torna a variável verdadeira quando o botão b é liberado e a outra regra (r1) muda o valor da variável 
global b_up para falso quando o botão b é pressionado. Regras são elementos exclusivos da linguagem 
Xchart.  
A transição final do Xchart main é habilitada com a ocorrência do evento battery_died. As 
demais transições entre os estados display e alarms-beep são fiéis ao especificado no exemplo original. 
Apenas é feito um mapeamento de Statecharts para Xchart com a adição do evento temporal after(30s) 
para indicar o decurso de 30 segundos no estado alarms-beep e do evento composto a ou b ou c ou d 
para cobrir o pressionamento de qualquer botão do relógio.  
Para controlar o volume de detalhes no diagrama da figura 5.4, o estado displays é apresentado 
de forma parcial (notação ▲ e ▼). A figura 5.5 apresenta o estado interno display do Xchart main com 
um maior nível de detalhes. 
 
 
[Figura 5.5] Estado displays do Xchart main 
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  Uma mudança relevante deste diagrama provocada pelo mapeamento Statecharts para Xchart é 
observado nos símbolos de história. Símbolos de história existem tanto em Statecharts como Xchart, 
porém nesta última não é permitido que símbolo de história seja destino de transições iniciais. Além 
deste ajuste na especificação, várias transições iniciais são adicionadas aos estados exclusivos e alguns 
eventos temporais (after) são utilizados para expressar gatilhos de algumas transições. 
A figura 5.6 apresenta mais dois diagramas Xchart da especificação: o Xchart alarm1-status e o 
Xchart alarm2-status. Estes dois diagramas são muito semelhantes, e o primeiro descreve o controle do 
visor do alarme um (alarm1) e o outro, de forma simétrica, o controle do visor do segundo alarme 
(alarm2). O sincronismo destes diagramas é feito com o uso de evento gerado por ativação de estado 
en(estado, instância) previsto na linguagem Xchart. Esta escolha pelo evento en é necessária por se 
tratar de uma descrição potencialmente distribuída. Os gatilhos das transições do exemplo original em 
Statecharts baseiam-se no evento d (pressionamento do botão d do relógio) e, como este exemplo 
especifica controle centralizado, a ocorrência deste evento será visível para todos os estados do 
diagrama (Figura 5.1). O mesmo não pode se dizer para a versão distribuída, já que o evento d pode 
ocorrer para a instância do Xchart main e não ser visível para as demais instâncias.  A maneira segura 
de sincronizar estas instâncias é relacionando a ativação/desativação dos seus estados.  
 
 
[Figura 5.6] Xchart alarm1-status e Xchart alarm2-status 
 
 A figura 5.7 ilustra outros dois Xcharts da especificação: o Xchart chime-status e o Xchart light. 
O diagrama Xchart chime-status é responsável por capturar o controle do visor da função de alerta 
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sonoro para quando a hora do relógio estiver exata. Este diagrama tem uma construção semelhante às 
dos Xcharts alarm1-status e alarm2-status. Já o Xchart light, apesar de bem simples, faz uso de um 
recurso para sincronismo de instâncias muito importante: variável de controle global.  Este Xchart é 
utilizado para controlar a iluminação do visor do relógio. A mesma análise para a visibilidade do 
evento correspondente ao pressionamento ou liberação do botão b aplica-se neste caso, pois estes 
eventos ocorrendo na instância do Xchart main não são garantia de ocorrência para as demais 
instâncias da versão distribuída do relógio. A conversão Statecharts para Xchart deste diagrama sugere 
a modificação dos gatilhos originais das transições baseados no botão b para evento que teste a 
mudança da variável de controle global b_up. Este sincronismo é feito com os eventos associados à 
condição disponíveis na linguagem Xchart tr(expressão lógica) e fs(expressão lógica). 
 
 
[Figura 5.7] Xchart chime-status e Xchart light 
 
O último diagrama Xchart que completa a especificação do relógio multi-alarme é o Xchart 
power. Este diagrama controla o nível de carga da bateria do relógio e permite indicar no visor esta 
situação. Outra função importante deste diagrama é a propagação do estímulo indicando o fim da 
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bateria para todos as instâncias através da ação raise(evento, ALL). Este tipo de ação prevista na 
linguagem Xchart é uma variante do comando raise que realiza o broadcast de um evento primitivo 
para todas as instâncias do sistema. A figura 5.8 ilustra esta descrição do Xchart power. 
 
 
[Figura 5.8] Xchart power 
 
  
5.3.3 Execução Distribuída do Relógio Multi-Alarme 
 
Cada diagrama Xchart da especificação do Relógio Multi-Alarme pode ser animado na forma de 
instâncias. Estas instâncias reagem a estímulos externos ou internos e produzem o controle do relógio. 
Instâncias de Xchart são criadas pelos clientes através da IPX (seção 3.3.2.4). Para ilustrar a execução 
distribuída do controle do relógio, a figura 5.9 ilustra um possível cenário com a distribuição de 
clientes e instâncias de Xchart criadas a partir da especificação do relógio por diversas máquinas 
conectadas por uma rede de computadores.  
A figura 5.9 também destaca a localização dos componentes do Sistema de Execução Xchart (SX 
e GD) nas máquinas do ambiente. O Gerente de Distribuição (GD) é decomposto em sub-componentes 
que executam dispersos por suas respectivas camadas: Camada de Cliente (interface do GD), Camada 
Lógica (Servidor J2EE e componentes de negócio do GD) e Camada de Serviços (Serviços do GD). 
O cenário proposto na figura é apenas uma sugestão, já que as instâncias podem ser criadas em 
diferentes configurações. A configuração da figura prevê a criação de duas instâncias no Computador 1 
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(instâncias de main e power), duas instâncias no Computador 2 (instâncias de alarm1-status e chime-
status) e outras duas instâncias no Computador 3 (instância de alarm2-status e light). 
 
 
[Figura 5.9] Execução Distribuída do Relógio multi-alarme 
   
O Servidor Xchart (SX) de cada computador é responsável pela execução das instâncias locais. 
Quando instâncias solicitam recursos globais ou remotos ao seu Servidor Xchart, este delega ao 
Gerente de Distribuição a responsabilidade por obter tais recursos ou disparar serviços necessários a 
execução das instâncias. Algumas destas situações são apresentadas na seqüência com base na 
configuração da figura 5.9 e nos diagramas Xchart do exemplo especificados na seção 5.3.2. 
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ENTREGAR ESTÍMULOS EXTERNOS PARA INSTÂNCIAS REMOTAS 
A reação de uma instância pode provocar a propagação de estímulos externos para outras instâncias do 
sistema. No exemplo do relógio multi-alarme, a instância do Xchart power (figura 5.8) pode receber o 
evento de término da bateria (weak battery dies). Este tipo de evento é gerado por um cliente que 
solicita ao SX, via IPX, que deposite estímulo na fila de entrada da instância. A instância do Xchart 
power inicia a execução e com base no estímulo externo habilita a sua transição final. Com o estado 
blink ativo, a transição final é executada. A execução desta transição, além de finalizar a instância, irá 
disparar a ação correspondente raise(battery_died, ALL). Esta ação é resultado de reação da instância 
e implica na geração de um evento primitivo visível em todas as instâncias do sistema.  
O SX (coordenador) trata a reação da instância, mas como esta ação exige interação com 
instâncias remotas, o SX delega ao GD a função de entrega do evento primitivo battery_died para 
todas as instâncias. O SX aciona o GD pela sua interface remota. O GD recebe a solicitação e cria uma 
mensagem para todos os Servidores Xchart registrados no sistema contendo um estímulo externo do 
tipo evento primitivo. O GD, então, envia esta mensagem na forma de um broadcast através do Serviço 
de Mensagens (J2EE). Os Servidores Xchart remotos (Computador 1, 2 e 3) recebem a mensagem de 
forma assíncrona e encaminham estímulos externos para as filas de entrada de cada instância que 
gerenciam localmente. O resultado é todas as instâncias do sistema tratarem estímulo e finalizarem com 
a execução de suas respectivas transições finais.  
 
MUDANÇA NO VALOR DE VARIÁVEL DE CONTROLE GLOBAL 
A mudança no valor de uma variável de controle global pode gerar estímulos externos e impactar o 
comportamento de uma instância remota. O exemplo do relógio multi-alarme apresenta uma situação 
onde isto ocorre. A instância do Xchart main (figura 5.4) contém duas regras que são executadas 
conforme o pressionamento e liberação do botão b do relógio. Quando o botão b é pressionado, o 
evento equivalente é entregue à instância e uma destas regras (r1) atribui o valor falso (FALSE) a 
variável lógica b_up. O contrário ocorre quando o botão b é liberado, pois a outra regra (r0) atribui o 
valor verdadeiro (TRUE) para a variável b_up. Em ambos os casos, o valor da variável é alterado e, por 
força disto, o Núcleo Reativo percorre a lista de dependências da variável para verificar se existe a 
necessidade de propagar estímulo para outras instâncias.  
Na especificação do relógio multi-alarme, o Xchart light (figura 5.7) é descrito em função da 
variável b_up já que faz uso dos eventos fs(b_up) e tr(b_up). Portanto, em tempo de compilação é 
registrada na estrutura de dados do SDX a dependência de instâncias do Xchart light a alterações da 
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variável global b_up. Desta forma, o NR, ao examinar lista de dependências da variável b_up durante 
a execução de instância do Xchart main, irá perceber entrada na estrutura de dados indicando que deve 
acumular reação com estímulo externo para instâncias do Xchart light. Estes estímulos externos 
armazenam notificação sobre a mudança da variável global b_up. 
O SX ao tratar reação de instância no final do passo, irá delegar ao GD a tarefa de entregar o 
estímulo externo com notificação de mudança de variável para todas as instâncias do Xchart light. O 
GD cria mensagem contendo informações do estímulo externo e realiza um multicast desta para as 
instâncias do Xchart light através do Serviço de Entrega de Mensagens (JMS/J2EE). O multicast de 
uma mensagem é feito na forma de broadcast para Servidores Xchart que por sua vez, se 
responsabilizam por filtrar os estímulos entregando somente para as instâncias locais do Xchart light. 
Em nosso caso, o SX do Computador 3 irá entregar estímulo na fila de entrada da única instância do 
Xchart light presente na máquina, enquanto o SX do Computador 2 irá descartar estímulo por não ter 
instâncias locais de interesse. 
 
ALTERAÇÃO DE ESTADO ESTIMULA INSTÂNCIAS REMOTAS 
A simples ativação ou desativação de um estado de uma instância pode propagar estímulos para outras 
instâncias do sistema. Mais uma vez, o exemplo do relógio multi-alarme apresenta algumas destas 
situações. Um destes casos ocorre, por exemplo, quando a instância do Xchart main (figura 5.5), 
durante a sua execução, ativa o estado on (estado filho de alarm1). O NR, ao determinar a ativação do 
estado on, varre a estrutura de dependências deste estado para verificar se existe um grupo de 
instâncias que precisa ser informado a respeito desta ativação.  
O Xchart alarm1-status presente na especificação do relógio multi-alarme (figura 5.6) 
sincroniza o seu estado interno com base na ativação e desativação de alguns estados de uma instância 
específica do Xchart main. Esta relação é dada pelo gatilho de algumas de suas transições, cujos 
eventos são gerados pela ativação ou desativação de estados. O evento en(alarm1.on, inst_main) 
ocorre quando o estado on (alarm1) é ativado na instância registrada com o nome inst_main. O 
mesmo raciocínio se aplica para o evento en(alarm1.off, inst_main) relacionado com o estado off. 
Esta descrição faz com que, durante a compilação da especificação, sejam criados registros na estrutura 
de dados do SDX para informar a dependência de instâncias do Xchart alarm1-status quanto à ativação 
ou à desativação respectivamente dos estados on e off em uma instância de nome inst_main. 
De volta a execução da instância do Xchart main, o NR encontra na lista de dependências do 
estado on uma entrada para Xchart alarm1-status. O NR verifica se o nome da instância em execução é 
inst_main conforme informação de dependência encontrada e, se positivo, acumula reação para 
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entrega de estímulos notificando a ocorrência de ativação de estado on para todas as instâncias de 
Xchart alarm1-status. Ao final de execução do passo, SX trata esta reação e solicita ao GD que 
entregue estímulo para o grupo de instâncias deste Xchart. O GD cria mensagem descrevendo este 
estímulo externo e o sinaliza através do Serviço de Mensagens na forma de um multicast para 
instâncias do Xchart alarm1-status. A figura 5.9 mostra que a única instância do Xchart alarm1-status 
se encontra em execução no Computador 2. O estímulo é colocado na fila de entrada desta instância 
através do SX local. 
 
5.4 Um exemplo adicional de Sistema Reativo Distribuído 
 
Existe uma característica importante no contexto de execução distribuída de sistemas reativos em 
Xchart que será melhor ilustrado por um outro exemplo. O cenário em questão é o controle de 
concorrência no acesso as variáveis de controle globais do sistema. Um dos requisitos da fase de 
análise é a manutenção da consistência dos valores destes recursos compartilhados a fim de garantir 
uma execução semanticamente correta de instâncias de Xchart. O problema de acesso concorrente a 
recursos compartilhados foi discutido na seção 2.2.3 e, dentre as soluções típicas apresentadas, uma 
será empregada no presente trabalho: o algoritmo Conservative Two-Phase Locking. 
 A figura 5.10 ilustra o problema de concorrência no acesso a variáveis de controle globais em 
uma especificação bem simples descrita em Xchart. Este SDX tem dois Xcharts (depósito e saque) e 
uma variável de controle global do tipo numérica (x). O Xchart depósito altera o valor da variável x 
conforme regra descrita no seu estado raiz. A cada ocorrência do evento primitivo d, a ação associada à 
regra adiciona 10 ao valor da variável (x := x + 10;). Estrutura semelhante tem o Xchart saque com 
uma regra em seu estado raiz que altera o valor da variável x da especificação. Esta regra tem uma ação 
que subtrai 5 do valor da variável (x := x – 5;) e é executada com a ocorrência do evento primitivo s. 
 
[Figura 5.10] Especificação em Xchart que ilustra o acesso concorrente a variáveis globais 
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Instâncias criadas a partir dos Xcharts depósito e saque podem executar concorrentemente e 
em diferentes máquinas. Quando o valor de uma variável de controle global é alterado por uma 
instância, o seu novo valor deve estar disponível para todas as outras instâncias do sistema. Considere 
como exemplo a execução concorrente de duas instâncias de Xchart: uma instância do Xchart depósito 
e outra instância do Xchart saque executando em máquinas distintas. 
 A ação de atribuição a uma variável global da forma ilustrada nas regras de Xchart da figura 
5.10 (por exemplo, x := x + 10), implica duas operações: a leitura do valor da variável e a escrita de 
novo valor na variável. Uma situação em que houvesse a execução concorrente das instâncias 
mencionadas com a ocorrência simultânea dos eventos d e s e em que não existisse um controle no 
acesso das variáveis do sistema, poderia levar à seguinte intercalação das operações de leitura e escrita 
sobre a variável global x. 
 
depósito saque 
Leitura de x x = 100   
  
Leitura de x   x = 100 
  
Ação x : = x – 5; x = 100 – 5 = 95 
Ação x : = x + 10; x = 100 + 10 =110   
Escrita de x  x = 110   
  
Escrita de x x = 95 
 
 Nota-se facilmente que o valor final da variável x ao final das reações destas instâncias deveria 
ser 105, o mesmo resultado obtido com a execução serial das ações x := x + 10 e x := x– 5. Contudo, a 
execução concorrente destas instâncias sem o devido controle pode levar a variável a ter um valor 
inconsistente como visto na seqüência acima (valor final de x igual a 95), o que contraria a semântica 
formal de Xchart. O Gerente de Distribuição oferece mecanismo de controle de concorrência para que 
instâncias possam executar de forma concorrente e distribuída mantendo a consistência no valor das 
variáveis globais.  
 Segundo a semântica formal de Xchart definida em [3], dado um conjunto de instâncias de 
Xchart em execução, somente uma instância reage a um estímulo externo por vez. Isto implica que a 
granularidade de concorrência entre instâncias é dada por um passo, ou seja, em um determinado 
instante, uma única instância seria encontrada executando um passo. O efeito prático desta definição é 
o de que não haveria problemas de controle de concorrência uma vez que as execuções de instâncias 
seriam naturalmente seriais.  
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Este conceito de concorrência entre instâncias foi estendido no presente trabalho de 
implementação do modelo de execução Xchart e especialmente do Gerente de Distribuição, permitindo 
que mais de uma instância trate estímulos ao mesmo tempo e, portanto, que executem passos 
concorrentemente. Esta abordagem de maior concorrência é mais adequada para um ambiente onde há 
execução distribuída de instâncias. Para que o resultado final ainda seja equivalente ao de execuções 
seriais, o GD implementa o algoritmo de locking na sua variante Conservative Two-Phase.  
Uma instância reage à ocorrência de um estímulo externo com a execução de um passo. Cada 
passo é tratado como uma transação no algoritmo. Antes de iniciar um passo (reação), a instância deve 
obter todos os locks sobre as variáveis que irá utilizar durante a reação. Estes locks podem ser de leitura 
ou escrita e são obtidos através do Gerente de Distribuição. Só então, em caso de sucesso nesta fase de 
obtenção de locks, a instância prossegue com a reação até o final, realizando as operações necessárias 
sobre as variáveis. Ao fim do passo (transação), a instância libera todos os locks obtidos anteriormente. 
Se houver conflito na tentativa de lock de uma variável, o GD (gerenciador de locks) coloca instância 
em fila de espera até que recurso seja liberado. 
No mesmo exemplo da figura 5.10, as instâncias dos Xcharts depósito e saque na verdade 
executariam de forma concorrente, mas com controle de concorrência no acesso da variável x. Isto 
implica a realização das operações para obtenção e liberação de locks sobre as variáveis. Uma possível 
seqüência destas operações é descrita a seguir. 
 
depósito saque 
Lock escrita em x Sucesso, x = 100   
  
Lock escrita em x 
  
Conflito, aguarda x 
em fila de espera. 
Ação x : = x + 10; x = 100 + 10 =110   
Escrita de x  x = 110   
Libera Lock em x 
 
 
 
 
 
Obtém lock em x x = 110 
 
 
Ação x : = x – 5; x = 110 – 5 = 105 
 
 
Escrita de x x = 105 
  
Libera Lock em x 
 
 
Veja que o resultado da variável x ao final da seqüência acima é igual ao de uma execução 
serial (x = 105) das instâncias. Este é o objetivo do algoritmo, serializar a reação das instâncias. As 
transações (passos) são controladas no nível de execução do núcleo reativo e, portanto, características 
 100 
do algoritmo estão implementadas no Servidor Xchart (NR e coordenador) com a técnica própria de 
offline concurrency (seção 2.2.5). Neste mapeamento de passos de uma reação em transações não 
foram necessárias as tecnologias de suporte a transações atômicas disponíveis na plataforma J2EE. 
Este mecanismo de controle de concorrência funciona de forma eficiente se o tempo de 
execução de um passo (transação) é relativamente curto.  O uso de recursos da linguagem Xchart que 
levam instâncias para o estado inoperante, como as ações de chamada síncrona de atividades (sync), 
criação síncrona de instâncias (call) e ações de espera por tipo de eventos primitivos (wait) podem 
tornar esta execução muito longa. O mesmo não ocorre com a versão assíncrona de alguns destes 
elementos de ação (start e run). O projetista de Xchart deve estar atento a estas questões durante a 
especificação de um Sistema em Xchart com controle distribuído no caso de uso de variáveis globais, 
já que instâncias podem alocar variáveis por muito tempo e, assim, impactar a execução das demais 
instâncias que esperam por liberação de recursos.  
Como a execução de passo consome um tempo finito, espera-se que, em algum momento, 
recursos alocados sejam liberados. A ocorrência de deadlock da forma convencional não é um 
problema para o GD dado que o algoritmo Conservative Two-Phase Locking evita esta possibilidade 
por construção. Contudo, existe um cenário identificado durante a fase de testes que não pode ser 
coberto pelo algoritmo e que está relacionado com a criação síncrona de instâncias através do elemento 
de ação call. Se, por acaso, uma instância alocar uma variável global e tornar-se inoperante com a 
criação de uma segunda instância filha por meio de call e esta segunda instância utilizar mesma 
variável global em operações que conflitem com a primeira, esta segunda ficará permanentemente em 
fila de espera aguardando por liberação de recurso alocado pela primeira instância. A primeira por sua 
vez, ficará aguardando a instância filha finalizar, o que não vai ocorrer. Temos com isso um outro tipo 
de deadlock criado pelos recursos da linguagem Xchart.  
Uma solução para este problema, que inclusive pode ser empregado nos demais casos 
relacionados ao uso de recursos síncronos da linguagem Xchart (call, wait e sync), está na 
possibilidade de alterar a semântica de Xchart implementada com a liberação dos recursos alocados por 
instância, toda vez que esta se torne inoperante, e realizar nova alocação quando esta se tornar ativa 
novamente. No momento, esta situação continua a cargo do projetista de Xchart que deve evitá-la 
durante a especificação do sistema. 
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Capítulo 6 
 
Conclusões 
 
6.1 Trabalhos Realizados 
 
O desenvolvimento de sistemas reativos complexos apresenta desafios que, apesar do avanço obtido 
pelas propostas mais recentes, ainda continua merecendo grande atenção. O controle de diálogo de 
interfaces de usuário complexas compõe um subconjunto destes sistemas reativos e, portanto, o 
software destes componentes se encontra em situação bem semelhante no que diz respeito à ausência 
de ferramentas e abordagens que satisfaçam suas necessidades. A tecnologia Xchart introduzida na 
segunda metade da década de 90 é uma alternativa promissora na especificação e implementação destes 
sistemas. A abordagem apresentada por Xchart, dentre outras características, se mostra também 
interessante no nicho de sistemas reativos complexos cuja execução é distribuída, um subconjunto 
ainda menos explorado pelos estudos mais recentes. 
O trabalho apresentado na presente dissertação é uma iniciativa que contribui para a 
experimentação de sistemas reativos distribuídos. A tese resultou na implementação do Gerente de 
Distribuição de Xchart, possibilitando a construção de um primeiro protótipo completo e operacional 
do Sistema de Execução de Xchart. Este protótipo do Sistema de Execução é capaz de executar 
instâncias de Xchart de forma distribuída, o que facilita o entendimento e avaliação das necessidades 
destes sistemas até então não experimentados nessa tecnologia. A estratégia de desenvolvimento do GD 
e protótipo do Sistema de Execução de Xchart na linguagem Java e plataforma J2EE aproximou o 
produto final deste trabalho com o mercado de aplicações corporativas, já que estas tecnologias vêm 
sendo cada vez mais adotadas neste meio. O desenvolvimento baseado na tecnologia Java permite a 
oferta do protótipo do Sistema de Execução de Xchart em diferentes plataformas e sistemas 
operacionais, o que facilita ainda mais a disseminação desta proposta. 
Os trabalhos anteriores de Edilmar [4] e Luciana [5], no âmbito do projeto Xchart, foram 
importantes para o levantamento de requisitos e projeto de alguns dos serviços oferecidos pelo GD. Já 
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o trabalho de Fábio [3] serviu como uma referência precisa e sólida da proposta Xchart com a definição 
da linguagem e sua semântica, além da descrição e organização das ferramentas do ambiente. O 
presente trabalho como já era previsto, serviu de oportunidade para revisão dos trabalhos anteriores e 
possibilitou a apresentação de sugestões e alternativas. Estas contribuições do trabalho são 
apresentadas no decorrer do texto e conferem com o estabelecido na seção 1.3.  
O trabalho continua em andamento como o intuito de aprimorar tanto o Gerente de 
Distribuição, objeto principal deste trabalho, como também o protótipo do Sistema de Execução e as 
demais ferramentas de apoio da tecnologia Xchart, já que existem possibilidades ainda não cobertas até 
o momento pelos trabalhos realizados.   
 
6.2 Trabalhos Futuros 
 
O trabalho desenvolvido nesta tese foi uma primeira proposta operacional do Gerente de Distribuição e 
existem extensões e melhorias que podem ser implementadas para tornar o uso do sistema mais 
atraente e adequado para aplicações reais. Uma lista destes possíveis trabalhos está disponível na 
seqüência. 
 
INTERFACES DE USUÁRIO WEB 
Interfaces de usuário baseadas na tecnologia web, ou também chamadas de interfaces leves, vêm sendo 
cada vez mais utilizadas como alternativa no desenvolvimento de aplicações corporativas devido à sua 
grande facilidade de gerenciamento e a baixa exigência em recursos de hardware para sua execução. 
Não se esquecendo que a vocação original de Xchart é o desenvolvimento de controle de diálogo para 
interfaces de usuário, o nicho de interfaces leves (thin clients) poderia ser melhor abordado quanto à 
sua execução distribuída e com o próprio uso de Xchart na especificação de controle. A atual versão do 
GD é destinada à execução distribuída de interfaces mais pesadas (thick clients), pois a solução Java-
J2EE adotada implica o uso de uma camada de cliente com recursos adicionais para a chamada de 
serviços distribuídos (containers de cliente, seção 2.3.4.1). Algumas outras propostas têm, inclusive, 
empregado Statecharts na área de interfaces web [51], porém as mesmas não abordam a distribuição de 
interfaces. A introdução de tecnologias como Serviços Web (Web Services) e outras baseadas em Java 
para o desenvolvimento de aplicações web poderiam ser utilizadas para remodelar a arquitetura. 
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REPLICAÇÃO E PERSISTÊNCIA NOS SERVIÇOS DO GD 
Conforme a arquitetura do GD apresentada no trabalho, existe uma camada de serviços no sistema 
composta por alguns sub-componentes: o Diretório de Instâncias, o Repositório de Variáveis Globais, o 
Repositório de SDX e o Repositório de Portas. A atual implementação do GD não contempla 
algoritmos para a replicação das estruturas deste sub-componentes. A indisponibilidade de alguns 
destes serviços interromperia o funcionamento do sistema, tornado a solução vulnerável a estas falhas. 
Uma abordagem com mecanismos de tolerância a falhas, que neste caso estaria relacionada com a 
replicação dos serviços, poderia ser empregado. Outra característica que não foi considerada é a 
persistência das estruturas de dados presentes nestes serviços do GD. As estruturas dos serviços do GD 
são mantidas em memória volátil e, assim, são gerenciadas até o fim da execução. A introdução de 
técnicas de persistência para armazenamento e recuperação de tais dados em memória estável poderia 
ser abordada para oferecer mecanismos adicionais de tolerância a falhas.  
 
INSTÂNCIAS EM REDES DE LONGA DISTÂNCIA 
Com a evolução nas taxas de transmissão de dados em redes de longa distância, existe um grupo de 
aplicações distribuídas que poderia fazer uso da proposta Xchart na especificação de controle com 
execução distribuída para este tipo de ambiente. Esta classe de sistemas reativos distribuídos não 
exigiria um tempo de resposta tão curto e, portanto, a latência presente na transmissão dos dados não 
seria um impeditivo. As tecnologias utilizadas no desenvolvimento do GD oferecem suporte à 
execução distribuída de instâncias de Xchart em uma rede local (LAN) onde a resposta é bem mais 
rápida. A execução distribuída em rede de longa distância (WAN) exigiria uma reavaliação da 
arquitetura e dos algoritmos utilizados para que estes se adequem ao novo cenário. A existência de 
firewalls para controlar o tráfego de informações entre as máquinas é um outro fator que também deve 
ser avaliado em uma possível adaptação da proposta.  
 
SEGURANÇA 
Segurança é um dos temas de grande relevância no ambiente de aplicações corporativas. Tais medidas 
são importantes para a proteção das informações e integridades dos sistemas. O GD não utiliza técnicas 
de segurança como validação de usuários e clientes ou criptografia das informações enviadas, pois o 
protótipo desenvolvido pressupõe um ambiente controlado e sem interferências. A utilização do 
sistema em uma ambiente real traria atenção para este tópico.  
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EXECUÇÃO DE MÚLTIPOS SDX 
O GD e o próprio Sistema de Execução de Xchart apresentam uma limitação quanto à gerência de 
múltiplos Sistemas descritos em Xchart (SDX). O GD apóia, neste primeiro protótipo, apenas um único 
SDX por vez como já havia sido apontado ao longo do texto. 
 
LINGUAGEM DE CONFIGURAÇÃO 
Esta é uma demanda já identificada em outros tempos do projeto Xchart que merece uma nova menção, 
já que a experimentação de sistemas reativos distribuídos realizada neste trabalho mostra esta 
necessidade. A transparência de distribuição fornecida pelo ambiente possibilita que o projetista se 
concentre exclusivamente no controle, deixando a cargo do sistema (GD) a resolução dos problemas de 
distribuição. Todo o trabalho de configuração e administração do Sistema de Execução de Xchart é 
conduzido pelo Administrador do Sistema. A definição das regras de onde instâncias, clientes e 
serviços do sistema irão executar, é de sua responsabilidade e este trabalho é feito mecanicamente. 
Uma maneira de automatizar e facilitar o planejamento desta atividade é a definição de linguagem de 
configuração que capture estes aspectos estruturais do sistema. O GD poderia participar desta discussão 
oferecendo ao interpretador desta linguagem recursos para a carga ou migração de instâncias e serviços 
de uma máquina para outra. 
 
EXTENSÃO DOS ALGORITMOS EMPREGADOS NO GD 
Ainda existe espaço para melhorias nos algoritmos empregados durante o desenvolvimento do Gerente 
de Distribuição. Os algoritmos para gerenciamento de comunicação em grupo e de controle de 
concorrência podem ser melhor explorados e otimizados. A integração de toolkits ao presente trabalho 
como, por exemplo, o disponível no projeto JGroups [58] pode ajudar nesta tarefa de extensão dos 
algoritmos. 
 
6.3 Considerações Finais 
 
Este trabalho oferece uma ferramenta valiosa para a experimentação de um número maior de aplicações 
na proposta Xchart. Esta ferramenta é resultado do desenvolvimento de uma primeira versão do 
Sistema de Execução de Xchart com recursos que permitem a execução distribuída de instâncias de 
controle. Como este desenvolvimento empregou emergentes tecnologias relacionadas com a linguagem 
 105 
Java (J2EE), o produto final está atualizado com as últimas tendências de mercado, além de incorporar 
na solução os benefícios técnicos oferecidos por estas tecnologias. 
O exemplo utilizado para ilustrar o emprego da tecnologia Xchart no desenvolvimento de 
sistemas reativos distribuídos conforme apresentado no Capítulo 5 tem um propósito didático, mas ele 
serve para mostrar que a linguagem Xchart pode ser utilizada com sucesso em domínios mais genéricos 
de controle do que o escopo de gerenciadores de diálogo de interfaces de usuário distribuídas. Contudo, 
são necessários mais estudos e propostas para consolidar a oferta de Xchart no campo de sistemas 
reativos em geral. Os resultados obtidos neste trabalho dão mais um passo nesta direção. 
A revisão das ferramentas do ambiente e da própria linguagem Xchart ocorrida neste trabalho 
deve continuar. Como a semântica formal de Xchart não havia sido muito explorada no contexto 
distribuído, surgiu neste trabalho a oportunidade de rever os conceitos e modelos da proposta original 
apresentados em [3]. Algumas sugestões de alteração são feitas durante este trabalho como, por 
exemplo, a sugestão de mudança na semântica formal propondo que instâncias possam executar passos 
simultaneamente e com isso aumentar a concorrência do sistema. No geral, nota-se que a proposta de 
referência está muito completa e esta busca contínua por qualidade na proposta Xchart a tornará ainda 
mais interessante. 
A expectativa é a de que com a contribuição deste longo trabalho, o projeto Xchart possa 
prosseguir com suas atividades e que os novos resultados que virão em um futuro bem próximo tornem 
a proposta cada vez mais adotada por outros grupos e em experiências com sistemas reais.  
 
 
 107 
Referências Bibliográficas 
 
[1] Harel, David. Statecharts: A Visual Formalism for Complex Systems. Science of Computer 
Programming, 8(3): 231-274, June 1987 
 
[2] Booch, Rumbaugh, and Jacobson. The Unified Modeling Language User Guide. Addison-
Wesley, 1998. 
 
[3] Fábio Nogueira de Lucena. Xchart: Um Modelo de Especificação e Implementação de 
Gerenciadores de Diálogo. PhD thesis, IC/UNICAMP, Campinas/SP, Dezembro 1997. 
 
[4] Edilmar L. Alves. Port System: Sistema de Comunicação em Grupo para o Ambiente Xchart. 
Master’s thesis, DCC/IMECC/UNICAMP, Campinas/SP, Fevereiro 1996. 
 
[5] Luciana de Paula Brito. Sistema de Ações Atômicas Distribuídas para Xchart. Master´s thesis, 
DCC/IMECC/UNICAMP, Campinas/SP, Novembro 1996. 
 
[6] Eric Armstrong, Jeniffer Ball, Stephanie Bodoff et al. The J2EE 1.4 Tutorial. Sun Microsystems 
Inc. Dezembro de 2004. 
 
[7] Fábio N. Lucena, Carlos Neves Júnior, Tally Hoover Yunes, Hans K.E. Liesenberg, e Luiz 
Eduardo Buzato. Desenvolvimento do Servidor Xchart. 1997. 
http://xchart.incubadora.fapesp.br/. 
 
[8] Fábio N. Lucena, Carlos Neves Júnior, Tally Hoover Yunes, Hans K.E. Liesenberg, e Luiz 
Eduardo Buzato. Especificação da Linguagem TeXchart. 1997. 
http://xchart.incubadora.fapesp.br/. 
 
[9] Rod Johnson. J2EE Design and Development. Wiley Publishing Inc., Indianapolis, Indiana, 
2003. 
 
[10] Deepak Alur, John Crupi and Dan Malks. Core J2EE Patterns: Best Practices and Design 
Strategies. Second Edition. Prentice Hall PTR, Upper Saddle River, N.J., 2004. 
 
[11] Tanenbaum, Andrew S. Modern Operating Systems. Prentice Hall International Editions PTR, 
1992. 
 
[12] Raynal, Michel. Distributed Algorithms and Protocols. John Wiley & Sons Ltd. 1988 
 
[13] Leslie Lamport. Time, Clocks, and the Ordering of Events in a Distributed System. ACM 
Communcations. Volume 21, Número 7. Julho 1978. 
  
[14] Raynal, Michel. Algorithms for Mutual Exclusion.  Second printing. The MIT Press. 1986. 
 
[15] Bernstein, Philip. A.; Hadzilacos Vassos; Goodman Nathan. Concurrency Control and 
Recovery in Database Systems. Addison-Wesley Publishing Company. 1987. 
 108 
 
[16] Gray, J. e Reuter, A. Transaction Processing: Concepts and Techniques. Morgan Kaufmann, 
1993. 
 
[17] J. Eliot B. Moss. Nested Transactions and Reliable Distributed Computing. Proceedings of the 
2nd Symposium on Reliability in Distributed Software and Database Systems. Julho 1982. 
 
[18] Bernstein, Philip. A.; Hadzilacos Vassos; Goodman Nathan. Concurrency Control and 
Recovery in Database Systems. Capítulo 3, página 47. Addison-Wesley Publishing Company. 
1987. 
 
[19] Hector Garcia-Molina e Kenneth Salem. Sagas. Proceedings of the ACM Special Interest Group 
on Management of Data, 1987. 
 
[20] Calton Pu and Gail E. Kaiser. Split-Transactions for Open-Ended Activities. Proceedings of the 
14th VLDB Conference. Los Angeles. California. 1988. 
 
[21] Fowler Martin. Patterns of Enterprise Application Architecture. Addison-Wesley Publishing 
Company. 2003. 
 
[22] Sun Microsystems Inc. Informação do website oficial da empresa (http://www.sun.com/java) 
acessado em 21/08/2005. 
 
[23] Rumbaugh, James et al. Object Oriented Modeling and Design. Prentice Hall, Inc. 1991. 
 
[24] McCarty, Bill; Cassady-Dorion, Luke. Java Distributed Objets. The Authoritative Solution. 
SAMS. 1999. 
 
[25] A. D. Birrel e B. J. Nelson. Implementing Remote Procedure Calls. ACM Transactions on 
Computer Systems. Fevereiro 1984. 
 
[26] The Common Object Request Broker Architecture. 2002. OMG Document Number 2002-12-
02. 
 
[27] Object Management Architecture Guide. 1997. OMG Document Number 97-05-05. 
 
[28] Sun Microsystems Inc. Java 2 Platform, Enterprise Edition Specification Version 1.4. Acesso 
disponível em http://java.sun.com/j2ee/docs.html. 2005. 
 
[29] Sun Microsystems Inc. The Java Tutorial. Acesso disponível em 
http://java.sun.com/docs/books/tutorial. 2005. 
 
[30] Sun Microsystems Inc. JavaTM Language to IDL Mapping Specification. Acesso disponível em 
http://www.omg.org/cgi-bin/doc?ptc/2000-01-06. 2005. 
 
[31] JBOSSTM the Professional Open Source Company. Acesso disponível no website oficial 
http://www.jboss.org. 
 
 109 
[32] Sun Java System Application Server Platform Edition 8. Disponível no website oficial da Sun 
Microsystems Inc. http://java.sun.com/j2ee/  
 
[33] Sun Microsystems Inc. The Swing Tutorial. Acesso disponível em 
http://java.sun.com/docs/books/tutorial. 2005. 
 
[34] Sun Microsystems Inc. Java Server Pages Specification, Version 2.0. Acesso disponível em 
http://java.sun.com/products/jsp. 2005. 
 
[35] W3C. Extensible Markup Language. Acesso disponível em http://www.w3.org/XML. 2005. 
 
[36] Sun Microsystems Inc. Java API for XML Processing, Version 1.2. Acesso disponível em 
http://java.sun.com/xml. 2005.0.. 
 
[37] Sun Microsystems Inc. The JNDI Tutorial. Acesso disponível em 
http://java.sun.com/products/jndi/tutorial. 2005. 
 
[38] Sun Microsystems Inc. Java Message Service Specification, Version 1.1. Acesso disponível em 
http://java.sun.com/products/jms. 2005  
 
[39] Sun Microsystems Inc. Enterprise Java Beans Specifications, Version 2.1. Acesso disponível 
em http://java.sun.com/products/ejb. 2005. 
 
[40] Fábio Nogueira de Lucena, Hans Kurt Edmund Liesenberg. Fundamentos de Interfaces 
Homem-Computador. 1998.  
 
[41] Mark Green. Report on Dialogue Specification Tools. In Günther E. Pfaff, editor, User 
Interface Management Systems. Springer-Verlag, 1985. 
 
[42] Fábio Nogueira de Lucena, Hans Kurt Edmund Liesenberg. Tecnologia Xchart. 1998. 
http://xchart.incubadora.fapesp.br/. 
 
[43] Fábio Nogueira de Lucena, Hans Kurt Edmund Liesenberg. Interface de Programação de 
Xchart. 1998. http://xchart.incubadora.fapesp.br/. 
 
[44] Fábio Nogueira de Lucena, Hans Kurt Edmund Liesenberg, Mauro Nascimento Rezende. Uma 
Descrição em Forma de Texto para a Linguagem Visual Xchart. 1996. 
http://xchart.incubadora.fapesp.br/. 
 
[45] Osvaldo Severino Júnior. Smart: Um Editor Gráfico para os Diagramas Xchart. Master’s thesis, 
DCC/IMECC/UNICAMP, Campinas/SP, Fevereiro 1996. 
 
[46] Fábio Nogueira Lucena, Claudine S. Badue, Kleber V. Cardoso, Ricardo Pereira da Silva, e 
Rogério de Paula Carvalho. Projeto de Interação de um Editor para Xchart. 1997. 
http://xchart.incubadora.fapesp.br/. 
 
[47] Bran Selic. An Efficient Object-Oriented Variation of the Statecharts Formalist for Distributed 
Real-Time Systems. CHDL`93: IFIP Conference on Hardware Description Languages and 
Their Applications. 26-28 de Abril 1993, Ottawa, Canadá.  
 110 
 
[48] David Harel, Hagi Lanchover, Amnon naamad, Amir Pnueli e outros. STATEMATE: A Working 
Environment for the Development of Complex Reactive Systems. IEEE Transactions on 
Software Engineering. Volume 16 Número 4 de Abril de 1990. 
 
[49] Krishna Bharat e Marc H. Brown. Building Distributed Multi-User Applications By Direct 
Manipulation. Proc. ACM Symposium on User Interfaces Software and Technology, Marina Del 
Rey, CA, Novembro 1994, pp. 71-82. 
 
[50] The Apache Software Foundation. The Struts User’s Guide. Acesso disponível em 
http://struts.apache.org/userGuide/index.html. 2005. 
 
[51] David J. Anderson e Brian O’Byrne. Lean Interaction Design and Implementation: Using 
Statecharts with Feature Driven Development. Proceedings of ForUse 2003. Sessão W22. 
 
[52] Larman, Crag. Applying UML and Patterns. An Introduction to Object-Oriented Analysis and 
Design and the Unified Process. Second Edition. Prentice Hall PTR. 2002. 
 
[53] Carlos Neves Júnior, Hans Kurt Edmund Liesenberg. Análise de Requisitos do Gerente de 
Distribuição de Xchart. 2004. http://xchart.incubadora.fapesp.br/. 
 
[54] Carlos Neves Júnior, Hans Kurt Edmund Liesenberg. Projeto do Gerente de Distribuição de 
Xchart. 2004. http://xchart.incubadora.fapesp.br/. 
 
[55] Carlos Neves Júnior, Hans Kurt Edmund Liesenberg. Um Ambiente para Desenvolvimento de 
Interfaces Homem-Computador Distribuídas em Rede de Longa Distância. IHC’98 - I 
Workshop Sobre Fatores Humanos em Sistemas Computacionais. Agosto 1998. 
 
[56] Harel, David e Pnueli, Amir. On the Development of Reactive Systems. NASO ASI Series Vol 
13. Springer-Verlag Berlin Heidelberg 1985. 
 
[57] Pnueli, Amir e Rosner, Roni. Distributed Reactive Systems are Hard to Synthesize. Proceedings 
of 31st IEEE Symp. on Foundations of Computer Science. 1990. pp. 746-757. 
 
[58] JGroups: A Toolkit for Reliable Multicast Communication. Acesso disponível em 
http://www.jgroups.org/javagroupsnew/docs/index.html. 
 
 
 
 
 
