Abstract: Repeated modifications of multiple design parameters are required to optimize daylighting system design. However, a large number of optional design parameters increase the computation time. This research developed a simulation-based model to evaluate daylighting system design based on system daylighting and thermal performance. The model utilized the prediction methods to speed up computation. The methods that predict the daylight levels and energy usage were developed based on sample simulation results using Radiance and EnergyPlus software. A prominent multiobjective optimization technique, strength Pareto evolutionary approach II, was applied to optimize four main design parameters (window dimensions and position, glazing transmittance, and blind reflectance). A patch division scheme was proposed to limit the maximum number of daylighting simulations if there was a larger number of window dimensions and positions. A case study was conducted to illustrate the application of the model and to validate the accuracy of the prediction methods. The percentage errors between the predicted and simulation results for both energy and daylighting performances were less than 5%. The research contribution is the development of a new faster approach for predicting building energy consumption and daylight levels as well as the development of an integrated simulation environment for the daylighting system design.
Introduction
Daylighting provides excellent light quality for visual tasks and offers psychological and biological benefits. Daylight harvesting has the potential to provide significant energy and economic savings regarding space heating, cooling and lighting energy that represent more than half of commercial site energy consumption (U.S. Department of Energy 2011).
Selection of daylighting systems and evaluation of their performance include the process of measuring the design metrics based on combinations of different design parameters. Daylighting and thermal metrics are used to evaluate the effectiveness of the design parameters selected for the specific daylighting system (Olbina and Hu 2012) . Parameters considered in the design of the daylighting system can include, for example, window dimensions and position, blind reflectance, width of blind slats, glazing transmittance, overhang dimensions, and so on.
Two questions related to effective daylighting system design are (1) how to select parameters, and (2) how to measure metrics. The first question can be addressed by utilizing optimization techniques to evaluate different sets of parameters. Simulations are usually required in order to address the second question. Accurate measurements of these metrics (especially daylighting related metrics) require long computation time, which becomes a barrier that prevents the design community from using the latest design techniques (Reinhart and Wienold 2011) . Researchers have developed new methods to balance the computation time and the simulation accuracy. Some advanced daylighting prediction techniques such as neural networks (Hu and Olbina 2011; Kazanasmaz et al. 2009) were proposed to address these problems. However, these techniques are generally considered a black box and are specific to the constructed simulation cases (e.g., the same daylighting system). Therefore, these techniques require a significant amount of training data in the case of many design parameters. This research aims to address these issues by accomplishing the following objectives: (1) developing a simulation-based model to help users select critical design parameters for a daylighting system such as window dimensions and position, glazing transmittance, and blind reflectance; (2) providing an integrated simulation environment that incorporates both daylighting and energy simulations; and (3) developing daylighting and energy prediction methods that reduce computation time.
Literature Review

Evaluation of Daylighting System Design
Daylighting metrics such as useful daylight illuminance (UDI) and daylight glare index (DGI) can be used to assess the visual performance of daylighting systems. suggested the application of UDI to evaluate daylighting performance. The UDI is represented by the percentages of the occupied times of the year when the UDI is achieved (100 to 2,000 lx), not sufficient (less than 100 lx), or exceeded (more than 2,000 lx) ). Mardaljevic (2006) recommended dividing the achieved UDI into autonomous UDI (500 to 2,000 lx) and supplementary UDI (100 to 500 lx).
Thermal metrics such as U-value and solar heat gain coefficient can be used to evaluate the thermal performance of daylighting systems. These metrics do not consider external climate conditions, and thus they are currently unable to predict accurately the energy savings from the daylighting systems. Whole-building energy simulation programs have been widely applied for more practical and accurate evaluations of thermal performance. Whole-building energy simulation programs provide key building performance indicators such as energy use and demand, temperature, and humidity (Crawley et al. 2008) . EnergyPlus is a whole-building energy simulation engine that has been validated extensively (Crawley et al. 2001 ; Department of Energy 2013) and has been used in industry and academia (Department of Energy 2012).
Integrated tools were developed to evaluate daylighting systems in terms of their daylighting and thermal performance. For example, Reinhart and Wienold (2011) developed a daylighting dashboard that integrated the Daysim (Reinhart and Walkenhorst 2001) and EnergyPlus simulation tools. One of the problems with this tool was long computation time because daylighting simulation tools (e.g., Radiance) (Larson et al. 1998 ) became a bottleneck for the improvement of the computation time.
Daylighting Calculation Methods
The metrics commonly used for evaluation of daylighting systems (e.g., UDI) are derived from basic daylighting metrics, such as luminance and illuminance. The complexity of the geometry of the space model and the uncertainty of the design parameters of window systems make it difficult to calculate illuminance manually. Different models such as scale models (Littlefair 2002) , analytical formulas (Athienitis and Tzempelikos 2002) , computer simulations (Ward et al. 2011) , and artificial neural networks (Hu and Olbina 2011; Kazanasmaz et al. 2009 ) were proposed to calculate the interior illuminance. Among these models, computer simulation is the most used and acceptable approach. Daylighting simulation tools are mainly based on ray-tracing or radiosity a lgorithms and offer flexibility that other methods (e.g., manual calculation, scale model) sometimes cannot provide (Heckbert 1990) . Some tools, such as Radiance, Adeline (Erhorn et al. 1997) , and Daysim, have been widely used for daylighting calculations (Reinhart and Fitz 2006) . Some tools, such as EnergyPlus, could provide fast daylighting simulations but errors were significantly large (Ramos and Ghisi 2010) . According to the survey conducted by Reinhart and Fitz (2006) , 50% of daylighting simulation tools used the Radiance simulation engine, which was validated by Mardaljevic (1995 Mardaljevic ( , 2000 . The simulation runtime of these tools was much longer than that of the simplified simulation algorithms such as the split-flux method used in EnergyPlus.
The Radiance-based annual simulation method "three-phase daylight coefficient" method (hereinafter referred to as the three-phase method) developed by Ward et al. (2011) provides a relatively faster simulation when compared with the traditional Radiance methods. The three-phase method is based on the concept of the daylight coefficient (DC) (Tregenza and Waters 1983) , which is calculated by VTD in Eq. (1). The sky is divided into 145 patches and the sun is assigned to near patches. Once the building geometry and materials are defined, the contribution coefficient (i.e., DC) of a sky patch to a sensor point is kept the same no matter what absolute radiance value the sky patch may have. The three-phase method is suitable for annual simulation of complex fenestration systems [see Eq. (1)]
where i = result vector (illuminance or luminance); V = view matrix, relating outgoing directions on window to desired results at interior; T = transmission matrix, relating incident window directions to exiting directions; D = daylight matrix, relating sky patches to incident directions on window; s = sky vector, assigning luminance values to patches representing sky directions (Ward et al. 2011) . All these matrices can be calculated by Radiance. The transmission matrix T can also be calculated by the WINDOW 6.3 software (Huizenga 2011) . The matrix T in Eq.
(1) denotes the transmission matrix that represents bidirectional scattering distribution function (BSDF). This transmission matrix T can be expressed as a 145 × 145 matrix that defines the transmittance distribution of the 145 incoming directions (inN) and 145 outgoing directions (outM) on a surface [Eq. (2)] (Klems 1994a, b) . The incident ray hitting a fenestration system in the direction inN leaves the system in the direction outM (if M is equal to N, the directions of the incoming and outgoing rays will be the same). The two directions, inN and outM, are defined by their corresponding hemisphere coordinates. Each direction has a similar solid angle 
Development of the Simulation-Based Model
The simulation-based model for the integrated design of daylighting systems consists of three modules: (1) daylighting prediction; (2) energy usage prediction, and (3) multiobjective optimization (Fig. 1) . The input of Modules 1 and 2 is a building model that includes window options such as dimensions and position, and Fig. 1 . Overview of the model structure blind control strategy. The output of Module 1 is the daylighting levels that are used as an input into Module 2, which predicts energy usage. The outputs of Modules 1 and 2 (daylighting levels and energy usage, respectively) are fed into Module 3 in which the optimization algorithm is used to select the optimal or nondominated daylighting design parameters (i.e., glazing transmittance, blind reflectance, and window dimensions and position).
Daylighting Prediction Method
The Radiance three-phase method was utilized for the daylighting simulations. This method uses BSDF files to avoid simulating complex fenestration systems and to speed up simulations. As BSDF is specific to a static daylighting system, evaluation of different daylighting systems would require multiple simulations. This research proposed an optimized daylighting simulation strategy that required a limited number of simulations to predict illuminance levels and, as a result, decreased the simulation time.
If blinds are not included in the window system, the interior illuminance can be calculated using Eq. (3)
where E t = illuminance at the sensor point for a window system with glazing transmittance t; E t 0 = illuminance at the sensor point for a window system with base glazing transmittance t 0 ; α t ¼ E t =E t 0 ¼ ðVT t DsÞ=ðVT t 0 DsÞ according to Eq. (1). As T t and T t 0 are diagonal transmission matrices for simple fenestration systems, α t is set to T t =T t 0 . If blinds are included in the window system, the interior illuminance can be calculated using Eq. (4). The daylight in the space is provided by transmitted direct light E dir r;t and transmitted diffuse light E diff r;t . The transmitted direct light is defined as the transmitted light that is not blocked or reflected by blind slats. The transmitted diffuse light is defined as the transmitted light reflected by blind slats
where E r;t = illuminance at the sensor point for a window system with blind reflectance r and glazing transmittance t; E r;t 0 = illuminance at the sensor point for a window system with blind reflectance r and glazing transmittance t 0 ; E dir r;t 0 = illuminance due to transmitted direct light for a window system with blind reflectance r and glazing transmittance t 0 ; E diff r;t 0 = illuminance due to transmitted diffuse light for a window system with blind reflectance r and glazing transmittance t 0 ; r 0 = base blind reflectance; t 0 = base glazing transmittance; α r = ratio between the illuminance at the sensor point due to transmitted diffuse light for a window system with blind reflectance r and the illuminance at the sensor point due to transmitted diffuse light for a window system with blind reflectance r 0 (glazing transmittance = t 0 ); α t = ratio between the illuminance at the sensor point due to transmitted diffuse light for a window system with glazing transmittance t and the illuminance at the sensor point due to transmitted diffuse light for a window system with glazing transmittance t 0 (without blinds).
Eq. (4) is based on the following two assumptions for a given static window system (these two assumptions are validated in the case study section):
1. At a particular time, the calculated transmitted direct light does not change with the change of blind reflectance, thus E dir r;t 0 ¼ E dir r 0 ;t 0 . 2. For any blind reflectance r and glazing transmittance t, the calculated coefficients α r and α t do not change with time. This allows for calculating illuminance values at different time steps using Eq. (4).
In order to calculate E r;t , the four values E dir r 0 ;t 0 , E diff r 0 ;t 0 , α r and α t need to be calculated according to Eq. (4):
. A number of test cases were conducted to estimate α t . It was found that α t is approximately equal to the ratio between the glazing transmittance t and the base glazing transmittance t 0 (i.e., α t ¼ T t =T t 0 ≈ t=t 0 ). The results of the case study showed that the difference between T t =T t 0 and t=t 0 was less than 1% (see the section "Validation of the Daylighting Prediction Method"). Therefore, α t was regarded as constant value once the glazing transmittance was defined. 2. α r ¼ E diff r;t 0 =E diff r 0 ;t 0 ¼ ðVT diff r;t 0 DsÞ=ðVT diff r 0 ;t 0 DsÞ according to Eqs. (1) and (4). T diff r;t 0 and T diff r 0 ;t 0 would be calculated first (the method for calculating the two variables would be presented in later part of this section). Then, VT diff r;t 0 Ds and VT diff r 0 ;t 0 Ds would be calculated using Radiance. Finally, α r would be calculated. The testing showed that α r was generally independent of time (i.e., sky condition). The results of the case study showed that the coefficient of variation for α r was less than 5%. This finding provided an opportunity for using a single α r to estimate illuminance at different times. 3. E dir r 0 ;t 0 and E diff r 0 ;t 0 are simulated by Radiance based on Eqs. (5) and (6) (5) and (6) cannot be directly calculated by Radiance and need to be derived from the matrix T r 0 ;t 0 , which is calculated from Eq. (7). Eq. (7) denotes that the transmission matrix T r 0 ;t 0 of the window systems (with glazing transmittance = r 0 and blind reflectance = t 0 ) is obtained by multiplying transmission matrix T t 0 [glazing transmittance = t 0 (without blinds)] by transmission matrix T r 0 [blind reflectance = r 0 (without glazing)], and the constant vector coefficient β
The method for deriving T dir r 0 ;t 0 and T diff r 0 ;t 0 from T r 0 ;t 0 is illustrated in Fig. 2 . The incident ray 0 hits the blinds and leaves in different directions. The portion of the light that is transmitted in each direction can be represented as a transmission matrix [see Eq. (2)]. Ray 1 includes two parts: transmitted direct light and transmitted diffuse light. To extract the transmitted direct light from ray 1, the diffuse portion of the light in the direction of ray 1 needs to be estimated. The estimated diffuse light can be set to the average value of ray 2 and ray 3. The direct portion of light is calculated by subtracting the diffuse portion from the total light. The transmission matrix represents three-dimensional transmission distribution of outgoing rays. To estimate the diffuse portion of light for a particular direction, the average value of the nearby four rays, instead of the two rays as shown in Fig. 2 , is calculated as the diffuse portion.
The overall process of the daylighting prediction method is shown in Fig. 3 . In the first step, window options and the building model are defined and fed into the daylighting system design model. If blinds are used as a part of the daylighting system, the user needs to make a decision about the blind control strategy (either schedule-based control or automatic control). In the case of schedule-based control, users have to predefine the blind angles for each time step. In the case of the automatic control, the blind angle is calculated at runtime to block direct sunlight based on the building location and the solar profile angle. In the second step, the Radiance simulations are conducted for these base building models with base window systems installed in order to calculate the base illuminance, that is, to calculate E dir r 0 ;t 0 and E diff r 0 ;t 0 as shown in Eq. (4). Matrices T dir r 0 ;t 0 and T diff r 0 ;t 0 need to be calculated first and serve as the input BSDF files for Radiance simulations.
In the third step, the coefficients α r and α t are estimated to formulate the prediction equations [i.e., Eq. (4)]. In the fourth step, the illuminance values are calculated according to the prediction equation for the given reflectance and transmittance values. The daylighting metrics such as UDI are calculated using these illuminance values.
If the number of alternative window options is small, it is possible to repeat the process shown in Fig. 3 for each window alternative. In the case of a large number of optional window positions and dimensions, the patch division scheme (see Fig. 4 ) proposed by this research can be used in order to decrease the number of simulations.
The window dimensions and positions in the patch division scheme can be determined by combining several consecutive patches. For example, in Fig. 4 , the four patches, P 1 , P 2 , P 3 , and P 4 are grouped together to form a single window. The total illuminance levels of this large window can be calculated by the summation of the illuminance resulting from each of the four patches. Therefore, in this example the maximum number of simulations is equal to M Ã N. This number is regarded as an upper bound of the simulation times. If the number of the alternative window options is less than the number M Ã N, this window patch division approach is not used. However, if the number of the alternative window options exceeds the number M Ã N, the patch division scheme may be used to limit the maximum number of simulations below M Ã N.
Energy Usage Prediction Method
The purpose of the energy simulation is to optimize the glazing solar transmittance and blind solar reflectance based on the annual energy consumption that includes energy consumed for heating, cooling, and electrical lighting. Glazing transmittance and blind reflectance are considered two main thermal properties of window systems. The overall process of the energy usage prediction method is shown in Fig. 5 . In the first step, the base building cases are simulated. In the second step, the linear interpolation is used to predict the energy consumption for heating and cooling based on the base case simulation results (the linear interpolation technique would be introduced in the next paragraph). In the third step, the lighting energy consumption is calculated. Schedule-based control or integrated daylight control can be used for the lighting. Schedule-based lighting control does not rely on the interior daylighting levels. If integrated daylighting control is used, the lighting power is dynamically adjusted according to the interior daylighting levels.
Energy consumption for heating and cooling was predicted using the linear interpolation technique illustrated in Fig. 6 . In this example, the range of glazing solar transmittance values (represented by the x-axis) was from 0.1 to 0.9 with a 0.1 increment. The range of blind solar reflectance values (represented by the y-axis) was from 0.1 to 0.9 with a 0.1 increment. The 0.1 increment value was used just as an example in this research and to limit the number of combinations of blinds and glazing. Note that it is possible to use other increment values. The points in Fig. 6 represent annual energy consumption for heating and cooling for different simulation cases with corresponding glazing transmittance indicated on the x-axis and blind reflectance indicated on the y-axis. If the glazing transmittance or blind reflectance values increase, the energy consumption for heating will decrease while the energy consumption for cooling will increase.
Nine solid black points shown in Fig. 6 were selected as the base cases that would be used to interpolate all other cases represented by the white points. For example, Case C is interpolated by Case A and Case B. Case A is interpolated by Cases P 0 and P 14 , while Case B is interpolated by Cases P 4 and P 43 . Other cases with fractional glazing transmittance or blind reflectance can also be interpolated in the same manner. In addition, other possible base cases may also be used. For example, P 1 , P 2 , P 3 , and P 4 can be selected as the base cases to calculate other cases.
Multiobjective Optimization
The selection of daylighting system design parameters is a combinatorial optimization problem. Thus, this research used a multiobjective optimization technique, Strength Pareto evolutionary approach II (SPEA II), which is one of the most prominent multiobjective evolutionary algorithms (Coello et al. 2007 ). SPEA II is based on the natural evolutionary principle (Zitzler et al. 2001 ) and uses an external archive containing nondominated solutions that were previously found. Fig. 7 presents the SPEA II algorithm. The fitness assignment strategy (see Step 2) and genetic algorithm (see Step 4) consider closeness to the true Pareto front and even distribution of solutions. The nondominated points are also preserved based on the fitness values. Nondominated individuals are copied to the external nondominated set (see Step 3). An enhanced archive truncation method is used to preserve the boundary solutions.
Objective functions were to optimize daylighting performance (f 1 ) and energy consumption (f 2 ) [Eq. 
where g = glazing transmittance; b = blind reflectance; w = window option; f 1 = metric related to daylighting performance; f 2 = metric related to energy consumption. 
Case Study
The building that was used in the case study was located in Gainesville, Florida, USA. The building model was created using SketchUp (Google 2012) and OpenStudio software (National Renewable Energy Laboratory 2012). Fig. 8 shows the 3D view of the building model with the window option 1 (the window options are shown in Fig. 9 ). The purpose of the window design was to select the optimal window option and the corresponding glazing transmittance (visible and solar) and blind reflectance (visible and solar). The parameter settings of the building model included: 1. Thermal properties: Thermal properties of the wall, floor, and ceiling construction materials that were in accordance with ASHRAE Standard 189.1-2009 (ASHRAE 2009). 2. Six window options (see Fig. 9 ): This research used limited number of window options (i.e., six) because of the following reasons: (1) Previous research showed that a limited number of building models was sufficient to create typical or unfavorable cases for validation (Ward et al. 2011; Krarti et al. 2005) ; (2) This research used six window options with large WWR (window to wall ratio). Three of these six window options included two separate windows. These three window options generated a high fluctuation at the sensor points (in the middle of room) and created unfavorable scenarios for validation. The validation showed that the errors were small for all of these six window options. For each window option, the nine different values of blind reflectance (from 0.1 to 0.9 with an increment of 0.1) and the nine different values of the glazing transmittance (from 0.1 to 0.9 with an increment of 0.1) were used. The increment value of 0.1 was used to reduce the number of simulations and to provide a reasonable number of simulation cases (nine options for glazing, nine options for blinds, and thus 486 (6 Ã 9 Ã 9) building models). 3. Automatic control of blinds: A blind angle increment of 10°w as used (i.e., 10, 20, : : : , 90°) (Fernandes et al. 2013 ). The use of 10°increment can increase the direct sunlight so that the daylighting fluctuation becomes higher. Lower integer value of the cutoff angle was used. For example, if the blind cutoff angle was 19°, the control algorithm would set the blind angle to 10°instead of 20°, which allowed transmission of some direct sunlight into the building space. 4. Continuous dimming control for the lighting: Four daylighting sensor points were set up to reduce the fluctuation of daylighting due to blinds. The distance of the sensor points from the window was 1.8 m (two sensor points) or 2.8 m (the other two sensor points). The distance between sensor points was 1 m. The sensor points were located at the height of 0.76 m from the floor. The average illuminance at the four sensor points was used as an input for daylighting control. 5. BSDF files generated using WINDOW 6.3 software: Once the BSDF files were generated, the files could be reused for future simulations. 
Implementation Strategy for the Simulation-Based Model
The SPEA II algorithm was implemented in C language. Other programs were implemented in Python (Python Software Foundation 2012) and Matlab (The MathWorks, Inc. 2012). Python programs were used to generate daylighting and energy input files based on the OpenStudio model as well as to control daylighting and energy simulations. The prediction methods were implemented in Matlab.
The overall structure of the model implementation is shown in Fig. 10 . The overall structure includes the three modules: (1) daylighting calculation, (2) energy calculation, and (3) multiobjective optimization. 1. Daylighting calculation: The base building models were created in OpenStudio. The selected blind control strategy determined the blind angles that were used in the simulation. The four programs (i.e., combineBSDF, splitBSDF, genMaterial and genGeometry) were used to generate the Radiance input files (e.g., BSDF files, material properties and building geometry) based on window options, building models and BSDF files. After the daylighting simulations of the base cases were completed, the program, calDaylight, was used to calculate the coefficients in Eq. (4) that would be used to predict daylighting illuminance.
Energy calculation: The genEPlus program was used to create
EnergyPlus input files. EnergyPlus was used to simulate the base cases (e.g., the nine solid black points in Fig. 6 ). An interpolation strategy was selected to predict the building energy consumption for the given glazing and blind parameters in the calEnergy program. 3. Multiobjective optimization: The calFunct program was used to calculate the objective functions (i.e., daylighting and energy performance), which were calculated based on the prediction methods developed by this research. The SPEA II program exchanged the values of the objective functions with the calFunct program to generate the Pareto front.
Validation of the Daylighting Prediction Method
A possible validation technique includes comparison of the proposed model to software or models that have been validated (Sargent 2005) . This research used this validation technique to validate the daylight prediction method by comparing the output of the method to the results of the simulations obtained by the software that has been validated (e.g., Radiance). Six building models with six different window options (shown in Fig. 10 ) were used to validate the accuracy of the daylighting prediction. According to Eq. (4), the daylighting prediction was based on two assumptions shown in the section "Daylighting Prediction Method." The purpose of the validation of the accuracy was to test the degree to which these two assumptions hold. According to Eq. (3), α t is calculated by T t =T t 0 . Both T t and T t 0 belong to diagonal matrices. Thus testing of the constancy of α t can be converted to testing whether or not T t =T t 0 is equal to t=t 0 . The Radiance program, genBSDF, was used to generate a number of BSDF files with different glazing transmittance values (0.1, 0.2, : : : , 0.9). After that a Python program was used to extract the matrix T from BSDF files and then to calculate the values of T t =T t 0 which was a 1 × 145 vector. In this test the elements of T t =T t 0 were compared with the values of t=t 0 . This comparison showed that the difference between T t =T t 0 and t=t 0 was less than 1%. Therefore, the second assumption of Eq. (4) was simplified to test whether or not calculated coefficients α r change with time for different blind reflectance values.
The coefficient of variation (COV) was used to test the two revised assumptions. COV measured the dispersion of the transmitted direct light and coefficient α r . The testing can be expressed mathematically by Eqs. (9) and (10). If the first assumption holds absolutely, COV dir in Eq. (9) should be ideally equal to zero. If the second assumption holds absolutely, COV diff in Eq. (10) should be ideally equal to zero
where COV dir = dispersion of the illuminance due to transmitted direct light E dir ðrÞ (function of blind reflectance r) at a particular time T; COV diff = dispersion of α r ðTÞ (function of time T) for a given blind reflectance r; σðxÞ = standard deviation of the variable x; μðxÞ = mean value of the variable x; E dir ðrÞ = illuminance at the sensor point due to transmitted direct light for a given blind reflectance r at a particular time T; α r ðTÞ = coefficient shown in Eq. (4) and α r ðTÞ is function of time T.
Six building models with six different window options were tested. The corresponding blind angles in each building model were set to 10, 40, and 70°, respectively. These three blind angles represented three states of blind openness such as large, medium, and small openness. Radiance simulations were used to test the daylight prediction methods. The simulations were conducted for each occupied hour from 8 a.m. to 5 p.m. and 11 a.m. to 5 p.m. on three typical days (March 15, June 15, and September 15). Simulations were conducted for each of three blind angles (i.e., 10, 40, and 70°) and each blind reflectance (i.e., 0.1, 0.2, : : : , 0.8, 0.9). The building model whose blind reflectance was equal to 0.5 was selected to be the base case for calculating the coefficient α r .
The illuminance E dir ðrÞ and coefficient α r ðTÞ were calculated after simulation. Then coefficient of variance COV was calculated according to Eqs. (9) and (10). The box plots of COVs are shown in Fig. 11 . The average and maximum values of COV for the simulation time period from 8 a.m. to 5 p.m. were larger than the average and maximum values of COV for the simulation time period from 11 a.m. to 5 p.m. (Fig. 11) . Further analysis showed that if the blind angle was equal to 70°, the maximum values of COV diff for the Fig. 10 . Model implementation structure diffuse light were up to 16% for window options 1, 2, and 3. The reason why these COV diff values were large was that the simulated illuminance values were less than 5 lx at 9 a.m. and 10 a.m. for the blind angle of 70°(due to a cloudy day and less open blinds). Even though the illuminance differences between the base case (with blind reflectance ¼ 0.5) and the other cases (with blind reflectance ≠ 0.5) were very small (less than 2 lx) at 9 a.m. and 10 a.m., the fluctuation of illuminance quotient of the base case and the other cases became large, which caused a large fluctuation of α r ðTÞ and thus a large COV diff . In the case of the simulation time period from 11 a.m. to 5 p.m., the maximum COV diff values dropped below 5%. To estimate α r , the simulation time period during which illuminance values are large (e.g., larger than 5 lx) needs to be selected.
The validation testing results showed that the maximum percentage differences between predicted and simulated daylighting levels were less than 5% when the time period with high illuminance values (e.g., from 11 a.m. to 5 p.m.) was selected to calculate the coefficients in Eq. (4). If the portion of the transmitted direct light increases, the percentage difference would decrease even more according to Eq. (4). The differences between the daylighting levels calculated using prediction method developed by this research and Radiance were smaller when compared with some other software. For example, the rendering engine, LightSolve, had an average difference of about 8% as compared with Radiance (Cutler et al. 2008 ).
Validation of the Energy Usage Prediction Method
Annual energy consumption for heating, cooling and lighting was calculated in order to evaluate energy performance. Lighting dimming control was used and thus the lighting energy usage was calculated based on the daylighting levels at sensor points. The daylighting levels were calculated using the daylighting prediction model. As the daylighting levels were used to predict lighting energy usage, the accuracy of the daylighting levels affected the accuracy of predicting the lighting energy usage. Consequently, the percentage error of lighting energy usage was the same as the error of the daylight level prediction.
The energy percentage error (EPE) was used to validate the accuracy of predicting energy consumption for heating and cooling. EPE was defined as the difference between the predicted results and simulated results [see Eq. (11)] EPE ¼ ðP t;r − S t;r Þ=S t;r ð11Þ
where P t;r = predicted annual HVAC energy consumption; S t;r = simulated annual HVAC energy consumption; t = glazing solar transmittance; and r = blind solar reflectance. A complete set of 486 (9 Ã 9 Ã 6) simulations using EnergyPlus was conducted to calculate S t;r . An interpolation technique was used to predict P t;r . Four different interpolation strategies were proposed to analyze how blind reflectance and glazing transmittance influence energy consumption for heating and cooling (Table 1 and Fig. 11 . Boxplots of coefficients of variation COV diff and COV dir for six window options and two simulation time periods Fig. 6 ). The base building models shown in Table 1 are also illustrated in Fig. 6 . In the first interpolation strategy, four building models were simulated to interpolate all other cases while in the fourth interpolation strategy nine building models (the solid black points in Fig. 6 ) were simulated. The fourth interpolation strategy was expected to have a higher accuracy than the other three interpolation strategies.
The calculated errors EPEs for each interpolation strategy are shown in Fig. 12 . The average values of the EPEs were generally less than 4% for the first two interpolation strategies, and less than 1% for the third and fourth interpolation strategies. Wong et al. (2010) showed that an artificial neural network (ANN)-based prediction model had percentage errors between 5.6 and 8.2% as compared with the EnergyPlus simulation results. Therefore, errors of the energy usage prediction method developed by this study were acceptable as they were lower than the errors of the model developed by Wong et al. (2010) .
The third and fourth interpolation strategies show higher accuracy than the second interpolation strategy. This indicates that the approach of using three base cases located on the y-axis in the third and fourth interpolation (see Fig. 6 ) resulted in more accurate predictions. Therefore, if more base cases along the y-axis were used, the interpolation strategy would have a higher accuracy. This higher accuracy is achieved because the relationship between the energy usage change and the blind reflectance is not linear. This relationship is illustrated in Fig. 13 in which the glazing transmittance was set to 0.5 and the window option 1 was used. The thick line indicates the relationship between HVAC energy consumption and blind reflectance. The thin line represents the linear regression equation. Fig. 13 shows that there is a tendency of a quadratic relationship between HVAC energy consumption and blind reflectance. Use of the third and fourth interpolation strategy reduced the errors caused by change of blind reflectance values.
Optimal Window Design Strategy
The optimal window design strategy should (1) provide optimum daylighting levels at the sensor points for the maximum occupied time (i.e., maximize the illuminance levels in the range of 500 to 2,000 lx according to the UDI metric); and (2) minimize the energy Interpolation strategy
Base building model 1 P 1 , P 2 , P 3 , P 4 2 P 1 , P 12 , P 2 , P 3 , P 43 , P 4 3 P 1 , P 2 , P 23 , P 3 , P 4 , P 14 4 P 0 , P 1 , P 12 , P 2 , P 23 , P 3 , P 43 , P 4 , P 14 Fig. 12 . Boxplots of percentage errors of HVAC energy consumption for six window options and four interpolation strategies consumption (e.g., lighting and HVAC energy due to use of daylighting and solar gain). The two design objectives are reflected by the two objective functions of SPEA II [see Eqs. (12) and (13)] according to Eq. (8). The objective function f 1 was to maximize UDI values within the illuminance range 500 to 2,000 lx, that is, to minimize UDI values within other illuminance ranges (0 to 100 lx, 100 to 200 lx, 200 to 300 lx, 300 to 400 lx, 400 to 500 lx, and >2,000 lx). The objective function f 2 was to minimize the total annual energy consumption
where u i = UDI values in the following illuminance ranges: 0 to 100 lx, 100 to 200 lx, 200 to 300 lx, 300 to 400 lx, 400 to 500 lx, and >2,000 lx; w i = weight of u i (in this case study weight was set to 5, 4, 3, 2, 1, and 2); Q = the total energy consumption for HVAC and lighting. In the SPEA II algorithm, the mutation rate was set to 0.5 and the uniform crossover rate was set to 0.8. The generation was set to 100 and the population size was set to 10. The SPEA II runtime was less than 8 s. The calculated optimal solution comprised window option 5, with a glazing transmittance of 0.5, and a blind reflectance of 0.9. For this calculated optimal solution, function f 1 was 1.216 and function f 2 was 887,621 Wh. This solution was the only one in the Pareto front, which implied that all other solutions were dominated by this solution. To verify the optimality of the calculated solution, the f 1 and f 2 values of the calculated solution were compared with all other possible solutions. The results showed that the calculated solution had the smallest values of f 1 and f 2 as compared with the other possible solutions (the maximum value of f 1 ¼ 5 and the maximum value of f 2 ¼ 2,661,238 Wh).
Runtime Comparison
The runtime of the model mainly includes daylighting and energy simulation times. Eq. (14) shows the ratio between the runtimes of the proposed model and the traditional methods that run separate simulations for each possible case. The proposed model requires only two Radiance simulations (for transmitted direct and diffuse light) to calculate the coefficients in Eq. (4). Because the daylighting simulation runtime is much longer than the energy simulation runtime (T e ≪ T d ), the ratio can be simplified as 2=ðgbÞ as shown in Eq. (14). As the numbers of possible glazing transmittance and blind reflectance values were equal to nine in the case study, the ratio became 2=81, which means that the proposed model can reduce simulation time by 97% as compared with the time needed to run separate simulations
where R = ratio between the runtimes of the proposed model and traditional methods; T d = runtime of a single Radiance simulation; T e = runtime of a single EnergyPlus simulation; g = number of glazing transmittance options; b = number of blind reflectance options; m = number of base cases used in the interpolation technique for energy prediction.
Conclusions
This research developed a simulation-based model for the daylighting system design that helps selecting optimal window dimensions and position, glazing transmittance and blind reflectance. The model used prediction methods based on Radiance and EnergyPlus simulations. The SPEA II optimization algorithm was used to optimize the design parameters. The prediction methods reduced the Radiance and EnergyPlus computation time. Validation of the prediction methods showed that the percentage errors of the daylighting and energy predictions were less than 5% as compared with the Radiance and EnergyPlus simulation results. The major contribution of this research is the development of the model that provides a faster and more accurate approach for predicting energy consumption and daylighting levels as compared with the other prediction models. The model reduced the Radiance computation time for different glazing and blind systems. The reduction of total simulation time was up to 97% in the case study assuming that 81 combinations of blind and glazing systems would be simulated by Radiance. This decrease of the simulation time was achieved because only two Radiance simulations were required to formulate the prediction equation [i.e., Eq. (4) ]. This prediction equation was then used to calculate illuminance for other blind and glazing systems, and thus the remaining 79 combinations of blind and glazing systems did not need to be simulated.
This research had the following limitations. The number of window options used for the validation was limited. Other possible window options used in an actual building may be measured and compared with the model. Some blind design parameters such as slat width and slat separation were not considered in this research. Although it is possible to add these parameters, this approach would increase the number of daylighting simulations. The objective of future research will be to develop daylighting prediction methods that will include additional blind design parameters. The glare metric was not included in the objective functions. A possible approach that would include glare is to select multiple sample sensor points to calculate luminance values using the Radiance three-phase method and then to estimate glare based on the sample luminance values. Alternatively, the UDI metrics suggest that glare is likely to occur if illuminance is larger than 2,000 lx. Thus, UDI values may be used as a reference for detecting glare.
Future research will focus on incorporating glare calculation into the daylighting evaluation while reducing the computation time. Another objective of future research will be to explore use of actual buildings to validate the model. In addition, future work will investigate the use of parallel computing on a graphics processing Fig. 13 . Relationship between HVAC energy consumption and blind reflectance
