− 3p 3 2 D 3/2 , 2 P 1/2 and 2 D 5/2 states are calculated (using M1 and E2 length gauge transition probabilities) to be 162 s, 23.6 s and 27.3 h, respectively. Detailed analysis of individual configurational contributions to transition probabilities are used to improve the bases of the 4 S 3/2 and 2 D 3/2 calculations resulting in excellent E2 gauge agreement and a final M1 transition probability that is nearly three orders of magnitude larger than its initial Dirac-Fock value. Relatively poor E2 gauge agreement for transitions between the two J = 3/2 states and 2 P 1/2 are found to have negligible impact on the 2 P 1/2 lifetime, as length gauge transition probabilities remain stable in the final stages of the calculation (changing only by a few percent while the velocity value shifts by 30% or more).
Introduction
Si − is a difficult system, computationally, primarily due to the fact that L and S are "nearly good" quantum numbers for such a light, nonrelativistic system. Forbidden transitions between the 4 S 3/2 ground state (binding energy of 11 207 cm −1 [1, 2] ) and the three bound excited doublet states -2 D 3/2 , 2 D 5/2 and 2 P 1/2 at 6955 [1, 2] , 6969 [2] and 10 977 [1, 3] cm −1 above the ground state, respectively -are complicated by the fact that contributions to transition probabilities from correlation configurations can be as important as interactions between terms within the 3p , we expect correlation configurations to have contributions to the calculated transition probabilities on the same order as (or larger than) the DF portion of the wavefunction. This necessitates added attention to saturation of our one-electron basis sets within the important correlation configurations as well as inclusion of second order effects to properly position these configurations relative to the DF levels. Both of these factors are generally focused on several of the most energetically important configurations, but in this case we must apply them to large contributors to the transition probabilities as well.
Methodology
Our relativistic configuration interaction (RCI) calculations begin with a solution of the multiconfigurational Dirac-Fock (MCDF) equations using Desclaux's MCDF code [5] . To these DF radial solutions (1s 1/2 , 2s 1/2 , ..., 3p 3/2 ) we add a series of "virtual" radials, designated vl, vl , vl , etc. These virtual radials are introduced as relativistic screened hydrogenic functions (RSH) chosen with n = l + 1 (zero nodes) to ensure greatest overlap with the DF orbital whose < r > we are attempting to match. The effective charge, Z * , is iterated in an energy minimization procedure, and each virtual is necessarily orthogonalized to any DF radial function (or virtual radial from a previous set) of the same symmetry. The virtual radials are present in correlation configurations that represent excitations into subshells not occupied in the 3p 3 DF configuration. With careful attention to saturation of important correlation configurations we find that a few RSH virtuals are generally sufficient to represent the corresponding unoccupied Rydberg series and continuum orbitals, e.g. vp + vp + vp ≈ 4p + 5p + 6p + 7p + 8p + ... + p.
In the case of Si − our first (vs to vh) and second (vs to vg ) sets of virtuals are added and iterated in the presence of single and double excitations from the 3p 3 configuration (with one exception discussed below). Typically, we would add the second set of virtuals as we open the first core subshell, 3s, but we find that saturation of the valence excitation requires two sets of diffuse virtuals (< r >≈< r > 3p ), particularly in the case of 3p as well as 3s3p double excitations. Finally, our fourth set of virtuals is added primarily to saturate the 2p3p pair excitations and contains only vp , vd , and vf subshells.
The layering of the virtual sets discussed above follows our typical algorithm for producing our RCI bases. One important change to this process is the selection of the effective charge Z * of our initial vp. We find that the valence single excitations 3p → vp and 3p → vf are important contributors in all the Si − transition probability calculations (see section 3 for detailed discussion). In particular, the 3p → vp excitation is found to be critical in the early stages of the calculation as details of our bases are being worked out, e.g. 3p → vp contributions vary dramatically in calculations with only a single set of valence virtual orbitals vs a valence calculation with a second set as described above. The fact that the 3p → vp excitation contributes nearly as much to the RCI energies as 3p → vp in the latter suggests that our initial vp is a poor choice for this particular configuration. Also, in a few test calculations, we find that the vp Z , with 3s single excitations and 3s3p and 3p 2 double excitations providing the bulk of the correlation energy. Many of the 2p subshell's single excitations and core-valence pair excitations are small (tens of meV) and differentially small (less than 1 meV difference in energy contribution to each of the four levels) and would thus normally be excluded from a calculation based primarily on energy positioning and mixing between levels. However, the 2p single excitations do contribute up to a few percent of some transition probabilities, and more importantly it is found that 2p3s pair excitations contribute a few percent to some M1 transition probabilities and can affect some E2 values by as much as 10% through interaction with other configurations, even though they do not appear directly as even moderate contributors to any E2 transition probability. The impact on the other configurations they affect (as seen by changes in their own contributions in the E2 analysis) are unexpected: they are effectively 2p3s → 3pvl applied to the 3p single excitations and 2p → 3p applied to the 3s3p pair excitations, and since both 2p3s → 3pvl and 2p → 3p are fairly small contributors to the 3p 3 energies it is unusual that they have a sizable affect on some correlation configurations (compared to, for example, some of the second order triple and quadruple excitations discussed below).
Our final additions to our RCI bases involve second order effects created from products of important single and double excitations which result in triple and quadruple excitations relative to 3p 3 . Inclusion of these second order effects is intended to correct overcorrelation of 3p 3 with respect to nearby correlation configurations. We can express the wavefunction, Ψ i , of one of our final RCI levels as a linear combination of the DF function, φ i , and the correlation configuration basis functions, ψ j :
Using the intermediate normalization φ i |Ψ i = 1, we can then express the energy contribution of basis member ψ j to the Ψ i state as:
Since the b ij for single and double excitations are approximately inversely proportional to the diagonal energy matrix element difference, H jj −H ii , we see that an increase in the energy difference between our DF manifold and a correlation configuration decreases the energy contribution of that configuration. In cases where energy positioning is crucial, e.g. electron affinity studies or cases of mixing between multiple DF manifolds, such energy losses are tracked for their own sake in positioning of the levels of interest. In this case, however, this relationship is made most useful by using losses in energy as an indicator of changes in correlation configuration coefficients (which are in turn important in the transition probability calculations), and selecting which configurations are included when considering second order correlation. For example, in opening the 3s subshell we include the 3s → vd excitation (which contributes as much as 0.8 eV) for 3p 3 , lowering it with respect to 3p 2 → vl 2 which does not have the effective 3s → vd excitation applied to it. Continuing this example, the 3p → vl single excitations do have 3s → vd present in the form of the 3s3p pair excitations. While the single valence excitations are thus more correlated than the double excitations, the DF manifold is still more correlated since the single excitations have neither 3s 2 nor 3s3p pair excitations applied to them. The process is further complicated by the fact that the more nearby correlation configurations are more selectively affected by this overcorrelation of the DF manifold, since the change in position is a greater fraction of the difference between the diagonal energy matrix elements. In the case of Si − many of the valence configurations exhibit losses of 10-25%, necessitating inclusion of some of the same excitations that are applied to 3p 3 . Typically when adding second order effects formed by multiplying large first order energy contributors with each other, we determine their impact through a test RCI calculation by tracking changes in the energy contributions of single or double excitations that are part of the triple or quadruple excitation. For Si − we also need to make a corresponding transition probability calculation since we find several second order configurations (particularly those involving 3p single excitations) that have very little impact on energies (few tens of cm −1 ) that can change an E2 velocity value by a few percent. The sensitivity is due, as mentioned in section 1, to the fact that we have forbidden transitions in a light system with very little LS mixing between levels, such that many of the correlation configurations can be as important to transition probabilities as the interaction between basis members of the 3p configuration interacting with itself. This product would be at least an order of magnitude smaller than the DF product in a heavier system where DF LS terms mix with coefficients themselves of ∼0.05 or greater.
Ultimately, we include in our final calculations the following second order configurations based on formally multiplying 3p single excitations (for importance in transitions probabilities), the 3s → vd single excitation (the largest energy contributor), and the energetically important 3p 2 , 3s 2 and 3s3p double excitations:
with many of the above including virtuals from both the first and second sets (e.g. 3p
). With our bases carefully constructed as described above, there are two additional tools that are useful in our analysis of transition probability calculations: the creation of approximate LS functions for critical excitations and a newly improved analysis subroutine for our transition probability code. Our basis members are relativistic eigenstates of J 2 , J z and parity, but it possible to create approximate LS basis members through linear rotation of the jj basis members. This is done by simply diagonalizing the L 2 + S 2 matrix subject to the approximation that the minor component of the one electron wavefunctions is negligible and the radial part of the major component is independent of j. Typically we apply this LS rotation to the DF basis members only, as our LS construction is less well developed than that of jj functions. We use this analysis primarily for level identification and comparison to experimental LS designations. For Si − we also apply these rotations to the 3p single excitations for the detailed analysis as discussed in section 3.
The general form of a transition probability is given by the following expression:
where Φ (scalar potential) and A (vector potential) are determined by the gauge (velocity or length) and pole (E2 or M1 in the case of Si − ) [6] . For purposes of analysis of contributions to transition probabilities, we collect terms in the double sum above at an intermediate stage of our calculations. We have recently modified this analysis package to allow for partial sums over individual configurations or groups of configurations. For our discussion here we collect contributions by the type of excitation from 2p Several points can be taken from each table. For the E2 contributions in table 1 we note that the length gauge transition probability at each stage of our calculation is only about 10% higher in the DF portion of the sum than the total correlated value (recall, however, that the quantity tabulated here is proportional to the square root of the transition probability). The corresponding DF velocity gauge transition probabilities are ∼1.5 to ∼2.5 times larger than the fully correlated value, illustrating the greater importance of correlation in the velocity gauge calculations.
The columns of table 1 denote increasingly complex calculations at important stages of the basis set construction. The "Valence" column is from a calculation with all single and double excitations out of 3p 3 into two sets of virtual orbitals. The "3s open" column is taken from a calculation in which the third set of virtuals is added as discussed in section 2. Note the loss of contribution of the 3p single excitations between the "Valence" and "3s open" due to the addition of ∼1.9 eV of correlation to 3p The valence stage ratio of 2.13 represents an error in gauge agreement of 72.2%, while the final RCI transition probabilities agree to 0.2%. Since our general goal is to obtain gauge agreements to a few percent, or perhaps just less than 10% error for forbidden transitions, agreement of 0.2% appears ideal at first glance. We note, however, that with the extreme sensitivity of the velocity gauge (cf. difference between the "2p open" and "2p + TQ" calculations of table 1, for example), exploration of a few more small corevalence second order effects (or even accidental omission of a few of the triple excitations already included) could easily disturb this delicate balance. Still, we consider the value obtained for the E2 transition probability (4.37 × 10
) to be an accurate one due to the stability of the length gauge value throughout the latter stages of our calculations.
In table 2, the breakdown of the . The impact of opening the 2p subshell is seen to be the most important contribution to the M1 transition probability, principally through correlation of the 3s3p pair excitations from 2p3p and 2p3s pairs, effectively 2pvl → 3svl and 2pvl → 3pvl , which serve to compensate for the absence of 2p3p pair excitations in the 3s3p configurations, which would require the complex quadruple 2p3s3p Recalling the careful treatment of our first vp Z * , we note that the impact of that choice is not seen fully until the later stages of our calculations, at which point the 3s3p pairs dominate, partly due to better optimization of 3s3p → vsvp and vpvd, e.g. the Z * 's that optimize 3s3p → vpvd are very close to those that individually optimize 3s → vd and 3p → vp. As a test of the actual impact of our approach to basis set construction, we rebuild our final In table 3 we present all E2 and M1 transition probabilities among the Si − bound states. For 2 D 5/2 , we present only the length gauge E2 transition probabilities, since the length gauge value is the more stable of the two, and given such small transition probabilities velocity gauge values often vary by an order of magnitude with minor changes in the basis set.
For the 2 P 1/2 transitions, there are several points that suggest problems with LS mixing. The most notable is the excellent E2 gauge agreement in the 2 D 5/2 → 2 P 1/2 transition probability. This is somewhat expected given that the J = 1/2 and J = 5/2 calculations each have a single basis member for the 3p 3 configuration and are both doublet states, so we have none of the issues of LS mixing and small coefficients among terms of the same J as we do with the forbidden transitions involving J = 3/2.
In contrast, our gauge agreement for the other two , the E2 velocity gauge contribution is ∼4.9 times that of the length contribution, while the ratio of the totals (square root of the transition probabilities ratio, v/l) is ∼1.8. Though not sufficient to lower the velocity gauge to equal the length gauge, ∼75% of this correction comes from the 3p → vp ( 4 D 1/2 ) contribution to the DF|...|3p portion of the sum. We note that as in the other E2 cases, the length value is much more stable as we construct our bases with the actual velocity transition probability being reduced by a factor of 7 from the DF to the final calculations while the 4 S 3/2 → 2 P 1/2 final length gauge value is about half the DF value. Given that the ratio of these transition probabilities (v/l) is ∼24 at the DF stage (again squaring the ratio from the contributions to the sums), the ratio ∼3 for our final calculation is more understandable.
The correction in the velocity gauge calculation is even more pronounced in the Given that we know the major contributors to the improved gauge agreement in each of the transitions with apparent mixing trouble, and we have LS approximate basis functions for these configurations, it is possible to attempt to tailor our bases to further improve the velocity gauge values of these 2 P 1/2 transitions. For example, we can add additional correlation to 3p → vp in the J = 1/2 calculation, to improve 4 S 3/2 → 2 P 1/2 , and likewise we can further correlate 3p → vf in the J = 3/2 calculations to improve
The difficulty we encounter, however, is the fact that in each of these cases, where the 3p → vp excitation helps gauge agreement the 3p → vf excitation hurts, or vice versa. Also, at this stage we have no ab initio justification for treating such configurations separately, especially since we have paid particular attention to treating them equally all through the basis set construction; same configurations in all J's, same types of second order effects added to all configurations of the same type, etc. Targeted adjustments can be useful, however, as a means of analyzing our final calculations. The LS approximate functions created for the 3p single excitations are useful for shifting of the diagonal matrix elements of specific terms, i.e. those identified above as important to corrections only in the transitions to the The importance of such a calculation, however, is that we find that even if we were able to create similar improvements in an ab initio manner, the summation over the transition probability gauges for In a final series of test calculations, we find that inclusion of the Breit operator (often a concern for its tendency to alter LS mixing between levels) in all RCI calculations affects the final lifetimes by less than 1%. These are the largest terms in the sum that do not include the DF functions or the same type of excitation in both bra and ket. 
