Abstract-Image denoising is a lively research field. Today the researches are focus on the wavelet domain especially using wavelet threshold method. We proposed an adaptive threshold method which considering the characteristic of different sub-band, the method is adaptive to each sub-band. Experiment results show that the proposed method extracts white Gaussian noise from original signals in each step scale and eliminates the noise effectively. In addition, the method also preserves the detail information of the original image, obtaining superior quality image with higher peak signal to noise ratio(PSNR).
I. INTRODUCTION
IMAGE denoising is a lively research field. Classical nonlinear filters and linear filters used for image denoising, such as standard median(SM) filter and mean filter(MF) are based on local analysis of pixels within a moving window [1] - [9] . Recently, the research in the field of image denoising has been focused on the wavelet domain. Compared to the classical nonlinear filters and linear filters, denoising in the wavelet domain is based on global multi-scale analysis of images [1] - [4] . Wavelet transform has become an important tool for this problem due to its energy compaction property. Since the early 1990s, the wavelet theory has been well developed and widely introduced into many fields of applications, including statistics estimation, density estimation, and solution of partial differential equations, image compression and signal processing. In 1992, Donoho and Johnstone presented a method named wavelet shrinkage, and showed its obvious efficiency on signal denoising and inverse problem solving [5] . In this method, a discrete wavelet transform (DWT) is performed on the noisy signal first. Then with a preset threshold, coefficients with magnitude smaller than the threshold are set to zero while those with larger magnitude are kept and used to estimate the noiseless coefficients. Finally, an inverse DWT (IDWT) reconstructs the signal from the estimated coefficients. Later, in their subsequent paper, Donoho and Johnstone proved that wavelet shrinkage is nearly optimal over a wide range of function classes and error criterions; always provides an estimated function with a smoothness not less than the original [2] . With these advantages, the method began to be widely applied. Donoho proposed a sample thresholding rule which set all the coefficients smaller than the universal threshold to zero and shrinked the rest of the coefficients by the threshold (soft thresholding) or leaves them without change (hard thresholding). Donoho and Johnstone presented a thresholding method using Stein's risk estimator called SureShrink [5] - [7] .
In this paper, adaptive wavelet threshold method is proposed for image denoising in wavelet domain. This method will be used to deal with noise images which join an additive white Gaussian noise(AWGN). The proposed threshold is simple and closed-form, and it is adaptive to each sub-band and depends on the parameters which we gave to the threshold function. Then we use the peak signal to noise ratio(PSNR) to verify the performance of denoising methods, experiment results show that the proposed method has a better image denoising effect.
The outline of this paper is Section II explains the existing wavelet denoising methods in brief. Section III introduces the proposed algorithm for removing the Gaussian noise, Section IV discusses the experiments and the comparison results of the proposed algorithm with the other conventional algorithms. Finally we make a brief conclusion in Section V.
II. WAVELET BASED DENOISING
Last decade has seen the proliferation of waveletbased image denoising techniques for removing or reducing Gaussian noise from images and videos, mainly because these methods exploit the fact that the wavelet-transform maps white noise in the signal domain to white noise in the spatial frequency domain in a compact way [9] . Thus signal energy becomes more concentrated into fewer coefficients in the transformed domain while noise energy does not. It is important principle that enables the separation of signal from noise [10] - [12] . Wavelet thresholding is a simple nonlinear technique, which operates on one wavelet coefficient at a time. In its most basic form, each coefficient is threshold by comparing against threshold, if the coefficient is smaller than threshold, set to zero, otherwise it is kept or modified. Replacing the small noisy coefficients by zero and inverse wavelet transform on the result may lead to reconstruction with the essential signal characteristics and with less noise. Wavelet thresholding involves three steps. A linear forward wavelet transform, nonlinear thresholding step and a linear inverse wavelet transform. The most popular thresholding methods are soft thresholding and hard thresholding. They are given by (1) and (2), respectively. Soft thresholding is a continuous function while hard thresholding is a discontinuous function which causes some artifacts in denoised image. Therefore soft thresholding method is preferred on hard thresholding [1] - [7] .
Where λ is threshold and y and x are modified and noisy version of image in the wavelet domain, and ) , ( j i is location of wavelet coefficient, respectively.
Thresholding is usually performed over detail subbands only and the low-pass band is left untouched because very little noise energy is present in this band especially for a two or three level decomposition. A range of methods have been suggested in the literature for the selection of threshold, the VisuShrink(VisuS) is perhaps the most popular of all and generally considers a 'universal' threshold, defined as
Where n σ is noise variance and M is the size of image. Another well-known method for threshold selection is the SureShrink(SureS) based on the method of Stein's unbiased risk estimator (SURE) [6] . It is a subband adaptive threshold technique. A separate threshold is computed for each sub-band based on Steins's unbiased risk estimator. The SureShrink is a local thresholding method having different thresholds for different levels.
In many thresholding techniques like the VisuShrink and SureShrink, one needs to know the noise variance. In practice given a noisy image the noise variance is estimated by the median estimator [7] using
III. PROPOSED METHOD
In this paper, we used wavelet domain to remove AWGN and an adaptive threshold is proposed which considering the characteristic of different sub-band. Signals can be represented as the frequency contents of local regions over a range of scales in wavelet domain. Fig. 1 shows sub-bands of wavelet transform for a test image. A. Proposed adaptive threshold Using niv u λ to process all the wavelet coefficients will result in too much kill wavelet coefficients, which will seriously affect the quality of reconstructed image. Therefore, the changeable threshold t λ is proposed in this paper. Considering the difference between the noise free standard deviation and noisy standard deviation is significant only in the lower scale, which indicates that the higher the scale value, the higher signal component on average. Therefore, we made the proposed threshold is lower in higher scale and higher in lower scale. Then the 
Here, s σ is the noise-free signal standard deviation at each high sub-band for scale s , we calculate s σ by an approximate maximum likelihood (ML) estimator. 
Where n σ is noise variance and M is the size of image, and s is the scale. β is described as follow:
Here, α is parameter that we must find by experience, and α takes different value in the different images. Experimental results show that good range for the parameter α is 0.05 to 1. From the formula (7) we also can find thr λ decreases with the increase of s .
B. Thresholding function
In this paper, we used soft thresholding, because it much better and yields more visually pleasant images. Fig.  2 shows the soft thresholding function [5] - [14] .
In the Fig. 2 , t λ stands for adaptive threshold that can be calculated by proposed method. x is noisy wavelet coefficient and y is the modified wavelet coefficient. Thus, our thresholding algorithm can be summarized as follows:
Firstly, perform an 3level 2-D discrete wavelet(DWT) for a noisy image to get noisy wavelet coefficient, and estimate the noise variance, then calculate the threshold thr λ . Secondly, calculate the noise-free signal variance by an approximate maximum likelihood(ML) estimator at each high sub-band for scale s and determine t λ at each high sub-band, and soft threshold the wavelet coefficients where the coefficients with greater than the threshold are shrunk towards zero after comparing them to a threshold value. Finally, perform inverse discrete 2-D wavelet transform to get reconstruction image.
IV. EXPERIMENT RESULT ANALYSES
To verify the validity of the proposed method, we compared its results with standard median (SM) filter, mean filter (MF). In addition, we also compared it with VisuS(soft) and SureS. The wavelet transform used in all the wavelet domain methods is Db8 in 3level decompositions. In our experiment we used two 512×512 grayscale images Baboon and Peppers, as shown in Fig. 3 . The performance of the estimators was measured by using the classical peak signal to noise ratio(PSNR) which can be denoted as Here, MSE means mean square error.
Where R and C are the total number of pixels in the horizontal and vertical dimensions of the images, ) , ( j i O is the pixel value of original image, ) , ( j i Y is processed image pixels, respectively. Fig. 4 and Fig. 5 show the visual result of the simulation for subjective visual quality comparison, where the standard deviation of the noise added to the original images are 25. In order to compare the result clearly, we also show the profile of absolute difference between original image and the processed image. Here, we choose the position that i=250 in the image to show the simulation result.
In the Fig. 4 and absolute difference well show the results. From the profile of absolute difference which is processed by VisuS show that it removes AWGN well but damages details seriously. Though SureS performs better than other method on preserving edge, it still remains too much noise in images and the error is serious. Considering the result images in visual and the profile of absolute difference, the proposed method performs better than any other methods not only on removing AWGN but also preserving detail information in images.
The curves of the PSNRs value which the five methods such as standard median(SM) filter, MF, VisuShrink, SureShrink and proposed method produce for Baboon image and Peppers image are shown in Fig. 6 and Fig. 7 . From these figures, we found that SureShrink and proposed method perform well when the degree of standard deviation is low, but with the degree is increasing these traditional methods fail to remove AWGN, especially VisuS, because VisuS using universal threshold during denoising. But the proposed adaptive method denoise better especially in high degree of noise standard deviation and performs equally well in edge preservation.
A performance comparison of the proposed method in terms of PSNR with other reported methods, namely, VisuShrink, SM filter, MF and SureShrink is shown in Table 1 . It is evident from Table 1 that most of the time the method based on the proposed adaptive threshold method shows better performance in terms of PSNR compared to the other very often cited approaches in the literature. For instance, when test images corrupted by AWGN with standard deviation of 30 the PSNR value is 23.03dB for Baboon image and 28.35dB for Peppers image, these are higher than MF near to 1dB and 1.5dB which performs best among the existing methods when noise standard deviation is higher.
V. CONCLUSIONS
In this paper, adaptive wavelet threshold method is proposed for image denoising in wavelet domain. The 
Peppers image
proposed method is efficient in suppressing AWGN and the threshold is sub-band adaptive that can preserve the detail information of images.
The comparisons of the denoising results obtained with our algorithm, and with the conventional algorithms which are used in removing AWGN, demonstrate the efficiency of our method that gave the best output PSNRs for most of the images. For instance, after processing Peppers noisy image with noise standard deviation is 30, PSNR value of proposed method is 28.35dB, it is greater than the most efficient methods among the conventional methods 1.49dB. The visual quality of our denoised images is moreover characterized by fewer artifacts than the other methods. Since selection of the right denoising procedure plays a major role, it is important to experiment and compare the methods. As future research, we would like to work further on the comparison of the denoising techniques.
