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Abstract
We construct the universal enveloping algebra of a Leibniz n-algebra and we prove that the category of
modules over this algebra is equivalent to the category of representations.
We also give a proof of the Poincare´–Birkhoff–Witt theorem for universal enveloping algebras of finite-
dimensional Leibniz n-algebras using Gro¨bner bases in a free associative algebra.
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1. Introduction
In the framework of Hamiltonian mechanics the equations of motion are given by means of
the Hamiltonian operator H, d fdt = {H, f }, where {−,−} denotes the classical Poisson bracket
which is defined by { f1, f2} = ∂ f1∂x ∂ f2∂y − ∂ f1∂y ∂ f2∂x for a function f defined on R2.
In 1973, Nambu (1973) proposed the natural generalization of the last equations from a binary
bracket to a ternary bracket, and in general to an n-ary bracket for functions defined on Rn , given
by the jacobian of the function f = ( f1, . . . , fn). The Nambu–Hamilton generalized equations
of the motion include n − 1 Hamiltonian operators and the n-ary bracket satisfies a generalized
Jacobi identity. So a new kind of n-ary algebras was born, the so-called Nambu–Lie algebras.
This structure was also introduced by Filippov (1985) in the framework of the geometry.
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Nevertheless, in the 90s, Loday (1993) introduced a non-skew-symmetric version of Lie
algebras, the so-called Leibniz algebras. This algebraic structure had a prominent development
from the 90s and it was the subject of a lot of papers in various fields: algebra, geometry, physics,
etc. (Iba´n˜ez et al., 1999; Kinyon and Weinstein, 2001; Hagiwara and Mizutani, 2002). Motivated
by these ideas, in 2002, Casas et al. (2002) introduced the n-ary version of Leibniz algebras,
called Leibniz n-algebras, whose skew-symmetric counterparts are the Nambu–Lie or Filippov
algebras. The main examples of Leibniz n-algebras which are not Lie n-algebras are the Lie
triple systems (Jacobson, 1949; Lister, 1952).
The construction of the universal enveloping algebra UL(g) of a Leibniz algebra g was given
by Loday and Pirashvili (1993), where they show that the category of representations of a Leibniz
algebra g is equivalent to the category of right modules over UL(g) and they also give a Poincare´–
Birkhoff–Witt theorem for this kind of algebras. In Insua and Ladra (submitted for publication) a
different proof of this theorem is given using Gro¨bner bases. The proof of the PBW theorem for
Lie algebras using Gro¨bner bases was given by Bergman (1978). The representation theory of
Lie triple systems was given in Jacobson (1949), Harris (1961) and Hodge and Parshall (2002)
where they introduced the construction of a universal enveloping algebra for a Lie triple system
and a PBW type theorem.
The aim of the present paper is to describe the representations of Leibniz n-algebras by means
of a universal enveloping algebra and to establish a PBW type theorem that allows us to make
calculations in a similar way as in a ring of polynomials K [x1, . . . , xn].
The paper is structured as follows. In Section 2 we recall basic results on Leibniz n-algebras.
In Section 3 we construct the universal enveloping algebra UnL(L) of a Leibniz n-algebra L
and we prove that the category of representations of a Leibniz n-algebra L is equivalent to the
category of right modules over UnL(L). In Section 4 we give a proof of a Poincare´–Birkhoff–
Witt theorem for universal enveloping algebras of finite-dimensional Leibniz n-algebras using
Gro¨bner bases in a free associative algebra. In the last section we write a program in NCAlgebra
(a package running under Mathematica) which calculates Gro¨bner bases of the ideal that
determines UnL(L), for small values of n and low dimensions of L.
2. Leibniz n-algebras
Definition 1. A Leibniz n-algebra (Casas et al., 2002) over a field K is a K -vector space L
equipped with an n-linear map, [−, . . . ,−] : L⊗n → L satisfying the Leibniz n-identity (or
fundamental identity)
[[x1, . . . , xn], y1, . . . , yn−1] =
n∑
i=1
[x1, . . . , xi−1, [xi , y1, . . . , yn−1], xi+1, . . . , xn].
A morphism of Leibniz n-algebras L→ L′ is a K -linear map that respects the n-bracket.
Example 2. (a) Let us observe that for n = 2 the fundamental identity is the Leibniz identity
(Loday and Pirashvili, 1993) and so a Leibniz 2-algebra is simply a Leibniz algebra in the
sense of Loday (1993).
(b) Clearly a Leibniz algebra g is a Lie algebra if the condition [x, x] = 0 holds for all x ∈ g.
Associated with any Leibniz algebra g there is a Lie algebra gLie = ggann , where gann is the
two-sided ideal generated by {[x, x]| x ∈ g}.
(c) Similarly, for n ≥ 3 an n-Lie algebra or an n-Nambu Lie algebra (Nambu, 1973) or
Filippov algebra (Filippov, 1985) is a Leibniz n-algebra that moreover satisfies the identity
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[x1, . . . , xi , . . . , x j , . . . , xn] = 0 if xi = x j for 1 ≤ i, j ≤ n. Such algebras have a relevant
role in Nambu mechanics which is a generalization of Hamiltonian mechanics involving
multiple Hamiltonians (Nambu, 1973; Takhtajan, 1994).
(d) Let V be an (n + 1)-dimensional vector space with basis {e1, e2, . . . , en+1}. Then we define
[x1, x2, . . . , xn] := det(A), where A is the following matrix
e1 e2 . . . en+1
x11 x21 . . . x(n+1)1
x12 x22 . . . x(n+1)2
. . . . . . . . . . . .
x1n x2n . . . x(n+1)n

and xi = x1ie1+ x2ie2+· · ·+ x(n+1)ien+1. Then V equipped with this n-bracket is a Leibniz
n-algebra.
(e) Another big class of Leibniz 3-algebras is the so-called Lie triple systems, which were first
noted by Cartan (1952) in his study on totally geodesic submanifolds and were studied from
the algebraic point of view by Jacobson (1949) and Lister (1952). Let us recall that a Lie
triple system is a K -vector space equipped with a 3-bracket [−,−,−] that satisfies the same
previous fundamental identity and the conditions [x, y, z] + [y, z, x] + [z, x, y] = 0 and
[x, y, y] = 0.
We denote by nLb and Lb the categories of Leibniz n-algebras and Leibniz algebras,
respectively. The Daletskii’s functor (Daletskii and Takhtajan, 1997) Dn : nLb→ Lb assigns to
a Leibniz n-algebra L the Leibniz algebra Dn(L) = L⊗(n−1) with the bracket
[a1 ⊗ · · · ⊗ an−1, b1 ⊗ · · · ⊗ bn−1] :=
n−1∑
i=1
a1 ⊗ · · · ⊗ [ai , b1, . . . , bn−1] ⊗ · · · ⊗ an−1.
Conversely, the “forgetful” functor Un : Lb → nLb (Casas et al., 2002) means that if g is a
Leibniz algebra then it is also a Leibniz n-algebra with respect to the n-bracket [−, . . . ,−] :
g⊗n → g given by [x1, · · · , xn] := [x1, [x2, · · · [xn−1, xn]]] .
3. Universal enveloping algebra
Definition 3. A representation of a Leibniz n-algebra L is a K -vector space M with n actions
[−, n. . .,−] : L⊗i ⊗ M ⊗ L⊗n−i−1 → M, 0 ≤ i ≤ n − 1,
satisfying the following (2n − 1) axioms:
R1. If 2 ≤ k ≤ n,
ρk([l1, . . . , ln], ln+1, . . . , l2n−2) =
n∑
i=1
ρi (l1, . . . , l̂i , . . . , ln) · ρk(li , ln+1, . . . , l2n−2),
R2. If 1 ≤ k ≤ n,




ρk(l1, . . . , li−1, [li , ln, . . . , l2n−2], li+1, . . . , ln−1),
where the multilinear applications ρi : L⊗n−1 → EndK (M) are defined by
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ρi (l1, . . . , ln−1)(m) := [l1, . . . , li−1,m, li , . . . , ln−1], 1 ≤ i ≤ n,
and the bracket in EndK (M) is the usual for associative algebras.
A particular example of representation is the case M = L, where the applications ρi are the
adjoint representations adi (l1, . . . , ln−1)(l) = [l1, . . . , li−1, l, li , . . . , ln−1].
The notion of representation of a Leibniz n-algebra for n = 2 coincides with the
corresponding notion given by Loday and Pirashvili (1993).
Given a Leibniz n-algebra L, we consider n copies of the Leibniz algebra L⊗(n−1): one left
copy, (n − 2) middle copies and one right copy, denoted by (L⊗(n−1))l , (L⊗(n−1))km (1 ≤ k ≤
n − 2) and (L⊗(n−1))r , respectively.
We denote by ll1⊗···⊗ln−1 , kml1⊗···⊗ln−1 , 1 ≤ k ≤ n−2, rl1⊗···⊗ln−1 the elements of (L⊗(n−1))l ,
(L⊗(n−1))km, 1 ≤ k ≤ n − 2, and (L⊗(n−1))r corresponding to l1 ⊗ · · · ⊗ ln−1 ∈ L⊗(n−1). We
consider the tensorial algebra
T
(
(L⊗(n−1))l ⊕ (L⊗(n−1))1m ⊕ n−2. . . ⊕ (L⊗(n−1))n−2m ⊕ (L⊗(n−1))r
)
and the following relations which come from R1, R2 if we adopt the following notations
ρ1(l1, . . . , ln−1) := ll1⊗···⊗ln−1
ρk(l1, . . . , ln−1) := k−1ml1⊗···⊗ln−1 for 2 ≤ k ≤ n − 1
ρn(l1, . . . , ln−1) := rl1⊗···⊗ln−1 ,
where l1, . . . , ln−1 ∈ L,
R1. If 2 ≤ k ≤ n − 1,
(1) k−1m[l1,...,ln ]⊗ln+1⊗···⊗l2n−2 = ll2⊗···⊗ln · k−1ml1⊗ln+1⊗···⊗l2n−2
+ ∑n−1i=2 i−1ml1⊗···⊗̂li⊗···⊗ln · k−1mli⊗ln+1⊗···⊗l2n−2 + rl1⊗···⊗ln−1 · k−1mln⊗ln+1⊗···⊗l2n−2;
if k = n,
(2) r[l1,...,ln ]⊗ln+1⊗···⊗l2n−2 = ll2⊗···⊗ln · rl1⊗ln+1⊗···⊗l2n−2
+ ∑n−1i=2 i−1ml1⊗···⊗̂li⊗···⊗ln · rli⊗ln+1⊗···⊗l2n−2 + rl1⊗···⊗ln−1 · rln⊗ln+1⊗···⊗l2n−2;
R2. If k = 1,
(3) lln⊗···⊗l2n−2 · ll1⊗···⊗ln−1 − ll1⊗···⊗ln−1 · lln⊗···⊗l2n−2 = l[l1⊗···⊗ln−1,ln⊗···⊗l2n−2];
if 2 ≤ k ≤ n − 1,
(4) lln⊗···⊗l2n−2 · k−1ml1⊗···⊗ln−1 − k−1ml1⊗···⊗ln−1 · lln⊗···⊗l2n−2 = k−1m[l1⊗···⊗ln−1,ln⊗···⊗l2n−2];
if k = n,
(5) lln⊗···⊗l2n−2 · rl1⊗···⊗ln−1 − rl1⊗···⊗ln−1 · lln⊗···⊗l2n−2 = r[l1⊗···⊗ln−1,ln⊗···⊗l2n−2] .
Let us observe that from the relations R1(2) and R2(5) we derive the following relation
(1)′
∑n−1
i=2 i−1ml1⊗···⊗l̂i⊗···⊗ln · rli⊗ln+1⊗...l2n−2 + rl1⊗···⊗ln−1 · rln⊗ln+1⊗···⊗l2n−2
+ rl1⊗ln+1⊗···⊗l2n−2 · ll2⊗···⊗ln +
∑2n−2
i=n+1 rl1⊗ln+1 ⊗ · · · ⊗ li−1︸ ︷︷ ︸
i−n−1
⊗[li ,l2,...,ln ]⊗li+1···⊗l2n−2 = 0
and from the relations R1(1) and R2(4) we deduce the following relation for all 2 ≤ k ≤ n − 1
(2)′ rl1⊗···⊗ln−1 · k−1mln⊗ln+1⊗···⊗l2n−2 +
∑n−1
i=2 i−1ml1⊗···⊗l̂i⊗···⊗ln · k−1mli⊗ln+1⊗···⊗l2n−2
+ k−1ml1⊗ln+1⊗···⊗l2n−2 · ll2⊗···⊗ln +
∑2n−2
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The cancelation of R2(3) on itself induces the following relation
(3)′ l[l1⊗···⊗ln−1,ln⊗···⊗l2n−2] + l[ln⊗···⊗l2n−2,l1⊗···⊗ln−1] = 0.




(L⊗(n−1))l ⊕ (L⊗(n−1))1m ⊕ n−2. . . ⊕ (L⊗(n−1))n−2m ⊕ (L⊗(n−1))r
)
/I,
where I is the n-sided ideal corresponding to the relations R1(1), (2) and R2(3), (4), (5).
Proposition 5. The category of representations of the Leibniz n-algebra L is equivalent to the
category of right modules over UnL(L).
Proof. Let M be a representation of L. We define a right action from UnL(L) on the K -vector
space M as follows. Firstly (L⊗(n−1))l , (L⊗(n−1))km, 1 ≤ k ≤ n − 2, (L⊗(n−1))r act on M by
m · ll1⊗···⊗ln−1 = [m, l1, . . . , ln−1],
m · iml1⊗···⊗ln−1 = [l1, . . . , li ,m, li+1, . . . , ln−1], 1 ≤ i ≤ n − 2,
m · rl1⊗···⊗ln−1 = [l1, . . . , ln−1,m];
then we extend these actions to an action of
T
(
(L⊗(n−1))l ⊕ (L⊗(n−1))1m ⊕ n−2. . . ⊕ (L⊗(n−1))n−2m ⊕ (L⊗(n−1))r
)
by composition and linearity.
The axioms R1 and R2 of the representation imply that the relations R1(1), (2) and R2(3), (4),
(5) act trivially. So M is endowed with a structure of UnL(L)-module.
Conversely, we start with a UnL(L)-module. The restriction of the actions to (L⊗(n−1))l ,
(L⊗(n−1))1m, n−2. . . , (L⊗(n−1))n−2m, (L⊗(n−1))r provides n actions of L⊗(n−1) which makes M a
representation of L. 
Remark 6. In case n = 2, that is, for Leibniz algebras, we recover the construction of the
universal enveloping algebra of a Leibniz algebra and Proposition 5 reproduces Loday and
Pirashvili (1993, (2.3) Theorem).
In case n = 3, we recover the construction of the universal enveloping algebra of a Leibniz
3-algebra and Proposition 5 reproduces Casas (2006, Theorem 4.3).
Thanks to relation R2(3) we have that the subalgebra spanned by the elements ll1⊗···⊗ln−1 , l1⊗
· · · ⊗ ln−1 ∈ L⊗n−1, is isomorphic to U((L⊗n−1)Lie).
Definition 7. Let L be a Leibniz n-algebra and A an associative algebra. An n-homomorphism
from L to A consists in an n-tuple of K -linear maps (ϕ1, . . . , ϕn), ϕi : L⊗n−1 → A, 1 ≤ i ≤ n,
satisfying the following relations:
(a) if 2 ≤ i ≤ n,




ϕ j (l1 ⊗ · · · ⊗ l̂ j ⊗ · · · ⊗ ln) · ϕi (l j ⊗ ln+1 ⊗ · · · ⊗ l2n−2)
+ϕn(l1 ⊗ · · · ⊗ ln−1) · ϕi (ln ⊗ ln+1 ⊗ · · · ⊗ l2n−2),
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(b) if 1 ≤ i ≤ n,
ϕi [l1 ⊗ · · · ⊗ ln−1, ln ⊗ · · · ⊗ l2n−2] = ϕ1(ln ⊗ · · · ⊗ l2n−2) · ϕi (l1 ⊗ · · · ⊗ ln−1)
−ϕi (l1 ⊗ · · · ⊗ ln−1) · ϕ1(ln ⊗ · · · ⊗ l2n−2).
Remark 8. In case n = 2 we recover the definition of bihomomorphism (Aymon, 1997) and in
case n = 3 we recover the definition of trihomomorphism (Casas, 2006).
Given a Leibniz n-algebra L there exists a canonical n-homomorphism (ϕ1, . . . , ϕn) from L
to UnL(L) given by
ϕi (l1 ⊗ · · · ⊗ ln−1) =
ll1⊗···⊗ln−1 for i = 1,i−1ml1⊗···⊗ln−1 for 2 ≤ i ≤ n − 1,rl1⊗···⊗ln−1 for i = n.
Proposition 9 (Universal Property). The canonical n-homomorphism (ϕ1, . . . , ϕn) : L⊗n−1 →
UnL(L) is universal for the n-homomorphisms of L, that is, nHom(L,A) ∼= Ass(UnL(L),A).
Proof. Let (θ1, . . . , θn) be an n-homomorphism from L to A. We define a K -linear
homomorphism (L⊗(n−1))l ⊕ (L⊗(n−1))1m ⊕ n−2. . . ⊕ (L⊗(n−1))n−2m ⊕ (L⊗(n−1))r → A by
ll1⊗···⊗ln−1 7→ θ1(l1 ⊗ · · · ⊗ ln−1), kml1⊗···⊗ln−1 7→ θk+1(l1 ⊗ · · · ⊗ ln−1), 1 ≤ k ≤
n − 2, rl1⊗···⊗ln−1 7→ θn(l1 ⊗ · · · ⊗ ln−1) which extends to T ((L⊗(n−1))l ⊕ (L⊗(n−1))1m ⊕ n−2. . .
⊕ (L⊗(n−1))n−2m⊕ (L⊗(n−1))r ) and vanishes on I , so it induces a homomorphism of associative
algebras UnL(L) → A.
Conversely, given a homomorphism of associative algebras f : UnL(L) → A, the n-tuple
( f ◦ ϕ1, . . . , f ◦ ϕn) is an n-homomorphism of L. Moreover, both processes are inverse. 
4. PBW theorem for Leibniz n-algebras
Loday and Pirashvili (1993) show a Poincare´–Birkhoff–Witt theorem for any Leibniz algebra.
Here, we give a proof of a PBW theorem for finite-dimensional Leibniz n-algebras using the
theory of Gro¨bner bases.




(L⊗(n−1))l ⊕ (L⊗(n−1))1m ⊕ n−2. . . ⊕ (L⊗(n−1))n−2m ⊕ (L⊗(n−1))r
)
with K<Xs1,...,sn−1 , kYs1,...,sn−1 , Zs1,...,sn−1>, s1, . . . , sn−1 ∈ {1, . . . , d}, 1 ≤ k ≤ n − 2, via the
morphism Φ(les1⊗···⊗esn−1 ) = xs1,...,sn−1 , Φ(kmes1⊗···⊗esn−1 ) = k ys1,...,sn−1 , Φ(res1⊗···⊗esn−1 ) =
zs1,...,sn−1 , the relations R1(1), (2) and R2(3), (4), (5) are translated into
(1) Φ( k−1m[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−2 ) = xs2,...,sn · k−1ys1,sn+1,...,s2n−2
+ ∑n−1i=2 i−1ys1,...,̂si ,...,sn · k−1ysi ,sn+1,...,s2n−2 + zs1,...,sn−1 · k−1ysn ,sn+1,...,s2n−2
(2) Φ(r[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−2 ) = xs2,...,sn · zs1,sn+1,...,s2n−2
+ ∑n−1i=2 i−1ys1,...,̂si ,...,sn · zsi ,sn+1,...,s2n−2 + zs1,...,sn−1 · zsn ,sn+1,...,s2n−2
(3) xsn ,sn+1,...,s2n−2 · xs1,...,sn−1 − xs1,...,sn−1 · xsn ,sn+1,...,s2n−2 = Φ(l[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])
(4) xsn ,...,s2n−2 · k−1ys1,...,sn−1− k−1ys1,...,sn−1 ·xsn ,...,s2n−2 = Φ( k−1m[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])
(5) xsn ,...,s2n−2 · zs1,...,sn−1 − zs1,...,sn−1 · xsn ,...,s2n−2 = Φ(r[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])
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Thus, we can use the theory of Gro¨bner bases on K<Xs1,...,sn−1 , kYs1,...,sn−1 , Zs1,...,sn−1>
(Green, 1994; Mora, 1994) to obtain results in the universal enveloping algebra UnL(L). We will
obtain a proof of a PBW theorem for Leibniz n-algebras calculating a Gro¨bner basis of the ideal
Φ(I ) ⊂ K<Xs1,...,sn−1 , kYs1,...,sn−1 , Zs1,...,sn−1> generated by the relations (1)–(5).
We fix the degree lexicographical ordering on K<Xs1,...,sn−1 , kYs1,...,sn−1 , Zs1,...,sn−1> with
Zs1,...,sn−1 > kYs1,...,sn−1 > Xs1,...,sn−1 and each variable is ordered by the subindex with respect
to the left degree lexicographical ordering.
Let {g1, . . . , gp} be a K -basis of (L⊗(n−1))ann. We adopt the following notation. If X =
{xi1,...,in−1}i1,...,in−1∈{1,...,d} we will denote by x#ai1,...,in−1 the element that it is a places to the
right of xi1,...,in−1 in X if a ≥ 0, and a places to the left of xi1,...,in−1 in X if a < 0 and by
α1, . . . , αn−1 ∈ {1, . . . , d} the indexes such that x#(p−1)α1,...,αn−1 = xdd...d . So, we have X = X1
⊔
X2
where X1 = {x11...1 , . . . , x#(−1)α1,...,αn−1} and X2 = {x#(0)α1,...,αn−1 , . . . , x#(p−1)α1,...,αn−1}.
Moreover we can suppose (to simplify the notation) that the basis has the form
g1 = x#(0)α1,...,αn−1 + f1(X1)
g2 = x#(1)α1,...,αn−1 + f2(X1)
· · ·
gp = x#(p−1)α1,...,αn−1 + f p(X1).
The proof of this theorem is divided into three parts. In the first one, we proceed to identify
the two-sided ideal (L⊗(n−1))ann generated by {[x, x]| x ∈ L⊗(n−1)}, since this ideal plays an
outstanding role in the demonstration. Secondly, we obtain a minimal set G from the generators
of Φ(I ); and, in the third part, we verify that G is a Gro¨bner basis of Φ(I ). We have divided the
proof into a sequence of lemmas.
Lemma 10. The ideal (L⊗(n−1))ann is generated by
{[ei1 ⊗ · · · ⊗ ein−1 , ei1 ⊗ · · · ⊗ ein−1 ]}i1,...,in−1∈{1,...,d} ∪ {[ei1 ⊗ · · · ⊗ ein−1 , e j1 ⊗ · · · ⊗ e jn−1 ]+ [e j1 ⊗ · · · ⊗ e jn−1 , ei1 ⊗ · · · ⊗ ein−1 ]}i1,...,in−1, j1,..., jn−1∈{1,...,d},(i1,...,in−1)6=( j1,..., jn−1).
Proof. Since L⊗(n−1) is a Leibniz algebra, the proof is analogous to Insua and Ladra (submitted
for publication, Theorem 5). 
Lemma 11. The ideal generated by the relations (3)
{xsn ,sn+1,...,s2n−2 · xs1,...,sn−1 − xs1,...,sn−1 · xsn ,sn+1,...,s2n−2 − Φ(l[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])}
is the same as the ideal generated by
C = {xsn ,sn+1,...,s2n−2 · xs1,...,sn−1 − xs1,...,sn−1 · xsn ,sn+1,...,s2n−2 − Φ(l[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])}∪ {g1, . . . , gp} with s1, . . . , s2n−2 ∈ {1, . . . , d} and (s1, . . . , sn−1) < (sn, . . . , s2n−2).
Proof. Straightforward. 
Lemma 12. The ideal generated by C is the same as the ideal generated by D = {xsn ,sn+1,...,s2n−2 ·
xs1,...,sn−1 − xs1,...,sn−1 · xsn ,sn+1,...,s2n−2 − Φ(l[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])} ∪ {g1, . . . , gp} with
s1, . . . , s2n−2 ∈ {1, . . . , d}, (s1, . . . , sn−1) < (sn, . . . , s2n−2) and xsn ,sn+1,...,s2n−2 /∈ X2.
Proof. Let xjn , jn+1,..., j2n−2 · xj1,..., jn−1 − xj1,..., jn−1 · xjn , jn+1,..., j2n−2 −Φ(l[ej1⊗···⊗ejn−1 ,ejn⊗···⊗ej2n−2 ])
such that x jn , jn+1,..., j2n−2 ∈ X2 and s ∈ N such that x#(s−1)α1,...,αn−1 = x jn , jn+1,..., j2n−2 .
x jn , jn+1,..., j2n−2 · x j1,..., jn−1 − x j1,..., jn−1 · x jn , jn+1,..., j2n−2 − Φ(l[e j1⊗···⊗e jn−1 ,e jn⊗···⊗e j2n−2 ])
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→{−gs ·x j1,..., jn−1 ,x j1,..., jn−1 ·gs } −Φ(l[e j1⊗···⊗e jn−1 ,e jn⊗···⊗e j2n−2 ]) − fs(X1) · x j1,..., jn−1 + x j1,..., jn−1 ·
fs(X1) = −(as11...1 · x11...1 + · · · + âsα1,...,αn−1 · x̂α1,...,αn−1) · x j1,..., jn−1 + x j1,..., jn−1 · (as11...1 ·
x11...1 + · · · + âsα1,...,αn−1 · x̂α1,...,αn−1) − Φ(l[e j1⊗···⊗e jn−1 ,e jn⊗···⊗e j2n−2 ]) = as11...1 · (x j1,..., jn−1 ·
x11...1− x11...1 · x j1,..., jn−1)+ · · ·+ âsα1,...,αn−1 · (̂x j1,..., jn−1 · x̂α1,...,αn−1 − x̂α1,...,αn−1 · x̂ j1,..., jn−1)−
Φ(l[e j1⊗···⊗e jn−1 ,e jn⊗···⊗e j2n−2 ]) .
So two different cases are possible: x j1,..., jn−1 ∈ X2 or x j1,..., jn−1 /∈ X2.
(I) x j1,..., jn−1 ∈ X2.
Let be gr = x#(r−1)α1,...,αn−1︸ ︷︷ ︸
x j1,..., jn−1
+ fr (X1).
For every xt1,...,tn−1 ∈ X1 it is verified
x j1,..., jn−1 · xt1,...,tn−1 − xt1,...,tn−1 · x j1,..., jn−1 →{−gr ·xt1,...,tn−1 ,xt1,...,tn−1 ·gr } − fr (X1) · xt1,...,tn−1 +
xt1,...,tn−1 · fr (X1) = ar11...1 · (−x11...1 · xt1,...,tn−1 + xt1,...,tn−1 · x11...1) + · · · +
art1,...,tn−1 · (−xt1,...,tn−1 · xt1,...,tn−1 + xt1,...,tn−1 · xt1,...,tn−1)︸ ︷︷ ︸
0
+ · · · + ârα1,...,αn−1 · (−x̂α1,...,αn−1 ·
x̂t1,...,tn−1 + x̂t1,...,tn−1 · x̂α1,...,αn−1) →D ar11...1 · Φ(l[e1⊗···⊗e1,et1⊗···⊗etn−1 ]) + · · · + 0 −
· · · − ârα1,...,αn−1 · Φ̂(l[et1⊗···⊗etn−1 ,eα1⊗···⊗eαn−1 ]) →D −Φ(l[et1⊗···⊗etn−1 ,−e j1⊗···⊗e jn−1+gr ]) =
Φ(l[et1⊗···⊗etn−1 ,e j1⊗···⊗e jn−1 ]) − Φ(l[et1⊗···⊗etn−1 ,gr ]) = Φ(l[et1⊗···⊗etn−1 ,e j1⊗···⊗e jn−1 ]) because
[et1 ⊗ · · · ⊗ etn−1 , gr ] = 0 by the fact that gr ∈ (L⊗(n−1))ann.
Then the initial expression reduces to
−Φ(l[e j1⊗···⊗e jn−1 ,e jn⊗···⊗e j2n−2 ]) − as11...1 · Φ(l[e j1⊗···⊗e jn−1 ,e1⊗···⊗e1]) − · · · − âsα1,...,αn−1 ·
Φ̂(l[e j1⊗···⊗e jn−1 ,eα1⊗···⊗eαn−1 ]) = −Φ(l[e j1⊗···⊗e jn−1 ,gs ]) = 0 because gr ∈ (L⊗(n−1))ann.
(II) x j1,..., jn−1 ∈ X1.
The initial expression reduces to
−Φ(l[e j1⊗···⊗e jn−1 ,e jn⊗···⊗e j2n−2 ]) + as11...1 · Φ(l[e1⊗···⊗e1,e j1⊗···⊗e jn−1 ]) + · · · + asjn ,..., j2n−2 ·
0 − · · · − âsα1,...,αn−1 · Φ̂(l[e j1⊗···⊗e jn−1 ,eα1⊗···⊗eαn−1 ]) →D −Φ(l[e j1⊗···⊗e jn−1 ,e jn⊗···⊗e j2n−2 ]) −
as11...1 · Φ(l[e j1⊗···⊗e jn−1 ,e1⊗···⊗e1]) − · · · − âsα1,...,αn−1 · Φ̂(l[e j1⊗···⊗e jn−1 ,eα1⊗···⊗eαn−1 ]) =−Φ(l[e j1⊗···⊗e jn−1 ,gs ]) = 0 . 
Lemma 13. The ideal generated by the relations (3), (4) and (5) agrees with the ideal
generated by E = D ∪ {xsn ,...,s2n−2 · k−1ys1,...,sn−1 − k−1ys1,...,sn−1 · xsn ,...,s2n−2 −
Φ( k−1m[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])} ∪ {xsn ,...,s2n−2 · zs1,...,sn−1 − zs1,...,sn−1 · xsn ,...,s2n−2 −
Φ(r[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])} with s1, . . . , s2n−2 ∈ {1, . . . , d} , xsn ,sn+1,...,s2n−2 /∈ X2 and
k ∈ {2, . . . , n − 1}.
Proof. Let s1, . . . , s2n−2 ∈ {1, . . . , d} such that xsn ,...,s2n−2 ∈ X2 and r ∈ {1, . . . , p} such that
gr = xsn ,...,s2n−2 + fr (X1).
xsn ,...,s2n−2 ·k−1 ys1,...,sn−1 −k−1 ys1,...,sn−1 · xsn ,...,s2n−2 − Φ(k−1m[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])→{k−1 ys1,...,sn−1 ·gr ,gr ·k−1 ys1,...,sn−1} −Φ(k−1m[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])+ k−1ys1,...,sn−1 · fr (X1)−
fr (X1) ·k−1 ys1,...,sn−1 = −Φ(k−1m[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])+ ar11...1 · (k−1ys1,...,sn−1 · x11...1−
x11...1 ·k−1 ys1,...,sn−1)+· · ·+ârα1,...,αn−1 ·(k−1 ŷs1,...,sn−1 · x̂α1,...,αn−1− x̂α1,...,αn−1 ·k−1 ŷs1,...,sn−1) →E−Φ(k−1m[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ])−ar11...1 ·Φ(k−1m[es1⊗···⊗esn−1 ,es1⊗···⊗e1])−· · ·−ârα1,...,αn−1 ·
Φ̂(k−1m[es1⊗···⊗esn−1 ,eα1⊗···⊗eαn−1 ]) = −Φ(k−1m[es1⊗···⊗esn−1 ,gs ]) = 0 .
If we repeat again the previous process for the another relation we will obtain
xsn ,...,s2n−2 · zs1,...,sn−1 − zs1,...,sn−1 · xsn ,...,s2n−2 − Φ(r[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ]) →E 0 . 
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Proposition 14. A minimal Gro¨bner basis of the ideal generated by the relations (1)–(5) is
G = E ∪ {xs2,...,sn · k−1ys1,sn+1,...,s2n−2 +
∑n−1
i=2 i−1ys1,...,̂si ,...,sn · k−1ysi ,sn+1,...,s2n−2 +
zs1,...,sn−1 · k−1ysn ,sn+1,...,s2n−2 −Φ( k−1m[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−2 )} ∪ {xs2,...,sn ·zs1,sn+1,...,s2n−2 +∑n−1
i=2 i−1ys1,...,̂si ,...,sn ·zsi ,sn+1,...,s2n−2+zs1,...,sn−1 ·zsn ,sn+1,...,s2n−2−Φ(r[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−2 )}
with respect to the degree lexicographical ordering on K<Xs1,...,sn−1 , kYs1,...,sn−1 , Zs1,...,sn−1>
with Zs1,...,sn−1 > kYs1,...,sn−1 > Xs1,...,sn−1 .
Proof. We will prove that all overlap relations of elements of G reduce to 0 modulo G. We will
only show in detail two typical cases (cases 1 and 4) of the seven possible ones to give an idea of
the proof. The other ones can be proved analogously using the overlap relations given here.
Case 1. Denote by gsn ,...,s2n−2,s1,...,sn−1 the element xsn ,sn+1,...,s2n−2 · xs1,...,sn−1 − xs1,...,sn−1 ·
xsn ,sn+1,...,s2n−2 − Φ(l[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ]).
If xsn ,...,s2n−2 > xs1,...,sn−1 > xt1,...,tn−1 , then
OR1 := gsn ,...,s2n−2,s1,...,sn−1 · xt1,...,tn−1 − xsn ,...,s2n−2 · gs1,...,sn−1,t1,...,tn−1 = −xs1,...,sn−1 ·
xsn ,...,s2n−2 · xt1,...,tn−1 − Φ(l[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ]) · xt1,...,tn−1 + xsn ,...,s2n−2 · xt1,...,tn−1 ·
xs1,...,sn−1 + xsn ,...,s2n−2 · Φ(l[et1⊗···⊗etn−1 ,es1⊗···⊗esn−1 ]) →G −Φ(l[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ]) ·
xt1,...,tn−1+xsn ,...,s2n−2 ·Φ(l[et1⊗···⊗etn−1 ,es1⊗···⊗esn−1 ])−xs1,...,sn−1 ·Φ(l[et1⊗···⊗etn−1 ,esn⊗···⊗es2n−2 ])+
Φ(l[esn⊗···⊗es2n−2 ,et1⊗···⊗etn−1 ]) ·xs1,...,sn−1−Φ(l[et1⊗···⊗etn−1 ,es1⊗···⊗esn−1 ]) ·xsn ,...,s2n−2+xt1,...,tn−1 ·
Φ(l[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ]).
SinceΦ(l[e j1⊗···⊗e jn−1 ,er1⊗···⊗ern−1 ])·xc1,...,cn−1−xc1,...,cn−1 ·Φ(l[e j1⊗···⊗e jn−1 ,er1⊗···⊗ern−1 ]) →G
Φ(l[[e j1⊗···⊗e jn−1 ,er1⊗···⊗ern−1 ],ec1⊗···⊗ecn−1 ]) then the overlap relation OR1 reduces to
Φ(l[et1⊗···⊗etn−1 ,[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ]]) − Φ(l[[et1⊗···⊗etn−1 ,es1⊗···⊗esn−1 ],esn⊗···⊗es2n−2 ]) +
Φ(l[[et1⊗···⊗etn−1 ,esn⊗···⊗es2n−2 ],es1⊗···⊗esn−1 ]) = 0 modulo G by the Leibniz identity of L⊗(n−1).
Case 2. Denote by hk−1ys1,...,sn−1,sn ,...,s2n−2 the element −xsn ,...,s2n−2 · k−1ys1,...,sn−1 + k−1ys1,...,sn−1 ·
xsn ,...,s2n−2 + Φ( k−1m[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ]).
OR2 := hk−1yt1,...,tn−1,sn ,...,s2n−2 · xs1,...,sn−1 − k−1yt1,...,tn−1 · gsn ,...,s2n−2,s1,...,sn−1 reduces to 0 modulo
G using the Leibniz identity of L⊗(n−1).
Case 3. Denote by hzs1,...,sn−1,sn ,...,s2n−2 the element−xsn ,...,s2n−2 ·zs1,...,sn−1+zs1,...,sn−1 ·xsn ,...,s2n−2+
Φ(r[es1⊗···⊗esn−1 ,esn⊗···⊗es2n−2 ]).
OR3 := hzt1,...,tn−1,sn ,...,s2n−2 · xs1,...,sn−1 − zt1,...,tn−1 · gsn ,...,s2n−2,s1,...,sn−1 reduces to 0 modulo G
using the Leibniz identity of L⊗(n−1).
Case 4. Denote by tk−1ys1,...,s2n−2 the element xs2,...,sn · k−1ys1,sn+1,...,s2n−2 +
∑n−1
i=2 i−1ys1,...,̂si ,...,sn ·
k−1ysi ,sn+1,...,s2n−2 + zs1,...,sn−1 · k−1ysn ,sn+1,...,s2n−2 − Φ( k−1m[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−2 ).
OR4 := tk−1ys1,...,s2n−2 · xt1,...,tn−1 − zs1,...,sn−1 · h
k−1
ysn ,...,s2n−2,t1,...,tn−1
= xs2,...,sn · k−1ys1,sn+1,...,s2n−2 ·
xt1,...,tn−1 +
∑n−1
i=2 i−1ys1,...,̂si ,...,sn · k−1ysi ,sn+1,...,s2n−2 · xt1,...,tn−1−
Φ( k−1m[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−2 ) · xt1,...,tn−1 + zs1,...,sn−1 · xt1,...,tn−1 · k−1ysn ,sn+1,...,s2n−2 −
zs1,...,sn−1 · Φ( k−1m[esn ,...,es2n−2 ]⊗et1⊗···⊗etn−1 )
→G ∑n−1i=2 i−1ys1,...,̂si ,...,sn · k−1ysi ,sn+1,...,s2n−2 · xt1,...,tn−1 −Φ( k−1m[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−2 ) ·
xt1,...,tn−1 − zs1,...,sn−1 · Φ( k−1m[esn⊗···⊗es2n−2 ,et1⊗···⊗etn−1 ])− xs2,...,sn ·
Φ( k−1m[es1⊗esn+1⊗···⊗es2n−2 ,et1⊗···⊗etn−1 ])−Φ(r[es1⊗···⊗esn−1 ,et1⊗···⊗etn−1 ]) · k−1ysn ,sn+1,...,s2n−2 −∑n−1
i=2 xt1,...,tn−1 · i−1ys1,...,̂si ,...,sn · k−1ysi ,sn+1,...,s2n−2 + xt1,...,tn−1 ·
Φ( k−1m[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−2 ) − Φ(l[es2⊗···⊗esn,et1⊗···⊗etn−1]) · k−1ys1,sn+1,...,s2n−2 →G
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Φ(k−1m[[es1 ,...,esn]⊗esn+1⊗···⊗es2n−2 ,et1⊗···⊗etn−1])+∑n−1
i=2 (− i−1ys1,...,ŝi ,...,sn · Φ( k−1m[esi ,et1 ,...,etn−1 ]⊗esn+1⊗···⊗es2n−2 )−
i−1ys1,...,ŝi ,...,sn · Φ( k−1mesi⊗[esn+1 ,et1 ,...,etn−1 ]⊗esn+2⊗···⊗es2n−2 )−
i−1ys1,...,ŝi ,...,sn · Φ( k−1mesi⊗esn+1⊗[esn+2 ,et1 ,...,etn−1 ]⊗esn+3⊗···⊗es2n−2 )− · · ·−
i−1ys1,...,ŝi ,...,sn · Φ( k−1mesi⊗esn+1⊗···⊗es2n−3⊗[es2n−2 ,et1 ,...,etn−1 ]) )−∑n−1
i=2 Φ(i−1m[es1⊗···⊗êsi⊗···⊗esn ,et1⊗···⊗etn−1 ]) · k−1ysi ,sn+i ,...,s2n−2+
Φ(les2⊗···⊗esn−1⊗[esn ,et1 ,...,etn−1 ]) · k−1ys1,sn+1,...,s2n−2+∑n−1
i=2 Φ(i−1mes1⊗···⊗êsi⊗···⊗esn−1⊗[esn ,et1 ,...,etn−1 ]) · k−1ysi ,sn+1,...,s2n−2−
Φ( k−1m[es1 ,...,esn−1 ,[esn ,et1 ,...,etn−1 ]]⊗esn+1⊗···⊗es2n−2 )+ xs2,...,sn ·
Φ( k−1mes1⊗[esn+1 ,et1 ,...,etn−1 ]⊗esn+2⊗···⊗es2n−2 )+∑n−1
i=2 i−1ys1,...,ŝi ,...,sn ·Φ( k−1mesi⊗[esn+1 ,et1 ,...,etn−1 ]⊗esn+2⊗···⊗es2n−2 )−
Φ( k−1m[es1 ,...,esn ]⊗[esn+1 ,et1 ,...,etn−1 ]⊗esn+2⊗···⊗es2n−2 )+ · · · + xs2,...,sn ·
Φ( k−1mes1⊗···⊗es2n−3⊗[es2n−2 ,et1 ,...,etn−1 ])+
∑n−1
i=2 i−1ys1,...,ŝi ,...,sn ·
Φ( k−1mesi⊗esn+1⊗···⊗es2n−3⊗[es2n−2 ,et1 ,...,etn−1 ])−
Φ( k−1m[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−3⊗[es2n−2 ,et1 ,...,etn−1 ])−
xs2,...,sn · Φ( k−1m[es1 ,et1 ,...,etn−1 ]⊗esn+1⊗···⊗es2n−2 )− xs2,...,sn ·
Φ( k−1mes1⊗[esn+1 ,et1 ,...,etn−1 ]⊗esn+2⊗···⊗es2n−2 )− · · · − xs2,...,sn ·
Φ( k−1mes1⊗···⊗es2n−3⊗[es2n−2 ,et1 ,...,etn−1 ])+ xs2,...,sn ·
Φ( k−1m[es1 ,et1 ,...,etn−1 ]⊗esn+1⊗···⊗es2n−2 )+
∑n−1
i=2 Φ( i−1m[es1 ,et1 ,...,etn−1 ]⊗es2⊗···⊗êsi⊗···⊗esn )·
k−1ysi ,sn+1,...,s2n−2 − Φ( k−1m[[es1 ,et1 ,...,etn−1 ],es2 ,...,esn ]⊗esn+1⊗···⊗es2n−2 )+
Φ(l[es2 ,et1 ,...,etn−1 ]⊗es3⊗···⊗esn ) · k−1ys1,sn+1,...,s2n−2 + 1ys1,s3,...,sn ·
Φ( k−1m[es2 ,et1 ,...,etn−1 ]⊗esn+1⊗···⊗es2n−2 )+∑n−1
i=3 Φ( i−1mes1⊗[es2 ,et1 ,...,etn−1 ]⊗es2⊗···⊗êsi⊗···⊗esn ) · k−1ysi ,sn+1,...,s2n−2−
Φ( k−1m[es1 ,[es2 ,et1 ,...,etn−1 ],es3 ,...,esn]⊗esn+1⊗···⊗es2n−2)+· · ·+Φ(les2⊗···⊗esn−2⊗[esn−1 ,et1 ,...,etn−1 ]⊗esn )·
k−1ys1,sn+1,...,s2n−2+
∑n−2
i=2 Φ( i−1mes1⊗···⊗êsi⊗···⊗esn−2⊗[esn−1 ,et1 ,...,etn−1 ]⊗esn )· k−1ysi ,sn+1,...,s2n−2+
n−2ys1,...,sn−2,sn · Φ( k−1m[esn−1 ,et1 ,...,etn−1 ]⊗esn+1⊗···⊗es2n−2 )−
Φ( k−1m[es1 ,...,esn−2 ,[esn−1 ,et1 ,...,etn−1 ],esn ]⊗esn+1⊗···⊗es2n−2 )− Φ(l[es2 ,et1 ,...,etn−1 ]⊗es3⊗···⊗esn )·
k−1ys1,sn+1,...,s2n−2 − Φ(les2⊗[es3 ,et1 ,...,etn−1 ]⊗es4⊗···⊗esn ) · k−1ys1,sn+1,...,s2n−2 − · · ·−
Φ(les2⊗···⊗esn−2⊗[esn−1 ,et1 ,...,etn−1 ]⊗esn ) · k−1ys1,sn+1,...,s2n−2 − Φ(les2⊗···⊗esn−1⊗[esn ,et1 ,...,etn−1 ]) ·
k−1ys1,sn+1,...,s2n−2 = 0 by the fundamental identity of L.
Case 5. Denote by tzs1,...,s2n−2 the element xs2,...,sn · zs1,sn+1,...,s2n−2 +
∑n−1
i=2 i−1ys1,...,̂si ,...,sn ·
zsi ,sn+1,...,s2n−2 + zs1,...,sn−1 · zsn ,sn+1,...,s2n−2 − Φ(r[es1 ,...,esn ]⊗esn+1⊗···⊗es2n−2 ).
OR5 := tzs1,...,s2n−2 · x j1,..., jn−1 − zs1,...,sn−1 · hzsn ,...,s2n−2, j1,..., jn−1 .
Case 6. OR6 := tzs1,...,s2n−2 · z j1,..., jn−1 − zs1,...,sn−1 · tzsn ,...,s2n−2, j1,..., jn−1 .
Case 7. OR7 := tzs1,...,s2n−2 · k−1y j1,..., jn−1 − zs1,...,sn−1 · tk−1ysn ,...,s2n−2, j1,..., jn−1 . 
As a consequence of the previous proposition, we obtain
Theorem 15 (Poincare´–Birkhoff–Witt Theorem). Let L be a Leibniz n-algebra of dimension d.
Then a K -basis of the universal enveloping algebra UnL(L) is formed by the monomials of the
type
xa11...111...1 · · · x̂
aα1 ...αn−1
α1...αn−1 · h(1 y11...1, . . . ,n−2 ydd...d) · zes1,...,sn−1 ,
where h(1 y11...1, . . . ,n−2 ydd...d) is a monic monomial in 1 y11...1, . . . ,n−2 ydd...d and e = 0, 1.
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Example 16. Let L be a Leibniz 3-algebra of dimension 2 with basis {e1, e2} and the 3-bracket
defined by [ei , e j , ei ] := e j , [ei , ei , e j ] := −e j , if i 6= j , and 0 in other case. A basis of
(L⊗ L)ann is {e2 ⊗ e1 + e1 ⊗ e2, e2 ⊗ e2 − e1 ⊗ e1}. Identifying
T
(
(L⊗ L)l ⊕ (L⊗ L)m ⊕ (L⊗ L)r
)
with K<x11, x12, x21, x22, y11, y12, y21, y22, z11, z12, z21, z22>, we obtain g1 = x21+x12, g2 =
x22 − x11, α1α2 = 21, X1 = {x11, x12} and X2 = {x21, x22}.
A minimal Gro¨bner basis of the idealΦ(I ), with respect to the degree lexicographical ordering
x11 < x12 < x21 < x22 < y11 < y12 < y21 < y22 < z11 < z12 < z21 < z22, by Proposition 14,
is G = {xkt · xi j − xi j · xkt − Φ(l[ei⊗e j ,ek⊗et ])}(i, j)<(k,t),xkt∈X1 ∪ {x21 + x12, x22 − x11}∪ {xkt · yi j − yi j · xkt − Φ(m[ei⊗e j ,ek⊗et ]), xkt · zi j − zi j · xkt − Φ(r[ei⊗e j ,ek⊗et ])}xkt∈X1∪ {x jk · yi t+ yik · y j t+zi j · ykt−Φ(m[ei ,e j ,ek ]⊗et ), x jk ·zi t+ yik ·z j t+zi j ·zkt−Φ(r[ei ,e j ,ek ]⊗et ))},
with i, j, k, t ∈ {1, 2}.
In this case G has 51 polynomials, where {xkt ·xi j−xi j ·xkt−Φ(l[ei⊗e j ,ek⊗et ])}(i, j)<(k,t),xkt∈X1= {x12 · x11 − x11 · x12 + x21 + x12} and {xkt · yi j − yi j · xkt − Φ(m[ei⊗e j ,ek⊗et ]), xkt · zi j −
zi j · xkt −Φ(r[ei⊗e j ,ek⊗et ])}xkt∈X1 = {x11 · y11 − y11 · x11, x11 · y12 − y12 · x11, x11 · y21 − y21 ·
x11, x11 · y22− y22 · x11, x12 · y11− y11 · x12+ y21+ y12, x12 · y12− y12 · x12+ y22− y11, x12 ·
y21 − y21 · x12 − y11 + y22, x12 · y22 − y22 · x12 − y12 − y21, x11 · z11 − z11 · x11, x11 · z12 −
z12 · x11, x11 · z21 − z21 · x11, x11 · z22 − z22 · x11, x12 · z11 − z11 · x12 + z21 + z12, x12 · z12 −
z12 · x12 + z22 − z11, x12 · z21 − z21 · x12 − z11 + z22, x12 · z22 − z22 · x12 − z12 − z21}.
G is minimal but not reduced since there are in this list polynomials which are not in the
normal form, e.g., x12 · x11 − x11 · x12 + x21 + x12.
Thus, a K -basis of U3L(L) is formed by the monomials of the type
xa11 · xb12 · h(y11, y12, y21, y22),
xa11 · xb12 · h(y11, y12, y21, y22) · z11,
xa11 · xb12 · h(y11, y12, y21, y22) · z12,
xa11 · xb12 · h(y11, y12, y21, y22) · z21,
xa11 · xb12 · h(y11, y12, y21, y22) · z22.
5. Implementation of calculations
In this section we describe a program in NCAlgebra (Helton et al., 1996) (a package running
under Mathematica) for implementing the algorithms discussed in this paper. The program will
calculate the reduced Gro¨bner basis of the ideal Φ(I ) that determines UnL(L) for small values
of n and low dimensions of L. The Mathematica code, together with some examples, is also
available in http://web.usc.es/∼mladra/research.html.
#########################################################################
(* This program computes the reduced Gro¨bner Basis of the ideal Φ(I ). To
run properly this code it is necessary to load the NCGB package *)
#########################################################################
J.M. Casas et al. / Journal of Symbolic Computation 42 (2007) 1052–1065 1063
(* Let be L a Leibniz n-algebra of dimension d *)
n= (* Write here the value of n *)
d= (* Write here the value of d *)
(* Insert the Bracket represented by Bracket[{s1, . . . , sn}] := {a1, . . . , ad} where
[es1 , . . . , esn] = a1e1+· · ·+aded. In Example 16, e.g., Bracket[{1, 1, 2}]:={0,-1} *)
(* Relations are generated *)
(* Type (1) relations *)
RelationsOne[IndexSet_List, k_] :=
x[Take[IndexSet, {2, n}]] **
y[Join[{k - 1},{IndexSet[[1]]},Take[IndexSet, {n + 1, 2*n - 2}]]] +
Sum[y[Join[{i - 1}, Take[IndexSet, {1, i - 1}],
Take[IndexSet, {i + 1, n}]]] ** y[Join[{k - 1}, {IndexSet[[i]]},
Take[IndexSet, {n + 1, 2*n - 2}]]], {i, 2, n - 1}] +
z[Take[IndexSet, {1, n - 1}]] **
y[Join[{k - 1}, Take[IndexSet, {n, 2*n - 2}]]] -
Bracket[Take[IndexSet, {1, n}]].Table[y[Join[{k - 1}, {i},
Take[IndexSet, {n + 1, 2*n - 2}]]], {i, 1,d}]}
(* Type (2) relations *)
RelationsTwo[IndexSet_List] :=
x[Take[IndexSet, {2, n}]] **
z[Join[{IndexSet[[1]]}, Take[IndexSet, {n + 1, 2*n - 2}]]] +
Sum[y[Join[{i - 1}, Take[IndexSet, {1, i - 1}],
Take[IndexSet, {i + 1, n}]]] ** z[Join[{IndexSet[[i]]},
Take[IndexSet, {n + 1, 2*n - 2}]]], {i, 2,n- 1}] +
z[Take[IndexSet, {1, n - 1}]] ** z[Take[IndexSet, {n, 2*n - 2}]] -
Bracket[Take[IndexSet, {1, n}]].Table[z[Join[{i},
Take[IndexSet, {n + 1, 2*n - 2}]]], {i, 1, d}]




target = Sum[ Bracket[Join[{IndexSet[[i]]},
Take[IndexSet, {n, 2*n - 2}]]].
Table[var[[1]][Join[var[[2]], Take[IndexSet, {1, i - 1}], {j},
Take[IndexSet, {i + 1, n - 1}]]], {j, 1, d}], {i, 1, n - 1}];
Return[target]; ]
(* Type (3) relations *)
RelationsThree[IndexSet_List] :=
x[Take[IndexSet, {n, 2*n - 2}]] ** x[Take[IndexSet, {1, n - 1}]] -
x[Take[IndexSet, {1, n - 1}]] ** x[Take[IndexSet, {n, 2*n - 2}]] -
LinearComponents[IndexSet, {x, {}}]
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(* Type (4) relations *)
RelationsFour[IndexSet_List, k_] :=
x[Take[IndexSet, {n, 2*n - 2}]] **y[Join[{k - 1},
Take[IndexSet, {1, n - 1}]]] - y[Join[{k - 1},
Take[IndexSet, {1, n - 1}]]] ** x[Take[IndexSet, {n, 2*n - 2}]] -
LinearComponents[IndexSet, {y, {k - 1}}]
(* Type (5) relations *)
RelationsFive[IndexSet_List] :=
x[Take[IndexSet, {n, 2*n - 2}]] ** z[Take[IndexSet, {1, n - 1}]] -
z[Take[IndexSet, {1, n - 1}]] ** x[Take[IndexSet, {n, 2*n - 2}]] -
LinearComponents[IndexSet, {z, {}}]
(* Generators of the ideal Φ(I ) *)
G = {}
A = Tuples[Table[i, {i, 1, d}], 2*n - 2]
lengA = Length[A]
(* All type (1) relations are generated *)
Do[ Do[G = Join[G,{RelationsOne[A[[i]], k]}], {i, 1, lengA}],{k,2,n - 1}]
(* All type (2) relations are generated *)
Do[G = Join[G, {RelationsTwo[A[[i]]]}] , {i, 1, lengA}]
(* All type (3) relations are generated *)
Do[G = Join[G, {RelationsThree[A[[i]]]}] , {i, 1, lengA}]
(* All type (4) relations are generated *)
Do[ Do[G = Join[G,{RelationsFour[A[[i]],k]}],{i,1,lengA}],{k,2,n-1}]
(* All type (5) relations are generated *)
Do[ G = Join[G, {RelationsFive[A[[i]]]}] , {i, 1, lengA}]
(* Noncommutative variables are defined *)
Variabs = {}
B = Tuples[Table[i, {i, 1, d}], n - 1]
lengtB=Length[B]
Do[Variabs = Join[Variabs, {x[B[[i]]]}]; , {i, 1, lengtB}]
Do[ Do[Variabs = Join[Variabs, {y[Join[{k - 1}, B[[i]]]]}];
, {i, 1, lengtB}], {k, 2, n - 1}]
Do[Variabs = Join[Variabs, {z[B[[i]]]}];, {i, 1, lengtB}]




(* This output gives the normal forms of the polynomials
which appear in Proposition 14 *)
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