Embedded computer systems seem to be the antithesis of functional language systems. Embedded systems are small, stand-alone, and are often forced to accept inelegant design compromises due to hardware cost. They run continuously and are reactive, that is, their primary goal is to monitor sensors and control effecters, using observed external events to trigger state-changing control actions.
Introduction
Programming an embedded system requires certain features to be present in the chosen programming language and environment. It must be possible: a to write detailed device-driving code; e to deal promptly with asynchronous events (interrupts); e to ensure that the system can run continuously and indefinitely.
As can be performed in a general-purpose functional language, and secondly that suitable abstractions can hide these device details from the rest of the functional program. The functional implementation of the example application, a liftshaft controller, runs successfully on the apparatus described in $3.
Section 2 gives an overview of Embedded Gofer's facilities for systems programming.
Section 3 describes the particulars of the liftshaft application. This example was chosen because the apparatus was originally built to teach embedded systems programming in Modula. The "difficult" aspects are highlighted in the following sections. Section 4 demonstrates a functional device driver which uses interrupts to determine the position of a liftcar, Section 5 describes some of the architectural compromises often encountered when programming sensors and effecters, and illustrates some functional sohltions. Section 6 describes the controlling algorithm for the liftshaft, in which all interaction with devices is conveniently abstiact. Section 7 reports our results. Section 8 compares Embedded Gofer with related work. Section 9 discusses future work. Section 10 concludes by summarizing the significance of this work. Each lift-car has six request buttons, one per floor.
These buttons do not have internal lamps. Each car also has a seven-segment LED display and a loudspeaker capable of making a "bleep" noise.
As shown in Figure 2 , for each car, a string of fixed length is attached to the roof of the construction in two places -above the car and above the counterweight. The car and the counterweight are suspended on this string by pulley wheels. The middle section of the string passes through a series of pulley wheels above the roof of the unit. One of the wheels is driven directly by a low-voltage hi-directional motor, with a maximum speed of 60 r.p.m.;
another is connected to a precisely-milled telemetry wheel and optical detection system; the third wheel provides ten- 
,. ,. A simple count of the number of telemetry interrupts, together with knowledge of the direction of motion, is enough to determine the exact position of either car to the accuracy of the distance the pulley string moves between holes (approximately 3mm), assuming that interrupts are dealt with in a timely fashion.
The telemetry process for each liftcar, A and B, is essentially identical (see Figure 3) . Keeping a local record of the motor direction, current position, and next floor position, it awaits interrupts. When an interrupt occurs, it either increments or decrements the current position, depending on direction.
At any time the process could receive a message indicating a change of direction. Disparate mechanisms may not only share the same I/O device, but also the same registers in that device.
2.
Polling.
Although it may be desirable for certain sensors to generate interrupts, the actual devices available may not be able to provide as many interrupts as there are sensors, and polling has to be used.
5,1 Shared registers
The liftshaft motors, buttons, and call-lamps are controlled through two PITs, one for sensing, the other for effecting.
Each device has two data registers which are connected to the apparatus. The different effecters and sensors overlap in these registers. This overlapping presents a problem, because getReg and pu tReg can read and write only wholeregister values at a time. Single-bit operations must be implemented at some level as a word-read followed by a word-mask. But depending on the device, particular registers may be write-only.
So, when turning one motor on with pu tReg, a process must "know" the state of the other motor, and also of a couple of call-lamps, otherwise it could inadvertently cause them to change too. However, the program will control the motors and lamps from separate processes.
The solution is for a single server process to guard access to shared registers. Write-only registers are shadowed in the local state of the server process. Figure 5 shows such a server.
Other processes send an updating function in a message in order to communicate with the registers. Of course, functional abstraction hides the details from the calling process: each updating function is a bit masking operation, as shown in Figure 6 . The functions are defined here in tabular style, because the mapping from logical action to control action is not orthogonal.
If the system had a larger number of lifts, the hardware location of lifts in registers could probably be computed arithmetically from the logical action rather than by pattern-matching. For these reasons, part of the expected behaviour of the buttons and lamps is programmed within the shared register server process. This process periodically reads the state of the buttons and copies it to the lamps without extinguishing any lamps already lit. This can be accomplished by a simple bit-wise OR operation. Provided the period is shorter than the average time for which a user holds a button, the visible behaviour should be as expected. Any other process needing to know whether a button has been pressed can simply request to see the current state of the lamps. Lamps are lit only by the shared register process; they are extinguished only by requests from other processes. This scheme is reflected in Figure 7 , which extends the process definition of Figure 5 .
To determine whether a lamp is lit or not, another process must first read the register state then apply a bit mask to it, as in Figure 8 . A similar operation determines whether an in-car button request is still outstanding. Again, functional abstraction hides the details from the calling process. Quantitative comparisons to earlier controller programs written in Modula and C can be made. The raw functional source code is smaller, although not by much (see Figure 9 ). The major reason for this is that the multitude of device register definitions and initialisations take the same number of lines, no matter what the language. Taking the average function length as a rough readability index, again the functional code has a definite, though slight, advantage. More subjectively, in comparison with the previous imperative solutions, we do claim improved readability: the lift controller of Figure 10 is clearer and more concise. We find it easier to follow because each function's result is dependent only on its arguments, and each process's actions are dependent only on its arguments and incoming messages/interrupts.
A further advantage of coding the embedded program in a functional language is the increased ability to parameterise objects. For instance, we have illustrated one block of code for two lift controllers -the code is parameterised on the lift name, A or B. In both the Modula and C solutions, the controller code is duplicated (with minor changes) for each lift.
Telemetry interrupts occur at up to 20Hz; at present the program and run-time system are fast enough to run a single lift. However, when both lifts are in motion, one of them is inclined to overshoot its destination floor. This suggests that the implementation has exceeded its maximum throughput of interrupts; compared with a single lift system, twice as many interrupts arrive per unit time, but the same amount of evaluation is required for each interrupt.
Part of the reason for this failure is severe inefficiency in the implementation of the incremental garbage collector: up to 40% of runtime is expended on memory management! The second factor limiting the speed of the application is that Gofer is essentially an interpreted language system: the evaluator takes about 15% of runtime. Several optimisations are already planned here which should soon allow the second liftcar to run simultaneously without the loss of accurate positioning.
Related work
One area of computing practice that has so far been largely incompatible with the introduction of functional languages is embedded systems: the computer hidden inside another machine. Most functional languages are designed to run on large, general-purpose computers that typically have a screen, keyboard, and file store.
Input and output (1/0) to and from these devices is usually provided either in the language itself, or through privileged library routines. However for some applications, notably control systems, this characterisation of the need for I/O is totally inadequate. In every different system, the computer must control different transducers, and read different sensors. In other words, the specific I/O requirements are unique to each application, and cannot be part of a standard library.
Embedded Gofer differs from previous functional languages for embedded systems in several respects. In particular, Embedded Gofer allows the description not only of what values are to be used for I/0, but how they are to be transferred. Device drivers can be written in the functional language, where previously they had to be written externally.
One high-level language can be used throughout a system. Functional abstraction allows the application program to remain concerned only with the value level, whilst device drivers deal with the how.
Several examples of architectural compromises were seen in the liftshaft problem.
Disparate controllers and sensors shared the same I/O registers. Some devices used polling where interrupts would have been preferable. The device drivers were able to cope with these deficiencies, and hide them from the application program.
It is likely that embedded systems will form an ever more important part of the computing indust~'s range of products in the coming years. The more quickly that software can be written for such products, the better competitive advantage a company will derive, provided that software is correct. The more confidence that can be placed in the correctness of embedded software, the better will end-users of those products be protected from frustration, danger, and perhaps fatality.
Functional programming has considerable potential in this field. It offers rapidity of development [HJ95] , and reduction of undetected errors through the use of higherorder combining functions, strong polymorphic type systems, automatic memory management, and the property of referential transparency.
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