A special case of the Generalized Baues Conjecture states that the order complex of the Baues poset of an acyclic vector con guration A (the Baues complex of A) is homotopy equivalent to a sphere of dimension equal to the corank of A minus one. The Baues poset of A is the set of proper polyhedral subdivisions of A ordered by re nement. Recently, Santos has found a counterexample in corank 317 to the Baues conjecture. Here, we study the case of corank 3. The techniques we use also allow us to show that if a corank 3 vector con guration is not acyclic, then its Baues complex is contractible.
Introduction
The Baues problem concerns the study of the space of the polyhedral subdivisions of a vector con guration 15] . A vector con guration A in R d+1 is a nite spanning set of labelled vectors (we allow repetitions) in the linear space R d+1 .
A cell of A is any spanning subset of A. The number d + 1 is called the rank of A, while the di erence between the cardinality of A and the rank, which is non-negative by the condition on A of \being spanning", is called the corank of A (i.e. the corank of A is #(A) ? d ? 1) . The independent subsets of A will be called simplices of A. A simplex is said to be full-dimensional if it is a cell. The elements of A will be often called vertices of A.
For any subset C A we de ne the positive span of C to be the polyhedral cone conv(C) of all non-negative linear combinations of the elements of C. The relative interior relconv(C) is the set of strictly positive linear combinations of the elements of C. The linear span of C will be denoted by span(C). We say that A is acyclic if there is a linear hyperplane H in R d+1 such that all the elements of A are in the same open half-space of H. We will go back into the notion of acyclic con guration (and some topics related to it) in the next section.
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We say that two subsets C 1 and C 2 of A intersect properly if conv(C 1 \C 2 ) = conv(C 1 )\conv(C 2 ) and span(C 1 \C 2 )\C 1 = span(C 1 \C 2 )\C 2 . A collection S of subsets of A is said to be covering if the positive span of A is contained in (and hence, is equal to) the union of the positive spans of the subsets in S.
Given C A, a subset F of C is said to be a face of C if it is the intersection between C and some face of the cone conv(C) (which, therefore, must be the positive span conv(F ) of F). From this point of view, two subsets C 1 and C 2 of A intersect properly if and only if they intersect in a common face F and their positive spans conv(C 1 ) and conv(C 2 ) intersect in conv(F ). It is easy to check that, for any C A, a face of a face of C is a face of C. If C A is a simplex, then the faces of C are all the subsets of C, and two simplices C 1 and C 2 of A intersect properly if and only if conv(C 1 \ C 2 ) = conv(C 1 ) \ conv(C 2 ). De nition 1 A polyhedral subdivision (or subdivision, for short) of A is a covering collection S of cells of A which pairwise intersect properly. A triangulation of A is a subdivision whose cells are simplices of A.
We will often regard a triangulation not as a mere set of full-dimensional simplices, but as a set of full-dimensional simplices and their faces. We will often switch between these two points of view.
Given subdivisions S 1 and S 2 of A, we say that S 1 re nes S 2 (and denote it by S 1 S 2 ) if every cell of S 1 is contained in some cell of S 2 . It is easy to check that the re nement relation is a partial ordering in the set of all subdivisions of A. For this ordering, the trivial subdivision (consisting of only one cell A and denoted by1) is clearly the unique maximal element.
De nition 2 The Baues poset of A is the set Baues(A) := fS : S subdivision of A; S 6 =1g partially ordered by re nement.
Every partially ordered nite set (or poset) P has naturally associated a simplicial complex, known as the order complex of P 6] . The order complex is de ned to be the (abstract) simplicial complex whose vertices are the elements of P and whose simplices are the chains of P, that is, the totally ordered subsets of P. The order complex associated to Baues(A) is known as the Baues complex of A. When talking about topological properties of a poset, we refer to the associated order complex (as it is usually done in the literature). Thus, for example, the homotopy type of a poset means the homotopy type of its order complex, and a contractible poset is one whose order complex has the homotopy type of a single point.
The so called Baues conjecture (not in its most general form) claimed that the Baues poset of a corank k acyclic vector con guration has the homotopy type of a (k ? 1)-dimensional sphere. See 15] for an overview on the matter. The conjecture has been shown to be true when A is either at most rank 2 or at most corank 2. In both cases, the Baues poset is known to be not only homotopy spherical, but homeomorphic to the (k ? 1)-sphere. The reason for this comes from two facts: In rank or corank at most 2, every subdivision is regular and the poset of regular subdivisions is the opposite to that of proper faces of a k-dimensional polytope known as the secondary polytope of A (see 3] , 4] or 10]). It has also been shown in 9] that the conjecture is true in rank 3. There are also some particular cases in which the question has been answered a rmatively, as for example the case in which A is the set of vertices of a cyclic polytope (see 14] ). Nevertheless, the conjecture has been disproved in the general case by the author in 16] , who exhibits a con guration with corank 317 and a triangulation of it which is an isolated vertex in the Baues complex.
An important feature related to the Baues conjecture is the ip connectivity between triangulations. Without going into detail, we will just say that regular triangulations are represented by the vertices of the secondary polytope, while ips between them are represented by the edges of the same polytope. This implies that regular triangulations are connected by ips. Moreover, according to Balinski's theorem 20, Theorem 3.14], this implies that regular triangulations and their ips de ne a k-connected graph (k being the corank of A):
The 1-skeleton of the secondary polytope. This leads to the question of ip connectivity between triangulations, regular or not. The graph de ned by triangulations and ips happens to be homeomorphic to certain subcomplex of Baues(A), and this fact suggests some relation between the pretended (k ? 1)-sphericity of Baues(A) and the k-connectivity of the graph. However, a family of examples are shown in 18] in which the corank of A grows to in nity and the connectivity of the graph remains bounded. Moreover, the example in corank 317 shown in 16], has a disconnected graph of triangulations.
It was shown in 2] that the graph of triangulations of an acyclic corank 3 vector con guration is 3-connected, thus the minimal-corank examples of \bad behaviour" of the graph of triangulations must have corank at least 4. Such corank 4 examples (with connectivity number less than 4) exist, thus corank 3 is the case just in the border between good and bad behaviour (at least for the graph of triangulations). This motivates the study of the Baues conjecture in corank 3. Our task in this paper is to prove the Baues conjecture for this case of corank 3, that is, we prove that the Baues poset of a corank 3 vector con guration A has the homotopy type of the 2-dimensional sphere S 2 if A is acyclic. Moreover, the same techniques allow us to show that if A is not acyclic, then its Baues poset is contractible.
We belive that our results can be extended to oriented matroids. Nevertheless, we have not approached the problem from that point of view since subdivisions of oriented matroids have not been studied in so much detail. For an introduction to subdivisions of oriented matroids see 7] . The notion of triangulation of an oriented matroid and related topics have been more deeply studied in several other works as 5], 17], 1] and 2].
The following theorem sumarizes the main results we present.
Theorem 3 The Baues poset Baues(A) of a corank 3 vector con guration A is:
1. Homotopy equivalent to the 2-dimensional sphere S 2 if A is acyclic. 2. Contractible if A is not acyclic.
The structure of the article is as follows. In section 1 we recall some basic topics from Gale duality, that will play a key role within the techniques we use. In section 2 we state our main results as Theorem 2.1 and provide a proof based on some assumptions which are proved in section 4. The idea is to de ne a poset epimorphism from the Baues poset of A onto the incidence poset of certain triangulation of its Gale transform B, and apply Quillen Lemma (see 12] or 6]) to that epimorphism. In section 4 we show that the hypotheses of Quillen Lemma are satis ed, but in order to do that, we need to introduce some results on poset homotopy, which is the purpose of section 3.
Preliminaries
From now on, A will denote a corank 3 vector con guration with n elements, even though many of the notions we are about to introduce in this section are not exclusive of the corank 3 case. Let us start recalling some topics from Gale duality. We refer, for example, to 20] for further details (which here we will not go into) on Gale duality.
Gale duality
A Gale transform B of A is a vector con guration with also n elements in R n?d?1 = R 3 such that the row spans of A and B are orthogonal complements in R n , that is, when A and B are represented as matrices of column vectors, the rows of A span a linear space which is the orthogonal complement in R n to the linear space spanned by the rows of B. Implicitly, we are assuming a 1-1 correspondence between A and B which is de ned by their labellings: A = fa 1 ; : : : ; a n g, B = fb 1 ; : : : ; b n g. This correspondence maps a i into b i , for each i = 1; : : : ; n, and allow us to abuse of notation without ambiguity in the following way: For C = fa i 1 ; : : : ; a i k g A, B n C will denote the set fb i k+1 ; : : : ; b in g obtained by complementation of indices (and the same for D B and the notation A n D). From now on, B will denote a Gale transform of A, and hence, B will be a vector con guration with n elements in R 3 . We will identify the elements of A and B in the natural way so that labels are not needed. This allows us to perform a rst reduction of our problem. Translated into B, the previous proposition says that if p 2 B is the null vector, or if p and q (elements of B) lie on the same half-line, then Baues(A) is isomorphic to Baues(A=p). Thus it su ces to study the Baues poset of A=p (where the Gale transform of A=p is B n p). Therefore, we can delete all the null elements of B and all but one element of B lying on the same half-line. Thus, from now on, we will assume that A is such that its Gale transform B has neither null elements nor elements lying on the same half-line.
Since B is a vector con guration in R 3 without null elements, by normalisation of its elements B can be identi ed with a set of points in the sphere S 2 . In the sequel B will be regarded as a point con guration in the sphere S 2 . By this identi cation, simplices of B identify with spherical simplices: Independent subsets of B with 1, 2 and 3 elements identify with sets of points in S 2 which will be called vertices (or often simply elements), edges and triangles of B respectively. The positive span of any subset C B intersects S 2 in a closed region which will be also denoted by conv(C) but which we will call the convex hull of C. On the other hand, the relative interior of C intersects S 2 in a region which we will keep calling relative interior of C and denoting by relconv(C).
Summing up, in the sequel, when referring to B, we will always be thinking Subdivisions of A and simplices of B
We say that two subsets of A (or of B) overlap if their relative interiors intersect in a non-empty set. We say that two edges l 1 and l 2 cross each other (or that one crosses the other) if they overlap and l 1 l 2 has rank 3 (i.e. spans a 3-dimensional vector subspace). Equivalently, l 1 and l 2 cross each other if and only if (l 1 ; l 2 ) is a circuit.
We say that a simplex of B (which must be a vertex, an edge or a triangle) is empty if B \ conv( ) = . Remarks 1.5 Let l, l 0 , and 0 be an edge, an empty edge, a triangle and an empty triangle of B respectively. The following assertions are straightforward:
Not all the (three) edges of can overlap l. Let S be a subdivision of A. Since the cells of S are spanning subsets of A, their complements in B are independent, that is, simplices of B. We say that S lies on a simplex of B if A n is a cell of B. We say that S lies on if S lies on some non-empty face of (including itself).
Let l be an oriented edge of B. We say that S lies on l + (resp. l ? ) if there is a simplex of B in which S lies such that relconv( ) l + (resp. relconv( ) l ? ). We say that S lies on l + (resp. l + ) if there is a simplex of B in which S lies such that relconv( ) l + (resp. relconv( ) l ? ). We say that S lies on l 0 if there is a simplex of B in which S lies such that relconv( ) l 0 . Proof: First we prove existence. Let T 0 be a triangulation of A which re nes S (such a triangulation can always be constructed using, for example, the pulling technique introduced in 11]). In 8] it was proved that there is a unique (full dimensional) simplex of T 0 whose complementary set B n is a (full dimensional) simplex of T . On the other hand, there is a cell B of S with B. Hence, := B n B is contained in B n and S lies on . Since is a face of the simplex B n (and is a nonempty one, since S is not the trivial subdivision), is a simplex of T .
For uniqueness, if there is another simplex of T in which S lies, then this simplex must overlap (by Lemma 1.7), which is impossible since both are simplices of the same triangulation T .
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Nevertheless, a subdivision of A can lie on several simplices of B, but no two of them in the same triangulation of B. On the other hand, several subdivisions can lie on the same simplex of B. The set of subdivisions of A which lie on a simplex of B (together with the re nement relation) is a subposet of Baues(A) which we will denote Baues (A), while Baues (A) will denote the subposet of those subdivisions which lie on (i.e. on some face of which could be itself). Lemma 1.10 Let T be a triangulation of a subset C B and let be a simplex of B with conv( ) conv(C). If a subdivision S lies on , then S lies on some simplex of T . Proof: Since T is a triangulation of C, the union of the convex hulls of the simplices of T is conv(C), which is a convex set. Therefore, T can be extended to a triangulation T 0 of B (using, for example, the placing technique introduced in 11]). By Proposition 1.9, S lies on some simplex of T 0 . By Lemma 1.7, and overlap, but since conv( ) conv(C), the only simplices of T 0 which overlap are the simplices of T . Therefore, is a simplex of T . 
Main result and sketch of proof
In this section we will state our main theorem and give a proof of it, in which we will assume some facts which will be proved in section 4. Now we introduce some previous concepts and results in order to prove the theorem.
For any triangulation T of B we de ne the Quillen map over T F T : Baues(A) ?! T as follows. For any S 2 Baues(A), F T (S) is the (unique) simplex of T in which S lies. We consider the following partial ordering in T : 1 2 if and only if subsets as the chains of its opposite. Since the order complex of the face poset of a simplicial complex is isomorphic to the rst barycentric subdivision of (which is homeomorphic to itself), we conclude that the order complex of the poset (T ; ) (where \ " is the relation we have de ned above) is homeomorphic to T . But T is homeomorphic to conv(B), and hence, to S 2 if B is totally cyclic and to the 2-dimensional ball, B 2 , otherwise. In poset topology terms, Remark 2.2 (T ; ) is homeomorphic to S 2 if A is acyclic and to B 2 otherwise.
Our purpose is to show that if A is a corank 3 vector con guration, then, for certain triangulation T of B, F T induces a homotopy equivalence between Baues(A) (with the re nement ordering) and (T ; ). We will thus have that if A is acyclic, then Baues(A) is homotopy equivalent to S 2 , and if A is not acyclic, then A is homotopy equivalent to B 2 , and therefore contractible. We will make use of the following result. Lemma 2.3 (Quillen Lemma) Let P and Q be two posets. Let F : P ?! Q be an order-preserving surjection (i.e. a poset epimorphism) and suppose that for every y 2 Q, the ber F ?1 (Q y ) of y is contractible. Then, F induces a homotopy equivalence between P and Q. rst. Let be a simplex of T . In particular, is a simplex of B, that is, is an independent set. Therefore B := An is a cell of A. B is not A itself, since we are not considering the empty simplex as a simplex of T . By extending fBg to a subdivision of A (this can be done, for example, in a lexicographic fashion), we obtain a nontrivial subdivision S of A which has B as a cell, that is, which lies on . This gives surjectiveness. Now let us show that F T is order preserving. Let S 1 ; S 2 2 Baues(A) with S 1 < S 2 . Let 1 and 2 be the simplices of T such that S i lies on i , i = 1; 2. We have to show that 2 We claim that these triangles, together with the simplices (in which S lies) described in condition 1, de ne (by taking complements in A) a subdivision of A. The claim proves not only existence, but also uniqueness of S + . This follows from the obvious fact that we cannot obtain a new subdivision of A by adding cells to a given one. The fact that S + re nes S follows straightforward from the claim as well. Moreover, S 0 is re ned by S.
Proof: The proof follows the same lines as that of Proposition 3.3. The idea is to substitute the cells of the form An(l ftg) by those of the form Anl (where, as usual, t 2 m + (resp. t 2 m ? ) and l is an edge of B with m conv(l)). One has to prove that the collection of cells of A so obtained is a subdivision of A, and this can be done by an essentially identical argument. This gives existence. For uniqueness one uses again that no subdivision can properly contain another.
The fact that S 0 is re ned by S follows straightforward from the construction. 2 Lemma 3.5 (Lemma 3.3 in 19]) Let f : P ?! P be a poset endomorphism such that f(f(x)) = f(x) x; 8x 2 P Then the surjection f : P ?! f(P) is a homotopy equivalence. Remark 3.6 Of course, the condition f(f(x)) = f(x) x; 8x 2 P can be substituted by f(f(x)) = f(x) x; 8x 2 P in previous lemma, since the order complexes of a poset and its opposite are isomorphic, and if f : P ?! P is a poset endomorphism (i.e. an order-preserving map), so is f : P Op ?! P Op . Lemma 3.7 Let m be an oriented empty edge of B and let P be a subposet of Baues(A) such that: S is incident to m ? ), R(S) := S 0 . We claim that R satis es the hypotheses of Lemma 3.5, and hence, it induces a homotopy equivalence between P and R(P). Clearly, R(P) = P + m and R(R(S)) = R(S) S 8S 2 P. Thus, it remains to show that R is order-preserving.
Let S 1 and S 2 be elements of P with S 1 < S 2 . If S 1 2 P + m then there is a simplex m + such that S 1 lies on sigma. Since S 1 < S 2 , S 2 lies on some face of , and hence, S 2 lies on m + . But, in this case, R(S 1 ) = S 1 < S 2 = R(S 2 ).
Thus, we can assume S 1 Let t 2 l ? i , t 6 = q. First suppose that t 6 2 conv( ). Then, either conv(l i ftg) (and then, l i ftg de nes a triangulation of ftg in which the unique simplex which overlaps is l i ftg, so S lies on l i ftg) or some edge l of l i ftg crosses an edge of . In the last case, l crosses m and l i < q l, thus l = l j for some j > i. Hence , S lies on l + j . Say l i = fr; sg and l j = l = fs; tg. The triangles l j fqg and l j frg de ne a triangulation T 0 of ftg and S lies on some simplex of T 0 , which must overlap . The only simplices of T 0 which overlap are l j fqg, l j frg and l j . Since S lies on l + j , S lies on l j frg = l i ftg.
Finally suppose that t 2 conv( ). Then some edge of l i ftg di erent from l i (say fs; tg) crosses m. Thus, l j = fs; tg for some j > i, and therefore, S lies on l + j . The triangles l j fqg, l j frg and fq; r; tg (in case it is actually a triangle) de ne a triangulation of ftg in one of whose simplices S lies. Such a simplex cannot be a face of fq; r; tg, because no face of fq; r; tg overlaps m, Anm is a cell of S. On the other hand S re nes S p , which implies that S induces a subdivision of the deletion A n p, one of whose cells must be A n m A n p. But A n m = (A n p) n fqg, that is, the whole A n p except for the point q.
In Proposition 4.1 we saw that there is only one subdivision (let us call it S p q ) of A n p which lies on fqg (i.e. having (A n p) n fqg as a cell). Hence, S p q S. The same argument as in Proposition 4.1 proves that there is a unique way to extend S p q to a subdivision of A, and thus, S is determined. We con- This implies that if is an edge, then does not cross m. Since overlaps m and m is empty, must contain m in its convex hull. Thus p 2 conv( ). If is a triangle, either it contains m in its convex hull (and therefore p 2 conv( )) or some edge l of crosses m. No other edge e of can cross m, since S would lie on the wrong side of either l or e, meaning the side which contains q. Therefore, some vertex of m is in conv( ). Since S lies on the side of l which contains p, q 6 2 conv( ). Hence, p 2 conv( ). So, no matter which the case is, p 2 conv( ), and since p 2 B, we have that p 6 2 . We conclude that there is a circuit Z of B supported on fpg with Z + = fpg. That is, there is a cocircuit Z of A supported on (A n B) fpg such that Z + = fpg. Thus, B Z 0 Z + and A n fpg Z ? Z 0 . We conclude that B does not overlap A n fpg, that is, every cell of S which overlaps A n fpg is contained in A n fpg, and hence, S induces a subdivision of A n p. We conclude that S re nes S p . Since S lies on m, S 2 lnk Sp (Baues m (A)).
It remains to show that ! 0 (m) 6 = ;, but this follows from the fact that it is homotopy equivalent to Baues m (A), which is nonempty since it contains lnk Sp (Baues m (A)). The following is a result we will use later on. Before stating it, let us x some notation. Let l be an empty edge of B which crosses m and consider it oriented so that p 2 l + . We de ne 
Triangles
Throughout this subsection, = fp; q; rg will denote an empty triangle of B and (fp; rg) will denote the set of empty edges which cross fp; qg. We will call 1 the set of empty edges which cross both fp; rg and fp; qg, 3 the set of empty edges which cross both fp; rg and fq; rg, and 2 := (fp; rg)n( 1 3 ). Thus, 2 is the set of empty edges which cross fp; rg and have q as a vertex.
We recall that the notations str v (S), lnk v (S) and astr v (S) (for a vertex v of a simplicial complex S) were introduced for Lemma 4. Proof: First we want to show that lnk Sp (Baues (A)) is a deformation retract of str Sp (Baues (A)).
Since S p is the only subdivision of A which has A n fpg as a cell, any subdivision S which is re ned by S p must have a cell which properly contains A n fpg, and hence S must be the trivial subdivision of A, which is not an element of Baues(A). Therefore, S p is a maximal element of Baues(A), and hence, it is a maximal element of Baues (A (Baues (A) ). Now, this retraction can be naturally extended to a retraction of Baues (A) onto astr Sp (Baues (A)) by de ning it as the identity on astr Sp (Baues (A)), and the corresponding homotopy, which is relative to lnk Sp (Baues (A)), can be naturally extended to 0; 1] Baues (A) (valuated in Baues (A)) by de ning it as relative to astr Sp (Baues (A)). We conclude that astr Sp (Baues (A)) is a deformation retract of Baues (A).
Since S p and S q do not re ne each other, their stars intersect at most at their links, and hence, str Sq (astr Sp (Baues (A))) = str Sq (Baues (A)) and astr Sq (astr Sp (Baues (A))) = astr Sq (Baues (A)) \astr Sp (Baues (A)). Thus, we can proceed as above to conclude that astr Sp We recall that (fp; rg) denotes the set of empty edges which cross fp; rg and that the ordering relation of \being closer to r" de ned in (fp; rg) and denoted by r was introduced in 2] and mentioned in section 1.
Lemma 4.10 There is a linear ordering < r in (fp; rg) that extends the partial ordering r and such that the edges in 2 are greater than those in 1 , and the edges in 3 are greater than those in 2 (for the ordering < r ).
Proof: Clearly, given two edges l 1 2 1 and l 2 2 2 , then either l 1 and l 2 are not comparable for the order relation r or l 1 r l 2 . The same situation holds for edges l 2 2 2 and l 3 2 3 ; either l 2 r l 3 or they are not comparable.
We extend r to an ordering relation in (fp; rg) which we denote by < r by de ning l i < r l j for every l i 2 i , l j 2 j . It is easy to check that this is an ordering relation. Finally, the relation < r so obtained can be extended to a linear ordering (which we still denote < r ) in (fp; rg) (possibly in several ways.
We just choose one).
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From now until the end of this section we will x a linear ordering < r in (fp; rg) that extends the partial ordering r and such that the edges in 2 3 are greater than those in 1 for the ordering < r (provided by the previous lemma).
Let 1 = fl 1 ; : : : ; l k?1 g and 2 3 = fl k ; : : : ; l s g with l i < r l j , 81 i < j s. For every l j 2 (fp; rg) ( The argument is the same for both assertions. S lies on some simplex of B which is contained in l + k . If is one of the simplices we remove when passing from S to S 0 (resp. S + ), then l i is contained in l + k . Therefore, either l i is contained in l 0 k or relconv(l i ) is contained in l + k . In the rst case we have that i = k, which implies that the simplex by which is substituted in S 0 (resp. fpg) is also contained in l + k (since p 2 l + k ). The second case cannot hold because it implies that l i < r l k , and since i k, this is not possible. If is not one of the simplices we remove when passing from S to S 0 (resp. S + ), then S 0 (resp. S + ) lies on . Let l k = fq; tg and let 0 be the triangle fp; q; tg. Let us call l 0 = fp; rg (oriented so that q 2 l 0+ ). Lemma 4.16 ! k?1 n Baues fp;qg (A) = fS 2 Baues 0 (A) Baues fq;tg (A) : S lies on l 0+ g Proof: Let S 2 ! k?1 n Baues fp;qg (A). Then S lies on and on l + k = fq; tg + . We extend f 0 g to a triangulation T of ftg to conclude that S lies on some simplex of T which must be a face of 0 (otherwise S would not lie on fq; tg + ). Moreover, must overlap , and hence it must be either 0 or fq; tg. On the other hand, since S lies on , S lies on l 0+ . Now let S 2 fS 2 Baues 0 (A) Baues fq;tg (A) : S lies on l 0+ g. We extend f g to a triangulation T of ftg = 0 frg to conclude that S lies on some simplex of T which must be a face of (otherwise S would not lie on l 0+ ). Moreover, must overlap either 0 or fq; tg, and hence it must be either or l 0 . Since S lies on l 0+ , = . On the other hand, since S lies on 0 , S lies on fq; tg + = l + k . In order not to rede ne notation we will assume that is in the situation of 0 , that is, no edge of B which crosses fq; rg has p as a vertex (this happens to 0 : No edge which crosses fp; tg has q as a vertex by minimality of l k in ( 2 3 ; < r)), and there is an empty edge l (playing the role of l 0 ) which crosses fp; qg and has r as a vertex. In this conditions, it remains to show that fS 2 Baues (A) Baues fp;qg (A) : S lies on l + g is contractible. For this latter task we need to introduce some notation. Let us consider l oriented so that For the rst assertion suppose that S is incident to l ? i . If is one of the simplices we remove when passing from S to S 0 , then the simplex which replaces in S 0 (which is an edge of contained in l 0 i ) has its relative interior contained in l + . Otherwise, l l 0 i , which is absurd. If is not one of the simplices we remove when passing from S to S 0 , then S 0 lies on . Either way, S 0 lies on l + .
