In this paper, we study the problem of L1-fitting a shape to a set of n points in R d (where d is a fixed constant), where the target is to minimize the sum of distances of the points to the shape, or alternatively the sum of squared distances. We present a general technique for computing a (1+ε)-approximation for such a problem, with running time O(n + poly(log n, 1/ε)), where poly(log n, 1/ε) is a polynomial of constant degree of log n and 1/ε (the power of the polynomial is a function of d). This is a linear time algorithm for a fixed ε > 0, and is the first subquadratic algorithm for this problem.
INTRODUCTION
Consider the problem of fitting a parameterized shape to given data. This is a natural problem that arises in statistics, learning, data-mining and many other fields. What measure is being used for the quality of fitting has considerable impact of the hardness of the problem of finding the best fitting shape. As a concrete example, let P be a set of n points in R d . A typical criterion for measuring how well a shape γ fits P , denoted as μ (P, γ) , is the maximum distance between a point of P and its nearest point on γ, i.e., μ(P, γ) = maxp∈P d(p, γ), where d(p, γ) = minq∈γ p − q . The extent measure of P is μ(P ) = min γ∈F μ(P, γ), where F is a family of shapes (such as points, lines, hyperplanes, spheres, etc.). For example, the problem of finding the minimum radius sphere (resp. cylinder) enclosing P is the same as finding the point (resp. line) that fits P best, and the problem of finding the smallest width slab (resp. spherical shell, cylindrical shell) is the same as finding the hyperplane (resp. sphere, cylinder) that fits P best.
A natural way of encoding the fitting information for a given a shape γ for the the points of P , is by creating a point d(P, γ) ∈ R n , where the ith coordinate is the distance of the ith point of P from γ. Thus, the shape fitting problem mentioned above (of minimizing the distance to the furthest point to the shape), is to find the shape γ that realizes min γ∈F d(P, γ) ∞ . We will refer to this as the L∞-shape fitting problem.
The exact algorithms for best shape fitting are generally expensive, e.g., the best known algorithms for computing the smallest volume bounding box containing P in R 3 require O(n 3 ) time [16] . Consequently, attention has shifted to developing approximation algorithms [5, 19] . A general approximation technique was recently developed for such problems by Agarwal et al. [3] . This implies among other things that one can approximate the circle that best fit a set of points in the plane in O(n + 1/ε O (1) ) time, where the fitting measure is the maximum distance of the point to the circle (in fact, this special case was handled before by Agarwal et al. [2] and by Chan [6] ).
The main problem with the L∞-fitting is its sensitivity to noise and outliers. There are two natural remedies.
The first is to change the target function to be less sensitive to outliers. For example, instead of considering the maximum distance, one can consider the average distance. This is the L1-fitting problem, and here we would like to compute the shape realizing 1(F, P ) = min , γ) ) 2 . The L2 fitting problem in the case of a single linear subspace is well understood, and is computed via singular value decomposition (SVD). Fast approximation algorithms are known for this problem; see [9, 8] and references therein. As for the L1-fitting of a linear subspace, this problem can be solved using linear programming techniques, in polynomial time in high dimensions, and linear time in constant dimension [18] . Recently, Clarkson gave a faster approximation algorithm for this problem [7] which works via sampling. The problem seems to be harder once the shape we consider is not a linear subspace. There is considerable work on nonlinear regressions [17] (i.e., extension of the L2 least squares technique) for various shapes, but there seems to be no efficient guaranteed approximation algorithm even for the "easy" problem of L1-fitting a circle to the data. The hardness seems to arise from the target function being a sum of terms, each term being an absolute value of a difference of a square root of a polynomial and a radius (see Section 2.1.2). In fact, this is an extension of the Fermat-Weber problem and it seems doubtful that an efficient exact solution would exist for such a problem.
The second approach is to specify a number k of outliers in advance and find the best shape L∞-fitting all but k of the input points. Har-Peled and Wang showed that there is a coreset for this problem [15] , and as such it can be solved in O(n + poly(k, log n, 1/ε)) time, for a large family of shapes. The work of Har-Peled and Wang was motivated by the aforementioned problem of L1-fitting a circle to a set of points. (The results of Har-Peled and Wang were recently improved by Agarwal et al. [1] , but since the improvement is not significant for our purposes we will stick with the older reference.)
Our Results.. In this paper, we describe a general technique for computing a (1 + ε)-approximate solution to the L1 and L2-fitting problems, for a family of shapes which is well behaved (roughly speaking, those are all the shapes that the technique of Agarwal et al. [3] can handle). Our algorithm achieves a running time of O(n +poly(log n, 1/ε)). As such, this work can be viewed as the counterpart to Agarwal et al. [3] work on the approximate L∞-fitting problem. This is the first linear time algorithm for this problem.
The only previous algorithm directly relevant for this result, we are aware of, is due to Har-Peled and Koltun [12] that, in O(n 2 ε −2 log 2 n) time, approximates the best circle L1-fitting a set of points in the plane.
Comment on running time.. The running time of our algorithms is O(n + poly(log n, 1/ε)) = O(n + poly(1/ε)). However, throughout the paper we use the former (and more explicit) bound to emphasize that the running time of the second stage of our algorithms depends on n, unlike other geometric approximation algorithms.
Paper organization.. In Section 2 we introduce some necessary preliminaries. In Section 2.1 the problem is stated formally. In Section 3, we provide a (somewhat bizarre) solution for the one-point L1-fitting problem in one dimension (i.e., the one-median problem in one dimension). In Section 4, we show how the problem size can be dramatically reduced. In Section 5, a slow approximation algorithm is described for the problem (similar in nature to the algorithm of [12] ). In Section 6, we state our main result and some applications. Conclusions are provided in Section 7.
PRELIMINARIES
Throughout the paper, we refer to the 
Observation 2.1 Let x and y be two positive numbers and ε < 1/4. We have:
Problem Statement

The Circle Fitting Case
To motivate our exposition we will first consider the problem of L1-fitting a circle to a set of points in the plane.
Let P = {p1, . . . , pn} be a set of n points in the plane, and consider the price ν P (C) of L1-fitting the circle C to
where c is the center of C, and r is the radius of C. Thus, the overall price, for a circle C centered at (x, y) with radius r, is
where pi = (xi, yi), for i = 1, . . . , n. We are looking for the circle C minimizing ν P (C). This is the circle that best fits the point set under the L1 metric. Let νopt(P ) denote the price of the optimal circle Copt. Geometrically, each function fi induces a surface
, which is a cone. A circle is encoded by a point C = (x, y, r). The value of fi(C) is the vertical distance between the point C and surface γi. Thus, we have a set G of n surfaces in 3D, and we are interested in finding the point that minimizes the sum of vertical distances of this point to the n surfaces.
The General Problem
Formally, for a weighted set of surfaces
is the vertical distance between p and the surface γ and wγ is the weight associated with γ. Throughout our discussion weights are positive integer numbers. If G is unweighted then any surface γ ∈ G is assigned weight wγ = 1. We would be interested in finding the point that minimizes ν
. It would be sometime conceptually easier (e.g., see Section 6.1.1) to think about the problem algebraically, where the ith surface γi is an image of a (non-negative
, where pi(·) is a constant degree polynomial, for i = 1, . . . , n. We are interested in approximating one of the quantities shown in Figure 1 . Note that (i) is a special case of (ii), by
To simplify the exposition, we will assume that
It is easy to verify that our algorithm works also for the more general case with a few minor modifications.
The linearization dimension.. In the following, a significant parameter in the exposition is the linearization dimension d, which is the target dimension we need to map the polynomials p1, . . . , pn so that they all become linear functions. For example, if the polynomials are of the form
Thus, in this specific example the linearization dimension is 4. The linearization dimension is always bounded by the number of different monomials appearing in the polynomials p1, . . . , pn. Agarwal and Matoušek [4] described an algorithm that computes a linearization of the smallest dimension for a family of such polynomials.
APPROXIMATE L1-FITTING IN ONE DIMENSION
In this section, we consider the one dimensional problem of approximating the distance function of a point z to a set of points Z = z1, z2, . . . , zn , where z1 ≤ z2 ≤ . . . ≤ zn. Formally, we want to approximate the function ν Z (z) = P z i ∈Z |zi − z|. This is the one-median function for Z on the real line. This corresponds to a vertical line in R d , where each zi represents the intersection of the vertical line with the surface γi. The one dimensional problem is well understood and there exists a coreset for it; see [14, 13] . Unfortunately, it is unclear how to extend these constructions to the higher dimensional case; specifically, how to perform the operations required in a global fashion on the surfaces so that the construction would hold for all vertical lines. See Remark 3.5 below for more details on this "hardness". Thus, we present here an alternative construction.
Definition 3.1 For a set of weighted surfaces
For the sake of simplicity of exposition, in the following we assume that G is unweighted. The weighted case can be handled in a similar fashion.
The first step is to partition the points. Formally, we partition Z symmetrically into subsets, such that the sizes of the subsets increase as one comes toward the middle of the set. Formally, the set Li = {zi} contains the ith point on the line, for i = 1, . . . , m, where m ≥ 10/ε is a parameter to be determined shortly. Similarly, Ri = {zn−i+1}, for i = 1, . . . , m. Set αm = m, and let αi+1 = min ( (1 + ε/10)αi , n/2), for i = m, . . . , M, where α M is the first number in this sequence equal to n/2. Now, let
We will refer to a set Li or Ri as a chunk. Consider the partition of Z formed by the chunks L1, L2, . . . , L M , R M , . . . , R2, R1. This is a partition of Z into "exponential sets". The first/last m sets on the boundary are singletons, and all the other sets grow exponentially in cardinality, till they cover the whole set Z.
Next, we pick arbitrary points li ∈ Li and ri ∈ Ri and assign them weight wi = |Ri| = |Li|, for i = 1, . . . , M. Let S be the resulting weighted set of points. We claim that this is a coreset for the 1-median function.
But before delving into this, we need the following technical lemma.
Lemma 3.2 Let
A be a set of n real numbers, and let ψ and z be any two real numbers. We have that
by the triangle inequality. Proof. We claim that
Lemma 3.3 It holds
for all z ∈ R. Indeed, let τ be a median point of Z and observe that ν Z (τ ) is a global minimum of this function. We have that
by Lemma 3.2.
Observe that by construction
. To see this, for each point of zi ∈ Z, let Ii be the interval with zi in one endpoint and the median τ in the other endpoint. The total length of those intervals is ν Z (τ ).
Consider the interval Ii = I(Ri) which is the shortest interval containing the points of Ri, for i = m + 1, . . . , M. Clearly, we have ν
On the other hand, the number of intervals of K completely covering Ii is at least (10/ε) |Ri|, for i = m+1, . . . , M. As such, we can charge the total length of ν R i (ri) to the portions of those intervals of K covering Ii. Thus, every unit of length of the intervals of K gets charged at most ε/10 units.
This implies that the error E ≤ (ε/10)ν Z (τ ) ≤ (ε/10)ν Z (z), which establishes the lemma, by Observation 2.1.
Next, we "slightly" perturb the points of the coreset S. Formally, assume that we have points
. . , r 1 } be the resulting weighted set. We claim that R is still a good coreset.
Lemma 3.4 It holds that
Proof. By Lemma 3.3 and by the triangle inequality, we have
since for all i we have |Li| = |Ri|. Also, by the triangle
Thus R is an ε/5-coreset of S, which is in turn an ε-coreset for Z, by Observation 2.1.
Remark 3.5
The advantage of the scheme described above (i.e., Lemma 3.4) over the constructions of [14, 13] is that the new framework is more combinatorial and therefore it is more flexible. In particular, the construction can be done in an oblivious way without knowing (even approximately) the optimal value of the 1-median clustering. This is in contract to the previous constructions that are based on partition of the line into intervals of prespecified length that depends on the value of the optimal solution. As such, they can not be easily extended to handle noise and approximation. The flexibility of the new construction is demonstrated in the following section.
Variants
Let f : R + → R + be a monotone strictly increasing function (e.g., f (x) = x 2 ). Consider the function
We claim that the set S constructed in Lemma 3.3 is also a coreset for UZ(·). Namely,
To this end, map each point x of Z, to a point of distance f " |x − z| " from z (preserving the side of z on which the point x lies), and let g z : Z → R denote this mapping. Let the resulting set be Q = f (Z). Clearly, UZ(z) = ν Q (z), and let T be the coreset constructed for Q by Lemma 3.3. Observe that T = gz(S), since the construction of the coreset cares only about the ordering of the points, and the ordering is preserved when mapping between Z and Q. Thus, we have that
R, where μ Z (z) = P x∈Z |z − x| 2 . In this case, even the modified coreset R is still a coreset.
Lemma 3.6 It holds that
Proof. Observe that, by the above discussion, μ Z (z)
On the other hand, fix z ∈ R, and assume that |li − z| < |ri − z|. This implies that |ri − z| ≥ |li − ri|/2, and we havę
. By applying the same argument in the other direction, we have that μ
THE REDUCTION
In this section, we show how to reduce the problem of approximating the ν G (·) function, for a set G of n (unweighted) surfaces in R d , to the problem of approximating the same function for a considerably smaller set of surface patches.
Section 3 provides us with a general framework for how to get a small approximation. Indeed, pick any vertical line , and consider its intersection points with the surfaces of G. Clearly, the function ν G (·) restricted to can be approximated using the construction of Section 3. To this end, we need to pick levels in the way specified and assign them the appropriate weights. This would guarantee that the resulting function would approximate ν G (·) everywhere. A major difficulty in pursuing this direction is that the levels we pick have high descriptive complexity. We circumnavigate this difficulty in two stages. In the first stage, we replace those levels by shallow levels, by using random sampling. In the second stage, we approximate these shallow levels such that this introduces small relative error.
Definition 4.1 For a set
is the number of surfaces of G lying vertically below x. For k = 0, . . . , n − 1, let L G,k represent the surface which is closure of all points on the surfaces of G whose level is k. We will refer to L G,k as the bottom k-level or just the k-level of G. We define the top k-level of G to be U G,k = L G,n−k−1 , for k = 0, . . . , n − 1. Note that L G,k is a subset of the arrangement of G. For x ∈ R d−1 , we slightly abuse notation and define L G,k (x) to be the value
Lemma 4.2 Let G be a set of n surfaces in
, and let k be a number between 0 and n/2. Let ζ = min`ck −1 δ −2 log n, 1´, and pick each surface of G into a random sample Ψ with probability ζ, where c is an appropriate constant. Then, with high probability, the e κ-level of
Proof. This follows readily from the Chernoff inequality, and the proof is provided only for the sake of completeness.
Consider a vertical line passing through a point p ∈ R d−1 , and let Xi be an indicator variable which is 1 if the ith surface intersecting (from the bottom) was chosen to the random sample Ψ. Let 
Xi be the random variable which is the level of the point`p, L G,(1+δ)k (p)´in the resulting arrangement A(Ψ).
We have by the Chernoff inequality that
by choosing c to be large enough. There are only n O (1) combinatorially different orderings of the surfaces of G along a vertical line. As such, we can make sure that, with high probability, the e κ level in Ψ (which is just a surface) lies below the (1 + δ)k level of G.
Similar argument shows that, with high probability, the (1 − δ)k level of G lies below the e κ level of Ψ.
Lemma 4.2 suggests that instead of picking a specific level in a chunk of levels, as done in Section 3, we can instead pick a level, which is a shallow level of the appropriate random sample, and with high probability this level lies inside the allowable range. The only problem is that even this shallow level might (and will) have unreasonable complexity. We rectify this by doing direct approximation of the shallow levels. 
Definition 4.4 ([15])
Let F be a set of non-negative functions defined over
r(x).
We need the following result of Har-Peled and Wang [15] . It states that for well behaved set of functions, one can find a small subset of the functions such that the vertical extent of the subset approximates the extents of the whole set. This holds only for "shallow" levels ≤ k. In our application k is going to be about O(ε −2 log n). Here is the legalese: Intuitively, Theorem 4.5 states that shallow levels of depth at most k, has approximation of size polynomial in k and 1/ε, and matching bottom/top k levels have their mutual distances preserved up to a small multiplicative factor.
The construction.. We partition the levels of A(G) into chunks, according to the algorithm of Section 3, setting m = O((log n)/ε 2 ). The first top/bottom m levels of A(G) we approximate directly by computing a set S0 which is (m, ε/20)-sensitive for G, using Theorem 4.5. Next, compute the ith bottom (resp., top) level of A(S0), for i = 0, . . . , m, and let γi (resp., ηi) denote those levels. We assign weight one for each such surface.
For every pair of chunks of levels Li and Ri from Section 3, for i = m + 1, . . . , M, we compute an appropriate random sample Ψi. We remind the reader that Li spans the range of levels from αi−1 +1 to (1+ε/10)αi−1; see Section 3. As such, if we want to find a random level that falls inside this range, Note that γi and ηi no longer have constant complexity, but their complexity is bounded by O(poly(log n, 1/ε)). Let H = {γ1, η1, . . . , γ M , η M } be the resulting set of weighted surfaces, and observe that the complexity of the arrangement A(H) is O(poly(log n, 1/ε)). Furthermore, the analysis of Section 3 implies that ν
Implementation details.. To get a linear running time, we need to carefully implement the above algorithm. First, observe that we computed O(ε −1 log n) random samples Ψm+1, . . . , Ψ M . Observe that if two random samples are generated by sampling every surface with probabilities which are similar (up to a factor of two), then we can just use the same random sample. Thus, we need to generate random samples only for probabilities which are powers of two (implying that only O(log n) random samples are needed). In particular, let Υi be a random sample generated by by picking each surface of G with probability 1/2 i . To perform this sampling quickly we generate the (i+1)th random sample by picking each surface of Υi into Υi+1 with probability half (the sequence of random samples G = Υ0, Υ1, . . . , Υ O(log n) is sometimes referred to as a gradation). Namely, each Υi serves as a replacement for a sequence of random samples Ψα, . . . Ψ β which were generated using similar probabilities, where α and β are a function of i.
Next, we need to approximate the "shallow" levels of Ψi up to level ξ = O (max(lj i , . . . , lj i+1 −1)) = O(ε −2 log n). Again, we are performing the computation of the shallow levels for a batch of samples of Ψ using a single sample of Υ (i.e., will approximate the top/bottom O(ξ)-levels of Υi and this would supply us with the surfaces approximating all the required levels in Ψα, . . . Ψ β ). Using Theorem 4.5, this takes O(|Υi| + poly(log n, 1/ε)) time. By the Chernoff inequality, with high probability, we have |Υi| = O(n/2 i ). Thus the overall running time, with high probability, is poly(1/ε, log n) ). Putting everything together, we have: 
(such a region is a semi-algebraic set of constant descriptive complexity). The number of surface patches is
for any point p ∈ R d . The algorithm takes O(n + poly(log n, 1/ε)) time and it succeeds with high probability.
The total weight of surfaces interesting any vertical line is equal to |G|.
The algorithm of Theorem 4.6 is a Monte-Carlo algorithm. In particular, it might fail with low probability. It is not clear if there is an efficient way to detect such a (low probability) failure. Theorem 4.6 shows that given an instance of any of the problems defined in Section 2.1.2, we can quickly reduce the problem size to a small weighted set of surface patches. This, while beneficial, still leaves us with the mundane task of solving the problem on the reduced instance. Since we no longer have to care too much about efficiency the problem becomes more manageable and we tackle it in the next section.
A SLOW (BUT NOT TOO SLOW) APPROXIMATION ALGORITHM
Let G be a set of n weighted surface patches in R d , such that any vertical line intersects surfaces with total weight W . In this section, we show how to solve any of the problems of Section 2.1.2. A (roughly) quadratic time algorithm for the special case of a circle was given by Har-Peled and Koltun [12] , and the algorithm described here is somewhat similar to their algorithm. We demonstrate our algorithm for the case of approximating ν
. Let Φ be the decomposition of R d−1 into constant complexity cells, such that for each cell Δ ∈ Φ, we have that any two vertical lines in R d intersecting Δ cross the same set of surface patches of G. Thus, Φ induces a decomposition of R d into vertical prisms, such that we have to solve our problem inside each such prism. The number of different prisms is O`n 2d´, where d is the linearization dimension of G. Now, we need to solve the problem inside each prism, for a weighted set of surfaces (instead of surface patches).
So, consider a cell Δ ∈ Φ and let denote the vertical prism that has Δ for a base. Let H be the resulting set of surfaces active in . We compute, in O(n) time, a vertical segment σ ⊆ that stabs all the surfaces of H, and its length is at most twice the length of the shortest vertical segment that intersect all the surfaces of H inside . This can be done by the algorithm of [3] .
The basic idea is to replace the "unfriendly" distance function d | (p, γ), associated with γ ∈ H, appearing in ν G (p) by its level-sets. Namely, for each term in the summation of ν G (p) we will generate several level-sets, such that instead of computing d | (p, γ), we will use the relevant level-set value. Somewhat imprecisely, the level-set of d | (p, γ) is a surface and the value associated with the region between two consecutive level-sets will be the value d | (·, γ) on the higher levelset. This process is somewhat similar to height contours used in drawing topographical maps. Since every level-set is a surface, this induces an arrangement of surfaces. For any point p ∈ R d , we can now compute ν a set of points in the plane. Note, that in fact the same reduction would work for the L2-fitting problem, and for fitting a sphere to points in higher dimensions. We conclude: (log n, 1/ε) ), and the algorithms succeeds with high probability.
Similarly, one can (1+ε)-approximate the sphere that minimizes the sum of square distances of the points to the sphere.
To our knowledge, Theorem 6.2 is the first subquadratic algorithm for this problem. A roughly quadratic time algorithm for the problem of L1-fitting a circle to points in the plane was provided by Har-Peled and Koltun [12] .
L1/L2-Fitting a cylinder to a point-set
Let P = {p1, . . . , pn} be a set of n points in R d , be a line in R d parameterized by a point q ∈ , and a direction v on the unit sphere S (n) ⊆ R d , and let r be the radius of the cylinder having as its center. We denote by C = C(q, v, r) the cylinder having = ∪ t∈R (q + t v ) as its center. For a point pi ∈ P , we have that its distance from C is
where pi(q, v, r) is a polynomial with linearization dimension O(d 4 ) (as can be easily verified), for i = 1, . . . , n. The linearization dimension in this case can be reduced with more care, see [3] . Thus, the overall price of fitting C to the points of P is P i fi(C). This falls into our framework, and we get: Theorem 6.3 Let P be a set of n points in R d , and ε > 0 a parameter. One can (1 + ε)-approximate the cylinder that best fits the points of P , where the price is the sum of Euclidean distances of the points of P to the cylinder. The running time of the algorithm is O(n+poly(log n, 1/ε)), and the algorithms succeeds with high probability.
Similarly, one can (1 + ε)-approximate the cylinder that minimizes the sum of square distances of the points of P to the cylinder.
Interestingly, in two dimensions, an algorithm similar to the one in Theorem 6.3 solves the problem of finding two parallel lines that minimizes the sum of distances of the points to the lines (i.e., each point contributes its distance to the closer of the two lines).
1-Median Clustering of Partial Data
Consider an input of n points p1, . . . , pn, where the points are not explicitly given. Instead, we are provided with a set F = {f1, . . . , fn} of n flats, such that pi ∈ fi, where a flat is an affine subspace of R d . This naturally arises when we have partial information about a point and the point must comply with certain linear constraints that define its flat.
It is now natural to want to best fit or cluster the partial data. For example, we might wish to compute the smallest ball that encloses all the partial points. This boils down to computing the smallest ball b that intersects all the flats (i.e., we assume the real point pi lies somewhere in the intersection of the ball b and fi). An approximation algorithm for this problem that has polynomial dependency on the dimension d (but bad dependency on the dimensions of the flats) was recently published by Gao et al. [10] .
Here, we are interested in finding the point c that minimizes the sum of distances of the point c to the flats f1, . . . , fn. Namely, this is the 1-median clustering problem for partial data.
Consider a flat f which contains the point q, and is spanned by the unit vectors v1, . . . , v k . That is
Then, we have that the distance of p ∈ R d from the flat f is
where ψ(·) is a polynomial with linearization dimension that is O(d 2 ). Thus, the problem of 1-median clustering of partial data is no more than finding the point p that minimizes the function ν Note that 1-mean clustering in this case is trivial as it boils down to a minimization of a quadratic polynomial.
CONCLUSIONS
In this paper, we have described in this paper a general approximation technique for problems of L1-fitting of a shape to a set of points in low dimensions. The running time of the new algorithm is O(n + poly(log n, 1/ε)), which is linear running time for a fixed ε. The constant powers hiding in the polylogarithmic term are too embarrassing to be explicitly stated, but are probably somewhere between 20 to 60 even just for the problem of L1-fitting a circle to a set of points in the plane. Namely, this algorithm is only of theoretical interest. As such, the first open problem raised by this work is to improve these constants. A considerably more interesting problem is to develop a practical algorithm for this family of problems.
A natural tempting question is whether one can use the techniques in this paper for the problem of L1-fitting a spline or a Bezier curve to a set of points. Unfortunately, the resulting surfaces in the parametric space are no longer nice functions. Therefore, the algorithmic difficulty here is overshadowed by algebraic considerations. We leave this as an open problem for further research.
Another natural question is whether one can use the techniques of Har-Peled and Wang [15] directly, to compute a coreset for this problem, and solve the problem on the coreset directly (our solution did a similar thing, by breaking the parametric space into a small number of prisms, and constructing a small "sketch" inside each such region). This would be potentially a considerable simplification over our current involved and messy approach. There is unfortunately a nasty technicality that requires that a coreset for the L1-fitting of linear function is also a coreset if we take the square root of the functions (as holds for the construction of Section 3). It seems doubtful that this claim holds in general, but maybe a more careful construction of a coreset for the case of planes in three dimensions would still work. We leave this as open problem for further research.
The author believes that the algorithm presented in this paper should have other applications. We leave this as an open problem for further research.
