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We advance the state-of-the-art in the accuracy of code prediction (next token prediction) used in autocomplete
systems. First, we report that using the recently proposed Transformer architecture even out-of-the-box
outperforms previous neural and non-neural systems for code prediction. We then show that by making the
Transformer architecture aware of the syntactic structure of code, we further increase the margin by which
a Transformer-based system outperforms previous systems. With this, it outperforms the accuracy of an
RNN-based system (similar to Hellendoorn et al. 2017b) by 37.0%, the Deep3 system (Raychev et al., 2016a) by
29.7%, and an adaptation of Code2Seq (Alon et al., 2019a) for code prediction by 30.0%. These are significant
margins.
We present in the paper several ways of communicating the code structure to the Transformer, which is
fundamentally built for processing sequence data. The most effective of these is when we enrich the self-
attention mechanism of the Transformer. We enable the mechanism to learn weights—that is, how much to
focus on each preceding token in the input—not only on the basis of a token’s value, but also on the basis of
the spatial relationships, as in their positions in the abstract syntax tree, between each pair of tokens.
We provide a comprehensive experimental evaluation of our proposal, along with alternative design choices,
on a standard Python dataset, as well as on a Facebook internal Python corpus. Our code and data preparation
pipeline will be available in open source.
1 INTRODUCTION
Last several years have witnessed exciting progress in the application of machine learning (ML)
techniques to developer productivity tools (Allamanis et al., 2018a), and in particular, to code
prediction (Brockschmidt et al., 2019, Hindle et al., 2016, Li et al., 2018, Raychev et al., 2016a). The
idea of code prediction in general is to predict the next code element given previously written code.
Code prediction is commonly used in an IDE for autocomplete, where based on the developer’s
cursor position and the code already written up to the cursor position, the IDE offers the most
likely next tokens (perhaps as a drop down list to choose from). Autocomplete, not only saves the
developer from having to type in the next token(s), but is also an effective code learning mechanism:
for instance, a developer might not know the name of an API call they need off the top of their
head, but is able to choose among the choices shown by an auto-complete tool.
Consider the Python code fragment shown in Fig 1. Suppose a developer has written code up
to string following by a dot. At this point, it will be helpful for the IDE to prompt the developer
with attribute names that are likely to follow, preferably, with atoi ranked at the top because in
this case that is the correct next token.
A typical IDE that does not use ML-based autocomplete is unable to offer the intended completion
among the top few choices. For instance, the autocomplete model used in the IDE (Jedi, which
ranks the suggestions alphabetically) shown in Fig 2 ranks atoi fairly low, needing the developer
to scroll a menu or type a prefix of the intended name.
∗Both authors contributed equally to this research.
1data/JeremyGrosser/supervisor/src/supervisor/medusa/test/test_11.py
Authors’ addresses: Seohyun Kim, Facebook Inc., U.S.A., skim131@fb.com; Jinman Zhao, University of Wisconsin-Madison,
U.S.A., jz@cs.wisc.edu; Yuchi Tian, Columbia University, U.S.A., yuchi.tian@columbia.edu; Satish Chandra, Facebook Inc.,
U.S.A., schandra@acm.org.
ar
X
iv
:2
00
3.
13
84
8v
2 
 [c
s.S
E]
  2
1 M
ay
 20
20
2 Seohyun Kim, Jinman Zhao, Yuchi Tian, and Satish Chandra
...
ip = socket.gethostbyname (host)
[port , request_size , num_requests , num_conns] = map (
string.atoi , sys.argv [2:]
)
chain = build_request_chain(num_requests , host , request_size)
...
Fig. 1. Running example of Python code. The code snippet 1is from the py150 dataset (py1, 2016).
Fig. 2. Screenshot of an IDE showing autocomplete predictions from Jedi, a type-based autocomplete tool.
Here, “atoi” is ranked low since the predictions are ordered alphabetically.
Our goal is to devise models that better leverage the code fragment and its context to provide a
more accurate next token prediction. As we show later in the introduction, by training on existing
code corpora, the models that we introduce are able to rank atoi as the first choice.
In this introductory section, we first discuss the related work focused on ML-based code comple-
tion, then give an overview of the models that we introduce, and finally give a preview of our key
results and contributions.
1.1 Related Work
Type-based Code Completion. Even early IDEs attempted to provide code completion features.
For example, Eclipse 2 and Jedi 3 both provide type-based suggestions for next tokens. Type-based
means that a compiler provides to the IDE a list of type-compatible names that could appear
in the context. Generally these names were organized alphabetically, though people have tried
sorting them by occurrence frequency or even applying per-user Bayesian optimization to rank
the list (DâĂŹSouza et al., 2016, Proksch et al., 2015). However, a type-based autocomplete is not
very effective. For example, as mentioned above, in Figure 2, atoi is ranked low because Jedi ranks
the autocomplete suggestions alphabetically. Additionally, for dynamic languages, it is extremely
difficult to gather an accurate list of tokens that could occur in a context.
Machine learning methods hold promise to offer a better ranking of code completion suggestions
provided to a user by learning the statistical property of code, exploiting naturalness (Allamanis
et al., 2018a).
Traditional ML-based techniques for Code Completion. Some of the early ML models for code
prediction relied on n-gram language models (Hindle et al., 2016, Nguyen et al., 2013). An n-gram
language model computes the probability of the next token given previous n tokens (n-grams) as
context. Specifically, the model estimates these probabilities by tabulating the frequency of various
n-grams in a code corpus used for training.
2https://www.eclipse.org/pdt/help/html/working_with_code_assist.htm
3https://github.com/davidhalter/jedi
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A different line of work carries out code prediction based on statistics (in the training corpus) on
syntactic structure of code, as opposed to seeing code as text. These include probabilistic context-
free grammars (Allamanis and Sutton, 2014) and probabilistic higher-order grammars (Bielik et al.,
2016a, Raychev et al., 2016a,b). This class of models considers code artifacts as abstract syntax trees,
and make their predictions based on information gleaned selectively across paths in the code’s AST.
We include the best-performing technique (Raychev et al., 2016a) from this line of works in our
evaluation. Their model, Deep3 , learns a decision tree model that uses this information essentially
as features.
Deep learning techniques for Code Completion. With the advent of deep learning, many researchers
have investigated using deep learning for code prediction, as it is able to capture longer dependency
within a sequence. In this way, the model can make connections between non-consecutive tokens
to provide a richer sense of context. The most common neural technique for code prediction is use
Recurrent Neural Networks (RNNs) and their variants and feed as input code as a linear sequence.
Used in this way, the RNN essentially learns a language model over the training corpus, and it is
generally believed to do so better than n-grams (Karampatsis et al., 2020). Indeed, several papers
in the literature, including work done in industrial contexts (Aye and Kaiser, 2020, Raychev et al.,
2014, Svyatkovskiy et al., 2019) has used RNNs. Attempts has been made on feeding RNNs (LSTMs)
with serialized ASTs (Liu et al., 2016); accuracy is further improved by using more AST guided
architectures (Li et al., 2018, Liu et al., 2020). We include a variation of an RNN (LSTM)-based model
in our evaluation.
Among other flavors of code completion, such as where program after the predicting location
is available (Allamanis et al., 2018b, Alon et al., 2020, Brockschmidt et al., 2019, Raychev et al.,
2014) or where the granularity of prediction is smaller (e.g. characters (Bielik et al., 2016b) or
subtokens (Karampatsis et al., 2020)) or larger (e.g. sub-ASTs (Alon et al., 2020)), we focus on
predicting next token given only partial program up to the predicting location.
Transformers. Researchers in the natural language processing (NLP) community have recently
developed Transformers, a new neural architecture for even more effective natural language pro-
cessing (Vaswani et al., 2017). Transformers overcome a major drawback of RNNs’ ineffectiveness
in capturing long-term dependencies by solely relying on attention mechanisms - this way, any
token from the sequence can more directly affect the next token prediction. Transformers have
achieved or exceeded state-of-the-art results (Devlin et al., 2018, Dong et al., 2019, Radford et al.,
2019) for a variety of NLP tasks such as language modeling, question answering, and sentence
entailment.
There has been a surge of interest since 2019 in extending Transformer models to handle beyond
sequential structures for NLP (Ahmed et al., 2019, Nguyen et al., 2020, Wang et al., 2019). In the
realm of learning over source code using transformers, it has been shown that taking tree structure
into account helped code correction (Harer et al., 2019) and code translation (Shiv and Quirk, 2019).
A recent work on code summarization (Hellendoorn et al., 2020) used a different kind of structural
information–static analysis results–in conjunction with transformers.
There is practical interest in the topic of code prediction using transformers. Galois 4 is an open
source project that uses GPT-2 (Radford et al., 2019) for code completion. The approach is similar
to our SeqTrans model, notwithstanding their use of non-standard tokenizer and a subtoken
segmenter. TabNine™ published a blog post (TabNine, 2019) in July 2019 mentioning the use of
GPT-2 in their code completion but revealed no technical detail. We believe we are the first to
systematically evaluate transformers for code prediction and compare them to previous work.
4https://github.com/iedmrc/galois-autocompleter
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Deep learning techniques over Code, beyond Code Completion. There are many other uses of
deep learning techniques for code, beyond code completion. These include techniques for code
summarization (Alon et al., 2019b), bug finding (Allamanis et al., 2018b), repair (Vasic et al., 2019)
and many others, too numerous to list. An interesting aspect of this body of work is in the different
ways in which they represent a program as an input to a neural architecture. These representations
have ranged from linear token sequence (as for code prediction (Hellendoorn and Devanbu, 2017a,
Karampatsis et al., 2020, Li et al., 2018)), to paths in an AST (Alon et al., 2019a,b, 2020), and
sometimes even ways to convey static analysis information to the neural network (Allamanis et al.,
2018b, Brockschmidt et al., 2019, Hellendoorn et al., 2020, Yang and Xiang, 2019). We include an
adaptation of path-based Code2Seq (Alon et al., 2019a) in our evaluations and show that our models
significantly outperforms Code2Seq .
1.2 Overview
The goal of this paper is to investigate the ways using the Transformer architecture to obtain the
best possible accuracy for code prediction. We present our narrative roughly in the order in which
we carried out this research.
Do Transformers, taken out-of-the-box and processing code as text, work better than
previous sequence-based models for code prediction?
For the first question, we simply compared a recent implementation of RNN (specifically an
LSTM) with an implementation of a Transformer, passing along code as a token sequence to
both. The results indicated that Transformers, even out-of-the-box, clearly outperform RNN-based
models, as well as a couple of other state-of-the-art models (see Key Results later.)
This gives us the green light to explore further. The next questions are motivated by previous
work. Raychev et al. (Raychev et al., 2016a) had found that—for the code prediction problem—a
non-neural but tree aware engine could outperform RNNs. In the same spirit, Alon et al. (Alon
et al., 2019b) had found—for code summarization problem (though not for code prediction in their
paper)—that embedding the AST structure of code even in limited ways vastly outperformed purely
sequence-based methods. These, and other, papers suggest that when models know about the
syntactic structure of code, they can do better than if they were to only know about the linear
token sequence.
Can we utilize the Transformer better by exposing to it the syntactic structure of code?
The interesting question is how, because we cannot simply jam an AST into the Transformer,
which is in the end a sequence processing device. There are two popular ways in which people have
considered capturing the (partial) structure of an AST, in a way that is suitable for sequentialization:
one, based on a tree traversal order, and the other, based on decomposing the tree into paths. The
two models we consider are representative of each of these two ways, though design variations are
certainly possible:
(1) TravTrans , which is based on a depth-first traversal, and
(2) PathTrans , which is based on a path decomposition.
Our evaluation shows that incorporating syntactic structure of code does indeed perform better
than processing code simply as text.
Can we extend the Transformer (no longer out-of-the-box) to even better utilize the syn-
tactic structure of code?
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Fig. 3. Overview of the models considered in this paper, arranged by two axes. The first axis shows the
information from the code that is presented to the model: linear sequence of tokens or information from its AST.
The second axis is the underlying ML model: decision tree, RNN, Attention, Transformer, and Transformer+.
Models in blue font are models from previous work.
We propose a model TravTrans+ that communicates additional—in addition to the partial AST
information already in one of the above two models—structure of the code directly to the self-
attentionmechanism of the Transformer.We call this adaptation of the Transformer as Transformer+;
the sense in which we adapt the standard Transformer is to incorporate additional model parameters
into the model (see Sec 2 for details.) TravTrans+ is built on top of TravTrans , though it could
also have been built on top of PathTrans .
The key novelty of our work is this adaptation of the Transformer architecture to enable it to
better learn the structural relationships in code. This is a way in which mechanisms in a deep neural
network—here, additional model parameters in the self-attention mechanism—work in conjunction
with information that comes from programming language processing—here construction of an
AST. Our evaluation shows that this significantly improves the results, when compared against the
Transformer models as well as models from previous work (SeqRNN (Hellendoorn and Devanbu,
2017b), Deep3 (Raychev et al., 2016a), Code2Seq (Alon et al., 2019a)).
Fig 3 puts these models in perspective. Along the x-axis is an indication whether the model
considers only source code tokens as text, or whether the model considers information gleaned
from the AST of the program. Along the y-axis are various ML model families that are used to build
the prediction models. We include in the figure three code prediction models from previous work.
The differences between the power of these models is evident even in our running example of
Fig 1. We show the results—in terms of rank (lower is better) of the correct prediction—in Table 1.
As the table shows, TravTrans+ clearly outperforms the other code completion techniques. The
paper is about the design of a system to get us there.
Scope of this paper. To bound the scope of this paper, we limit our investigation to techniques
that do not require any compiler support beyond constructing the AST; thus, we exclude ways to
communicate program analysis results such as def-use information, as in Allamanis et al. (Allamanis
et al., 2018b).
We also limit our study to the Transformer architecture, and compare it to existing published
methods for code completion on a common training and test corpus py150 ( 2016). We purposely
exclude the graph neural networks (GNN), because (1) there is already an active debate between
GNN and Transformer for NLP applications that transcends code completion, and (2) GNNs have
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Token value ip socket get*Name host map string atoi sys argv 2 chain
Previous SeqRNN >10 >10 3 2 7 >10 2 1 1 3 >10
work Deep3 5 5 3 1 5 5 5 5 1 6 5
Code2Seq >10 1 1 1 >10 >10 >10 1 1 2 >10
PathTrans 10 2 1 1 8 1 2 1 1 1 >10
Our SeqTrans >10 1 1 6 >10 >10 1 10 1 1 >10
work TravTrans >10 1 5 1 4 1 1 1 1 1 >10
TravTrans+ 3 1 1 1 1 1 4 1 1 1 1
Table 1. Ranks for the predictions for the leaf nodes listed in Fig 4. >10 means the model did not get the right
answer in the top 10 results. TravTrans+ is our most powerful model.
also not been used for code completion before, so to adapt GNN for code completion would require
a significant orthogonal effort.
1.3 Key Results and Contributions
In this paper, we show that our novel model TravTrans+ is able to significantly outperform
several previous models for code prediction. We report results based on training and evaluating
various models of code prediction on the py150 ( 2016) dataset. The reciprocal rank (reported as a
percentage, see Sec 4) improves:
• from 36.4% to 73.6% when comparing an RNN implementation (SeqRNN ) vs. TravTrans+ ;
• from 43.9% to 73.6% when comparing a non-neural tree based model (Deep3 (Raychev et al.,
2016a)) vs. TravTrans+ ;
• from 43.6% to 73.6% when comparing Code2Seq (Alon et al., 2019a) vs. TravTrans+ ;
• from 58.0% to 73.6% when comparing a Transformer model (TravTrans ) vs. a Transformer+
model (TravTrans+ ); by making the Transformer aware of the syntactic structures of code
by leveraging the self-attention mechanism, we are able to achieve superior results.
At the same time, the memory and training time cost of the Transformer need not be prohibitive.
We used 6 layers, 6 heads, and context window of 1000, and were able to train TravTrans+ for
21 epochs in 20 hours. Compared with SeqRNN training of 7 hours, this is more, but the payoff is
much higher. (Refer to Table 4 for details of model sizes and training times.)
Thus, we argue that our proposal of using Transformer+ with tree inputs for code prediction is
both practical and surpasses previous work by a wide margin.
In summary, our contributions are as follows:
• We show that Transformers can provide significantly better accuracy on the code prediction
task compared to previous state of the art approaches; and we show that communicating the
syntactic structure of code to the Transformer is key to the large improvement in accuracy.
• Our main technical novelty is in the design of methods to inform the Transformer about the
syntactic structure of code. We do this both with and without augmenting the Transformer
self-attention mechanism, and we found that the latter gives vastly superior results.
• We provide a preliminary investigation into why the Transformer model that is aware of
tree structure works better than one without, by using saliency maps (Simonyan et al., 2014).
• We also evaluated our trained model on a dataset selected from a Python code repository
internal to Facebook, and found the relative benefits of the Transformer models to be similar
to those on the py150 dataset. This indicate that the relative advantage of Transformer models
carries over to other datasets, though the absolute accuracy numbers can vary.
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Fig. 4. AST for the example in Fig 1. The leaf (terminal) nodes have values and the interior (non-terminal)
nodes have types.
We have made our model implementations available at https://github.com/facebookresearch/
code-prediction-transformer.
Outline. Sec 2 explains the models that we have used for our evaluation. This section gives a
primer on the Transformer and describes how to communicate tree structure to the Transformer
and Transformer+. Sec 3 provides a recap of the previous work, focusing on the ones against
which we compare our models. Sec 4 describes our datasets and implementation. Sec 5 presents
our quantitative results. Sec 6 takes a closer look into why our models worked well (or did not.)
Sec 7 lists some threats to validity. We conclude the paper with our future work in Sec 8.
2 MODELS
In this section, we give details to the models that we use for code prediction. We start by defining
the code prediction task we examine in this work, as well as providing a unified view of our various
solutions. This is followed by an brief introduction to the original Transformer model. We then
describe various proposals of feeding sequence to Transformers and feeding ASTs to Transformers.
The next section discusses the previous state-of-the-art methods of code prediction that we use for
comparison.
2.1 Code Prediction Task
Code prediction task studied in this work is to predict the next code unit given the static partial
program up to the point of prediction. Let p∗(unit | ctx) be the empirical distribution of code unit
unit given the partial program observed from a large text corpus as context ctx . Our task is to
learn to approximate p∗ using a machine learning model, here Transformers. More specifically, we
device Transformer models to take in some representation of partial program and then yields a
distribution of possible code units. The learned distribution can be viewed as
p(unit | ctx) = Trans(ctx ;θ ),
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where θ represents the trainable parameters of the Transformer. We train the models by minimizing
the KL-divergence between p and p∗, or equivalently, minimizing the cross-entropy loss l at all
code prediction locations.
minimize
θ
∑
i
l (Trans(ctxi ;θ ),uniti ) ,
where (uniti , ctxi ) is the i-th pair of code unit and accompanying partial program representation
from the training corpus. For the ease of notation, we will not explicitly write out the trainable
parameter part of the models throughout the paper.
We explore several ways of representing partial program and predicting different kinds of code
units. When using source code token as code unit and representing partial program as sequence
of source code tokens (SeqTrans ), the problem aligns with the traditional notion of language
modeling – predicting the next token in a sequence given all previous tokens: p(ti | t1, . . . , ti−1)
where ti is the i-th token.
More interestingly, we explore various representations of a partial program to better utilize its
AST information. The intuition is that the more we can utilize the syntactic information provided
by the AST, the better we can predict the next token. As an example, in our TravTrans+ model,
partial program is represented as a sequence of pre-order traversal of AST nodes, along with a
matrix that captures the tree relation between each of the nodes. The challenge here is that because
Transformers are originally designed as a sequential model, we have to propose innovative ways to
convey AST information to Transformers, as we are about see in the rest of the section. Note that
when representing partial programs with ASTs, the natural code unit becomes an AST node, which
can only be viewed as a source token if it is a leaf.
2.2 A Primer on Transformers
We start with a brief introduction of Transformers. Readers familiar with Transformers can skip
ahead to Section 2.3.1.
Transformers belong to a class of deep neural networks that are designed for sequence processing.
Transformers eschew the hidden states of earlier generation sequence networks in favor of exposing
the entire input sequence simultaneously, solely relying on attention mechanisms. In Transformers,
information from any previous location of the sequence can directly affect the encoding of the next
token, through a mechanism called self-attention, which helps greatly improve the connectivity
in long sequences. Transformers also uses multiple heads of these self-attention blocks, called
multi-headed attention, which enables the model to simultaneously consider different ways of
attending to previous information within one block and also across other blocks.
To be precise, a Transformer used in this word is a stack of Attention blocks (AttnBlock) preceded
by an input embedding layer (Emb) and followed by a classification layer (Clsfr).
Trans(ctx) = Clsfr(AttnBlock(. . . (AttnBlock(Emb(ctx))) . . . ))
where AttnBlock is repeated nblock times. The classifier we use is a simple fully-connected layer
followed by a softmax that converts internal representation into a probabilistic distribution over
possible code unit as output. The embedding layer maps the partial program ctx into vector forms.
The exact embedding behaviour depends on the way we represent partial program and will be
described in more detail in the following subsections. Because we are going to talk about different
ways of representing partial programs and subsequently different embedding schemes, for the ease
of notation, we useTrans to also mean the part of Transformer after the embedding layer. However,
it is not to be confused that the embedding layer is always trained together with the rest part of
the model.
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Fig. 5. Schematic of a GPT2 Transformer (left) and GPT2 Transformer+ (right). The self-attention layer is
able to consider all tokens in the input up to the point of prediction. Here the self-attention box depicts the
information flow when predicting next token after the "."; see Table 3 for where the numbers come from.
Transformer+ takes a relations matrix as another input to enhance the self-attention mechanism of the
Transformer model. The matrix R contains information on the relations between the tokens in the input
sequence (in TravTrans+ , the information is the path between two nodes in the AST.)
Attention blocks constitute the main body of a Transformer. An attention block is further
composed of a self-attention layer (AttnLayer) and a feed-forward layer (FF), applied sequentially
with skip-connections (+) and layer normalizations (LN). Given H as the internal representation
obtain from the previous block or the embedding layer,
AttnBlock(H ) = LN(FF(A) +H )
where A = LN(AttnLayer(H ) +H ).
The self-attention layer is the crux of the model. The intuition here is to attend the elements in
the input sequence differently according to their relevance to the predicting location. Given E as
the representation from the previous layer, we first create queryQ , key K , value V matrices as
Q = EWq ,K = EWk ,V = EWv ,
whereWq ,WK ,Wv are trainable parameters. The self-attention then works as “querying keys
using queries and then using the result to summarize values” through the attention function:
Attn(Q,K ,V ) = softmax
(
QK⊤√
dk
)
V
where dk is the dimension of key vectors.
Fig 5 illustrates the architecture of the Transformer used in this work. An operational example
of self-attention for our SeqTrans model is presented in Sec 2.3.1. For other details (especially on
the multi-head attention), please refer to Vaswani et al. (2017) and in particular, GPT-2 (Radford
et al., 2019), for a more thorough description.
The next sections discuss various ways of feeding code fragments into this Transformer archi-
tecture.
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2.3 Feeding Sequence to Transformers
2.3.1 SeqTrans . Our first attempt is to apply a Transformer over source token sequences, which
can be easily obtained by applying a tokenizer. Here the code unit is a source code token and the
partial program is represented as source token sequences. This is a straightforward application of
the original Transformer design, and as well functions as a baseline for our later attempts that take
more AST information. The model can be written as
o = Trans
(
(et )t ∈src_seq
)
where o is a distribution over all possible tokens, and et is the embedding for source token t for
every t in the partial program represented as a source token sequence src_seq. It does next token
prediction by taking all preceding source tokens, up to the point of prediction, as input. This setting
manifests the same inputs and outputs as the baseline RNN model (see SeqRNN in Sec 3.1). As we
show in the experiments, SeqTrans turns out to be an already strong model as a direct comparison
to SeqRNN .
Operational Example of Self-attention for SeqTrans . We illustrate the operation of the self-
attention part of SeqTrans by taking an example input sequence: ["map", "(", "string", "."], and the
target token being "atoi." This input sequence is first fed through the initial embedding layer to give:
E =
[
emap, e(, estring, e.
]
. Then, this embedding is used as input to three fully-connected networks
(Wq ,Wk ,Wv ) to create a query, key, and value embedding for the sequence:
Q = EWq ,K = EWk ,V = EWv
In our example, Q =
[
qmap,q(,qstring,q.
]
,K =
[
kmap,k(,kstring,k.
]
, and V =
[
vmap,v(,vstring,v.
]
.
We use the query vectorQ to "query" the "keys" K to see which token relationships are the most
important by calculatingQK⊺. This results in a matrix of size n×n, as seen in Table 2, where n is the
length of the input sequence. Each row is then normalized (by square root of dk ) and passed through
a softmax layer so all the scores are positive and add up to 1. Table 3 shows an example of the
self-attention weights 5; looking at the last row, we can see that most of the self-attention is given to
".", meaning it has a greater factor in predicting the next token "atoi". Also note how the matrix is a
lower triangular matrix - this is because self-attention cannot be applied to tokens that have not been
seen before. Finally, this matrix is multiplied with the value vector to weight the token embeddings
A = Attn(Q,K ,V ). In our example, A = [0.2 ∗vmap, 0.1 ∗v(, 0.2 ∗vstring, 0.4 ∗v.] . A is then fed
through a fully-connected network, coupled with skip connections and layer normalizations. This
process is repeated nblock times. Finally, the output of the last block goes through a classification
layer at the end to generate predictions for the next token.
In the next subsection, we will vary the inputs and the outputs to the transformer, but the
principles of operation will remain the same as in SeqTrans .
2.4 Feeding Trees To Transformers
The question that interests us is: can Transformer-basedmodels also benefit from syntactic structure,
and if so, how can we communicate the syntactic structure to Transformer?
In this section, we explain the models of our own creation: PathTrans , TravTrans , Trav-
Trans+ . As mentioned in the introduction, PathTrans is a particular instance of a path-based
sequentialization of a tree; and TravTrans is a particular instance of a traversal-based sequen-
tialization of a tree. TravTrans+ augments the self-attention mechanism of the Transformer to
capture additional tree structure.
5The rows do not sum to 1 since there are previous tokens in the sequence that is not shown in this table
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... map ( string .
map qmapkmap
( q(kmap q(k(
string qstr inдkmap qstr inдk( qstr inдkstr inд
. q .kmap q .k( q .kstr inд q .k .
Table 2. Matrix for calculating the self-attention "scores" for each token combination in the input sequence
for Transformers. We use the query vectorQ to "query" the "keys"K to see which tokens are the most relevant
for the next token prediction. The matrix multiplication is calculated withQK⊺.
... map ( string .
map 0.9
( 0.6 0.1
string 0.1 0.1 0.7
. 0.2 0.1 0.2 0.4
Table 3. Example matrix for the numerical self-attention "scores" after taking the softmax over the normalized
values in Table 2. Note that the rows listed here do not sum up to exactly 1 since there are previous tokens in
the input sequence (not shown in this matrix) that self-attention gives scores to as well.
Fig. 6. Example of an input to the PathTrans model. It takes all leaf nodes, along with its path to root, to
make the next leaf token prediction. The root paths are embedded using an LSTM (red blocks), and the leaf
tokens are embedded using an embedding layer (blue block). These two embeddings are added together
to create a path representation embedding, which is then fed to the Transformer as shown in Fig 5. The
classification layer of the Transformer outputs leaf tokens.
In PathTrans , we present the partial program as all AST nodes up to the node to be predicted,
with the points of prediction being the leaf nodes of the AST. Thus, the loss is taken over only the
leaf AST nodes, and it predicts only leaf tokens.
In TravTrans and TravTrans+ , the code unit to be predicted is every AST node, and we
present the partial program as all AST nodes up to the node to be predicted. Consequently, the
code prediction objective is defined over all AST nodes. This means that loss is taken over all AST
nodes; and that both TravTrans and TravTrans+ predicts leaf tokens and internal tokens.
2.4.1 PathTrans . PathTrans enhances SeqTrans by exposing tree structure to the Transformer
via root-paths. A root-path Rootpath(t) is the path from the leaf node t to the root of the AST by
traversing up its ancestors, recording all the nodes along with it, and thus a sequence of internal
AST nodes. Fig 6 shows an example of an input datapoint for predicting node 29 of Fig 4.
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The root-paths are first fed into a sequence encoder (in our case an LSTM6), coupled with the
leaf node, and is fed through the Transformer:
o = Trans
( (
et + pt
)
t ∈leaf _seq
)
where o is a distribution over all possible leaf nodes, and et is the embedding for AST node t and
pt = LSTM
(
(eu )u ∈Rootpath(t )
)
is the summarized representation by an LSTM of root-path from
t for every leaf node t in the leaf sequence leaf _seq. + is used here following the convention of
Transformer computations and to keep the embedding dimension the same for every components.
The hope here is that the root-paths captures the local syntactical information and thus can help
the prediction of leaf tokens.
2.4.2 TravTrans . As a Transformer naturally only take a sequence as input, we provide the AST
nodes as a sequence in pre-order traversal, or a depth-first-search (DFS) order. For Fig 4, for node
29, the previous nodes in DFS order would be: [..., “Call”, “NameLoad”, “map”, “AttributeLoad”,
“NameLoad”, “string”, “Attr”] (also seen in the top part of Fig 7.)
The TravTrans model can be written as:
o = Trans
(
(et )t ∈AST_seq
)
where o is a distribution over all possible tokens, and et is the embedding for AST token t for every
t in the partial program represented as a AST token sequence AST_seq in DFS order.
TravTrans presents the tree nodes in a pre-determined order, but still does not retain detailed
structural relationship between nodes. For example, consider the sequence of nodes 26 - 28 in Fig 4.
This would be represented as ["NameLoad", "string", "attr"], the three nodes appearing consecutively
in DFS order. Looking at the AST, we can see that the relations between ("NameLoad" & "string",
and "string" & "attr") are actually quite different: "NameLoad" is one node up from "string", while
"string" is two nodes up and one node down from "attr". This path-based relation between the
nodes provides richer information about the actual structure of the tree.
While TravTrans itself shows relatively small improvement on SeqTrans (Table 5), it allows us
to augment it with the richer information indicated above, leading to the TravTrans+ model.
2.4.3 TravTrans+ . We extend the TravTrans model to incorporate even more tree structure.
Specifically, given any two nodes a and b in the AST, we want to capture the (unique) path needed
to reach from a to b, and communicate this to the Transformer. The path from a to b is represented
abstractly only in terms of up and down moves:
UDpath(a,b) = U iD j
where i , and j are the number of up and down nodes, respectively, node a has to travel to reach
node b.
We create a matrix R ∈ Rn×n that contains the one-dimensional embedding of UDpath(a,b) for
each pair of nodes (a,b) from the partial program of n AST nodes. Fig 7 shows an example of a
matrix R for nodes 22-29 in the AST. Note that QK⊤ it the key mechanism of a Transformer to
attend to relevant information from previous tokens. By introducing R to the process, we provides
a way for the model to learn the strength of the attention to pay to previous tokens, considering the
AST relationship between pairs of nodes as well. Specifically, we replace the Attn function with the
6We could have used a Transformer to embed the path sequences in lieu of an LSTM, but since the path sequences are short
(capped at 13 tokens), and LSTMs perform adequately well for shorter sequences, we decided to use an LSTM.
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Fig. 7. Example of an input to the TravTrans (left part with only the DFS sequence) and TravTrans+ (both
the DFS sequence and R matrix). Some inputs to the R matrix are colored, with the corresponding paths
indicated by the same color arrows on the AST (due to space constraints, not all path relations could be
drawn). In TravTrans , the embedded DFS tokens become the input to the Transformer model as shown in
Fig 5. In TravTrans+ , along with the DFS tokens, the embedding of the R matrix is multiplied element-wise
by the self-attention matrix. The classification layer of the Transformer outputs AST nodes.
following AttnTreeRel function.
AttnTreeRel(Q,K ,V ,R) = softmax
(
R ⊙ (QK⊤)√
dk
)
V (1)
where ⊙ is element-wise product. This idea of incorporating R into the AttnTreeRel function is
inspired by Shaw et. al ( 2018). Fig 5 shows the complete model architecture of incorporating R
matrix.
The rest of the TravTrans+ model is the same as TravTrans ’s. However, since the Attn is
replaced with AttnTreeRel and now the model takes tree-relation matrix R described above as extra
input, we denote the Transformer here as Transud . The overall computation can thus be writte as
o = Transud
(
(et )t ∈AST _seq ,R
)
,
where o is a distribution over all possible tokens, and et is the embedding for AST token t for every
t in the partial program represented as a AST token sequence AST_seq in DFS order.
Note that this method of using Transformer+ to enhance the self-attention mechanism is a
technique not limited to only enhancing TravTrans . Indeed, similar relationship information
could have been used to enhance PathTrans . However, as PathTrans and TravTrans perform
comparably (see Sec 5), we focused our enhancement on TravTrans .
To recap, our key insight—one that leads to the best accuracy—is to fortify the self-
attention mechanism of the Transformer to enable it to learn weights on the basis of
AST relationships between tokens as well.
The next section will cover three previous models from literature.
3 EXISTING MODELS FOR COMPARISONS
In this section, we give details to three previous works for code prediction.We choseDeep3 (Raychev
et al., 2016a) as it is a state-of-the-art technique (numbers validate this) and it also feeds code as
ASTs into an ML model (decision tree). We chose SeqRNN as a close competitor as a representative
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Fig. 8. Fragment of a TGEN program encoding a decision tree on the left (bold words are the steps that
comprise a path), with the corresponding paths shown on the AST on the right.
of recent RNN-based methods used in recent papers for code prediction (Aye and Kaiser, 2020,
Hellendoorn and Devanbu, 2017b, Karampatsis et al., 2020, Raychev et al., 2014, Svyatkovskiy
et al., 2019); this model works on token sequences. We also include Code2Seq (Alon et al., 2019a)
to compare our efforts against a popular code embedding technique that works on ASTs, albeit
one that is not meant for next token prediction; interestingly though, it performed comparably to
Deep3 on the code prediction task.
3.1 SeqRNN
For next token prediction, a popular method is to feed the source sequence tokens into an RNN (or
LSTM) (Aye and Kaiser, 2020, Hellendoorn and Devanbu, 2017b, Raychev et al., 2014, Svyatkovskiy
et al., 2019). In this way, we create a language model that computes the probability of the next word
wt+1, given some window of preceding words: P(wt+1 |wtwt−1wt−2 . . .). 7
As the name suggests, RNNs consume input tokens recurrently, one per time step, and produce
output tokens one per time step as well. The bottom layer of the RNN embeds input tokens into a
vector: xt = emb(wt), wherewt is the source token seen at the t ’th time step. The hidden state ht+1
at the (t + 1)-th time step is computed as ht+1 = rnn (x t ,ht ), where rnn is the trainable RNN unit.
The output is a vector of probabilities of various tokens computed by using a fully-connected layer
followed by a softmax over ht ’s; the diagram shows the top-ranked predictions or the ground truth.
The pertinent point to note is that the hidden state ht encodes the knowledge of not just the
current token, but of last several previous tokens via the propagation of information in previous
hidden states.
A limitation of RNNs is the difficulty they have in tracking long-range dependence, even with
various proposals to mitigate the problem (e.g. long-short-term-memory (LSTM) cells (Hochreiter
and Schmidhuber, 1997), which we do use in our implementation, attention on top of RNNs (Iyer
et al., 2016), and skip-connections between sequence locations (Vinyals et al., 2015)).
In our experiments, we feed the source code tokens into an LSTM and call this model SeqRNN .
3.2 Deep3
Raychev et al. 2016a presented a system, Deep3, based on a learned decision tree combined with
count-based probabilities at the leaves of the decision tree. We provide only a sketch here, high-
lighting how they use paths on an AST.
7Here we use an RNN to compute a language model; n-grams would be another choice. The jury seems to be out on which
one is necessarily better for the task (Hellendoorn and Devanbu, 2017a, Karampatsis et al., 2020).
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Fig. 9. Example of an input for Code2Seq , which consists of leaf-to-leaf path representations given a partial
AST. A path representation is made of tokenized starting tokens, path, and tokenized ending tokens. If the
path ends with the target node (in this example, it’s atoi), the value is replaced by <placehholder>.
Fig 8 shows part of a learned decision tree, written in the form of program in a specialized
language they call TGEN. Given an AST t and a starting node n, a TGEN program walks certain
paths in t starting from n. For example, Up WriteValue (line 1) goes to the parent of n and records
the label. If the label is Attr, it walks a different path (line 2) in the vicinity of n. The branch
outcomes and observations collected by running this TGEN program on (t ,n) form a context, which
is then used to look up a probability distribution conditioned on that context. For the AST in
Fig 4, starting with node 29, the TGEN program will produce a context for which the probabilities
of different tokens for node 29 might be: [atoi: 60%, split: 30%, ...]. The flexibility of focusing on
arbitrary paths in the AST allows the model to condition selectively on nodes farther back in the
AST.
A TGEN program is learned—on a specific corpus—by a genetic search procedure that simul-
taneously selects paths and grows the decision tree from the training data, with an entropy
minimization objective. The details are not important for this paper; in this paper, we use their
pretrained model (pho, 2017) as well as their Python dataset (py1, 2016) for our experiments.
The reader will notice that the notion ofUDpath in Section 2.4.3 is akin to the AST paths expressed
in TGEN programs. The paths in TGEN are more general, but at a high-level, the idea that certain
"spatial" relation between nodes is important is common to both approaches. This, along with the
competitive quality of results of the Deep3 model in Table 1, makes it an interesting comparison.
We explore this similarity further in Sec 6.2.
3.3 Code2Seq
Code2Seq is a model by Alon et al. 2019a that embeds code snippets by embedding AST paths in a
neural network.
At a high-level, given an AST, Code2Seq creates path representations for all leaf-to-leaf paths.
In Fig 4, the nodes at the bottom are leaf nodes - terminal nodes with no children. For example,
Fig 9 shows three paths for nodes 22-29 from the full AST. For each path, a path representation
is created containing three parts: 1. tokenized starting leaf value, tokenized by snake and camel
case, 2. the path itself, and 3. tokenized ending leaf value. A path representation is embedded in the
following way: the starting and ending tokens are embedded using LSTMs, the path representations
are embedded using bi-directional LSTMs, then these three embeddings are concatenated and
then fed through a feed forward network. Finally, all of the path represention embeddings in the
AST are combined using a simple attention mechanism. This final outcome embedding aims to
capture the semantic meaning of the entire AST. A decoder is then used to generate target method
summarization.
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The original task of Code2Seq was method summarization: given a method body, how well can
Code2Seq generate the correct method name? The training proposed in (Alon et al., 2019a) is not
well suited for next token prediction. In code summarization, a set of leaf-to-leaf paths needs to be
created one time for a method. By contrast, in code prediction, a new set of leaf-to-leaf paths has to
be created for each point of prediction.
For example, to predict atoi (node 29) in Fig 4, we must first create an representative embedding
for the partially completed AST up to node 29. To do so, all leaf-to-leaf paths available up to node
29 are used. Paths that end in atoi are also used, with atoi replaced with a placeholder token to
prevent information leak. Paths 2 and 3 in Fig 9 includes placeholder. The representative embedding
is then fed through a classification layer to generate predictions (note that this is different than the
generative decoder that Code2Seq uses.)
By treating each point of prediction as a separate data point (compared to a language model,
where one sequence is considered one data point), the number of training data points, along with
the effort to create them makes Code2Seq computationally very expensive.
4 IMPLEMENTATION AND DATASETS
4.1 Dataset
We train our models using the py150 dataset (py1, 2016) used in Raychev et al. (2016a). The dataset
consists of 150k Python 2 source code files from GitHub repositories, along with their parsed ASTs,
split into 100k for training and 50k for evaluation. From the ASTs extracted from the py150 dataset,
we modify the AST to ensure that the internal nodes only has types and the leaf nodes only have
values. For implementation details, please refer to AppendixA.1. To incorporate large trees (greater
than 1000 nodes), we deploy a technique adopted by (Al-Rfou et al., 2018), which slices a large
tree into shorter segments with a sliding window to maintain part of the previous context. For
implementation details, please refer to AppendixA.2.
We evaluate our models on two evaluation datasets:
• py150: We use the evaluation dataset used in Raychev et al. (2016a), which consists of 50k
Python ASTs. We perform the two modifications as listed above before feeding them into our
models, there are 16,003,628 leaf nodes.
• internal: We also created an evaluation dataset consisting of 5000 Python files from a code
repository internal to FAcebook. With this dataset, we can evaluate how our trained model
can generalize to a different dataset, even if the code comes from disjoint projects. After the
modifications, there are 1,669,085 leaf nodes.
Recent works (Hellendoorn and Devanbu, 2017a, Karampatsis et al., 2020) have divided evaluations
into static and dynamic, where in the dynamic evaluations, the model continues to update its
parameters during evaluation. This may increase accuracy by having the model adapt to the
characteristics of the evaluation dataset. In our experiments, we choose to evaluate statically, and
realize that evaluating dynamically may improve accuracy.
4.2 Implementation
Transformers. For the models that use Transformers (SeqTrans , PathTrans , TravTrans ,
TravTrans+ ), we adapt the Pytorch implementation 8 of GPT-2 small (Radford et al., 2019). We
use six Transformer blocks, six heads in each block, number of context = 1000, and embedding
dimension = 300. We borrow other hyperparameters from Radford et al. (2019). We limit the token
vocabulary size to 100k, which covers over 90% of the tokens used in the training dataset. For
TravTrans+ , we limit the vocabulary to 250, which covers over 95% of the path relations. For
8https://github.com/graykode/gpt-2-Pytorch. We do not use positional encoding. Refer to Appendix A.3 for the explanation.
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PathTrans , we limit the maximum length of the path from leaf node to root to be 13, which
covers over 90% of the nodes. For any path longer than 13, we keep the nodes closest to the leaf,
and truncate the nodes near the root.
RNN. For the SeqRNN model, we adapt the PyTorch example implementation 9 of a word-level
language model LSTM. We use embedding dimension dmodel = 300, with dropout = 0.5 and
n_layers = 1. We limit the token vocabulary size to 100K, which covers over 90% of the tokens.
Code2Seq . For the Code2Seq model, we used a PyTorch adaptation of the publicly released
model10, using the same hyperparameters, except changing the vocab size to 100k for consistency
with the other models. For selecting 200 (max number of paths) paths per AST, we first picked paths
that ended with the target (to maximize the amount of local context). Since for each prediction
point in the AST, a new set of leaf-to-leaf paths have to be generated, the data processing for
Code2Seq takes a substantial amount of time (magnitude of days worth of time). For convergence,
Code2Seq took 10 epochs, with each epoch taking 3.5 hours.
We trained all models on Nvidia Tesla V100 (using 4 GPUs at a time) until the loss converged,
with all of the parameters randomly initialized. We used the Adam optimizer with the learning rate
set to 1e-3. Implementation details regarding number of epochs until convergence, training time
(minutes per epoch), inference time (to evaluate over the py150 dataset), and model size, are listed
in Table 4.
Prior work Our work
SeqRNN Deep3 Code2Seq SeqTrans PathTrans TravTrans TravTrans+
Num epochs 9 n/a 10 9 16 11 21
Training time ( min / epoch) 45 n/a 210 45 45 60 60
Inference time 40 75 45 40 20 50 50
Model size (MB) 233 n/a 149 163 280 163 163
Table 4. Implementation details for all themodels - number of epochs until convergence, training time (minutes
per epoch), inference time (to evaluate over the py150 dataset), model size. Note that some information about
Deep3 is not available since the authors have shared only the model.
Deep3. For the Deep3 model, since the authors have shared only the model and not the training
algorithm, we used the model pretrained on py150.
4.3 Evaluation Task
We evaluate the models on next token prediction for the leaf tokens. Since the leaf tokens in an AST
has a direct correspondence to tokesn in the source code, comparison across both representations
of code can easily be made. We report numbers for all leaf token predictions, as well as breaking
down into more interesting categories: attribute access, numeric constant, name (variable, module),
and function parameter name.
To measure performance on these tasks, we use mean reciprocal rank (MRR). The rank is defined
as
MRR =
1
n
n∑
i=1
1
ranki
(2)
9https://github.com/pytorch/examples/tree/master/word_language_model
10https://github.com/tech-srl/code2seq
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where n is the number of predicting locations and ranki is the rank of the correct label given
by the model for the ith data point. We present MRR as a percentage, in keeping with prior
work (Hellendoorn and Devanbu, 2017a, Karampatsis et al., 2020).
While Acc@1 only gives score when the correct label is ranked at the top, MRR also give scores
when the true label is not ranked as the top, but among top few prediction. Comparing to the
hit-or-miss style metric (Acc@1), this is closer to the realistic scenario when completion suggestions
are presented to developers. With this practical perspective and for ease of computation, we only
consider ranki ≤ 10 for each location i (all ranki > 10 will have a score of 0). We will share our
data processing scripts and model implementation. We share our data processing scripts and model
implementations at https://github.com/facebookresearch/code-prediction-transformer.
5 EVALUATION
5.1 ResearchQuestions
At a high level, we want to answer the following research questions.
RQ1 Overall, do Transformer-based models provide better accuracy compared to prior state-of-
the-art methods of code prediction?
RQ2 Does syntactic structure of code help get better accuracy out of Transformers, and if so, by
how much?
We describe the experiments to answer the research questions RQ1 and RQ2.
For RQ1, we ask two specific questions:
RQ1.1 Is the Transformer-based model more accurate than the RNN-based model?
To answer this question, we compare SeqRNN against SeqTrans .
RQ1.2 Are the Transformer-basedmodels more accurate than prior state-of-the-art work?
To answer this question, we compare three models from previous work: SeqRNN , Deep3 ,
and Code2Seq , with our models: PathTrans , TravTrans , and TravTrans+ .
For RQ2, we ask two sub-questions:
RQ2.1 Does a Transformer model based on an AST outperform a Transformer model that
takes the corresponding source token sequences?
To answer this question, we compare SeqTrans against our two models that incorporate
syntactic structure: PathTrans and TravTrans .
RQ2.2 Does providing even more detailed structural information help with accuracy?
To answer this question, we compare TravTrans against its direct enhancement model,
TravTrans+ , which incorporates more explicitly provided structural information. We also
compare PathTrans its variant that strips away the syntactic information andTravTrans+ to
its variant that enriches the up-down path vocab.
5.2 Results
Our main evaluation results are reported in Table 5 and Table 6.
Q1. Yes, we have found that Transformer-based models to provide better MRR than prior state-
of-the-art methods for code prediction.
For RQ1.1, see the SeqRNN and SeqTrans columns in Table 5 and Table 6. For the py150 dataset,
we can see a significant improvement in MRR for predicting all leaf tokens, from 36.6% to 50.1% for
the SeqRNN and SeqTrans models, respectively. The same holds for comparing on the internal
dataset: 23.8% vs 36.5%. Consistent improvements can be seen for specific types of leaf tokens.
For RQ1.2, we compare Deep3 and Code2Seq against PathTrans , TravTrans and Trav-
Trans+ models. Overall, we found that all three models, along with SeqTrans , achieve better
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scores than both Deep3 and Code2Seq for all leaf tokens as well as for specific types of leaf tokens.
Our best performing model, TravTrans+ , improves Deep3 ’s MRR by 29.7% (from 43.9% to 73.6%),
and Code2Seq ’s MRR by 30.0% (from 43.6% to 73.6%). Similar results can be seen for the internal
dataset, as shown in Table 6.
Prior work Our work
Applications SeqRNN Deep3 Code2Seq SeqTrans PathTrans TravTrans TravTrans+
Attribute access 39.3 45.3 39.2 55.9 57.2 60.5 75.6
Numeric constant 40.6 53.2 49.2 55.9 58.1 63.5 83.1
Name (variable, module) 38.2 48.9 45.9 54.1 63.5 66.6 79.8
Function parameter name 57.7 58.1 56.5 66.2 65.8 67.2 87.1
All leaf tokens 36.6 43.9 43.6 50.1 55.1 58.0 73.6
Table 5. MRR of various types of next token predictions for py150.
Prior work Our work
Applications SeqRNN Deep3 Code2Seq SeqTrans PathTrans TravTrans TravTrans+
Attribute access 26.4 38.5 26.4 41.0 41.5 44.7 59.3
Numeric constant 32.2 46.5 45.4 51.7 56.1 61.5 84.0
Name (variable, module) 25.0 41.0 31.2 39.3 48.0 50.7 62.8
Function parameter name 45.5 50.6 39.3 54.3 52.1 53.3 73.7
All leaf tokens 23.8 36.1 31.0 36.5 40.8 43.9 58.4
Table 6. MRR of various types of next token value prediction for internal dataset.
Q2. Yes, we have found that incorporating syntactic information of code significantly improves
MRR.
To answer RQ2.1, we compare SeqTrans against PathTrans and TravTrans . Table 5 shows
that PathTrans outperforms SeqTrans by 5.0% and TravTrans outperforms SeqTrans by 7.9%
for predicting all leaf tokens. SeqTrans performed better for predicting function parameter names
than PathTrans (66.2% vs. 65.8%), but it is by a non-significant margin. Similar results can be seen
for the intern dataset. These results demonstrate that even with using the same Transformer model,
we are able to see improvement by providing more syntactical information as input to the model.
For RQ2.2, we compare the results between TravTrans and TravTrans+ , as TravTrans+ is a
direct extension to TravTrans that incorporates even more tree structure. Table 5 shows significant
improvements to the accuracy, achieving 15.6% higher MRR for all leaf token prediction. Similar
trends can be seen for the internal dataset in Table 6. Overall, TravTrans+was the best performing
model of all the models presented in this paper.
Next, we compare PathTranswith its variant that only takes the leaf nodes as input to determine
the importance of root-path information (which provide syntactical information). In Fig 6, only the
leaf tokens (right side of each input) is fed through a Transformer. Table 7 shows a significant drop
Applications PathTrans PathTrans variant TravTrans+ TravTrans+ variant
All leaf tokens 55.1 41.9 73.6 73.3
Table 7. MRR of the alternate models and variations of models for py150. PathTrans is compared against a
variant that remove root-paths from the input, and TravTrans+ is compared against its variant that contains
a richer up-down path vocab.
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(a) TravTrans (b) TravTrans+
Fig. 10. Influence of previous nodes in value prediction of the example in Fig 4 by TravTrans and TravTrans+ .
x-axis is labeled with the input values. y-axis is labeled with the values to be predicted. Color indicates the
model’s prediction is correct or wrong.
in MRR (55.1% vs 41.9% for all leaf nodes). This shows that the information captured by the leaf to
root paths gives a solid boost to MRR.
Finally, we compare TravTrans+ with its variant that uses a richer vocabulary to the up-down
paths to include some child index information, as it provides extra information about the tree
structure. In this model, we expand the down D vocabulary with Dlast , Dmiddle; this describes
whether the node is either the first child, the last child, or somewhere in in between, respectively.
We chose this minimal extension to limit the possible exponential growth in path vocabulary size;
even with this minor extension, our path vocabulary increases from 250 to 100k to cover more than
90 % of the vocab (with a long right tail). The rest of the model is the same as TravTrans+ . Table 7
shows that this variant did not outperform TravTrans+ , which shows that simply expanding the
up-down vocab may not be the right approach in exposing child index information to the model.
Areas of explorations may include whether a vocabulary size of 100k is too sparse for the models
to learn effectively, or whether child indices are inherently not as crucial for code prediction.
6 MODEL INSPECTION
In this section, we study the internal behaviour of our two best-performingmodels –TravTrans and
TravTrans+ , in the hope to understand the reason of their good accuracy at code prediction. The
research questions we would like to explore here are: What did the Transformer models learn from
the code? Did the features they learn aligns with our knowledge or what previous models have
learned about code?
Specifically, we study how each input token attributes to the models’ predictions (Sec 6.1) and
which UDpaths are learned to be important by TravTrans+ (Sec 6.2). For the former, we found that
both TravTrans and TravTrans+ have learned to attribute the prediction to relevant previous
token. Furthermore, TravTrans+ tends to attribute more towards terminal values relevant to
the predicting value, providing a possible reason for its better accuracy. For the latter, we found
that TravTrans+ has learned high weight for UDpaths that correspond to several meaningful
local syntactical context. We further found similarities between highly weighted UDpaths by
TravTrans+ and heavily utilized TGEN paths by Deep3.
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6.1 Attribution Analysis
We try to understand the reason of our learned TravTrans and TravTrans+ models’ prediction
by looking into how they attribute their predictions to input tokens. The attribution is computed
by taking the partial derivative of the loss function with respect to each input token embedding
(saliency maps (Simonyan et al., 2014)). Fig 10 visualizes the magnitudes of the gradients falls at
each input token when the model predicts a particular output. Intuitively, the larger the value for a
particular token, the more sensitive the output is to the variations at that token.
Examining the saliency maps for TravTrans and TravTrans+ , we first observe that that parent
node of the AST (the internal node right above the leaf) is generally important for both models.
From Fig 10b, we can see TravTrans+ is influenced by string when predicting atoi and by
request_size when predicting num_requests. It is not shown in the figure but when predicting 2,
TravTrans+ is influenced by the previous occurrence of sys.argv indexed by 0 and 1. Looking at
the differences between Fig 10a and Fig 10b, we found that TravTrans+ is influenced by ip while
predicting gethostbyname correctly but TravTrans is not while predicting it wrong. Generally,
we found that TravTrans+ attributes more towards terminal values relevant to the values to be
predicted, while TravTrans attributes little to values other than non-terminals. This provides
an evidence that TravTrans+ is more likely to have learned the right features for next value
prediction.
On an orthogonal note, we also observe that for many predicting locations, the magnitude of
gradients are very small, suggesting the robustness of the model in the sense that it is less sensitive
to minor perturbations of the input sequence.
6.2 Learned Weights for UDpaths
TravTrans+ learns weights for various UDpaths between a node and other nodes in its context
as a component of self-attention. In this part, we inspect the learned weights for UDpaths in the
TravTrans+ model in order to understand which UDpaths are the most important for the model’s
prediction.
There are six attention layers and six attention heads within each layer in TravTrans+ . All
of them collectively determine the importance of each previous node in the prediction of the
next token. We look into the maximally and minimally weighted UDpaths at each attention head.
The results are shown in Fig 11. Presumably, the extreme-weighted UDpaths are the most salient
features for the model’s prediction. The more extreme the weight is, the more conspicuous the path
is among other paths for the particular head.
For example, we found thatU 1,U 1D1,U 1D2,U 2 andU 2D2 are important across multiple heads.
U 1,U 1D1 andU 12D1 are particularly up-weighted by some heads; whileU 1D1,U 1D2,U 6D17 and
U 1 are particularly down-weighted by some heads. The frequent presences ofU 1,U 1D1 andU 1D2
suggest the importance of syntactical local context in the next value prediction. The extreme
weights of very long paths, e.g.U 12D1, is at first baffling. However, we found cases where they can
be useful in, for example, referring to class names or to related variable names under similar scopes
(see examples in Appendix C).
Comparing to Deep3. As mentioned in Sec ??, Deep3 also relies on the values collected by their
tree-walk programs (in TGEN, see Fig 8) executed over ASTs.
Deep3’s TGEN programs are strictly more expressive than our UDpaths, which are based on only
up and down counts. However, for many of the tree walks, we can find corresponding UDpaths that
represent the samemovement in an AST. For example, TGEN expression [Up][Up][WRITE_TYPE] is
similar to ourU 2. WRITE is disregarded as our models naturally have access to the values associated
at the destination. We collected the most frequently used TGEN’s tree-walk expressions when
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Equivalent UDpath Count
U 1 1.8 × 107
U 2D1 4.7 × 106
U 3 4.2 × 106
U 2 3.4 × 106
U 4 3.0 × 106
U 2D2 2.9 × 106
Table 8. Top UDpath-convertible tree-walks used by E13 when predicting values over py150.
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Fig. 11. Maximally (a) or minimally (b) weighted tree-relations and their weights at each attention head in
TravTrans+ . Red means more extremal values.
evaluating their model (E13) over the py150 testing set. Table 8 lists the top equivalent UDpaths
and their counts, assuming the node to be predicted is a leaf with a left sibling leaf.
We found that U 1, U 2 and U 2D2 are at the both extremely weighted by many heads in our
TravTrans+ and heavily utilized in Deep3. However, some of the potentially usefulUDpaths heavily
used by Deep3 are not often extremely weighted by TravTrans+ . For example U 3, potentially
useful for knowing the scope of the value to be predicted, only appears once as the maximally
value in layer 5, head 5 of TravTrans+ (Fig 11a).
7 THREATS TO VALIDITY
SrcRNN Implementation. Our SrcRNN implementation is based on a PyTorch implementation11
whereas related papers have generally built off of a Tensorflow implementation.12 As the hyper-
parameters were similar (dropout = 0.5, num_layers = 1, hidden_size = 512 vs 300) to recent
publications, we do expect our implementation to be comparable.
BPE. We have not integrated byte-pair encoding (BPE) (Karampatsis et al., 2020) into our RNN
model. We expect BPE to benefit both RNN and transformer models, and plan to explore this in
future work.
11 https://github.com/pytorch/examples/blob/master/word_language_model/model.py
12https://github.com/tensorflow/models/blob/master/tutorials/rnn/ptb/ptb_word_lm.py
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Training Corpus. While larger Python corpora have appeared, py150 is still sizable at 500MB; we
do not expect the larger corpora to reverse our findings.
Python specificity. We have only carried out evaluations on Python, and have not demonstrated
that our results would carry over (in trends) to other languages. The Deep3 paper did find their
results (in trends) to roughly carry over from Python to JavaScript.
8 CONCLUSION AND FUTUREWORK
In this paper, we presented ways to using the Transformer model for code prediction. We showed
that while a straightforward use of the Transformer already outperforms existing models for
code prediction, when supplied with code’s structural information, surpasses existing models by a
wide margin. Our most effective model uses the Transformer’s self-attention mechanism to better
enable it to learn the important spatial relations between AST nodes that matter for the purpose of
code prediction. We also carried out a model interpretability study to examine where the richer
model does better than the more basic model. In all, our work is a powerful argument for using
Transformer models, and furthermore, for feeding trees to Transformers.
There are several avenues of future work that we intend to pursue.
Handling Out-of-VocabularyWords. Source code presents a difficulty shared with natural language
processing in handling large vocabularies and rare words. The token/word to be predicted in test
data may not appear in the training data. This is even more challenging when predicting identifiers,
such asmethod names, variable names, and so on, as developers can come upwith arbitrary identifier
names. Possible mitigation includes copying mechanism (Allamanis et al., 2016, Brockschmidt et al.,
2019, Fernandes et al., 2019) and open-vocabulary models (Cvitkovic et al., 2019, Karampatsis et al.,
2020).
Exposing Tree Structure even more completely. We saw significant improvement in performance by
providing more tree structure (TravTrans vs TravTrans+ ). Our attempt at DFSud+ , a variation
to TravTrans+ that enhances the path relation vocabulary, did not improve performance. This
leaves open the possibility that our way of representing AST paths needs to be improved.
Predicting Multiple Tokens at a Time. This paper focused on predicting the next token. Next we
want to explore generating multiple tokens at a time (or even a complete expression statement).
We hope to work towards an even more useful autocomplete tool.
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Fig. 12. Example AST and our modification to allow nodes to have either only value or type information.
A IMPLEMENTATION DETAILS
A.1 Modifying the AST
For the AST, we want the internal AST nodes to only have type information, and the leaf nodes to
have value information. This way, our model can predict one information given a node (instead
of both type and value). However, in the py150 dataset, there are internal and leaf nodes with
both type and value information. To accomodate for this, we slightly modify the trees to fit our
definition of ASTs. For nodes with both type and value information, we take the value information,
and create a new node (now a leaf node) as the node’s first child. Fig 12 illustrates an example of
the modification. This increases the average number of nodes in a tree from 623.4 to 951.9.
A.2 Splitting Large Trees
For neural network models, we need to set a maximum number of nodes in the tree that the model
can take as input. Ideally, we would want to set the maximum to be high enough to take in any tree
of any length; however, in practice, this is infeasible due to memory constraints (and the number
of nodes could be infinitely large hypothetically.) We choose the maximum number of context
(number of nodes) to be 1000, inspired by the maximum number of context set by GPT2 models
and as this covers > 70% of the training data. For trees with number of nodes greater than 1000,
we deploy a technique adopted by (Al-Rfou et al., 2018). Given a large tree, we slice it into shorter
segments with a sliding window (in our implementation, we used 500, which is half the context).
For example, if a tree has 1700 nodes, we would have 3 new shorter trees: from nodes 0-999, nodes
500-1499, and 699-1699. For the last two trees, we would take loss and evaluate only on the nodes
that the model has not seen before (1000-1499 and 1500-1699, respectively). In this way, we provide
each subsequent shorter segment with some previous context, while increasing the number of
training and testing datapoints at a reasonable amount (in our datasets, it doubled the number).
An improvement to this sliding window technique would be to maintain the hidden states at each
segment to pass along more context information, as explained in (Dai et al., 2019).
A.3 Why not Positional Encoding?
Some Transformers uses positional encoding (Vaswani et al., 2017) or positional embedding (Radford
et al., 2019) to provide model extra positional information over elements. However, our early trials
with LeafSeq suggested positional embedding is rather hurting than helping. Thus, we do not
use positional encoding or embedding for all our models. Recently, Shiv and Quirk (2019) tried to
introduce tree structures to Transformer models via positional encoding. However, their relative
improvement is small compared to what we see with tree-relational prior in Section 5.
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B EXTRA EVALUATION RESULTS
Table 9 and Table 10 show non-terminal value prediction for both py150 and internal dataset,
respectively. 13
Prior work Our work
Applications Deep3 TravTrans TravTrans+
Function call 81.6 88.5 98.7
Assignment 76.5 78.9 98.7
Return 52.8 67.8 97.8
List 59.4 76.0 97.1 )
Dictionary 66.3 15.0 83.8
Raise 35.0 63.3 97.0
All types 81.9 87.3 98.7
Table 9. MRR of various type predictions for py150.
Prior work Our work
Applications Deep3 TravTrans TravTrans+
Function call 78.2 86.0 97.8
Assignment 78.5 79.7 98.7
Return 59.9 72.2 97.6
List 40.8 63.1 94.3
Dictionary 39.8 23.5 81.0
Raise 33.5 59.3 96.4
All types 79.9 87.7 98.0
Table 10. MRR of various types of next token type prediction for internal dataset.
C MODEL INSPECTION SUPPLEMENTS
Code examples of possibly useful long UDpaths that refer to class names (U 12D1 in Fig 13a) or to
related variable names under similar scopes (U 6D17 in Fig 13b).
13We do not include Code2Seq comparison for non-terminal node predictions due to the overhead required to prepare
and process the dataset. Since the main part of the paper was on leaf token prediction, and we have shown that Trav-
Trans+ performs significantly better than Code2Seq , we did not deem it essential to include the results on non-terminal
value predictions.
14data/JuanPotato/Legofy/legofy/legofy_gui.py
15data/Miserlou/OpenWatch/openwatch/map/views.py
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#  ... 
 
class  Permissions (unittest.TestCase) : 
     new_roles  =  {} 
 
     @utils.allow(services=list_permissions) 
     def  setUp(self) : 
         acc  =  self.account 
         if  acc.service  in  list_permissions: 
             self . test_folder  =  utils.create_or_get_test_folder(acc) 
             self . test_file  =  utils.create_test_file(acc) 
         #  ... 
  
     #  ... 
  
     def  test_folder_permissions_set(self) : 
         if  self.account.service  in  change_folder_permissions: 
             self.new_roles  =  { 
                 #  ... 
             } 
             result  =  self . test_folder .permissions.create( 
                 data=self.new_roles) 
             self.assertIsInstance(result.permissions,  list) 
             self.list_helper(self.test_folder) 
 
     #  ... 
 
     def  test_file_permissions_set(self) : 
         if  self.account.service  in  change_file_permissions: 
             self.new_roles  =  { 
                 #  ... 
             } 
             result  =  self . test_file .permissions.create( 
                 data=self.new_roles) 
             self.assertIsInstance(result.permissions,  list) 
             self.list_helper(self.test_file) 
 
     #  ... 
 
#  ... 
(a) legofy_gui.py 14, highlightingU 12D1
 
#  Create  your  views  here. 
 
#  ... 
 
def  map_location_json(request,  
     ne_lat= 0 ,  ne_lon= 0 ,  sw_lat= 0 ,  sw_lon= 0 ) : 
 
     ne_lat  =  float(ne_lat) 
     ne_lon  =  float(ne_lon) 
     sw_lat  =  float(sw_lat) 
     sw_lon  =  float(sw_lon) 
 
     featureset  =  Recording.objects\ 
         . filter (lat__lt= ne_lat ,  lat__gt= sw_lat ,lon__lt= ne_lon , 
lon__gt= sw_lon )\ 
         .order_by( '-date' )\ 
         .exclude(location__isnull= True )\ 
         .exclude(location__exact= '' )\ 
         .exclude(location__exact= 'No  description  available' )\ 
         .exclude( location__exact = '0.0,  0.0' )[: 750 ] 
 
     if  len ( featureset )  <  1 : 
         return  HttpResponse( "{\"objects\":[]}" , 
mimetype= "application/json" ) 
  
     resp  =  encode_queryset(featureset) 
     return  HttpResponse(resp,  mimetype= "application/json" ) 
 
#  ... 
 
(b) views.py 15, highlightingU 6D17
Fig. 13. Two code excerpts from py150 evaluation set. Highlighted tokens are picked by some long UDpath in
prediction of the underlined tokens.
