The Bessel process with parameter D > 1 and the Dyson model of interacting Brownian motions with coupling constant β > 0 are extended to the processes in which the drift term and the interaction terms are given by the logarithmic derivatives of Jacobi's theta functions. They are called the elliptic Bessel process, eBES (D) , and the elliptic Dyson model, eDYS (β) , respectively. Both are realized on the circumference of a circle [0, 2πr) with radius r > 0 as temporally inhomogeneous processes defined in a finite time interval [0, t * ), t * < ∞. Transformations of them to Schrödinger-type equations with time-dependent potentials lead us to proving that eBES (D) and eDYS (β) can be constructed as the time-dependent Girsanov transformations of Brownian motions. In the special cases where D = 3 and β = 2, observables of the processes are defined and the processes are represented for them using the Brownian paths winding round a circle and pinned at time t * . We show that eDYS (2) has the determinantal martingale representation for any observable. Then it is proved that eDYS (2) is determinantal for all observables for any finite initial configuration without multiple points. Determinantal processes are stochastic integrable systems in the sense that all spatio-temporal correlation functions are given by determinants controlled by a single continuous function called the spatio-temporal correlation kernel.
Introduction
The transition probability density (tpd) of the standard Brownian motion (BM) on R is given by p BM (t, y|x) = 1(t > 0)e −(y−x) 2 /2t / √ 2πt + 1(t = 0)δ(y − x), x, y ∈ R, where 1(ω) is the indicator function; 1(ω) = 1, if the condition ω is satisfied, and 1(ω) = 0, otherwise. If we consider a BM on a circle with radius r > 0; S 1 (r) = {x ∈ R : x + 2πr = x}, its tpd is obtained by wrapping p BM as p r +1 (t, y|x) = w∈Z p BM (t, y + 2πrw|x), x, y ∈ S 1 (r), t ≥ 0, (1.1) where w denotes the winding number of BM path on the circle. Let i = √ −1. Using the Jacobi theta function ϑ 3 defined by (A.1) in Appendix A, this is expressed as p r +1 (t, y|x) = p BM (t, y|x)ϑ 3 i(y − x)r t ; 2πir 2 t = 1 2πr ϑ 3 y − x 2πr ; it 2πr 2 .
(1.2) Here Jacobi's imaginary transformation (A.7) was performed in the second equality. The paper [4] is useful to know the probability-theoretical interpretations of formulas for the Jacobi theta functions (and the Riemann zeta function). See also Sections 13 and 14 of [3] . In the present paper, we consider the following 'partner' of p r +1 , p r −1 (t, y|x) = w∈Z (−1) w p BM (t, y + 2πrw|x), x, y ∈ S 1 (r), t ≥ 0, (1.3) which is expressed as p r −1 (t, y|x) = p BM (t, y|x)ϑ 0 i(y −
(1.4)
In particular, if we set y = πr, we have (1.5)
In spite of alternating signs in the summation (1.3), p r −1 (t, y|x) has appeared in the following problems in probability theory.
Forrester's even-N problem of vicious walkers on a circle
For N ∈ {2, 3, . . . }, consider the Weyl chamber of type A N −1 , W N = {x = (x 1 , x 2 , . . . , x N ) ∈ R N : x 1 < x 2 < · · · < x N }.
The tpd of absorbing BM in W N , in which absorbing walls are put at the boundaries ∂W N , is given by [15] q W N (t, y|x) = det 1≤j,k≤N
[p BM (t, y j |x k )], x, y ∈ W N , t ≥ 0. (1.6) This determinantal expression is called the Karlin-McGregor formula in probability theory [19] , and the Lindström-Gessel-Viennot formula in enumerative combinatorics [29, 14] . Define the Weyl alcove of type A N −1 with scale 2πr as [16, 26] A 2πr N = {x ∈ R N : x 1 < x 2 < · · · < x N < x 1 + 2πr}, (1.7) and write the tpd of absorbing BM in A 2πr N as q A 2πr N (t, y|x), x, y ∈ A 2πr N , t ≥ 0. Since the tpd of a single BM on S 1 (r) is given by (1.1), it is expected that q A 2πr N (t, y|x) is given by det 1≤j,k≤N [p r +1 (t, y j |x k )]. It is not the case, however, and if π ℓ N represents the cyclic permutation which shifts indices {1, 2, . . . , N } by ℓ, that is, π ℓ N (k) = k + ℓ (mod N ), 1 ≤ k ≤ N , and π ℓ N (y) ≡ (y π ℓ N (1) , . . . , y π ℓ N (N ) ), we find det 1≤j,k≤N (1.8)
Since sgn(π ℓ N ) ≡ 1 for N odd, det 1≤j,k≤N [p r +1 (t, y j |x k )] does not give a single q A 2πr N (t, y|x), but gives the sum of tpd's over shifts [10] , Forrester claimed that, for sgn(π ℓ N ) = (−1) ℓ for N even, the formula obtained from (1.8) is not useful for N even by alternative signs, and addressed a problem to find a determinantal formula for N −1 ℓ=0 q A 2πr N (t, π ℓ N (y)|x) with N even. This problem was first solved by Fulmek for the nonintersecting lattice-path model (the vicious walker model) [13] and then by Liechty and Wang for the noncolliding BM [28] as follows, where p r −1 is given by (1.3) . See [30, 20] for applications of Forrester-Fulmek formula to prove that the trigonometric extension of Dyson's BM with β = 2 (the N -particle system of noncolliding BMs on S 1 (r)) is determinantal.
Villat's kernel and Komatu-Loewner evolution in an annulus
For 0 < q < 1, define an annulus A q = {z ∈ C : q < |z| < 1}.
Villat's function is introduced as For z ∈ A q and ζ ∈ ∂A q , define Villat's kernel by
Suppose that a function f is analytic on A q , continuous on A q , and ℜf is equal to a real constant A on ∂D q = {qe iθ : 0 ≤ θ < 2π} = S 1 (q). Then (1/2π) 2π 0 ℜf (e iθ )dθ = A and f can be expressed as
ℜf (e iθ )K q (z, e iθ )dθ + ic, z ∈ A q , with some real constant c (see [12] and references therein). Fix an annulus A Q with 0 < Q < 1 and a Jordan curve γ = {γ(t) : 0 ≤ t ≤ t γ } satisfying γ(0) ∈ ∂D = S 1 (1), γ(0, t γ ] ⊂ A Q . Then there exists a strictly increasing function α : [0, t γ ] → [Q, Q γ ] with α(t γ ) = Q γ < 1, which gives the following. If α(t) = q ∈ [Q, Q γ ], then there exists a unique conformal map g q from A Q \ γ(0, t] into A q with the normalization condition g q (Q) = q. It is proved in [12] that α is continuous, γ(q) = γ(α −1 (q)) is well-defined, g q (z), z ∈ A Q \ γ(0, t] is continuously differentiable in q ∈ [Q, Q γ ], and g q (z) satisfies the following differential equation
∂ log g q (z) ∂ log q = K q (g q (z), λ(q)) − iℑK q (q, λ(q)), Q ≤ q ≤ Q γ , q Q (z) = z, (1.9) where λ(q) = g q ( γ(q)). The equation (1.9 ) is called the Komatu-Loewner equation for an annulus. Its stochastic versions were introduced by letting λ(q) be a time change of BM on ∂D and have been extensively studied in [40, 1, 2, 12, 7] . Here we claim that, if we set q = α(t) = e −(tγ −t)/2 , 0 ≤ t ≤ t γ , then Villat's function is related with p 1 −1 by K q (e ix ) = 2i ∂ ∂x log p 1 −1 (t γ − t, π|x), x ∈ [0, 2π).
Let 0 < t * < ∞. In the present paper, we introduce two families of stochastic processes. The first one consists of elliptic extensions of the D-dimensional Bessel process, BES (D) . It is a oneparameter (D > 1) family of temporally inhomogeneous processes defined in a finite time-interval t ∈ [0, t * ). We consider the stochastic differential equation (SDE) on R, 10) started atX(0) = u ∈ (0, 2πr), where B(t), t ≥ 0 is the one-dimensional standard BM started at the origin. Here the integrand means ∂f (x)/∂x| x=X(s) with f (x) = log p r −1 (t * − s, πr|x). Then the process X(t), t ∈ [0, t * ) is defined on the circumference [0, 2πr) of S 1 (r) by
(1.11)
As explicitly shown in Remark 1 given in Sec. 2.1, if we take the double limit t * → ∞, r → ∞, then the equation (1.10) with (1.11) is reduced to the well-known SDE which defines the D-dimensional Bessel process on [0, ∞). We call this one-parameter family of processes {X(t) : t ∈ [0, t * )} the elliptic Bessel process with parameter D > 1 and write it as eBES (D) , D > 1 for short. The second one consists of elliptic extensions of Dyson's Brownian motion model with parameter β > 0 [8] . It is the one-parameter family (β > 0) of temporally inhomogeneous interacting particle systems defined in a finite time-interval [0, t * ). For N ∈ N, express its even-odd parity by
if N is odd.
(1.14)
We consider the following set of SDEs for an N -particle system,X(t) = (X 1 (t), . . . ,X N (t)), t ∈ [0, t * ) on R, 15) started at u = (u 1 , . . . , u N ) ∈ A 2πr N with u ∈ (0, 2πr), where B j (t), t ≥ 0, 1 ≤ j ≤ N are independent standard BMs on R. We then define the process
As explicitly shown in Remark 3 given at the end of Sec. 3.1, if we take the double limit t * → ∞, r → ∞, then the system (1.15) with (1.16) is reduced to the well-known system of SDEs which defines Dyson's Brownian motion model with parameter β on R. We call this one-parameter family of processes {X(t) : t ∈ [0, t * )} the elliptic Dyson model with parameter β > 0 and write it as eDYS (β) , β > 0 for short. In the previous paper [21] , we studied eBES (3) and eDYS (2) . Here we treat them as the special cases of the above two families of processes. The Kolmogorov equation for eDYS (β) , β > 0 is given in the form
with the Kolmogorov operator
associated with a time-dependent potential W N (t, x). (The explicit expression of W N (t, x) is given by (3.1) with (2.2).) If W N does not depend on time, such an N -particle diffusion process is able to be transformed into a Calogero-Moser-Sutherland quantum system (see Chapter 11 of [11] ). In the present paper, we consider the transformation from the temporally inhomogeneous Kolmogorov equation into a Schrödinger-type equation with time-dependent Hamiltonian, 18) where 19) and E
(β)
N,0 (t) is the ground energy, which also depends on t ∈ [0, t * ). We will show (Lemma 3.1) that 20) where 21) ζ and ℘ are the Weierstrass functions defined by (A.8) and (A.9), and η 1 is a special value of ζ as given by (A.10) in Appendix A. Quantum integrable systems have been classified by Olshanetsky and Perelomov [31] in connection with Lie algebras. In their study, interactions were assumed to be time independent and as the type IV the following interaction described using the Weierstrass ℘-function was listed,
with a coupling constant g and a constant period ω 3 with ℑω 3 > 0. The many-body quantum system with the interaction (1.22) is called the elliptic Calogero-Moser-Sutherland model and has been extensively studied [9, 36] . [11] ). When β = 2, the interaction (1.20) vanishes and the quantum system is allowed to execute a free motion in a symmetric space A 2πr N . In the present paper, using the elliptic determinantal equalities of Rosengren and Schlosser [35] , we will clarify that this special situation gives the determinantal martingale representation (DMR) [20] to eDYS (2) . The DMR proves that eDYS (2) is a stochastic integrable system realized as a determinantal process, in the sense that all spatiotemporal correlation functions are expressed by determinants controlled by a single function called the spatio-temporal correlation kernel [5, 23, 22] . The present result for eDYS (2) generalizes the previous one reported in [21] ≡ 0 and the transformation can be regarded as a time-dependent extension of h-transformation [33] . We define a collection of observables for eBES (3) (Definition 2.3) and a signed process Y −1 (t), t ∈ [0, t * ) in the interval [0, 2πr), whose finite-dimensional distributions are expressed using p r −1 given by (1.4) (Definition 2.4). Then, it is proved that expectation of any observable for eBES (3) is equal to the corresponding expectation for the process Y −1 pinned at the point πr at time t * (Lemma 2.5). In Sec. 3, the transformation (1.18) from eDYS (β) to a temporally inhomogeneous version of the elliptic Calogero-Moser-Sutherland model is studied (Lemma 3.1 and Proposition 3.2). The probability-theoretical realization of this transformation is the timedependent Girsanov transformation, which proves that the probability law of eDYS (β) is absolutely continuous with respect to the Wiener measure for independent BMs and its Radon-Nikodym derivative gives a martingale (Proposition 3.3). The solvability of eDYS (2) is fully discussed in Sec. 4. A collection of observables for eDYS (2) is introduced (Definition 4.1) and N -variate signed pro-
N , N ∈ {2, 3, . . . }, are defined by specifying the finite-dimensional distributions depending on the parity (1.12) of N (Definition 4.2). The equivalence is proved between expectation of any observable for eDYS (2) and that for the process Y p(N ) pinned at the N -particle configuration v = (v 1 , . . . , v N ) with equidistant spacing on [0, 2πr) (Lemma 4.3), where
Here we note that for any N ∈ N, v = πr ∈ (0, 2πr). Then DMR for eDYS (2) is derived for the observables (Lemma 4.4 and Proposition 4.5). Following the definitions of determinantal processes and spatio-temporal correlation kernels (Definition 4.6), we prove that, for any finite initial configuration without multiple points, eDYS (2) is determinantal for all observables and we determine the spatio-temporal correlation kernel (Theorem 4.7). Concluding remarks are given in Sec. 5.
Elliptic Bessel Processes
Let 2ω 1 = 2πr and using (1.21) define
b , we will writė
The basic properties of this function are given in Appendix B.
Elliptic extension of the D-dimensional Bessel process
Assume D > 1. By (1.5), we find that the SDE (1.10) is written using the function U 1 aš
As shown by (B.1), U ′ 1 (t, x) is a periodic function of x with period 2ω 1 = 2πr. We define the elliptic Bessel process with parameter D > 1 (eBES (D) ), X(t), t ∈ [0, t * ) on [0, 2πr), by (1.11) . By the expression (B.1), we can see that
independently of t ∈ [0, t * ) and N ∈ N. Therefore, the behavior of X ∈ (0, 2πr) in the vicinity of 0 (and 2πr) is similar to that of the BES (D) near 0. This observation implies that if we put
for eBES (D) started at u ∈ (0, 2πr), then we can prove that (see, for instance, [22] ) if D ≥ 2, then T u {0,2πr} = ∞, ∀u ∈ (0, 2πr), with probability 1, if 1 < D < 2, then T u {0,2πr} < ∞, ∀u ∈ (0, 2πr), with probability 1.
(2.6) Remark 1. Note that the SDE given by (2.3) is temporally inhomogeneous. The temporally homogeneous system is obtained by taking the limit t * → ∞,
If we take the further limit r → ∞, the above becomes
The SDE (2.8) defines the D-dimensional Bessel process on [0, ∞), and (2.7) defines its trigonometric extension defined on [0, 2πr). The process (2.7) was called a Bessel-like process on [0, 2πr) in Sec. 1.11.1 of [27] .
where the time-dependent Kolmogorov operator is defined by
It is well-known that the Kolmogorov operator can always be transformed into a Hamiltonian operator when the function U 1 is time-independent. In the present situation, U 1 (t, x) is time-dependent and the Kolmogorov equation including a time-derivative is transformed into a Schrödinger-type equation with a time-dependent potential as follows. 
with a time-dependent potential
This potential is also written as
where ζ and η 1 are defined by (A.8) and (A.10), respectively, in Appendix A.
b , we find
and
Hence we have (2.11) and (2.12) with
If we use the equation (B.5) with N = 1, we obtain (2.13). By (B.1), the expression (2.14) is obtained. The proof is thus completed.
Note that, if we omit the term includingU 1 and ignore time dependence in the last expression of (2.13), we have V Given 15) under the conditions
Then the transformation (2.11) implies that
solves the forward Kolmogorov equation of eBES (D) . Since ϑ 1 (x/2πr; τ (t)) = 0 as x ↓ 0 and x ↑ 2πr, t ∈ [0, t * ), and we have assumed D > 1, (2.17) vanishes at x = 0 and x = 2πr. In other words, (2.17) gives the probability density concentrated on paths of eBES (D) , which stay in the interval (0, 2πr). Hence we add the condition
is given by
Let P u be the probability law of eBES (D) started at u ∈ (0, 2πr). Consider the one-dimensional standard BM started at the origin, b(t), t ≥ 0, which is independent of B(t), t ≥ 0 used to give the SDE (2.3) for eBES (D) . We write the probability law of b(t), t ≥ 0 as P, which is called the Wiener measure. Put b u (t) = u + b(t), t ≥ 0. For x, y ∈ R, x ∧ y ≡ min{x, y}. Then the following is established.
Then P u is absolutely continuous with respect to the Wiener measure P and its Radon-Nikodym derivative with respect to P is given by
Proof. (i) By (2.2) and (2.13), (2.21) is written as
Assume that 0 ≤ t < σ u . Since Itô's formula gives
and the equation (B.5) with N = 1 holds, we have the following expression for M u 1 (t),
By Itô's formula, we see
since (2.23) and (2.24) give
Then, with respect to P, b(t)M u 1 (t) is martingale. Assume that P u is the probability measure such that its Radon-Nikodym derivative with respect to P is given by (2.22) . This is concentrated on paths with σ u > t due to the factor (ϑ 1 (b u (t)/2πt; τ (t))) (D−1)/2 , D > 1 as proved in (i) above. Hence, with respect to P u , b(t), t ≥ 0 can be regarded as a standard BM. In other words, in P u , (2.24) should be read as
with a standard BM, b(t). It is equivalent with the SDE (2.3), which has defined eBES (D) . Thus the proof is completed.
The above is a time-dependent extension of Girsanov's transformation (see, for example, Chapter VIII of [33] ) for the present process. (3) and process Y −1
Observables of eBES
In this section we consider eBES (D) with D = 3, in which Lemma 2.1 gives V
1 (t, x) ≡ 0. For eBES (3) , X(t), t ∈ [0, t * ), the natural filtration is considered, F X (t) = σ(X(s), s ∈ [0, t]), t ∈ [0, t * ), which satisfies the usual conditions. Let u ∈ (0, 2πr) and T ∈ [0, t * ). The expectations with respect to P u and P u are written as E u and E u , respectively. Proposition 2.2 implies that, for any F X (T )-measurable bounded function F , 25) where σ = inf{t > 0 : b(t) ∈ {0, 2πr}}.
For an F X (T )-measurable function F , it will be sufficient to consider the case that F is given as
for an arbitrary M ∈ N and for an arbitrary increasing series of times, 0
as a set of F X (T )-measurable functions given in the form (2.26) satisfying the following conditions.
are symmetric for reflections at the boundaries {0, 2πr} of the interval (0, 2πr). That is,
By the reflection principle of BM, if F is an F X (T )-observable, we can omit the indicator function 1(σ > T ) in (2.25),
since ϑ 1 (x/2πr; τ (t)), t ∈ [0, t * ) is anti-symmetric at the boundaries {0, 2πr} of the interval (0, 2πr) in the sense that
30)
x ∈ (0, 2πr), t ∈ [0, t * ). Now we notice the relation (1.5) between ϑ 1 and p r −1 , the 'wrapped' transition probability density of BM with alternating signs (1.3). We see
.
Definition 2.4
The process Y −1 (t), t ∈ [0, t * ) is defined in the interval [0, 2πr) by the following finite-dimensional distributions. Assume that the initial state is given by u ∈ [0, 2πr). For an arbitrary M ∈ N, an arbitrary strictly increasing sequence of times 0 ≤ t 1 < · · · < t M < t * , and arbitrary Borel sets
Proof. If the observable F is given by (2.26), (2.29) is explicitly written as
It is a summation over w ∈ Z of the Brownian bridges of time duration t * , each of which is started at u ∈ (0, 2πr) and ended at πr + 2πrw ∈ R. Note that µ u 1 (w) is a signed measure on Z with the property µ
Due to the summation with this alternative-signed measure, contributions of paths which do not satisfy the condition σ > T ≥ t M are completely canceled, and the equivalence between (2.25) and (2.29) is guaranteed for any observable F . In the multiple integral (2.32), we rewrite the integrals as
where f represents the integrand. Note that g m 's in (2.32) are assumed to be periodic as (2.27). Moreover, note the facts that
where (2.33) was used. Since (−1)
Thus the proof is completed. Equation (2.31) shows that eBES (3) is realized as the process Y −1 pinned at the point πr at time t * . See, for instance, Sec. IV.4 of [6] for the basic properties of pinned Brownian motions (Brownian bridges).
Elliptic Dyson Models

Elliptic extensions of Dyson models with parameter β
Assume that β > 0. The system of SDEs (1.15) for N -particle system is then simply written aš
where u = (u 1 , . . . , u N ) ∈ A 2πr N with u ∈ (0, 2πr), and B j (t), t ≥ 0, 1 ≤ j ≤ N are independent standard BMs on R. We define the elliptic Dyson model with parameter β > 0 (eDYS (β) ),
is an odd function of x, the summation of (3.2) over j = 1, . . . , N giveš
3)
, and B(t), t ≥ 0 is a standard BM on R which is independent of B j (t), t ≥ 0, 1 ≤ j ≤ N in (3.2). If we perform the time change t → t = N t and put X( t ) =X(t), then we have
where By the definition (1.13) with (1.14),
Then we consider the subspace of the Weyl alcove (1.7) by adding a restriction on the location of 'center of mass' of the system,
with ∂Ǎ 2πr
for eDYS (β) started at u ∈Ǎ 2πr N . Then by (2.4), the following can be proved by the argument given by [34, 17] , Remark 2. By the relations between Jacobi's theta functions (A.4) and quasi-periodicity (A.5), we see that
. Then the system of SDEs (3.2) is expressed as follows without using κ N ,
Remark 3. The system of SDEs (3.8) is temporally inhomogeneous. The temporally homogeneous system is obtained by taking the limit t * → ∞ aš
where we have used (A.2) in Appendix A. This system is a trigonometric version of the Dyson model with parameter β > 0. The SDEs have terms including N ℓ=1X ℓ (s) and this system is different from the trigonometric Dyson model studied in [30, 20] . If we take the further limit r → ∞, the above system becomes Dyson's Brownian motion model with parameter β defined on
Temporally inhomogeneous version of elliptic Calogero-Moser-Sutherland model
Here we perform the transformation from the Kolmogorov equation with the time-dependent potential W N (t, x) into the Schrödinger-type equation with the time-dependent Hamiltonian H 
is established. Here H 
with a time-dependent interaction
where U N (t, x) is defined by (2.2), and E (β) N,0 (t) is the time-dependent ground energy
The above potential V 
is also expressed as
Proof. For general W N (t, x), we find
and (see, for example, Exercises 11.1.1 in [11] )
Then we have (3.11) and (3.12) with
where the definition (3.1) of W N (t, x) was used.
Thus, if we use (B.5), we obtain
If we use the symmetries (B.3), we can show that
Thus we have
Using the expression (B.1) for U ′ N (t, x), we obtain the equality
where we have omitted writing dependence of 2ω 1 = 2πr and 2N ω 3 (t) = iN (t * − t)/r in ζ, ℘ and η 1 just for simplicity of expressions. It is easy to verify that
using the fact that ζ(z) is odd. Therefore, we obtain the equalities
where (B.1) and (B.2) were used. Hence (3.18) is written as
Inserting (3.17) and (3.19) in (3.16), (3.11) is proved with (3.12)-(3.14). The equalities (B.1) and (B.2) verify the equivalence between (3.13) and (3.15) . Thus the proof is completed.
as the unique solution of the Schrödinger-type equation,
with the Hamiltonian (3.12), under the conditions
Transition probability density of eDYS (β)
The tpd of eDYS (β) from x ′ ∈Ǎ 2πr N at time t ′ ∈ [0, t * ) to x ∈Ǎ 2πr N at time t ∈ (t ′ , t * ), is given by the unique solution of
under the condition lim
where
with the parity (1.12) of N .
Proposition 3.2 (i) Let
t ∈ [0, t * ), x ∈ R N , where η is the Dedekind modular function defined by (A.12). Then
is the unique solution of (3.20) under the conditions (3.21).
(ii) The function (3.25) is also written as 27) where v = (v 1 , . . . , v N ) is the N -particle configuration (1.23) with equidistant spacing on [0, 2πr).
Proof. (i) The transformation (3.11) and (3.20) implies that
solves the forward Kolmogorov equation (3.22) . The factor C(t) is the unique solution of the differential equation
with the initial condition C(0) = 1. By (A.13), (3.14) given in Lemma 3.1 is written as
where (1.21) and (2.1) were used. That is, we have obtained
Comparing this with (3.28), we can conclude that
Since W N (t, x) is defined by (3.1) with (2.2), we see
Hence (3.26) with (3.25) is proved.
(ii) The following equalities were proved as Proposition 5.6.3 in [11] . Let α ∈ C. Assume that ℑτ > 0. For N odd det 1≤j,k≤N 30) while for N even det 1≤j,k≤N
The equalities (3.30) and (3.31) were given as Lemma 2.6 in our previous paper [21] , but there are errors and ϑ µ ( N j=1 (x j + α) + N τ /2; 2N τ ), µ = 0, 3 should be replaced by ϑ µ ( N j=1 (x j + α); N τ ), as shown in (3.30) and (3.31) .
For N odd, we put α = 1/N + τ /2 in (3.30), and for N even, α = 1/2N + 1/2 + τ /2 in (3.31). Let τ = τ (t). Then, for (3.23) with (3.24), we obtain the equality
where (1.2), (1.5), (A.4) and (A.5) have been used. Thus (3.27) is proved.
The product formula (3.25) shows that if x ∈Ǎ 2πr N , then h r N (t, x) > 0. On the other hand, the determinantal formula (3.27) shows that, for p r p(N ) (t * − t, v j |x), 1 ≤ j ≤ N are not identically zero as functions of x, h r N (t, x) becomes zero only when x arrives at ∂Ǎ 2πr N from the inside of A 2πr
N . Moreover, if we write π(x) = (x π(1) , . . . , x π(N ) ) for a permutation π ∈ S N of N indices of x = (x 1 , . . . , x N ), the determinantal expression (3.27) implies
(3.32)
Time-dependent Girsanov's transformation
Let P u be the probability law of eDYS (β) started at u ∈Ǎ 2πr N . Consider the N -dimensional standard BM started at the origin, b(t) = (b 1 (t), . . . , b N (t)), t ≥ 0, which is independent of B(t), t ≥ 0 used to give the SDEs (3.2) for eDYS (β) . We write the Wiener measure of b(t), t ≥ 0 as P. Put b u (t) = u + b(t), t ≥ 0. Then as a multivariate extension of Proposition 2.2, the following is proved.
Proof. (i) We will prove that M u N (t) given by (3.33) is equal to
Then, the logarithm of (3.36) is written as
In the proof of Lemma 3.1, we have shown that
Therefore, we see
On the other hand, by (3.1) with (2.2),
The integral formula (3.29) and the definition (3.25) prove that (3.33) is equal to (3.36) . Hence M u N (t) is martingale, since Itô's formula gives
(ii) Consider the process b(t) = ( b 1 (t), . . . , b N (t)) solving the system of SDEs,
are martingales with respect to P. By the factor (h r N (t, b(t))) β/2 , β > 0 in (3.33), the measure P u , whose Radon-Nikodym derivative with respect to P is given by (3.35) , is concentrated on paths with σ u > t. With respect to P u , b(t), t ≥ 0 can be regarded as the N -dimensional BM. Since (3.37) gives a set of SDEs,
which is equivalent with (3.2), b(t), t ∈ [0, t * ) is eDYS (β) with respect to P u . The proof is hence completed. (2) 4.1 Observables of eDYS (2) and processes Y p(N )
Determinantal Property of eDYS
From now on, we consider eDYS (β) with β = 2, in which Lemma 3.1 gives V N (t, x) ≡ 0. Let M be the space of nonnegative integer-valued Radon measures on the interval [0, 2πr), which is a Polish space with the vague topology. Any element ξ of M can be represented as ξ(·) = j∈I δ x j (·) with an index set I, in which the sequence of points in [0, 2πr), x = (x j ) j∈I , satisfies ξ(K) = ♯{x j : x j ∈ K} < ∞ for any subset K ⊂ [0, 2πr). Now we consider eDYS (2) , X(t), t ∈ [0, t * ) as an M-valued process and write it as
where δ x (·) denotes the Dirac measure concentrated on x ∈ [0, 2πr); δ x (A) = 1(x ∈ A), A ∈ B([0, 2πr)). The probability law of Ξ(t, ·), t ∈ [0, t * ) starting from a fixed configuration ξ ∈ M is denoted by P ξ and the process specified by the initial configuration is expressed by (Ξ(t), t ∈ [0, t * ), P ξ ). The expectations with respect to P ξ is denoted by E ξ . We introduce a filtration {F Ξ (t) : t ∈ [0, t * )} generated by Ξ(t), t ∈ [0, t * ), which satisfies the usual conditions. We set
which denotes a collection of configurations without any multiple points.
where σ = inf{t > 0 : b(t) ∈ ∂Ǎ 2πr N }. We assume that each F Ξ (T )-measurable function F is given by
for an arbitrary M ∈ N and for an arbitrary increasing series of times, 0 ≤ t 1 < · · · < t M ≤ T < t * with bounded measurable functions g m , 1 ≤ m ≤ M . For N variables x = (x j ) N j=1 , elementary symmetric polynomials are defined as
is a symmetric function of x, it can be regarded as a function of (e r (x)) N r=1 , which we write as g(x) = g(e 1 (x), e 2 (x), . . . , e N (x)).
We define the observables for eDYS (2) considered below. (2) as a set of F Ξ (T )-measurable bounded functions given in the form (4.4) satisfying the following conditions.
are invariant under reflections of x at the boundary {0, 2πr} of the interval (0, 2πr). Since e 1 (x) = κ N + x, this condition is written as
Note that h r N (t, x) is anti-symmetric for any exchange of two particle positions as shown by (3.32). The expression (3.25) implies that h r N (t, x) changes its sign for reflection of x at the boundary {0, 2πr} of the interval (0, 2πr), since ϑ 1 (−x/2πr; N τ (t)) = −ϑ 1 (x/2πr; N τ (t)) and ϑ 1 ((2πr + x)/2πr; N τ (t)) = −ϑ 1 ((2πr − x)/2πr; N τ (t)). Therefore, by the reflection principle of BM and the fact thatX(t) of eDYS (2) is the time change of eBES (3) ,X(t), (see Sec. 3.1), if F is an F Ξ (T )-observable, we can omit the condition 1(σ > T ) in (4.3),
since all paths with σ < T are canceled out. If we use the determinantal expression (3.27) of h r N with β = 2, (4.9) is written as
where q W N is the Karlin-McGregor determinant of p BM given by (1.6), and
The integer o is called an offset in [28] , which is given by o = N w + ℓ for the N particle systems with the winding number w (see Eq.(1.1)) and with the shift by ℓ ∈ {0, 1, . . . , N − 1} (see Eq. (1.8) ). The expression (4.11) shows that for each o ∈ Z we consider an N -dimensional Brownian bridge of time duration t * , b(t) = (b 1 (t), . . . , b N (t)), t ∈ [0, t * ), which is started at u and ended at v o , and take the summation over o ∈ Z with the signed measure (4.12). Assume that F is given by (4.4). Then (4.10) is written as
N by the following finite-dimensional distributions. Assume that the initial state is given by u ∈Ǎ 2πr N . For an arbitrary M ∈ N, an arbitrary strictly increasing sequence of times 0 ≤ t 1 < · · · < t M < t * , and arbitrary Borel sets A m ∈ B(A 2πr
15)
We will prove the following.
Proof. By the definition (3.24), for ℓ ∈ Z, 17) and hence, for
We see
where we have put y
Since g M is assumed to be periodic in the sense (4.6), the above is written using (4.18) as
If we write π(A 2πr N ) = {x ∈ R N : x π(1) < · · · < x π(N ) < x π(1) + 2πr} for π ∈ S N , the above is further rewritten as
where the assumption that g M is symmetric in the sense of (4.7) and the basic property of determinant, q r N (·, v|π(y)) = sgn(π)q r N (·, v|y), π ∈ S N , were used. Then we have the equality
Similarly, we can prove the following equalities for 1 ≤ m ≤ M − 1,
Combining these equalities, the equivalence between (4.13) and (4.16) is proved. (2) Comparing the product expression (3.25) with the determinantal expression (3.27) of h r N (t, x), we see 19) t ∈ [0, t * ), u, x ∈Ǎ 2πr N . Let b j (t), t ≥ 0, 1 ≤ j ≤ N be independent one-dimensional standard BMs started at the origin. We write the expectation with respect to b(t) = ( b 1 (t), . . . , b N (t)), t ≥ 0 as E[ · ]. In the previous paper [21] , we showed that, using the determinantal equalities involving Jacobi's theta functions proved in the paper by Rosengren and Schlosser [35] (see also [37, 38, 18, 25] ), (4.19) is expressed by the following (Lemmas 2.11 and 2.12 in [21] ),
Spatio-temporal correlations of eDYS
Since (2.1) gives τ (0) = it * /2πr 2 , and thus,
By Jacobi's imaginary transformation (A.7), we obtain the equality
where τ (0) = it * /2πr 2 was used, and we can rewrite (4.21) as
We prove the following. 
for any 0 ≤ s ≤ t < t * .
(
Proof. (i) For the quasi-periodicity (A.5) of ϑ 1 , the definition (4.23) with the expression (4.21) implies that, for w ∈ Z,
On the other hand, (3.24) gives
By (4.25) , this is equal to
Next we consider the expression (4.22) . By the definition of ϑ 1 given in (A.1), we obtain the following expansions,
For each 1 ≤ k ≤ N , we introduce an N -component index n = (n 0 , n 1 , . . . , n k−1 , n k+1 , . . . , n N ) ∈ Z N , and put
with (1.14). Then we obtain the following expression for the entire functions (4.22),
By the definition (4.23), we have the following expansion formula,
They are calculated as 26) where p BM denotes the tpd of a single BM. The Chapman-Kolmogorov equation
implies that p BM (t * − t, α|b(t)), α ∈ R is a continuous martingale with respect to the natural filtration generated by BM,
for any two stopping times 0 ≤ s ≤ t < t * . Since p(t * − t, α|x) gives the Gaussian distribution of α with mean x and variance t * − t ∈ (0, t * ] for t ∈ [0, t * ), convergence of the series (4.26) is obvious. Thus (4.24) is proved. By assumption ξ ∈ M 0 , and thus the zeroes of Φ 27) where
, is a martingale, and it is not identically zero by part (ii) of Lemma 4.4. We call this a determinantal martingale and the following the determinantal martingale representation (DMR) [24, 20, 22] .
Proposition 4.5 Let T ∈ [0, t * ). For any F Ξ (T )-observable F , the process (Ξ(t), t ∈ [0, t * ), P ξ ), ξ ∈ M 0 has the DMR with respect to the process Y p(N ) , t ≥ 0, that is,
Proof. By the multi-linearity of determinant and the independence of b j (t), 1 ≤ j ≤ N , (4.20) is equal to (4.27). Thus (4.16) is equal to (4.28).
For any integer M ∈ N, a sequence of times t = (t 1 , . . . , t M ) with 0 ≤ t 1 < · · · < t M ≤ T < t * , and a sequence of F Ξ (T )-observables f = (f t 1 , . . . , f t M ), the moment generating function of multitime distribution of (Ξ(t), t ∈ [0, t * ), P ξ ) is defined by
It is expanded with respect to 'test functions'
and it defines the spatio-temporal correlation functions ρ ξ (·) for the process (Ξ(t), t ∈ [0, t * ), P ξ ). Given an integral kernel K(s, x; t, y), (s, x), (t, y) ∈ [0, t * ) × [0, 2πr), the Fredholm determinant is defined as
We put the following definition [5, 23, 22] .
Definition 4.6 For a given initial configuration ξ, if any moment generating function (4.29) for observables is expressed by a Fredholm determinant with an integral kernel K ξ , we say the process (Ξ(t), t ∈ [0, t * ), P ξ ) is determinantal for the observables. In this case, all spatio-temporal correlation functions for observables are given by determinants as
Here the integral kernel K ξ : ([0, t * ) × [0, 2πr)) 2 → R is called the spatio-temporal correlation kernel.
By Theorem 1.3 in [20] , DMR given by Proposition 4.5 leads to the following result.
N , the process (Ξ(t), t ∈ [0, t * ), P ξ ) is determinantal for any observable with the correlation kernel
where p r p(N ) and M u ξ were defined by (3.24) and (4.23), respectively.
Remark 4.
In the previous paper [21] , we showed that eDYS (2) is determinantal only when it starts from the configuration v with equidistant spacing in [0, 2πr). In the present paper, we have given a new construction of eDYS (2) and generalized the result.
Concluding Remarks
We now discuss a conjectural extension of Theorem 4.7 to arbitrary initial configuration ξ which can have multiple points in general. gives a martingale, if we put y = Y p(N ) (t), t ∈ [0, 2πt * ) for any u ∈ supp ξ. For ξ ∈ M with ξ([0, 2πr)) = N < ∞, let ξ * = u∈supp ξ δ u . If ξ ∈ M 0 , ξ * = ξ and it is easy to verify that (4.31) is written as K ξ (s, x; t, y) = This function is well-defined as a spatio-temporal kernel for general ξ ∈ M. As an extension of Proposition 2.1 given in [23] for the original Dyson model with β = 2, we expect the following. ξ(du)u − κ N ∈ (0, 2πr), the process (Ξ(t), t ∈ [0, t * ), P ξ ) is determinantal for any observable with the correlation kernel (5.2).
It is an interesting future problem to construct the infinite-particle systems of eDYS (β) , β > 0 by taking proper scaling limits N → ∞, r → ∞. When β = 2 the process is determinantal and this problem will be reduced to the study concerning the scaling limits of the spatio-temporal correlation kernel given by (4.31) and (5.2).
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B Basic Properties of U N (t, x)
The function U N (t, x), t ∈ [0, t * ), x ∈ (0, 2πr) is defined by (2.2). The spatial derivatives have the following expressions [39, 32] ,
ϑ ′ (x/2πr; N τ (t)) ϑ 1 (x/2πr; N τ (t)) = −ζ(x|2πr, 2N ω 3 (t)) + x πr η 1 (2πr, 2N ω 3 (t))
e −nN (t * −t)/r 2 1 − e −nN (t * −t)/r 2 sin nx r , (B.1)
1 (x/2πr 2 ; N τ (t)) ϑ 1 (x/2πr; N τ (t)) − ϑ ′ 1 (x/2πr; N τ (t)) ϑ 1 (x/2πr; N τ (t)) 2 = ℘(x|2πr, 2N ω 3 (t)) + 1 πr η 1 (2πr, 2N ω 3 (t)), t ∈ [0, t * ), x ∈ (0, 2πr). 1 (x/2πr; N τ (t)) ϑ 1 (x/2πr; N τ (t)) = N 8π 2 r 2 ϑ ′′ 1 (x/2πr; N τ (t)) ϑ 1 (x/2πr; N τ (t)) .
(B.4)
Then we obtain the following partial differential equation,
, t ∈ [0, t * ), x ∈ (0, 2πr). (B.5)
