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We propose an efficient algorithm for the ground state of frustration-free one-dimensional gapped
Hamiltonians. This algorithm is much simpler than the original one by Landau et al., and thus may
be easily accessible to a general audience in the community. We present all the details in two pages.
Computing the ground state (energy) of local Hamil-
tonians is a fundamental problem in condensed matter
physics and the emerging area of Hamiltonian complexity
[4, 8]. In a recent remarkable paper, Landau et al. [7] pro-
posed a randomized polynomial-time algorithm for the
(unique) ground state of frustration-free one-dimensional
(1D) gapped Hamiltonians. Huang [5] extended it to gen-
eral 1D gapped systems. Chubb and Flammia [3] studied
gapped spin chains with degenerate ground states.
This line of research is very technical. Here we signif-
icantly simplify the method in the hope that the results
are easily accessible to a general audience. For this pur-
pose, we will not use tricks that are not essential at a high
level, even if they can improve the performance of the al-
gorithm. The new ingredients of our approach allow us
to get rid of many technical tools in [7]. We present all
the details in two pages.
Consider a chain of n spins (qud its), where the local di-
mension d of each spin is an absolute constant. Let Hi be
the Hilbert space of the spin i; define H[i,j] =
⊗j
k=iHk
as the Hilbert space of the spins with indices in [i, j].
Since the standard bra-ket notation can be cumbersome,
in most but not all cases quantum states and their inner
products are denoted by ψ, φ . . . and 〈ψ, φ〉, respectively.
All states are normalized unless otherwise noted. Let
H =
∑n−1
i=1 Hi be a 1D Hamiltonian with Hi acting on
H[i,i+1] (nearest-neighbor interaction). Suppose H has a
unique ground state Ψ0 and a constant energy gap . The
goal is to find an efficient matrix product state (MPS) ap-
proximation to Ψ0. The existence of such an MPS is a
by-product of the proof of the area law for entanglement.
Lemma 1 ([1]). There exists an MPS Ψ of bond dimen-
sion no(1) such that |〈Ψ,Ψ0〉| ≥ 1− n−ω(1).
The best known algorithm is
Theorem 1 ([5]). There is a deterministic nO(1)-time
algorithm that outputs an MPS Ψ such that |〈Ψ,Ψ0〉| ≥
1− 1/ poly n.
Suppose H is frustration-free, i.e., Ψ0 is in the ground
space of each Hi. Assume without loss of generality that
each Hi is a projector, i.e., H
2
i = Hi, so that the ground-
state energy of H is zero. Let O˜(x) := O(x poly log x)
hide a polylogarithmic factor. We give a simple proof of
Theorem 2. There is a randomized nO˜(1/)-time al-
gorithm that outputs an MPS Ψ such that |〈Ψ,Ψ0〉| ≥
1− 1/ poly n with probability at least 1− 1/ poly n.
We begin by recalling some known facts and/or tools.
Lemma 2. |〈ψ, φ〉| ≥ Ω(n−2/√d) with probability 1 −
O(n−2) for two random states ψ, φ ∈ Cd.
Fix a cut i|i+ 1 separating the spins i and i+ 1.
Lemma 3 ([2]). A matrix product operator Ai of bond
dimension 2O˜(1/) can be efficiently constructed such that
(i) AiΨ0 = Ψ0; (ii) AiΨ1 ⊥ Ψ0 and ‖AiΨ1‖2 ≤ ∆ for
any Ψ1 ⊥ Ψ0; (iii) Ali has Schmidt rank 2O˜(1/
3)Dl across
the cut i|i+ 1; (iv) D∆ ≤ 1/2 with D = 2poly log(1/).
We can get D2∆ ≤ 1/2 by modifying some unimpor-
tant constants in the construction of Ai.
Definition 1. A state ψl ∈ H[1,i] is a (i, δ, b)-left state if
(i) there exists a state ψr ∈ H[i+1,n] such that |〈Ψ0, ψl ⊗
ψr〉| ≥ δ; (ii) ψl is an MPS of bond dimension b.
Definition 2. Let ψ =
∑
j≥1 λj lj ⊗ rj be the Schmidt
decomposition of a state across the cut i|i+ 1, where the
Schmidt coefficients are in descending order: λ1 ≥ λ2 ≥
· · · > 0. Define truncDi ψ =
∑D
j=1 λj lj ⊗ rj
/√∑D
i=1 λ
2
j .
The next lemma is an immediate corollary of the fact
that the best rank-D approximation to ψ is truncDi ψ.
Lemma 4 ([7]). Suppose φ is a state of Schmidt rank D
across the cut i|i+1. Then, |〈truncD/ηi ψ, φ〉| ≥ |〈ψ, φ〉|−
η for any η > 0.
The algorithm proceeds by iteratively constructing an
(i, δ, b)-left state for i = 1, 2, . . . , n, where b = n1+o(1)/δ
with δ to be specified later. Each iteration has one ran-
dom step that succeeds with probability 1 − O(n−2).
Thus, the overall failure probability is O(n−1).
Suppose we have an (i−1, δ, b)-left state ψl. By defini-
tion 1, there exists a state ψr =
∑d
j=1 λj |j〉i⊗rj such that
|〈Ψ0, ψl⊗ψr〉| ≥ δ, where {|j〉i}dj=1 is the computational
basis of Hi and rj ∈ H[i+1,n]. Lemma 3 implies that
Ali can be decomposed as A
l
i =
∑2O˜(1/3)Dl
J=1 ΛJLJ ⊗ RJ ,
where LJ (RJ) is a matrix product operator of bond di-
mension 2lO˜(1/) acting on H[1,i] (H[i+1,n]). We have
φ1 ∝ Aliψl ⊗ ψr =
2O˜(1/
3)Dl∑
J=1
d∑
j=1
ΛJλjLJψl|j〉i ⊗RJrj ,
|〈Ψ0, φ1〉|2 ≥ δ2/(δ2 + ∆l(1− δ2)) ≥ 1−∆l/δ2. (1)
1
ar
X
iv
:1
51
0.
01
30
3v
3 
 [c
on
d-
ma
t.s
tr-
el]
  5
 N
ov
 20
15
2Let φ2 be a random state in span{LJψl ⊗ |j〉i}. With
probability 1 − O(n−2), there exists ψ′r ∈ span{RJrj}
such that |〈φ1, φ2 ⊗ ψ′r〉| ≥ Ω(n−2D−l/2). Hence,
|〈Ψ0, φ2 ⊗ φ′r〉| ≥ Ω(n−2D−l/2)−O(∆l/2/δ). (2)
Choosing l = O(log n) and δ = npoly log(1/) suitably, we
have ∆l = Θ(δ4) and that the right-hand side of (2) is
greater than 4δ.
We obtain φ3 by truncating each bond (in whatever
order) of φ2 to n
1+o(1)/δ. Lemma 1 implies an MPS Ψ of
bond dimension no(1) such that 1−|〈Ψ,Ψ0〉|  δ2. Hence
|〈Ψ, φ2⊗φ′r〉| ≥ 3δ. Lemma 4 implies |〈Ψ, φ3⊗φ′r〉| ≥ 2δ.
Finally, |〈Ψ0, φ3⊗φ′r〉| ≥ δ, and φ3 is an (i, δ, b)-left state.
The final output of the algorithm is φ1 in the last iter-
ation with the error estimate |〈Ψ0, φ1〉| ≥ 1−O(δ2). It is
an MPS of bond dimension b2lO˜(1/) = nO˜(1/). It is easy
to see that the running time of the algorithm is nO˜(1/).
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12500028). In May 2015, Zeph Landau announced his
joint work with Itai Arad, Umesh Vazirani, and Thomas
Vidick on related problems in a talk [6] at the Simons
Institute for the Theory of Computing. From the talk,
the connection between their approach and the one in the
present paper was not clear to me. Thanks to the corre-
spondence with ZL in mid-October 2015, I realized that
my approach has some overlap with theirs. Although the
present work is independent, IA, ZL, UV, & TV deserve
the credit of the overlapping part because they had the
ideas since May 2015. They will post their results soon.
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