Active plasma resonance spectroscopy is a well established plasma diagnostic method. A probe is immersed into a plasma and a rf signal is applied to the probe tip. Sweeping the frequency and determining the system response allows to detect the resonance frequencies of the probe/plasma system. Plasma parameter like the electron density can be determined from these resonance frequencies by means of a mathematical model of the system. Many technical plasmas are in a low pressure regime (a few Pa and lower). To determine plasma parameter in such plasmas via active plasma resonance spectroscopy kinetic effects have to be taken into account. In this paper, a fully kinetic model of the plasma/probe system is formulated. The dynamic behavior of the system is analyzed by using a general description based on functional analytic methods. It is shown that the response function of the system can be expressed as a matrix element of the resolvent of an appropriately defined operator. An interpretation of the formal solution is given by an equivalent circuit model which allows for dissipation due to kinetic effects.
I. INTRODUCTION
Active plasma resonance spectroscopy is a widely established plasma diagnostic method.
The basic idea that a plasma resonates close to the plasma frequency dates back to the days of Tonks and Langmuir [1] . A classification and an overview over the available designs is given in [2] . One class is that of the electrostatic resonance probes [3] [4] [5] [6] [7] [8] [9] [10] . The different designs are operated similarly: The probe is immersed into a plasma, a rf signal is coupled to the probe tip, and the system response is measured to obtain its spectrum. Specific peaks in the spectrum indicate resonances, from which certain plasma parameter (e.g. electron density) can be obtained. Essential for this method is an appropriate model to determine the relation between the resonance frequency and the demanded plasma parameter.
Many groups have dealt with fluid dynamic modeling and simulation of specialized aspects to achieve a better understanding of the resonance behavior of diagnostic devices [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . The approaches are usually restricted to specific probe designs. To generalize these approaches an analysis of the whole class of electrostatic resonance probes based on functional analytic methods is given in [11] . In contrast to fluid models, an important question arises: Have kinetic effects to be taken into account when resonance probes are operated at low gas pressures of a few Pa and lower? To address this question, a number of kinetic models have been developed [28] [29] [30] [31] [32] [33] [34] . These approaches are also restricted to specific probe designs. However, a general kinetic model which describes the behavior of probe systems of arbitrary design has not been reported yet.
In this paper, such a kinetic model for an arbitrary probe system is derived and analyzed.
The generalized model is based on a functional analytic approach. In this context the Hilbert space is equipped with a scalar product defined by the linearized free energy of the system. It is shown that the response function of the system can be expressed as a matrix element of the resolvent of an appropriately defined dynamic operator. The interpretation of the formal solution is given by an equivalent circuit model allowing for dissipation due to kinetic effects.
II. A MODEL OF AN ELECTROSTATIC PROBE IN ARBITRARY GEOMETRY
Immersing a probe into a plasma (see fig. 1 ) produces two different kinds of perturbation: static and dynamic. Static perturbation means the actual displacement of the plasma by the probe itself. The probe acts like a drain and the plasma in the direct surrounding is not homogeneous. Dynamic perturbations are given due to the high frequency voltage that is applied to the probe. These perturbations are restricted mainly to the direct surrounding of the nonshielded parts of the probe. Since the holder is often shielded, the plasma is only perturbed at the probe tip (which is fed by a rf signal). The domain where both kinds of perturbations occur, the static and the dynamic, is defined as P.
To render our considerations general, we assume that the probe consists of an arbitrarily shaped head with a finite number N of electrodes E n . The electrodes are shielded from each other by ideal isolators I. As depicted in fig. 1 the set of electrodes are surrounded by a perfect dielectric D of a spatially nonhomogeneous permittivity ε r (r). The electrodes are individually fed by rf signals U n . Grounded surfaces G, as the holder, can be treated as an additional electrode E 0 . The whole system is completely surrounded by the plasma.
Of theoretical interest is the domain V which consists of the dielectric D and the perturbed domain of the plasma P. V is bounded by E n , I and the boundary surface F (F is defined as the surface between the perturbed plasma P and the outer equilibrium plasma). It is important to note that the length scale |V| is assumed to be smaller than the typical plasma dimension L typ but much larger than the length scale of the probe tip R (R ≪ |V| < L typ ).
Additionally, it is assumed that |V| is much larger than the Debye length λ D and larger than the mean free path of the electrons, but smaller than the skin depth λ s and smaller than the energy diffusion length λ ǫ (λ D ≪ λ < |V| < λ s , λ ǫ ).
To set up the model of the probe and the surrounded plasma we assume that the electrostatic approximation holds (∇ × E = 0). This is justified because of |V| < λ s . The rf angular frequency ω rf of the probe signal is assumed to be smaller than the electron plasma frequency ω pe and much larger than the ion plasma frequency ω pi . Therefore, we keep the ion density n i (r) as static. The important physical observables are the potential Φ(r, t) and the electron distribution function f (r, v, t) since kinetic effects have to be taken into account.
The potential within V is governed by the Poisson equation (ε = ε 0 ε r )
ε r is 1 within the plasma P and ε D (r) within the dielectric region D. Φ satisfies the boundary conditions Φ = U n at the electrodes E n and −n · ∇Φ = 0 at isolators I. n represents the surface normal. Φ becomes asymptotically time independent on the boundary surface F .
On the surface of the dielectric a surface charge density σ e may accumulate and leads to the transition condition ε∇Φ
The background is assumed to be stationary, since the gas atoms do not react on the applied rf voltage. Of course, electrons collide with the atoms of the background gas. However, inelastic collisions are neglected since their time scale is much slower than the time scale of the considered dynamics. Due to the huge mass difference, we also neglect energy transfer from electrons to neutrals but a velocity and angle dependent differential collision frequency is assumed. Coulomb interactions between charged particles are neglected, too. Thus, we describe the electron dynamics in the plasma P by a reduced version of the Boltzmann
Boundary conditions for f are given at the boundaries of P. Due to the presence of the sheath, we assume complete reflection of electrons,
and v ⊥ perpendicular to the surface. This assumption is consistent with the assumption of a stationary ion density and the neglect of ionization. f decreases asymptotically with increasing time on F . Thus, the distribution function on the boundary surface F is assumed to be close to a global equilibrium and given by
F F , which depends only on the total energyǭ = 1 2 mv 2 − eΦ(r), is an analytic solution of the kinetic equation. It represents a total equilibrium which is not dissipative. In fact, a plasma is a dissipative system. The dissipated energy of the probe has to be transferred to the plasma outside of V. In this model this energy transfer can be neglected because it takes place on a time scale much slower than the considered dynamics. This means, that the perturbation of the equilibrium is small but finite with δf F (r, v, t) ≪ F F (ǭ ).
We assume that all functionals of the distribution function can be linearized in the neighbourhood of F F which is a physical and stable function (in terms of fast electrostatic modes).
Then it is positive (F F (ǭ ) > 0), monotonically decreasing 
III. BALANCE EQUATIONS
In the previous section an abstract model for the whole class of electrostatic active plasma resonance spectroscopic methods is defined. In order to obtain a deeper understanding of the probe model behavior, we now focus on the balance equations.
A. Particle and kinetic energy balance
The particle and kinetic energy balance are two of the most important balance equations of (2) because they correspond to the collision term. Integrating the continuity equation of the electrons over the domain P yields the global particle balance
Equation (4) shows that a change of the particle number is only given by an electron flux through the boundary surface F . This is correct in our model because ionization is neglected and the electrons are totally reflected in front of material surfaces.
Similar to (4) the global balance equation for the kinetic energy T is given by
In general the term on the right hand side of (5) is not vanishing. It represents the heating of the plasma by the probe and shows that the plasma can not be in exact equilibrium on the boundary surface F .
B. Current and total energy balance
In the plasma the current is carried by electron current J e = −eΓ e and displacement current and in the dielectric by displacement current alone. Thus, the total electrical current density J, which is divergence free, is given by
The currents I n carried by the electrodes E n and used as the measured signals of the diagnostic -counting them positive when they flow from the electrode to the plasma -are defined as
With the help of the current definition
through F the total current obeys Kirchhoff's law of current conservation, i.e., their sum over all electrodes (including ground electrodes) is equal to zero.
From the electromagnetic energy balance in dielectric material one can derive the balance equation of the electrostatic energy by utilizing the electrostatic approximation ∂ ∂t
Adding the local kinetic energy balance equation to (9) yields the local balance of the total energy ∂ ∂t
The right hand side of (10) 
∂V is given by the electrodes E n and the isolator I on one side and the boundary surface F on the other. On E n and I the flux density of the kinetic energy vanishes due to the total reflection of the electrons in the sheath. The normal component of the displacement current vanishes also at the isolator determined by the boundary condition of the potential. This remains only the flux of the potential energy at E n , which is equal to the applied power at the electrodes
On F both parts of the energy flux have to be taken into account. Finally one can write (11) with the definition of the kinetic energy flux of the electrons as
This equation shows that the power in the system is given by the difference of the power applied at the electrodes to the power loss through the boundary surface F .
C. Balance equation of the kinetic entropy
The "kinetic entropy density" σ can be introduced as a functional of the distribution function. In this work, σ and the corresponding kinetic entropy flux Γ σ are defined by
Multiplying (2) withǭ F (f ) and integrating over the velocity space yields the following local balance equation
Using Gauss's theorem the first term on the right hand side vanishes because f is decreasing rapidly in the limit of |v| → ∞.ǭ F (f ) is qualitatively a logarithmic function that
In the second term on the right hand side of (16) one splits the term into a sum of two identical expressions divided by two. Changing the integration variables in one of the expressions and merging them again shows that the complete term is non-negative because
This is a special case of Boltzmann's H-Theorem [35] . The equality is only valid if f is isotropic, which means that f = F F .
Integrating σ over P results in the complete kinetic entropy of the system. The integral can be expanded to the whole domain V because σ(0) = 0. This allows to formulate the balance equation of the kinetic entropy
The entropy flux vanishes at material surfaces. On the boundary surface F we assume that the distribution function is close to F F . Due to that one can approximate
Introducing (20) in the entropy flux on F leads to
which is identical to the energy flux on F in first order approximation.
D. Kinetic free energy
In the previous subsection an approximated expression for the entropy flux on the boundary surface F is derived. It suggests to introduce the kinetic free energy F of the plasma in the domain V as difference between the total energy and the kinetic entropy
F is interpreted as a functional of the distribution function f alone because the potential is determined by Poisson's equation and thus directly coupled to f . The time derivative of F is determined by the inequality equation
where the equality holds again for an isotropic distribution. Without the high frequency modulation of the probe, the free energy is monotonically decreasing in time and therefore a candidate of a Ljapunov functional. This means that dynamic states of the system decrease asymptotically to the minima of the functional.
To prove that F is a Ljapunov functional one has to determine the minima of the functional. The first variation of the functional has to be equal to zero
Integration by parts and using Poisson's equation yields
Obviously, the necessary condition for a minima is fulfilled by the equilibrium distribution
m|v| 2 − eΦ that has to be valid in the whole domain P. This condition is also sufficient because the second variation of F is positive due to the monotonically decreasing
Hence, F is a Ljapunov functional and can be used to analyse the stability of the system [36, 37] . In our case we use the results of this subsection to linearize the system in the complete domain P and define a scalar product based on the second variation of F similar to [36, 38] .
IV. LINEARIZED KINETIC MODEL
It is adequate to linearize the dynamic system in the neighbourhood of a stationary equilibrium since U n < T /e ≈ 3 V. We assume that the distribution function f in P can be described by a global equilibrium F (ǭ) (The index F is neglected.) plus a small perturbation δf (r, v, t). The same holds for the potential Φ(r, t) in V. F fulfills the kinetic equation and its boundary conditions by definition. The stationary potentialΦ(r) follows
Poisson's equation with the boundary conditionsΦ = 0 at all electrodes E n , −n · ∇Φ = 0 at the isolator I, and the transition condition ε 0 ε D ∇Φ (D) − ∇Φ (P) · n =σ e at the surface of the dielectric
The linearized kinetic equation reads
δf has to fulfill the same conditions as f at the dielectric surface and has to vanish asymptotically at the boundary surface F . δΦ follows Poisson's equation with the same boundary conditions as Φ at the electrodes and isolators and δΦ → 0 at F
At the dielectric surface δΦ has to be continuous and fulfills the transition condition
As a consequence of the linearization the current density is given by J =J + δJ and thus the currents by I n =Ī n + δi n and I F =Ī F + δi F . It can be shown that the linearized current density is divergence free and the linearized currents fulfill Kirchhoff's law.
Multiplying the collision term in (28) with δf and integrating over the angles of the velocity space one can show (The same calculation as in (18) is used.)
and
We divide the inequality equation by F ′ (ǭ), which is negative, and complete the integral over the velocity space to find
Entering the linearized total current density, using the chain rule, utilizing the product rule of the divergence and Gauss's theorem yields (see appendix A)
The integration over the domain V leads to vanishing terms on the boundary surface F and it remains the balance equation of the linearized free energy
V. ABSTRACT DESCRIPTION OF THE MODEL
To make general conclusions about the dynamic behavoir of the system we want to describe the model in an abstract way. First, we introduce a weighting function w = −F ′ (ǭ)
as the negative derivative of the equilibrium distribution. w is a function of the total energy and satisfies the stationary kinetic equation. Second, we split the perturbed potential into two parts: δφ = φ + φ (vac) . φ is called inner potential and φ (vac) vacuum potential.
Based on w the perturbed distribution function is defined by δf = w g. g is called the related distribution and is defined on the phase space P × R 3 . This leads to the linearized kinetic equation
g fulfills the boundary condition g(v +v ⊥ ) = g(v −v ⊥ ) = 0 at material surfaces and g → 0 asymptotically at the boundary surface F .
The inner potential follows Poisson's equation with homogeneous boundary conditions and holds for the same transition conditions than δΦ
U n ψ n can be expand in a sum of characteristic functions ψ n that fulfill Laplace's equation [11] .
It is obvious that g has a unique relation -independent of the applied voltages -to the inner potential φ on V. Such a potential has unique solutions in a finite volume by arbitrary or generalized charge densities ̺. These solutions can be understood as the mapping of an operator Φ from the generalized charge density ̺ and therefore from g, e.g., Coulomb's integral. Thus, we can write the relation as follows
As the potential the perturbed current density can be split in an inner and a vacuum part δJ = j +j (vac) . The inner current density contains the electron current and the displacement current given by the inner potential and is defined as
At this point (37) is important because the time derivative of the inner potential can explicitly be determined by g and thus the inner displacement current density, too. By means of the continuity equation follows
The complete inner current density is also divergence free. j (vac) is determined by the characteristic functions ψ n and given by
By means of these current densities we find the currents flowing to the electrodes E n , which are also determined by ψ n , as
To derive (41) we included the properties and boundary conditions of ψ n and φ. The capacitance coefficients in (42) are explicitly given by
Based on this description the model can be formulated more general. Therefore, a dynamic state vector |z = g has to be defined on a linear function space Z. 
Hence, it is possible to express the system dynamic in terms of a compact formulation
Utilizing the Fourier transform we are able to find the general solution of this equation
To analyse this solution and gain physical insight especially referring to the resonance behavior of the system we introduce a Hilbert space formulation in the next section.
VI. FUNCTIONAL ANALYTIC FORMULATION OF THE SYSTEM RESPONSE
Essential for a Hilbert space is the definition of a scalar product. To make physical conclusions about the system it should be compatible with its dynamic. We define a scalar product of two distinct system state vectors |z and |z ′ as
The introduction of the scalar product is motivated by the linearized free energy (34) of the system. It satisfies all requirements of an inner product, namely i) conjugate symmetry, ii) sesquilinearity, and iii) positive definiteness and it induces a corresponding norm |||z ||.
The squared norm is equal to the linearized free energy and demonstrates the ability of the scalar product to make sense. Equipped with this scalar product, and suitably completed, the defined state space Z turns into a Hilbert space H.
An excitation state vector |e n is not an element of the Hilbert space because it does not fulfill the necessary condition. However, it is defined on P × R 3 and one can calculate its scalar product with the dynamic system state vector. Utilizing the definition of (48) one obtains
To simplify the first term on the right hand side we analyse the argument of the functional operator Φ. It turns out that the integrand can be expressed by the gradient in velocity space of the equilibrium distribution F . The integral over the velocity space can be determined by the surface integral over the closed boundary at infinity where F equals zero:
It holds Φ(0) ≡ 0 by homogeneous boundary conditions and the complete integrand becomes zero. Hence, the first integral vanishes.
|e n is defined by pure real quantities. Its complex conjugation also leads to real quantities as given in the second term of (49) and can be identified by the inner current i n e n | z = e
Due to this result e n | can be called observation state vector. We enter the general solution for the system state vector (47) in (51) and find
Thus, the system response function Y nn ′ (ω) is given in terms of the matrix elements of the resolvent of the dynamic operator evaluated for values on the imaginary axis
It represents the dynamic coupling between the electrodes.
VII. PHYSICAL INTERPRETATION OF THE RESPONSE FUNCTION
To gain physical insight from (53) one has to analyse the properties of the dynamic operator. Therefore, we rewrite the scalar product. Integrating the first term of (48) by parts, utilizing Poisson's equation and the boundary conditions of φ one finds
By means of this scalar product we first investigate the properties of T S and second of T V .
A. Properties of the Collision Operator
To analyse the properties of T S we define the state vector |z = T S |z as mapping of |z by the operator. The elastic collision term holds for particle conservation that the integration of wT S {g} over velocity space becomes zero and the scalar product with |z ′ reduces to
Additionally, we calculate a second scalar product between |z ′ = T S |z ′ and |z . Utilizing the same argument as above and the homogeneous boundary conditions of the potential yields Φ {T S {g ′ * }} ≡ 0 and thus
The difference of these two scalar products is equal to zero due to the symmetry of the differential collision frequency in e and e ′ and shows the symmetry of T S :
In addition (55) shows with the result of (18) that T S is positive semidefinit
As the last property we suppose T S to be bounded. A linear operator O is bounded if, and only if, the operator fulfills the following condition for an arbitrary bounded |z
To show this property, we assume 0 ≤ |ν(|v|)| <ν = const and dν dΩ < dν dΩ = const. These assumptions are physical reasonable especially in low pressure plasmas with ν ≪ ω pe . We calculate the squared norm with the scalar product (54) and utilize Φ {T S {g ′ * }} ≡ 0 to find
c 2 is non-negativ, thus we extract the square root and obtain ||T S |z || ≤ c |||z || with c < ∞. (A detailed calculation to that proof is given in the appendix B.) Hence, T S is bounded. A bounded and symmetric operator is called self-adjoint and has a real spectrum.
In combination with the positive definiteness the spectrum is non-negative and real and contains information of the systems damping due to collisions.
B. Properties of the Vlasov-Operator
We now focus on the properties of the Vlasov-Operator T V and define the action of the operator as |z = T V |z . Introducing |z in the first term of (54) results in (see appendix C)
The second term of (54) yields
With these results we determine the complex conjugate of the scalar product between |z
Adding both scalar products yields
and shows the anti-symmetry of T V . (A detailed calculation is given in the appendix C.)
In addition we suppose that T V is unbounded because it contains first order derivatives.
To proof this property one has to find only one normalized state vector as element of the Hilbert space for which (59) fails. We define the test state vector |z γ = g γ with
h(r) is assumed to be square-integrable and continuously differentiable as often as needed on P and fulfills the boundary condition on F . n is the normal vector at material surfaces r = r 0 . The scalar products in the sine yield v · n = 0 and v ⊥ · n = 1. Thus, the sine is an odd function in v ⊥ with an arbitrary γ ∈ R + . The square root of w is also a positive definite function and even in any velocity component. Hence, g γ is an odd function in v ⊥ and one finds with the total reflection condition at material surfaces
Hence, g γ (r 0 , v + v ⊥ ) = 0 and fulfills all boundary conditions that |z γ is an element of the Hilbert space H.
Introducing the test distribution in (36) one can separate the integration of the perpendicular velocity component. The integral becomes zero because the integrand is an odd function. With the homogeneous boundary conditions the potential vanishes identically and simplifies the norm |||z γ || 2 = z γ | z γ P that can explicitly be evaluated
It is possible to normalize the test state vector for arbitrary γ with |z γ = that |||z γ || = 1. To proof that T V is unbounded we have to show that lim γ→∞ |||z γ || = ∞ with |z γ = T V |z γ . Both terms in the norm |||z γ || are positive and it is adequate to focus on one of them
The third term on the right hand side vanishes because Φ{g γ } ≡ 0 still holds. (68) can be simplified with g γ √ w =ĝ γ h(r) to
Using the reverse triangle inequality and the Cauchy-Schwarz inequality one can estimate
In the appendix C it is shown that the first integral is bounded and the second is unbounded in the limit γ → ∞. Thus, the difference becomes positive if γ is greater than a certain but not specified γ 0 and we can estimate
Consequently the norm diverges in the limit γ → ∞ which shows that the Vlasov operator is unbounded. In summary T V is an anti-symmetric unbounded operator which is closable.
We assume T V to be densely defined and thus its anti self-adjoint extension exists. Such an operator is called essentially anti self-adjoint and has a pure imaginary spectrum that represents the frequency behavior of the system. To characterize the type of the spectrum we focus on the linearized kinetic free energy balance (34) . Without the high frequency modulation of the probe the linearized free energy, which is derived without collisions, is still monotonically decreasing in time. This means that there has to be a damping mechanism caused by kinetic effects. Due to that the spectrum has to be continuous because a pure imaginary eigenvalue represents a singularity of the resolvent. A singularity of the resolvent leads only to a damped solution of the system if collisions are taken into account [11] .
C. Equivalent Circuit Model Interpretation
These properties of the operators allow for an expansion of the resolvent in the response function (53). We expand the resolvent via the completeness relation for continuous spectra
This allows the interpretation of (72) in terms of an equivalent circuit model similar to the fluid model in [11] . Accounting for a probe with two electrodes and considering the vacuum solution by a capacitance leads to the complex equivalent circuit depict in fig. 2 . One branch represents the direct coupling from one electrode to the other. Two additional branches mimic the parasitic coupling between the electrodes and ground or the boundary surface In addition the continuous spectrum leads to a damping phenomena due to kinetic effects.
This means that in an almost collisionless plasma a damping behavior due to kinetic effects has to remain. The argument follows from the linearized kinetic free energy (34) which is monotonically decreasing in time if the probe is switched off. In a low pressure plasma of a few Pa both damping phenomena are important. In this case the kinetic damping effect leads to a broadening of the peaks in the spectrum. The electron-neutral collision frequency can be determined by the half-width of the peak. Thus, the broadening will have an important influence.
VIII. CONCLUSION
We have formulated a kinetic model for electrostatic active resonance spectroscopic methods by means of a functional analytic approach. The abstract character of these methods allows for a generalized model of the different designs because the geometrical and electrical specifics do not enter explicitly in the model equations. We were able to present a general analytic solution for the dynamic system state vector that sheds light on the resonance behavior. The scalar product between this state vector and the observation state vector was shown to be the inner current at one electrode. Part of the current is the inner admittance that is determined as a matrix element by the resolvent and the observation state vectors.
This result can be interpreted in terms of an equivalent circuit model.
As an example, we presented the equivalent circuit of a probe with two electrodes. In contrast to the similar equivalent circuit based on the fluid description we showed that the dynamic operator has a continuous spectrum. Therefore, the admittances in the different branches can not be separated in discrete RLC series circuits. Additionally, the continuous spectrum leads to a damping phenomena due to kinetic effects and thus to a broadening of the resonance peaks. This damping has to be taken into account to determine the electron-neutral collision frequency by using the half-width of the resonance peak in a low pressure plasma. By specifying the presented kinetic model for a certain design, e.g. the Multipole Resonance Probe, it will be possible to simultaneously determine the electron density, electron-neutral collision frequency, and electron temperature. We are currently in the process of solving this model.
Appendix A: Linearized free energy balance equations
In this section we show some detailed calculations to the derivation of the linearized free energy balance equation. We enter the linearized total current density in (32) , use the chain rule, and multiply by −1 to find
Utilizing the divergence product rule yields
and with Gauss's theorem follows
∂F ∂ǭ
The distribution function vanishes for |v| → ∞ and (33) is derived.
Appendix B: Boundedness of the collision operator
In this section a detailed calculation to the proof in section VII A is given. During the calculation the triangle and Cauchy-Schwarz inequalities are used.
Appendix C: Properties of the Vlasov operator
In the first part of this section we show the simplification of (61) 
