A disturbance observer (DOB) is a useful control algorithm for systems with uncertain dynamics, such as nonlinearity and time-varying dynamics. The DOB, however, is designed based on a nominal model, and its stability is sensitive to the magnitude of discrepancy between a controlled system and its nominal model. Therefore, to increase the stability margin of the DOB, it requires an accurate model identification, which is often difficult for nonlinear or uncertain systems. In this paper, the parameters of the nominal model are continuously updated by a parameter adaptation algorithm (PAA) to keep the model discrepancy small, such that the DOB is able to show its desired performance without losing stability robustness even in the presence of nonlinearity and/or time-varying dynamics. In the integration of the DOB and the PAA, however, there exists a complicated signal interaction. In this paper, such interaction problem is solved from a practical point of view; signal filtering. The proposed method shows improved performance for an electric motor system, and is verified by experimental results in this paper.
INTRODUCTION
Since the concept of a disturbance observer (DOB) was first introduced in [1] , the DOB has been refined by many control engineers [2] , [3] , [4] , [5] and applied in various applications such as robotic manipulators [6] and hard disc drives [7] . The DOBs estimate a disturbance injected to a system by comparing an output simulated by a nominal model with the measured actual output, and the observed disturbance is fedback into the system for the rejection of the disturbance. Moreover, they also attenuate the discrepancy between the nominal model and the actual system by treating it as an external disturbance. Although the DOB is not a tracking control method that reduces tracking error, it makes the controlled system behaves as its nominal model, which allows model-based control methods to show their ideal performance along with the DOB [8] . For example, zero-phase tracking control [9] was utilized with the DOB for the control of an automotive engine that exhibits a large model uncertainty [10] , and sliding mode control was applied with the DOB in [11] for tracking control of a nonlinear plant.
Given a nominal model, the performance of the DOB and its stability robustness are related to the magnitude of model discrepancy. It is a well-known condition that the Q filter of the DOB should be designed such that its magnitude is small at frequency domains where the magnitude of the model discrepancy is large. To satisfy this condition, however, there is a trade-off between performance and stability robustness, in particular, for systems with large nonlinearity and uncertain dynamics. Therefore, the structure (e.g. the order of a transfer function) and parameters of the nominal model should be selected and identified as accurate as possible, which is often difficult in practice.
Many researchers have sought solutions to obtain the desired performance of the DOB in practice from the viewpoint of the nominal model. Kong et al. proposed an algorithm to adjust the nominal model parameters for improved robustness [12] . A nonlinear nominal model was used in [13] to enhance the stiffness of a robot manipulator. Although the DOB with a nonlinear nominal model, often called a nonlinear DOB, fulfills its performance objectives, the closed-loop dynamics of the DOB becomes nonlinear, and thus it is difficult for linear feedback and feedforward control methods to show the desired performance along with the nonlinear DOB.
When a system exhibits nonlinear dynamics but can be assumed to be piecewise linear, a linear time-varying (LTV) nom-inal model can be used for the nominal model in the DOB. The advantage of the DOB with a LTV nominal model is that the nominal model can still be regarded as a linear system, which make it possible to use linear model-based control algorithms (e.g. ZPETC) along with the DOB. Using such advantage of the DOB, an adaptive scheme outside of the DOB closed loop was used in feedforward compensation for robust control [14] and estimation/tuning of the control gain based on the disturbance error given from the DOB was proposed in [15] . In this paper, an adaptive disturbance observer (ADOB) that adaptively updates the parameters of a LTV nominal model in the DOB and a feedforward controller is proposed for the control of systems with uncertain dynamics and/or nonlinearity. A recursive least squares (RLS) method, one of parameter adaptation algorithms (PAAs), is applied to update the parameters of LTV nominal model. The similar concept is shown in [16] ; the inertias of a two-link robot were identified by a PAA, while the robot was controlled by a 2-DoFs controller with a DOB. In this paper, the ADOB with an arbitrary LTV nominal plant is proposed. The implementation of the ADOB is challenging due to possible interactions between the DOB and the PAA. Both schemes respond to a model discrepancy in different approaches; i.e., the DOB is to cancel the model discrepancy with high-gain control, while the PAA is to update the model parameters. Therefore, it is difficult to integrate both control schemes in one controller. In this paper, such problems are avoided by smoothing adaptation considering the stability of the ADOB. Tracking control experiments with an electric motor system show that the ADOB maintains the tracking performance while the parameters of the motor system change. Figure 1 : Block diagram of a typical motion control system with a disturbance observer and feedforward control Figure 1 shows the block diagram of a typical motion tracking control system with a conventional DOB for a discrete-time single input, single output (SISO) plant, G p (z), where z, u, u * , d, d, y, y d , r, and T s are one step advance operator, a control input, a treated control input by the DOB, an external disturbance, an estimated disturbance, a system output, a desired output, a feedforward signal, and a sampling time respectively. In the block diagram, G −1 n (z) is a filter to estimate the actual input exerted into the controlled plant G p (z) from the output y; thus, the output of G −1 n (z) can be assumed to be u * + d, if G n (z) accurately represents G p (z). Therefore, the disturbance can be estimated by subtracting u * from the output of G −1 n (z). Subsequently, the estimated disturbance is negatively fedback into the control input u for rejection of the actual disturbance. Notice that the Q filter has been introduced in order to avoid anti-casuality problem induced when taking the inverse of G n (z).
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It is in general impossible to represent the whole dynamics of a system by a transfer function, i.e., the nominal model. Therefore, the estimated disturbance by the DOB is subjected to an error due to the modeling uncertainty. Suppose that the actual dynamics of the plant, G p (z), is subjected to a multiplicative model uncertainty, i.e.,
where G n (z) is an unitarily stable function, ∆(z) is a stable transfer function. Notice that the nominal model, G n (z), and its inverse G −1 n (z) are all stable by definition, and the model uncertainty does not introduce instability to the system. It is, however, arguable that many open-loop systems are unstable, which cannot be represented as in (1) . In such cases, a stabilizing controller may be applied to the system, and the stabilized closed-loop system can be regarded as a nominal model for the DOB. Then, the closed-loop transfer function by the DOB is
where U(z) and D(z) are respectively the z-transforms of u(k) and d(k), and
Based on the derived closed-loop transfer functions, the following specifications for the performance of the DOB should be considered in the design of the Q filter.
1. Disturbance rejection : Notice in (3) that if Q(e jωT s ) = 1 + j0, G d (z) becomes zero, which is the desired performance of the DOB. Therefore, the Q filter should be designed such that Q(e jωT s ) is close to 1 + 0 j at frequencies where disturbance exist. Moreover, if Q(e jωT s ) = 1 + 0 j, G u (z) is equal to G n (z), which implies that the DOB rejects the model uncertainty and the system follows the nominal model of the actual plant. 2. Stability Condition: According to the small gain theorem on which the existing robust stability conditions [17] , [18] , [19] are mainly based, a sufficient condition for the stability of the DOB is
This condition indicates that the magnitude of the Q filter has to be small at frequencies where the model uncertainty is large. Since the DOB is not effective if the magnitude of the Q filter is small, the DOB requires a good nominal model that accurately represents the actual dynamics of the controlled system, such that the Q filter can have the maximum bandwidth.
A parameter adaptation algorithm (PAA)
Recall that the DOB-controlled system behaves as a nominal model assumed in the design of the DOB, but the model discrepancy sets a challenge in the design of the Q filter. In nonlinear or time-varying systems, however, it is difficult to obtain a linear nominal model that describes the behavior of the system for the entire time, and thus, a large uncertainty is often unavoidable, which can lead to instability of the DOB. This paper is motivated from the effort to minimize the model discrepancy even in the presence of time-varying dynamics or nonlinearities, such that the DOB can maintain its desired performance for the entire time.
When controlling nonlinear or time-varying systems with a linear nominal model, it is necessary to update the parameters of a nominal model so that the model discrepancy is maintained minimal. A parameter adaptation algorithm(PAA) based on recursive least squares (RLS) is appropriate for this purpose. The PAA updates the model parameters on-line from a regressor vector constructed by the input and output signal sequences. Assuming that the structure of the nominal model is determined, the nominal model G n (z) can be represented as an autoregressivemoving-average (ARMA) model in
where
then, the nominal-based estimated outputŷ(k) at the k-th sequence isŷ
where the estimated model parameter vectorθ ∈ ℜ n+m+1 iŝ
and the known regressor vector is
. . .
The RLS method estimates the unknown model parameters based on the measured and estimated outputs, i.e., y(k) andŷ(k), bŷ
The RLS method can be divided into the following settings by changing the hyper parameters, λ 1 (k) and λ 2 (k), i.e.
1. Typical recursive least squares, if λ 1 (k) = 1 and λ 2 (k) = 1. 2. Least squares method with a forgetting factor, if 0 < λ 1 (k) < 1 and λ 2 (k) = 0. 3. Constant gain method, if λ 1 (k) = 1 and λ 2 (k) = 0.
Note that the forgetting factor, λ 1 (k), prevents the magnitude of F(k) from converging to zero and the RLS method from eventually stopping the parameter update. It should, also, be noted that the constant gain can be applied for preventing F(k) from blowing up when φ(k) is not persistently exciting.
AN ADAPTIVE DISTURBANCE OBSERVER (ADOB) Structure of ADOB
An ADOB is a DOB with a continuously updated nominal model, simultaneously returning the estimated parameters to a controller. Figure. 2 shows the block diagram of the ADOB. Note that washout filters, H(z), are added to input path to the RLS block to make the RLS algorithm insensitive to measurement noise and unexpected disturbance. Also, a lowpass filter, L(z), is introduced to the output path from the RLS block to remove the fast change of the estimated parameters returned from the RLS block.
Therefore, while the nominal model is updated automatically, the design parameters of the ADOB are Q(z), H(z), and L(z). The criteria for the design of these parameters are as follows.
Q(z):
The objective of Q(z) is to reject the effect of the inaccessible disturbance and model discrepancy. In general, it is a lowpass filter such that the action of the DOB is effective in a low frequency domain where the unexpected effect given from the model discrepancy is small. 2. H(z): H(z) is introduced to enhance the reliability of the PAA, i.e., RLS method, in this paper. H(z) is to regulate the disturbance as much as possible to be 0 + 0 j. Since the filtered output to the RLS block is not affected by the disturbance, the RLS method is allowed to find the true parameters.
L(z):
The objective of L(z) is to decrease the rate of parameter adaptation. If the change of the model parameters is large, it may result in an unexpected transient response even if the parameters are converging to the true values. L(z) reduces highly dynamic parametric effects given from continuous parameter update.
The RLS method as the PAA in the ADOB is to update the parameters of G −1 n (z) based on the input and output of a system. The updated G n (z) represents the actual dynamics more accurately, if the PAA is effective. Thus the updated parameters from the PAA can be used for the update of the nominal model in the DOB.
In addition to the performance of the DOB, its stability is an important issue. The closed-loop characteristic equation of the ADOB is the same as that of the DOB explicitly. Through the action of the PAA outside of the closed-loop of the DOB, the model uncertainty ∆(z) is minimized to maintain the stability of the DOB in the ADOB. However, there exists the parameter transient dynamics by the update of the nominal parameters. If L(z) on the output path of the PAA removes high frequency parameter variation, the effect of the parameter adaptation for the stability of the ADOB may be reduced to be ignorable.
In summary, a few problems arise in this method as follows.
1. How to guarantee the stability in the transient of adaptation when the parameters of G n (z) vary too fast, and 2. How to deal with the input and output of the PAA affected by external disturbances and noises. As explained, the PAA assumed that U(Z) = G −1 n (z)Y (z) and does not consider noise in the adaptation process. Therefore, it is difficult to guarantee that the PAA identifies the true parameters of the system properly in the presence of noise. Moreover, 3. there may be an interaction between the DOB and the PAA.
H(z): a washout filter for the PAA
Recall the output, y, is resulted from a disturbance, d, as well as a treated control input u * . Assuming that the disturbance is additive to the treated control input, the output is
The disturbance is unavoidable and it can be evaluated as the limitation of the PAA. To prevent the disturbance from deteriorating the reliability of the PAA, a washout filter H(z) is applied to the both side of (14) . The filtered ones are obtained as
If any information on the disturbance can be obtained in the frequency domain, H(z) can be designed such that the term (15) is small. For example, if the disturbance is concentrated at high frequency domain, H(z) can be designed such that G p (z)H(z)D(z) is small. Conversely, if the disturbance has significantly low frequency components such as a DC input, H(z) should be designed as a high pass filter. Based on the assumption that the disturbance does not influence the filtered output for the PAA, the RLS method is allowed to find the true parameters even in the presence of the disturbance. Namely, the objective of H(z) is to enhance the reliability of the PAA. In general, however, it is difficult to obtain information on the disturbance. Therefore, H(z) provides an additional degree of freedom to deal with the stability of the ADOB, its design is not straightforward unless information on the disturbance is known.
L(z): a lowpass filter for the parameters estimated by the PAA
The stability condition of the ADOB follows the same condition for the DOB when the convergence rate of the parameter updated by the PAA is fast enough compared to the change of the real parameters, i.e., if ∆(k + 1) ≤ ∆(k) is guaranteed, the stability of the ADOB is not able to deteriorate. In addition, the model discrepancy that deteriorates the stability of the ADOB loop includes not only the model mismatch between G p (z) and G n (z) but also dynamics of the rapidly changed model parameters. For example, G n (z) at the (k + 1)-th sequence memorizes the input and output resulted from G n (z) at the (k)-th sequence. If the change of the model parameters is large, it may result in an expected transient response even if the parameters are converging to their true values.
One way to decrease the rate of a parameter adaptation is the addition of a lowpass filter, L(z), to the updated parameters, i.e. the output of the PAA as shown on Fig.2 . Then, L(z) reduces the fast change of the nominal parameters by the PAA while passing on the slow change. In other words, L(z) induces the same effect as the introduction of the variable parameter irrelevant to the stability of the PAA and minimizes the transient dynamics of the parameters to prevent the change of the parameters from increasing, deteriorating the performance and spoiling the stability of the ADOB.
Feedback and Feedforward control with the ADOB
In addition to the ADOB, a feedback controller is necessary to reduce a tracking error for trajectory-following control setting. The block diagram of overall control algorithm is that includes a feedforward F(z, k) and feedback controller C(z) shown in Fig.3 . The feedback controller for a electric motor can be designed Subsequently, a feedforward controller F(z, k) is designed based on G n (z, k) constructed by the estimated parameter vectorθ(k), in order to reduce the delay because the construction of the feedforward controller can be free from an anti-causality problem. The desired output sequence should be determined for the feedforward action. Then, the feedforward controller can be designed for the motion-tracking control such that its transfer function is (16) In this case, as long as the change of the parameters in F(z, k) and G n (z, k) is slow enough, the output can be obtained to be the same as the desired output y d (k). Note that a feedforward controller includes G n (z, k) updated by the PAA in the ADOB, the feedforward controller is connected in series to the designed closed-loop ADOB and the PID combination while G n (z, k) in the feedforward controller is updated together with the nominal model in the ADOB.
EXPERIMENTAL RESULTS
Experimental setup
The proposed method was verified by experimental results with a three-link robot arm shown in Fig.4 arm is driven by an 400W AC motor. The joints and motors are connected by a belt. The belt introduces nonlinearity such as its friction and backlash while the motor has inherent nonlinearity in the current-torque relationship. Such nonlinearities are to be rejected by the DOB in the experiment.
Moreover, the multi-link robots are in general time-varying systems, because the moment of inertia D(q), Coriolis C(q,q) and gravity G(q) effects are dependent on its motionq and posture q as shown in
Where J(q) is the Jacobian and F ext is an external force. Therefore, a change of states for each joint affects the system parameters of a nominal model as well, if an effective PAA updates a nominal model along with motion of the robot arm. In addition, when the three joints are in motions simultaneously, the change of the system parameters become more drastic due to the coupled dynamics such that D(q), C(q,q) and G(q) are not diagonal matrices in general. Also, the AC motors are regarded as time-varying systems with respect to the whole life cycle due to mechanical wearing, its environment (e.g. room temperature), and decrease of the magnetization of magnets in the motor. Accordingly, when the motor is under a long-term operation, the change of the system parameters is unavoidable. In this paper, a more conservative setting was assumed; Fig.5 shows a reference (e) 80~100 sec.
Distal joint axis
Middle joint axis
Proximal joint axis Figure 5 : Reference trajectories for three joints of the robot arm trajectory of joint angles. When all of the three joints were operated to follow the reference trajectories, the behaviors of the three-link robot arm were changed as drawn. In experiment, the initial angle of each joint was defined as the forward outstretched state in (a) of Fig.5 . The overall robot control system is linear time-varying (LTV) and the objective of the controller with the ADOB is to make this LTV robot arm system follow the reference trajectory as pre-defined.
Design of controller
To apply the ADOB to the robot arm, the feasible linear structure of the each joint was assumed as shown in
From the feasible linear structure of the each joint, the initial nominal model can be obtained as
The initial nominal model was obtained by frequency domain analysis method. This model identification method is a process to identify the model parameters of a plant based on the input and output signals obtained from the pre-experiment.
In order to verify the performance of the ADOB, the measured tracking trajectory with the ADOB was compared with one with the DOB. First, a controller with the DOB was implemented on the robot arm to make it track the reference trajectory. Then, after adding the PAA to the DOB as proposed, the tracking performance with the ADOB was evaluated through comparison with the performance with the DOB.
Recall that the Q(z) should be designed prior to the design and the implementation of the DOB. In this experiment, the Q(z) was chosen to be
which corresponds to a lowpass filter with the cutoff frequency of 70 Hz. The bandwidth of the Q(z) is much larger than frequencies of the desired path, i.e., the operational range of the DOB includes the designed desired trajectories. The DOB with (20) is verified to satisfy the stability condition through preliminary test on the LTI robot arm system, which is modeled as an initial nominal model. Subsequently, the gains of the PID is selected based on the initial nominal model with consideration of gain margin and phase margin. The matched pole-zero method was used to obtain the discrete PID controller as
The feedforward controller is automatically determined by (16) . Hereby, the model-based controller design with the DOB is competed and also the tracking performance was tested on the LTI robot arm system which is modeled as G n0 (z). Fig.6 shows tracking error e DOB at each robot arm joint while following the pre-determined trajectories.
PAA in the ADOB
In order to design the ADOB, the PAA with the L(z) and H(z) are simply added to the designed DOB. L(z) reduces the fast change of the nominal model parameters by the PAA while passing on the slow change. Therefore, L(z) is set as
Recall that the links and the motors are connected by a belt, and the belt introduces large nonlinearity due to its friction and backlash. Therefore, the information about disturbance to the robot system on the present setup has low frequency components, then, the H(z) is set as Fig.7 shows the experimental result of the time-varying model parameter estimated by the RLS based on the structure of the nominal model. As shown, the model parameters were changed for the entire time. When the posture configuration of the three-link robot arm was largely changed at 20 sec., 40 sec., 60 sec, and 80 sec., the model parameters updated by the PAA showed distinct converging trend lines. L(z) affected to the change rate of the nominal parameters updated by the PAA, and the adaptation was conducted slowly.
Tracking error with the ADOB
The tracking error e ADOB as a performance index of the ADOB is shown in Fig.8 . Although the trend of Fig.8 is similar to the tacking error with the DOB shown in Fig.6 , the quantity of e DOB is larger than the quantity of e ADOB . In order to compare both quantities , the 2-norm of e DOB and e ADOB is shown in Table. 1. e ADOB 2 of each joints of the robot arm was smaller than e DOB 2 of each joint; in particular the proximal joint shows significant discrepancy. When the shape of the three-link robot 
DISCUSSIONS AND CONCLUSIONS
Recall that H(z) and L(z) were designed considering the information on the disturbance and characteristics of the controlled system. In practice, however, it is difficult to obtain this information required for the design of H(z) and L(z). In this paper, since the theory on the design of the H(z) and L(z) is not proposed, the performance of the ADOB was verified by the experimental result through setting of H(z) and L(z) in the ADOB by trial and error, which is the limitation of the proposed tracking control with the ADOB.
In this paper, the ADOB for motion control for an LTV electric motor is proposed with the experiment. The PAA is introduced to the closed-loop of the conventional DOB with a few treatments such as the addition of the H(z) and the L(z). The proposed method should be designed with consideration of two major problems: 1) the effectiveness of the PAA and 2) handling the transient dynamics of the updated parameters. Therefore, characteristics of the plant such as its disturbance and LTV behavior should be understood for the application of the ADOB. The design of the ADOB based on the better understanding enables the Q(z) to have the large bandwidth and increases the adaptation speed. The path tracking performance of the proposed method was verified by the experiments where the ADOB maintained the performance while the DOB lost the stability in the operating time.
The ADOB can be applied to various applications. For example, it has the potential use for the automotive engine and the robot manipulator. Generally, it is difficult to obtain the exact nominal model of the time varying automotive engine and robot manipulators. If the model based control method is used for them, model uncertainties must exist. The ADOB is expected to handle these uncertainties and also show performances such as robustness and small tracking errors from the uncertainties as already shown through the experiment on the electric motor.
In the design of motion control algorithms, model-based approach is expected to show better performance than PID controllers if the model accurately represents the actual plant. However, a large amount of effort is put into obtaining an accurate model. Therefore, model-based design has been often accompanied with application of robust control techniques that reduce the effect of model uncertainty like the DOB. As the conducted experiments showed, there is definitely the limitation of model uncertainty the robust control is capable of handling and the barrier can be broken with the addition of the adaptive control. Conversely, the adaptive control should be vulnerable to exogenous disturbance and sensor noise, which might spoil the performance and the stability of the control system. Therefore, a robust control can also complement the vulnerability of the adaptive control. The proposed ADOB shows the performance through the experiment as a complimentary combination of both control philosophies for better model-based control.
