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Zusammenfassung
Auf große Störungen während des Laufens zu reagieren, ist sowohl für Menschen als auch für hu-
manoide Roboter essentiell, um nicht hinzufallen. Jeden Tag verletzen sich Millionen von Menschen
in Folge von Stürzen. Dies ist nicht nur für die Betroffenen, sondern auch für die Gesellschaft ein
großes Problem, da es die Gesundheitssysteme jährlich Milliarden Euro kostet. In dieser Arbeit wird
eine Kombination aus Optimierung, Mensch-Modellen und aufgezeichneten gestörten Laufbewegungen
verwendet, um besser zu verstehen, wie Menschen Störungen während des Laufens wahrnehmen.
Das Ziel dieser Arbeit ist, Grundprinzipien zu bestimmen, die den menschlichen Bewegungen
zur Sturzvermeidung zu Grunde liegen. Der Mensch wird durch starre Segmente, die mit Gelenken
miteinander verbunden sind, modelliert. Dies resultiert in einem unteraktuierten Mehrkörpersystem.
Das Modell des Menschen wird in ein mehrphasiges Optimalsteuerungsproblem einbezogen, um die
menschlichen Bewegungen zur Sturzvermeidung rekonstruieren und generieren zu können. Die Dy-
namik des Menschen wird dabei über den gesamten Zeitraum berücksichtigt. Auf Grund der starken
Nichtlinearität wird das Optimierungsproblem mit einer auf Mehrfachschießen basierenden Methode
gelöst.
Mit Hilfe der Kombination von Optimierung und Modellierung werden dynamisch konsistente Be-
wegungen für das Modell generiert, welche sehr nah an den experimentell erzeugten Daten sind. Die
Gelenkwinkel und die Momente in den Gelenken des Menschmodells, welches durch die Ableitungen
der Momente in den Gelenken gesteuert wird, werden für gestörte und ungestörte Bewegungen von
zwei Probanden verglichen. Die Ergebnisse unterstützen die Annahme, dass umso stärker die Störung
ist und umso höher die Störung am Rücken angebracht wird, desto höher sind die Momente, die für die
Auffangbewegungen nötig sind. Wir zeigen außerdem, dass optimal gewählte Feder-Dämpfer-Elemente
in den Gelenken die aktiven Momente in den Gelenken deutlich verringern. Außerdem untersuchen
wir Zustände, die am meisten durch eine Störung betroffen sind und einen Hinweis auf eine Störung
geben können. Die Reaktionszeiten von Beginn der Störung bis zu einer erkennbaren Änderung der
Modellzustände werden untersucht.
Um ein besseres Verständnis menschlicher Sturzvermeidungsbewegungen zu erlangen, verfolgen
wir außerdem die Methode der Bewegungserzeugung. Eine Steuerungsmethode wird in Form einer
bestimmten Zielfunktion formuliert. Mit einer Periodizitätsformulierung in Kombination mit der Mini-
mierung des Aufwandes konnten menschenähnliche Bewegungen erzeugt werden. Auf der Grundlage
dieser Methode wird der Einfluss der Störungsstärke analysiert. Für ein Set unterschiedlicher Zielfuntio-
nen werden gestörte Laufbewegungen generiert und mit Referenzdaten verglichen. Diese Untersuchun-
gen zielen darauf ab, eine Zielfunktion als gewichtete Linearkombination der verschiedenen Kriterien
in ein Inverses Optimalsteuerungsproblem zu integrieren und optimale Zielfunktionen zu generieren,
welche zu menschenähnlichen Bewegungen führen. Diese Zielfunktion können dann auch verwendet
werden, um Auffangbewegungen für z.B. humanoide Roboter oder Exoskelette zu berechnen.
Die Kombination aus Modellierung, Optimierung und Referenzdaten wird außerdem an zwei kom-
binierten Mensch-Exoskelett-Modellen angewendet, was zur Verbesserung dieser Unterstützungstech-
nologien führt. Die Verwendung ermöglicht uns die Gelenke in den Momenten zu berechnen, die
ein Exoskelett für die Auffangbewegungen benötigt. Da die berechneten Momente relativ hoch sind,
formulieren wir ein kombiniertes Mensch-Exoskelett-Modell mit passiven Feder-Dämpfer-Elementen,
welche parallel zu den aktiven Momenten in den Gelenken wirken. Diese Formulierung führt zu einer
deutlichen Verringerung der benötigten aktiven Momente in den Gelenken für die Auffangbewegun-
gen. Eine solche Verringerung kann Energieeinsparungen oder das Abfangen stärkerer Störungen bei
gleichem Kraftaufwand durch das Exoskelett ermöglichen.
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Abstract
The ability to cope with large perturbations is essential to avoid falling for humans as well as for hu-
manoid robots. Every day millions of people are affected by injuries due to falling. This is a huge
problem not only for the individuum but also for the society as it costs the health care systems billions
of euros. Also in the field of humanoid robots fall avoidance is very important as it protects robots
against breakage.
In this thesis, the problem of fall avoidance is addressed using a combination of optimization,
human-modeling and recorded push recovery motions. The aim is to identify the principles that lead
to human-like push recovery motions. The human is modeled by rigid segments combined by joints
leading to an underactuated multi-body representation. These models are included in multiple-stage
optimal control problems to reconstruct and sythesize human push recovery motions considering the
dynamics of a human over the whole time horizon. Due to the high nonlinearity, the optimization prob-
lem is solved based on a direct multiple shooting method.
To analyze the human push recovery motions, dynamically-consistent motions for the model that
closely track experimental data are produced. The joint angles and joint torques for the human model
controlled by joint torque derivatives are compared for perturbed and unperturbed motions from two
subjects. The results verify the assumption that the heavier the perturbation is and the higher it is applied
at the upper body, the larger are the resulting joint torques. We show that including optimally chosen
spring-damper elements in the joints can reduce the active joint torques significantly. We further exploit
our motion reconstruction approach to determine the states that are most affected during a perturbation.
Relevant parameters such as the orientation and position of the head and body, joint angles and torques
of the perturbed motions are analyzed for deviations to the unperturbed motions at the point in time
when the push occurs. Identifying the point in time when the model states of the perturbed motions
differ from the unperturbed motions, the reaction times are determined.
To better understand human push recovery motions, we also investigate in a motion sythesis ap-
proach. This approach enables a control hypothesis, in the form of a specific objective function, to
be formed. The minimization of effort combined with a periodicity formulation results in human-like
motions and the influence of the push strength is analyzed. Formulating the objective function as a
weighted linear combination of possible optimality criteria provides the possibility to analyze different
optimality criteria and their resulting motion. The difficulty is, that for a given motion, it is not known,
which criteria lead to that specific motion. In this thesis, the results for different basal objective func-
tions are analyzed. These studies prepare to determine the optimal weights of the criteria by including
the presented motion generation formulation in an inverse optimal control problem. Having analyzed
general weights that lead to a good approximation of the human recovery motions, the resulting ob-
jective function can be used to generate push recovery motions also for humanoid robots or assistive
devices such as exoskeletons.
To show another application in the improvement of technical assistive devices, we include two com-
bined human exoskeleton models of different weights in our calculations. This allows us to analyze the
joint torques for these models including the exoskeletons and compare the results to a human model. As
the resulting joint torques are quite large, we also formulate combined human exoskeleton models with
passive spring-damper elements that act in parallel to the active torques. This compliant formulation
leads to a significant reduction of the active joint torque needed for the recovery motion. The reduction
of the active joint torques allows the reduction of energy needed for the recovery motion or can enable
the recovery from stronger perturbations.
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Introduction
The real world is full of obstacles, uneven floors, and unpredictable pushes from fellow humans. When
observing toddlers as they learn how to move, the challenge of balancing and recovering from perturba-
tion becomes clear immediately. Learning how to walk, young children fall very often, but they suffer
very seldom from serious injury. Growing older, falling becomes less frequent, but if they fall their
injuries are more serious and their recovery is slower [116]. For the elderly, the frequency of falling
increases again and often the injuries even cause death [97, 184]. Falling is a huge problem not only for
the individuals but also a cost factor for society [2, 157].
One way to remain independent is to rely on technical devices such as prostheses or exoskeletons
[22]. The problem of enabling these assistive devices to react to perturbations and prevent humans from
falling is a future leading field of research which is closely linked to robotics. Also for robots, especially
humanoids, it is still a huge challenge to recover even from small perturbation [63].
This thesis aims to provide a better understanding of human push recovery motions to enhance fall
avoidance abilities. Identifying rules on how humans manage to recover from perturbation can also
be applied to the development and improvement of exoskeletons and also humanoid robots. Many
researchers investigated in the analysis of perturbation during standing based on experimental records
[5, 11, 55, 69, 83, 193] or to balance small disturbances due to body sway [64, 189]. The investigations
on heavily perturbed walking motions that require recovery motions as regarded in this work are often
based on experimental measurements [42, 61, 114] or video analysis [154].
In this work, the focus lies on the analysis of human push recovery motions based on recordings from
experiments and full-body human models combined with optimization algorithms. The perturbations are
applied during straight walking on even ground. We regard pushes from the back which vary in push
strength and the height of the point at the spine where the push is applied (push point) as well as in
the timing of the push during the gait cycle. To analyze these complex motions, we use model-based
nonlinear optimal control methods. The analysis is mainly motivated by the following questions:
• How does a human sense a perturbation?
• How do the motions of perturbed and unperturbed walking compare?
• How does a human recover from perturbation?
• How can compliant actuators support the human push recovery motion?
• What capabilities would an exoskeleton have to have to enhance human push recovery abilities?
1
Introduction
Scope of this Thesis
This thesis is dedicated to analyze push recovery motions during human walking. Human walking
is a complex and well-coordinated interaction between body segments. To this end, rigid multi-body
dynamics models and optimal control strategies are combined with reference data for motion capture
experiments. In the following, an overview of the investigated approaches is given.
For our analysis we set-up rigid multi-body dynamics models that can cope with strong perturbations
during walking motions. The models are implemented in the rigid multi-body dynamics library RBDL
[40]. To keep the effort manageable, we only regard two-dimensional models. As we concentrate
our investigations on perturbations from the back in walking direction (sagittal plane) during straight
walking on even ground, a two-dimensional model is sufficient to represent the regarded motions well.
We record human push recovery motions during walking using a Vicon camera system and the applied
push force and push direction using a force sensor from OptoForce in the motion capture lap from CIN
in Tübingen. Modeling the perturbation as an external force allows the analysis of heavily perturbed
motions. To be able to include the recorded motion capture data in our calculations, we convert them to
the model using the master motor map (MMM) from KIT [176].
To address the first two questions of comparing perturbed and unperturbed motions and analyzing
how a human senses a perturbation, we follow a motion reconstruction approach. To this end, the
dynamics of the model are included as constraints in a multiple-stage optimal control problem. An
objective function is formulated that minimizes the distance from model states to joint angles from re-
ference data in a least-squares sense. The resulting highly non-linear multiple-phase optimal control
problem is solved using the direct multiple-shooting method implemented in MUSCOD-II [12]. From
the reconstructed model motion, data can be established, that are not or not easily measurable by exper-
iments, e.g. the internal joint torques, angular momentum, ground reaction forces, etc. These variables
are compared for the different perturbations and motions without perturbation.
The next question to be answered is how humans recover from strong perturbations during walking.
To this end, a motion synthesis approach is formulated. A first guess of an objective function is given that
already results in human-like recovery motions during walking. However, the objective function for the
gait synthesis formulation is not known beforehand. One way of identifying a human-like cost function
is to formulate the cost function as a weighted linear combination of optimality criteria. To determine
the weights of the objective function which results in a motion as close as possible to reference data, the
optimal control problem in the motion synthesis formulation can be included as an inner problem in an
inverse optimal control problem. Then in the outer problem, the difference between the model data to
the reference data is minimized by using an objective function similar to the one of the reconstruction
formulation. To prepare for the inverse optimal control method, we investigate in step synthesis with a
set of basal objective functions and analyze the resulting motions on similarity to reference data.
We use the reconstruction formulation to investigate the question of how a compliant formulation
can support push recovery motions from perturbations during straight human walking motions on even
ground. We do not investigate in muscle controls as in the human but we analyze how optimally cho-
sen spring-damper systems in the joints influence the active joint torques. Assistive devices such as
exoskeletons typically lack these compliant properties that a human has.
To analyze what capabilities would exoskeletons have to have to enhance human balance recovery,
we include combined human-exoskeleton models in our motion reconstruction formulation. First, we
concentrate on the analysis of joint torques the exoskeleton has to provide. In a second study, we analyze
how to choose the optimal parameters for compliant actuators in exoskeletons.
2
Introduction
Contributions of the Thesis
This thesis has several contributions each relating to the dynamics and control of balance recovery
during walking. The main contributions of this thesis can be classified to the following fields:
Database of Push Recovery Motions during Walking
The first contribution is an experimental measurement and analysis of the movements and forces during
balance recovery. The motions cover normal human steps, perturbed human steps and the steps after the
perturbation. The walking motions are perturbed by pushes from the back. Pushes of different strengths
are applied at three different heights at the spine. The motion is recorded using a motion capture camera
system from Vicon. The perturbation is recorded using a force sensor from OptoForce. The data include
recordings of two subjects. Analyzing this data, we found that all motions including a perturbation are
faster than the motions without perturbation. We have made the data collected during the experiments
publicly available in the Koroibot Database1 so that others can build on this work.
Human Multi-Body Dynamics Model for Push Recovery Motions during Walking
The high complexity of the human body makes it difficult to analyze human motions. The human body
has many degrees of freedom that allow relative motions of all segments of the body, and the system
is highly redundant for performing many motion tasks. It is modeled as a dynamic multi-body system
with rigid segments, which is driven by internal joint torques at all internal degrees of freedom, resulting
overall in an underactuated system. The perturbation is modeled as an applied force that is a conti-
nuous function of time. This novel formulation allows for the analysis of heavily perturbed motions.
Formulating a walking motion with or without a push for such a system results in a hybrid dynamics
problem, i.e. it contains multiple continuous motion phases with different equations of motions as well
as instantaneous phases describing discontinuities, e.g. in the velocities at the impact of a foot on the
ground.
Optimization-Based Synthesis of Perturbed Human Walking Motions
The motion synthesis studies are based on the general assumption that human motions, as many pro-
cesses in nature, are always optimal or close to optimal in some sense [8]. We, therefore, approach the
problem of generating push recovery motions utilizing mathematical optimization, or, more specifically,
optimal control. As a human model, we use the two dimensional rigid multi-body model for push re-
covery motions described by differential equations of motions including the perturbation as an external
force. The dynamics of the physical model are considered as underlying constraints of a multiple-stage
optimal control problem. As a first assumption, we formulate an objective function, minimizing the
effort while beeing as periodic as possible. For the first time, a heavily perturbed walking motion is
generated using the presented full-body human model. It can be shown that motions with stronger per-
turbations are less periodic. Furthermore, the joint torque of the right ankle increases the stronger the
perturbation.
Investigating in the perturbed motions generated by basal objective functions with forces from re-
ference data, it can be shown, that the minimization of the derivative of the right ankle torque and the
minimization of the end-time lead to motions less similar to the reference motion than the minimization
of other joint torque derivatives. Our investigations indicate that a general objective function (e.g. calcu-
lated by including the investigated optimal control problem in an inverse optimal control formulation) to
generate unperturbed human gait differs from the objective function to generate the recovery step from
perturbations during walking.
1https://koroibot-motion-database.humanoids.kit.edu/
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Optimization-Based Reconstruction of Perturbed Human Walking Motions
Motion reconstruction approaches are formulated that enables to analyze variables and parameters of
heavily perturbed and unperturbed walking motions from the database in humans.
• General Analysis of Human Push Recovery Walking Motions
We also use a combination of optimization and modeling to analyze which states are most affected
during the perturbed human walking motions from our database. To gain these physical quantities,
we use the same human model as for the motion generation studies. Other than for the motion
generation approach a least-squares optimal control problem (OCP) is formulated to fit this model
to the recorded perturbed human walking motions from the database introduced above. The results
show, the kinetic energy is larger, the higher the push point is located at the spine and that the
higher the perturbation is located at the spine and the stronger the perturbation, the larger are the
joint torques needed to recover from the perturbation.
• Analysis of Indicators to Sense a Perturbation
We further exploit the motion reconstruction approach to identify principles that are most relevant
to sense a perturbation. The results of this work indicate that torques in the stance shoulder and
the orientation of the head are the most important physical quantities in order to both sense and
reject a perturbation. Another important factor is the position of the head towards the body. The
results suggest that the chest is not an optimal position to place a balance sensor because not all
perturbations can be sensed at this point. The mean reaction time of all considered motions is only
a bit longer than the reaction time to simple tasks with only one sensory system stimulated. This
result indicates that the human brain is very fast in processing information about perturbation and
making a decision on how to react.
• Analysis of Influence of Compliance in Human Push Recovery Motions
To analyze the influence of compliant actuators, the human model is reformulated with active
and passive control elements. In this novel compliant formulation, spring-damper elements act
in parallel to the active joint torques. Optimally chosen parameters for these compliant actuators
result in a significant reduction of the active joint torques needed during the recovery motions.
Design Optimization of Exoskeletons to Support Human Push Recovery Motions
We follow a novel integrated design approach, where whole-body optimal control is used to simulta-
neously simulate a person and the exoskeleton worn by the person.
• Analysis of Joint Torques an Exoskeleton Has to Provide
In the first study, it is determined how large the total joint torques during the recovery motions
have to be for humans only and humans with different exoskeletons, and how they change with
different push locations and push magnitudes. This work follows the optimization-based recon-
struction approach in which a combined model of a person and an exoskeleton is fitted to data
of perturbed and unperturbed walking on level ground. It serves to determine the required joint
torques as well as torque-angle relationships and structural loads for different combinations of
body and exoskeleton masses. The joint torques increase not only for heavier exoskeletons but
also for increasing strength of perturbation. Since the resulting torques an exoskeleton has to
provide to recover from perturbations are quite high, a second study is investigated how the active
joint torques can be supported by appropriately chosen parallel passive spring-damper elements.
• Analysis of the Influence of Compliant Acutators
In a second study, we include parameterized spring-damper elements in parallel to all active
torques in the exoskeleton joints. The spring-damper constants that lead to the best possible
support of the active torques are determined by the optimization process. The results of this novel
approach show a significant reduction in active joint torques due to the passive elements. This
leads on the one hand to the possibility of higher total joint torques to allow more extensive push
recovery motions, and on the other hand, it reduces the active torques and removes joint torque
peaks which results in saving energy and might lead to more lightweight exoskeletons.
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Thesis Overview
This thesis is organized into ten chapters, the first four focus on the experimental and mathematical back-
ground required to address the five research questions. In Chapter 1 an introduction to push recovery
motions is given. After the presentation summary on human push recovery motions and the methods,
an introduction to senses is given. The sensory systems most relevant for the detection of perturbation
during human walking motions are described briefly. An overview of the reaction times for the sensory
systems is given. The theory of sensory reweighting, which allows the influence of multiple sensors in
an action, is characterized. Finally, postural reflexes relevant in the scope of push recovery motions are
presented very briefly.
The following Chapter 2 deals with the recording of reference data using a motion capture system
as well as the experimental setup including the equipment. The conversion of the recorded data to
the reference data for a human rigid multi-body model is described. Two data sets of perturbed and
unperturbed motions used for our simulations are presented. The main characteristics of the motions are
analyzed.
In Chapter 3 the physical human model used for our simulations is introduced. After a short
overview of rigid multi-body dynamics modeling, a description of the modeling of human gait as a
hybrid dynamics problem consisting of multiple stages is given. Various possibilities of how to imple-
ment the perturbation are presented.
Chapter 4 covers the theory of optimal control problems for human gait analysis and their solutions.
The modeling of human gait including perturbation results in a large-scale multiple stage optimal control
problem. To solve this problem, a direct multiple shooting method is used, including a condensed
sequential quadratic program algorithm.
In Chapters 5-8 the results of perturbed human walking motion analysis using the methods from
the previous chapters are presented. Chapter 5 deals with the reconstruction of the reference data from
experiments to the human model. The joint angles, joint torques and other model parameters that can
be derived from the model are compared for perturbed and unperturbed motions from the two datasets.
In Chapter 6 principles that are used to sense a perturbation during human walking motions and the
reaction times to the perturbations are identified. In the following Chapter 7 a method to generate
human push recovery motions with a fixed initial position and objective function is presented and the
resulting motions are analyzed. We also investigate which basal objective function leads to the most
human-like motion to prepare for inclusion in inverse optimal control. Furthermore, the influence of
compliance to the internal joint torques during push recovery motions is analyzed using a human model
with compliant joints in Chapter 8.
The analysis of lower-limb human-exoskeleton models is presented in Chapter 9. First, a torque
analysis for two different exoskeletons (differing mainly in weight) is given. In a second study, the
influence of compliant actuators in the lower-limb exoskeleton is analyzed.
In Chapter 10 the results are summarized and possible extensions, as well as applications of the
presented work, are presented.
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Chapter 1
Perturbation of Human Motion
Unperturbed human motion barely exists in real life. In daily life, a human being has to adapt his
motion to the environment every second. The challenge in keeping the body in balance becomes clear if
we observe toddlers when they learn how to control their motions. To balance only small perturbations is
a demanding task. Strong perturbations usually result in falls. Growing up, we learn to pay attention to
the ground, we walk on and learn how to prepare for the uneven pavement to avoid falling. And even for
unforeseen perturbations, we learn how to capture. Usually, the push recovery process is subconscious,
it is based on reflexes triggered by senses.
In this chapter, first, an overview to push recovery motions and methods is given. Then postural
control based on senses is described briefly. The main sensory systems relevant for the detection of push
perturbations relevant in the scope of this thesis are presented and the theory of sensory reweighting to
rate the relevant sensory systems is introduced. Finally, a brief outline of some postural reflexes relevant
for our investigations is given.
1.1 Push Recovery During Posture and Walking Motion
In this work, the focus lies on the analysis of strongly perturbed walking motions. During walking,
humans have to adapt to many kinds of perturbations. It can be, that the ground is uneven, that there are
obstacles humans have to avoid or that the human is pushed. We investigate perturbed straight walking
on even ground. To be even more precise, one step during which a push from the back is applied to
a human is considered. To capture from a perturbation during gait the following recovery motions are
expected. On one hand, the goal of the recovery motion can be to come back to the previous motion,
which means, in this case, to remain walking. On the other hand, the goal can be not to fall and for
example, end in a stable static posture.
Searching for the analysis of push recovery motions, often pushes from standing position are ana-
lyzed. In some studies the step length of the capture motion is taken into account [11, 69, 193]. Intensive
studies are done on postural control of humans in [64]. In [65] the same author investigates in the ana-
lysis of neural control of balance to prevent falls. The influence of senses to posture and push recovery
control is described in detail in the next Section 1.3. Most of the studies are based on experimental
measurements. In [83] they provided a recovery strategy selection based on the detection of the begin-
ning, direction, and intensity of pushes from the standing position with and without taking a step. An
interesting question is if the step length varies for perturbed steps compared to the unperturbed motion.
Some researchers investigate in the analysis of the effect of perturbations during walking motions.
Lee et al. present in [102] the results of their studies on push recovery stability of biped locomotion.
The results of their studies including experimental data of 30 healthy probands and a simulated biped
show that the stride length, the walking speed as well as the crouching ankle influence the capability
of recovering from a push. The reaction on perturbation during walking motion based on experimental
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measurements is investigated in [42, 61, 114]. Many age-related studies on the frequency and severity
of falls have been made e.g. in [70, 97, 116, 163, 184]. In [3] a full-body human model that can handle
pushes from any direction during walking motions is presented. Oliveira suggests in [130] a modular
organization of muscular activation during recovery of balance during gait.
Gaining a fundamental understanding of the mechanisms of push recovery is important in the field
of humanoid robotics because it prevents from falling and breakage of a robot [106]. Robots cannot
react to perturbations without being given explicit strategies on how to detect, classify and compensate
disturbances. Most of the approaches to push recovery in robotics are based on mimicking human
behavior, building the bridge between biomechanics and robotics. To this end often robots are equipped
with sensors similar to the human senses [65]. Humans mainly use three senses to control their posture:
vision, the vestibular system and the somatosensory system (proprioception), described in detail in the
next Section 1.3. To gain information for a robot, as the somatosensory system provides in a human
(mainly joint positions as well as muscle activity) [190], force sensors can be installed, furthermore, the
motion itself such as joint angles or acceleration of body parts has to be captured. The vestibular system
of the inner ears is typically imitated using one or more gyroscopes and accelerometers to measure
the postural angular velocity (semi-circular canals) and linear acceleration (otoliths organs) [174]. The
easiest way to imitate vision is to install a camera. Still, the information the camera provides has to be
processed to gain useful data such as the optic flow [90]. Often the information of more than one system
is combined following the method of sensory reweighting [90, 108, 174], described in detail in Section
1.3.3.
1.2 Push Recovery Methods
Push recovery and push sensing have been a very active field of research in recent years, in particular
in the robotics and biomechanics community. Most of the push recovery methods in the literature are
motivated by human behavior. A common approach to gain a better understanding of human motion is
the analysis of joint torques. The determination of joint torques is essential for the analysis of human
walking and push recovery motions. Vaughan even talks of joint torque as the ’Holy Grail’ of human gait
analysis in [181]. He provides a summary of data collected over five years, concluding the advantages
and disadvantages of the joint torque approach. The problem in analyzing human motions is that in
a human body many more muscle activators are controlled than independent equations defining the
system. To overcome this problem all muscle, bone and ligament forces are summarized to a single
resulting joint force and torque. The joint torques can then be estimated using an inverse dynamics
approach as presented in this work. In [118] and [161] the joint torques during human-running motions
are analyzed based on this approach. Wit and Czaplicki determine the joint muscle torques during
walking motions using a mathematical modeling method based on artificial neural networks in [192].
In other studies, the joint muscle torque is measured by sensor systems [72]. In [178], Tu and Lee
use a two-link manipulator approach to calculate the joint torque during walking on various grounds.
Accelerometers are installed on human limbs to measure joint angles. Based on dynamics equations,
joint torques and energies are estimated. As their approach is very sensitive to the parameters used
such as link length and weight, which are hard to measure, their contribution is rather the comparison
between different grounds.
Since for the implementation of a method on a robot, the focus often is on short computation times,
many studies are performed on simplified models of walking. A common model is the linear inverted
pendulum (LIP) which is a very simplified representation of human and robot walking. Kajita presents
a 3D formulation of the LIP in [80]. The use of a LIP model to analyze when and where to take a step
during human walking is widely spread [134, 171, 173, 174]. In [53] it is used for the prediction when
a robot is going to fall. Some researchers extend the LIP formulation for their use [148]. A LIP based
formulation of human motion is good if a fast computation is needed, but for specific motion analysis,
it is not very accurate. Therefore in this work, we investigate in a full-body model of a human for our
analysis. Nevertheless, it is important to mention the LIP model as most of the control strategies are
based on these kinds of simplified models.
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Many of the control strategies for push recovery motions in robots are based on or can be categorized
in a hierarchy of capture strategies suggested in [171, 190] The strategies are categorized into three
levels:
1. Movement of the ankles to apply torque to the ground (ankle strategy) [89, 143],
2. Movement of hips and arms to apply horizontal ground forces (hip strategy) [64],
3. Movement of hips and knees to take a step or squat (foot placement) [107].
The idea of these strategies is, that for weak perturbation only a small reaction is needed to recover
from the perturbation, and the reaction motion increases the stronger the perturbation, see also Figure
1.1. These strategies were applied successfully to robots [4, 126, 165, 194]. The ankle strategy can
be described by a torque applied at the ankle joints opposite to the direction of the perturbation and is
applied for weak perturbation. Increasing the perturbation this will not be enough to capture from the
perturbation and a fall is inevitable. To avoid falling, hip strategies are liable. The hip rotates along
the direction of the perturbation to minimize the influence of the perturbation and moves back again to
the original pose. Many researchers investigated the decision between the hip and ankle strategy. Park
found in [135] that the hip share increases and ankle decreases nearly linearly with the magnitude of
the perturbation. Jalgha investigated in [75] on the decision of ankle versus hip strategy based on the
initial inclination angle and angular relation velocity after the push in the sagittal plane. Vlutters et
al. performed anteroposterior perturbation during human walking experiments with subjects wearing an
orthosis that minimizes the support area of the feet. This makes the results comparable to a footless LIP
model. To prohibit recovery by use of the ankle strategy, the ankle was physically blocked. They inves-
tigated in push recovery motions to decide between stepping and hip strategy [182]. Further increasing
the perturbation, again, this will not countervail against a fall and step has to be taken. This sounds very
simple, but the question remains, where to take the step.
Many control algorithms are based on the concept of the zero moment point (ZMP) [35, 79, 98, 105,
120]. The ZMP is the point where the foot can be placed on the ground such that the inertial and gravity
forces are zero [183]. The idea of a ZMP based method is to maintain the ZMP within the support
polygon of the feet and ground.
A commonly used method of push recovery stepping based on the ZMP is the theory of the capture
point [24, 35, 93, 148, 153]. The capture point denotes the point where a system has to step in order to
come to a complete stop which enables for example robots to calculate when and where to step after a
push [148]. In [153] capture points for a three dimensional (3D) humanoid model with 12 degrees of
freedom (DoF) were computed by learning the offsets to the capture points predicted by a LIP model. In
[88] and [98] the capture point method was implemented to stabilize bipedal walking motions. In [120]
the ZMP method was implemented for walking on uneven terrain.
Hip / Upper Body / Arm 
Movement Step Fall
Increasing push strength 
Adjustment 
of COP
Figure 1.1: Increase of reaction motion the stronger the perturbation.
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Note, that Kineologists differentiate between ideal (minimal joint angles and torques from experi-
ments) and normal (calculated least amount of muscular support and minimal stress of joints) posture
[139]. This indicates the observation that humans take a step before the magnitude of perturbation
reaches the ankle and hip thresholds from theory calculations defined by the ankle and hip strategies
[128].
In a robot, the perturbation can also be compensated by finding the best material for robot joints
that has the right compliance to compensate for external perturbation [21]. In most studies only ba-
lance during standing is investigated [169, 172, 187]. The role of compliance in human and humanoid
locomotion has been studied intensively in [71].
Another theory is based on the centroidal angular momentum [166, 195]. It is used, when stepping
is not possible or the contact surface is limited. Herr investigated in [60] in the analysis of the angular
momentum during human walking motions.
A field of application closely connected to robotics is the field of prostheses and exoskeletons. Since
it is still a challenge to perform unperturbed motions for most exoskeletons, studies about the push
recovery behavior of exoskeletons during walking motions are rare. In [77] a motion control algorithm
for exoskeletons is presented, that allows the exoskeleton to take one step in the frontal plane to capture
from two cases of perturbation: 1) The exoskeleton is pushed, meaning the interaction with another
moving object. 2) The exoskeleton is standing on a platform that rapidly changes speed. Both scenarios
include only pushes from standing. In [76] optimization-based controllers for push recovery motions of
an exoskeleton are compared.
1.3 Sensing
Analyzing human motion, it is important to take into account the human senses. In this part, it is
described how human movement is based on sensory information. A general description of the senses
in the human body and how these senses are used to provide balance in posture and during motion is
presented.
1.3.1 General Introduction to Senses
What comes first to our mind thinking about senses, are the five senses defined by the Greek philosopher
Aristotle: vision (eyes), hearing (ears), touch (skin), taste (mouth/tongue), smell (nose). In the view of
the ancient Greeks, the pain had no specific sensory modality. Instead, it was related to the soul. Greek
philosophers had a hard time thinking about knowledge. They came up with the theory that knowledge
is connected to the senses.
Nowadays, it is known that - regardless of the specific sense we look at - the receptor cell transforms
sensory information to neuronal activity. One type of stimulus energy is transformed into electrical
signals. These are encoded as trains of action potentials. The information is transferred by afferent
nerves of the peripheral neural system (PNS) to the central neural system (CNS) consisting of the spinal
cord and brain. Some information is directly processed by the spinal cord, some are processed further
to the brain by neuronal activity. In the brain, the thalamus processes the signal to the according sensory
cortex, see Figure 1.2. The brain analyses the stimulus of the neurons, turns the sensory information into
knowledge, compares it to existing knowledge and provides reaction control which is sent back by the
efferent nerves of the PNS to the periphery of the body (muscles, organs, etc.). In Section 1.3.4 the times
needed for this process are described for the different systems. The detailed analysis of brain processing
is very complex - brains do not only change due to the different abilities of different individuals but also
because the brain adapts to repetitive actions - it learns. Imagining, for example, a tight robe walker
who is trained to remain balanced in situations others would fall. This indicates that not only the five
senses mentioned above exist.
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Figure 1.2: Signal flow from sensory stimuli to cortex.
Recent research has also shown that we have a lot more than the five senses from ancient Greek
philosophy [81]. The vestibular senses of balance which define the position of the body in a gravitational
field and give information about head movement are fundamental for controlling human motion. Besides
from these senses, the somatosensory modalities is a very important field of sense. The somatosensory
system consists of receptors in the whole body. To this field, recent researchers count the ability to
feel touch, vibration, itch, temperature, pain, and pressure as well as proprioceptive abilities, including
the sensors in the muscles (muscle spindles), the sensors in the tendons (Golgi-tendon receptors) and
the sensors in the joints (mechanoreceptors). Proprioception is very important to control posture and
movement like locomotion. It describes the ability to examine posture and movement of the own body
by determining the body segment configuration. This means that even if we cannot see it, we know the
location of our hand. Furthermore, the somatosensory system gives information about the quality of the
support surface and the forces that the body exerts against the surface. In the next part, the function of
these senses and their influence in the control of posture and movement are described briefly.
1.3.2 Sensory Systems for Postural Control and Perturbed Motion
Many researchers focused on how human control posture [5, 11, 55, 64, 69, 83, 189, 193]. Most of
them investigated in understanding the quiet stance. The understanding of quiet stance is the basis to
investigate movement and perturbed motions. In [66] the influence of the somatosensory, the vestibular
and the visual system to postural orientation and equilibrium is considered. Postural orientation is the
relative positioning of body segments concerning each other and the environment. Postural equilibrium
is the state in which all forces acting on the body are balanced.
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Figure 1.3: Reaction to a perturbation during human motion.
When humans are perturbed in posture or during movement, the postural equilibrium of the balance
system is disturbed. Several sensory systems provide feedback to the central nervous system (CNS)
about the orientation and position of the body, see Figure 1.3, second column. The multiple sensory
inputs are integrated and resolved by the postural control system (PNS), Figure 1.3 third column. They
are compared to an internal model of the body and the resulting error to the desired position is calculated.
To maintain the required postural variables, corrective motor controls are calculated and send to the
muscles. The muscles are activated, which results in a change of joint torques for weak perturbation to
stabilize the posture [139]. For a stronger perturbation, the recovery motion aims to remain the state in
balance. For a weak perturbation only local joints are involved in the recovery movement, for stronger
perturbation also other joints are involved. For an even stronger perturbation, the recovery motion ends
in taking a step from a standing position or changing the step length e.g. during walking, Figure 1.3
fourth and fifth column. Due to the fact that in some situations some sensors cannot help to figure out the
orientation or position of the body, dynamic weighting of sensory inputs is necessary (also called sensory
reweighting further described in Section 1.3.3). This is possible because using all senses redundant
information is sent. Therefore balance can be maintained even if the information of one or more sensory
inputs is missing. For example in well-lit and clear environment vision dominates posture control [122],
while in darkness, blurry scenes and on moving objects or in rotating rooms, the input of vision is
noisy. In this case, the other systems such as somatosensory and vestibular systems get more weight and
overtake the role of vision [65]. Also during aging, the use of senses for posture control is shifted from
vision to vestibular and somatosensory system: while visual information is heavily weighted in infancy
and early childhood, the elderly rather use somatosensory and vestibular input. Ozdemir investigated
in [131] in the importance of vision for postural control performing experiments with blindfolded and
sighted subjects. It is no surprise that the sighted subjects had better performance than the blindfolded.
In the following, the influence of the somatosensory, the vestibular and the audible system as well as of
vision on postural control and push recovery are described briefly.
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Somatosensory System
Regarding external perturbations such as pushes, the sense of touch plays a central role as the initial
contact is recognized. To avoid an unstable posture the muscle tension is increased, leading to an
increase of joint torques. As mentioned above, the sense of touch is part of the somatosensory system.
It is maybe the largest sensory system as it consists of receptors in the whole body. It is not only
responsible for the detection of contact with surfaces but includes also the ability of proprioception,
meaning to know the constellation of the body parts towards each other, which is particularly important
to remain balanced in case of perturbation. The somatosensory system informs the nervous system
about the quality of the surface (slipperiness etc.) as well as the forces the body exerts against those
surfaces. Mainly, it consists of mechanoreceptors in the skin, detecting for example perturbation of
stance, muscle spindles, Golgi tendon organs, and joint receptors [66]. They are particularly sensitive
to stretch of the skin [33] and, therefore, able to fire as soon as a change in shearing forces occurs.
In case of a perturbation during posture or movement, this is fundamental because not only the push
itself from the initial contact until the release can be sensed but also the change of forces between
the feet and the ground. The rate of firing provides information about the velocity of the perturbation
[54, 170]. Many pieces of research are done to analyze the influence of the somatosensory information
from the feet [30, 113], e.g. in the weighting between the ankle of hip strategies described in Section 1.2.
Muscle spindles are small parts of the muscles, connecting extrafusal muscle fibers. They detect changes
in the length of the muscle. Processing this information to the brain, the position of body parts, for
example, the position of the trunk and the degree of body tilt, can be determined. The influence of
muscle receptors to postural control is investigated in e.g. [113, 99, 155]. Golgi tendon organs and
joint receptors determine the force of load on limbs induced by perturbation and joint receptors give
information about angular displacement, meaning body sway [31]. This information is particularly
important for the control of balance and to detect perturbation of the posture or motion [111, 67]. In [20,
142, 175] the influence of the proprioceptive information from the neck is investigated. In combination
with vestibular information, the neck position towards the body provides head stability, body tone, and
postural stability.
Vestibular System
A much smaller sensory system, which is also essential for controlling balance, is located in the inner
ear: the vestibular system. It consists mainly of two parts: the otoliths and the semicircular canals.
Otoliths are a calcium carbonate structure, also called the vestibular labyrinth of vertebrates. They are
sensitive to angular and linear acceleration of the head, as they are stimulated when the head tilts with
respect to gravity. However, studies underwater have shown that they are not the only organ being
responsible for balance or vertical sense as the results from keeping balance, meaning knowing the
orientation of the body, underwater were a lot worse than on land [125]. Perception of the upright is
mainly determined by gravity, not by the direction of balance [133]. Semicircular canals are three tiny
fluid-filled tubes in the inner ear that help to keep balance. If the head moves, the fluid moves tiny hair
in the canal which can be measured. It is also called angular accelerometer and can be understood as a
level sensor: If the sensor is tilted, the fluid inside reaches its edge and a feeling of falling is induced
[174]. The semicircular canals are more sensitive to higher frequencies than the otoliths and detect
therefore rapid postural sways, such as rapid hip flexion or extension, but no tiny perturbation during
quiet stance [140, 162, 123].
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Audible System
The person being pushed might be able to hear a noise the moment he or she is pushed or before. The
audible system consists mainly of the outer, the middle and the inner ear. In case of a noise, the sound
waves are collected by the outer ear. The special shape of the outer ear helps the brain to locate the noise.
After entering the auditory canal, the sensory information reaches the tympanic membrane entering the
middle ear. Here, it is converted into sound vibrations of higher pressure, which then enter the inner ear.
The sound waves are transformed into electric neural signals and processed to the brain. If the noise is
already known, the brain can recognize it and the person knows what might happen next and the muscle
tension increases to stabilize the posture.
Vision
Also vision plays a great role in controlling balance. The sensing system vision is linked to the eyes. As
the auditory system, the visual system gives information about objects that are not in contact with the
body. Distances to objects close and far away from the body can be measured. The motion of objects
and the body itself is recognized. Many studies have been made to analyze the influence of vision to
control quiet stance. The main outcomes are: To remain stable is much harder with eyes closed than
with open eyes. To blindfold subjects leads to an increase of 30% sway in a quiet feet-apart stance [66].
Vision stabilizes sway at frequencies lower than 0.1Hz. Objects must be closer than 2.5m to the subject
to stabilize a quiet stance [138]. Healthy adults do not sway beyond their limits from visual induced
sway [28, 104]. The movement of the visual surround has a stronger influence if also the support surface
is in motion. The visual system dominates in the case of low frequencies of body sway and in the case
of conflict between vision and other sensory inputs [101, 100]. Vision has a great impact when learning
a difficult balancing task [168] and also on feed-forward control for avoiding obstacles and adapting to
changing environmental conditions. The sense of vision could influence predicting the perturbation if
the perturbation is in the field of sight of the perturbed person. Then, as a reaction, muscle tension is
increased to stabilize the posture.
1.3.3 Sensory Reweighting
As already indicated describing the influence of the different sensory systems to postural control, the
influence of the sensor is task-dependent. The selection and reweighting of sensory information adap-
tively are one of the most critical factors for postural control [129]. Sensory reweighting is a common
approach. It is based on the idea that not only one sense or sensory system is capable to control or
analyze a certain motion. The sensory contributions are adjusted to balance control. Healthy human
balance control using active feedback mechanisms. Note, that also here the weighting is dependent on
the specific task as well as on the individuum. As an example, one may imagine a dancer performing
twist motions, who trained to suppress information from the vestibular system, relying more on the
vision to avoid dizziness. In [10] corrective torque is generated based on a combination of movement
and orientation cues from the visual, the vestibular and the proprioceptive systems. The contributions
of each system changes depending on the perturbation applied. Other examples on sensory reweighting
are given in [14, 15, 56, 78, 87, 108, 109, 112, 115, 136, 141, 179]. For our work sensory reweighting
is a very interesting approach as we can include the different sensory systems into our optimal control
problem in a weighted way. To determine the weights, the approach of inverse optimal control can be
used, see Section 7.3.
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1.3.4 Reaction Times
The reaction time describes the time needed from a sensory stimulus until a reaction motion is per-
formed. It mainly consists of a) the time needed to convert the sensory input to neural signals, b) the
time needed to be processed to the thalamus, c) the time to be processed in the brain, d) the time the
response needs until it reaches the muscle and e) the time until the muscle contracts and a joint moves.
It is still ongoing research, how much time is needed for all of these processes. Note, that the time of
the described processing steps is strongly dependent on the task and also the sensory system involved.
Moreover, sometimes the signals are not processed in the brain but directly processed in the CNS which
sends the signal to the muscle.
Many researchers investigated the dependency of the reaction time of the different sensory systems
and tasks. Above the signal flow of a stimulus is described. Figure 1.4 shows the large differences in the
processing times from stimulus to reaction for simple and choice tasks of healthy subjects found in the
literature. The reaction time of simple tasks (e.g. react as quickly as possible to a signal) is faster than
of more complex tasks (e.g. tasks that include choices) [58, 17]. This is also stated in the Hick’s Law
[149] shown in Figure 1.5. Comparing simple and choice reaction times, researchers tried to distinguish
perceptual from cognitive processes. The cerebral cortex has to be activated for at least 100ms for
cognitive processes, everything of shorter durance keeps unconscious [156]. As already mentioned, the
human also shifts the input of the different sensory systems depending on the task and input from the
systems [57]. The time delays from stimulus to reaction are not only dependent on the task but also on
the specific sensory system involved.
In the literature, different reaction times can be found. Some researchers investigate in the overall
reaction time, the subjects need to react on a stimulus [17]. Other researchers are interested in the
time the signal needs to reach the brain (audible: 8−10ms, visual: 20−40ms) [86] or the time until
the detection of the signal [177] or the time to reach a specific region of the brain in order to better
understand the processes in the human brain. In general, multi-sensory input leads to faster response
times than uni-sensory input [58].
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Figure 1.4: Schematic time flow of the reaction time to simple and choice tasks of the different sensory
systems using different measurement methods. a)-n) simple reaction times a) signal reaching brain [86]
b) catch ruler [82] c) stimuli detection [177] d) reaction by pressing button [84] e) reaction time [74]
f) reaction by pressing button [167] g) reaction move to button and press button [17] h)-i) activation
time in brain i) [47, 73] j)-l) [132] j) reaction time until mucsle activation in sprint starts k) reaction time
in sprint starts l) reaction time m) reaction time of male basketball players [49] n)-p) choice reaction
times n) choice reaction time of male basketball players [49] o) choice reaction time healthy people
(visual: red light, auditory: click) [137] p) choice reaction time healthy people (visual: green light,
auditory: tone) [137] q)reaction time until muscle activation in the arm [13] r) reaction time until muscle
activation in the leg [13].
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Figure 1.5: The relation between reaction time and number of choices.
In [17] the reaction time to visual, auditory and tactile stimuli for simple and choice tasks is com-
pared for different individuums of different ages, gender and education levels. The results show that the
simple reaction (pressing a button without choice included) to auditory stimuli (350ms) is faster than
to visual stimuli (370ms) and to tactile stimuli (380ms). Other researchers investigated the influence of
athletic people, normal healthy people and people suffering from diabetic. The results for the healthy
group indicate different reaction times of about 180ms for the auditory system and 190ms for the vision
[84]. In [167] the experiments result in mean reaction times on simple tasks (only pressing the button
without finger placement) of 284ms for the auditory system and 331ms for the vison. This indicates
the strong dependency of these studies on the individuals and the specific task. In both studies, a button
needed to be pressed to show a reaction to the stimuli. In the first study [17], the subjects had to move
their finger from an initial position to the button, whereas in the latter study [84], the finger was directly
placed on the button. Other experiments are done without a specific measurement device using only a
ruler, that needs to be caught to show a reaction on sound, visual stimuli or touch [82]. Here, the result-
ing reaction times are 148ms for the visual stimulation, 141ms for the audible stimulation and 139ms
for the tactile stimulation. Nevertheless, most researchers found the audible signals to be faster than the
visual signals [74, 84, 86, 132, 167, 177].
Many researchers studied visual perception. Often they approach the problem of understanding
vision by studying how long viewers need to see e.g. a word, to be able to correctly process the infor-
mation. To read a word 50−60ms are needed [151]. To interpret a scene, more time, 150ms is needed
[152]. In contrast to these results from 2008, recent research shows that 13ms is sufficient to analyze a
scene [145]. This result suggests, that a perturbation needs to be long enough and strong enough to en-
force a visual effect that can be sensed. This timing is independent of the processing time of 70−100ms,
meaning the time, that is needed from the time light hits the retina until the signal reaches the brain to
process the visual information. The mean visual reaction time found in literature from seeing a stimu-
lating action to performing a motion with e.g. the finger is about 150− 200ms [9, 188]. Note, that
these values are strongly dependent on the specific task and also the individuum: in general, e.g. elderly
people perform slower visual reaction times (460ms) than younger probands (370ms). Growing older,
usually also the audible system becomes worse.
Comparing young subjects to elderly people, the audible reaction time decreases from 370ms for
11-year-old subjects until the age of 30 (330ms) and then increases again (500ms at the age of 60)
[17]. Moreover, as already noted, the time delay is not only age-related but also task-dependent. The
mentioned times refer the task to simply react on a noise. The time delay to analyze the pitch of a noise
is about 1121±308ms and to locate a noise 1069±204ms [6] Furthermore, the reaction time varies due
to habits. Often researchers investigate the influence of training on the reaction time. Shortest auditory
reaction times can be found for sprint starts [132]. For athletes, the reaction motion can be observed at
85ms after the audible stimulus. In the leg muscles, a change can be observed already 60ms after the
stimulus. This indicates a latency time of 15ms for the muscles which is included in the reaction time
for every sensory system.
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Independent on the sensory system a stimulus comes from, a healthy nerve transmits information
with a velocity of 120 m/sec. Because the auditory system and the eyes are located quite near to
the brain, the processing time from these sensory systems to the brain might be shorter than for the
somatosensory system. Assuming, a touch at the back in 80cm distance from the brain, it would take
6ms for the signal to reach the brain. It is still ongoing research on how much time passes from sensory
input until the reaction motion is performed, as perception is strongly dependent on the specific task and
also the individuum.
Often the sensory processing is presented as a hierarchical scheme. In [144] Pleger and Villringer
give a precise overview of the research of perception to decision making of the somatosensory system.
In [73, 68, 47] they investigated in the time, a certain region of the brain is activated. The times vary
from 14.4− 22.4ms (depending on region) in [73]. The time delay from stimulation at the hand to the
measured peaks in the brain is 20ms (contralateral primary somatosensory cortex (SI) hand area), 85ms
(secondary somatosensory cortices (SII) in both hemispheres) and 70− 110ms (contralateral parietal
cortex) [47].
The vestibular system is especially interesting in the scope of sensing a perturbation because it
is capable of balancing. First muscle activations as a reaction to a vestibular stimulus occur 50−70ms
after the stimulus and a second peak in the opposite direction 100−120ms after the stimulus application
[13, 26, 25, 43, 44, 46, 124].
1.4 Postural Reflexes
Postural reflexes help the human to remain or reconstitute a muscle tension necessary for a specific
posture of the body force position and movement [27]. They ensure that the body remains upright
and aligned and allow for subconscious control of posture, balance, and coordination in active motions
and static positions. Local postural reflexes are triggered by gravitational force stimuli leading to an
increase of muscle tension in a body segment. Segmental postural reflexes define those body segment
motions caused by the motion of another body segment. Generalized postural reflexes describe those
reflexes that modify a certain position depending on the position of the head. Other than the primitive
reflexes, which develop in the womb and are fully present at birth, the postural reflexes take up to
three and a half years to be fully developed [52]. In the literature, many kinds of categorizing reflexes
can be found. One way is the categorization by the control center: reflexes triggered by the spinal
cord are called segmental reflexes, those triggered by the medulla are called tonic reflexes and those
by the midbrain and cerebral cortex are called righting reflexes. Another categorization is in righting
reflexes and equilibrium reactions. Righting are those reflexes reacting on a misalignment of the head.
A common example of a righting reflex is a falling cat landing on its legs. If a cat drops with its legs
turned to the sky, the visual and vestibular system trigger a motion of the head, such that the head turns.
As a result of the tonic neck reflex, the body follows. Righting reflexes are reaction reflexes that restore
posture when the posture is disturbed. If the equilibrium of the body is under threat, the reflex is counted
as an equilibrium reaction. In the following two basic postural reflexes relevant for this thesis are listed
briefly [1]:
• Neck Reflexes
The tonic neck reflexes are triggered by mechanoreceptors. They describe variations in the muscle
tension between the trunk and the limbs triggered by the position of the head towards the body.
• Labyrinth Reflexes
The tonic labyrinth reflexes are triggered by otoliths in the labyrinth of the human ear. They
describe the reaction on a variation of the motion/direction of the body and the position/posture
of the head towards the ground.
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Chapter 2
Human Push Recovery Motion
Capturing
In this chapter, an overview of the capturing of human push recovery motions is given. First, criteria for
the selection of perturbation and the selected motions are presented, then the setup of experiments and
recording of motion capture data as well as the generation of reference data is described. In the last part
the datasets used for the analysis of human push recovery motions in this thesis are presented in detail.
2.1 Selection of Motion
At the beginning of this study, useful motions had to be chosen. These motions had to fulfill several
criteria:
• The motion has to be recordable.
• The recorded motion should be analyzable in a multi-body simulation.
• The perturbation has to be measurable.
• The reaction on the perturbation has to be measurable.
• Perturbation from standing and during walking motions should be possible.
Experiments were done to find possible motions and perturbation meeting these requirements. In expe-
riments using a seesaw, the subjects were not perturbed visually. The subjects were standing on one end
of the seesaw and weights were put immediately on the other side. As a reaction, the subjects jumped
in their place, but there was no relevant recovery motion. Also balancing on or walking over the seesaw
did not lead to satisfying results. We also took into account tearing perturbations. The advantage of this
kind of perturbation is, that the strength of the tearing can be measured and give a rate of perturbation.
The disadvantage is that the subject knows were the perturbation will be applied if not many force
sensors attached to different places at the subject are installed. Therefore, in this work, pushing motions
are considered. To be more precise, we studied push recovery motions from pushes applied from to
back at the spine of the subjects during standing and walking. Our investigations in perturbations during
standing show huge differences in the recovery motions if the subject was blindfolded or not. Applied
pushes at the back during standing lead very often to recovery steps for seeing subjects - even if the
subjects are asked to try not to take a step. To blindfold the same subjects, the subjects remain standing
and rather move the arms and the upper body and the hips and knees to capture from the perturbation.
In this thesis, push recovery motions during walking, including perturbations from the back at different
heights at the spine of different strengths and different timings, are analyzed. We only work in the
sagittal plane.
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2.2 Experiments
To gain reference data of humans being pushed from the back during walking motions, experiments are
set up, see Figure 2.1. The data are recorded in the motion capture lab at CIN in Tübingen. In this
section, the experimental procedure, as well as the recording instruments are presented in detail.
2.2.1 Experimental Procedure
Two subjects are recorded during walking on level ground. The pushes were applied at three locations
at the spine differing in height as follows
• Middle between the left and right posterior superior iliac spine (Pelvis Segment, pelvis),
• 1st Lumbar Vertebrae (Middle Trunk, belly),
• 2nd Thoracic Vertebrae (Upper Trunk, chest).
These push locations are visualized in Figure 2.2. They are also called push points in this thesis. The
pushes also vary in strength: soft, middle and hard and in timing during the steps (gait phase). Expe-
rimental protocols are set up in advance which define, the height at the back as well as the force and
the timing of the perturbation for each trial. The subject was not informed beforehand what kind of
perturbation would be applied. The influence of learning is neglected, meaning, we do not consider if
the trial is at the start or the end of the recording session. In total one set of recordings consists of 27
motions, such that all possible combinations of push location, timing and strength occur once. Note,
that not all of these motions are compatible with our investigations because most of the perturbations
hold for longer than one step but in our calculations, we only investigate in motions of one step. The
order of the different possibilities is chosen randomly, but each possible height, force, and timing was
occurring equally often.
Figure 2.1: Setup of the experiments: Subject being pushed recorded by vicon camera system (left).
Subject equipped with markers for motion capturing (middle). Subject in T-pose (right).
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Figure 2.2: Placement of pushes from the back.
The subjects are pushed from the back to avoid visual prediction of the perturbation. To avoid audi-
ble prediction of the perturbation, the pushing person is wearing socks, but no shoes. In the experiments
considered for the calculations in this work, the subjects are not blindfolded. They can see where to
step. During the experiments, the subjects are wearing a protector to secure from pain and injury. The
influence of the tissue of the protector is neglected in our simulation. Additionally, the subjects are
wearing XSENS shoes [36], which measure the ground reaction forces and the accelerations of the two
feet using two MTxs and two force load cells per shoe, see Figure 2.3. Also, the influence of these shoes
on the walking motion is neglected for the simulation. All of the data can be found in the Koroibot
Database1.
For the collection of the experimental data different systems are used: A system of Vicon cameras
is installed to record motions. A detailed description of a Vicon system is given below in Section 2.2.2.
Also, a video camera is installed to record the motion visually for reference reasons. The force of the
push is measured using an OptoForce 3D force sensor attached to a stick, see Section 2.2.3. To be able
to synchronize the output data of the OptoForce sensor and the Vicon system, the stick is dropped down
vertically to the ground. In the visualization of the Vicon data, this point in time can be seen and readout.
In the OptoForce data, this point in time can be determined by the first significant increase in the force.
In the same setup, also pushes during standing are recorded and experiments in which the subjects are
told not to take a step or to step in a defined area, but these were not included in our calculations.
Figure 2.3: XSENS Shoe with force plates to measure ground reaction forces.
1https://koroibot-motion-database.humanoids.kit.edu/
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2.2.2 Vicon
A Vicon (Oxfor, UK) motion capture system2 made of ten infrared cameras is used to record whole-body
motion kinematics, see Figure 2.4. The system tracks the spatial positions of 42 reflective markers with
a high spatial resolution (error below 1.5 mm). The markers are attached with double-sided adhesive
tape to tight clothing worn by the participants, see Figure 2.1. Markers are placed on the locations
specified by the Koroibot Marker Set3. The positions of these points according to a coordinate system
is saved as data files. The motion is recorded with a rate of 100Hz.
Figure 2.4: Example of a Vicon camera.
2.2.3 OptoForce Sensor
The force of the perturbation is measured with the 3D force sensor OMD−50SA−1800N from Opto-
Force . It is a three-axis force sensor that measures slippage and shear forces using infrared light and
different kinds of optical grade elastomers to detect the smallest deformation in the shape of the outer
surface, see Figure 2.5. Deforming surfaces are physically separated from the sensing element. It has
a robust design and sensitive silicone surface. It is water, acid and heat resistant. For our experiments,
we attached the sensor to a stick to be able to push the subjects properly, see Figure 2.6. As the motion,
also the push force is recorded with a rate of 100Hz.
Figure 2.5: Function of the OptoForce sensor (left), Axis of the OptoForce sensor (middle) and the
unmounted sensor (right).
Figure 2.6: Picture of the OptoForce push stick with markers.
2http://www.vicon.com/
3https://koroibot-motion-database.humanoids.kit.edu/marker_set/
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2.3 Generation of Reference Data from Experimental Data
For our approach of the analysis of human push recovery motions reference data is needed. The experi-
mental setup to record this data is described in the previous Section 2.2. An overview of the generation
of the motion capture data from these recordings is shown in Figure 2.7. Left, a subject with attached
markers, a part of the system of Vicon cameras in the background and the pushing person with the
push stick can be seen. The motion kinetic and kinematic analyzer Mokka4 can be used to visualize the
recorded data. The timing of the step phases and perturbations is determined using this visualization.
The Master Motion Map (MMM5, [176]), KIT is used to map the three-dimensional position data of the
markers to a kinematic model to calculate the joint angles. This data is converted to the planar human
model based on HeiMan described in detail in Section3 which can be visualized with MeshUp [39]. For
the force data, no conversion has to be done. The data can directly be read out from the output data file
from the OptoForce sensor taking into account the synchronization. From these two datasets (motion
and force dataset) single steps are cut based on the data from the analysis of the motions using Mokka.
We regard normal walking motions without perturbation, walking motions with perturbations and one
step after the perturbation to analyze the reaction on the perturbation. The data used for our simulation
are described in detail in the next Section 2.4.
Note, that in our case, we convert the data to a two-dimensional model. Therefore, it is important
to ensure that the motion that is to be analyzed is mostly in the sagittal plane. To this end, the subjects
were asked to walk in a straight line and the pushes of different strengths were applied from the back.
Mokka
Joint 
Angles
Marker
Position
MMM Meshup
MoCap Data
Experiments
Reference Data
Figure 2.7: Overview of the conversion of the human motion to the joint angles used in the model:
Person and push device with markers for the motion capture procedure with Vicon, Visualization of the
marker positions with Mokka, Joint angles of the kinematic MMM model, Motion of planar dynamical
human model visualized with MeshUp.
4https://biomechanical-toolkit.github.io/mokka/
5https://mmm.humanoids.kit.edu/
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2.4 Data Sets
In this work, the reference data are determined as described above from motion capture data recorded
at CIN in Tübingen. They are divided into two different datasets from two different subjects for the cal-
culations. The second dataset consists of many more unperturbed motions than the first one to have one
dataset with a representable number of unperturbed motions. This enables us to compare the perturbed
motions to the unperturbed ones. Straight walking motions with and without perturbations are consi-
dered. The walking motions are perturbed by pushes from the back, which is the negative x-direction
in our model. The pushes are applied at three different locations at the spine: at the pelvis, the middle
and the upper trunk, see Figure 2.2. These perturbations in the motions also vary in push strength and
timing. For all motions, we consider one single step of a gait cycle, starting with the left leg as swing
leg and the right leg as stance leg. If the motions were recorded with the right leg as swing leg and the
left leg as stance leg, we regard the mirrored motion. We model one single step. In Table 2.1 the main
properties of the two subjects are listed. For a detailed description of the segment lengths needed for the
conversion from experimental data to reference data, see Table A1 in the Appendix.
Dataset A consists of nine motions: Four motions are pure walking motions without perturbation,
referred to as NoPushA1 and NoPushA4. The other motions show reactions to different types of pertur-
bations. For one motion a push at the pelvis is applied, referred to as PelvisA. For two motions a push
at the middle trunk is applied, referred to as MiddleA1 and MiddleA2 and for two motions a push at the
upper trunk is applied, referred to as UpperA1 and UpperA2. Dataset B consists of 35 motions: The
unperturbed motions are referred to as NoPushB1 to NoPushB23, the perturbed motions at the pelvis
with PelvisB1 and PelvisB2, etc. Of all kinds of perturbation locations, two motions exist in dataset B.
Figure 2.8 shows the trajectories of the forces for the motions of dataset A (left) and dataset B (right).
In the next Section 2.5 the properties such as push forces, timing and step lengths of perturbecd and
unperturbed motions from both datasets are analyzed.
Table 2.1: General subject data.
Height Weight Age Gender
[m] [kg] [a]
Dataset A 1.77 57 26 male
Dataset B 1.60 49 25 female
Time [sec]
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Figure 2.8: Strengths and profiles of the applied push forces, at different height of the spine for dataset A
(left) and dataset B (right).
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2.5 Push and Motion Data Analysis
First, the strengths, as well as the timing of the perturbations, are presented. Then the steplengths of the
perturbed motions are compared to the ones of the steps before the perturbations to analyze the influence
of the perturbation on the steplength.
2.5.1 Push Force
The normalized forces applied to the subjects as perturbations are shown in Figure 2.8 Figure 2.9 shows
the maximal push forces as well as the integral of push force over time. The maximal push forces for
most motions in dataset B are weaker than those in dataset A: For dataset A the maximal push force
varies between about 140N and 250N, see also Table A3 in the Appendix. The maximal push force in
dataset B varies between about 65N and nearly 180N, see also Table A5 in the Appendix. For most of
the motions with stronger maximal push force also the force integral is larger. This is not the case for
the UpperA2 motion with the peak shaped push, see Figure 2.8. This Figure shows the time-dependent
amplitude The PelvisA and MiddleA2 motions are of a similar push shape, but different timing. The
MiddleA1 and the UpperA1 are of a similar shape and timing but differ in push location. In dataset B
the PelvisB2 and UpperB2 motions are different from the other motions as the push occurs later than in
the other motions. The push in the other motions ends at a similar time at 0.4 sec. For an analysis of the
push timing considering the push phases see Figure 2.10 in the next section. The push in the PelvisB2
motion is much smaller than in the other motions. The pushes of the MiddleB1 and UpperB1 motion is
similar.
Figure 2.9: Maximal push forces and integrals over time of push force of the two datasets
(upper row: dataset A, lower row: dataset B).
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2.5.2 Step and Push Timing
In this section, the timing of the perturbed and unperturbed steps from dataset A and B are analyzed.
Figure 2.10 shows the phase times and the durance of the push for the motions of the two datasets. The
following rules can be observed.
The human gait is divided into four phases, respectively, see Section 3.3. The timing for all pushes
in dataset A is similar: The pushes start in phase one and end in phase two, meaning the perturbation
is applied during the swinging phase of the left leg: after the liftoff of the left hallux and before the
touchdown of the left heel. Only the timing of the perturbation in motion MiddleA2 differs a lot from
the other motions in this dataset. This is not the case for dataset B: Here, also all perturbations start
in phase 1 (starting during the swinging phase of the left leg: after the liftoff of the left hallux and
before the touchdown of the left heel) but the ending varies between phase three and four. In Table A2
and A4 in the Appendix a more detailed overview of the timing of the steps and perturbations is given.
The average duration of a normal step in dataset A is 0.73 seconds (0.63 seconds in dataset B). The
maximum duration of the normal steps in dataset A is 0.79 seconds (0.71 seconds in dataset B) and the
minimum 0.69 (0.58 seconds in dataset B) which is longer than the duration of all motions considered
including a push for both datasets.
For dataset A the steps are faster the higher the push point is located, but it does not hold for all
motions of dataset B. In dataset B the stronger pushes result in faster steps. Comparing the perturbed
with the unperturbed motions, all unperturbed steps take longer than the perturbed steps.
Figure 2.10: Phase (blue to yellow bars) and push durance (red line) for the two datasets
(left: dataset A, right: dataset B).
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2.5.3 Step Lengths
Figure 2.11 shows the step lengths of the perturbed step and the unperturbed steps before the perturbed
steps for datasets A and B. While the step lengths for the unperturbed motions do not differ a lot from the
unperturbed step before the regarded steps, the step lengths for most of the perturbed steps is larger than
the step length of the previous unperturbed step. But from the analyzed data no rule can be concluded
about an increase of the steplength for a stronger push or a higher located push point. Nevertheless,
there is only one motion in which the step length of the perturbed step is smaller than the one for the
previous unperturbed step. A detailed list of the step lengths before and after the perturbed step is given
in Table A3 and A5 in the Appendix. The maximal step length in dataset A is 0.847 m, die minimal
steplength is 0.405 m, the average of the steplengths of the unperturbed motions is 0.62 m. In dataset B
the variation of the maximal and minimal step lengths is smaller: the maximal step length is 0.79 m, die
minimal steplength is 0.5 m, the average of the steplengths of the unperturbed motions is 0.6 m.
Figure 2.11: Step lengths and previous step lengths for the two datstasets (left: dataset A,
right: dataset B).
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Chapter 3
Modeling of Perturbed Human
Walking
In this chapter, first, the human model used for our simulation is introduced. Its simulation with rigid
multi-body dynamics is described in Section 3.2. In the following section, the modeling of normal and
unperturbed human gait described by different phases is characterized. Finally, we present the different
methods of how to simulate the perturbation.
Figure 3.1: The sagittal human model with definition of body segments.
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3.1 Human Model
In this section the multi-body human model which is able to represent the dynamics of human push
recovery motions is described. It is a multi-body system in the sagittal plane that consists of 14 segments
(head, two upper arms, two lower arms, upper trunk, middle trunk, pelvis, two thighs, two shanks
and two feet) connected by 13 joints (neck, two shoulders, two elbows, thorax, lumbar, two hips, two
knees, two ankles) that enable rotations around the y-axis. The locations of the joints are shown in
Figure 3.1. In Table 3.1 the segment masses, the center of masses and the gyrations are listed. To
allow for movements of the whole body in space, the pelvis is modeled as a floating base that enables
translations in the z- and x-directions and rotations around the y-axis. In total, the model has 16 degrees
of freedom.
The model used in this work is implemented in the rigid body dynamics library RBDL [40]. It is based
on the HeiMan model [41], a highly parametrized rigid multi-body model for humans. The human body
is approximated by a system of rigid bodies connected by rotational joints. The dynamics of the model
can be described by the differential equation of motion described in the following Section 3.2.
In our model, there are two sources of external forces acting on the model. One is the ground
reaction force which is described by constraint forces. In our model, the contact of the feet with the
ground during a step is represented by two contact points per foot: one in each heel and one in each
hallux. In total there are four contact points for the ground contact. In Section 3.3 a more detailed
description of the modeling of human gait is given. The other source is the perturbation of the motion
simulated as an external force acting on the model. For the simulation for the perturbations, a fifth
contact point is added to the model at three different locations at the spine depending on where the
perturbation is applied in the reference data.
Table 3.1: Parameters of the human model. The masses and segment lengths are given relative as a
percentage of the total body mass and height. The center of mass is given relative to the respective
segment length.
Segment CoM Human Gyration Human Length Mass
Cx Cy Cz gx gy gz l m
Lower Trunk 0. 0. 0.6115 0.615 0.551 0.587 0.0837 0.1117
Middle Trunk 0. 0. 0.4502 0.482 0.383 0.468 0.1238 0.1633
Upper Trunk 0. 0. 0.2999 0.716 0.454 0.659 0.098 0.1596
Thigh 0. 0. -0.3918 0.3148 0.3148 0.1425 0.2425 0.1416
Shank 0. 0. -0.4392 0.2508 0.2458 0.102 0.2529 0.0433
Foot 0.1576 0. -0.6168 0.124 0.245 0.257 0.0200 0.0137
Upper Arm 0. 0. -0.7461 0.3684 0.3477 0.2042 0.1618 0.0271
Lower Arm 0. 0. -0.4107 0.2478 0.238 0.1087 0.1545 0.0162
Hand 0. 0. -0.7900 0.628 0.513 0.401 0.0495 0.0061
Head 0. 0. 0.5002 0.303 0.315 0.261 0.1395 0.0694
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3.2 Rigid Multi-Body Dynamics
The dynamics of a human body can be approximated by a system of rigid bodies connected by rotational
joints. The model used in this work is implemented in the rigid body dynamics library RBDL, [40]. The
dynamical behavior of the model can be described by the following differential equation of motion
M (q)q¨ +C (q,q˙) = τ. (3.1)
Pelvis position and orientation and the joint angles are defined by the vector q = (q(1) ,. . . ,q(nq )),
q(i) : R→ R, i = 1,. . . ,nq , with nq being the number of degrees of freedom. Analogously q˙ defines
the corresponding velocities and q¨ the accelerations. The joint torques are described by the vector
τ = (0,0,0, τ˜T )T ∈ Rnq , where the first three entries correspond to the free floating body. Note, that in
the context of optimal control the control vector is defined by the nq − 3 elements of the torque vector
which correspond to the actuated joints τ˜ , see also Chapter 4. The inertia term is described by the
symmetric and positive definite matrix M depending also on the joint angles. The vector of functions
C (q,q˙) describes the amount of forces that has to be applied to enforce the acceleration q¨ to be zero.
This term can include the Coriolis and gravity as well as centrifugal and friction forces. Considering
contacts, e.g. of the feet with the ground, additional constraint equations
g (q) = 0 (3.2)
have to be fulfilled. The impacts with the ground are simulated as perfect inelastic collisions. Equa-
tion (3.1) changes to
M (q)q¨ +C (q,q˙) = τ + G (q)T λ, (3.3)
where λ ∈ Rm are the constraint forces corresponding to the constraints g (q) (m = number of con-
straint equations) and G (q) := ∂∂q g (q) is the Jacobi Matrix of the constraints.
Note, that in the case of additional external perturbations also the Jacobian of the push point Gpush
is calculated. Combined with the applied force f push it is included into the model by adding it to the
torques in the joints
τ 7−→ τ + GTpush f push. (3.4)
In Section 3.4 a detailed description how to model the perturbation is given.
By differentiation of (3.2), equation (3.3) can be formulated as a linear system with the unknowns
q¨ and λ ∈ Rm : (
M GT
G 0
) (
q¨
−λ
)
=
(−C + τ
−G˙q˙
)
. (3.5)
It has to be ensured that the constraints g (q) = 0 are satisfied at the beginning. After that, they are
fulfilled on the acceleration level.
Based on these equations, human gait can be modeled as a multi-phase problem. The equations of
motion for each phase can be formulated by an index 1 system with invariants of the following form:
q˙ = v , v˙ = a,(
M (q) G (q)T
G (q) 0
) (
a
λ
)
=
(−C (q,v ) + τ
−G˙q˙
)
, (3.6)
gq = g (q (t)) = 0, gv = G (q (t))v (t) = 0.
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3.3 Modeling of Human Gait
The constraints and the right-hand sides of the differential equation describing the dynamics of the
model are changing during a gait cycle. Usually, six phases are distinguished defined by the change of
the contacts of the heel and the hallux of the left and the right foot, respectively. These changes are
described in detail in this section.
Impacts of the feet with the ground result in discontinuities of the velocities v defined by the follow-
ing linear system
(
M (q) G (q)T
G (q) 0
) (
v+
Λ
)
=
(
M (q,p)v−
0
)
, (3.7)
where v+ defines the velocities immediately before the impulse Λ and v− the ones immediately after
this impulse.
As mentioned, the equations of motion change according to the contacts of the model with the
environment and itself. During human walking the contact points of the feet with the ground change
during the gait cycle as shown in Table 3.2 and Figure 3.2. In all studies of this work, a single step of
a human is modeled. This step is described by the change of the contacts of the feet resulting in the
following four phases: Two model phases that describe single support, where only one foot is in contact
with the ground, and two phases that describe double support, where parts of both feet are in contact
with the ground. These phases are distinguished by the change of only heel, only toe or flat foot contacts
with the ground as described in Table 3.2. Two additional transition phases are implemented to allow for
discontinuities in time whin the left heel and the left hallux touch the ground. Note, that in the analysis
of phase lengths, these two phases are not taken into account because their time is zero. Therefore in the
analysis of the phases, only four phases are analyzed. To model the changes of the feet contact points,
switching functions between the phases are implemented. The body segments and the joints at the right
side of the body are referred to as stance body segments and stance joints and the ones on the left side as
swing body segments and swing joints. A whole human step during normal walking motions including
the contact points is shown in Figure 3.2. Also, the different phases of the gait cycle described before are
marked. For normal walking, we assume the motion to be periodic. In this case, we define periodicity
conditions in the optimal control problem, see Section 4. The perturbation is modeled as a continuous
function over time acting at a specific point of the body as described in detail in the next section.
Table 3.2: Contact points during the phases of a normal step of a human.
Contact Phase 1 Phase 2 Phase 3 Phase 4
Right hallux yes yes yes yes
Right heel yes no no no
Left hallux start no no yes
Left heel no no yes yes
Single Support Double Support
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Figure 3.2: Visualization of the different phases of a step of a human during normal walking. The circles
mark the active contact points.
3.4 Modeling of Perturbation
The phases of the regarded perturbed human walking motions are basically the same as for the unper-
turbed walking described in the previous section, see Figure 3.3. The motion consists of six phases in
total. Two of these phases are transition phases where the impacts of the left heel and hallux are applied.
There also exist recovery motions in which the human starts to jump which ends up in a flying phase for
the model. These kinds of recovery motions are not considered in this work.
On top of the described phases that are similar to normal walking, we need to model the perturbation.
In our case, the perturbation is a push applied from the back at a defined height at the spine of a human.
As described in Sections 2.2 and 2.3 we measure the force and the direction of the push using a force
sensor. This allows us to describe the force of the perturbation as a function of time and allows us to
include the reference data from the experiments. In the following the different possibilities of how to
model this push are discussed.
Figure 3.3: Phases of human walking motion with push force modeled as impact in orange.
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3.4.1 Impact
First, we present a simple but not very realistic approach of modeling the push force as an extra transition
phase at the time when the push is applied. This has the advantage that discontinuities in the velocities
are allowed at the time when the push is applied. Figure 3.4 shows an example of how the phases could
look like. But the push phase could also be in another phase if the push is at another point in time during
the step. This is one of the disadvantages of this approach: The phase in which the push is applied has
to be known in advance as the order of the phases has to be fixed in advance. Furthermore, this approach
is not very realistic as in reality the push is never instantaneous. It always lasts over a period of time.
This observation leads to the approach presented in the next section.
Figure 3.4: Phases of human walking motion with push force modeled as impact in orange.
3.4.2 Continuous
In this section the implementation of an additional external force acting on the model as a continuous
function is presented, meaning the external perturbation is implemented as a continuous function of
time over the whole motion, see Figure 3.5. This allows for different strength, durance, and shapes of
the perturbation. At the moment only punctual perturbations applied at a specific point of the body are
modeled. To this end, the Jacobian of the push point Gpush is calculated. Combined with the applied
force f push (strength and direction of the perturbation) it is included into the model by adding it to the
torques in the joints as follows.
τ =
*....,
0
0
0
τ˜
+////-
+ G Tpush f push. (3.8)
Note, that this can also generate nonzero values in the first three entries of τ .
34
Chapter 3. Modeling of Perturbed Human Walking
Figure 3.5: Phases of human walking motion with push force modeled continuously in orange.
3.4.3 Combination
A combination of the two possibilities introduced in the previous sections is to model the push force
first as an impact in a transition stage and then as a continuous function, see Figure 3.6. This approach
has the advantage that it allows for jumps in the velocities at the start of the perturbation and at the same
time the push can be simulated as a function of time over the period it is applied which is much more
realistic than to model it only as impact. But also in this approach, the phase during which phase the
push takes place has to be defined in advance.
Figure 3.6: Phases of human walking motion with push force modeled as impact at the start and then as
continuous function in orange.
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3.4.4 Discussion of Push Simulation Possibilities
As already described in the previous sections the different possibilities on how to implement the push
in our model come with various advantages and disadvantages. While some of the approaches are more
realistic, some are not very precise. In Table 3.3 these advantages and disadvantages are listed. The
first approach of the implementation as a transition stage comes with the two big disadvantages that the
push can only be simulated as an instantaneous perturbation and that the phase in which the push occurs
has to be known beforehand. The second approach comes with the advantage that these two points are
neglected. But this continuous approach does not allow for discontinuities in the states at the point in
time when the push occurs. This can be realized in the first approach. Therefore the idea to combine
both approaches and to simulate the push force at the start as a transition stage and then as a continuous
function appears obvious. This combined approach allows for discontinuities in the states at the start
of the push (advantage of the first approach) and the push can be simulated continuously (advantage of
the second approach). Nevertheless, we decided against the combined method but for the approach with
only a continuous function because for this approach, the phase in which the push takes place does not
need to be defined beforehand. This is no problem for a motion reconstruction as in Chapter 5 ff. but
for a motion synthesis approach presented in Chapter 7 it is not known in which phase the perturbation
will take place.
Table 3.3: Discussion of push simulation possibilities.
Instantaneous push Continuous perturbation Combination
as impact (transition stage) as function over time impact at start, then continuous
Allows for discontinuities in states Does not allow for discontinuities
in states
Allows for discontinuities in states
Not realistic: instantaneous Push can last over a period of time Push can last over period of time
Phase of push has to be known be-
forehand
Phase of push does not need to be
defined in advance
Phase of push start has to be known
beforehand
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Optimization Methods for the Analysis
of Human Push Recovery During
Walking
In the first part of this section, an optimal control problem (OCP) for human gait is presented. In the
second part, the solution methods used in this work are described. The description of the theory and
methods are based on [12, 29, 48, 50, 62, 85, 103, 127, 150].
4.1 Optimal Control Problem Formulation for Gait Analysis
The OCP for human gait analysis is characterized by an objective function which is minimized fulfilling
differential equation constraints and usually other constraints, such as (in-)equality constraints
min
x (t ),u (t ),p,s
Φ[x ,u,p,s] (4.1a)
s.t. x˙ (t) = f i(t,x (t),u(t)), for t ∈ Ii, (4.1b)
x (s+i ) = x (s
−
i ) + ci (s
−
i ,x (s
−
i )), (4.1c)
g i (t,x (t),u(t)) ≥ 0, for t ∈ Ii , (4.1d)
r eq (x (s0),. . . ,x (snph ),p) = 0, (4.1e)
r ineq (x (s0),. . . ,x (snph ),p) ≥ 0, (4.1f)
i = 1,. . . ,nph −1, s0 = 0, snph = T.
For the analysis of human gait including recovery motions, we introduce a multi-phase optimal con-
trol problem, where the time horizon I = [s0,s f ] = [0,T] is divided in nph subintervals Ii = [si ,si+1],
i = 0,1,. . . ,nph −1, snph = s f , where nph denotes the number of stages of the model, see Section 3.3,
also called phases in the scope of the optimal control formulation. The end-time meaning the time
needed for the motion (in our case one step of the gait cycle) is described by snph = s f = T . Note, that
the switching times s = (s0,. . . ,s f ) are free for the motion synthesis approach and fixed for the motion
reconstruction approach.
In the OCP (4.1a)-(4.1f) x (t) = (x1(t),. . . ,xnx (t))
t : I → Rnx represents the differential states de-
fined by
x (t) :=
(
q (t)
q˙ (t)
)
∈ R2nDo f , (4.2)
where q defines the generalized position variables, meaning mainly the angles of the joints, and q˙
defines the generalized velocity variables, nDo f stands for the number of degrees of freedom of the
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model. The controls are represented by u(t) = (u1(t),. . . ,ulu (t))
t : I → Rnu , where nu describes the
number of actuated joints and u describes the inner joint torques. Note that here a general case is
described. We will see that for other problem formulations and models the states and control variables
can vary. For example, we often take the derivatives of the joint torques as controls and take the joint
torques as additional states. The finite-dimensional vector of parameters is defined by p ∈ Rnp , where
np describes the number of parameters that are minimized or maximized during the optimization such
as step lengths or slack variables defining the periodicity gap, see Section 7.
In the general case, the objective function is described by
Φ[x ,u,p,s] =
nph∑
i=0
φMi (ti ,x (ti ),p,s) +
∫ si+1
si
φLi (t,x (t),u(t),p,s)dt. (4.3)
It can be divided in Mayer terms (ΦM ) and Lagrange terms (integral). This formulation is also called
Bolza functional. In the case of the motion reconstruction approach, see Section 5, an objective function
is formulated that enables to determine the control that leads to joint angles which are as close as possible
to the joint angles from reference data. This ends up in a least-squares formulation
Φ[x ,u,p,s] =
1
nx˜nt˜
n x˜−1∑
k
σk
n t˜−1∑
l=0
(M (xk (tl ))− x˜k,l )2, (4.4)
where ( x˜k,l )k=0, ...,nx−1,l=0, ...,n t˜−1 denotes the postprocessed reference data which consist of nx˜ motion
trajectories defined at the discrete time points tl ,l = 0,. . . ,nt˜ − 1. To project the state variables x to
its position part q the transfer function M is defined. To allow for a component-wise scaling of the
deviations of the nx˜ reference trajectories, scaling factors ωk ,k = 0,. . . ,nx˜ are introduced. A more
detailed description of the different possibilities to define objective functions for the motion synthesis
approach is given in Section 7.
The dynamics of the model defined by a differential equation, see Section 3.2,
q¨ = (M (q))−1(τ−C (q,q˙) + G (q)T λ) =: f (t,q,q˙,u) (4.5)
is included in the constraints of the optimal control problem (4.1b). Using the formulation of the states
as above (4.2), we get
x (t) :=
(
x1(t)
x2(t)
)
=
(
q
q˙
)
⇒ d
d t
x (t) =
(
q˙
q¨
)
=
(
x2
f˜ (t, x˜1(t), x˜2(t),u(t))
)
(4.6)
which can be included in the optimal control system as x˙ (t) = f (t,x (t),u(t),p). On each time interval
(representing a phase) I j , where f i : Rnx ×Rnu ×Rnp → Rnx . The constraints vary for each phase to
simulate the changes of contacts.
Equation (4.1c) describes the conditions for the phase transition: The discontinuities of the states
x (t) at the switching times s are described as transitions from the right-side limit s−i of the time intervalIi of phase i to the left-side limit s+i of the time interval Ii+1 of phase i + 1 using the phase transitions
functions c i : Rnx ×Rnp → Rnx .
The path constraints are defined in (4.1d) with g i : R
nx ×Rnu ×Rnp → Rng , where ng defines the
number of path constraints. These constraints include the upper and lower bounds for the states x , the
controls u, the parameters p and the stage times s. The bounds are chosen based on the reference data.
For the optimization, it is important not to choose these variables too loose to avoid the possibility of
redundant solutions. For the motion reconstruction problem, they are defined by taking the maximal and
minimal values from the reference data with a small variation. For the motion synthesis approach, this
variation is a bit bigger to allow for more motions.
The last two equations (4.1e) and (4.1f) define the (in-)equality interior point constraints that contain
kinematic constraints and ground reaction force constraints, e.g. for the collisions with the ground
during walking.
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4.2 Numerical Solution of Optimal Control Problems
In this section, we present how to solve an OCP of the form (4.1a) - (4.1f). For notation reasons we
regard an OCP of the form
min
x,u
Φ[x ,u] =
∫ tb
ta
φ(t,x (t),u(t))dt (4.7a)
s.t. x˙ (t) = f (t,x (t),u(t)), t ∈ [ta ,tb], (4.7b)
ra (x (ta )) + rb (x (tb )) = 0, (4.7c)
g(t,u(t)) ≥ 0, t ∈ [ta ,tb]. (4.7d)
Note, that (4.1a) - (4.1f) can be reformulated to (4.7a) - (4.7d). Figure 4.1 shows an overview of the
optimization flow for an OCP.
Equations of
Motion
Optimal
Control-
Problem
NonLinear
Program
Quadratic
SubProblem
x˙ = f(t, x, u)
r = 0
min J(x, u) s.t.
x˙ = f(t, x, u)
r = 0
min J(x, u) s.t.
x˜k+1 = f˜(t, x˜, u˜k)
r˜ = 0
min
d
Q(d)
Multiple
Shooting
SQP
RBDL1
MUSCOD-II2
f, r
x,u
1 Rigid-body dynamics library by M. Felis, ORB, IWR, University of Heidelberg
2 by H. G. Bock, D. B. Leineweber, et al., SimOPT, IWR, University of Heidelberg
Figure 4.1: Overview of the optimization flow using the multiple shooting algorithm MUSCOD and the
rigid body dynamics library RBDL.
In the software package MUSCOD-II of the Interdisciplinary Center for Scientific Computing, Hei-
delberg University, [12, 103] a direct multiple shooting approach for the discretization coupled with
an efficient sequential quadratic programming (SQP) method for the optimization is implemented. For
the solution of the equations of motion, the rigid multi-body dynamics library RBDL [40] is used, see
Section 3. In the following, the direct multiple shooting algorithm, as well as the SQP method, are
described in detail.
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4.2.1 Direct Multiple Shooting
For the solution of OCPs of the form (4.7a)-(4.7d), two main different ways are explored: the indirect
and the direct approach, see [12, 29, 150]. The indirect methods are based on the maximum principle
leading to a boundary value problem with jumping and switching conditions. This means that the system
of differential equations that satisfies endpoint and interior-point conditions has to be solved, which are
hard to solve even for quite simple cases.
For the direct approaches, the infinite-dimensional OCP is reformulated to a large constrained finite-
dimensional OCP by a control discretization coupled with a simultaneous parameterization of the state
differential equations which can be solved by a recursive quadratic programming algorithm. In this
work, a direct approach is used, more precisely a direct multiple shooting approach which is presented
in this section.
Discretization of Controls
To discretize the controls u(t), the whole time interval I = [ta ,tb] is divided into smaller Intervals
I j = [t j ,t j+1], j = 0,1,. . . ,ns −1, where ns denotes the number of nodes of the Interval I, leading to the
following grid:
∆ := (t j )
ns
j=1, 0 = ta = t0 < t1 < t2 < · · · < tns−1 < tns = tb . (4.8)
On each of these intervals
I j = [t j ; t j+1], j = 0,1,. . . ,ns −1, (4.9)
we can define a finite discretization of the controls of our optimal control problem. The control
vector is approximated by a finite set of parameters using given basis functions ϕ j and parameters % j
u(t) := ϕ j (t, % j ), % j ∈ Rnu j , t ∈ I j = [t j ,t j+1], j = 0,1,. . . ,ns −1. (4.10)
Each set of basis functions ϕ j is only defined on one interval I j . These basis functions can be
defined as a vector of polynomials resulting in a piecewise polynomial representation of the control u.
The most simple definition of basis function is the piecewise constant definition
ϕ j (t, % j ) = ϕ j = % j . (4.11)
Also linear approximations are possible defined by interpolation between %1j and %
2
j on I j :
ϕ j (t, % j ) = v
1
j +
t − t j
t j+1− t j (%
2
j − %1j ), % j =
(
%1j
%2j
)
∈ R2nu j . (4.12)
This approximation is discontinuous at the switching points t j . For the numerical calculation, this
is not a problem as t j is known. For a continuous formulation, one needs to include the continuity
conditions
ϕ j (t j+1, % j )−ϕ j+1(t j+1, % j+1) = 0. (4.13)
Note, that also a spline interpolation of higher order is possible, but makes the optimal control
problem more complex. To this end, in this thesis only constant and linear controls are used.
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Parametrization of States
Using the discretization of the controls from the previous section, we could now apply a single shooting,
collocation or multiple shooting method. The intuitive approach of single shooting is very costly as it
requires the repeated integration of the (IVP) over the whole interval I and often it does not converge
due to poor initial data. But even for a good initial approximation, the errors by the discretization and
the roundoff as well as the instability of the ODEs grow large and lead to unsatisfying results. Therefore,
in this work, we rely on a direct multiple shooting approach. For the formulation here, we assume the
same grid for the states as for the controls described above. Note, that also a different grid for the states
than for the controls is possible.
If we assume x (t; s j , % j ) to be a solution of the initial value problem (IVP)
x˙ = f (t,x ,ϕ(t, % j )), x (t j ) = s j , t ∈ I j , (4.14)
we have to determine s j and % j such that the function x pieced together by the solutions of the
IVP (4.14)
x (t) := x (t; s j , % j ) for t ∈ [t j ,t j+1[, j = 0,1,. . . ,ns −1, (4.15)
x (tnx ) = sns (4.16)
is continuous.
The idea of the direct multiple shooting method is to simultaneously compute the solution values
s j = x (t j ), j = 0,1,. . . ,ns at all grid points and not just s0 = x(ta ). Then x represents also a solution
of x˙ = f (t,x ,u) on I. To be a solution of the IVP, x also needs to fulfill the boundary constraints
ra + rb = 0. To include all equations in one function, we define the vector
y := (s0, %0,. . . ,sns−1, %ns−1,sns ) ∈ Rnˆ , (4.17)
nˆ = nx (ns −1) +
ns−1∑
j=0
nu j (4.18)
resulting in mˆ = nxns + nr conditions
h (y ) :=
*.......,
x (t1; s0, %0)− s1
x (t2; s1, %1)− s2
...
x (tni ; sni−1, %ni−1)− sni
r a (s0) + r b (sns )
+///////-
= 0. (4.19)
Note, that h (y ) no longer requires integration over the whole interval I but only on the subintervals
[t j ,t j+1[. Next, we formulate the whole optimal control problem in the discretized form.
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Discretized Formulation of Optimal Control Problem
Using the grid (4.8), the discretization of the controls (4.10) and parametrization of the states (4.16)
described in the previous sections, we can formulate our OCP (4.7a)-(4.7d) as general nonlinear pro-
gramming (NLP) problem defined on the interval I = [t j ,t j+1[ as follows
min
y
Φ[y] =
ns−1∑
j=0
∫ t j+1
t j
φ(t,x (t; s j , % j ),ϕ(t, % j ))dt =:
ns−1∑
j=0
φ j (s j , % j ), (4.20a)
s.t. h j (s j+1,s j , % j ) = x (t j+1s j , % j )− s j+1 = 0, j = 0,1,. . . ,ns −1, (4.20b)
hns (sa ,sns ) = r a (s0) + r b (sns ) = 0, (4.20c)
g j (% j ) ≥ 0, j = 0,1,. . . ,ns −1, (4.20d)
where y is the parametrization vector defined in (4.18) and x (t; s j , % j ) solves the IVP (4.14). The
first constraint (4.20b) is also called matching condition. If continuity at the grid points is desired, the
additional equality constraints (4.13) has to be added. By defining the additional variable
z (t) :=
∫ t
t j
φ(t,x (t; s j , % j ),ϕ(t, % j ))dt,t ∈ I j (4.21)
the values of the performance index can be calculated at the same time as x (t j+1; s j , % j ) by solving the
IVP (
z˙ (t)
x˙ (t)
)
=
(
φ(t,x (t; s j , % j ),ϕ(t, % j ))
f (t,x ,ϕ(t, % j ))
)
,
(
z (t j
x (t j
)
=
(
0
s j
)
,t ∈ I j . (4.22)
It follows
F j (s j , % j ) ≡ z (t j+1; s j , % j ), j = 0,1,. . . ,ns −1. (4.23)
4.2.2 Sequential Quadratic Programming Method
In this section, a short overview on a sequential quadratic programming (SQP) method for the solution
of nonlinear programming (NLP) problems with constraints of the form
min
y ∈Rn Φ(y ) s.t.
h (y ) = 0g (y ) ≥ 0 (4.24)
is given, for more details see [48, 50, 127]. As described in the previous chapter, each OCP of the form
(4.1a)-(4.1f) can be reformulated to such an NLP (4.24) where all functions are explicitly or implicitly
defined as functions of the multiple shooting variables. We will use the same notation as in the previous
sections. The main idea of the SQP algorithm is to replace a difficult problem with an easier one. Instead
of trying to solve the whole problem at once, a sequence of subproblems is defined that is more simple
to solve. The main structure of the SQP algorithm is the same as for the Lagrange-Newton algorithm
which is used to solve problems with only equality constraints. The formulation of the subproblems
is based on optimality conditions such as Karush Kuhn Tucker (KKT) conditions. This motivates the
definition of the quadratic subproblem (SQP-subproblem)
min
σ y
∇Φ(yk )Tσy + 12σ
T
y H kσy (4.25a)
s.t. h j (yk ) +∇h (yk )Tσy = 0, j = 1,. . . ,ne (4.25b)
g j (y
k ) +∇g (yk )Tσy ≥ 0, j = 1,. . . ,ni (4.25c)
for the NLP (4.24).
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Now the SQP algorithm is defined as follows
Algorithm 4.2.3. (SQP algorithm)
1. Choose a starting point (y0,λ0, µ0).
2. If (yk ,λ k , µk )fulfills the KKT conditions: STOP with stationary point yk .
3. Calculate for H k = ∇2y y L(yk ,λ k , µk ) the solution of the SQP-subproblem (4.25a)-(4.25c) that
lies closest to 0 with the according Lagrange multipliers λ k+1 and µk+1 and set yk+1 = yk +σk
and k → k + 1. Return to step 2.
Under certain conditions, Q-superlinear and even Q-quadratic convergence can be shown. For the
globalization of the SQP algorithm, H k is defined as randomly chosen positive definite matrix.
Algorithm 4.2.4. (Global SQP algorithm for NLP)
Choose α ∈ (0, 12 ) for the Armijo rule. Pick ρ > 0 large enough, a start point (y0,λ0, µ0) ∈Rn×Rne ×Rni
and a symmetric matrix H 0 ∈ Rn,n . For k = 0,1,. . . :
1. If (yk ,λ k , µk )fulfills the KKT conditions: STOP with stationary point yk .
2. Calculate the solution σk of the SQP-subproblem (4.25a)-(4.25c) that lies closest to 0 with the
according Lagrange multipliers λ k+1 and µk+1. If σkT H kσk ≤ 0 modify Hk and return to step
2.
3. Determine the largest σk ∈ {1,2−1,2−2,. . . } that fulfills
Pl, ρ (yk )−Pl, ρ (yk +αkσk ) ≥ −γσk (Pl, ρ )′(yk ,σk ). (4.26)
4. Set yk+1 = yk +αkσk and define a new symmetric matrix H k+1.
For the calculation of the Hessian matrix H k = ∇2y y L(yk ,λ k , µk ) the second derivatives of the func-
tions Φ,h and g are needed. It is suggested to use quasi-Newton updates that fulfill the Quasi-Newton
equation.
H k+1d k = κk with d k := yk+1− yk , κk := ∇yL(yk+1,λ k , µk )−∇xL(yk ,λ k , µk ). (4.27)
A commonly used Quasi-Newton update is the following Broyden-Fletcher-Goldfarb-Shanno (BFGS)
update
H k+1 = H k+1BFGS := H
k +
κk κk
T
κk
T d k
− H
kd k (H kd k )T
d k
T
H kd k
=: ΦBFGS (H k ,d k ,κk ). (4.28)
Powell suggests to use the damped version
H k+1 = H k+1BFGS =: Φ
BFGS (H k ,d k ,κkmod ), (4.29)
where
κkmod = θ
k κk + (1− θk )H kd k (4.30)
with θk =

1 if d k
T
κk ≥ ηd kT H kd k ,
(1−η)dkTH k dk
dk
T
H k dk−dkT κk
else .
(4.31)
Then d k
T
κk
mod
> 0 holds and therefore H k+1 is positive definite. With this modification of the BFGS
update, Q-superlinear convergence of the global SQP algorithm can be shown, see [146].
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4.2.5 Condensing Algorithm
Note, that the quadratic subproblem (4.25a)-(4.25c) is much larger for a multiple shooting than for a
single shooting algorithms. However, by the exploration of its sparse block structure, the solution effort
for the multiple shooting problem can be reduced to the same order as for the problem resulting from
single shooting using the following condensing algorithm.
Using the explicit form of the linearized matching conditions
σ
j+1
s =
δx (t j+1,s j , % j )
δs j
σ
j
s +
δs (t j+1,s j , % j )
δ% j
σ
j
% + h j (s j+1,s j , % j ) (4.32)
permits a recursive equivalence transformation of the quadratic subproblem (4.25a)-(4.25c) to the con-
densed problem, eliminating σ1s ,. . . ,σ
ns
s , dropping the iteration index k,
min
σ0s,σ %
bT
(
σ0s
σ %
)
+
1
2
(
σ0s
σ %
)T
B
(
σ0s
σ %
)
(4.33a)
s.t. c +C sσ0s +C %σ % = 0, (4.33b)
d + D sσ0s + D%σ % ≥ 0, (4.33c)
where b,B,C s ,C % ,D s ,D% ,c,d can be computed in a backward recursion. The much smaller and dense
problem (4.33a)-(4.33c) can be solved by a standard QP-solver, e.g. QPOPT [51]. The remaining incre-
ments s j , j = 1 . . .ns , and the Lagrange multipliers of the matching conditions, needed for the calculation
of the Hessian update, can be computed by two recursions. Let (∆s0,∆%) denote the solution of the con-
densed problem (4.33a)-(4.33c), and (µ1, µ2) the Lagrange multipliers corresponding to the constraints
(4.33b) and (4.33c). With the linear matching condition (4.32) the KKT-Point (σy ,λ) is completed by
∆s j in a forward recursion for j = 1 . . .m and λ1, j = − δQδ∆s j+1 +
δr (s0,sm )
δsm
, where λ1,m are the multipliers
of the condensed problem associated with the boundary conditions.
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Reconstruction of Human Push
Recovery Motion During Walking
In this chapter perturbed human walking motions from reference data are reconstructed and analyzed.
We assume that the joint torques are larger, the higher the perturbation is located at the spine of the sub-
ject and the stronger the perturbation. For this analysis the dynamics of the human described in Section
3.1 is included in the optimal control problem presented in Chapter 4 with joint torque derivatives as
control. The model is fitted to reference data by defining an objective function, that minimizes the dis-
tance from the model variables to reference data. Figure 5.1 shows the motion for the model (colored)
and the the reference data (white). This approach is presented in [158] using joint torques as controls.
First, the optimal control problem is specified. Then the numerical results including an intensive
analysis of the joint angles and torques as well as other parameters such as ground reaction forces, the
position of the center of mass as well as the potential and kinetic energies are presented. The motions
from both data sets from Sections 2.4 are included in the studies.
Figure 5.1: Image series of the reconstructed motion (colored in the front) and the reference data (white
in the back) for a motion perturbed at the middle trunk. The line at the back of the model indicates the
perturbation strength. The longer the line, the stronger the perturbation.
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5.1 Optimal Control Problem Formulation
To compute the internal joint torques for perturbed human walking motions, an OCP of the form (4.1a-f)
consisting of 45 state variables (joint angles, joint angle velocities and active joint torques) and 13
control variables (active joint torque derivatives) is set up.
An objective function for equation (4.1a), that minimizes the distance between the joint angles from
the reference data and the joint angles from the model, in the following least-squares formulation is
used:
φ[x ,u,p,s] =
1
nx˜nt˜
n x˜∑
k=0
σk
n t˜−1∑
l=0
(M (xk (tl ))− x˜k,l )2, (5.1)
where M defines a function that projects the states vector to the form of the reference data. In detail, we
gain an OCP with x : I → Rnx representing the differential states defined by
x (t) := (q (t),q˙ (t), τ˜a )T , (5.2)
where q defines the 16 generalized position variables, meaning mainly the angles of the joints of the
human model and the position and orientation of the pelvis, see Section 3.1, q˙ the according generalized
velocity variables and τ˜a the actuated internal joint torques. The controls are represented by u : I→Rnu ,
where nu describes the number of actuated joints and
u(t) := ˙˜τa (t) (5.3)
describes the derivatives of the actuated internal joint torques. Here the controls are discretized linearly
on the time intervals, see Section 4.2.1. The transition times t1,. . . ,tnph are fixed to values suitable to
the reference data. In this motion reconstruction formulation, we do not have any parameters for the
optimization.
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5.2 Numerical Results
The optimal control problem from Section 5.1 is solved for motions from dataset A and B, described
in detail in Section 2.4. Dataset A includes four unperturbed steps and five perturbed steps, dataset B
includes 23 unperturbed steps and six perturbed steps. In some plots and tables, only the first two
unperturbed steps from dataset A are considered. For dataset B the average of the unperturbed motions is
calculated. In this chapter, the joint torques, joint angles, angular momentum, ground reaction forces and
the center of mass positions for the perturbed motions are compared to the unperturbed motions. Before
analyzing the resulting joint torques and other parameters calculated by derivatives of joint torques as
controls for dataset A and B, it is proofed that the results meet the reference data well.
5.2.1 Error Analysis
In Table 5.1 the root mean squared errors of the resulting motions from the two data sets are shown.
We calculate the root-mean squared (RMS) error for translational and rotational DoF separately
err =
√√
1
nqm

∑
k ∈C
m∑
j=0
(qk (t j )− q˜k (t j ))2
 , (5.4)
where m is the total number of multiple shooting nodes of the optimal control problem and C is the
set of indexes belonging to the translational or rotational DoF. The mean errors of all motions from the
datasets are 0.033m and 0.0711rad for dataset A and 0.0352m and 0.045rad for data set B. Therefore
the solutions with linear joint torques derivatives as controls represent the reference data as good as
the solution with constant joint torques as controls for dataset A and also for dataset B the resulting
motions suit the reference data very well. Figure 5.2 and 5.3 show the differences of the joint angles
from reference data (dotted lines) and the solution calculated with the derivatives of joint torques as
controls (solid lines) for dataset A and B. As for all figures in this chapter, the perturbed motions are
defined by colors: green for pushes at the pelvis, blue for pushes at the middle trunk and red for pushes
at the upper trunk. The unperturbed motions of dataset A are indicated by gray lines (again dotted for
the reference data, solid for the solution). The average of the unperturbed motions from dataset B is
indicated by a thick black line. For this dataset, only the solution is plotted. The solution represents
the reference data well in nearly all joints. Only the pelvis-z position, as well as the ankle joints of
the solution, differ obviously from the reference data. This is due to the case that for the solution, it is
demanded to stand on the ground while for the reference data, the feet sometimes fly and sometimes
they stick in the ground.
Table 5.1: The rotational and translational RMS errors of the reconstructed motions to reference data
for dataset A (upper rows) and B (lower rows).
NoPushA1 NoPushA2 PelvisA MiddleA1 MiddleA2 UpperA1 UpperA2 mean
Trans 0.0362 0.0305 0.0303 0.0335 0.0213 0.0345 0.0448 0.0330
Rot 0.0604 0.0649 0.0642 0.0641 0.0801 0.0765 0.0771 0.0711
NoPushB PelvisB1 PelvisB2 MiddleB1 MiddleB2 UpperB1 UpperB2
Trans 0.0362 0.0319 0.0332 0.0362 0.0357 0.0299 0.0445 0.0352
Rot 0.0604 0.0416 0.0430 0.0445 0.0415 0.0529 0.0463 0.0450
47
Chapter 5. Reconstruction of Human Push Recovery Motion During Walking
Normalized Time
0 0.5 1Tr
an
sl
at
io
n 
[m
]
0
0.5
Pelvis Trans-X
Normalized Time
0 0.5 1Tr
an
sl
at
io
n 
[m
]
0.82
0.86
0.9
0.94
Pelvis Trans-Z
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
0
0.2
0.4
0.6
Pelvis Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
-0.6
-0.4
-0.2
0
Stance Hip Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
0
0.5
1
Stance Knee Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
-0.2
0
0.2
0.4
Stance Ankle Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
-1
-0.5
Swing Hip Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
0
0.5
1
Swing Knee Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
0
0.4
Swing Ankle Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
-0.4
-0.2
0
Lumbar Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
0
0.1
0.2
0.3
Thorax Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
-0.2
0
0.2
Neck Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
-0.8
-0.4
0
Stance Shoulder Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
-1
-0.5
0
Stance Elbow Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
0
0.5
1
Swing Shoulder Rot-Y
Normalized Time
0 0.5 1
An
gl
e 
[ra
d]
-0.8
-0.6
-0.4
-0.2
Swing Elbow Rot-Y
NoPushB
NoPushA1 REF
NoPushA1 RES
NoPushA2 REF
NoPushA2 RES
PelvisA  REF
PelvisA  RES
MiddleA1 REF
MiddleA1 RES
MiddleA2 REF
MiddleA2 RES
UpperA1  REF
UpperA1  RES
UpperA2  REF
UpperA2  RES
Figure 5.2: The translation and rotation of the pelvis and the joint angles of the reference data (dotted
lines) and the model (solid lines) for seven analyzed motions from dataset A. The thick black line
indicates the average of the unperturbed motions from dataset B.
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Figure 5.3: Translation of the pelvis and joint angles of the reference data (dotted lines) and the model
(solid lines) for the analyzed motions from dataset B. The thick black line indicates the average of the
unperturbed motions from dataset B.
49
Chapter 5. Reconstruction of Human Push Recovery Motion During Walking
5.2.2 Joint Torques and Joint Angles
First, the differences in the mean joint torques between the two datasets are compared. In Figure 5.4
the mean joint torques for the motions from both datasets are shown. The average of the unperturbed
motions is nearly the same for both datasets which makes it reasonable to include data from both datasets
in our analysis. The perturbed motions are ordered by strength of the perturbation (weakest perturbation
left) for each perturbation location (pelvis, middle and upper trunk). For the perturbations at the middle
trunk and at the pelvis the mean joint torques are all of a similar magnitude. For the perturbations at the
upper trunk the mean joint torques are larger for stronger pushes in both datasets, but not in between the
datasets. The mean joint torques are larger for dataset A compared to dataset B. This could be because
the subject from dataset A is taller and therefore, a push applied at the upper body has a higher influence
on the motion.
Figure 5.4: Comparison of the mean joint torques for the motions from the two datasets.
Second, we regard the mean joint torques over joints for the different kinds of perturbations cal-
culated for the data from both datasets. To simplify the notation, in the following, we will only write
torques meaning the mean joint torques.
First, the motions are grouped by the position of the point at the spine where the push is applied:
25 unperturbed motions, three pushes at the pelvis, four at the middle and four at the upper trunk, see
Figure 5.5. The unperturbed motions result in the lowest torques for most of the joints. Only in both hip
joints, the swing ankle and the lumbar the unperturbed motions do not result in the lowest joint torques.
Nevertheless, in the hip joints and the lumbar, the lowest push points result in weakest torques and the
highest push points in the largest torques. This also holds for all joints in the arms, body, and legs despite
the ankle joints. While in the stance ankle the order is the opposite (largest torque for lowest push point,
smallest torque for highest push point), in the swing ankle the perturbation at the middle trunk results in
the largest torque and the perturbations at the upper trunk in the lowest torque.
Next, the motions are grouped by the strengths of the perturbations: 25 unperturbed motions, three
pushes weaker than 150N, four between 150 and 200N and four more than 200N), see Figure 5.6.
Again, the unperturbed motions result in the lowest torques for most joints. Only in both ankle joints,
the unperturbed motions do not result in the lowest joint torques. While in the stance ankle the strongest
pushes result in the lowest torques, and the middle pushes in the strongest torques, the middle pushes
result in the lowest torques for the swing ankle and the weakest pushes in the strongest torques. The
same holds for the swing knee. But here no significant difference in torques for the different strengths
can be observed. Also for the lumbar and the neck joint the middle pushes result in the largest torques,
but the weakest pushes result in the smallest torques. For all other joints stronger pushes result in larger
joint torques. Therefore, the assumption “the stronger the perturbation and the higher the push point is
located at the spine, the larger the torques in the joints” holds.
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Figure 5.5: Comparison of the mean joint torques per joint for the different perturbations described by
different colors (dark blue: unperturbed, light blue: pelvis, green: middle, yellow: upper).
Figure 5.6: Comparison of the mean joint torques per joint for the different push strengths described by
different colors (dark blue: unperturbed, light blue: weak pushes up to 150N, green: pushes between
150 and 200N, yellow: strong pushes more than 200N).
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Figure 5.7: Internal torques in the joints of the model for motions from dataset A and B calculated
by joint torque derivatives as control. The different colors represent the different perturbed motions.
The unperturbed motions are marked by gray lines and the thick black line indicates the average of all
regarded normal motions.
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Figure 5.8: Strengths and profiles of the applied push forces, at different height of the spine for dataset
A and B, normalized over end time (left: dataset A, right: dataset B).
Figure 5.8 shows the normalized push forces for dataset A (left) and dataset B (right). The norma-
lization by the end time of the whole step enables to compare the data from the perturbed and unper-
turbed motions. Without a time normalization, it is possible to compare the end times of the different
motions but not the specific trajectory properties for all joints.
Figure 5.7 shows the joint torques of the human model for dataset A and B with normalized time
disregarding the time phases. The colored lines indicate the different perturbations, the gray lines the
unperturbed motions. In most of the joints, the perturbed motions result in larger joint torques than the
unperturbed motions. For the joints in the body as well as for the stance hip and knee and the swing
hip, the joint torques are larger, the higher the point at the spine where the perturbation is applied. For
all joints in the arms as well as for the stance ankle and the thorax, the joint torques for the two motions
in the middle and upper trunk with the stronger perturbations (MiddleA2 and UpperA2) are largest. For
the MiddleA2 and UpperB2 motions, the push starts later (and also the peak of the perturbation is later
in time) than for the other motions, see Figure 5.8. For these motions also the joint torque increase in the
stance knee and ankle, as well as the stance shoulder, occur later than for the other motions. Regarding
the joint torques in the legs normalized for each phase time in Figure 5.10 this cannot be observed.
Therefore it is important to take the different kinds of normalization into account.
In the previous plots, the motions are normalized by the end time. Figure 5.8 shows the forces for
the perturbed motions of both datasets (left: dataset A, right: dataset B) normalized by the end time.
In Figure 5.9 the forces for the two datasets are normalized for each gait phase. In the following plots,
the motions are normalized by phase times. The phases are indicated by vertical lines. The analysis of
these plots is split for the legs, the arms and the body joints including the neck. For some plots, the
values are constant over a whole phase. Note, that for some motions this is due to very short phases
(time = 0). In the plots, the perturbed steps are again indicated by solid colored lines. The average of
the normal motions is plotted by a thick black line. The minimum and maximum of the unperturbed
steps are plotted as a gray area. The colored lines in the bottom row indicate the start and the end time
of the perturbation.
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Figure 5.9: Strengths and profiles of the applied push forces, at different height of the spine for dataset
A and B, normalized over time per phase (left: dataset A, right: dataset B).
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Legs
The torques and joint angles of the legs during perturbed motions are taken into account, shown in
Figure 5.10. The joint torques for the stance hip are higher during the first and second phase for the
motions perturbed at the upper and middle trunk than for the unperturbed motions but of a similar
shape. For the stance knee, these motions result in higher joint torques only during the second phase.
For some motions perturbed at the upper trunk, the joint angles of the swing hip vary from the range of
the unperturbed motions. The torques in the swing ankle are smaller for some push motions in the last
two phases. Overall, comparing the joint angles of the perturbed motions and the unperturbed motions,
there is not much difference.
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Figure 5.10: Averages of the joint torques and joint angles of the stance (upper) and swing (lower)
legs for unperturbed steps (thick black line) and for perturbed steps (dashed lines) of the different push
motions (colors). The colored lines in the bottom row indicate the start and end time of the perturbation.
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Body
Here, the joint torques and joint angles of the body joints (neck, thorax and lumbar) are analyzed, see
Figure 5.11. The lumbar and the thorax joint torques and joint angles are similar to the ones of the
normal motions for most perturbed motions. The joint torques in the lumbar vary from the normal range
for the upper body perturbations. A change in the neck joint angle can be observed when the push
occurs for all motions from both datasets except for the motions perturbed at the pelvis. In Section 6.1
the reason for this observation is discussed.
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Figure 5.11: Averages of the joint torques and the joint angles of the body for unperturbed steps
(thick black line) and for perturbed steps (dashed lines) of the different push motions (colors). The
colored lines in the bottom row indicate the start and end time of the perturbation.
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Arms
Next, the torques and joint angles of the arms shown in Figure 5.12 are analyzed, see. Stance and swing
arm are named according to the stance and swing leg. For the stronger pushes in the upper and middle
trunk, the joint angles of the stance shoulder differs a lot from the normal motions shortly after the
perturbation start. Interestingly, this happens, the at the time, when the joint torques in this joint are at
their minimum, see Section 1.3 for detailed analysis.
In the swing shoulder, all motions except the smaller push in the pelvis of dataset B (PelvisB1)
show a significant difference to the normal range in the last three phases in the joint angle and also in
the joint torques. For the unperturbed steps, the swing shoulder joint angle remains nearly zero for both
datasets. Again the deviation appears in the second phase, but here it can not be seen clearly that the
joint angle changes after the joint torques. In the swing elbow, the joint angles change before or without
a significant change in the joint torques. Here the change in the joint angles could be caused by the
change in the shoulder joint angles.
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Figure 5.12: Averages of the joint torques and the joint angles of the arms for unperturbed steps
(thick black line) and for perturbed steps (dashed lines) of the different push motions (colors). The
colored triangles indicate the start of the perturbation. The colored lines in the bottom row indicate the
start and end time of the perturbation.
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5.2.3 Center of Mass
In this part, we concentrate on the analysis of the motion of the center of mass (CoM). Regarding the
translation of the center of mass in the x-direction, the motion is faster for most of the perturbed motions
compared to the unperturbed motions. The translations for the motions perturbed in the pelvis do not
differ a lot from the normal motions. The translation in the z-direction is taller for most of the perturbed
motions
5.2.4 Angular Momentum
In this section, we consider the angular momentum about the center of mass. Figure 5.13 (bottom plot)
shows the angular momentum for the different perturbed motions. The angular momentum of most
of the perturbed motions does not differ a lot from the unperturbed motions. Only the two motions
perturbed at the upper body from dataset A differ significantly at the end of phase two from the range of
unperturbed motions and the motions perturbed at the pelvis from dataset B differ in the last two phases.
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Figure 5.13: Average of the position of the center of mass (upper) and of the angular momentum (but-
ton) of unperturbed steps (thick black line and gray area) and of perturbed steps (solid lines) of eleven
motions from datasets A and B. The different colors describe the different motions (green: Pelvis,
blue: Middle trunk, red: Upper trunk). The colored lines in the bottom row indicate the start and end
time of the perturbation.
57
Chapter 5. Reconstruction of Human Push Recovery Motion During Walking
5.2.5 Ground Reaction Force
Here, we analyze the ground reaction forces (GRF) for the perturbed motions and the unperturbed
motions. Again the ground reaction forces for the perturbation occurring at the pelvis do not differ a
lot from the unperturbed motions, see Figure 5.14 upper row. The general shape of the ground reaction
force plots for the perturbed motions is the same as for the unperturbed motions mainly the phase timing
differs.
5.2.6 Energy
Finally, we compare the kinetic and the potential energies for perturbed steps to steps without pertur-
bation, see Figure 5.14 bottom row. For the perturbation at the middle and upper trunk, the potential
energy differs a lot from the unperturbed motions during the second phase. For the perturbed motions,
the kinetic energy rises, when the push occurs until the end of the second phase and remains at this level
for the last two phases. The kinetic energy is higher, the higher the point at the spine is located where
the perturbation is applied. The kinetic energy also increases for an increase of perturbation strength.
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Figure 5.14: Average of the ground reaction force (upper row) of the stance leg (left) and the swing
leg (right) as well as of the potential (bottom row, left) and the kinetic energy (bottom row, right) of
unperturbed steps (thick black line and gray area) and of perturbed steps (solid lines) of eleven motions
from dataset A and B. The different colors stand for the different motions (green: Pelvis, blue: Middle
trunk, red: Upper trunk). The colored lines in the bottom row indicate the start and end time of the
perturbation.
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5.3 Summary
The observations in this chapter can be summarized as follows:
• The motions resulting from the reconstruction calculation represent the reference data well.
• For all joints but the ankle joints, the perturbations at the pelvis result in the lowest joint torques.
• Higher located perturbations result in larger joint torques.
• Stronger perturbations result in larger joint torques
• Angular momentum and ground reaction forces, as well as the center of mass of the perturbed
motions, do not differ a lot from the unperturbed motions.
• Kinetic energy is larger the higher the push point is located at the spine.
59
Chapter 5. Reconstruction of Human Push Recovery Motion During Walking
60
Chapter 6
Sensing of Perturbation During
Human Walking
To get a better understanding of the human push recovery motions, the sensing of the perturbation is
essential. Also in the realization of push recovery motions for robots or prostheses, the sensing of the
perturbation is a central problem. To be able to react to the perturbation, first, it has to be detected. The
goal of this chapter is to determine how humans sense perturbations during walking motions to be able
to mainly answer the following questions:
• Which of the human senses gives critical information to trigger a recovery motion?
• Which types of senses should be used in (bio-inspired) robots?
To this end, we compute hypothetical sensor data that might be used to detect a perturbation. The main
outcomes from the previous Chapter 5 are further analyzed. In addition, the presented method is used
to calculate additional relevant model data. Our results are generated using a simplified human model
as described in Chapter 3.1 which allows us to analyze just the exact signals and outcome without
taking the detailed internal process into account. We do not investigate the sensitivity of the exact
reaction. Our analysis is based on the brought trajectories of the data, independent of the influence of
the sensor properties to the quality of the signals. We can also neglect the influence of learning due to
repeating a task because the trial set for each subject is limited. To be able to compare the perturbed and
unperturbed walking motions, the trajectories are normalized in time for each phase. The necessity of
this normalization is described in the previous Chapter 5. Only in the last part, we use not normalized
trajectories for the analysis of the reaction times, meaning the time delay from sensory stimulus from
the perturbation until an observable reaction motion.
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6.1 Analysis of Sensory Influences
In Chapter 1 senses and reflexes relevant for balancing posture and the sensing of a perturbation during
human walking motions are described. Probably the most relevant sensory systems in the scope of
balancing posture are
• the somatosensory system - that detects the constellation of the joints towards each other (pro-
prioception) and includes the sense of touch, which is capable of sensing the force at the push
point,
• the vestibular system - that detects variation in balance,
• and vision - that is important to stabilize posture and remain in balance.
In our studies, pushes from the back during walking motions are analyzed. The perturbation cannot be
seen or heard in advance. Therefore vision and the audible system are not relevant for predicting the
perturbation. The subject was able to hear perturbation only at the point in time when the pushing device
touches its surface. As our model exists only of rigid segments, the audible system cannot be displayed.
Nevertheless, the touch and the applied force of the pushing device on the surface of the subject can be
sensed by the somatosensory system. In our case, the model “knows” the applied force. As a mechanical
reaction, joint angles might be different from the unperturbed motion. The ability of proprioception
detects theses changes, indicating a perturbation. The somatosensory system is represented by the joint
angles and joint torques already analyzed in the previous section. In this section, first, the changes of
joint angles and joint torques in the legs, the arms, the neck, and the body will be analyzed. Second, it
is analyzed, if a change in head orientation can be sensed to investigate the influence of vision and the
vestibular system in the perturbation detection.
6.1.1 Somatosensory System
The somatosensory input can be represented by joint torques and joint angles in our model. In the
previous Chapter 5, we already gave an overview of these data. Here, these observations and their
influence on sensing a perturbation are presented in more detail.
Body
Here, the orientations of the three torso parts and the head are analyzed, plotted in Figure 6.1
(left: dataset A, right: dataset B). Regarding the right plots from dataset B, the following results are
observed. For most of the motions, the head, the belly and the pelvis orientations for the perturbed
motions differ from the normal motions, while the chest orientation differs only for the stronger pelvis
perturbation. Regarding human robots, often the sensor of balance is located in the chest. The previous
observation shows that with a balance sensor located in the chest, the perturbation would not be sensed
for most cases. Placing additional balance sensors in the head, pelvis, and belly would give more ac-
curate information about the perturbation of balance and allows for a faster and more specific reaction.
Regarding now the results for dataset A (left plots), the orientations remain in the gray area for most of
the motions except for the motions that are perturbed in the upper trunk for all torso parts as well as for
the head. Therefore, the observation from dataset B cannot be proofed. It could now be argued why the
observation holds for dataset B but not for dataset A. The following arguments could be the reason for
this difference: First of all the subject from dataset A is much smaller than the subject from dataset B
which could result in the difference in the joint torques. Second, the perturbations in dataset B remain
for longer and are weaker than the ones in dataset A. This could also have an influence on the resulting
joint torques. A larger set of perturbation has to be analyzed before generalizing this statement.
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Figure 6.1: Average of the orientation angles of the body for unperturbed steps (thick black line) and
for perturbed steps (solid colored lines) of the different push motions (left: dataset A, right: dataset B).
The colored lines in the lowest row indicate the strength and the timing of the perturbation.
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Arms
Figure 6.2 shows the joint angles and joint torques in the stance shoulder for dataset A and B. The joint
torques in the stance shoulder start in the range of the unperturbed motions. When the push occurs,
the joint torques of the stronger perturbed motions turn to negative values, get to the minimum in the
second phase and return to positive values. Interestingly, the joint angles only vary from the range of the
unperturbed steps starting from this turning point. The change of the joint torque to the other direction
without a significant change in the joint angle is a reaction on the perturbation due to a passive holding
moment or a reflex contraction as described in Section 1.4.
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Figure 6.2: Joint torques and angles of the stance shoulder for unperturbed steps (thick black line) and
for perturbed steps (solid colored lines) of the different push motions (left: dataset A, right: dataset B).
The colored lines in the lowest row indicate the strength and the timing of the perturbation.
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Neck
Figure 6.3 shows the joint torques and joint angles for dataset A (left) and dataset B (right). As already
described in the previous chapter, the neck joint angle changes at the point in time when the push occurs
for all but the motions perturbed at the pelvis. Again the tonic neck reflex can be of charge to maintain
the balance, as the neck joints connect the body and the head. Therefore a change in the neck joint
angle leads to a change in the muscle tension between the trunk and the limb which can be sensed by
the mechanoreceptors. This can be seen in the change in joint torques in the upper row of Figure 6.3.
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Figure 6.3: Joint torques and joint angles of the stance shoulder for normal steps (thick black line) and
for perturbed steps (solid colored lines) of the different push motions (left: dataset A, right: dataset B).
The colored lines in the lowest row indicate the strength and the timing of the perturbation.
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6.1.2 Vision and Vestibular System
As described in Section 1.3.2, vision has a huge influence in the control of balance. Because our human
model exists only of rigid segments, the motion of the eye cannot be implemented. In this scope, the
influence of vision can be represented as the orientation of the head. Also, the vestibular system input
can be represented by the orientation, the velocities, and the acceleration of the head. In this chapter, the
influence of these variables on the ability to sense a perturbation is analyzed by comparing perturbed
and unperturbed motions.
We regard the orientation and the transversal position as well as the velocities and the accelerations
of the head, representing the influence of vision as well as the vestibular system, see Figures 6.4 and
6.5. No general rule holding for all motions can be observed. For the UpperA2 motion (orange line in
Figure 6.4) a change in the transversal velocities in x and z-direction can be observed. Other motions
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Figure 6.4: Orientation, position, velocities and acceleration of the head for unperturbed steps
(thick black line) and for perturbed steps (solid colored lines) of the different push motions from
dataset A. The colored lines in the lowest row indicate the strength and the timing of the perturbation.
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differ later in time (MiddleA1, UpperA1, PelvisB1, MiddleB1, MiddleB2, UpperB1, UpperB2). This
could be due to the peak shape of the UpperA2 motions, making the start of the perturbation very close
to the maximal perturbation. A change in the head orientation can be observed at the point in time when
the push occurs for the PelvisA, the MiddleA2, and all motions from dataset B, except for the PelvisB1
motion. This change can be sensed by the vestibular system and trigger a recovery motion. For the
perturbations at the upper trunk, a change in the head orientation acceleration can be observed.
The change in the head orientation can be sensed by the otoliths of the labyrinth in the human ear
leading to labyrinth reflexes, see Section 1.4. A time gap between the occurrence of the perturbation
and the change in the orientation of the head can be observed for both datasets. This can either be due to
the time delay of the sensory information process in the human and the inertia of the reaction or because
the perturbation needs to apply a certain amount of energy until the human needs to react in a recovery
motion.
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Figure 6.5: Orientation, position, velocities and acceleration of the head for unbperturbed steps
(thick black line) and for perturbed steps (solid colored lines) of the different push motions from
dataset B. The colored lines in the lowest row indicate the strength and the timing of the perturbation.
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6.2 Analysis of the Reaction Time
In this section, we address the question on which sensory system is most relevant for sensing a pertur-
bation based on the analysis of the reaction time. Knowing the reaction times of the specific sensory
systems, the analysis of the reaction times in the perturbed walking motions can give a hint on which
sensory system is involved in sensing the reaction. The exact time dependencies of the sensory and
brain processing are described briefly in Chapter 1. Note, that with our approach only a first try of a
better understanding of the process of the sensing of the perturbation can be given. A precise analysis of
these time delays is not possible due to the strong dependency on the subjects, the tasks, and the sensory
systems involved. Another reason why it is not easy to use the time delays as a hint on which sensory
system is relevant for the detection of and reaction on a perturbation is that our model is not accurate
enough. The time from the stimulus until reaching the brain is irrelevant in our scope because inner pro-
cesses as the information from the stimulus until the reaction are modeled as a black box. Furthermore,
the literature is not consistent concerning the specific times of the different sensory systems and the
results are strongly dependent on the reaction task. For the reaction time of the sensory system, it is also
relevant how many sensory systems are stimulated. In our case, we aim to determine the senses involved
in the detection of perturbation during walking motions. The reaction time, in this case, describes the
difference of the perturbation start and the point in time when the trajectory of the perturbed motions
differs from the unperturbed motions. Here, we analyze the differences of the trajectories of the joint
angles and joint torques in the swing and the stance shoulder.
To determine the reaction time, we regard not normalized plots of the joint angles. The analysis of
the joint angles in the shoulders makes sense in this scope because there is not much motion in these
angles for the unperturbed walking motions, see Figure 5.2, 5.3 and in the Appendix A3. Figure 6.6
shows the mean, maximal and minimal reaction times for the swing shoulder and the stance shoulder
observed in the joint angles (upper row) and joint torques (bottom row). In the Appendix A3 a table
including the exact reaction time values for the arm and head position is given. Note, that for two
motions a negative reaction time is found. This could be because during the optimization the algorithm
“knows” that a perturbation will occur. No further restriction other than the model dynamics is added to
fix the motion to a normal gait until the point in time the perturbation is applied. This could influence
the motions before the perturbation occurs. For most motions, this drawback can be neglected because
the optimization leads to a good approximation of the reference data - in which the subjects did not
know when, where and with how much strength the perturbation would be applied. Considering the
reaction time until the change in the joint angle of the swing shoulder shown in Figure 6.6 upper left
plot the values from dataset B suggest that the reaction time increases the further up the perturbation is
applied. This also holds for the middle and upper trunk in dataset A but not for the one at the pelvis.
In the stance shoulder, the reaction time increases for higher located perturbations for dataset A but at
this joint, the reaction time decreases significantly for dataset B. In Section 1.3.4 reaction times from
literature are summarized. The total mean reaction time of the joint angles over both datasets for the
swing shoulder is 147ms, which is longer than the mean reaction times of the other joints. Comparing
this value to reaction times of simple tasks from literature, it is only a bit longer. A simple task is a task in
which the subject only needs to press a button or catch a ruler without a choice of different possibilities.
Recent research suggests that this time is 141ms (auditory), 148ms (visual) or 139ms (touch) if only
one sensory system is stimulated [82]. Investigating in more than one sensory system this time reduces.
But, as mentioned, the times are not only strongly dependent on the number of sensory systems involved
but also on the required task. The more complex, meaning the more possible reactions, the longer the
reaction time. Comparing the simple reaction task of only pressing a button with a recovery motion
from a perturbation, the latter is a lot more complex. Following the results from research, this would
result in longer reaction times. The result of a quite short reaction time suggests that the human can
process the information of a perturbation very effective. To be able to decide which senses are mainly
involved in the detection of perturbation during human walking motions, our results are not sufficiently
accurate.
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Figure 6.6: Minimal, maximal and mean reaction times of the swing shoulder for the two datasets.
Nevertheless, the reaction time for the different motions in the swing shoulder differs between 20 and
230ms which is a huge variance and therefore does not give any hint on the sensory systems involved in
the detection of the perturbation. The mean reaction time of the stance shoulder is 89ms (min. 40, max.
200ms) for the head position in x-direction 53ms (min. 10, max. 180ms) and in z-direction 118ms
(min. 50, max. 120ms).
The reaction time until a change in the joint torque is shorter than the one of the joint angles regarded
above, see bottom row of Figure 6.6. This shows that first the joint torques change and then the joint
angles. Regarding the reaction times from joint torques, an increase if the reaction time the higher the
push point is located can be observed for both datasets for the stance shoulder but not for the swing
shoulder. Overall, no general dependency between the reaction times and the perturbation locations or
push strengths can be found from the investigated data.
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6.3 Conclusions
Comparing the reaction times from our calculation to the reaction times found in the literature shows
that the reaction time to a perturbation during human walking is in the range of the reaction times to
simple tasks using only one sensory system. This result suggests that the sensing of a perturbation during
motion involves more than one sensory system because this task is more complex than a simple task but
the processing time reduces if more than one sensory system is stimulated. This result indicates, that
most probably, a combination of audible and tactile stimulation is in charge of first sensing a perturbation
as regarded in this thesis.
Our investigations of the head orientation and position suggest, that for stronger perturbations at the
upper body the vestibular and the visual system can sense the perturbation. A distinct difference between
the orientation of the head in these perturbed motions and the unperturbed motions can be seen.
Nevertheless, our results indicate that mainly the somatosensory system is responsible for sensing
perturbations during walking because a change in neck rotation can be observed before the change in
head orientation. To apply these results to a robot, the robot needs to be able to sense the constellation
of its joints all the time.
Moreover, our findings show that a sense of balance located at the chest does not detect all pertur-
bations at the upper trunk during walking. In our data, only one perturbation in the pelvis leads to an
orientation of the chest that differs from the range of unperturbed motions. The other perturbations can
only be sensed in the other upper body parts, meaning the head, the upper and the middle trunk in our
model.
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Synthesis of Human Push Recovery
Motion During Walking
In this chapter perturbed human walking motions are generated using the methods introduced in the first
Chapters of this thesis to be able to further analyze the influence of perturbations during human walking
motions. First, the influence of the strength of the perturbation is analyzed based on a fixed objec-
tive function. Then the resulting motions from differing objective functions are compared to perturbed
motions from reference data.
7.1 Analysis of the Influence of the Strength of the Perturbation
Regarding our set of reference data, the timing and the push strength vary from trial to trial. This makes
it very difficult to analyze the influence of the strength of a perturbation alone. To this end, in this
section, the timing and the location of the perturbation are constant. Only the push strength varies.
We are using the human model presented in Chapter 3 considering the types of pushes during peri-
odic walking in which the aim is to maintain a motion close to the periodic one. We, therefore, formulate
an objective function of an optimal control problem introduced in Chapter 4 that aims to minimize the
gap to periodicity after one step of the motion. We add a second term that minimizes a weighted sum of
joint torques squared resulting in a reduction of efforts over all joints which has proven to be a suitable
criterion for many types of motions, [37, 38, 96, 161]. The push is added as a given function of time
in the right-hand side of the dynamics. Initial conditions for the step, i.e. just before the onset of the
push, are fixed to the conditions of the periodic motion at this very moment. The duration of phases,
as well as the resulting step length (and all other positions and velocities), are free to be determined
by the optimization. In this study, we do not investigate in reference data from a real human. To be
able to analyze the influence of a perturbation, different push strengths are analyzed, while the timing
and the position remain the same. We define the force as a polynomial of order four with a duration of
0.1 seconds and a maximal amplitude which varies between 150N and 600N. These results are also
presented in [159].
The approach presented in this chapter explicitly addresses large perturbations during periodic wal-
king to go back to the gait cycle and not to stop to recover. It is the first optimization approach based
on a whole-body model of human walking. While it may be too time-consuming to perform this type
of computations on-line in the robotics context, the trajectories can easily be precomputed for different
levels of pushes and executed according to the sense push signal, as we will discuss at the end of Section
7.1.2.
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7.1.1 Optimal Control Problem Formulation
Formulating human motions as an optimal control problem as described in Section 4 includes two main
parts. First, the dynamics of the multi-body model together with the gait cycle constraints, presented in
Section 3, and second, a suitable objective function which defines the locally best solution on a manifold
of feasible solutions, see Section 4.1, has to be defined. This is a beneficial way to solve the redundancy
issue which is especially important in human walking and push recovery.
The dynamics of the multi-body model enter the OCP as a constraint in form of a differential equa-
tion; constraints for the gait cycle are implemented as nonlinear interior constraints in and as phase
transition conditions and coupled conditions. The push function which specifies the duration, direction,
contact point and intensity of the external force enters the right-hand side of the differential equation as
an augmented control, which is the sum of internal and external forces (see Sec. 3.4).
In this motion synthesis study, we focus on the optimization of one single step. Since in the case
of no perturbance, human gait is usually cyclic, in this case we formulate coupled constraints between
t = 0 and t = T , such that the state x (T ) at the end of the step is the mirrored constellation to the state
at the beginning of the step at t = 0, more precise x (0) = x˜ (T ). Note, that this includes all positions
and joint angles (except the pelvis position in walking direction) and all corresponding velocities. In
the following, we refer to this constraint as periodicity constraint as it enforces a symmetric, periodic
gait. Note, that with this constraint the step length is already defined by the initial posture of the step.
Hence, in the presence of an external force, this constraint has to be relaxed due to two reasons. First,
to allow for a variable step length, and second to allow for a final state as a reaction to the push, which
is not a mirrored constellation to the state at the beginning of the step, where no perturbance had been
taken place so far. Because the optimal control problem models the behavior of a human who is pushed
during walking, the goal of the recovery motion is, to be able to keep on walking afterward. Therefore,
the periodicity constraint can not be neglected entirely and we look for recovery steps that are as periodic
as possible, while still compensating the push. To this end we include a vector of slack variables pper i ,
substitute the periodicity constraint by the relaxed version
x (0) = pper i + x˜ (T ) (7.1)
and include a minimization of a weighted sum of these slack variables in the objective function as Mayer
term.
Note, that also the phase transition times s = (s0,. . . ,snph ) are free variables, such that not only
adjustment of step length pSL but also of step duration T is taken into account for the computation of an
optimal recovery motion.
Applied to the human model described in 3.1 we get an optimal control problem of the form from
(4.1a)-(4.1f) with 32 state variables x consisting of the 16 joint angles q and 16 joint angle velocities q˙
and 13 control variables u consisting of the joint torques τ . The parameters p are described by the step
length pSL at the end of the step and 31 periodicity slack variables pper i for the position and velocity
gaps as described above.
For this motion synthesis study, we define an objective function consisting of two parts. Next to
the minimization of the periodicity gap described above we define a further criterion which is a suit-
ably weighted minimization of all squared joint torques divided by the resulting step length pSL . It
can be interpreted as a maximization of efficiency. The over-all objective function consists of a linear
combination of these two terms, weighted in such a way that for a push of 0N the optimal motion basi-
cally coincides with the version of the unperturbed case with a non-relaxed definition of the periodicity
constraints
Φ[x ,u,p,s] = min
x,u,p,s
pTper iW p pper i (7.2)
+ min
x,u,p,s
1
pSL
nph∑
j=1
∫ s j
s j−1
u(t)TW uu(t)dt. (7.3)
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7.1.2 Results
In this section we use the human model presented in Section 3.1 and the optimization environment
described in Section 7.1.1 to compute push recovery motions for different push strengths during human
walking applied to the back. There are three main goals of these computations.
• First, we are interested in the resulting full-body motions and differences of joint angles, angle
velocities, and joint torques in comparison to the unperturbed case.
• Second, we are looking for measurable indicators, which might be good candidates to identify a
push for humanoid robots.
• Third, we pay attention to relations between the strength of perturbation and characteristic quan-
tities of the resulting recovery motion, such as step length or motion duration.
For the analysis of push recovery motions five different scenarios are considered: a quasi-periodic
step without a push and four steps with a push described by a polynomial of order four, with a peak
magnitudes of 150N, 300N, 450N, and 600N respectively, see Figure 7.1.
In this study only pushes from the back with a contact point at the pelvis are considered. The force
in the y- and the z-direction is zero, such that the push occurs only in the sagittal plane. At time t = 0s all
four pushes have a non-zero value, increase to their maximal amplitude at t = 0.25s and decrease to zero
at t = 0.1s with a continuously differentiable transition to the constant zero function. The calculation
time for our implementation is in the order of minutes. Figure 7.2 shows the resulting motions for the
different pushes.
Figure 7.1: Investigated push force profiles in x-direction.
Figure 7.2: Motion of the sagittal human model for the five different push forces. The push strength
increases from the back to the front: blue 0N (periodic), red 150N, magenta 300N, green 450N and
yellow 600N.
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The main observations that can be made from the generated motions are the following:
• The step length increases when the maximum of pushing force increases, see also Figure 7.3
(left).
• The step becomes less periodic in the sense that the final state is less similar to the mirrored initial
state, see also Figure 7.4.
It is reasonable that the hip and ankle joints show less periodicity than other joints, as they are
responsible to allow for a longer step length. Similar observations are also made for the periodicity
gap in the velocities. Interestingly, the step durance does not decrease monotonically as the peak force
increases. For a very strong push of 600N the step durance increases again, see also Figure 7.3 (right).
This observation has to be studied in detail for more scenarios to investigate if there exists a systematical
relation between the push strength, the step length and the step duration.
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0
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Step Durance [sec]
Figure 7.3: Step lengths (left) and step durances (right) of the motions resulting from the different force
strengths.
Figure 7.4: Minimized parameters of the relaxed periodic constraints for the position and orientation of
the pelvis as well as the joint angles for the different push strengths.
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Figure 7.5 shows the pelvis position and orientation as well as its velocities. The stronger the push is,
the further the pelvis moves in the x-direction at the end of the step. Also, the velocity in the x-direction
is higher the stronger the perturbance (see Figure 7.5, left). The z-position of the pelvis is lowered
with an increase of the push. The velocity in this direction is also increased (see Figure 7.5, middle).
The rotation around the y-axis does not show a high increase of the amplitude as well as the rotational
velocity (see Figure 7.5, right). The same observation can be made for the other joint angles and joint
angle velocities, see Figure 7.6 and 7.7. Only the right ankle shows a decrease in the joint angle but no
significant higher absolute joint angle velocity for an increase of the perturbation. However, the joint
torques are distinctly higher for stronger pushes. This observation does not only hold for the right ankle
but also for the torques in most of the other joints.
These differences to normal gait can be interpreted as indicators for a sudden perturbance and could
also be useful for humanoid robots. With the presented model it is possible to derive a relation between
the currently performed limit cycle (parameterized by e.g. step length and average walking velocity),
the type of push that occurs (parameterized by e.g. duration, direction, magnitude and contact point)
and the optimal recovery motion (parameterized by e.g. step length and duration). Based on the relation
between these parameters, an upper-level planer or look-up table can be derived to evaluate on-line the
optimal step length and duration of a recovery step for the current state of the robot and the type of
push. Furthermore, with the approach presented in this section and a dynamic robot model, full-body
recovery motions can be computed off-line for a large variety of these parameters. As presented in [91],
these motions can then be used as training data to learn movement primitives which are suitable to be
evaluated in real-time for a given set of the above-mentioned parameters.
Figure 7.5: Subset of states for different push strengths. Upper line: the position and orientation of the
pelvis, lower line: corresponding velocities.
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Figure 7.6: Joint angles, joint angle velocities and joint torques of the legs.
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Figure 7.7: Joint angles, joint angle velocities and joint torques of the arms and the legs.77
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7.2 Similarity Analysis of Synthesized Perturbed Walking Motion
to Reference Data
In this section we use a similar approach as in the previous Section to analyze the similarity of motions
synthesized based on different objective functions and initial values to motions from reference data.
Being based on a small set of scenarios neither the indicators nor the relations discussed in this section
can be considered as a general rule. They are more a first sophisticated guess, where future research
should go. Further research is necessary, if the derived indicators are valid for a wide range of motions
and if they also take place in a robot, which does not actively react to the motion. As a first attempt, we
investigated the synthesis of perturbed walking motions based on our reference data using a larger set
of objective functions and perturbations than in the previous section.
7.2.1 Optimal Control Formulation
We use an optimal control problem as formulated in Section 4 with joint torque derivatives as controls
as in Section 5. This results in 45 state variables, consisting of the joint angles, the joint angle velocities,
and the active joint torques, and 13 control variables consisting of the active joint torques.
In the last section, we investigated only one objective function. Here, we analyze a broader set of
objective functions. To be able to analyze the influence of the different joint torques, it would be interest-
ing to regard the minimization derivatives of joint torques for an unsymmetric formulation. Optimally,
each joint torque is considered independently, leading to 13 criteria:
φi =
∫ T
0
γiu u˙
2
i dt, (7.4)
where γiu defines an appropriate scaling of the torques for i = 1,. . . ,13. Apart from these objective
functions, we also investigated in the following criteria:
a head stabilization
φ14 =
∫ T
0
(q˙neck + q˙thorax + q˙lumbar + q˙pelvis )2dt, (7.5)
the maximization of step length
φ15 = −psteplength , (7.6)
and the minimization of end time (maximization of step frequency)
φ16 = T. (7.7)
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Unperturbed walking motions are nearly periodic. As described in Section 7.1.1, a perturbed walk-
ing motion is not periodic anymore. To this end, the following periodicity criteria similar to the one
regarded in this chapter is included in our studies
φ17 =
nq+nq˙∑
k=0
γkpp
2
per i,k , (7.8)
where γkp defines a scaling of the different periodicity parameters, that allows for a gap in the periodicity
constraints resulting in unperiodic motions. We generated motions with these basal objective functions
starting with initial values from the reference data. To be able to identify which motion is most human
like, we define the following similarity measures:
the total similarity
dtotal =
1
ns
ns∑
k=0
dtemp,k (sk , s˜k ) (7.9)
+
1
nx˜nt˜
n x˜∑
k=0
dpost,k (xk , x˜k ), (7.10)
consisting of the temporal similarity
dtemp,k (sk , s˜k ) = |sk − s˜k |, k = 0,. . . ,ns , (7.11)
and of the postural similarity
dpost,k (xk , x˜k ) =
1
nt˜
n t˜−1∑
l=0
| |M (xk (tl ))− x˜k,l | |2, k = 0,. . . ,nx˜ , (7.12)
where M defines a function that transforms the state data to the format of the reference data. In our
case, this is a projection of the state vector x to its position part q consisting of the joint angles and the
position of the pelvis.
Note, that also in this formulation, the position is not fixed to the values of the reference data until
the perturbation occurs. This means that the optimization algorithm can also change the position before
the push occurs to prepare for the recovering of the perturbation. This is not possible for a human if he
or she does not know that the perturbation will occur, which we assume in our setup.
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7.2.2 Results
Figure 7.8 shows the mean total postural, temporal and total deviations of motions generated with the
basal objective functions considered to reference data of unperturbed motions and motions perturbed at
the pelvis, the middle and the upper trunk. Here, we consider motions from both datasets described in
Section 2.4. For the unperturbed motions, the minimization of the derivative of the torque in the left
knee leads to motions that are less human-like than all other objective functions. Human-like means
in this case, that the similarity value is low. The bigger the similarity value the less human-like the
motion. Note, that this does not hold for all unperturbed motions. Interestingly the minimization of
the derivative of the torque of the left knee leads to quite human-like motions for the perturbations
at the pelvis. Here, the minimization of time leads to the least human-like motions, followed by the
minimization of the derivative of the right ankle torque. This observation also holds for the other push
locations in the middle and the upper trunk. While the postural similarity does not differ a lot between
the different objective functions, mainly the timing is not similar for these objective functions. For the
perturbed motions, the maximization of the step length leads to a quite good fit of the step timing.
Figure 7.8: Total mean postural (blue) and temporal (red) similarities for the different push points and
different basal objective functions.
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Figure 7.9 shows the postural and temporal similarities for each joint and phase. While for the right
body part, the minimization of the derivative of the right ankle torque leads to the least human-like
motions, followed by the minimization of the derivative of the right elbow torque and the minimization
of the time, in the left body part, the periodicity leads to least human-like motions followed by the
minimization of the derivative of the right ankle torque. Here, the maximization of the step length also
does not only lead to a good temporal similarity but also a good postural similarity on the left body
part mainly caused by a good approximation of the left hip joint angle. This cannot be seen in the total
joint torque because in the right hip the maximization of the step length leads to a bigger gap between
generated motion and reference data.
Figure 7.9: Postural and temporal similarities for the different basal objective functions for the motions
perturbed at the upper trunk.
These results show that the resulting motions for the perturbed motions differ from the unperturbed
motions for the same objective functions. Because the similarity between reference data and synthesized
motions does not differ a lot between the different push locations for the regarded objective functions,
the results indicate, that the use of inverse optimal control could lead to one general objective function
for the regarded perturbations during gait. In our case the minimization of the derivative of the right
ankle torque and the minimization of the end-time lead to motions less similar to the reference motion
than the minimization of other joint torque derivatives.
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7.3 Outlook: Inverse Optimal Control
In the previous section, the similarity of motions resulting from basal objective functions to reference
data was analyzed. The overall goal is to determine an objective function that results in a human-like
motion. To this end, the objective function can be formulated as a weighted linear combination of the
basal objective function, e.g. the criteria regarded in the previous section. To identigy the most relevant
criteria, meaning the weights of this linear combination, the presented optimal control problem can be
included in an inverse optimal control problem [19, 117] (also called Bi-Level Optimal Control [7, 23]).
This results in an objective function of the inner optimal control problem (which is exactly the problem
presented in this chapter) as follows
Φ[x (t),u(t),p,s,ω] =
nω−1∑
k=0
ωkφk (q,q˙,u,s). (7.13)
The weights of this linear combination are determined including this OCP as constraints in a motion
fitting problem (outer problem) which minimizes the distance of model variables to reference data from
motion capture recordings like in the reconstruction approach in this thesis. The outer problem is defined
by the following least-squares objective function which is similar to the total similarity measures we
calculated above
Ψ(ω) =
1
nx˜nt˜
n x˜∑
k=0
σk
n t˜−1∑
l=0
| |M (x (ω)
k
(tl ))− x˜k,l | |2 (7.14)
+
1
ns
ns∑
k=0
σk+ns |s(ω)k − s˜k |. (7.15)
In total, this results in a formulation as follows
min
ω
Ψ(ω) s.t.

min
(x,u,p,s )
Φ[x (t),u(t),p,s,ω]
s.t.

x˙ (t) = f i (t,x (t),u(t)), for t ∈ Ii ,
x (s+i ) = x (s
−
i ) + ci (s
−
i ,x (s
−
i )),
g i (t,x (t),u(t)) ≥ 0, for t ∈ Ii ,
r eq (x (s0),. . . ,x (snph ),p) = 0,
r ineq (x (s0),. . . ,x (snph ),p) ≥ 0,
i = 1,. . . ,nph −1, s0 = 0, snph = T,
and
nω−1∑
k=0
ωi = nω .
(7.16)
Note, that the last equation is only needed for the solution algorithm COBYLA1 from the open-source
library NLOPT2. Using the solution algorithm BOBYQA [147] one of the weights of the objective
function of the inner problem is fixed as a reference. Both algorithms are local, derivative-free and
based on methods from Powell. Figure 7.10 visualizes this method.
1http://maxima.sourceforge.net/docs/manual/en/maxima_43.html
2http://ab-initio.mit.edu/wiki/index.php/NLopt
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Outer Level
min
ω
∑
j
‖x(tj ,ω)− x˜Mj‖
ω ↓ ↑ x,u,p, t
Inner Level
min
x,u,tf
J(x,u,ω),
s.t. x˙ = f(x,u, t)
x(t0) = x0, x(tf ) = xf
0 ≤ g(x,u,p, t)
Figure 7.10: Overview of the BiLevel optimal control.
In [19] we investigated inverse optimal control for unperturbed human walking motions regarding
the seven different objective functions. The first four are symmetrically grouped minimizations of joint
torques: hips, body + neck, legs, and arms. The fifth is a head stabilization criterion followed by a maxi-
mization of step length and minimization of end time (maximization of step frequency). Calculating the
weights of these objective functions for seven unperturbed walking motions using the inverse optimal
control method, we could not identify different walking styles but find a close correlation between the
weights of the different motions. These results motivate to further investigate in inverse optimal con-
trol formulations also for perturbed motions to also identify objective functions that result in perturbed
human walking motions similar to data recorded from humans.
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Chapter 8
Optimal Parameters for Compliant
Joints During Push Recovery Motion
In Chapter 5 we have studied the torques of experimentally recorded perturbed human walking motions
using a rigid multi-body system model, driven by internal joint torque derivatives. As the human body
is controlled by muscles that have parallel elastic elements and there is another compliant tissue acting
in the joints, this model might not fully capture what happens in the human. The work presented in
this chapter enhances the pure human model by taking passive torques into account that act in parallel
to the active torques. In the new model, additional spring-damper elements are added in all joints to
the active torques, while in the upper body we maintain control by the active joint torques only. The
study of human push recovery motions with this compliant model is presented in [95]. Parallel spring-
damper elements have previously been introduced in [119] for a simple compass gait walker, in this
case optimizing stability. They have also been used later, e.g. in [96] or [161], to optimize active
joint torques. The kinematic motion of this model is fitted to motion capture data of a healthy person.
Walking motions including pushes from the back are analyzed. Using optimal control the optimal spring
design to support the perturbed walking motions is determined. The resulting active and passive joint
torques and compliant parameters are analyzed. In this chapter, first, the compliant human model and
the optimal control problem formulation for the motion reconstruction, then the numerical results are
presented.
8.1 Compliant Human Model
The human model presented in Section 3.1 is controlled by the torques in the joints. This model is
very simple and might not be able to fully capture what happens in the human, as the human body is
controlled by muscles. A model controlled directly only by the internal joint torques is not able to model
the parallel elastic elements and other compliant tissue acting in the joints. To be able to represent the
human motion more naturally, a compliant human model which considers passive torques that act in
parallel to the active torques, produced by active muscle contraction, is regarded.
Considering the application in robotics, using suitable spring-damper elements in parallel to the
robot’s actuators, the recovery actions of robots could be much more powerful. Spring-damper elements
can produce additional torques that - if parameters are carefully chosen - can support the active torques
and allow for higher total torques. Passive elements can help to reduce the average of active torques and
to remove torque peaks. The resulting total torques may either be larger than what the actuators alone
would be capable to produce or they are produced saving a significant amount of energy compared to
the fully active case.
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The influence of the stiffness of the joints on human stability abilities has been analyzed as an
essential question to better understand human motions in [119]. Winter investigates how the central
neural system controls and maintains an upright standing posture using a stiffness model based on the
idea that muscles act as springs, [191]. An extensive analysis of the effect of joint stiffness on standing
stability is presented in [34]. Fitzpatrick includes perturbation in his studies on stiffness in the ankle
joints during standing, [45].
Except for the control in the lower body the compliant model used in our studies is the same as the
human model presented in Section 3.1, see Figure 8.1. The model is controlled by the torques in the
joints that summarize the influence of all related muscle forces. In the lower body, a spring-damper
system is added to each joint to simulate the compliance and damping effects of the tissue, while in the
upper body the control by the active joint torques only is maintained.
To model the compliance in the lower body, the total torques acting on each joint in the lower body
are computed as a sum of the active and the passive torques
τtotal = τactive + τspring + τdamping = τactive + [−κ(q− q0)] + [−dq˙], (8.1)
where κ is the spring constant, q0 the spring rest position and d the damping constant. These values are
assumed to be constant over the gait cycle but differ for each joint in the lower body (right hip, right
knee, right ankle, left hip, left knee, left ankle). it is also possible to only include springs or damping
elements in only parts of the lower body, see e.g. in the exoskeleton studies in Section 9.3. In the
following τactive is also referred to as τa . In the upper body, there are no spring-damper elements, such
that τtotal = τactive.
Figure 8.1: The joints and the indication of spring-damper systems at the lower body.
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8.2 Optimal Control Problem Formulation
In this section, the human model is used including spring-damper elements in the lower body to mimic
the compliant and damping effects of soft tissue in the joints as described in detail in Section 8.1. To
analyze the torques in the joints and the according spring and damping parameters, we set up an optimal
control problem as presented in Section 4.1.
In this case the system states are defined by x = (q,q˙,τa ) consisting of 16 joint angles q, 16 joint
angle velocities q˙ and 13 active joint torques τa . The control is defined by the derivative of the 13
active joint torques: u = τ˙a . The system parameters p consist of the spring-damper parameters: the
spring constant κ , the spring rest position q0 and the damping constants d of the six lower body joints
(hips, knees, and ankles). As for the other motion reconstruction formulations in this thesis, the phase
times are fixed.
The objective function is described by
nph∑
i=1
∫ ti+1
ti
ω1α1i ‖q˜ (t)− q (t)‖22 +ω2α2i ‖τa ‖22 . (8.2)
The principal objective function minimizes the distance of the joint angles of the model q to the joint
angles form reference data q˜. The second part of the objective function minimizes the active part of the
joint torques τa to avoid that active and passive torques counteract. The parts of the objective function
are weighted by the respective factors ωi , i = 1,2 which are chosen such that the first term is dominant.
8.3 Numerical Results
This section is dedicated to present the resulting torques and the corresponding optimal spring and
damping parameters for different perturbed walking motions using the methods described in Sections 3
and 4. The main outcome is:
• The resulting model motions show a very good fit to the respective reference motions.
• The spring-damper systems in the lower body support the push recovery motions well.
• The parameters for the optimal spring-damper system vary between joints and motions.
We use the motions from dataset A presented in Section 2.4. Of the unperturbed motions, only
the first two are taken into account. To simplify the notation NoPushA1 is referred to as NoPush1,
NoPushA2 as Nopush2, PelvisA as Pelvis, etc. To be able to estimate how good the reference data
are represented by the model approximation, the root mean squared error (RMS) of the model fit to
the recorded data is calculated, split into a translational and a rotational error, see Table 8.1. The
translational error is in the order of 2− 3cm cm, the rotational error of about 0.08rad which can be
considered as a very good fit.
Table 8.1: RMS errors of the motion reconstruction for the different considered motions.
RMS NoPush1 NoPush2 Pelvis Middle1 Middle2 Upper1 Upper2
Translation [m] 0.0136 0.0303 0.0000 0.0140 0.0141 0.0223 0.0200
Rotation [rad] 0.0515 0.837 0.0612 0.0632 0.0728 0.0648 0.0852
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The optimal passive parameters for the spring-damper system in the lower body of the two-dimen-
sional human model obtained from optimization differ not only between the joints but also between the
regarded push recovery motions, see Table 8.2. The table shows the parameters of the spring-damper
system as described in Section 3.1. The spring-damper system consists of three parameters: the damping
parameter d, the spring parameter k and the spring rest position q0. In this set of computations, the
damping parameters in the hips are predefined to be zero; this is not a result of the computations. Other
predefined choices are possible. Since the results are different in all cases studied, no general rules can
be extracted except for the fact that the springs chosen for the stance leg are in general more powerful
than the ones for the swing leg. A push seems to result in a stiffening of the stance leg while the swing
leg is performing a fast swing forward.
Table 8.2: Optimal parameters of the spring-damper system in the lower body for the different motions.
Motion Right Right Right Left Left Left
Hip Knee Ankle Hip Knee Ankle
Damping NoPush1 0 1.2617 0 0 0.8485 0.0340
NoPush2 0 0 40 0 9.3087 24.5631
Pelvis 0 7.4158 0.2788 0 0.2054 2.6485
Middle1 0 3.9953 3.0880 0 1.4429 0.0474
Middle2 0 1.4943 2.5114 0 0.4455 6.7618
Upper1 0 1.8783 9.9746 0 1.5280 4.5959
Upper2 0 1.6925 0.8268 0 0.4976 0.7795
RestPosition NoPush1 0.3890 0.5580 1.0914 -0.6548 2.8659 -0.4816
NoPush2 0.0407 0.7758 -1.6196 -0.0136 -1.5000 -1.8726
Pelvis 0.6715 2.8920 0.8239 -3.4000 1.7477 -1.1638
Middle1 0.3017 0.9100 1.2381 -3.4000 0.0919 -2.0000
Middle2 -0.0797 1.2819 0.8493 0.4053 1.4626 -1.9638
Upper1 0.2488 1.0199 1.1275 -0.5963 0.8170 -0.0024
Upper2 1.3215 4.0000 1.1169 2.6000 4.0000 -0.6365
Spring NoPush1 44.6747 130.6309 98.5722 10.9334 1.4903 0.5368
NoPush2 79.8886 45.3160 0 14.3046 7.1295 8.9816
Pelvis 14.4837 16.2579 117.9589 1.5480 3.9411 2.0012
Middle1 54.4637 75.6381 88.8963 1.5235 0 0.4452
Middle2 20.6783 30.4898 105.7615 6.9194 9.8413 0.6210
Upper1 94.0943 76.9136 76.2269 26.4361 12.4060 32.3095
Upper2 28.9122 16.6638 86.5982 0.4121 1.5633 1.7684
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In general, the spring-damper systems support the joints very well, see Figure 8.2. The figure shows
the average percentage of the active and the passive part of the total torque calculated by
Pactive =
∫ T
0 |τact ive (t) |dt∫ T
0 |τtotal (t) |dt
≈
∑n
i=1 |τact ive (ti ) |∆ti∑n
i=1 |τtotal (ti ) |∆ti
(8.3)
and
Ppassive k, d =
∫ T
0 |τpassive k,d (t) |dt∫ T
0 |τtotal (t) |dt
≈
∑n
i=1 |τpassive k,d (ti ) |∆ti∑n
i=1 |τtotal (ti ) |∆ti
(8.4)
with τtotal according to Equation (8.1), τpassive k,d = τspring + τdamping and ∆ti = ti − ti−1, which uses a
discrete evaluation of the respective torques at n points along the motion. In all the joints and for all
motions the active torque percentage is smaller than one (i.e. smaller than 100%) which means that the
active torque is smaller than the total required torque. It is very small in most cases, meaning that the
largest part is contributed by the passive elements. We, therefore, can conclude that the spring-damper
system supports the motion in all cases. The sum of passive and active torque percentages is larger
than one in most cases which means that it is not possible to find linear spring-dampers that support the
motion at each instant in time, but that sometimes counteraction is necessary - though it is kept minimal
due to the chosen objective function.
Figure 8.2: Percentage of the active (blue) and passive (yellow) part of the joint torques.
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The support of the spring-damper system can also be observed regarding Figure 8.3-8.9. The figures
show the different parts of the total torque (solid line): the damping torque (dotted line), the spring
torque (dashed-dotted line) and the active torque (dashed line) during the whole step for the different
push recovery motions. In all the plots the integral over the absolute values of the active torque is much
smaller than the one of the total torques (which would have to be generated by the actuator alone if no
passive elements were present), because of the contributions of the spring and damper torques.
Figure 8.3: Different torque types for push case “NoPush1” : Damping (dots), spring (dotted dashed),
active (dashed) and total (solid) torques.
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Figure 8.4: Different torque types for push case “NoPush2” : Damping (dots), spring (dotted dashed),
active (dashed) and total (solid) torques.
Figure 8.5: Different torque types for push case “Pelvis” : Damping (dots), spring (dotted dashed),
active (dashed) and total (solid) torques.
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Figure 8.6: Different torque types for push case “Middle1” : Damping (dots), spring (dotted dashed),
active (dashed) and total (solid) torques.
Figure 8.7: Different torque types for push case “Middle2” : Damping (dots), spring (dotted dashed),
active (dashed) and total (solid) torques.
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Figure 8.8: Different torque types for push case “Upper1” : Damping (dots), spring (dotted dashed),
active (dashed) and total (solid) torques.
Figure 8.9: Different torque types for push case “Upper2” : Damping (dots), spring (dotted dashed),
active (dashed) and total (solid) torques.
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Chapter 9
Human Push Recovery Steps with
Exoskeletons
Most people take it for granted to be able to move independently in their daily environment. Being
forced to sit in a wheelchair, because the ability to walk has been lost, represents a severe cut in self-
directed life. Exoskeletons provide a very promising future approach to help people, who still have
both legs, but are not able to move them, to walk freely in their environment again and also to talk to
people on eye level. Exoskeletons are robotic devices that are attached to the human body to support the
motion by inducing external forces. They exist for different parts of the body to support different types
of motions; for the described walking motion support obviously, exoskeletons for the lower limbs are
most interesting.
Exoskeletons that provide full support for walking motions for daily life are still subject of current
research. One difficulty in designing such devices is to estimate how strong the actuators of the ex-
oskeleton have to be to fully drive the motion of the combined human-exoskeleton system during highly
dynamic motions. It is important to consider that the exoskeletons must not only be able to support
nominal motion situations such as walking in different terrains, but they also must be able to support
recovery motions from large perturbations that may always occur.
In [32] the history of exoskeletons is summarized and the state-of-the-art development of lower limb
exoskeletons and active orthoses is discussed. A design overview of the hardware, actuation, sensory
and control systems for a large set of devices described in the literature is given. Herr provides in [59]
a classification of exoskeletons into series exoskeletons and those parallel to the human limb, providing
examples for each category. He also points out the challenges in the design of the different types of
exoskeletons and gives future directions.
In [180] and [186] the advantages and feasibility of using compliant actuators in exoskeletons and
the resulting need for smaller batteries are analyzed. Walsh et al. substitute the actuators in an ex-
oskeleton by spring and damper elements to improve load-carrying for strong healthy subjects during
slow walking, see [185]. However, this approach is not generalizable to provide full walking support for
pathological gait with no actuation of the human. Also in [16] the requirement that must be fulfilled by
compliant actuators is given. Rigid actuators usually consume more energy and may not be appropriate
for human-machine interactions as requested for the use in exoskeletons. Apart from this advantage,
compliant actuators improve the joint control by efficiently absorbing perturbations due to spasticity
and spasmodic movements.
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The approach of using inverse dynamics to estimate the joint torques during motions wearing exo-
skeletons is common in literature. However, most of the studies use immensely simplified models in
which only the human, not the exoskeleton is modeled [72] or only the exoskeleton, but not the human
is modeled, see [196, 121]. Often the joint torques of the exoskeleton are measured in experiments by
torque sensors included in the exoskeleton, e.g. [72]. Hwang made investigations to evaluate the joint
torques in the lower limb (hip and knee joint) during gait using torque sensors of an exoskeleton robot
[72]. In [110] the joint torque in the human knee during level-ground walking is compared to torques in
a knee prosthesis. Some researchers put a dummy human (which has the mass distribution of a human)
into the exoskeleton to measure the joint torques necessary to move the human who does not move at
all by himself, see [164]. A disadvantage of this approach is, that only motions of existing exoskeletons
can be analyzed. With the simulation-based approach presented in this thesis, it is possible to even
compute the joint torques needed for an exoskeleton that has not yet been built using the preliminary
mass distribution. Based on the results, design suggestions can be made. Having developed and built a
new exoskeleton based on the results of our approach, the method described above can then be used for
validation purposes.
In the presented studies, combined human-exoskeleton models, based on the exoskeleton data from
[92] are presented. The models can recover from large perturbations in the sagittal plane are presented.
The inertia terms and masses of a human dynamics model are augmented by the terms representing the
exoskeleton which is assumed to be fixed to the respective human segments. The combined human-
exoskeleton model assumes that the joints of the exoskeleton are perfectly aligned at all times. Two
exoskeleton configurations that differ mostly in weight are considered (Study 1). Additionally, a new
compliant lower-limb exoskeleton model is studied (Study 2). In addition to the simulation of walking
motions, our models allow for external impacts to simulate perturbations. In this work we consider
pushes to the back of different strengths applied at different heights along the spine. Figure 9.1 shows
an example of recovery motion from a push applied at the upper trunk. There is one picture for each
start of the phases described in Section 3.3 and one during the phase and one for the end position of
the motion. The kinematics (joint angles) of the combined human-exoskeleton models and the human
model are fitted to reference data from motion capture experiments (see the white model in Figure 9.1)
to determine and compare the joint torques as in [158]. The main contribution of these studies is the
analysis of torques in the lower body during push recovery walking motions in rigid and compliant
combined human-exoskeleton models. They are presented in [160] and [94]. The results can be used to
improve the design of exoskeletons.
In the following Section 9.1, the human and the rigid and the compliant combined human-exoske-
leton models are described. After a detailed analysis of the internal joint torques of the human model
and the combined human-exoskeleton models for different motions with and without perturbation in a
first study (see Section 9.2), the compliance parameters of the compliant combined human-exoskeleton
model are analyzed in a second study (see Section 9.3).
Figure 9.1: A picture series of a push recovery motion. The colored figures with the exoskeleton show
the reconstructed motion of the compliant combined human-exoskeleton model, the white figure the
reference data. There is one picture for each start of the phases described in Section 3.3 and one during
the phase and one for the end position of the motion.
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9.1 Exoskeleton Models
In this section the models used in the two studies presented in this chapter are described in detail.
First two human-exoskeleton models driven by joint torques are introduced. How to include compliant
actuators into these combined human-exoskeleton models is explained in the second part of this section.
9.1.1 Human-Exoskeleton Model
The combined human-exoskeleton models are shown in Figure 9.2. They are described by the same dy-
namical equations as the human model used for the motion reconstruction and motion synthesis studies
in Chapter 5 and 7. The upper body joint torques are still generated only by human muscle torques but
in the lower limb a combination of muscle torques and the forces provided by the exoskeleton lead to
the total torque to execute a movement. To simulate the exoskeleton the masses and inertia terms of the
original human segments are adjusted such that the segments in the new body context behave similar to
the segments of the combined human-exoskeleton presented in [92], see Table 9.1. The data in the table
are given as the percentage of the total human mass and height. To include them in the model, they are
multiplied by the human body mass of m = 75kg for the human model, and by the sum of the human
and the exoskeleton for the combined human-exoskeleton models:
• Human-exoskeleton HExo1: 83.333kg = m ∗ (1 + 19 ),
• Human-exoskeleton HExo2: 100kg = m ∗ (1 + 13 ).
Figure 9.2: Left: the rigid combined human-exoskeleton model 1 (lighter exoskeleton), right: the rigid
combined human-exoskeleton model 2 (heavier exoskeleton).
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In the presented work, the motion data for the human and the exoskeletons are taken from measure-
ments of the pushed person during motion capture experiments and [92]. The values of exoskeleton
segments are combined to groups and added to the values of the thigh, shank, and foot of the human
model using the following formulas
• for the masses mc = mh + me ,
• for the center of mass Cc = 1mc (Chmh +Ceme ),
• for the inertia term Ic = Ih + mhd2h + Ie + med
2
e ,
where de defines the distance from the CoM of the exoskeleton segment to the corresponding
CoM of combined human-exoskeleton segment Cc , dh the according distance for the human.
Variables with the index c refer to the combined model, with h to the human model and e to the exo-
skeleton. The gyration terms are calculated by
g =
1
l
√
I
m
, (9.1)
where l is the segment length.
Table 9.1: Parameters of the human model and the two combined human-exoskeleton models. The
masses and segment lengths are given relative as the percentage of the total body mass and height. The
center of mass is given relative to the respective segment length.
Segment CoM Human CoM HExo1 CoM HExo2
Cx Cy Cz Cx Cy Cz Cx Cy Cz
Lower Trunk 0. 0. 0.6115 0. 0. 0.6027 0. 0. 0.5859
Middle Trunk 0. 0. 0.4502 0. 0. 0.4502 0. 0. 0.4502
Upper Trunk 0. 0. 0.2999 0. 0. 0.2999 0. 0. 0.2999
Thigh 0. 0. -0.3918 0.0203 0.0037 -0.3853 0.0469 0.0085 -0.3769
Shank 0. 0. -0.4392 0.0502 0.0061 -0.4111 0.0880 0.0107 -0.3900
Foot 0.1576 0. -0.6168 0.1338 0. -0.5340 0.1129 0. -0.4615
Upper Arm 0. 0. -0.7461 0. 0. -0.5772 0. 0. -0.5772
Lower Arm 0. 0. -0.4107 0. 0. -0.4574 0. 0. -0.4574
Hand 0. 0. -0.7900 0. 0. -0.7900 0. 0. -0.7900
Head 0. 0. 0.5002 0. 0. 0.5002 0. 0. 0.5002
Gyration Human Gyration HExo1 Gyration HExo2
gx gy gz gx gy gz gx gy gz
Lower Trunk 0. 0. 0.6115 0. 0. 0.6027 0. 0. 0.5859
Middle Trunk 0. 0. 0.4502 0. 0. 0.4502 0. 0. 0.4502
Upper Trunk 0. 0. 0.2999 0. 0. 0.2999 0. 0. 0.2999
Thigh 0. 0. -0.3918 0.0203 0.0037 -0.3853 0.0469 0.0085 -0.3769
Shank 0. 0. -0.4392 0.0502 0.0061 -0.4111 0.0880 0.0107 -0.3900
Foot 0.1576 0. -0.6168 0.1338 0. -0.5340 0.1129 0. -0.4615
Upper Arm 0. 0. -0.7461 0. 0. -0.5772 0. 0. -0.5772
Lower Arm 0. 0. -0.4107 0. 0. -0.4574 0. 0. -0.4574
Hand 0. 0. -0.7900 0. 0. -0.7900 0. 0. -0.7900
Head 0. 0. 0.5002 0. 0. 0.5002 0. 0. 0.5002
Length all Models Mass Human Mass HExo1 Mass HExo2
[l] [m] [m] [m]
Lower Trunk 0.0837 0.1117 0.102 0.0874
Middle Trunk 0.1238 0.1633 0.1467 0.1225
Upper Trunk 0.098 0.1596 0.1436 0.1197
Thigh 0.2425 0.1416 0.1499 0.1624
Shank 0.2529 0.0433 0.0605 0.0863
Foot 0.0200 0.0137 0.0176 0.0235
Upper Arm 0.1618 0.0271 0.0244 0.0203
Lower Arm 0.1545 0.0162 0.0146 0.0122
Hand 0.0495 0.0061 0.0055 0.0046
Head 0.1395 0.0694 0.0625 0.0521
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The human and the combined human-exoskeleton models do not differ in the body height of 1.8m.
Also, the segment lengths are the same in all models considered. If the data of a specific human and
exoskeleton is available, the data for the combined model can be calculated using these formulae. As
the presented data are scaled to the body mass and height, they can be used for a person of any weight
combined with an exoskeleton weighting 19 or
1
3 of the human body weight.
9.1.2 Compliant Human-Exoskeleton Model
Based on the rigid combined human-exoskeleton model (HExo1) from the previous Section 9.1.1 and
the compliant model from Section 8.1 spring-damper systems are included in all exoskeleton joints in
the lower body to model the compliance of the exoskeleton
τ˜ = τ˜a + [−κ(q − q0)]︸         ︷︷         ︸+ [−dq˙]︸︷︷︸ (9.2)
= τ˜ total = τ˜active + τ˜spring + τ˜damping,
where κ is the spring constant, q0 the spring rest position and d the damping constant. This results in the
new model HExoCompl shown in Figure 9.3. During the gait cycle, the values are set constant, but they
differ for each of the exoskeleton joints in the ankles, the knees, and the hips. In the hip and in the knee,
only springs are included. Only in the ankle joint, the damping parameter is not zero. Indifference to the
work presented in Chapter 8, the values are set to the same constant for each leg. The reason is that while
in Chapter 8 the spring-damper component was supposed to describe the compliance effect of the human
muscles which can be assumed to be adjustable, here the spring-damper element describes a mechanical
component of the exoskeleton which must be assumed to be constant and symmetric, since recovery
motions should be equally possible with both legs. This results in the same spring-damper system in the
left as in the right leg. This is important to include it into an exoskeleton if it is not possible to switch
between different spring-damper configurations according to the different gait phases. Nowadays, there
exist spring-dampers that allow for a change of parameters during a motion. Note, that for the human
and the rigid combined human-exoskeleton models the total torque is equal to the active torque: τ˜ = τ˜a .
Figure 9.3: The compliant combined human-exoskeleton model HExoCompl.
99
Chapter 9. Human Push Recovery Steps with Exoskeletons
9.2 Exoskeleton Parameter and Torque Analysis
In a first study the torques needed for perturbed human gait for the two combined human-exoskeleton
models are analyzed.
9.2.1 Optimal Control Problem Formulation
To fit the combined human-exoskeleton models to reference data from experiments we define the fol-
lowing objective function for the optimal control problem presented in Section 4.1
min
x,u
nph∑
j=1
∫ t j
t j−1
ω1
nq∑
k=0
α1k (qk (t)− q˜k (t))2 +
nu∑
i=0
ω2α2i (φi (t))
2. (9.3)
The objective function (9.3) is formulated to determine the derivatives of the actuated joint torque trajec-
tories ˙˜τa (t) that lead to joint angles q (t) that are as close as possible to the joint angles from reference
data q˜ while fulfilling several constraints. In addition we add the further criterion, which is a suitably
minimization of all squared active actuated joint torque derivatives as regularization term for this study:
φ(t) = u(t) = ˙˜τa (t), (9.4)
scaled by the constants αmn , n ∈ k,i, m = 1,2. The parts of the objective function are weighted by
constants ωm , m = 1,2.
The states of the OCP are defined by the vector x = (q,q˙, τ˜a )T , consisting of the 16 joint angles q,
the according joint angle velocities q˙ and the 13 active actuated joint torques τ˜a , resulting in 45 state
variables in total. The controls u of the OCP in this chapter are described by the time derivatives of the
13 active actuated joint torques ˙˜τa to smoothen the active actuated joint torques τ˜a . As in the other
motion reconstruction cases for the human model, we do not have any parameters in the optimization.
The phase times are fixed.
9.2.2 Results
In this section the torques during a set of different perturbed walking motions for the human model
described in Section 3.1 are compared to the ones for the rigid combined human-exoskeleton models
described in Section 9.1.1. The motions regarded in this study are those from dataset A described in
Section 2.4. (Only two representative unperturbed motions are chosen: NoPushA1 and NoPushA2.)
Again to simplify the notation NoPushA1 is referred to as NoPush1, NoPushA2 as Nopush2, PelvisA as
Pelvis, etc. In the plots, they are distinguished by colors (no push (green), push at the pelvis (purple),
push at the middle trunk (blue), push at the upper trunk (red/orange)). The models are distinguished by
line styles: human model (solid lines), HExo1 (dashed lines) and HExo2 (dotted lines).
The main outcomes are:
• The human model, as well as the rigid combined human-exoskeleton models, can mimic the high
dynamical push recovery motions very well.
• The heavier the exoskeleton, the higher the flexion torques in the lower limb joints.
• The flexion torques in the stance hip and knee, as well as the extension torques in the body (lumbar
and thorax), are the larger, the higher the push point at the body.
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Figure 9.4: Position variables (joint angles, orientation about y-axis and translation in x- and z-direction
of pelvis) for the different trials (green: no push, purple: pelvis, blue: middle trunk, red/orange: upper
trunk) for the reference data (dashed-dotted lines), the human model (solid lines) and the two rigid
combined human-exoskeleton models (dashed lines: HExo1, dotted lines: HExo2).
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Before analyzing the torques of the human and the rigid combined human-exoskeleton models the
joint angles of the models are compared to the reference data. Figure 9.4 shows the similarity of the
joint angles and the transitions of the pelvis between the resulting motions of the regarded models and
the reference data. The stance elbow/shoulder describes for the arm corresponding to the stance leg. The
same holds for the swing arm segments. Compared to the other joints, a higher deviation in the ankle
joints and the pelvis-height position can be observed. This is since our model assumes firm contact of
the feet with the ground which is not necessarily the case for our reference data. Another reason for this
observation is that our model has a stiff flat foot, while a real human can bend the foot and role over
the ground more smoothly. The RMS errors of all joints are in the small range of 1cm and 0.5° for the
human model and the rigid combined human-exoskeleton models. Therefore, we are satisfied that our
models give good approximations of the human movement.
Now, the resulting torques for the human and the two rigid combined human-exoskeleton models are
analyzed. First, the differences between the torques of the human and the combined human-exoskeleton
models are presented in detail, then the torques of the perturbed and unperturbed motions are compared.
The mean torques per motion are
τmean =
1
tnph
nqa∑
j=1
N∑
i=1
|τj (ti ) | (ti − ti−1), (9.5)
where N is the overall number of shooting nodes from the optimization, tnph the duration of the motion
and nqa the number of actuated joints.
Figure 9.5: The mean flexion (left) and extension torques (right) over the lower limb joints for the
different motions (green: no push, purple: pelvis, blue: middle trunk, red/orange: upper trunk). The
different model configurations are differenced by different line styles (solid lines: human model, dashed
lines: HExo1, dotted lines: HExo2).
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The mean flexion (left) and extension (right) torques in the lower limb and upper body for the
different models and motions are plotted in Figures 9.5 and 9.6. First, the differences between the joint
torques of the different models are compared. Then, we investigate in the comparison of the extension
and flexion torques for the different push locations.
For all motions, the flexion joint torques in the lower limb are higher the heavier the exoskeleton
(9.5, left). The flexion torques for the human model are the smallest. For all motions, the flexion
torques for the heavier exoskeleton are larger than for the lighter exoskeleton. The extension torques
are signigicantly smaller than the flexion torques (9.5, right). In the lower limb, the extension torques
for the human model are larger than for the combined human-exoskeleton models for some motions.
Furthermore, the heavier human-exoskeleton model does not always result in the largest joint torques
compared to the lighter one.
Regarding the upper body, the flexion, as well as the extension torques, do not differ a lot, see
Figure 9.6. For most motions, the torques for the human model are larger than those for the combined
human-exoskeleton models. The flexion torques in the upper body are much smaller than in the lower
body. The extension torques in the upper body are of a similar magnitude as those in the lower body.
Considering the mean extension torques (see Figure 9.6) the minimal extension torques for the upper
body pushes is significantly smaller than for the rest of the motions. However regarding the mean
flexion torques (see Figure 9.5) an increase of the mean torques for the motions with a perturbation in
comparison to the motions without a perturbation cannot be observed.
Figure 9.6: The mean flexion (left) and extension torques (right) over the upper body joints for the
different motions (green: no push, purple: pelvis, blue: middle trunk, red/orange: upper trunk). The
different model configurations are differenced by different line styles (solid lines: human model, dashed
lines: HExo1, dotted lines: HExo2).
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Therefore in Figure 9.7 the maximal torques of all flexion joint torques and the minimal torques of
all extension joint torques of the motions are plotted for the different joints. Also, the maximal and the
minimal torques needed for the unperturbed motions are marked by thick green horizontal lines. This
is either equal to the NoPush1 or the NoPush2 line. For the stance hip and knee, the maximal flexion
torques are larger the higher the push point is located at the body. The same holds for the minimal
extension torque in the lumbar and in the thorax. In the stance leg and in the swing leg, the torques
for the unperturbed motions are higher than for the perturbed motions for nearly all motions. In the
arms, the maximal flexion torques of the unperturbed motions are half of the magnitude of the maximal
flexion torques regarding the perturbed motions. For nearly all motions, the minimal extension torques
for the unperturbed motions is smaller than for the perturbed motions in the arms and in the neck.
Regarding the swing hip, the stance hip and the stance knee, the torques needed for the perturbed
motions are distinctly higher than the ones needed for the motions without a perturbation. For one of
the pushes at the upper body (Upper2, orange) the required torques are more than twice as high than for
unperturbed motions for one of the exoskeletons (HExo1, dashed line). This can also be observed for
the swing hip. The increase of maximal joint torque needed for perturbed motions has to be considered
in the design of an exoskeleton that can recover from a push by increasing the power of those joints
significantly.
Figure 9.7: The maximal flexion joint torques (left) and minimal extension joint torques (right) of the
motions (green: no push, purple: pelvis, blue: middle trunk, red/orange: upper trunk) for the different
joints. The different model configurations are differenced by different line styles: solid lines: human
model, dashed lines: HExo1, dotted lines: HExo2. The horizontal thick green line defines the maximal
joint torque needed for the unperturbed motions.
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Except for one push at the middle trunk ’Middle1’, the motions without pushes result in higher
swing ankle torques at the point in time of swing leg heel touchdown, see Figure 9.8, last subplot. This
is because the push might also support the step motion as it is applied in the forward direction of the
motions according to the point in time when it is applied. For the motion with a high peak push at the
upper trunk (Upper2, orange) the torques in the stance hip, as well as in the swing hip, are distinctly
higher than for the other motions, see Figure 9.8, the first column. This is due to the peak shape of
this perturbation. In the upper body, a reasonable tendency of increasing torques for increasing push
strength can be observed and the torques are the bigger the higher the push point is located at the body.
This makes sense because for these motions, there is more movement in the upper body and the motions
are much faster (the end time of these motions is about half a second, while the other perturbed motions
take about 0.6 sec and the unperturbed motions 0.7 sec).
Figure 9.8 underlines the observations from Figure 9.5. For all motions, the joint torques for the
combined human-exoskeleton models are larger than for the human model. A significant increase in
the flexion joint torques can be observed if an exoskeleton is included in the model. Regarding the
extension torques, the opposite can be observed: The heavier the exoskeleton, the lower the extension
torque. This increase of flexion joint torques/decrease of extension torques is due to the additional mass
of the exoskeletons that the combined models have to carry.
Figure 9.8: The torques in the lower limb joints for the different trials (green: no push, purple: pelvis,
blue: middle trunk, red/orange: upper trunk) for the human model (solid line) and the two combined
human-exoskeleton models (dashed lines: HExo1, dotted lines: HExo2).
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9.3 Compliant Exoskeleton Parameter and Torque Analysis
In a second study the torques needed for human gait for the two combined human-exoskeleton models
including compliant actuators are analyzed.
9.3.1 Optimal Control Problem Formulation
The optimal control problem for the compliance study is basically the same as for the previous study,
see Section 9.2.1, except for the objective function. Again the difference of the resulting motion to
reference data is minimized, but this time we define as the second term in 9.3 a suitable minimization
of all squared active actuated joint torques
φ(t) = τ˜a (t), (9.6)
scaled by the constants αmn , n ∈ k,i, m = 1,2.
Different from the combined human-exoskeleton model, we have compliance parameters in the case
of the compliant models. As described in 9.1.2, we define spring-damper elements in the hips, knees,
and ankles of the model. In this study, only in the ankles, damper elements are included. The hips and
knees are represented as pure spring-elements. The model is assumed to be symmetric. Therefore the
spring and damping parameters are chosen the same for the left (swing) and the right (stance) leg. The
spring is defined by the spring parameter and the rest length of the spring. For the damping, we only
have the damping parameter. In our case, this results in seven parameters for the optimization.
9.3.2 Results
In this section, the resulting active and passive torques using a spring-damper system additionally to
the joint torques in the lower limb exoskeleton are analyzed and compared to the torques of the rigid
combined human-exoskeleton models. The main outcome is:
• The compliant combined human-exoskeleton models can mimic the high dynamical push recovery
motions very well.
• Spring-damper systems in the exoskeleton can reduce the required active torques for the motions
considered.
As in the previous study without compliance, seven motions from dataset A, see Section 2.4, are
taken into account. Again to simplify the notation NoPushA1 is referred to as NoPush1, NoPushA2 as
Nopush2, PelvisA as Pelvis, etc. As for the human and the rigid combined human-exoskeleton models,
the joint angles and transitions for the pelvis differ in a range of 1cm or 0.5° and therefore the model
data represent the reference data well.
Now the resulting torques for the compliant combined human-exoskeleton model are analyzed. In
Table 9.2 the optimized parameters for the spring-damper system for the different motions are shown.
Analyzing these parameters, it becomes clear that the spring parameters, the spring rest positions as
well as the damping parameters for the ankle differ quite a lot between the different motions. Figure 9.9
shows the torques in the lower limbs of the compliant combined human-exoskeleton model (HExo-
Compl) for the different regarded trials. These two plots are representative of the motions considered.
The torques are defined as follows: damping (diamonds), spring (squares), active (circles) and total
torque (dashed-dotted line). The curves show that the spring-damper systems in the exoskeleton can
support the motions well. Even though the active and spring torques are counteracting from time to
time - see for example Figure 9.9 (top) swing knee - the absolute value of the active torque is smaller
than the total torque. The active torque leads to variations, e.g. small changes in the total torque, while
the spring torque holds a more or less constant level. For most of the motions (’NoPush2’, ’Pelvis’,
’Middle2’, ’Upper1’, ’Upper2’) damping has some influence. Damping helps to stabilize the touch-
down of the swing heel (’NoPush2’, ’Pelvis’, ’Middle2’ and ’Upper1’). For the Pelvis and Upper1
motion, the damping produces high torques in the stance ankle. The active torque in both ankle joints is
comparatively small for all motions.
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Figure 9.9: Different torque types for push case ’Pelvis’ (top) and ’Upper2’ (bottom): damping
(diamonds), spring (squares), active (circles) and total (dashed-dotted) torques of the compliant com-
bined human-exoskeleton model (HExoCompl).
107
Chapter 9. Human Push Recovery Steps with Exoskeletons
Table 9.2: Optimal parameters of the spring-damper system in the lower body for the different motions.
Joint NoPush1 NoPush2 Pelvis Middle1 Middle2 Upper1 Upper2
Damping Ankle 2.1262 23.1758 60.0000 0.0000 9.3917 54.6864 3.3634
RestPosition Hip 0.8849 0.0234 0.4222 -0.3317 1.3550 -0.0519 -0.0987
Knee 1.8795 2.5035 1.4851 3.4000 1.0123 1.2541 2.9017
Ankle 0.1941 0.1152 0.0262 0.1887 0.3428 0.1388 0.2328
Spring Hip 7.3890 16.8759 7.9998 51.9691 4.5259 51.7537 22.9214
Knee 8.3278 5.2565 20.4640 4.0532 25.3204 32.5317 7.9504
Ankle 285.3533 217.5699 144.4288 334.1590 118.4477 68.3199 266.7282
Comparable to the previous Chapter 8, we investigate the active and passive parts of the joint torques.
Figure 9.10 shows the active and passive parts of the torques during the different perturbed and unper-
turbed motions for the compliant combined human-exoskeleton model. They are expressed in percent
of the total joint torque required:
Pactive =
∫ T
0 |τact ive (t) |dt∫ T
0 |τtotal (t) |dt
≈
∑n
i=1 |τact ive (ti ) |∆ti∑n
i=1 |τtotal (ti ) |∆ti
, (9.7)
Ppassivek,d =
∫ T
0 |τpassive k,d (t) |dt∫ T
0 |τtotal (t) |dt
≈
∑n
i=1 |τpassive k,d (ti ) |∆ti∑n
i=1 |τtotal (ti ) |∆ti
, (9.8)
with τtotal (ti ) = τact ive (ti ) + τspr ing (ti ) + τdamping (ti ),
τpassivek,d (ti ) = τspr ing (ti ) + τdamping (ti ) and ∆ti = ti − ti−1.
As the results show, the required active torques could be significantly reduced concerning the rigid case
which is reflected by the fact that all blue bars are (much) smaller than one. It can also be seen that the
blue and the yellow bars add up to more than one. This shows that even the optimally chosen spring-
damper elements are momentarily working against each other in some cases, which is caused by the
simple structure of the spring-damper element. However, what counts is the relative height of the blue
bars, which supports the initial claim that with appropriately chosen spring-damper elements the active
torque can be reduced significantly, i.e. energy can be saved, or higher total torques can be generated.
Note, that for the application in the real exoskeleton the swing and stance leg has to be detected and the
parameters resulting from our study can be applied accordingly.
Table 9.3 shows the mean active joint torques of the human and the rigid combined human-exo-
skeleton model HExo1, as well as of the compliant combined human-exoskeleton model HExoCompl
for the different motions. Compared to the joint torques needed in the human and the rigid combined
human-exoskeleton model, the active joint torques needed for the compliant model are reduced sig-
nificantly - especially for the stance leg. The torques of the swing leg are already comparatively low
for all motions. This observation leads to the statement that it is reasonable to include spring-damper
systems in exoskeletons to reduce torques in the joints. This conclusion is consistent with the result of
Figure 9.10 and shows the advantage of the approach to include spring-damper systems in exoskeletons
to support push recovery motions during walking. However, including spring-damper systems in real
exoskeletons, we do not know which of the motions considered will be performed. Therefore it would be
necessary to calculate the torques of a representative dataset for all the motions considered in this work.
Based on these results parameters for universal spring-damper systems of lower-limb exoskeletons to
optimally support push recovery walking motions can be found averaging the results of all motions or
even better optimizing all motions in parallel.
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Figure 9.10: Comparison of the active (blue) and the passive (yellow) part of the joint torques during
the different motions for the combined human exoskeleton model with spring-damper systems in the
exoskeleton.
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Table 9.3: Mean of the torques per joints needed for the human and the combined human-exoskeleton model with and without compliance. For the compliance
model the active torques are regarded.
Model Joint NoPush1 NoPush2 Pelvis Middle1 Middle2 Upper1 Upper2
Human Stance Hip 41.6504 41.4903 24.1277 42.7445 40.1511 86.7392 98.6755
Stance Knee 55.1408 68.5657 55.5505 73.5310 79.5295 85.5983 104.7686
Stance Ankle 148.6679 144.4313 133.0200 129.0980 133.3102 97.3969 110.7032
Swing Hip 6.5924 7.3922 12.5883 18.8163 8.6125 11.3241 23.6904
Swing Knee 6.9178 6.6949 4.6745 12.9775 4.1919 4.9151 5.9522
Swing Ankle 6.2350 5.8753 2.9624 5.5764 1.2659 1.7970 2.2557
HExo1 Stance Hip 46.9744 44.4715 34.3786 45.1499 44.2368 75.4515 119.7683
Stance Knee 70.6615 77.4057 72.2516 80.9211 93.9898 84.0157 128.8392
Stance Ankle 196.4403 171.9755 158.4421 152.1776 155.9935 116.3304 132.3490
Swing Hip 5.4198 7.7140 13.7702 16.4776 5.8363 15.2722 30.4608
Swing Knee 8.6719 7.4225 6.5299 14.6436 7.5719 9.6268 7.0609
Swing Ankle 3.5910 5.5982 2.5285 6.7468 2.1728 1.8729 2.3247
HExo Stance Hip 5.2248 3.4340 3.7362 4.5497 4.6628 4.9145 5.5564
Compl Stance Knee 8.1216 8.0440 5.7859 8.3251 7.9544 7.1017 9.7060
Stance Ankle 4.9678 5.6324 2.4067 5.0485 4.5915 4.8022 3.1026
Swing Hip 4.9254 5.3865 4.3893 4.0329 5.1117 3.0572 3.0589
Swing Knee 7.3280 9.5299 7.8397 4.2517 8.3814 5.6223 4.2740
Swing Ankle 4.1590 4.2866 1.7853 4.0889 5.1388 2.1669 7.1878
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Summary and Future Work
In this thesis we approach the study of human push recovery motions combining methods from optimal
control theory with rigid multi-body dynamics modeling leading to contributions in the following areas.
Database of Human Push Recovery Motions
As part of this thesis motion capture data of perturbed and unperturbed motions are recorded and col-
lected in a database. Human walking is perturbed by pushes at differing heights at the spine with
differing strength and timing. In this work, we also present an intense analysis of the different mo-
tions. The main observation is that the duration of the step decreases for perturbed motions compared
to unperturbed ones.
Human Model for Push Recovery Motions
Human push recovery motions are very complex tasks that require good coordination between the body
segments. We present a dynamic multi-body model with rigid segments that can cope with large pertur-
bations during walking motions resulting in a highly redundant and underactuated system. The pertur-
bation is modeled as an external force that is described by a continuous function of time.
Synthesis of Human Push Recovery Motions
To be able to analyze the underlying indicators that result in human-like motions, we present a motion
synthesis approach. To this end, we formulate a multiple-stage optimal control problem that considers
the dynamics of the model as constraints over the whole time. Due to the redundancy and highly
nonlinearity of the considered motions, the problem is discretized according to a direct multiple shooting
method. Analyzing the results for different push strengths shows that stronger perturbation results not
only in a larger step length (less periodic motions) but also in an increase of the internal joint torques.
The analysis of the influence of basal objective functions leads to a difference in the similarity between
the perturbed and the unperturbed motions. The location of the perturbation does not influence the
similarity result of the basal objective functions.
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Reconstruction of Human Push Recovery Motions
An optimization-based simulation approach to obtain indicators form the recorded perturbed walking
motions that are not easy or not measurable from real humans is presented. We set up a multiple-stage
optimal control problem that considers the dynamics of the motions over the whole time horizon and fits
the model to the motion in a least-squares sense. The motion resulting from the motion reconstruction
of the data from our database leads to a good approximation of this reference data. With a set up as
presented in this work, it is possible to gather data, that is hard to get from a real human, as the center
of mass or the internal joint torques, as well as data, that is impossible to calculate with a kinematic
model, as the calculation of ground reaction forces. The intensive analysis of the internal joint torques
of perturbed and unperturbed motions proves the hypothesis: “The higher the push point at the spine
and the stronger the perturbation, the larger the joint torques.”
Analysis of Indicators for Sensing a Perturbation
The motion reconstruction approach is used to analyze various parameters that could help the human
to sense the perturbation. A variation in the torso torques and also in the torso joints shortly after the
point in time when the push occurs can be observed. Especially the neck joint differs from the range
of unperturbed motions. This leads to the assumption that the somatosensory system can sense the
perturbation and postural reflexes help to recover from the perturbation. The change in head orientation
indicates that the vestibular system can sense the perturbation. Another result is that the chest is not a
good position to place a balance sensor, because this point at the body does not differ for all perturbed
motions from the unperturbed ones. Analyzing the reaction times shows that the human processes the
sensory information from the perturbation very fast.
Analysis of Compliant Actuators during Human Push Recovery Motions
An optimization-based simulation approach to obtain the parameters of spring-damper systems that
support the joints of a sagittal human model during perturbed walking motions in an optimal way is
presented. The motions resulting from the motion reconstruction of the recorded motions give a very
good approximation of these reference data. The parameters of the spring-damper system that support
the motion optimally depend on the regarded motions and differ between the joints. The spring-damper
systems support the human push recovery motions well. Humans can adjust their stiffness to the partic-
ular push experienced.
Joint Torques and Compliant Actuators in Combined Human-Exoskeleton Models during Human
Push Recovery Motions
We have applied an innovative method to determine the torques needed in lower-limb exoskeletons to
recover from perturbations during human walking. Combined human-exoskeleton models are set up,
which simulate the dynamics of a human wearing an exoskeleton. As expected, the required torques
increase for a heavier exoskeletons. A significant increase of the joint torques in relation to the push
strength can be observed for the stance hip and knee, as well as for the swing hip. Setting up compliant
combined human-exoskeleton models, it can be shown, that spring-damper systems lead to a significant
reduction of the active torques needed for the regarded motions.
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Outlook
The results of this work support the analysis of human push recovery motions. For future investigations
it would be reasonable to deepen the presented approaches to the following extends.
Extension of the Database
In our studies, we investigate data for two young adults. To be able to generalize the results of this work,
it is reasonable to investigate for more push recovery motions of more subjects. It would be valuable to
have data from elderly people as well as typical adults to be able to compare the results for different age
groups.
Extention of the Human Model
Due to the use of a two-dimensional model, only a limited set of perturbations during human walking
motions can be taken into account in the presented approach. To this end, it would also be reasonable to
extend the model to allow for more than one step. Also the extention of the model to three dimensions
and multiple steps would allow for a more general set of perturbations and recovery motions. To allow
for a better representation of the human senses, it would be reasonable to investigate in a more detailed
human model.
Investigation in Muscle Models
In this work, we investigate in the analysis of how to choose the best spring-damping elements to support
human motions best. In our studies, the spring and damping parameters could be independently chosen.
In real a muscle this is not the case: the stiffness and damping of a muscle vary linearly with the force
it develops at least for small stretches. Given this restriction, it is presently not clear precisely how the
stiffness and damping properties affect human balance recovery. To this end, it is valuable to use muscle
models instead of the spring-damper system and to deepen the spring-damper studies including variable
stiffness elements instead of the constant ones regarded in the scope of this work.
Inverse Optimal Control of Human Push Recovery Motions
As described more precisely in Section 7.3, it would be valuable to investigate in the inverse optimal
control formulation to be able to identify optimality criteria that underly a human motion as in [18, 19].
To this end, the optimal control problem from the motion generation formulation can be included in an
inverse optimal control problem. As an objective function, a weighted linear combination of optimality
criteria (basis functions) is formulated. To determine the weights of the objective function, and there-
fore the most relevant criteria, in the outer problem the distance from reference data to the model data is
minimized. To be able to apply these methods, it is important to make sure that the investigated model
can represent the motions that are to be analyzed. In this work, we present a rigid multi-body dynamic
human model that can cope with heavy perturbation during walking which can be included in an inverse
optimal control analysis to determine the weights of the objective function leading to human-like mo-
tions. To be able to identify rules how humans manage to recover from perturbation, we can apply these
rules to models of humanoid robots or exoskeletons that might have some motion restriction compared
to a human. Based on the identified rules recovery motions for these models can be computed and then
be executed by the robot.
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A1 Subjects Segment Lengths
Table A1: Segment lengths subject for dataset A and B.
Segment Definition Length A Length B
[mm] [mm]
Forearm elbow axis / ulnar styloid 290 260
Upper arm glenhumeral axis / elbow axis 278 250
Shank femoral condyles / medial malleolus 445 380
Thigh greater trochanter / femoral condyles 462 400
Head & Neck C7-T1 & first rip / ear canal 195 160
Shoulder sternoclaviar joint / glenhumeral axis 220 175
Thorax C7-T1 / T12-L1 & diaphragm 258 285
Abdomen T12-L1 / L4-L5 142 130
Thorax & Abdomen C7-T1 / L4-L5 407 400
Trunk greater trochanter / glen humeral joint 495 400
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A2 Perturbation and Recovery Motion Properties
Table A2: Timing of step and push for the motions in dataset A.
Motion Step Duration Phase0 Phase1 Phase3 Phase5 Push Start Push End
[sec] [sec] [sec] [sec] [sec] [sec] [sec]
NoPushA1 0.79 0.39 0.21 0.17 0.02
NoPushA2 0.69 0.36 0.18 0.13 0.02
NoPushA3 0.76 0.36 0.20 0.13 0.07
NoPushA4 0.72 0.21 0.35 0.15 0.01
Min NoPushA 0.69 0.21 0.18 0.13 0.01
Max NoPushA 0.79 0.39 0.35 0.17 0.07
Av. NoPushA 0.73 0.27 0.29 0.15 0.03
PelvisA 0.62 0.26 0.27 0.08 0.01 0.09 0.35
MiddleA1 0.65 0.25 0.29 0.09 0.02 0.09 0.39
MiddleA2 0.58 0.37 0.15 0.01 0.05 0.22 0.48
UpperA1 0.51 0.14 0.30 0.03 0.04 0.01 0.35
UpperA2 0.52 0.22 0.24 0.04 0.02 0.05 0.32
Min PushA 0.51 0.14 0.15 0.01 0.01 0.01 0.32
Max PushA 0.65 0.37 0.30 0.09 0.05 0.22 0.48
Av. PushA 0.58 0.25 0.25 0.05 0.03 0.10 0.38
Table A3: Push force and step lengths before and after the step for the motions in dataset A.
Motion Max Push Force Force Integral Step Length (SL) Previous SL SL Difference
[N] [N sec] [m] [m] [m]
NoPushA1 0.561 0.624 0.063
NoPushA2 0.655 0.671 0.015
NoPushA3 0.558 0.574 0.016
NoPushA4 0.646 0.696 0.050
Min NoPushA 0.558 0.574 0.015
Max NoPushA 0.655 0.696 0.063
Av. NoPushA 0.620 0.655 0.043
PelvisA 227 44 0.635 0.415 0.220
MiddleA1 143 28 0.655 0.496 0.159
MiddleA2 223 47 0.405 0.390 0.015
UpperA1 169 34 0.481 0.419 0.062
UpperA2 247 24 0.847 0.443 0.404
Min PushA 143 24 0.405 0.390 0.015
Max PushA 247 47 0.847 0.496 0.404
Av. PushA 202 36 0.605 0.433 0.172
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Table A4: Timing of step and push for the motions in dataset B.
Motion Step Duration Phase0 Phase Phase3 Phase5 Push Start Push End
[sec] [sec] [sec] [sec] [sec] [sec] [sec]
NoPushB1 0.68 0.33 0.16 0.11 0.08
NoPushB2 0.68 0.33 0.19 0.12 0.04
NoPushB3 0.67 0.34 0.13 0.11 0.09
NoPushB4 0.58 0.29 0.17 0.11 0.01
NoPushB5 0.60 0.24 0.25 0.10 0.01
NoPushB6 0.61 0.25 0.23 0.11 0.02
NoPushB7 0.62 0.15 0.37 0.08 0.02
NoPushB8 0.60 0.23 0.27 0.07 0.03
NoPushB9 0.60 0.24 0.24 0.09 0.03
NoPushB10 0.63 0.28 0.24 0.11 0.00
NoPushB11 0.62 0.22 0.28 0.08 0.04
NoPushB12 0.63 0.15 0.36 0.08 0.04
NoPushB13 0.63 0.32 0.21 0.07 0.03
NoPushB14 0.64 0.22 0.30 0.08 0.04
NoPushB15 0.63 0.20 0.32 0.10 0.01
NoPushB16 0.65 0.24 0.29 0.11 0.01
NoPushB17 0.62 0.21 0.30 0.10 0.01
NoPushB18 0.59 0.23 0.26 0.08 0.02
NoPushB19 0.71 0.42 0.09 0.12 0.08
NoPushB20 0.63 0.35 0.11 0.11 0.06
NoPushB21 0.63 0.18 0.33 0.09 0.03
NoPushB22 0.65 0.12 0.38 0.09 0.06
NoPushB23 0.62 0.32 0.18 0.09 0.03
Max NoPushB 0.71 0.42 0.38 0.12 0.09
Min NoPushB 0.58 0.12 0.09 0.07 0.00
Av. NoPushB 0.63 0.26 0.25 0.10 0.03
PelvisB1 0.51 0.27 0.15 0.02 0.07 0.18 0.48
PelvisB2 0.56 0.25 0.21 0.06 0.04 0.24 0.56
MiddleB1 0.46 0.15 0.26 0.03 0.02 0.06 0.45
MiddleB2 0.50 0.15 0.27 0.03 0.05 0.07 0.45
UpperB1 0.44 0.13 0.28 0.02 0.01 0.05 0.43
UpperB2 0.55 0.32 0.20 0.03 0.00 0.29 0.55
Max PushB 0.56 0.32 0.28 0.06 0.07
Min PushB 0.44 0.13 0.15 0.02 0.00
Av. PushB 0.50 0.21 0.23 0.03 0.03
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Table A5: Push force and step lengths before and after the step for the motions in dataset B.
Motion Max Push Force Force Integral Step Length (SL) Previous SL SL Difference
[N] [N sec] [m] [m] [m]
NoPushB1 0.53 0.42 0.11
NoPushB2 0.49 0.49 −0.00
NoPushB3 0.49 0.52 −0.03
NoPushB4 0.60 0.59 0.01
NoPushB5 0.55 0.55 0.00
NoPushB6 0.53 0.55 −0.02
NoPushB7 0.64 0.61 0.03
NoPushB8 0.61 0.64 −0.03
NoPushB9 0.55 0.54 0.01
NoPushB10 0.57 0.58 −0.01
NoPushB11 0.57 0.59 −0.02
NoPushB12 0.58 0.57 0.01
NoPushB13 0.59 0.64 −0.05
NoPushB14 0.54 0.61 −0.07
NoPushB15 0.57 0.57 −0.00
NoPushB16 0.53 0.57 −0.04
NoPushB17 0.60 0.60 0.00
NoPushB18 0.59 0.66 −0.07
NoPushB19 0.42 0.48 −0.06
NoPushB20 0.52 0.47 0.05
NoPushB21 0.51 0.52 −0.01
NoPushB22 0.51 0.49 0.02
NoPushB23 0.54 0.58 −0.04
Max NoPushB 0.64 0.66 0.11
Min NoPushB 0.42 0.42 0.00
Av. NoPushB 0.60 0.61 −0.04
PelvisB1 149.84 29 0.50 0.55 −0.05
PelvisB2 63.94 13 0.52 0.49 0.03
MiddleB1 167.25 41 0.64 0.49 0.15
MiddleB2 121.24 29 0.64 0.58 0.06
UpperB1 178.06 38 0.79 0.59 0.20
UpperB2 134.79 25 0.60 0.58 0.02
Max PushB 178.06 41 0.79 0.59 0.20
Min PushB 63.94 13 0.50 0.49 0.02
Av. PushB 135.85 29 0.61 0.55 0.09
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A3 Reaction Time
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Figure A1: The joint angles of the arms for unperturbed steps (gray lines) and for perturbed steps
(solid colored lines) of the different push motions (left: dataset A, right: dataset B). The colored lines
in the lowest subplot indicate the strength and the timing of the perturbation.
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Table A6: Reaction times of the motions from dataset A and B for the stance and swing shoulder as well
as the head position. No value means that no deviation between perturbed and unperturbed motions can
be observed.
Motion Swing
Shoulder
Stance
Shoulder
Swing
Shoulder
Stance
Shoulder
Anlge Anlge Torque Torque
PelvisA 180 60 110 30
MiddleA1 10 90 160
MiddleA2 160 120 10 0
UpperA1 190 80 135 130
UpperA2 50 140 60 100
Min Dataset A 10 60 10 0
Max Dataset A 190 140 135 160
Mean Pelvis A 180 60 110 30
Mean Middle A 85 110 50 80
Mean Upper A 120 110 98 115
Mean Dataset A 128 93 86 75
PelvisB1 70 −30 −50
PelvisB2 160 60 10
MiddleB1 140 40 90 40
MiddleB2 200 200 150 110
UpperB1 120 50 100 80
UpperB2 250 −40 −80
Min Dataset B 120 40 60 10
Max Dataset B 250 200 150 110
Mean Pelvis B 115 60 10
Mean Middle B 170 120 120 75
Mean Upper B 185 50 100 80
Mean Dataset B 157 85 93 55
Total Mean 143 89 90 65
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A4 Exoskeleton with Compliant Controls
Figure A2: Different torque types for push case ’Upper1’ : damping (diamonds), spring (squares),
active (circles) and total (dashed-dotted) torques of the compliant combined human-exoskeleton model
(HExoCompl).
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Figure A3: Different torque types for push case ’Middle1’ (top) and ’Middle2’ (bottom): damping
(diamonds), spring (squares), active (circles) and total (dashed-dotted) torques of the compliant com-
bined human-exoskeleton model (HExoCompl).
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Figure A4: Different torque types for push case ’NoPush1’ (top) and ’NoPush2’ (bottom): damping
(diamonds), spring (squares), active (circles) and total (dashed-dotted) torques of the compliant com-
bined human-exoskeleton model (HExoCompl).
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