• The frequency of extreme daily precipitation occurrence displays a distinctive non-12 uniform seasonal pattern 13
Abbreviations
consecutive days, the event with the highest precipitation total is selected as the day of 162 occurrence (Bernardara et al., 2011) to maintain the independence between events. 163
Excesses are recorded as 1, or 0 for no maxima, with no associated precipitation intensity 164 used in this analysis. For brevity, these excesses are referred to as "extreme occurrences". 165
Air Temperature 166
Atmospheric moisture holding capacity is governed by temperature (e.g. analysis. Nine grid boxes, corresponding with those for SST, are used here.
Statistical Methods 227
For a series of t = 1,…, T days, we consider an indicator variable J t = 1 when the 228 daily precipitation exceeds a high threshold, u; J t = 0 otherwise. u is defined individually 229 for each station using the 95 th percentile of the wet day distribution. The extreme 230 occurrences are Binomially distributed J t ~ Binomial(n, π t ), with n=1 trial per day. 231
is the probability of a precipitation maximum, and each occurrence J t = 1 is 232 independent of previous maxima. covariates, where η t is the logit function presented in Equation (2). 245
The relationship between β t and X t is constrained to be smooth by a non-negative 247 are easily reduced to a linear form (Wood and Augustin, 2002) . In practice, cubic splines 258 require knot locations to be specified which can lead to model over-fitting. Using 259 penalized regression splines applies a "wiggliness" penalty so that a large number of 260 knots can be used to reduce sensitivity to their selected location, while minimising over-261 fitting (Wood and Augustin, 2002; Wood, 2006) . The penalty term is referred to as the 262 smoothing parameter, λ. As λ→∞ the smooth will tend towards a straight line, while 263 λ→0 leads to a fully interpolated spline. Penalized maximum likelihood estimation is an 264 efficient method to optimise the model complexity where multiple dimensions and 265 interactions are present (Wood, 2000) . 266
There are several GAM fitting algorithms that are implemented in statistical 267 software packages (e.g. Hastie and Tibshirani, 1990; Wood, 2006) . The R statistical 268
software environment (R Core Team, 2014) and package mgcv (Wood, 2006) are used 269 here. We use the default mgcv functions, except where there is strong motivation to 270 choose an alternative (such as cyclic splines for calendar day), to remove the subjectivity 271 in choosing an appropriate degree of model smoothness (Faraway, 2006) . Variables are 272 included in the GAMs in increasing combinations in the fitting process to determine their 273 relative importance or redundancy as interactive terms. The aim is to achieve the best 274 data representation with the greatest degree of parsimony tested by measures such as the 275 deviance statistic, Generalized Cross Validation or Akaike Information Criterion 276 (Akaike, 1974) . Model simplifications can also be achieved through combinations of 277 linear or quadratic terms in addition to flexible smoothness (Wood, 2006) . 278
The Poisson distribution is a special case of the Binomial distribution, with n→∞ 279 and π t →0. As extreme occurrences are intermittent with a small sample per year, the 280 annual frequency of extreme occurrences is Poisson distributed. Consequently, the 281 statistical model can also be extended to examine long-term changes in the annual 282 frequency of extreme occurrences. We make use of this relationship in Section 4.2 to 283 identify potential covariates for the Binomial GAM using a log linear regression, or 284
Poisson regression model. The Poisson regression takes the form of a GLM, Equation demonstrates that a simple sinusoidal form is unlikely to describe the annual frequency 317 distribution of extreme daily precipitation occurrences in the UK adequately. 318
Multimodal seasonality, with peaks in the frequency distribution in summer and 319 again in late autumn, is most evident in regions along the UK east coast (e.g. NE and EA). 320
In contrast, exposed western regions (notably NHI, NI, MW and SOL) exhibit a unimodal 321 frequency distribution of extreme occurrences encompassing autumn and/or winter. 322
These regional differences are representative of the dominant weather systems around the 323 UK. Extreme daily precipitation in the northwest is mainly caused by westerly airflow 324 from the Atlantic, while extreme precipitation in the southeast is dominated by easterly 325 flows from the North Sea . 326
The frequency distribution of extreme occurrences by day and year for South 327 England (SE) is shown in Figure 3 ; a similar pattern is produced by all regions. Each 328 colour band reflects the relative frequency density of extreme occurrences within a 15-329 day/15-year smooth. "Edge effects" are mitigated by plotting only the period where all 330 SE region observation stations were effective . The highest frequency density 331 of extreme occurrences is shown in pink/purple and is centred around July-November. 332
This figure illustrates the multi-decadal fluctuations in both the annual distribution and 333 total number of events, while highlighting the broader seasonal period when extreme 334 occurrences are most likely to occur. There is a suggestion of longer-term changes in the 335 duration and timing of the peak in extreme occurrences. This figure appears to show that 336 most extreme events occurred earlier in the autumn during the 1990s than during the 337 1960s. The period when they are most likely is also several days shorter, i.e. an 338 increasing number of extreme occurrences are more likely to be clustered in time. 339
Identification of potential covariates 340
Poisson regression models are used to examine the relationship between extreme 341 occurrences and the candidate covariates. Relationships are tested at the 5% significance 342 level against the χ 2 distribution. We consider covariates to have field significance when 343 the correlation between a variable and extreme occurrences is significant at >40 stations. 344 • the term effective degree of freedom is close to its lower limit; 418
• the confidence region for the smooth contains zero everywhere; 419
• removing the term reduces the deviance statistic, or other relative comparison 420 measure such as AIC. 421
Stepwise iteration to reject unnecessary covariates (Hastie and Tibshirani, 1990) is also variable by region: in the north and west there is a strong negative correlation 446 reflecting the dominance of winter frontal systems, with a reversal around the freezing 447 point. In contrast, southern and eastern regions have a positive correlation similar to that 448
in SE. Air temperature could be a response to the precipitation rather than a driver, 449 however the two are strongly interlinked and it is difficult to elicit which is the 450 precursor. 451
Model validation 452
Each regional model is validated objectively using a leave-one-out cross 453 validation to estimate the parameters. 
Model results 474
Monthly observed covariate data (1901-2010) are applied to the regional 475 Binomial distributions to predict the daily probability of an extreme occurrence for 109 476 years. We are most concerned with the period of consecutive days to weeks with the 477 highest probability of extreme occurrences; that is the 0.95 quantile of the regional 478 probability distribution. show significant changes to a later date (for the F-statistic at a 5% significance level). Inalmost all cases, the changes equate to the highest probability of extreme occurrences 494 between September and November. 495 Figure 8b illustrates the number of days where the daily probability of an extreme 496 precipitation occurrence exceeds the 0.95 quantile of annual probabilities. We consider 497 the total number of days as the duration of very high probability of an extreme 498 occurrence. In the SE region the threshold probability is p ≥ 0.16. Red circles indicate the 499 most likely duration; confidence intervals are in grey, calculated as for the dates in Figure  500 8a. Zero duration indicates that the daily probability does not exceed p=0.16 during that 501 year. The black dashed 5-year running mean displays an overall decrease in mean 502 duration of very high probability of an extreme occurrence by about 1 week. Other 503 regions ( Figure S4 This article examined the annual frequency distribution of extreme daily 540 precipitation occurrences, or seasonal pattern, to characterize spatial and temporal 541 differences across the UK. It was shown that extreme and very heavy daily precipitation 542 does not occur uniformly throughout the year. There are also considerable regional 543 differences, arising from the relative proximity to the North Atlantic Ocean or North Sea 544 and dominating westerly or easterly air flows (Maraun et al., 2009 ). There are definite 545 weeks or months during which extreme daily precipitation is most likely to occur, with 546 some regions displaying multimodal seasonality. Oceanic and atmospheric variables were 547
shown to have significant correlations with extreme occurrences and so were valuable 548 proxy information for the probability of extremes. 549
The seasonality of the highest probability of extreme daily precipitation varies 550 across the UK, contrasting with mean wet day occurrences which are more likely to occur 551 A Generalized Additive Model (GAM) was constructed using observation data 574 and validated using all observation data (>1901-2010). Covariate data for 575 1901-2010 were used to test the changes in the daily probability of extreme occurrences. 576
The statistical model reflected natural climate variability from year to year in the calendar 577 days when the probability of an extreme occurrence is at its highest. Smoothing over 578 several years to decades illustrated that all regions now have a higher likelihood of 579 autumnal extreme precipitation. This equates to extreme occurrences earlier in the north 580 and west (formerly winter dominated) and later in the south and east (formerly late 581 summer and autumn). This change in timing was accompanied in eight regions with 582 significant increases in the probability of extreme occurrences during the autumn. The 583 same regions also had significant increases in the number of days with a very high 584 probability of extreme precipitation, or an extended duration of the peak season. These 585 results indicate a higher probability of several extreme occurrences in succession, or a 586 potential clustering of events. While intensity was not included in this analysis, the 587 combination of a change in seasonality to coincide with the wetter period of the year and 588 
