In a multiattractor state of a globally coupled dynamical system, stability of the attractors is studied by recording the return rates to themselves after perturbations. Besides the basin volume, attractors are characterized by strength, defined as the threshold perturbation for the full return rate. It is observed that Milnor attractors with a vanishing strength are dominant in the partially ordered phase. Attractions to weak attractors are found to be often enhanced with the addition of a noise, selectively for its amplitude.
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[ Multiattractor systems are important in physical, chemical, biological, and engineering problems. Although the (fractal) basin structures [1] have been studied in a lowdimensional system, dynamics and the phase structure are not fully understood for a system with large degrees of freedoms, where static structures of rugged landscape have been mostly studied. Since performing a direct "anatomy" of the phase space structure is difficult there, we introduce new quantifiers to characterize the stability (strength) of attractors and connections among them, besides the basin volume.
Two main discoveries are reported: The first one states that the probability of initial points to fall onto "fragile" (i.e., "Milnor") attractors [2, 3] is rather high within some region between ordered and turbulent phases. Here the Milnor attractor is defined as a state that some perturbations of arbitrary small size can kick the orbit out of it although a finite measure of initial points is attracted to it. Since such an asymptotically unstable attractor is often believed to be a rather exceptional state, the dominance of such attractors is a remarkable observation.
The second is the noise-induced selection of attractors: By adding a noise for a while, the ratio of the orbits to fall into weak attractors is enhanced, in some parameter regime, in contrast with our intuition. Different attractors are successively selected specific to the noise strength, which may reflect on the complex basin structures. The relevance of these results to neural dynamics is also discussed.
As an example of a high-dimensional dynamical system with potentially many attractors, we adopt the globally coupled map (GCM) [4] given by
where n is a discrete time step and i is the index for elements ͑i 1, 2, . . . , N system size͒. Here we choose the logistic map f͑x͒ 1 2 ax 2 ͑21 , x , 1͒ as the local element in Eq. (1), as it has been investigated extensively as a standard model for a high-dimensional dynamical system. In the model, attractors can be coded by clustering, the partition of elements into mutually synchronized clusters, i.e., a set of elements with x n ͑i͒ x n ͑ j͒ [4] . Attractors in this GCM are classified by the number of synchronized clusters k and the number of elements for each cluster N j . Each attractor is coded by the clustering condition [5] .
With an increase of the nonlinear parameter a or a decrease of the coupling e, the following phases are known to appear successively [4] after the collapse of a completely synchronized state. (i) Ordered phase: all attractors consist of a few ͓k o͑N͔͒ clusters. (ii) Partially ordered (PO) phase: attractors with a variety of clusterings coexist, most of them having many clusters ͓k O͑N͔͒. (iii) Turbulent phase: elements are completely desynchronized, and all attractors have N clusters. In the first two phases, there exist a variety of attractors depending on the partition [6] . In the present Letter, we study the multiattractor structure for these two phases, fixing e 0.1 and varying a.
To study the stability of an attractor against perturbation, we introduce the return probability P͑s͒, defined as follows: Take an orbit point ͕x͑i͖͒ of an attractor in an N-dimensional phase space, and perturb the point to x͑i͒ 1 s 2 rnd i , where rnd i is a random number taken from ͓21, 1͔, uncorrelated for all elements i. Check if this perturbed point returns to the original attractor via the deterministic dynamics (1) . By sampling over random perturbations and orbit positions, the return probability P͑s͒ is defined as (No. of returns)͞(No. of perturbation trials) (see Fig. 1 ). As a simple index for robustness of an attractor, it is useful to define s c as the largest s such that P͑s͒ 1, and s m the smallest s s.t. P͑s͒ , 0.5. These indices measure what we call the strength of an attractor.
The strength s c gives a minimum distance between the orbit of an attractor and its basin boundary. Note that s c can be small, even if the basin volume is large, if the attractor is located near the basin boundary. We have plotted s c versus basin volume, which is measured as the probability that an orbit with a randomly chosen initial condition falls onto the attractor. Roughly speaking, the plot shows the existence of three types of attractors. One type keeps some relationship between s c and basin volume [7] , while the other two types do not. One of the latter two types is a Milnor attractor [2, 3] , having s c 0 with a finite (large) basin measure, and the other is a strong attractor with a relatively small basin volume.
The Milnor attractor has been recently studied as a riddled basin attractor [3, 8] . For a coupled system, attraction to a (partially) synchronized state is found that has a riddled basin [9] and an instability in any neighborhood of an attractor [3, 10] . As has been expected [3, 8] , all of the Milnor attractors we have found are chaotic.
There are two types of Milnor attractors; one has s m 0 (e.g., ͓2
2 , 1 6 ͔ of Fig. 1 ), where most tiny perturbations can kick the orbit out of the "attractor." Indeed, we have seen that iterations of (1) with any finite precision (i.e., by a digital computer) can lead to such an attractor due to artificial synchronization of x n ͑i͒ [10] . For the other type, P͑s ! 0͒ is close to 1 (e.g., ͓4, 1 6 ͔ of Fig. 1 ). It is a fragile attractor, in the sense that some tiny perturbation kicks an orbit out of it. It should be noted that such fragile
2 , 1 6 ͔ of Fig. 1 ). In Fig. 2 , we have plotted the distribution of strength s c versus the change of a. Note the decrease of strength starting around a ഠ 1.56, and the dominance of weak attractors at a ͑ϳ1.67 1.68͒. The averages of basin volume and attractor strengths (over random initial configurations) are plotted in Fig. 3 The number of clusters is typically large ͓O͑N͔͒, while the basin volume for each attractor is much larger than the case (II). For example, at a 1.66 and N 10, the basin volume of the attractors with ͓2 2 , 1 6 ͔ occupies 60% of the total, while that of ͓1 10 ͔ has 30%. Remarkably, these attractors are fragile ͑s c , 10 24 ͒. This dominance of fragile attractors is preserved as N is increased, although the region of the PO phase is slightly shifted.
(IV) At a * 1.69, a single desynchronized attractor exists. With the increase of N, s c for attractors with a proportional partition (e.g., ͓6, 4͔ for N 10 versus ͓60, 40͔ for N 100) remains unchanged, while s m 2 s c is decreased. The latter is due to the increase of the dimension of the path out of the attractor, since the decay of P͑s͒ for s . s c reflects on the volume of the path. In Fig. 3 , the decrease of ͗s m ͘ with N is confirmed at the CO and PO phases (where ͗s c ͘ is small). At the PO phase, the dominance of weak attractors is prominent for large N, as is seen in the decrease of ͗s c ͘ with N.
We have also studied the transition matrix among attractors that gives the rate of transition from one attractor to another when the former is perturbed by a noise. In general, weak attractors are connected to a variety of attractors. Small perturbations to such attractors make the orbit fall into a variety of different attractors.
Coexistence of attractors with different degrees of stability makes us expect that noise is relevant to the choice of the attractor the GCM settles in. One might expect that noise usually leads the system to choose to settle in strong attractors. We have simulated the model (1) for a fixed number of steps with white uncorrelated noise added to each element and then checked which attractor is selected after the noise is turned off [12] . ͗s c ͘ is plotted in Fig. 4 with the change of the noise strength d. In contrast with the PO phase, relatively weaker attractors are selected in the CO phase, contrary to our expectation [13] . This is possibly because more transient orbits are attracted to some of the weak attractors due to higher connectivity with other attractors in the transition matrix.
A remarkable feature is its sensitivity in the choice of attractors depending on the strength of the noise added. (1) with an additional noise term ͑d͞2͒ 3 rnd n ͑i͒ over 10 4 steps, and checked which attractor is selected after the noise is turned off. N is 10, although the same behaviors are seen for larger N (e.g., 50). Note that the parameter for the top line is near the turbulent phase, and strong attractors have a larger basin volume than Milnor ones, leading to large ͗s c ͘. Still, the escape from remaining Milnor attractors by noise leads to the slight increase of the strength around d ഠ 0.04.
At some noise strengths, the basin volume of some attractors is enhanced rather sharply. In Fig. 5 , we have plotted the number of initial points falling onto attractors versus the noise strength applied during transient steps. There are successive enhancements of attraction rates to some attractors. This stochastic amplification is a novel noise effect, which is due to complex connection paths among attractors. The peak around d ഠ 0.04 for the attractor ͓3, 1 7 ͔ in Fig. 5 , for example, is due to the gap between the thresholds of noise strengths leading to the transitions ͓3, 1 7 ͔ ! others and the reverse ones. In high-dimensional dynamical systems, chaotic itinerancy (CI) among several ordered states is often observed [4, 14, 15] . For Milnor attractors that lose their stability ͓P͑0͒ , 1͔ but keep their attraction for large s, the total system dynamics can be constructed as the successive alternations between attraction to and escape from them. Hence CI is understood as the connection among many Milnor attractors.
In the present Letter, we have proposed that Milnor attractors dominate the basin volume in the PO phase. Although our results are based on the GCM (1), it is expected that the same qualitative behavior is observed in high-dimensional dynamical systems, including coupled differential equation systems [16] . It is also interesting to note the relevance of the present results to neural dynamics. Freeman has found a chaotic attractor corresponding to a searching state for memories [17] . The weak attractors in the CO or PO phases provide a candidate for such a searching state, because they are connected to a variety of stronger attractors, which, in this interpretation, would play the role of memorized states in Freeman's work.
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