It has been three years since *Nature Methods* pronounced super-resolution fluorescence microscopy, or nanoscopy, as the Method of the Year in 2008 (Nature Methods, 2009). Since its invention, the technique of localizing individual fluorescent molecules in a densely labeled sample by exploiting light-dark transitions has been extended to live cell,[@R1] multi-color[@R2]^-^[@R4] and 3D imaging[@R5]^-^[@R7] and manufacturers are now offering user-friendly, fully integrated instruments (e.g., Nikon's N-STORM, Zeiss' Elyra PALM, Leica's SR GSD and Applied Precision's imminent instrument called Monet). Despite these recent advances, we have only scratched the surface of what localization microscopy could achieve for the biological sciences. To record biological process on the single molecule level will give a whole new meaning to the very concept of molecular biology; potentially allowing us to quantify the number of proteins in time and space and hence assign function to individual molecules.

It seems almost too good to be true that this breakthrough technology is built on conventional fluorescence microscopes equipped with lasers and a sensitive camera-- equipment that has already been used for wide-field fluorescence imaging and single-particle tracking experiments for decades. Yet, with the right fluorophores and analysis software, localization microscopy can image biological samples with high molecular densities without compromising the localization accuracy of single fluorophore. So what is stopping localization microscopy from becoming a routine research tool?

Localization microscopy differs from all other fluorescence imaging techniques in that an image is built up literally molecule-by-molecule. This is achieved by the stochastic activation of a sparse subset of the molecules in a field-of-view such that the point-spread-functions (PSFs) obtained when imaging individual fluorophores can be recorded and analyzed. By repeated cycles of activation or switching, localization and bleaching, the coordinates of many single molecules are obtained. This is possible because algorithms can identify the center of the non-overlapping PSFs of individual molecules ([Fig. 1A](#F1){ref-type="fig"}). In addition to the localization coordinates, other parameters such as the number of photons emitted per molecule, the width of the PSF and the fluorescent background in the immediate vicinity of the detected molecule are recorded from which fluorophore characteristics such as on-off duty cycles and bleaching rates can be extracted. These parameters can be exceedingly useful in assessing the performance of fluorophores and the quality of the microscope and data, and can in fact contain novel information. Practical guides on how to implement the localization microscopy and select suited experimental conditions have now been published.[@R8]^-^[@R10] The key question is how do we go from detection of individual molecules to new biological insights, and how do we make sure no information is lost or artifacts introduced during the various steps of recording, analysis and interpretation.

![**Figure 1.** Principles of localization microscopy. (A) Fluorophores in close proximity an underlying structure, here depicted as a fiber (blue), are illuminated with low intensity photo-converting or photo-switching light (1). This causes them to reversibly or irreversibly switch/convert into a sparse array of PSFs, which are recorded and analyzed (2). After localization of the center of the PSFs, molecules are either irreversibly bleached or returned to the initial 'off-state' and the process repeated many times (3). This results in a series of x-y coordinates, each with an associated localization precision (dashed line) which determines the optical resolution - the closest separation of resolvable fluorophores (4). However, if the detected spot density is low, this can limit the obtainable structural resolution (5). (B) In an ideal case, one fluorophore delivers one highly localized coordinate (1). Sub-optimal setting of the intensity detection threshold, however, can lead to false negatives (2) or false positives (3). Localizations can also be missed when the cluster density is very high or the fluorophore has a high duty cycle due to overlapping PSFs (4). Additional localizations can appear in a cluster due to single molecule on-off cycling and the associated localization precisions (5). Molecules may also be missed due to their depth in the evanescent field (6). All these effects can lead to misinterpretation (solid line) of the underlying structure (dashed line), shown here as a fiber.](cib-5-345-g1){#F1}

The Acronym Jungle
==================

Often the first question non-experts ask themselves is whether there is a difference between (F)PALM,[@R11]^,^[@R12] PALMIRA,[@R13] (d)STORM,[@R14]^,^[@R15] GSDIM,[@R16] BALM[@R17] and (u)PAINT.[@R18]^,^[@R19] The diversity of acronyms is particularly confusing since the commercial instruments are marketed along these lines. These acronyms represent fundamentally the same technique and are generally used based on the method employed to induce photo-switching or blinking.[@R20] F(PALM) and (d)STORM for example use photo switchable/convertible fluorophores or pairs of fluorophores whereas GSDIM uses ground state depletion by 'parking' the fluorophores in a long-lived triplet state to effectively turn fluorophores on and off. BALM and (u)PAINT use the detection of molecules as they become immobilised/activated while binding to a structure. In an attempt to unify these imaging approaches, we refer to them collectively as "localization microscopy" methods based on the localization of molecules in a densely labeled sample by exploiting on-off transitions.

All localization microscopy techniques rely on the temporal separation of fluorescence emission, which is be achieved either by switching between a dark and fluorescent state or by consecutive binding of individual fluorophores to the structure. A probe that switches only once is advantageous when quantifying the absolute number of fluorescent molecules in a sample since each fluorophore is counted only once. Most organic dyes however, can be photo switched reversibly and hence are localized multiple times. In reality, a single fluorescent protein will also appear as a cluster of localizations due to variable intervals of blinking before irreversible photobleaching.[@R21]^-^[@R24] In fact, it should be emphasized that the number of switching cycles is a critical parameter in localization microscopy as it impacts on reproducibility and quantification of super-resolution imaging data. Indeed, multiple blinking of fluorophores can be advantageous (especially in time-resolved imaging) as it allows the same structure to be sampled multiple times.

What is "Resolution": Optical vs. Structural Resolution
=======================================================

Because localization microscopes are super-resolution microscopes, the first 'proof' is generally to evaluate the optical resolution, defined as the shortest distance at which two point emitters can be distinguished (the Rayleigh Criterion). However, the resolution does not only depend on the nature of the probe but also on the labeling density or expression level. For example, if a protein is labeled with an antibody with low affinity or a fusion protein is expressed at a low copy numbers, the structural resolution, i.e., the finest resolvable level of detail in a continuous structure, will be lower because the molecules are too sparsely distributed ([Fig. 1A](#F1){ref-type="fig"}). Many papers report the average localization precision, which reflects only the optical quality of the microscope and the nature of the fluorophore. However, localization precision should not be conflated with resolution.

The aim of most biological imaging tools is to extract structural details, molecular distributions and interactions. Contrary to many classical microscopy methods, the structural resolution in localization microscopy is potentially much lower than the optical resolution. In all microscopy, the labeling density must be sufficiently high to comply with the Nyquist-Shannon sampling theorem stating that the mean distance between neighboring molecules (the sampling interval) must be at least half the stated resolution ([Fig. 1A](#F1){ref-type="fig"}). In localization microscopy, the optical resolution (localization precision) can be so high that the labeling density becomes the factor limiting resolution. It should be noted that as the optical resolution continues to improve toward around 10 nm and beyond, the physical size of the antibodies or fluorescent proteins may start to become the limiting factor for determining resolution. It is impossible to fully exploit the high localization precision of a small fluorescent probe if it is attached to, for example a bulky antibody. The direct labeling of a protein of interest with organic dyes in heterogeneous samples is an attractive option,[@R10]^,^[@R25]^,^[@R26] but so far, the genetic tags of these strategies are of similar size as fluorescent proteins and many of the dyes themselves are cell impermeable.

Another limiting factor is the imaging speed, which must be faster than the sample dynamics to enable the reconstruction of statistically confirmed super-resolved images.[@R27] Whether or not a dynamic process can be temporally resolved is mainly controlled by two parameters: the complexity of the structure and its labeling density, and the photo-switching rates of the fluorophores. Imaging at higher speeds requires an increase in the number of localizations per frame and area, i.e., the fluorescent spot density. Here, promising new alternatives are on the horizon, such as the DAOSTORM algorithm, which enable multiple kernels to be fitted to overlapping PSFs[@R28] and other multiple-emitter analysis procedures.[@R29] A recently described approach takes multiple-emitter analysis a step further and models wide-field images.[@R30] The method, termed Bayesian localization microscopy, calculates models that fit the most likely fluorophore distribution in the data set considering fluorophore blinking and bleaching processes, and then averages multiple models to represent the underlying structure.

From Seeing to Quantification
=============================

The issue of fidelity in localization microscopy has been largely ignored by the scientific community as well as the manufacturers. Since localization microscopy builds up images molecule-by-molecule, we have to ask how many fluorescent molecules are missed or artificially added. The problems of maturation of fluorescent proteins, the fact that an unknown fraction of the proteins are actually photo-switchable and the level of replacement of endogenous protein with tagged proteins all influence the fraction of fluorescent species. But localization microscopy also faces the additional problem that if too many fluorescent molecules are missed because of the low number of photons emitted, inappropriately set switching/activation rates and photo bleaching, the resulting image is incomplete and can be wrong, rather than simply of low quality ([Fig. 1B](#F1){ref-type="fig"}). This problem arises because it is generally not known with what efficiency single molecules are activated. Nor is it generally known with what efficiency they are detected over background.

Hence the question remains: can localization microscopy be used for protein quantification and extract reliable numbers of molecules that exist in specific subcellular compartments at a given time? Intuitively, one may expect this is possible with fluorescent proteins, which are expected to be irreversibly bleached after photo-activation. However, fluorescent proteins, like organic dyes also exhibit transitions to long-lasting non-fluorescent off states and can therefore appear in multiple frames.[@R21]^,^[@R23]^,^[@R31] One approach is to take advantage of the time dependence of photo switching by analyzing[@R32] and adjusting the number frames in which no fluorescent molecule appears within an area before events are counted as separate molecules. The blinking can also be factored into the analysis method directly using techniques such as pair correlation.[@R22]^,^[@R24]

Other parameters like sensitization of fluorophores in complexes cannot be controlled post acquisition. Hence, strategies and test samples have to be developed that allow us to measure the labeling efficiency and the percentage of detected molecules under the applied experimental conditions. Recently, Dempsey et al. provided a strategy of how to select appropriate fluorescent dyes that yield high x and y localization precisions and structural resolution and are therefore ideal to detect subcellular structures as demonstrated on clathrin-coated pits.[@R10] Samples for protein quantifications are more difficult to engineer. Such samples might comprise of well-defined dimer or multimer structures such as the nuclear pore complex with an 8-fold symmetrical structure[@R33] ([Fig. 2](#F2){ref-type="fig"}) or 3D DNA origami[@R34] carrying a defined number of fluorophores.

![**Figure 2.** Nuclear envelope of a *Xenopus laevis* oocyte as seen by *d*STORM.[@R33] (A) Nuclear envelopes isolated from *Xenopus laevis* oocytes were labeled with Alexa647 by indirect immunofluorescence against gp210, a protein that localizes to the lumen of the nuclear envelope bordering the pore wall. (B) Higher magnifications reveal the structural arrangement of gp210 proteins in nuclear pore complexes (NPCs). The 8-fold symmetry of the gp210 ring around each NPC (B) and the diameter of the central channel of \~40 nm is correctly identified with an optical resolution of \~15 nm (C) using WGA-Alexa647 binding to nucleoporins of the central channel (ref. [@R33]). Scale bars: 500 nm (A), 150 nm (B, C).](cib-5-345-g2){#F2}

The development of biological test samples would be of great benefit in establishing localization microscopy as a routine instrument. Not only would such samples standardize imaging conditions between laboratories and establish milestones for manufacturers, but they would also highlight the effect of post-acquisition thresholding on the final data set. Recently we showed that in a TIRF set up, thresholding by the number of photons emitted and background, parameters that determine the localization precision, yields a different result than thresholding by the localization precision directly.[@R35] Hence post-acquisition data manipulation can include or exclude a selected subset of molecules, which of course influences the data interpretation. In localization microscopy, the stringency of single molecule detection always influences the structural resolution. If the thresholds are set low so that a high proportion of the fluorescent events are included in the final data set, the probability that some events are background and not genuine molecules is increased. If the thresholds for single molecule detection are high, the structural resolution may not be sufficiently high for a positive identification of the underlying structure.

Data Interpretation
===================

Localization microscopy generates images that we have never seen before. Our eyes are trained to find patterns and we often focus on the biggest and brightest structures in an image. However, localization microscopy images are mathematically generated images. The size and brightness of dots represents user-selected parameters. So how can we represent localization microscope 'images' without influencing the viewer? To date, there have been two mathematical approaches to describe the distribution of molecules in a two-dimensional field. Ripley's K-function analysis compares distributions relative to random distributions and has the advantage that the degree of non-randomness can be assigned to each molecule so that cluster maps can be established.[@R36] An alternative approach is pair-correlation analysis,[@R22] which determines the probability of finding a molecule at a given distance from another molecule compared with the probability expected from random distribution of molecules.

These are only two examples that both quantify molecular distributions. Clearly, we need new algorithms to analyze localization microscopy data sets to identify underlying biological entities including continuous structures and boundaries. But as Bayesian localization microscopy[@R30] demonstrates, novel analysis methods need to be extensively tested against simulations and, ideally, biological test samples. New approaches, however, also afford an opportunity to think differently about biological structures in general, in which inherently dynamic molecular interactions yield stable entities. In fact, we may need to refine, in mathematical terms, what we mean by stable entities, assembly and disassembly so that we develop a new language to describe biological processes on the molecular level. After all, with localization microscopy, the limitation no longer lies in the generation of an 'image' but in the extraction of its biological meaning.
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