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Shared Nearest Neighbor (SNN) algorithm constructs a neighbor graph that uses similarity between data points based on
amount of nearest neighbor which shared together. Cluster obtained from representative points that are selected from the
neighbor graph. The representative point is used to reduce number of clusterization errors, but also reduces accuracy.
Data based shrinking SNN algorithm (SSNN) uses the concept of data movement from data shrinking algorithm to increase
accuracy of obtained data shrinking. The concept of data movement will strengthen the density of neighbor graph so that
the cluster formation process could be done from neighbor graph components which still has a neighbor relationship.
Test result shows SSNN algorithm accuracy is 2% until 8% higher than SNN algorithm, because of the termination of
relationship between weak data points in the neighbor graph is done slowly in several iteration. However, the computation
time required by SSNN algorithm is three times longer than SNN algoritm computational time, because SSNN algorithm
constructs neighbor graph in several iteration.
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1 PENDAHULUAN
Klasterisasi berguna untuk menemukan kelompok data se-
hingga diperoleh data yang lebih mudah dianalisa. Walau-
pun sudah banyak algoritma klasterisasi yang dikembang-
kan, tetapi terdapat sebuah permasalahan yang selalu mun-
cul. Permasalahan tersebut disebabkan karena data set yang
memiliki dimensi besar. Sehingga tantangan utama dari al-
goritma klasterisasi selalu sama, yaitu bagaimana cara un-
tuk menemukan klaster dengan ukuran, bentuk, dan kepa-
datan yang sama, bagaimana cara untuk mengatasi desau,
dan bagaimana cara menentukan jumlah klaster.
1.1 Latar Belakang
Beberapa algoritma klasterisasi bergantung pada sebuah
fungsi jarak sehingga obyek-obyek akan terletak pada klas-
ter yang sama apabila obyek-obyek tersebut satu sama lain
merupakan tetangga terdekat [1, 2]. Tetapi terdapat per-
masalahan dimensi (curse of dimensionality) yang menya-
takan efisiensi dan efektifitas algoritma klasterisasi akan
berkurang seiring dengan bertambahnya dimensi data.
Algoritma seperti DBSCAN [3], CURE [4], Chameleon
[5], dan beberapa algoritma klasterisasi lainnya [6, 7, 8, 9,
10, 11] seringkali digunakan untuk mengatasi permasalah-
an klasterisasi untuk data dimensi kecil, tetapi data dimensi
besar memberikan tantangan yang baru. Dalam data set
berdimensi besar, jarak atau kesamaan diantara titik-titik
data menjadi semakin sama sehingga mempersulit proses
klasterisasi.
Algoritma-algoritma tersebut mengalami permasalahan
dimensi karena pengukuran nilai kesamaan dari jarak an-
tara titik data dalam data set. Pendekatan SNN merupakan
cara yang terbaik untuk mengatasi permasalahan tersebut
[12]. Setelah ketetanggaan terdekat dari semua titik data
telah ditentukan, maka nilai kesamaan yang baru diantara
titik-titik data ditentukan dari jumlah ketetanggaan yang
dimiliki secara bersama-sama. Kekurangan utama dari al-
goritma SNN tersebut adalah dibutuhkannya sebuah nilai
ambang batas untuk menentukan penggabungan atau pemi-
sahan klaster. Bahkan dapat terjadi tidak adanya nilai am-
bang batas yang sesuai untuk beberapa data set.
Untuk mengatasi kekurangan tersebut, dikembangkan
sebuah algoritma SNN berbasis kepadatan [13, 14]. Al-
goritma ini menggabungkan proses SNN dengan proses
pembentukan klaster pada DBSCAN. Graph ketetanggaan
yang dibentuk dalam proses SNN digunakan untuk menen-
tukan titik-titik representatif. Algoritma SNN menggu-
nakan proses pemilihan titik representatif tersebut untuk
mengurangi kesalahan peletakan titik-titik data dalam klas-
ter yang benar, tetapi proses tersebut juga memberikan se-
buah kerugian.
Bila sebuah titik data memiliki nilai kepadatan yang
lebih kecil dari nilai ambang batas kepadatan tertentu atau
dengan kata lain tidak terpilih sebagai titik representatif,
maka titik data tersebut akan diabaikan dalam proses pem-
bentukan klaster. Titik-titik data tersebut akan mengurangi
jumlah titik data yang diletakkan dalam klaster yang be-
nar, atau dengan kata lain mengurangi akurasi hasil dari
algoritma SNN.
1.2 Tujuan dan Kontribusi
Dalam penelitian ini akan dikembangkan sebuah algoritma
klasterisasi baru yang menggabungkan konsep pergerakan
data dari algoritma data shrinking [15, 16] ke dalam pem-
bentukan graph ketetanggaan pada algoritma SNN. Perge-
rakan data ke arah pusat klaster akan memperbesar kepa-
datan pada graph ketetanggaan sehingga dapat memper-
mudah proses pembentukan klaster.
Tujuan utama dari penelitian ini adalah melakukan per-
baikan algoritma SNN dengan memperbesar kepadatan
graph ketetanggaan dari algoritma data shrinking. Peneli-
tian ini tidak akan menggunakan algoritma data shrink-
ing sebagai praproses untuk algoritma SNN berbasis kepa-
datan, tetapi memasukkan konsep pergerakan data dari al-
goritma data shrinking ke dalam algoritma SNN. Sehingga
penelitian ini diharapkan dapat memberikan sebuah kon-
tribusi baru dalam bentuk perbaikan akurasi algoritma klas-
terisasi SNN menggunakan konsep pergerakan data dari al-
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goritma data shrinking.
1.3 Susunan Makalah
Susunan makalah penelitian ini mengikuti aturan dalam
pembahasan berikut. Bagian 2 dan 3 secara berturut-turut
akan membahas algoritma yang digunakan sebagai dasar
dari penelitian beserta proses yang akan digunakan dalam
pengembangan algoritma SNN berbasis data shrinking. Pe-
ngembangan algoritma itu sendiri akan dibahas pada bagian
4. Bagian 5 membahas mengenai uji coba yang dilakukan
pada algoritma SNN berbasis data shrinking. Kompleksi-
tas dari algoritma [17] akan dibahas pada bagian 6, kemu-
dian dilanjutkan dengan pembahasan mengenai kesimpu-
lan dan pengembangan lebih lanjut pada bagian 7.
2 ALGORITMA DATA SHRINKING
Data shrinking merupakan sebuah teknik pra-proses data
yang mengoptimalkan strutur data dengan menggunakan
hukum grafitasi. Algoritma ini terdiri dari tiga langkah
utama, yaitu penyusutan data, deteksi klaster, dan seleksi
klaster. Dalam tahap penyusutan data, titik-titik data akan
digerakkan searah dengan gradien kepadatan mensimulasi-
kan hukum grafitasi. Sehingga diperoleh klaster yang pa-
dat dan terpisah dengan baik.
Selanjutnya klaster akan dideteksi dengan menemukan
komponen cell padat yang saling berhubungan. Kedua taha-
pan tersebut dilakukan dalam klasterisasi berbasis grid. Ke-
mudian dalam langkah seleksi klaster, setiap klaster yang
telah dideteksi akan dievaluasi dalam skala yang berbeda
menggunakan pengukuran evaluasi klaster dan klaster ter-
baik akan dipilih sebagai hasil akhirnya.
2.1 Pra-proses Data Shrinking
Data set dalam proses algoritma data shrinking akan dibagi
menjadi ruang-ruang berdasarkan ukuran skala yang telah
ditentukan sebelumnya. Pergerakan titik dalam masing-
masing ruang dalam data set akan diperlakukan sebagai
satu badan yang bergerak sebagai satu kesatuan ke arah
pusat data dari ruang tetangganya. Sehingga semua titik
dalam berpartisipasi dalam gerakan yang sama. Misalnya
data set pada awal iterasi adalah
{Xi1, Xi2, . . . , Xin} (1)
dan set dari ruang padat adalah:
DenseCellSeti = {Ci1, Ci2, . . . , Cim} (2)
Diasumsikan masing-masing ruang padat memiliki titik
sejumlah n1, n2, . . . , nm dan data pusatnya adalah
Φ1,Φ2, . . . ,Φm. Untuk setiap ruang padatCj , ruang padat
disekitarnya adalah Cjk, dengan k = 1, 2, . . . , w. Maka
pusat data ruang sekitarnya adalah:∑w
k=1 njk × Φjk∑w
k=1 njk
(3)
Pergerakan cell Cj pada iterasi ke-i adalah:
Movement(Cij) =

Φsj − Φj jika ‖Φsj − Φj‖ ≥
Tmv × 1k dan∑w
k=1 njk > nj ,
0 jika sebaliknya.
(4)
Jika jarak antara pusat ruang padat dengan pusat ru-
ang disekitarnya tidak terlalu kecil dan ruang disekitarnya
memiliki lebih banyak titik, maka ruang Cj akan dimani-
pulasi sehingga pusat ruang Cj bergerak ke arah pusat ru-
ang disekitarnya. Bila tidak, maka ruang Cj akan tetap
diam. Proses ini akan dilakukan terus-menerus hingga per-
gerakan rata-rata seluruh titik pada setiap iterasi tidak ba-
nyak berubah atau telah melampaui nilai ambang batas ite-
rasi.
2.2 Deteksi dan Evaluasi Klaster
Langkah kedua dalam algoritma data shrinking adalah de-
teksi klaster. Karena proses penyusutan data menghasilkan
klaster individual yang padat dan terpisah dengan baik,
maka dapat digunakan berbagai algoritma deteksi klaster.
Pada penelitian awal data shrinking, digunakan metode de-
teksi klaster berbasis skala. Untuk setiap ruang padat, ru-
ang tetangganya dihubungkan dan dibentuk sebuah graph
ketetanggaan. Kemudian dihitung nilai kerapatan sebelum
dilakukan penyusutan data dari klaster yang dideteksi pada
semua skala. Klaster yang memiliki kerapatan lebih dari
nilai ambang batas tertentu akan dijadikan sebagai klaster
hasil.
3 ALGORITMA SNN
Dalam beberapa kasus, teknik klasterisasi yang bergantung
pada pendekatan standar ke arah kesamaan dan kepadatan
tidak menghasilkan hasil klasterisasi yang diinginkan. Pen-
dekatan SNN yang dikembangkan oleh Jarvis dan Patrick
merupakan pendekatan tidak langsung terdapat kesamaan
berdasarkan prinsip berikut:
Jika dua titik memiliki kesamaan terhadap titik
yang sama banyak, maka kedua titik tersebut
memiliki kesamaan satu sama lain, bahkan jika
pengukuran kesamaan tidak menunjukkan ke-
samaan tersebut.
Ide kunci dari algoritma ini adalah mengambil jum-
lah dari titik-titik data untuk menentukan pengukuran ke-
samaan. Kesamaan dalam algoritma SNN didasarkan jum-
lah tetangga yang dimiliki secara bersama-sama selama ke-
dua obyek terdapat dalam daftar tetangga terdekat masing-
masing seperti diperlihatkan pada Gambar 1.
Proses kesamaan SNN sangat berguna karena dapat
mengatasi beberapa permasalahan yang ditimbulkan de-
ngan perhitungan kesamaan secara langsung. Karena meng-
ikutsertakan isi dari sebuah obyek dengan menggunakan
jumlah tetangga terdekat yang dimiliki secara bersama, SNN
dapat mengatasi situasi yang mana sebuah obyek dekat
dengan obyek lainnya yang berbeda kelas.
Algoritma ini bekerja baik untuk data berdimensi besar
dan secara khusus bekerja baik dalam menemukan kluster
padat. Tetapi klasterisasi SNN mendefinisikan klaster se-
bagai komponen-komponen graph ketetanggaan yang sa-
ling berhubungan. Sehingga pembagian klaster sangat ber-
gantung pada sebuah hubungan antara obyek.
Untuk mengatasi permasalahan dari algoritma SNN da-
sar tersebut, maka diciptakan algoritma SNN berbasis kepa-
datan. Algoritma SNN ini mengaplikasikan titik represen-
tatif CURE dan DBSCAN dalam proses untuk memper-
oleh klaster. Sehingga efek desau dapat dikurangi dengan
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Gambar 1: Komputasi Kesamaan dalam SNN
Gambar 2: Graph Ketetanggaan SNN
menggunakan titik reperesentatif. Algoritma SNN ini ter-
diri dari langkah:
1. Hitung nilai kesamaan dari data set
2. Bentuk daftar k tetangga terdekat masing-masing ti-
tik data untuk k data
3. Bentuk graph ketetanggaan dari hasil daftar k tetang-
ga terdekat
4. Temukan kepadatan untuk setiap data
5. Temukan titik-titik representatif
6. Bentuk klaster dari titik-titik representatif tersebut
Pertama-tama, algoritma SNN menghitung nilai kesa-
maan masing-masing titik data. Nilai kesamaan tersebut
kemudian diurutkan secara menanjak, sehingga diperoleh
daftar k tetangga terdekat masing-masing titik data
dengan tetangga terdekat terletak pada awal daftar. Daftar
k tetangga terdekat tersebut hanya dibuat untuk k data saja
untuk menghemat ruang memori yang dibutuhkan.
Kemudian graph ketetanggaan dapat dibentuk dari daf-
tar k tetangga terdekat tersebut seperti ditunjukkan pada
Gambar 2. Titik data digunakan sebagai node dalam graph
ketetanggaan dengan bobot hubungan ketetanggaan seba-
gai link antar node. Jumlah tetangga terdekat yang dimi-
liki secara bersama-sama digunakan sebagai nilai bobot
hubungan ketetanggaan tersebut. Misalkan terdapat titik
data p dan q dengan tetangga terdekat masing-masing ada-
lah NN(p) dan NN(q), maka nilai bobot hubungan kete-
tanggaan antara titik data p dan q adalah:
bobot(p, q) = jumlah(NN(p) ∩NN(q)) (5)
Hasil graph ketetanggaan tersebut digunakan dalam pem-
bentukan klaster pada tahap akhir klasterisasi. Algoritma
SNN membentuk klaster menggunakan titik-titik represen-
tatif yang ditentukan berdasarkan nilai kepadatan masing-
masing titik data. Nilai kepadatan dihitung dari jumlah
bobot hubungan ketetanggaan yang bernilai lebih dari nilai
ambang batas ketetanggaan.
Titik-titik data dengan nilai kepadatan yang lebih besar
dari nilai ambang batas kepadatan akan ditentukan seba-
gai titik-titik representatif. Titik representatif yang saling
berhubungan dan bobot hubungan ketetanggaannya lebih
besar dari nilai ambang batas ketetanggaan akan digabung-
kan dalam klaster yang sama.
Titik-titik data yang tidak terpilih sebagai titik repre-
sentatif akan diabaikan dalam proses pembentukan klaster.
Algoritma SNN mengurangi jumlah klasterisasi yang salah
dengan mengabaikan titik-titik data yang meragukan po-
sisinya dalam sebuah klaster. Tetapi proses tersebut menye-
babkan berkurangnya jumlah titik data yang mungkin da-
pat diklasterisasi dengan benar, sehingga akurasi dari algo-
ritma SNN menjadi tidak optimal.
4 ALGORITMA SSNN
Akurasi klaster yang diperoleh algoritma SNN dapat diper-
baiki dengan memperbesar kepadatan graph ketetanggaan
yang dibentuk dalam algoritma SNN. Salah satu langkah
untuk melakukan penguatan kepadatan tersebut adalah de-
ngan menggunakan konsep pergerakan data ke arah pusat
klaster dari algoritma data shrinking. Karena algoritma
perbaikan ini akan membuat titik-titik data seakan-akan
menyusut ke arah pusat klaster, maka algoritma ini diberi
nama algoritma SNN berbasis data shrinking atau Shrink-
ing based Shared Nearest Neighbor (SSNN).
Apabila titik-titik data dalam graph ketetanggaan dige-
rakkan ke arah pusat klaster, maka bobot hubungan kete-
tanggaan untuk titik-titik data dalam klaster yang sama akan
menjadi semakin besar dan bobot hubungan ketetanggaan
untuk titik-titik data dalam klaster yang berbeda akan men-
jadi semakin kecil. Untuk dapat menerapkan konsep terse-
but, maka graph ketetanggaan akan dibentuk dalam bebe-
rapa iterasi. Jumlah k tetangga terdekat yang digunakan
untuk pembentukan graph ketetanggaan semakin besar da-
lam setiap iterasinya. Secara keseluruhan, algoritma SSNN
terdiri dari langkah:
1. Hitung nilai kesamaan dari data set
2. Bentuk daftar k tetangga terdekat masing-masing ti-
tik data
3. Bentuk graph ketetanggaan dari hasil daftar k tetang-
ga terdekat
4. Hitung nilai kedekatan dan putuskan bobot hubung-
an ketetanggaan yang lebih kecil dari nilai kedekatan
tersebut
5. Ulangi langkah 3 dan 4 hingga nilai kedekatan lebih
besar dari nilai ambang batas kedekatan
6. Bentuk klaster dari komponen graph ketetanggaan
yang masih memiliki bobot hubungan ketetanggaan
Langkah 1 hingga 3 masih sama seperti algoritma SNN.
Tetapi pada langkah 2 daftar k tetangga terdekat dibentuk
untuk keseluruhan titik data dalam data set karena dibu-
tuhkan untuk pembentukan graph ketetanggaan dalam be-
berapa iterasi. Langkah 3 dan 4 dilakukan dalam beberapa
iterasi untuk menerapkan konsep pergerakan titik data ke
arah pusat klaster.
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Algoritma SSNN memasukkan urutan tetangga terdekat
dalam daftar k tetangga terdekat dalam perhitungan bobot
hubungan ketetanggaan, sehingga nilai bobot hubungan ke-
tetanggaan akan memiliki nilai yang lebih akurat. Misal-
nya terdapat dua titik data i dan j, maka bobot hubungan
ketetanggaan dari i dan j adalah: Dalam persamaan (6),
k adalah ukuran dari daftar tetangga terdekat, m dan n
adalah posisi dari tetangga terdekat yang terdapat di dalam
daftar tetangga terdekat i dan j. Nilai k tersebut akan
bertambah besar dalam setiap iterasinya sesuai dengan pa-
rameter Move Points (MP) untuk dapat mengatur perubah-
an graph ketetanggaan. Nilai kepadatan masing-masing
titik data dihitung berdasarkan total bobot hubungan kete-
tanggaan yang dimiliki masing-masing titik data.
Titik data dalam klaster yang sama memiliki nilai kepa-
datan yang berdekatan. Algoritma SSNN menggunakan
kondisi tersebut sebagai sebuah nilai kedekatan untuk me-
nentukan bobot hubungan ketetanggaan yang akan dipu-
tus dan diabaikan dalam proses pembentukan graph kete-
tanggaan pada iterasi berikutnya. Dengan kata lain, bobot
hubungan ketetanggaan yang tidak dekat dengan nilai kepa-
datannya akan diputus dan diabaikan.
Proses perhitungan nilai kedekatan dalam setiap iterasi
tersebut berfungsi untuk mengatasi kekurangan dari algo-
ritma SNN dasar yang terlalu bergantung pada sebuah nilai
ambang batas bobot hubungan ketetanggaan. Proses
iterasi akan dihentikan apabila nilai kedekatan telah men-
capai sebuah nilai ambang batas kedekatan atau besar k
tetangga terdekat yang digunakan sudah lebih besar dari
jumlah data dalam data set. Pembatasan tersebut dilakukan
untuk mencegah terjadinya perpecahan klaster.
Graph ketetanggaan yang diperoleh pada akhir iterasi
akan memiliki kepadatan yang kuat sehingga tidak perlu
dilakukan proses penentuan titik-titik representatif. Klaster
dapat langsung dibentuk dari komponen graph ketetang-
gaan yang masih memiliki bobot hubungan ketetanggaan.
Titik-titik data yang masih berhubungan akan dimasukkan
dalam klaster yang sama, sehingga proses pembentukan
klaster dapat dikerjakan dalam waktu komputasi yang lebih
singkat.
5 UJI COBA
Untuk pengujian algoritma SSNN, digunakan lima buah
data set dengan variasi total data dan dimensi yang diper-
oleh dari UCI Machine Learning Repository.
5.1 Hasil Uji Coba
Data set yang pertama, data tumbuhan iris, terdiri dari in-
formasi ukuran bagian-bagian tumbuhan iris. Data ini me-
miliki 150 data dan 4 atribut, terbagi menjadi 3 klaster dan
masing-masing terdiri dari 50 data. Data set Iris memiliki
distribusi yang merata dengan posisi sebuah klaster yang
terpisah dengan baik sedangkan 2 klaster sisanya saling
berdekatan satu sama lainnya.
Data set Iris diuji dengan algoritma SSNN menggu-
nakan 10 variasi parameter nilai k tetangga terdekat awal
dengan set nilai {10, 20, 30, 40, 50, 60, 70, 80, 90, 100},
10 variasi nilai ambang batas pergerakan data (MP ) de-
ngan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9,
1}, dan 10 variasi nilai ambang batas kedekatan ketetang-
gaan (CP ) dengan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6,
0.7, 0.8, 0.9, 1}. Untuk menghemat tempat, maka dalam
makalah ini hanya ditampilkan hasil klasterisasi terbaik
ketika pasangan parameter k tetangga terdekat, MP , dan
CP bernilai (70, 0.9, 0.6 - 1) yang ditunjukkan pada Tabel
1.
Untuk pengujian dengan SNN, digunakan 10 variasi
parameter nilai k tetangga terdekat dengan set nilai {10,
20, 30, 40, 50, 60, 70, 80, 90, 100}, 10 variasi nilai topic
dengan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9,
1}, dan 10 variasi nilai merge dengan set nilai {0.1, 0.2,
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}. Hasil klasterisasi terbaik
diperoleh ketika pasangan parameter bernilai (30, 0.8, 0.5)
yang ditunjukkan pada Tabel 2.
Untuk data set yang kedua, akan digunakan data pe-
ngenalan buah anggur. Data ini merupakan hasil anali-
sis kimia dari anggur yang tumbuh di tempat yang sama
di Itali tetapi dikembangkan pada daerah yang berbeda.
Dalam data ini terdapat 178 data, 13 atribut dan 3 buah
klaster. Data set wine memiliki distribusi data yang tidak
merata. Satu klaster memiliki 71 data sedangkan dua klas-
ter sisanya hanya terdapat 48 dan 59 data.
Data set Wine diuji dengan algoritma SSNN menggu-
nakan 10 variasi parameter nilai k tetangga terdekat awal
dengan set nilai {10, 20, 30, 40, 50, 60, 70, 80, 90, 100},
10 variasi nilai ambang batas pergerakan data (MP ) de-
ngan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1},
dan 10 variasi nilai ambang batas kedekatan ketetanggaan
(CP ) dengan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1}. Hasil klasterisasi terbaik ketika pasangan para-
meter k tetangga terdekat, MP , dan CP bernilai (50, 0.1,
0.6 - 1) yang ditunjukkan pada Tabel 3.
Untuk pengujian dengan SNN, digunakan 10 variasi
parameter nilai k tetangga terdekat dengan set nilai {10,
20, 30, 40, 50, 60, 70, 80, 90, 100}, 10 variasi nilai topic
dengan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9,
1}, dan 10 variasi nilai merge dengan set nilai {0.1, 0.2,
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}. Tabel 4 memperlihatkan
hasil klasterisasi terbaik saat parameter bernilai (40, 0.8,
0.3).
Tabel 1: Hasil Pengujian Data Set Iris Menggunakan
SSNN
Setosa Versicolor Virginica
Total Data 50 50 50
Data Benar 50 40 39
Data Salah 0 10 11
Data Hilang 0 0 0
Akurasi (%) 100,00 80,00 78,00
Rerata Akurasi (%) 86,00
Rerata Memori (kBytes) 620
Waktu (det) 2,243
Data set berikutnya adalah data set Optidigits atau digit
pengenalan tulisan tangan berbasis penglihatan (Optical
Recognition of Handwritten Digits). Secara keseluruhan
data set ini memiliki 1797 data. Data set ini memiliki 64
atribut dan 10 klaster. Data set Optidigits memiliki dis-
tribusi data yang merata dengan jumlah data pada masing-
masing klaster berkisar antara 177 hingga 182 data.
Data set Optdigits diuji dengan algoritma SSNN meng-
gunakan 10 variasi parameter nilai k tetangga terdekat awal
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Tabel 2: Hasil Pengujian Data Set Iris Menggunakan SNN
Setosa Versicolor Virginica
Total Data 50 50 50
Data Benar 50 39 38
Data Salah 0 3 1
Data Hilang 0 8 11
Akurasi (%) 100,00 78,00 76,00
Rerata Akurasi (%) 84,67
Rerata Memori (kBytes) 510
Waktu (det) 5,529
Tabel 3: Hasil Pengujian Data Set Wine dengan SSNN
1 2 3
Total Data 59 71 48
Data Benar 57 45 30
Data Salah 2 26 18
Data Hilang 0 0 0
Akurasi (%) 96,61 63,38 62,50
Rerata Akurasi (%) 74,16
Rerata Memori (kBytes) 898
Waktu (det) 1,422
dengan set nilai {10, 20, 30, 40, 50, 60, 70, 80, 90, 100},
10 variasi nilai ambang batas pergerakan data (MP ) de-
ngan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1},
dan 10 variasi nilai ambang batas kedekatan ketetanggaan
(CP ) dengan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1}. Hasil klasterisasi terbaik ketika pasangan parame-
ter k tetangga terdekat, MP , dan CP bernilai (60.1, 0.6 -
1).
Pengujian dengan SNN menggunakan 10 variasi pa-
rameter nilai k tetangga terdekat dengan set nilai {10, 20,
30, 40, 50, 60, 70, 80, 90, 100}, 10 variasi nilai topic de-
ngan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1},
dan 10 variasi nilai merge dengan set nilai merge. Hasil
klasterisasi terbaik diperoleh ketika pasangan parameter
bernilai (70, 0.5, 0.5). Hasil kedua algoritma tersebut di-
tunjukkan pada Tabel 5.
Data set yang keempat adalah data set Pendigits, atau
digit pengenalan tulisan tangan berbasis pena (Pen-Based
Recognition of Handwritten Digits). Data set ini terdiri
dari dua sub data yaitu sub data untuk pelatihan penge-
nalan tulisan tangan dan sub data untuk pengujian penge-
nalan tulisan tangan. Untuk penelitian ini digunakan ga-
bungan keduanya sebanyak 10.992 data. Data set Pendig-
its terdiri dari 16 atribut dan 10 klaster hasil. Data set
ini memiliki distribusi data yang merata dengan jumlah
data pada masing-masing klaster berkisar antara 1055 data
hingga 1144 data.
Data set Pendigits diuji dengan algoritma SSNN meng-
gunakan 5 variasi parameter nilai k tetangga terdekat awal
dengan set nilai {300, 400, 500, 600, 700}, 10 variasi ni-
lai ambang batas pergerakan data (MP ) dengan set nilai
{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}, dan 10 variasi
nilai ambang batas kedekatan ketetanggaan (CP ) dengan
set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}. Hasil
klasterisasi terbaik ketika pasangan parameter k tetangga
terdekat, MP , dan CP bernilai (700, 0.3, 0.5 - 1).
Pengujian dengan SNN menggunakan 5 variasi parame-
ter nilai k tetangga terdekat dengan set nilai {300, 400,
500, 600, 700}, 10 variasi nilai topic dengan set nilai {0.1,
Tabel 4: Hasil Pengujian Data Set Wine dengan SNN
1 2 3
Total Data 59 71 48
Data Benar 49 45 35
Data Salah 9 26 12
Data Hilang 1 0 1
Akurasi (%) 85,05 63,38 72,92
Rerata Akurasi (%) 73,12
Rerata Memori (kBytes) 883
Waktu (det) 8,125
Tabel 5: Hasil Pengujian Data Set Optdigits
Algoritma SSNN Algoritma SNN
Rerata Akurasi (%) 79,80 78,96
Rerata Memori (kBytes) 41686 13913
Waktu (det) 286,592 443,472
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}, dan 10 variasi nilai
merge dengan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1}. Hasil klasterisasi terbaik diperoleh ketika
pasangan parameter k tetangga terdekat, topic, dan merge
bernilai (300, 0.5, 0.7). Hasil kedua algoritma tersebut di-
tunjukkan pada Tabel 6.
Data yang terakhir adalah data pengenalan 26 huruf
alfabet yang diambil dari 20 bentuk huruf yang berbeda.
Data ini memiliki 20.000 data, 16 atribut dan 26 klaster.
Data set Letter-Recognition memiliki distribusi data yang
merata yang mana masing-masing klaster memiliki jumlah
data berkisar antara 734 data hingga 813 data.
Data set Letter-Recognition diuji dengan algoritma
SSNN menggunakan 5 variasi parameter nilai k tetangga
terdekat awal dengan set nilai {200, 250, 300, 350, 400},
10 variasi nilai ambang batas pergerakan data (MP ) de-
ngan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1},
dan 10 variasi nilai ambang batas kedekatan ketetanggaan
(CP ) dengan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1}. Hasil klasterisasi terbaik ketika pasangan parame-
ter k tetangga terdekat, MP , dan CP bernilai (400, 0.3,
0.5 - 1).
Pengujian dengan SNN menggunakan 5 variasi parame-
ter nilai k tetangga terdekat dengan set nilai {200, 250,
300, 350, 400}, 10 variasi nilai topic dengan set nilai {0.1,
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}, dan 10 variasi nilai
merge dengan set nilai {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1}. Hasil klasterisasi terbaik diperoleh ketika pasang-
an parameter k tetangga terdekat, topic, dan merge bernilai
(200, 0.5, 0.7). Hasil kedua algoritma tersebut ditunjukkan
pada Tabel 7.
5.2 Analisis Hasil
Tabel 1 hingga 5 menunjukkan akurasi yang diperoleh al-
goritma SSNN lebih baik daripada akurasi yang diperoleh
algoritma SNN. Perbedaan akurasi kedua algoritma terse-
but sebesar 0,5% hingga 2 %. Hasil akurasi algoritma
SSNN yang lebih baik daripada algoritma SNN tersebut
disebabkan karena algoritma SSNN tidak menggunakan
titik representatif untuk melakukan pembentukan klaster.
Algoritma SSNN menggunakan proses pemutusan bobot
hubungan ketetanggaan yang lemah pada graph ketetang-
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Tabel 6: Hasil Pengujian Data Set Optdigits
Algoritma SSNN Algoritma SNN
Rerata Akurasi (%) 86,12 78,10
Rerata Memori (kBytes) 156529 76802
Waktu (det) 13270 4070
Tabel 7: Hasil Pengujian Data Set Letter-Recognition
Algoritma SSNN Algoritma SNN
Rerata Akurasi (%) 89,24 81,97
Rerata Memori (kBytes) 356529 176802
Waktu (det) 15741 5574
gaan dalam beberapa iterasi. Sehingga proses pembagian
klaster dilakukan secara perlahan untuk mengurangi ter-
jadinya data yang salah tanpa mengurangi kemungkinan
data benar.
Tabel 6 dan 7 masih menunjukkan kondisi akurasi hasil
yang lebih baik bagi algoritma SSNN. Perbedaan akurasi
kedua algoritma pada pengujian data set Pendigits dan
Letter-Recognition adalah sebesar 7% hingga 8%. Hal itu
dikarenakan semakin besar total data dalam data set yang
digunakan, maka semakin banyak iterasi yang bisa dilaku-
kan oleh SSNN. Proses iterasi tidak berhenti karena ni-
lai k tetangga terdekat yang digunakan lebih besar dari-
pada total data yang diujikan. Proses pembentukan graph
ketetanggaan berhenti karena telah mencapai nilai ambang
batas kedekatan ketetanggaan yang dikehendaki, sehingga
graph ketetanggaan yang diperoleh sudah dipetakan de-
ngan lebih baik.
Untuk masalah waktu komputasi yang digunakan, pada
Tabel 1 hingga 5 ditunjukkan bahwa algoritma SSNN mem-
butuhkan waktu yang lebih kecil dibandingkan waktu yang
dibutuhkan algoritma SNN. Tetapi pada Tabel 6 dan 7 diper-
oleh waktu komputasi yang dibutuhkan algoritma SSNN
menjadi lebih besar 3 kali lipat waktu yang dibutuhkan
algoritma SNN. Hal itu disebabkan pada pengujian data
set yang memiliki total data besar (10.997 data dan 20.000
data), algoritma SSNN melakukan proses pembentukan
graph ketetanggaan dalam iterasi yang lebih banyak dari-
pada saat melakukan pengujian pada data set dengan total
data yang lebih kecil (150 data hingga 1.797 data). Dalam
setiap iterasi tersebut dilakukan pembentukan graph kete-
tanggaan dengan menggunakan nilai k tetangga terdekat
yang bertambah besar dalam setiap iterasi, sehingga waktu
komputasi menjadi semakin besar seiring dengan bertam-
bah besar data set yang diujikan.
Tabel 1 hingga 7 memperlihatkan algoritma SSNN mem-
butuhkan ruang memori yang lebih besar dibandingkan ru-
ang memori yang dibutuhkan algoritma SNN. Penggunaan
memori yang lebih besar tersebut disebabkan karena algo-
ritma SSNN harus menyimpan keseluruhan daftar k tetang-
ga terdekat untuk dapat membentuk graph ketetanggaan
dalam beberapa iterasi. Sedangkan algoritma SNN hanya
perlu menyimpan daftar k tetangga terdekat sebanyak k
data saja untuk digunakan dalam pembentukan graph kete-
tanggaan.
Hasil pengujian algoritma SSNN pada data set Wine
(Tabel 3) yang memiliki data yang tidak merata memper-
lihatkan kesulitan untuk memperoleh hasil yang terbaik
terutama pada klaster yang memiliki jumlah data yang ber-
beda dengan klaster lainnya. Hal ini disebabkan karena al-
goritma SSNN melakukan proses pembentukan graph kete-
tanggaan dalam beberapa iterasi hingga dicapai kondisi op-
timal. Sebuah klaster dengan jumlah data yang besar akan
mengakibatkan penggabungan klaster ketika dilakukan usa-
ha optimasi klaster tersebut. Pada akhirnya, pengujian data
set wine memberikan hasil yang terbaik ketika diperoleh
hasil klasterisasi dengan distribusi data yang merata.
6 KOMPLEKSITAS ALGORITMA
Kompleksitas algoritma SSNN bergantung pada proses
pembentukan graph ketetanggaan, yaitu sebesar Θ(n2). Te-
tapi proses pembentukan graph ketetanggaan dilakukan da-
lam beberapa iterasi dengan nilai k tetangga terdekat yang
semakin besar dalam setiap iterasinya. Karena proses ite-
rasi tersebut, maka kompleksitas algoritma SSNN menjadi
sebesar Akn2. Sedangkan algoritma SNN memiliki kom-
pleksitas sebesar kn2.
Kompleksitas memori untuk algoritma SSNN adalah
sebesar n2 karena harus melakukan pembentukan graph k
tetangga terdekat untuk seluruh titik data dalam data set.
Sedangkan algoritma SNN membentuk daftar k tetangga
terdekat untuk k data saja, sehingga kompleksitas memori
algoritma SNN hanya sebesar kn saja.
7 KESIMPULAN DAN PENGEMBANGAN
Dalam penelitian ini telah berhasil dikembangkan sebuah
algoritma klasterisasi berbasis data shrinking (SSNN) yang
dapat menemukan klaster dengan bentuk, ukuran, dan kepa-
datan yang berbeda, dengan efisiensi yang lebih baik dari
pada algoritma klasterisasi berbasis kepadatan (SNN). Aku-
rasi yang diperoleh algoritma SSNN selalu lebih besar dari-
pada algoritma SNN dengan perbedaan akurasi kedua al-
goritma berkisar antara 0,5% hingga 8%. Dari aspek efisien-
si waktu dan memori, algoritma SSNN membutuhkan wak-
tu komputasi dan ruang memori yang lebih besar diban-
dingkan waktu komputasi dan ruang memori yang dibu-
tuhkan algoritma SNN.
Untuk pengembangan lebih lanjut, dapat dilakukan pe-
nelitian sebuah cara untuk melakukan pembentukan graph
ketetanggaan pada titik-titik data dalam klaster yang sama
saja, sehingga waktu komputasi dapat dikurangi.
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