This paper discusses the analysis of cases in which the inclusion or exclusion of a particular suspect, as a possible contributor to a DNA mixture, depends on the value of a variable (the number of contributors) that cannot be determined with certainty. It offers alternative ways to deal with such cases, including sensitivity analysis and object-oriented Bayesian networks, that separate uncertainty about the inclusion of the suspect from uncertainty about other variables. The paper presents a case study in which the value of DNA evidence varies radically depending on the number of contributors to a DNA mixture: if there are two contributors, the suspect is excluded; if there are three or more, the suspect is included; but the number of contributors cannot be determined with certainty. It shows how an object-oriented Bayesian network can accommodate and integrate varying perspectives on the unknown variable and how it can reduce the potential for bias by directing attention to relevant considerations and distinguishing different sources of uncertainty. It also discusses the challenge of presenting such evidence to lay audiences.
Introduction
Stains (or traces) containing genetic material from more than one person are commonly known as mixed samples (Weir, 1995) . DNA mixtures are readily recognized because more than two alleles are found for a locus. When comparing a suspect's profile to a mixture, DNA analysts must decide whether the suspect is included in, or excluded from, the class of individuals who are possible contributors.
In most cases, analysts can make this determination with confidence. If all of the suspect's alleles are detected in the mixture, then the suspect is said to be included; if there are discrepancies between the suspect's alleles and the alleles detected in the mixture, and the discrepancies cannot be explained by known phenomena, such as degradation of the DNA, then the suspect is said to be excluded as a possible contributor.
In some cases, however, it is less obvious whether a suspect could or could not have been a contributor. Whether the suspect is included or excluded sometimes depends on the value of a variable (or variables) that cannot be determined with certainty. In the case examined in this article, e.g. a suspect is excluded if there are two contributors to the evidentiary sample but included if there are three or more contributors. Because the actual number of contributors cannot be determined with certainty, the DNA analyst is faced with a conundrum: should the analyst say the suspect is included or excluded as a possible contributor when he might plausibly fall in either category?
For purposes of exposition, we will say that the suspect in such cases is conditionally included (or, alternatively, 'conditionally excluded') as a possible contributor to a DNA mixture because the validity of the inclusion or exclusion is conditioned (i.e. affected) by the value of a variable that cannot be known with certainty. 1 This paper discusses ways to evaluate the probative value of conditional inclusions, focusing particularly on the usefulness of graphical probabilistic analysis with Bayesian nets. We will use the DNA evidence from an actual case for the purpose of illustration.
Mixture analysis
Since the early years of forensic DNA testing, most experts have recognized that specialized statistical procedures are needed to evaluate DNA mixture evidence. The frequency of a suspect's profile is not an adequate metric because the suspect's profile is typically only one of multiple profiles that could be "included" as possible contributors. 2 Likelihood ratio formulae were proposed early on by Evett et al. (1991) and Weir et al. (1997) and are now generally viewed as the best way to evaluate the evidential value of DNA mixture evidence. More recent literature on the topic has focused on the effect of population structure as well as approaches for situations where contributors to a DNA mixture are of different ethnic groups. Examples are given in Buckleton et al. (1998) , Curran et al. (1999) , Triggs et al. (2000) , Hu (2000, 2002) and Hu and Fung (2003) . Reviews are offered in the books by Buckleton et al. (2004) and Fung and Hu (2008) . A further topic studied in this context is peak areas and the additional information that may be offered by taking them into account (e.g. .
A common assumption of probabilistic approaches to assessing the value of mixed DNA evidence is that the number of contributors is known. Faced with a mixed stain from a sexual assault case, with no more than four alleles per locus, e.g. analysts may assume two contributors: the victim and the assailant. Under the prosecution hypothesis, the assailant is assumed to be a known suspect; under the defence hypothesis, the assailant is assumed to be an unknown individual. Given these assumptions, a likelihood ratio can be computed that reflects the relative probability of the observed results under the two hypotheses.
1 Existing technology does not allow analysts to determine with certainty whether a particular individual's DNA was physically present in a mixed sample, only whether the individual's DNA profile is compatible with the mixture. We use the terms 'included' and 'inclusion' to describe cases in which an individual is shown to be a member of a class of individuals who are possible contributors because they have compatible profiles. An 'inclusion' therefore implies that the individual might have been a contributor, not that he necessarily was. The term 'conditional' inclusion implies an additional contingency in that the individual's inclusion in the class of possible contributors is itself uncertain. These cases are doubly contingent because the evidence establishes only that the individual might be a member of a group of possible contributors.
2 Failure to recognize this fact has led some laboratories to equate the frequency of a suspect's profile with the random match probability in mixture cases, an error that can be extremely detrimental to the interests of accused suspects (see e.g. Thompson, 2008) .
Downloaded from https://academic.oup.com/lpr/article-abstract/10/2/89/916395/Using-graphical-probability-analysis-Bayes-Nets-to by guest on 15 September 2017
Of course, the same evidence could also have arisen if there were three (or more) contributors. The mixture might, e.g. contain DNA of the victim, the assailant, and one or more consensual partners, or there might have been two or more assailants. While it is possible to compute likelihood ratios under several different assumptions about the number of contributors, doing so produces multiple likelihood ratios for the same evidence. Specifying the number of unknown contributors may be problematic when there is only limited background information about the 'history' of the sample or about the case in general; hence, it can be unclear which likelihood ratio should be used.
This has led researchers to focus attention on constraining the number of contributors. One solution that has been forwarded is the calculation of likelihood ratios under plausible ranges of numbers of contributors. This can allow analysts to obtain a series of values from which they may then choose to report the more conservative results (e.g. Curran et al., 1999) .
In Buckleton et al. (1998) , a real case is considered involving a three-allele mixture with a homozygous victim and a heterozygous suspect. This case study varied the number of unknown contributors between 2 and 10 in order to determine the range of likelihood ratio values. The findings were that the value of the likelihood ratio varies with a factor of 4 within two extreme values (associated with the minimal and the maximal numbers of contributors considered). An alternative approach was offered by Lauritzen and Mortera (2002) who outlined a procedure for calculating an upper bound for the number of unknown contributors in general.
In practice, however, the desire to specify an exact number of contributors is often in conflict with the circumstances of the case. This point is well presented by , who argue that '[t] he analyses so far have all assumed that the number of contributors to a mixed sample is known. In some cases this will be a reasonable assumption, but in other cases there may be little information about the number of unknown contributors. A complete analysis would allow for different numbers of unknown contributors, each number with its own prior probability. However, these priors are likely to be outside the province of the forensic scientist. An alternative is to provide separate analyses for each of a range of numbers of unknown contributors'.
In discussing how best to analyse conditional inclusions, this paper will consider both of the alternatives proposed by . It will consider the advantages and disadvantages of offering separate analyses for a range of contributors, an approach that has been previously studied by Buckleton et al. (1998) and Lauritzen and Mortera (2002) . But it will focus primarily on how one might perform what Evett et al. called a 'complete analysis', i.e . an analysis of varying numbers of contributors, each with its own prior probability. The argument will be developed through the use of both a formal algebraic approach as well as through graphical probabilistic models (i.e. Bayesian networks). To illustrate the various approaches, they will be used to analyse the evidence in an actual case.
Case description
Two brothers B and C were prosecuted for murder. According to the prosecution theory, the brothers entered a store where B wrestled with the clerk and C shot the clerk with a handgun. A video surveillance tape showed the crime occurring. Although the faces of the assailants could not be seen, the video revealed that the shooter had worn a hat that was found at the crime scene. Key evidence in the case was the DNA profile for a mixed stain found on the hat (Table 1) . The laboratory report stated that B was excluded but C could be a contributor along with two or more unknown contributors. In other words, the analyst presumed a total of at least three contributors to the mixture. 
Locus
Crime stain Suspect C D3S1358 14, 15, 16 14, 15 VWA 15, 16, 17 16, 16 FGA 19.2, 23, 24, 25 19.2, 23 D8S1179 12, 14, 15 14, 15 D21S11 28, 29, 30, 32.2 30, 30 D5S818 8, 11, 12, 13 13, 13 D13S317 9, 11, 12 9, 11 Notice, however, that no more than four alleles were detected at any locus and hence the mixture could also be explained by two contributors. Under the theory of two contributors, each contributor must be heterozygous at loci where four alleles were detected. The suspect, however, is homozygous at two such loci (D21S11 and D5S818). Hence, if there were two contributors, C could not have been one of them. This means that C is only conditionally included as a possible contributor. If there were three or more contributors, he is included; if there were two, he is excluded.
The number of contributors to the mixture was a matter of uncertainty. At trial there was conflicting expert testimony about the number of contributors. The laboratory analyst expressed the opinion that there were three; an academic scientist called by the defendant expressed the opinion that there were two. Hence, C is either incriminated or exculpated depending on which expert is correct.
Outline of the paper
This paper is organized as follows. Section 5 starts by studying the case using traditional likelihood ratio calculations with the aim of illustrating possible trade-offs to which they may lead. The likelihood ratios vary according to the value of a variable (number of contributors) that cannot be determined with certainty. What makes this case unusual (and interesting) is that under some assumptions about the unknown variable the suspect is excluded. This means that some possible likelihood ratios will have a value of zero. Section 8 takes this discussion a step further and presents a way in which competing opinions about the unknown variable (total number of contributors) can be consolidated in order to avoid presenting multiple conflicting likelihood ratios. The proposed approach is further developed, analysed and discussed in Sections 7-9 through the use of graphical probability models (i.e. Bayesian networks).
Assessing DNA mixture evidence

Likelihood ratio analysis
5.1.1 Conditional analysis. We begin with the stock approach of computing a separate likelihood ratio for various assumptions about the number of contributors. To illustrate the dilemmas this approach creates in a case of conditional inclusion, we will examine the results of the DNA test in our sample case. Table 2 summarizes the results of likelihood ratio calculations (according to published formulae 3 (e.g. Weir, 1996) assuming various fixed numbers of contributors. 4 The principal propositions are defined as 'The suspect is a contributor to the mixed DNA stain (H p )' and 'The suspect is not a contributor to the mixed DNA stain (H d )'. Accounting for the total number of contributors (variable N ) implies that if, e.g. N = 2, then there is one unknown contributor under H p (besides the suspect) and there are two unknown contributors under H d . Numerical values for allele proportions are taken from a standard text Butler et al. (2003) . 5 Likelihood ratios for the evidence (mixture profile) as a whole are the product of the likelihood ratios for each locus (Table 3) . As may readily be seen, the evidence E at locus D21S11 and locus D5S818 cannot be explained by there being a homozygous suspect (G S = 30, 30 and G S = 13, 13) and one unknown contributor. The latter would need to contribute three alleles to the crime stain and it seems reasonable to consider this to be impossible. The numerator of the likelihood ratio thus is 0 for these two loci (Table 2) . Because any number multiplied by zero is zero, the overall likelihood ratio for two contributors is zero as well. It is only when at least three contributors are admitted that the evidence can be explained (in a setting involving a homozygous suspect).
The results of this conditional analysis leave the analyst in an awkward position. The analyst can calculate a likelihood ratio as an expression of the value of the evidence 'assuming' a specific number of contributors (Section 5.1.1). But is it a reasonable way of proceeding to assume something to be known that one 'pertinently knows to be unknown'? Actually, this amounts to a deliberate suppression of uncertainty.
The analyst might, of course, consider multiple likelihood ratios, but how will the analyst explain this array of numbers? An analyst who follows the recommendation to present the most conservative likelihood ratio (e.g. Curran et al., 1999) will report a likelihood ratio of zero because that is the likelihood ratio most favorable to the suspect. While this approach may appeal to defence lawyers, it is neither a correct nor complete description of the evidence. A likelihood ratio of zero means that the observed results are impossible if the suspect is a contributor. It suggests an absolute exclusion in a case where the exclusion is only conditional.
The alternative approach of presenting a separate likelihood ratio for various assumptions about number of contributors (e.g. ) is also problematic. The analyst presents several likelihood ratios, some of which (those for three or more contributors) imply that the evidence is strongly incriminating, but one of which (that for two contributors) implies that it is completely exculpatory. The expert says, in effect, that the evidence may either strongly support or completely refute the proposition that the suspect was a contributor. Whether it supports or refutes the proposition depends on a variable (number of contributors) that cannot be determined with certainty. If the expert says no more than this, lay recipients of the evidence, including lawyers and jurors, may have difficulty deciding what to make of the evidence.
Having received such evidence, the first question lawyers are likely to ask the expert is 'how many contributors do you think there were?' The expert's answer to this question might possibly help people weigh the different and conflicting likelihood ratios. But having the expert assess the probability of the relevant propositions raises a host of issues.
One important question is what facts the expert should consider when making this assessment. In theory, forensic scientists should base judgements about the probative value of evidence for proving a proposition solely on the evidence they are assigned to evaluate. They should not base their determinations on other evidence related to the proposition (Thompson, 2011 ). An expert should not consider unrelated evidence of guilt or innocence (such as evidence that the defendant confessed, or had a strong alibi) when assessing the number of contributors to the mixture. Nor should the expert consider the consequences for the case (i.e. which answer supports the prosecution and which supports the defence) when making such judgements. But it may be difficult for experts to avoid being influenced by such factors, either intentionally or unintentionally, 6 unless they adopt rigourous procedures for interpretation (Thompson, 2011) .
Sequential unmasking (Krane et al., 2008) is one procedure that has been proposed to minimize the potential for bias 7 when interpreting DNA evidence. To avoid being influenced by extraneous and inappropriate factors when evaluating the number of contributors to a mixed sample, the analyst could assess the number of contributors to the mixture before examining the profiles of suspects. Following the procedure outlined by Krane et al. (2008) , the analyst would make a preliminary assessment of the number of contributors based solely on an analysis of the mixed sample (while 'blind' to the profiles of any possible contributors). Then the expert would 'unmask' and consider the profiles of any known or expected contributors, such as the victim in a sexual assault case. In light of information about the profiles of known contributors, the expert would again assess the total number of contributors to the sample. Only after finalizing and making a record of this assessment of the number of contributors would the expert 'unmask' and consider the profiles of suspects. This procedure would help assure that the expert's assessment of number of contributors was based on pertinent information related to the DNA evidence, rather than extraneous and inappropriate considerations.
Another important issue raised by the conditional approach is what people (and particularly jurors) should make of such evidence. Suppose the expert says something like, 'I think there are probably three or more contributors, but I cannot rule out a possibility that there are two'. How should the jurors go about evaluating such testimony?
In the USA, the issue is complicated by standard jury instructions related to the presumption of innocence. Judges in the USA sometimes instruct jurors that if there are two possible interpretations of a piece of evidence, the jurors should adopt the interpretation more favourable to the defendant. Under that approach, jurors should treat the evidence as exculpatory notwithstanding the expert's opinion that the three contributor proposition is more likely. The possibility that jurors might take such an approach raises some interesting and unresolved legal questions. Do we really want jurors to treat conditional exclusions as exculpatory when there is only a possibility that the defendant is excluded? If so, should some threshold probability of the exculpatory proposition be met before this approach is taken? Should jurors treat the evidence as exculpatory if there is a 50% chance there were two contributors? What if there is only a 10% chance, or only a 1% chance? These are questions about legal doctrine in the law of evidence that legal scholars will need to consider.
Leaving aside the legal issue of how (in an ideal sense) the trier of fact should evaluate such evidence, there remains the practical question of how (in an imperfect world) people will evaluate such evidence. People often have difficulty understanding what a likelihood ratio means when they are given a single likelihood ratio. Will they be able to understand and make sense of multiple likelihood ratios that they must somehow weigh according to the value of another variable? While this question might perhaps be addressed through empirical research (see e.g. Koehler, 2001; Nance and Morris, 2005) it remains unanswered at present.
Sensitivity analysis.
Part of the difficulty with the conditional approach discussed in the previous section is that one must make an assumption about the number of contributors as a starting point. Separate likelihood ratios are computed for two contributors, for three, for four, etc. Because the number of contributors cannot be determined with certainty, however, it may be more logical and natural to distribute probability among the various categories (e.g. Buckleton et al., 1998) . For example, one could ask what the likelihood ratio would be if there was a 20% chance the mixture contained two contributors and an 80% chance it contained three (or any other distribution of probability one desired). These questions can be answered through sensitivity analysis in which the probability of there being two contributors is varied continuously between zero and one. 8 There are several ways in which this may be done. One possibility consists, e.g. of assigning the complement of the probability of there being two contributors entirely to the possibility of there being three contributors. The variation in the value of the likelihood ratio for such a setting (i.e. one in which Pr(N = 3) = 1 − Pr(N = 2)) is shown in Fig. 1 in terms of dashed lines. One can see that for extreme values Pr(N = 2) = 0 and Pr(N = 2) = 1 the value of likelihood ratio corresponds to what was found earlier in Table 2 .
It is also possible, however, to distribute the complement of Pr(N = 2) among more than two alternatives, such as total numbers of contributors N = 3 and N = 4. The solid lines in Fig. 1 FIG. 1. Likelihood ratio sensitivity analysis for typing results at the loci D21S11 (top) and D5S818 (bottom). The probability of there being a total number of two contributors, Pr(N = 2), is varied between zero and one. The complement of that probability is assigned to Pr(N = 3) (dashed line) and the pair of propositions Pr(N = 3) and Pr(N = 4) (solid line), respectively.
show such an analysis. It considers that 1 − Pr(N = 2) is equally distributed between Pr(N = 3) and Pr(N = 4).
Sensitivity analysis would seem to be an advance over conditional analysis because it provides a continuum of likelihood ratios within a given interval. It avoids the deliberate suppression of uncertainty that would occur if the analyst simply made an assumption about the number of contributors and presented the likelihood ratio for that assumption. It makes it easier for those assessing the case to understand how the value of the evidence for proving a proposition varies as a function of a key unknown variable.
But this approach has some of the same problems as a conditional analysis in which multiple likelihood ratios are presented. Lay recipients of the evidence might still have difficulty in understanding how the same evidence could be either incriminating or exculpatory depending on what one assumes about an unknown variable. Nevertheless, it is possible that sensitivity analysis could be helpful in some cases. A juror who formed an opinion about the probability of there being two (rather than three) contributors after listening to expert testimony, e.g. might possibly be able to use a chart like Fig. 1 for guidance on the resulting value of the DNA evidence for proving the defendant was a contributor to the mixed sample.
One question that must be considered, however, is whether the juror or the expert should be the one to make the ultimate judgement about the probability to assign to various assumptions about the number of contributors. Having the expert make the assessment has several advantages. As discussed below, it allows the expert to summarize and explain the value of the evidence far more simply and concisely than the approaches we have considered thus far. Moreover, the key evidence that must be considered when assessing the number of contributors to a mixed DNA sample is likely to be highly technical, involving matters like peak-height ratios, the likelihood of allelic dropout and other arcane matters that an expert is better positioned to evaluate.
The major concern about having an expert evaluate the number of contributors is the one pointed out by : it might involve an assessment of issues outside the province of the forensic scientist. This is an important concern that we take very seriously. Nevertheless, as discussed more fully below, we believe there are ways to address this concern. Moreover, we believe the advantages of having an expert make the assessment may, in some cases, strongly outweigh the risks and disadvantages. Accordingly, in the remainder of this paper, we will discuss a novel approach in dealing with conditional inclusions that incorporates expert assessment of the unknown variable. After describing this new approach, we will discuss its advantages and disadvantages relative to other approaches.
In particular, an analysis along the following lines is suggested:
• First, following Buckleton et al. (1998) , the main propositions of the kind − H p : the crime stain contains DNA from the suspect, and − H d : the crime stain does not contain DNA from the suspect, are clearly separated from the propositions according to which there are N = 2, 3, . . . contributors to the crime stain.
• Secondly, still according to Buckleton et al. (1998) , uncertainty is allowed about there being N = 2, 3, . . . contributors to the crime stain.
• Thirdly, unlike Buckleton et al. (1998) , neither a fixed number of contributors nor a sensitivity analysis (i.e. a variation of the uncertainty about the number of contributors) is retained. Instead, a logical and transparent procedure is proposed which allows experts to assign probabilities to the different possibilities (regarding number of contributors) in a manner that is based, as far as possible, on purely scientific considerations and is not influenced by inappropriate factors.
In order to make these arguments plain and illustrate their argumentative implications, graphical probability models (i.e. Bayesian networks) will be used.
A Bayesian network for modelling the target propositional level
Consider again the situation of a marker for which the mixed DNA stain shows four alleles and the suspect is homozygous. As previously noted, it is uncontroversial that this cannot be explained by a proposition of the kind 'the crime stain contains DNA from the suspect and one unknown individual'. But, is it reasonable to stop here? Is it reasonable to even postulate such a proposition? We will argue in this section that it is not unreasonable to work with such a proposition (as it can be shown to be part of a logical propositional framework), but it should not constitute the ultimate propositional level.
The reason for this is the following observation. In case of a crime stain with four alleles and a homozygous suspect:
• it is possible that there are only two contributors, but the suspect is not one of them;
• the suspect is one of the contributors, but there are more than two contributors.
Where the twist comes in here with such a situation is when one tries to work with a proposition of the kind 'suspect and one unknown'. This is actually a 'composite' proposition that states that the suspect is a donor and that puts a constraint on the overall number of contributors. In conjunction, this defines specific conditions. Or, stated otherwise, it places limitations on the allelic configuration of crime stains that one would expect to see if this composite proposition were true.
In order to make this plain, it is useful to represent the composite proposition as a function of the individual propositions that define it. On the one hand, consider a binary variable H which represents the propositions according to which the suspect is (is not) a contributor to the mixed DNA stain found on the crime scene:
• H p : The suspect is a contributor to the mixed DNA stain.
• H d : The suspect is not a contributor to the mixed DNA stain.
Let H be defined as the principal propositions. On the other hand, consider an additional variable N , which accounts for the total number of contributors to the crime stain. For the purpose of the current discussion, let this variable assume the states N = 2, 3, 4.
On the basis of H and N , logical combinations of the form 'suspect and one unknown' can be formed. Let such propositions be denoted here 'intermediate working propositions' (H ). In the case at hand, the following six propositions can thus be formulated (assuming a total number of up to four individuals):
• H p,1 : The suspect and one unknown individual contributed to the crime stain.
• H p,2 : The suspect and two unknown individuals contributed to the crime stain.
• H p,3 : The suspect and three unknown individuals contributed to the crime stain.
• H d,1 : Two unknown individuals contributed to the crime stain.
• H d,2 : Three unknown individuals contributed to the crime stain.
• H d,3 : Four unknown individuals contributed to the crime stain.
In terms of a Bayesian network, the dependency of H on both, H and N can be illustrated as shown in Fig. 2 . Notice that no link is adopted between H and N because, as argued by Buckleton et al. (1998) , the total number of contributors may, according to the case circumstances, be considered to be independent on whether or not the suspect contributed to the crime stain. Literature is however not unanimous on this latter point. In Buckleton et al. (2007) , for instance, the distribution for the number of contributors is conditioned on the main propositions. While the modelling approach pursued in this paper could incorporate this type of conditioning by introducing a further directed edge from node H to node N , we believe this is an unnecessary and inappropriate feature of a normative model. We prefer our approach because it allows a clean separation of considerations about the number of contributors from consideration of whether a particular suspect is, or is not, a possible contributor.
The probability table of the node H completes logically (Table 4) . For example, if the suspect is a contributor to the crime stain (H = H p ) and there is a total number of three contributors (N = 3), then the second intermediate proposition, H p,2 , must be true, i.e. 'the suspect and two unknown individuals contributed to the crime stain'. Conversely, all other intermediate working propositions must be false. 
H represents the principal proposition according to which the suspect is (is not) a contributor to the crime stain. The variable N represents the total number of contributors.
As may be seen, it is no longer necessary to discuss (prior) probabilities for the various intermediate working propositions H . Actually, these can be reconstructed as probabilities assigned to the variables N and H . For example, the probability of the proposition H p,1 , i.e. 'the crime stain contains DNA from the suspect and one unknown individual', is the product of the probabilities assigned to the states H p and N = 2:
There is no need to sum over the remaining states of the variables H and N because the only situation in which the probability of H p,1 is different from zero is when H p and N = 2 hold (see also Table 4 ). Thus, one can write this more shortly as follows:
As an argumentative implication, it can also be seen that the discussion about the number of contributors can be neatly separated from the issue of whether or not the suspect is a contributor. An advantage of this is that attention can now be focused on what 'actually ought' to be probabilities for there being N = 2, 3, 4 contributors-independently of any potential tendency of defining that number so that the suspect is or is not 'included' in the mixture. We will discuss alternative ways of assessing the number of contributors in a later section. First, however, we will consider more fully the development of a likelihood ratio in cases where the number of contributors is not known.
Likelihood ratio development when the total number of contributors is unknown
6.1 Numerator of the likelihood ratio 6.1.1 Preliminaries. The numerator of the likelihood ratio represents the probability of the evidence (E) given that the suspect is a contributor to the crime stain (H p ). A particular feature of the way in which the numerator is formulated here consists in the fact that nothing is said about the overall number of contributors to the crime stain. Stated otherwise, uncertainty about the overall number of contributors is explicitly allowed. At this point, the numerator is thus written as follows: Pr(E | H p ). The evidence E is given by DNA typing results (i.e. a particular set of alleles) for a given locus. 9 In case of the locus D21S11, for instance, the evidence is given by the set of alleles 28, 29, 30 and 32.2.
The numerator can be rewritten for the intermediate working propositions (Section 5.2):
This expression can be simplified:
• Given H p,i (for i = 1, 2, 3), H p can be omitted from the notation in Pr(E | H p,i , H p ) because any proposition H p,i implies that H p is true.
• Given H p , the probability of a particular proposition H p,i depends on the distribution for the overall number of contributors N (see also Table 4 ). For example, Pr(H p,1 | H p ), that is the probability of the suspect and one unknown person being the contributors to the crime stain is given by the probability of there being a total of two contributors:
In turn, Pr(N = 2) depends on M as defined later by (8) (Section 8.1). The variable M specifies the number of competing belief distributions for the states of the node N . Here, two states will be chosen for M, one for the prosecution (M p ), and one for the defence (M d ). Given each of these states, a particular distribution for N is defined. In the same way as for H p,1 , one has, for the propositions according to which:
− the suspect and two unknown persons are contributors to the crime stain:
− the suspect and three unknown persons are contributors to the crime stain:
The numerator given by (1) thus reduces to:
It can already be seen, at this point, that the probability distribution on the total number of contributors functionally affects the calculation of the numerator of the likelihood ratio. What remains to be found are the probabilities of the evidence given the intermediate working propositions, i.e. Pr(E | H p,i ) (for i = 1, 2, 3). This is considered hereafter. The analysis will directly consider the allelic configurations as they are encountered in the case discussed here. Specifically, let the evidence E be given by the set of alleles 28, 29, 30, 32.2 (at the locus D21S11). The suspect is assumed to have the genotype 30, 30. Let this be denoted by the variable G S . More formally, one thus needs to calculate the probabilities Pr(E | H p,i , G S ), for i = 1, 2, 3. This is discussed in the forthcoming subsections.
6.1.2 Probability of the evidence E given the first intermediate working proposition H p,1 . If the suspect is a contributor to the crime stain, he is of genotype 30, 30 and there are, in total, two contributors to the crime stain, what is the probability of observing the alleles 28, 29, 30, 32.2 for the crime stain? This depends on the probability of the second contributor having three alleles 28, 29 and 32.2. It seems reasonable to assume this to be impossible. Arguably, Pr(E | H p,1 , G S ) = 0 and the first product on the right-hand side in (2) cancels. 6.1.3 Probability of the evidence E given the second intermediate working proposition H p,2 . The term Pr(E | H p,2 , G S ) represents the probability of the evidence, given that the suspect and two unknown individuals contributed to the crime stain and given that the suspect has the genotype 30, 30. Besides the suspect, there thus are two unknown individuals, denoted here U 1 and U 2. to account for uncertainty about the configuration of their genotypes (i.e. G U 1 , G U 2 ) one can write:
Confining the attention only to individuals whose genotypes, together with that of suspect, can give rise to the mixed DNA stain at hand, the term Pr(E | H p,2 , G S , G U 1 , G U 2 ) will always have the value one and can thus be omitted from notation:
In order to obtain a value for Pr(E | H p,2 , G S ), one thus needs to dress a list of the possible configurations for the genotypes of the two unknown individuals, determine the probability of their occurrence and find their sum. Details for this task are given in Table 5 . The first two columns of this table specify the set of genotypes
For the discussion pursued here, consider again the following numerical values (introduced earlier in Section 5.1.1):
Plugging these values in (3) gives (result rounded):
More generally, summary formulae are available from literature (e.g. Weir, 1996) for calculating the probability that x unknown contributors to a mixed profile have a set of alleles {u} between them, but do not have any alleles that are not part of the profile E (it is allowed, however, that the unknown contributors share alleles with those of known contributors), more formally written as Pr x ({u} | E).
At this point of the current discussion (Equation 4), the probability of three alleles (i.e. 28, 29, 32.2), given a total of four alleles and given one known (i.e. the suspect) and two unknown contributors, is needed: Pr 2 ({u} | E, H p,2 , G S ). Following Weir (1996, p. 223) , the appropriate formula for such a setting is 10,11 :
10 For the ease of notation, allele numbers are replaced by lower-case letters. Notice that d refers to the allele that makes up the suspect's genotype (homozygous 30, 30 at locus D21S11).
11 As discussion proceeds, such summary formulae will repeatedly be invoked because, as the number of contributors increases, detailed outlines as illustrated in Table 5 become increasingly cumbersome to outline in full detail.
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Probability of the evidence E given the third intermediate working proposition H
is the third intermediate working proposition under which the evidence E is considered. What is of interest here is the probability of the mixed DNA stain given that the suspect (who is known to have the genotype 30, 30) and three unknown individuals U 1, U 2 and U 3 contributed to the crime stain (that is, a total of four contributors): Pr(E | H p,3 , G S ).
As may be seen, it would now become increasingly demanding to provide the full list of possible combinations of genotypes of the three unknown contributors. Thus, an appropriate summary formula from Weir (1996, p. 223 ) is directly invoked here:
Using again the numerical values introduced previously in Section 6.1.3, the result obtained is 0.0326 (result rounded).
Calculation of the numerator of the likelihood ratio.
Through the previous sections, the probabilities for the evidence given the various intermediate working propositions of the numerator of the likelihood ratio have been obtained. These results can now be combined with the probability assignments for there being a total of two, three or four (i.e. N = 2, 3, 4) contributors to the mixed DNA stain, as specified by (2). At this point, we have not yet discussed methods for assigning values to the terms Pr(N ) (that discussion will be found in the following section). In this section, our goal is to illustrate how to calculate the numerator of the likelihood ratio when there is uncertainty about the total number of contributors. So, for purposes of illustration, assume for the time being that equal values of 1/3 are chosen. 12
Denominator of the likelihood ratio
6.2.1 Preliminaries. The denominator of the likelihood ratio represents the probability of the evidence (E) given that the suspect is not a contributor to the crime stain: Pr(E | H d ). Again, the attention is drawn here to a setting in which uncertainty is allowed for the total number of contributors. For this purpose, the denominator is written in an extended form that makes explicit which of the intermediate working propositions, under H d , are being considered (as defined earlier in Section 5.2):
In analogy to the development of the numerator, the following assumptions can be introduced:
• Given H d , the probability of a particular proposition H d,i depends directly on the overall number of contributors (variable N ). Generally, the following applies:
For example, the probability that the stain was left by two unknown contributors equals the probability of there being a total number of two contributors:
Consequently, the denominator, Equation (6), becomes:
As for the numerator, the denominator depends on the probabilities assumed by the various total numbers of contributors. In addition, the probabilities of observing the evidence given the various intermediate working propositions (under H d ) need to be found. This is considered in the next section.
Probability of the evidence E given the intermediate working propositions H
the suspect is not a contributor to the crime stain. Arguably, all the alleles observed for the crime stain must come from unknown persons. For a crime stain with four alleles, the target probabilities thus are, following the notation used by Weir (1996) , Pr x (abcd | abcd).
In the current discussion, the denominator covers three intermediate working propositions, i = 1, 2, 3 (Section 5.2), which account for, respectively, two, three and four unknown contributors. The following thus applies:
where, following Weir (1996) ,
Using again the numerical values introduced in Section 6.1.3, one obtains the following:
Calculation of the denominator of the likelihood ratio.
The results from the previous section can be combined with the probabilities for the different total numbers of contributors N in order to find the denominator Pr(E | H d ).
Assuming again, for the time being, probabilities of 1/3 for there being, respectively, a total of two, three and four contributors, the denominator, Equation (6), becomes:
= 0.0124 × 1/3 + 0.0241 × 1/3 + 0.0196 × 1/3 = 0.0187.
Likelihood ratio
Combining the results of the Sections 6.1.5 and 6.2.3 allows one to obtain the following likelihood ratio (result rounded):
7. A graphical probabilistic approach for assessing DNA mixture evidence
A combined approach
The previous sections have approached distinct, but thematically connected aspects. One part focused on the 'problem' of managing uncertainty about the total numbers of contributors (N ). Subsequently, attention was drawn to the calculation of a likelihood ratio when there is uncertainty about N . From a practical point of view, it appears desirable to implement these ideas within a single approach but the various separate calculations 13 involved may be difficult to aggregate in an appropriate way. In addition, the number of alleles that show up in a mixed DNA stain may vary as well as the allele(s) that a suspect (who may be homozygous or heterozygous) has in common with that stain. In addition, allele proportions may vary both among alleles within and between markers but also according to the circumstances of the case (depending on the relevant population).
These aspects can be dealt with through the use of graphical probability models (i.e. Bayesian networks). These allow one to model a collection of generic situations (here: allelic configurations for mixed DNA stains and genotypes of potential donors) and evaluate specific single cases both individually as well as in combination with others (Dawid et al., 2002; Taroni et al., 2006) . Furthermore, part of the question of interest in this paper, that is uncertainty about the number of contributors, has already been analysed in terms of a Bayesian network (Section 5.2). That model can serve as a starting point for an extension that supports likelihood ratio calculations. 
A Bayesian network for evaluating DNA mixture evidence
Start by considering DNA typing results for a single marker, such as the locus D21S11, introduced earlier in Section 5.1.1. Figure 3 shows a sketch of the general architecture of an object-oriented 14, 15 Bayesian network for evaluating mixed DNA evidence for a single marker. The top layer of nodes including N , H and H follows the definition 16 of the framework of 'intermediate working propositions' discussed earlier in Section 5.2. Depending on the intermediate working propositions, i.e. node H , there is an intermediate layering of nodes whose purpose is to 'regulate' the way in which a suspect and various unknown allele donors may contribute to a given mixed DNA stain (for a given marker; here: D21S11). The internal structure of this intermediate node layering is rather complex and, due to limitations of space, is not outlined here in full detail. It is solely noted at this point that the logic of its construction follows validated methodology from existing literature on the topic (e.g. Mortera et al., 2003) . The appropriateness of the network proposed here will be investigated and accepted towards the end of this subsection through a numerical example which will demonstrate agreement with the results of the likelihood ratio calculations obtained earlier in Section 6.
The nodes in the form of rounded rectangles-which make up part of the intermediate node layering of the class network shown in Fig. 3 -represent instances of another class network which contains a single (output 17 ) node that models a collection of target alleles that are of interest in the case at hand. 18 In order to allow the class network to be used for any combination of observed alleles, 14 In an object-oriented Bayesian network, one can have repeated instances of some other generic networks (so-called 'classes'). This can greatly simplify and clarify the network specification process Dawid et al. (2007) . 15 All the Bayesian network models discussed throughout this paper have been implemented with version 7 of the Hugin Researcher package (HUGIN EXPERT A/S, http://www.hugin.com). Hugin Lite, a freely available demo version of this software package, allows exploration of the concept of Bayesian networks and object-oriented Bayesian networks. 16 Notice that the bold nodes indicate that they can act as interface nodes when the network is used as a class within another network. Actually, the dotted outer line specifies that the node is an 'input' node, i.e. a placeholder node for a node in another network in which the class network at hand will be used. 17 An 'output' node is a also an interface node. It can act as a parental node for a node in another network in which the class network at hand is used. An output node is displayed in bold with a solid outer ring.
18 For example, S 1 D21S11 represents one of the two alleles that the suspect can contribute to the mixture. The node S 2 D21S11 models the second allele. Using notation analogously, the nodes U i j D21S11 (with i = 1, 2, . . . n FIG. 4 . Object-oriented Bayesian network for evaluating DNA typing results for the locus D21S11. Instantiations in the nodes N and H are shown in bold. The suspect is assumed to have the genotype 3, 3 (corresponding to 30, 30) which is communicated to the model by fixing the states of the nodes S 1 D21S11 and S 2 D21S11 to '3'. The node E displays the probability that the mixed DNA stain would contain the alleles 1, 2, 3 and 4, i.e. in the case considered here, 28, 29, 30 and 32.2, given knowledge of the suspect's genotype, H p (that the suspect is a contributor to the crime stain) and that the total number of contributors is N = 3. the numbers 1, 2, 3, 4 and 99 are used as states. 19 The latter designation, 99, is used to account for all observations of alleles other than those represented by the former numbers.
The nodes k in? with k = 1, 2, 3, 4, 99 are Boolean with states 'true' and 'false'. These nodes model whether or not an allele k figures in the typing results for the crime stain. Together, the nodes k in? form the set of parent nodes of the Boolean output node E, located at the bottom of the network. The latter node is defined to be true only and only if the nodes k in? (with k = 1, 2, 3, 4) are true and the node 99 in? is false. Figure 4 shows an example of the use of the proposed Bayesian network for evaluating the numerator of the likelihood ratio in a case in which a total number of three contributors are assumed. The node H is instantiated to H p . The node N is fixed to the state 3. Accordingly, the node H shows that the second intermediate working proposition, i.e. the suspect and two unknown individuals have contributed to the crime stain, is assumed to be true. The node E displays the probability that the mixed crime stain would show the alleles 1, 2, 3 and 4 (here: 28, 29, 30 and 32.2), conditioned on knowing H p , N = 3 as well as the suspect's genotype G S = 3, 3 (here 30, 30). As may be seen, the result, 0.0306, agrees with what has earlier been found in Table 2 and Section 6.1.3. This is a particular example of the many component calculations, outlined earlier throughout Section 6, that can be tackled through the use of the proposed Bayesian network. It can readily be seen that other queries may readily be addressed simply by making instantiations at the appropriate and j = 1, 2) represent the first ( j = 1) and the second ( j = 2) allele contributed by the unknown contributor i (the model here is set up for handling up n = 4 unknown contributors).
19 Practically, this means that the crime stain typing results 28, 29, 30 and 32.2 at locus D21S11 would be described by 1, 2, 3, 4. Accordingly, the typing results for the suspect, that is 30, 30, would be described as 3, 3. nodes. For example, calculating a denominator of a likelihood ratio would require the node H to be set to H d . Assumptions about the overall number of contributors would need to be specified at the node N . One can either fix a specific number of contributors or allow for a probability distribution over the various states of this node. All these calculations can be checked against the results of the algebraic approach.
The proposed class network (Fig. 3) is a generic one. In order to approach a different set of alleles found as a typing result, it is sufficient to change the allele proportions in the class network which contains the output node that models the target alleles. In addition, it goes without saying that the network as such is also useable for modelling the assessment of typing results for other loci. The forthcoming section will take this consideration a step further and combine the evaluation of typing results for different loci.
Object-oriented Bayesian network for combining DNA typing results across markers
In order to combine the evaluation of DNA typing results for different markers, the class network (Fig. 3 ) defined in the previous section can be repeatedly used. That is, for each locus of interest, one class network is used, with the allele proportions defined according to the alleles that make up the respective typing result. The logic of combining distinct class networks within a so-called master network is shown in Fig. 5 . The top-level node layering of that network consists of the nodes M, N and H , where M is a new node defined in further detail in the forthcoming Section 8.1. From the nodes H and N emanate edges to the respective input nodes of the class networks defined for each loci of interest. In Fig. 5 , this is shown in more detail for the class network (expanded, rounded rectangle) modelling the typing results of the marker D3S1358 (notice that the full internal structure of this network corresponds to that shown in Fig. 3) . The class networks for the other loci, 20 i.e. VWA, FGA, D8S1179, D21S11, D5S818 and D13S317 are shown in collapsed form (rounded rectangles with masked input and output nodes).
The expanded class network D3S1358 also shows how the node modelling the typing results for that marker is applied in the master network. In particular, this application is achieved via a mechanism that relies on the concept of 'output nodes'. Actually, the node modelling the typing result in the class network of the individual marker (Fig. 3) is defined as an output node. This allows that node to act as a parent of a node in the master network. This sort of connection makes information on the individual typing results of the marker at hand available in the master network. Referring again to the locus D3S1358, this is obtained in terms of the Boolean node 'E : D3S1358'. Analogously, Boolean nodes 21 for typing results of the other target other loci are defined.
In order to obtain the probability for the joint observation of the typing results over all markers, a bottom node E is defined. This node is Boolean and is a common descendant of the nodes that model the individual typing results.
Assessing the total number of contributors
In order to apply the model just discussed, it is necessary to have a probability distribution of values for N. 'What are the probabilities of there being two, three, four or more contributors to this crime stain?' This question seems simple, but adversarial parties are likely to disagree about the matter. The best way to set values for Pr(N = 2 | I ), Pr(N = 3 | I ) and Pr(N = 4 | I )is not immediately obvious. 22 
Aggregating competing beliefs about number of contributors
One possible approach is to allow the parties to the case to suggest values. The prosecution expert could make an assessment and generate a probability distribution. The defence expert (if there is one) could do the same. If the distributions agreed, or were similar, the likelihood ratio analysis could proceed based on the consensus. As a practical matter, however, it seems unlikely that parties will agree. Indeed, in an adversarial setting, experts may be chosen in part because they hold beliefs that are favourable to the party that employs them.
Nevertheless, one way forward would be to integrate the values suggested by the parties. In order to implement this in the currently discussed model (Fig. 2) , an additional node M is adopted as shown in Fig. 6 . M has two states M p and M d and the probabilities assigned to them define the proportion with which each adversarial opinion 23 is allowed to contribute to the current belief state of the variable N . 24 Consider this in terms of an example. Imagine that the prosecution forwards a position according to which it is more probable of there being three contributors than two or four. Exemplary values could be as follows: D5S818' and 'E : D13S317'. 22 Notice that the notation here makes explicit that the assessment is based on the circumstances of the case, denoted I . 23 Here, two opinions are assumed, that of the prosecution and that of the defence. This is indicated with the subscripts p and d. 24 This mode of construction is analogous to sampling scenarios in which one needs to account for competing (prior) beliefs about the distribution of the proportion of units in a consignment that are of a certain kind (e.g. contain drugs) (Biedermann et al., 2008) . Variable M specifies the candidate distribution for N , proposed by opposing parties. Here, two positions are considered, that is that of the prosecution, indicated by the subscript p, and that of the defence, indicated by the subscript d.
The defence could argue that they believe two contributors much more probable than three or four contributors, as it is reflected by the following distribution:
Generally, the probability Pr(N = i), for i = 2, 3, 4, is obtained by the 'extension of the conversation rule', that is through the extension to M: From (8) it may also readily be seen that if the prosecution's position is thought to be the only credible opinion, e.g. then Pr(M p ) = 1 and the distribution for N reduces to {0.2, 0.6, 0.2}, i.e. the values mentioned above (also shown in column three of Table 6 ). Analogously, the distribution for N is {0.9, 0.08, 0.02} if the defence's proposition is entirely accepted. In sum, under this approach, the distribution for N can be reconstructed from opinions forwarded by the opposing parties. The degree to which they should be allowed to shape the distribution for N depends on the probabilities assigned to, respectively, Pr(M p ) and Pr(M d ) (see Equation (8)). The choice of these values could be deferred to the jury or court, for instance. Alternatively, likelihood ratios could be generated under each party's values for N. This approach has several advantages. It allows for a clear separation of the respective roles of the various actors that are involved in the assessment of mixed DNA evidence. Each of these actors is given room for strategic acting while respecting the hierarchical level at which they intervene. It distinguishes uncertainty about the number of contributors from other factors that affect the probative value of the DNA evidence. It also makes transparent the extent to which disagreement between the parties about the number of contributors affects the probative value of the DNA evidence for distinguishing the prosecution and defence hypotheses.
But this approach has a number of disadvantages as well. It does not specify or limit the factors that the parties may consider when generating probability distributions and therefore leaves open the possibility that these estimates will be influenced by inappropriate considerations, as discussed above in Section 5.1.1. Both parties may be influenced, when making estimates, by knowledge of how the estimates will affect the case; both parties may rely on inappropriate backward reasoning. For example, a prosecution expert may be convinced based on other evidence that the defendant is guilty, and therefore favour the hypothesis of three or more contributors because that hypothesis must be true if the defendant is included as a contributor. A defence expert may be influenced in the opposite direction by hearing from the defence lawyer about the strength of the defendant's alibi. The danger of bias may be attenuated somewhat by integrating the judgements of the two opposing parties, as discussed above, but it is not necessarily true that the average of two biased judgements is unbiased or appropriate.
Eliciting and updating unbiased priors
An alternative approach is to elicit prior probabilities for various values of N from experts in a manner designed to minimize bias, and then to update (revise) those priors based solely on the characteristics of the mixed DNA sample. In this section, we will outline a possible way to do this.
The first question is who (which experts) should make the estimates. One might argue that forensic DNA analysts in the area where the crime occurred will be more knowledgeable than anyone else about the number of contributors likely to be found on a particular item of evidence, such as a hat. Forensic DNA analysts work daily with such samples and, while their knowledge of the ground truth regarding number of contributors is undoubtedly less than perfect, their judgement might nevertheless be better than that of anyone else. Accordingly, one could suggest that estimates of prior probability for various values of N be elicited from DNA analysts (other than the analyst conducting the analysis in the case). 25 The next question is what factors these experts should consider when assessing the priors. What are the requirements for an unbiased estimate of the number of contributors to a mixed DNA sample? It is widely agreed that the estimate should be made prior to considering the typing result for the suspect (Thompson, 2011) . Hence, evidence about probable guilt or innocence of any particular suspect should play no role in the assessment. What is left, in a case like the one discussed here, is a discussion of the basic facts of the case, how the evidence was found and the general condition of the evidence. For example, if the hat from which the sample was taken looked completely new, one 25 We are assuming that the analysts in question are generally familiar with the framework of circumstances surrounding the collection of the evidence that they test, including the nature and condition of the items. Analysts who lack that familiarity, e.g. those whose sole role is to test extracted samples without knowing their source, obviously would be much less appropriate for making these judgements.
Downloaded from https://academic.oup.com/lpr/article-abstract/10/2/89/916395/Using-graphical-probability-analysis-Bayes-Nets-to by guest on 15 September 2017 might expect fewer contributors than if the hat was old and well worn. Those providing the estimates in a case like the one examined here should therefore be told something like the following:
A hat was found in a store in which the clerk was shot and killed during a robbery. Two men entered the store and according to a surveillance tape, one of the men wore the hat. The man who wore the hat shot the clerk while the other man wrestled with the clerk. The hat was clean except for some light staining on the sweat band and appeared to be relatively new.
Additional facts such as the location of the store and any information about the perpetrators, such as their race or ethnicity and general appearance, might also be relevant.
Based on that limited description of the case facts, probability judgements might be elicited with a question like the following:
Suppose The most robust and reliable way to elicit such estimates would be to ask several experts and to integrate their judgements in the manner suggested in the previous section.
Eliciting these priors is just the beginning of the process of generating probabilities for various values of N . The priors provided by the experts (or an integration of those priors) could then be updated based on the characteristics of the mixed DNA sample. Again, this could be done without any consideration of information about any suspect.
As will be shown in due course, the proposed Bayesian network (Fig. 5) can be of assistance in this regard. Suppose, e.g. that an expert assessment suggests a prior probability distribution of Pr(N = 2) = Pr(N = 3) = 0.5 With that as a starting point, we can use the DNA evidence itself to produce a more refined estimate.
In order to discriminate between the two propositions N = 2 and N = 3, consider the typing result for the locus D3S1358. For this marker, the crime stain was found to have the alleles 14, 15 and 16. Two questions are of interest here:
• First, assuming that the suspect is not a contributor to the mixed crime stain (i.e. the stain comes from unrelated individuals, chosen randomly), what is the probability of this typing result if there is a total number of two contributors? Write this more formally as Pr(E D3S1358 | H d , N = 2).
• Second, given that same assumptions, what is the probability of this typing result if there is a total number of three contributors? Write this more formally as Pr(
It can readily be seen that answers to this type of questions have already been formulated in earlier parts of this paper. That is, according to discussion presented in Section 6.2.2, the probabilities of interest are Pr 2 (abc | abc) (for the first question) and Pr 3 (abc | abc) (for the second question). 26 Using again data on allele proportions from Butler et al. (2003) , one thus has:
Considering only the typing results for the locus D3S1358, one may thus say that the proposition that there is a total number of two contributors is slightly supported with respect to the proposition 26 Notice that a = 14, b = 15 and c = 16.
that there are three contributors. Actually, a likelihood ratio of 1.08 modifies initial probabilities of Pr(N = 2) = Pr(N = 3) = 0.5 to, approximately, Pr(N = 2 | E D3S1358 ) = 0.52 and Pr(N = 3 | E D3S1358 ) = 0.48. The calculation of the component probabilities that make up the likelihood ratio, or, the direct calculation of the posterior probabilities of the competing propositions N = 2 and N = 3 can readily be made with the Bayesian network described earlier in Section 7.3.
Taking this idea a step further, one can then consider the calculation of a likelihood ratio for discriminating between the two propositions N = 2 and N = 3 on the basis of the typing results for all the markers (written E here) that make up the typing result of the crime stain. It is at this point then when the use of a Bayesian network becomes advantageous because, instead of performing numerous separate calculations (as outlined in Section 6.2.2), the target results can be obtained by simply making instantiations at the appropriate nodes. For example, in order to find the probability for E (i.e. the observations made for all the markers of interest) as it may be needed for the numerator of the likelihood ratio, it is sufficient to set the state of node N to 2 and that of node H to H d and then read the result for the state 'true' obtained at the bottom node E. Proceeding in this way, one can obtain the component probabilities for the likelihood ratio:
This corresponds to a likelihood ratio of approximately 2.3 in support of the proposition N = 3. Such a likelihood ratio modifies initial probabilities of Pr(N = 2) = Pr(N = 3) = 0.5 to Pr(N = 2 | E) = 0.304 and Pr(N = 3 | E) = 0.696 (result rounded). Again, it would also be possible to obtain this result directly by setting bottom node E to the state 'true' and read the results for node N . This is shown in Fig. 7 .
As the analyses presented in this section show, it is possible to reason about the total number of contributors to a crime stain in a manner that takes into account both expert judgement about prior probabilities and the specific characteristics of the stain itself. Most importantly, such inference may be performed prior to considering particular typing results for the reference sample of the suspect. In the example offered here, the overall typing results for the mixed crime stain are slightly better explained by the proposition that there were three unrelated randomly selected contributors than two unrelated randomly selected contributors. The likelihood ratio (of approximately 2.3) in support of the former proposition is low, however. The typing results for themselves thus provide only poorly discriminative information.
Notice that the logic of this analysis can also be extended to discriminating between the states of the node M for settings in which parties are allowed to submit competing estimates about the distribution of the variable N , as discussed in the previous section.
Inference about the main propositions given different assumptions about the total number of contributors
Ultimately, any estimates of the distribution of prior probabilities will be used to draw inferences about the main proposition, H , that is of principal interest. In this section, we will discuss alternative ways to incorporate priors into the overall inference about H . One approach is to set a probability distribution over values of N that remains fixed when evaluating the DNA test result for the various loci. As discussed above, the probability distribution FIG. 7 . Illustration of the use of the Bayesian network shown in Fig. 5 (but without the use of a node M) for calculating the probabilities of N = 2 and N = 3 overall contributors to the crime stain, given the typing results for all the markers and assuming the suspect not to be a contributor to the crime stain (the instantiation of node H to H d is not shown explicitly). The initial probabilities for node N are Pr(N = 2) = Pr(N = 3) = 0.5. could be generated in various ways and may (or may not) take into account characteristics of the evidentiary DNA sample, such as the number of alleles found at each locus.
A second approach considers the typing results for the various loci sequentially in order to update the distribution for N continually. That is, a distribution for the various states of N is defined once, prior to considering any particular typing result. The evaluation then starts by focusing on the typing result of one of the analysed markers, which is used to revise beliefs in the various states of N . The updated probability distribution over the states of N given the typing result of the first locus just considered then serves as the (new) initial distribution prior to considering the typing results for a second marker (and so on). Under this approach, the distribution for N prior to considering typing results for an additional locus will be that which is conditioned on all the previously considered typing results.
This seems a natural and logic way of proceeding as opposed to an approach that deliberately fixes a given distribution over the states of N , irrespective of what may be inferred about that variable, at a given instance of time, on the basis of the typing results considered up to that point. On a purely algebraic level, the implementation of this procedure may not be obvious, however. But with Bayesian networks, the idea can readily be realized. Specifically, instead of having an independent node N (with a predefined distribution) in each of the class networks that model the various typing results, a single node N is used for the whole network. That node, as shown in Fig. 5 , acts as a parent node for corresponding input nodes (also denoted N ) of the class networks defined for the loci of interest.
Given such a model, a question of interest then is how the modelling assumption about N affects likelihood ratio calculations for the principal proposition H , compared to settings in which the calculations rely on fixed probability assignments for the states of the node N . In order to explore this question in further detail, consider the following three situations:
• Situation 1: An initial distribution is defined for the node N so that none of the states of this node is preferred to another, i.e.: 27
This distribution is allowed to be continually updated by considering typing results sequentially, as outlined above.
• Situation 2: In this situation, no uncertainty about the total number of contributors is allowed. The assumption is made that there are exactly three total contributors:
• Situation 3: This situation is based on the assumption that there are two, three or four contributors to the crime stain. The main difference to Situation 1 is that the probabilities (1/3 for each number of contributors) is kept constant-irrespective of the typing results for the crime stain.
Next, suppose that for each of these starting points, the DNA typing results are considered sequentially as they appear in the analytical report of the laboratory (Table 1) . That is, for each locus, a likelihood ratio is calculated 28 for the main propositions H p and H d . As these calculations proceed, the various likelihood ratios are combined with each other through multiplication. Then, by plotting the cumulative likelihood ratios for the various situations, one can obtain an illustration of the effect of the varying assumptions about N . This is shown in Fig. 8 .
The overall likelihood ratios obtained after considering the typing results for the seven loci mentioned in Table 1 These results suggest that the way in which the issue of the total number of contributors is approached can have a marked effect on the overall value of the likelihood ratio. In particular, it can be seen that-for the case studied here-the setting with the least constraints on N (i.e. Situation 1) turns out to be most favourable to the suspect (a much higher likelihood ratio is obtained, for instance, with Setting 3).
Once that it is noticed that the most favourable setting is that in which a distribution over the various states of the variable N is provided only once (i.e. initially), it becomes relevant to inquire about the extent to which that result is sensitive to the shape of the initially specified distribution. In order to take this issue a step further, one can consider various initial distributions for N and then calculate the likelihood ratio for each of these starting points. In Table 7 , the default distribution with Pr(N = 2) = Pr(N = 3) = Pr(N = 4) = 1/3 is compared to situations that place different 'prior weights' to Pr(N = 2) and Pr(N = 3). As the resulting likelihood ratios diverge considerably in their magnitude, it appears important to consider carefully the way in which the initial distribution for the total number of contributors is specified. 27 Notice that the extension to competing beliefs about N through the use of a variable M is left aside at this point of the discussion. This is shown in Fig. 7 where no node M is included. 28 Again, allele proportions from Butler et al. (2003) were used. This redirects the discussion to the question of how one ought to assign probabilities to the various states of the variable N . Let us recall that in earlier sections, two procedures were described for assigning probabilities. One procedure allows competing parties to express their own initial distributions for N . The other procedure elicits probabilities from experts using methods designed to minimize bias.
For the purpose of analysing the example considered here, let us assume the first procedure is followed and the parties provide two distributions for N . Via probability assignments to the variable M (with states M p and M d ) it is then possible to regulate the extent to which the two distributions contribute to shape the actual distribution for N . For illustration, consider again the two distributions defined earlier in Table 6 When starting with this initial distribution for N and allowing it to be influenced as one proceeds by considering the typing results (as assumed above for Situation 1), then an overall likelihood ratio of about 8769 is obtained.
Discussion and conclusions
This article discusses the analysis of 'conditional inclusions', which are cases in which the inclusion or exclusion of a suspect as a possible contributor to a DNA sample depends on the value of a variable that can be estimated probabilistically, but cannot be known with certainty. We focused on a common type of conditional inclusion, one in which the unknown variable is the total number of contributors to a mixed DNA sample.
DNA analysts have, in the past, handled the 'number of contributor' issue in a deterministic way largely for practical reasons. Making an assumption about the number of contributors limits the complexity of likelihood ratio calculations. As the case discussed here illustrates, however, this gain in computational efficiency may be detrimental to the suspect. That is, the likelihood ratio in support of the prosecution's case may be considerably increased when the analyst assumes, unrealistically, that the number of contributors is known with certainty, compared to settings in which the underlying uncertainty is acknowledged and modelled.
Another important advantage of the probabilistic approach set forth here is that the various propositions that affect the value of the DNA evidence are distinguished and clarified. The main propositions traditionally formulated in this area of application are compound propositions that specify both the possibility of the suspect being a potential contributor as well as an overall number of contributors. In this paper, it has been argued that, for the sake of clarity and logic of argument, the compound propositions should be separated and treated in distinct ways. We believe that this change in perspective with regard to formulating main propositions in DNA mixture evaluation is beneficial for setting such evidence appropriately in context.
The advantages of a probabilistic approach come with a cost. The gains in clarity, coherence and accuracy with fewer simplifying assumptions are accompanied by the need for more demanding initial specifications. With regard to the 'number of contributor' issue, this means that someone must provide estimates of the probability of there being various numbers of contributors. This article discusses the advantages and disadvantages of having various actors provide such estimates and of various methods for eliciting such estimates.
One possibility is to rely on the recipient of the evidence to supply the estimates. Under this approach, the expert presents the results of the scientific analysis in a manner that shows how the overall value of the evidence (for proving that the suspect was a contributor to a DNA sample) depends on assumptions about the number of contributors. The recipient of the evidence makes probabilistic judgements about the number of contributors and then uses charts showing a sensitivity analysis to evaluate the resulting strength of the evidence. While this approach might be viable in some cases, it has a number of disadvantages. It relies on lay recipients of the evidence, rather than experts, to make the key probabilistic judgements and leaves open the possibility that those judgements will be influenced by inappropriate considerations. If this approached is used, judges will need to exercise great care in identifying (either for themselves of for jurors) what factors should and should not play a role in the probabilistic assessment.
Another possibility is to allow the parties to the case to submit probabilistic estimates of the underlying variable. We discuss a procedure in which initial distributions proposed by each party are weighted against each other in order to provide a 'consolidated' (mixed) initial distribution. While each competing set of estimates is likely to reflect the biases and perspectives of the submitting party, the weighting procedure produces an integrated perspective that might reflect a balancing of biases. Recipients of the evidence can be presented likelihood ratios based on the estimates of each party, together with the integrated estimate, in order to render transparent the degree to which the overall value of the evidence depends on the party's underlying assumptions about number of contributors.
A third approach is to elicit from experts estimates of the prior probability of various states of the underlying variable. For example, experts on DNA testing could be asked to estimate the likelihood that alleles from various numbers of contributors would be detected in a DNA sample from a hat found at the scene of a particular crime and worn by the perpetrator. One advantage of establishing priors in this manner is that it takes advantage of expert knowledge regarding the underlying probability distribution and can do so in a way that effectively screens those making the judgements from extraneous and potentially biasing information. Another advantage is that the priors, once provided, can be updated based on analysis of the evidentiary sample, again in a manner that avoids the potential for bias. Both the initial elicitation and the updating can be accomplished before consideration of the typing results for any suspect. This should reduce the potential for post hoc modification 30 of analyst's interpretation of the evidentiary profile in order to include a particular suspect.
Although this article focused on conditional inclusions arising from uncertainty about the number of contributors to a mixed DNA sample, it is important to realize that conditional inclusions can also arise in other circumstances. For example, the inclusion or exclusion of a suspect may depend on whether dropout (or drop-in) of a particular allele occurred at a particular locus, on whether degradation of DNA was sufficient to preclude the detection of the suspect's alleles at a particular locus, on whether a particular peak on an electropherogram represents a true allele or an artefact, etc. In short, there are a number of circumstances in which the inclusion or exclusion of a suspect may turn on assumptions about whether a particular underlying event did, or did not happen. While this article does not address these situations specifically, the probabilistic approach set forth here would be easy to adapt to address them. This article shows how such cases can be analysed in a rigorous, probabilistic manner that avoids the need to make simplifying assumptions.
