Introduction
The objective of this work is to extract individual-specific information from a person's EEG and to use this information, in the form of appropriate features, to develop a person identification method. Potential applications of this method are, for example, information encoding and decoding or access to secure information. EEG recording is non-invasive and medically safe; it therefore constitutes a viable and, under certain conditions, attractive alternative to currently existing forms of person identification based on fingerprints, blood tests or retinal scanning.
The first efforts to extract individual-specific information from the EEG signal began as early as in the 1930's, [1, 2] , but the first results became available only after the 1960's.
More specifically, the research carried out addressed three classes of cases. In the first class, the research was carried out among members of the same family [3, 4, 5] . In the second class, the common characteristics between monozygotic and dizygotic twins [6, 7, 8, 9] were researched while in the third class, different EEGs from the same person were compared, with the objective of extracting the common characteristics among them (personal EEG invariants) [10, 11, 12, 13] .
The research in alpha and beta EEG rhythm activities, which was first held by Vogel, [14] , and thereafter by other researchers, [15, 16, 17] , proved that alpha and beta rhythms are significant frequencies because they contain the relevant individual-specific characteristics.
These characteristics were claimed by the researchers to be genetically induced.
The methods used to reach these conclusions relied on teaching aids supported by visual observations, which were unsatisfactory. Thereafter, thanks to the development of computer technology, it became possible for the signal to be digitized and analyzed with parametric or non-parametric methods, while the development of Pattern Recognition methods, such as the Artificial Neural Networks, among others, facilitated classification tasks.
Most of this pioneering as well as other more recent research, however, focused on the classification of genetically and/or pathologically induced EEG variants due, for example, to epilepsy or schizophrenia, for diagnostic purposes, [18, 19] . To this end, recent research involving both linear and non-linear approaches and a neural network classification scheme has reached a 71% classification score, [19] . A key observation in these approaches is the fact that a given pathological EEG signal is distinguishable from a healthy EEG signal in the domain of features extracted after processing via standard signal analysis methods (Fourier Transform, AR modeling). Diagnosis of a specific pathology is therefore based on the detection of the specific variation pattern, which serves as a classification feature.
In contrast, the present work focuses on healthy as opposed to pathological cases and aims to establish a one -to -one correspondence between individual-specific information and certain appropriate features of the recorded EEG. Research carried out on this problem by the authors has yielded satisfactory results, based on features extracted from the EEG either parametrically, [12, 13] , or non parametrically, [10, 11] . Here we aim to improve the classification results of the parametric method proposed in [12] by exploiting the non-linear component present in the EEG signal. This is implemented using a set of augmented linear / non-linear model parameters as features for improved classification.
The bilinear model employed here was first developed in control theory, [20] , as an extension of the standard linear model. The construction of this model best describes the input-output relationship of a deterministic non-linear system, [21] , and the bilinear parameters have been shown to approximate to a reasonable accuracy the general Volterra series expansion. However, the structural theory behind the non-linear features of a bilinear system is analogous to that of linear systems.
The augmented set of linear and bilinear model parameters, estimated from the EEG data, is used as the feature vector upon which classification is based. A Learning Vector Quantizer (LVQ) neural network is employed for classification in the present work. LVQ was preferred to other candidate types of networks, such as Multi-layer Perceptron (MLP), because of its non-linear classification properties. Indeed, LVQ lends itself nicely to the EEG classification problem, as it was seen (i) in our experimental results when comparing LVQ to MLP, and (ii) in similar results reported in existing works, such as [22, 23, 24, 25] . As an example, Pfurtscheller's group, [25] , has explored satisfactorily local adaptive classifiers based on LVQ neural networks. Specifically, the Pfurtscheller technique classifies via the LVQ network EEG vectors produced by the contra-lateral blocking of the mu-rhythm, [25] .
In order to evaluate the statistical significance of the classification scores obtained in the experimental part, the chi-square test was applied to the results. The two feature extraction methods presented are also compared in terms of their Cramer coefficient of mean square contingency, φ 1 . Results are seen to be statistically significant at the a = 99.5% level of significance.
As a final comment we should point out that the proposed method belongs to a family of identification / classification methods that can yield more or less satisfactory correct classification scores, but who can not produce the type of deterministic identification result that a DNA identification method would produce. This is due to the fact that the biochemical basis of the EEG phenomena is as yet essentially unknown.
Methods and Materials
The methods employed for signal analysis and feature extraction, along with the classification step by appropriate neural network classifiers are given in this section. The section is divided into four paragraphs. In the first paragraph, the choice of a bilinear model and the estimation of its parameters are considered. Data acquisition, to be used in the experimental part, is outlined in the second paragraph. Preprocessing of the EEG signals and feature extraction is described in the third paragraph. In the fourth paragraph is described the experimental setup for the classification of the EEGs based on the extracted features, through an artificial neural network classifier.
The bilinear model -type and parameterization
In order to model the linear component of an EEG signal, known to represent the major part of its power -especially in the alpha rhythm frequency band -a linear, rational model of the autoregressive -moving average type, ARMA(p, q), is fitted to the digitized EEG signal x(t). This signal is treated as a superposition of a signal component (deterministic) plus additive noise (random). Noise is mainly due to imperfections in the recording process.
This model can be written as
where c 0 = 1 , {e t } is an independent, identically distributed driving noise process with zero mean and unknown variance σ 2 e and model parameters {a i , i = 1, 2,..., p; c i , i= 1, 2,..., q} are unknown constants with respect to time.
It should be noted here that the assumption of time invariance for the model of the EEG signal can be satisfied by restricting the signal basis of the method to a signal "window" or "horizon" of appropriate length.
In order to explain a further part of power lying in the non-linear components of the It can be seen that (2) is produced from (1) with the addition of the extra bilinear components {x t-i e t-j } on the right -hand side. Equation (2) may be considered as an extension of the ARMA model into the non-linear class of models. In this way a composite model is considered which contains both the non-linear and the linear component. As for the choice of the bilinear model, this should be considered as a first step when moving from linearity to nonlinearity. Linear, bilinear or other more complex non-linear models can usually serve as (more or less successful) approximations, when dealing with real world data. In the light of this understanding, the bilinear is the simpler among other candidate non-linear models in terms of computing spectra, covariances, etc.; hence its adoption in modeling EEG signals, [19] .
In this work, a bilinear model of the specific form BL(p, 0, k, m) is adopted. The elimination of the MA part of the model is a compromise in the model type in order to facilitate the parameter estimation step. This choice simplifies (1) into:
A scalar parameter α is inserted in (3), in order to allow fitting of the model to non-zero mean data. In our case, EEG data are made zero mean by subtraction of the sample mean from each EEG data record before further processing; a can therefore be omitted from the model.
The choice of the order of the linear models is usually based on information theory criteria such as the Akaike Information Criterion (AIC) which is given by:
where
N is the length of the data record, M is the maximal order employed in the model, (N-M) is the number of data samples used for calculating the likelihood function and r is the number of independent parameters present in the model. The optimal order r* is the minimizer of AIC(r).
We have used the AIC to determine the order of the linear part of the model in (3) Figure 1 shows the AIC(p) values computed from a set of five typical EEG segments. The parameter estimation procedure necessary in order to fit a model of the type of (3) to EEG data is essentially the repeated residuals parameter estimation method of Subba Rao, [26] . The basic steps are outlined here for the sake of completeness of the presentation. In the following we assume that
• orders (p, m, k) of the parts of the model in (3) are given and fixed,
• {e t } is an independent identically distributed random process with zero mean,
• {x 1 , x 2 ,..., x N } denotes a realization of the time series {x t } of length N (a record of EEG data, in our case).
For more compact notation, let us concatenate all model parameters in a single parameter
. ., θ r ] T , formed as follows :
where r = p + mk. If g denotes time point g = max(p, m, k) + 1, the joint probability density function of the random variables {e g+1 , e g+2 , . . ., e N } given by:
P {e g+1 , e g+2 , . . ., e N } = 1
As the Jacobian of the transformation from {e g+1 , e g+2 ,..., e N } to {x g+1 , x g+2 ,..., x N } is unity, the likelihood function of {x g+1 , x g+2 ,..., x N } is the same as the joint probability density function of {e g+1 , e g+2 ,..., e N }. In light of (7) maximization of the likelihood function is approximately equivalent to minimization of the function Q(Θ)
with respect to the parameter vector Θ. Minimization of Q(Θ) with respect to Θ yields the conditional maximum likelihood estimate of Θ, conditioned on the data {x t } . It can be seen that (8) is of the least squares type; the purpose of the approximation involved from (7) to (8) is indeed to obtain an expression easier to minimize than the exact likelihood formula.
For given (p, k, m), the parameters of a BL(p, 0, k, m) model are estimated by linear minimization, using standard least squares techniques, such as the Householder transformation, [27] . Q(Θ) is expressed in terms of the unknown parameters by the following equation:
where e t is given by (3) after omitting scalar parameter a.
For the initialization of the minimization, the first residuals will be obtained from the linear only part of the model, as follows:
Thus, the estimation of the unknown parameter vector Θ may be carried out based on the values of { x t } and the initial values of the residuals { e t } solving the following set of first order derivative equations:
The standard least-squares technique was selected as opposed to the non-linear minimization method of Newton -Raphson because it can estimate Θ more efficiently. The parameter estimation procedure for the BL(p, 0, k, m) model can be put into the following steps:
Step 1. Use the given signal { x t } (EEG data record) to estimate a p-th order AR model.
Step 2. Estimate the residuals { ê t }of the fitted AR model, according to (10).
Step 3. Use { ê t } in (9) and apply the least squares method to estimate Θ of the BL(p, 0, k, m) model.
Step 4. Use Θ in (3) to re-estimate the residuals { ê t }. Re-apply Step 3 using this new set of re-estimated residuals { ê t } to obtain the new value of Θ .
Step 5. Repeat Steps 3 and 4 until the estimated parameter vector Θ converges.
Convergence of the algorithm described above is not guaranteed, as it was verified in the experimental part. For those EEG records where convergence is not achieved, we resort to the non-linear minimization of Q(Θ) via the Newton-Raphson method. It has been seen in the experimental part that in almost all such cases, the parameters have converged. In the rare cases where convergence failed to occur, the specific EEG records were deleted from the set.
When applying the Newton-Raphson minimization, the parameter estimate Θ obtained through the least squares minimization is used as the initial point of the iteration. The first and second derivatives of Q(Θ) are estimated and the respective derivative matrices G(Θ) and H(Θ) are formed and used in the iteration
where Θ (k) is the estimate produced at the k-th step of the iteration. The convergence threshold, which is the euclidean distance between every two consecutive estimates
, is taken to be 0.1.
Data Acquisition

Fig. 2 An example of a 30 sec long EEG record (sampling rate 128 Hz), from subject A.
A number of forty five (45) EEG recordings were taken from each of a set of four (4) subjects, referred to as A, B, C and D. In addition, one EEG recording was taken from each of seventy five (75) different subjects, to form a group named X. The final pool of EEG recordings thus contained 4 x 45 + 75 x 1 = 255 recordings.
All recordings were taken using a digital electroencephalograph with the PHY-100
Stellate software. Subjects were at rest, with closed eyes. Voltage difference (in µV) was recorded between leads O2 and CZ (one channel). All EEG recordings lasted for three (3) continuous minutes, thus producing a 23040 samples long record each, at a 128 Hz sampling rate. Recordings were filtered using a 1 -30 Hz low pass filter to retain spectral information present in the four major EEG rhythms (alpha, beta, delta and theta).
Each 3 min EEG recording was then divided into six (6) segments of 30 sec each, thus producing 6 x 45 = 270 segments from each of the four subjects (A, B, C, D) and 6 x 75 = 450 segments from the set of different subjects (X). As an example, Fig. 2 shows a segment from subject A, while Fig. 3 shows the spectral analysis of the same segment. 
Signal preprocessing and feature extraction
Preprocessing of the EEG signals is carried out in two steps:
• In the first step, the AR parameters of each EEG segment are estimated from the linear model in (1) . According to the discussion in paragraph 2.1 above, a p = 8 order AR model is fitted to the 30 sec EEG segments. A set of such parameters obtained from a single segment is shown in Table 1 , as an indicative example.
• In the second step, the AR parameters are re-estimated as the linear part of the bilinear model of (3). The order of the linear part of the bilinear model was retained to p = 8 while the non-linear part orders were set to k = 2 and m = 3. Thus, parameter vector Θ consisting of p+mk = 14 elements are constructed. The parameter estimation procedure proceeds as follows:
A segment is selected at random from the six segments of each EEG recording. If convergence of the bilinear parameters is achieved using the least-squares technique, the segment is retained as representative of the recording. Otherwise another segment is selected, until all six segments are exhausted.
If none of the six segments of an EEG recording converges, the iterative Newton-
Raphson technique is applied, again on a per segment basis. If the NewtonRaphson technique fails to converge for all six segments, then this EEG recording is altogether deleted from the set.
In our experimental work we have seen that the parameter estimation step converged using least squares in 249 out of the 255 EEG recordings while the Newton-Raphson minimization was necessary only for the 6 EEG recordings left. No case has shown up where a recording had to be deleted. As an example, application of the aforementioned algorithm to the data shown in Fig. 2 has yielded the bilinear parameters of the BL(8, 0, 2, 3) model given in Table 2 . 
Classification Experiments
The final step of the proposed method is to use the estimated bilinear parameter vectors as feature vectors, in order to train and then to test an artificial neural network classifier.
The neural network selected and employed in our work is the Learning Vector ].
The rate of the update, or learning rate, a, controls the speed of convergence and is a descending function of "time" or iteration index (i).
The class separating surfaces obtained in this way, are nearly optimal in the bayesian sense. Different rules applied when "moving" (updating) class representatives during the training iteration produce different versions of the LVQ training algorithm. The version employed here, namely LVQ1, is chosen for its properties of quick convergence and robustness of the class representatives positions over extended learning periods.
As stated in the Introduction, this type of network was selected among other candidate types, such as the Multi-Layer Perceptron, because it has the ability to classify incoming vectors into classes that are not linearly separable in the r-dimensional space, where r is the number of the parameters. This is a desirable property, given the nature of our feature space.
Another interesting property of LVQ is that it is designed to be a good classifier rather than a good vector quantizer. This is reflected in the training process, where effort is put into moving class representatives to such positions as to minimize classification error and not total quantization error (distortion).
Fig. 5 Sammon mapping of the Learning Vector Quantizer neural network codebook vectors from the 14-D space to the 2-D space. Bilinear feature vectors, test case [A, X].
As an example, EEGs while in test case 1 the "adversary" group is not structured, i.e., it contains one EEG from each one of 75 different subjects.
The LVQ network architecture for this test case has twelve (12) 
Results
Classification Results
In this paragraph we present the classification results obtained in experiments conducted on real field EEG recordings along with their statistical evaluation.
Results of Test Case 1
Results are tabulated in Tables 4-7 As it can be seen in the diagonal entries of Tables 4-7 , correct positive classification scores (i.e., subject A classified as A, B as B, etc.), ranging from 68% to 76% when based on linear features, move to the range of 76% to 88% when the bilinear parameters are included.
Incorrect negative scores (i.e., subject A classified as X, B as X, etc.) exhibit the analogous decrease, being complementary to the correct positive answers. The off-diagonal entries of Tables 4-7 show that correct negative classification scores (subjects from group X classified as X) exhibit a case-dependent behavior when moving from linear to bilinear parameters:
They decrease in the first two test cases (Tables 4 and 5 ) while they remain constant in the last two test cases (Tables 6 and 7) . Finally, incorrect positive classification scores (subject from group X classified as A, X as B, etc.) exhibit a behavior complementary to that of incorrect negative scores.
Results of Test Case 2:
Results are tabulated in Tables 8 and 9 Correct recognition scores are shown along the diagonal of the table entries. For example, in Table 8 (linear case), for subject A correct classification score is 17/25 or 68%, for subject B it is 14/25 or 56%, for subject C it is 20/25 or 80% and for subject D it is 17/25 or 68%.
Incorrect recognition scores are shown in the off-diagonal entries. For example, out of a total of eight (8) incorrect recognitions of subject A, two (2) of these are recognized incorrectly as belonging to subject B, three (3) to subject C and three (3) to subject D. The classification scores based on bilinear features, shown in Table 9 , are interpreted analogously. We can see that inclusion of the bilinear parameters results in a consistent improvement of correct scores (diagonal entries) with respective reduction of incorrect scores (off-diagonal entries) across all four classes.
Statistical Evaluation
The results of a classification experiment can be put into a two-ways contingency table, [30] . A two-ways contingency table is structured on the basis of two criteria, along its two dimensions. Here we use "subject belongs to class i" as the first criterion (vertical dimension) and "subject is classified into class j" as the second criterion (horizontal dimension). An ideal classification method should produce a diagonal matrix of classification scores ("subject belongs to class i" and "subject is classified into class i"), corresponding to full dependency between the two above criteria, while practical methods would tend to this behavior.
Evaluation of the statistical significance of the classification results is thus transformed into a hypothesis testing problem: The null hypothesis of independence of the two criteria is tested against the alternative hypothesis of dependence. The test statistic used for this purpose is the 
where N is the total number of events in S, R i is the sum across the i-th row of S and C j is the sum across the j-th column of S.
The degree of dependence between the two criteria can also be measured by the Cramer coefficient [30] of mean square contingency,
Coefficient φ 1 takes on values between 0 (independence) and 1 (full dependence). Two classification methods can in fact be compared in terms of their Cramer coefficient, as to the statistical significance of their results. Note that for 2x2 contingency tables, (15) becomes
In all four tests of test case 1, the results form 2 x 2 contingency tables. Expected frequencies accompany observed frequencies in the cells of Tables 4-7. As it can be seen in As a final comment, it may also be interesting to apply the proposed method to groups of subjects with pathological EEGs, in the sense that comparative analysis between "healthy"
Discussion and Conclusion
and "pathological" results may reveal useful information about the specific pathologies and their differential diagnosis. 
