We consider the problem of separating independent constant modulus signals received by an antenna array. Assuming that the statistics of the phases of the signals are known, we derive a closed form solution for the array response vector from which the original signals can be recovered. Our method is based on estimating the higher order statisitics of the received signals, and the estimate of the array response vector is shown to be asymptotically unbiased. Simulation results are included to demonstrate the feasibility of the algorithm.
Introduction
We consider the following problem. Suppose we are given a complex M x N matrix r z l l t12 . . 
and S is a d x N complex matrix whose elements have unit modulus, viz. Therefore the factorization of Problem 1 will allow us to separate and identlify each FM signal.
Many other phase retrieval problems can be reduced to Problem 1 but we shall not consider those here.
Uniqueness:
The first natural question that arises in connection to the constant modulus factorization problem is that of the uniqueness of the solution. In other words is it possible that for a given X ,
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The answer to the above question has been given in , where under some mild conditions (which shall e satisfied by the conditions required of our development), all solutions are parametrized by in this solution we shall obtain estimates of the polynomials Therefore from a physical point of view such nonuniqueness will not affect our ability to recover the signals in an unambiguous fashion. Noisy Measurements: Another question that arises is that in practice X may not exactly admit a constant modulus factorization (due to, say, the presence of noise) and all we can write is X = A S + N , for some noise matrix N . In this case one shall at: tempt to find a factorization of the form X = AS where ,f. is close to X in some sense.
Fo a long time, the constant modulus factorization problem was considered to be too nonlinear to admit a closed-form analytic solution, and only iterative gradient-descent schemes have been developed. These algorithms are based on the pioneering work of Godard [l and 'I'reichler and Agee [2] , and are intimately re 1 ated to alternating projection met,hods. These algorithms go under t,he name CMA's (constant modulus algorithms) and have the drawback t'hat convergence, may be slow,, or that one may converge t o a local mininiuni.
In this paper we shall use a different approach and shall show that by making assumptions on the statistics of the phases of the signals, we can find a closed-form solution to the array response matrix ,4. The method is based on estimating the higher order statistics of the received signals and can be shown to yield asymptotically unbiased estimates.
The method also allows one to find the A matrix in the presence of noise, and when an exact factorization does not exist. These shall be the subject of t,he remainder of the paper.
A Closed Form Solution

The Solution
Consider once more The general method for obtaining the polynomials P(')(a) and P ( i j ) p ) is the same as that described above. When >_ 2, we need to to compute the higher order statistics as well. The results are given below. from which we can obtain the coefficients of the desired polynomials as follows.
The Assumptions
pm 1 ---EIz11l2
The remaining polynomials are obtained in the same fashion.
2.5
In this case we have
Computing the higher order statistics yields Although it is possible to derive general formulas for an arbitrary d , due to lack of space we shall not do so here.
Error Analysis
In practice the required expectations are estimated as follows
It is well known that the variance of such estimates is proportional to h. Thus the coefficients of the estzmated polynomials P(')(a), P('J)(a) will have variance proportional to k, and it follows that the roots of these polynomials will have variance proportional Thus as N -+ CO, the variance of our estimate of A tends to zeo. Thus the algorithm is asymptotzcally unbzased or strongly conszstent.
In general, when we have estimated the polynomials, they will have some deviation from their true value. Thus, to +. and the root wil be perturbed from the true root 6 to 6 + 6a. Therefore using a first order analysis, we have The above relation shows that the computed root will be sensitive to estimation errors if -&P(~)(G!) is small, i . e . if there is another root close to 6 .
Extensions to the Case with Noise
When we have noise our model becomes
where s, is as before, and n, is white (spatially and temporally) noise, that is independent of s ; .
The algorit,hm for estimating A extends in a straightforward manner, as long as we know the higher order statistics of the noise.
In the case where ntl is a zero mean Gaussian noise with variance U' (as is the usual assumption) we have 
S N R =
In the simulations we have considered a in which there are four elemenh in the array and the number of FM signals is We have considered 4 different cases with lOdb, 20db, 30db, cm (where by S N R we mean the average signal-to-noise ratio over all four users). The difference between the strongest and weakest signal was on the avearge 7dh.
We have considered two different methods of constructing the estimates of the aij from the estimated polynomials. The details of the algorithms do not concern us here. We performed 50 simulations per scenario and have computed the corresponding mean-square error for each estimated FM signal. As can be seen from the figures the mean square error decreases with the number of samples. However, it is int,eresting that t,he results do not differ substantially for S N R = 20db, 30dh, 00.
The results indicate that the algorithm has done a good job of separating and estimating the FM signals, and may be feasible in practice. Moreover, the estimates of the A matrix obtained using our method can also be used as the initial estimate in the locally convergent, standard CM algorithms. Our experience shows that such initial est,imates invariably led to convergence of the CM algorithm within a few ikrations. 
Conclusion
The repvresent standard deviation. The number of samples ranged from 20 to 500.
A closed form solution to the Lonstant modulus problem was developed, and an algorithm proposed based on this solution. The proposed algorithm avoids iteration and convergence problems, and was shown to be asymptotically unbiased. The feasibility of the algorithm was demonstrated using simple simulations. For future work more simulation is required to compare the algorithm with the standard CMA algorithms. It also would be interesting to generalize the algorithm to include for frequency selective (or FIR) channels. Although this was not done here, the algorithm can be made recursive.
