This paper articulates some of the challenges for what has been an implicit goal of design for market systems research: To predict demand for differentiated products so that counterfactual experiments can be performed based on changes to the product design (i.e., attributes). We present a set of methods for examining econometric models of consumer demand for their suitability in product design studies. We use these methods to test the hypothesis that automotive demand models that allow for nonlinear horizontal differentiation perform better than the conventional functional forms, which emphasize vertical differentiation. We estimate these two forms of consumer demand in the new vehicle automotive market, and find that using an ideal-point model of size preference rather than a monotonic model has model fit but different attribute substitution patterns. The generality of the evaluation methods and the range of demand model issues to be explored in future research are highlighted.
INTRODUCTION
A goal in design for market systems is to integrate models of demand, cost, and product performance in order to implement a game-theoretic formulation of producer behavior where producers choose the products they will produce, the attributes of the products, and the prices they will charge in order to maximize an objective such as profit. Economic theory of produc- * Address all correspondence to this author. ers, differentiated products, and market equilibrium are wellestablished and ongoing fields. Economic theory recognizes that in differentiated-product markets firms compete on product attributes as well as price [1] . Engineers develop explicit representations of firms' technology capabilities, proving opportune to conduct forward-looking product planning or design scenarios in a market system context given suitable consumer decision models. This paper suggests that conventional consumer decision models from economics should be evaluated as to their suitability for use in a producer decision model and is a first attempt at presenting methods to accomplish this task.
Section 2 provides background on econometric models with specific highlights to applications in the automotive market and developments in the engineering design literature. Section 3 identifies challenges stemming from current demand modeling practice. Section 4 presents methods for evaluating a given demand model for use in a design optimization context. Section 5 presents a mixed-logit choice model from the new vehicle automotive market estimated from disaggregate consumer data and discusses the performance of this model with respect to the evaluations described in Section 4. Section 6 summarizes conclusions.
BACKGROUND
We focus on econometric models of product demand derived from observed consumer behavior. We assume consumers seek to maximize their expected utility, and the demand (or choice)
Econometric Model Application in Engineering
Design Engineers have begun to adopt, modify, and develop econometric models to serve in design for market systems applications, especially applied to automotive vehicle design [14] [15] [16] [17] [18] . Michalek [14] and Shiau and Michalek [15] extracted the price, fuel economy, and acceleration pieces of utility from an existing automotive demand model, assuming all other product attributes (e.g., dimensions) are fixed. Frischknecht and Papalambros [16] used these same assumptions while including vehicle size decisions but also adjusted the parameters for fuel economy and acceleration, recognizing the fleet average (i.e., consumers' expectations) of these attributes have changed since the time the model was estimated. These heuristic methods allow demand models to be used in design optimization for illustrative purposes but the interpretation of the results is uncertain.
Kumar [3] and Shiau [19] constructed their own demand models for the purpose of design optimization. However, little emphasis has been placed on the choice of the functional form of utility used in these models. Wassenaar et al. [17] presented a first attempt at addressing this issue, applying the Kano method to select the functional form for each product attribute, but offered no methods for evaluating the suitability for design optimization of the resulting demand model beyond measures of fit.
A question in design for market research is how to identify sensible optimization outcomes. If the market is in price and design equilibrium and the demand and cost models capture this, then a design optimization market simulation should replicate the existing vehicle prices and designs. The researcher could then experiment with counterfactual demand-or supply-side shocks. If the market is not in design (or price) equilibrium, then a design optimization market simulation will suggest changes to firms' designs (prices) in order to maximize profits. The confounding question becomes how to differentiate a situation where the market is in design and price equilibrium but the cost and demand models are inadequate from a situation where the market is not in equilibrium and the cost and demand models are reflective of the market. We conjecture that one way forward is to develop models with sufficient flexibility to allow testing of either scenario. Such models would necessarily accommodate the effects of attribute (not only price) changes.
Although the majority of the design examples in the literature have adopted published choice models, we hypothesize that this practice may contribute to poor market simulation results regardless of whether the market is in equilibrium or not. This can occur when the estimated choice model describes well the aggregate consumer behavior given a fixed vehicle fleet, but misses preference nonlinearities and correlations between attributes, which would mislead the design optimization. We seek to expand understanding of demand modeling in a design context, leaving the evaluation of integrated engineering, product cost, and demand models to future work.
PRODUCT DIFFERENTIATION AND CONSUMER PREFERENCES
Economic theory describes two forms of differentiation: Vertical differentiation results when consumers agree on the relative value ordering (or quality) of competing products or attributes of a product but differ in their willingness to pay for increased quality. Horizontal differentiation results when consumers disagree about the relative ordering of goods or attribute levels of a good. In the new vehicle automotive market, if we take the price equilibrium perspective, we assume that consumer preferences have motivated firms to produce multiple products that are both vertically differentiated (e.g., various grades of luxury for a full-size sedan) and horizontally differentiated (e.g., various vehicle classes). Industrial organization theory tells us that product differentiation tends to weaken price competition [1] . It is clear that a model of vertical differentiation would result in different design optimization results than a model of horizontal differentiation. In the former, the dominant tradeoff is between cost and improvement of the attribute but in the latter, the important tradeoff is among consumers. We conjecture that optimization studies using demand models with little horizontal differentiation will be oversensitive to price and under-predict differentiation in product attributes compared with the observed market.
Our hypothesis is that functional forms of econometric demand models that have more freedom to capture horizontal differentiation if it exists will perform better in terms of fit and predictive validity than those that imply consumer preferences are predominantly based on vertical differentiation. The improved fit could be taken as one measure that the conventional models underpredict the level of horizontal preference heterogeneity in the market. Additionally we hypothesize that substitution patterns between vehicles will be noticeably different between the conventional and the increased horizontal differentiation models.
With the exception of dummy coding [7] , the typical utility function of a mixed-logit specification is formulated by Eqn (1), for product attributes z with fixed effects, demographic and attribute interactions x with fixed effects, and attributes or interactions w with random effects reveals that linear-in-attribute specifications primarily imply vertical differentiation through the monotonicity of utility with respect to each attribute.
Such specifications do allow for two special cases implying horizontal differentiation. The first is when a random coefficient straddles 0 so that increase in the given attribute provides utility to some individuals and disutility to other individuals-implying that consumers either like or dislike the attribute monotonically. In this case, however, preference may be better described by a term representing horizontal differentiation.
The second opportunity for horizontal differentiation from the conventional utility forms comes from the dummy variables associated with brand, vehicle class, or other attributes. When the coefficients on these dummies are treated as random, it is possible for the preference ordering between vehicle class, for example, to vary across the population. This will occur if the estimated variances are large enough to dominate the estimated mean effects. Interacting vehicle class dummies with observed demographics is the systematic analog to this idea. When the estimated parameters are constant across individuals then the utility function represents a homogeneous ranked-ordering of brands or vehicle classes (i.e., vertical differentiation). This approach is quite common and requires specifying the structure of differentiation a priori (e.g., the vehicle classes). A third, less common approach is to transform a product attribute such that it does not enter into the utility function monotonically. We propose an ideal-point utility formulation for vehicle size as an example of this approach. We choose vehicle footprint for the ideal point because we believe it is the continuous attribute that is most likely to demonstrate horizontally differentiated preference. 1 
EVALUATION METHODS
Chintagunta et al. [20] propose four criteria for evaluating choice models in their review of the economic and marketing literature regarding structural choice models such as those described in Section 2. They are fit, interpretability, predictive validity, and plausibility. The econometrics literature has developed and applied many statistical tests to address these criteria in the context of choice share predictions [21] . However, many other properties of choice models are important to investigate for engineering design. This paper is a first attempt at developing methods, both adapted from econometrics and newly created, to evaluate the suitability of demand models for design optimization studies using these criteria.
Interpretability and Fit
We define interpretability as a qualitative assessment of how well the functional form of utility is supported by theory or beliefs of market behavior. Questions that a modeler should ask when checking for interpretability before estimation include: Do all components of utility have behavioral or physical significance? Does each behavioral or physical factor influence choice probabilities in a manner that is consistent with theory or belief? After estimation, the modeler should check interpretability by conducting various tests: (1) The significance of the estimated parameters, with particular attention to those deemed to support theory or beliefs; (2) the signs of the estimated parameters; (3) over-fitting; (4) colinearities among attributes. We will report on items 1-2 in Section 5. Items 3-4 require further development and are left for future work.
Metrics to evaluate choice-model fit can be directly applied from econometrics but we deemphasize their importance compared to the other evaluation criteria. Measures of fit emphasize the descriptive power of a model with respect to the same data set used to estimate the model. However, they do not indicate if the model is correctly describing the most important factors or how well the model will predict outcomes based on changes in behavior, both of which are important for design optimization.
The standard measure of fit for logit models is the likelihood ratio index ρ 2 = 1 − LL(β)/LL(0), which measures how well the estimated model performs compared to a model where all of the parameters are zero (i.e., no model). Values between 0.2-0.4 represent very good model fits, and have been equivalenced to 0.7-0.9 R 2 values [4] . This statistical measure can be used to compare the goodness-of-fit of two or more models if they are estimated from identical data sets and choice alternatives [21] .
Predictive Validity and Plausibility
The goal of estimating the demand model in design for market systems is to predict demand for products under counterfactual scenarios. Properties of particular interest to design optimization relate to how the model predicts consumers trade off product attributes and how their willingness to pay for improving an attribute compares to the cost of improvement.
Whereas fit measures the ability of the model to describe the in-sample data, predictive validity evaluates the ability to describe out-of-sample data. This may include a hold-out sample from the same time period for which the model was estimated, or it could be a sample from another time period or population. The likelihood ratio index can be used to evaluate a model's ability to predict choice shares from this out-of-sample set. This evaluation is one measure of a model's ability to capture consumer tradeoffs among attributes because one way to interpret superior model performance (i.e., higher ρ 2 ) on out-of-sample data is that the model better captures consumer tradeoffs rather than simply describing the data (i.e., a good fit).
Similarly, another test that can be performed to indirectly evaluate the validity of the attribute valuation described by a particular model is predicting prices for products in an equilibrium framework as performed by Morrow [22] . If accurate cost data is available, then the demand model can be used to generate equilibrium prices for all products under assumptions of competitive behavior. This evaluation is stronger than the likelihood ratio index because it can be used to identify systematic errors in predicting attribute tradeoffs such as if prices for higher quality products were underpredicted.
We define plausibility as the ability of the estimated model to produce outcomes that represent market behavior based on theory or observations. One way to assess plausibility in the absence of cost and constraint models is to examine substitution patterns between competing goods given changes in price and other attributes, as measured by own-and cross-elasticities. The substitution patterns can then be compared to observed market behavior where possible.
The elasticity of demand E ix m j for vehicle i is the percentage change in demand for i given a percentage change in attribute m of j. The formula for cross-and own-elasticities for individual n given a mixed-logit choice model are as follows [13, 23] .
where
, is the unconditional likelihood individual n chooses vehicle i, and L ni (β n ) = e β n x ni / ∑ j e β n x n j is the conditional likelihood individual n chooses vehicle i for a particular β n with similar interpretation for L n j for vehicle j, X m j is the value of attribute m for vehicle j, and B n j is the partial derivative of the systematic component of utility with respect to X m j . The integrals in these equations can be simulated by computing the inner terms for a number of draws from the parameter distributions and then dividing by the number of draws D, where the market-level elasticity E ix m j can be approximated by summing the individual elasticities of a representative population and dividing by the number of individuals N.
EXAMPLE MODEL
We seek to compare models built on different assumptions according to the methods of the previous section. Specifically, we compare a traditional linear-in-coefficients mixed-logit model with a modified linear-in-coefficients model that allows quadratic (or ideal-point) attribute terms to enter the utility expression.
Estimation
We estimate the models according to the simulated maximum log likelihood approach using Kenneth Train's publicly available estimation code for Matlab [23] . Data for the estimation came from the Maritz Research 2006 New Vehicle Customer Satisfaction survey [24] and additional vehicle specification data came from Chrome System Inc.'s New Vehicle Database and VINMatch tool [25] . The choice set for each individual was selected from 473 vehicles (a subset of 2006 model year vehicle styles corresponding to available make, model, and engine options). We eliminated vehicles priced over $100,000 as well as seven alternatives that were not observed in the survey data, and further reduced the vehicle choice set by consolidating pickup truck and full-size van models with gross-vehicle-weight ratings over 8,500 lb to 2 models each. Summary vehicle data is provided in Table 1 .
An individual's choice set was taken to be 100 vehicles including the purchased vehicle, the vehicles strongly considered (up to 3 vehicles as reported by the survey respondent), and uniformly-conditioned randomly-selected vehicles up to the 100 vehicles. We take the reported order of considered vehicles as a preference ranking and treat the overall estimation as an exploded (or rank-ordered) logit. Assuming the error term ε i is independent and identically distributed following the extreme value type 1 distribution in the mixed logit model allows ranked observations to be treated as seperate choice observations [21] . An individual's choice set for the pseudo-observations is the same as for the purchased vehicle observation choice set with the purchased and higher-ranked considered vehicles removed.
A set of 6,563 individuals were sampled from 81,705 survey respondents 2 using choice-based sampling to approximate 2006 market shares. In some cases either too few vehicle choices were available in the survey to match the sales or too few respondents would be sampled to represent the demographics of purchasers of a vehicle. 3 To account for this, a set of weights was generated for each individual in the sample to adjust the log-likelihood calculation to correctly match 2006 market shares. 4 The assumption made with this approach is that the sampled individuals who purchased a particular vehicle alternative are representative of all individuals who purchased that vehicle.
We instrumented for price endogeneity (R 2 =0.78) using attribute distance metrics patterned after those reported by [6] , where instrumental variables consist of differences between vehicle attributes (hp and L ×W × H) among a firm's vehicle fleet and among competitors' vehicles as well as the systematic prod-2 Nineteen percent of the survey respondents did not report income. These individuals were set aside for sampling purposes as well as individuals who purchased model year 2007 vehicles in 2006. 3 The authors arbitrarily set a minimum of five observations for each vehicle alternative (if at least five were available) to increase the sample of demographics for consumers of low market-share vehicles. 4 The authors utilized the weighting procedure available in Train's code. This procedure multiplies the log of each individual's logit probability (including all choice observations) by the weighting value for that individual. uct attribute components of utility. We ignore product attribute endogeneity assuming that the observed non-price attributes are uncorrelated with the unobserved utility component.
Specification
The utility specification can be broken into three parts following Eqn (1): Terms that rely on the product alone δ z j (brand dummies Europe, Japan, Chrysler, GM, Korea); interactions between product attributes and demographics β x i j (minivan · children, SUV · children, pickup · rural); product-attribute or attribute-demographic interaction terms with individualspecific random coefficients (assumed normally distributed) µ i w i j (price/income, hp/wt, gal/100 mi, f oot print; class dummies based on EPA vehicle classes: 2seat or minicompact, minivan, SUV , van, pickup; a hybrid dummy) 5 .
Model 1 assumes utility is monotonic in vehicle footprint: 2 , which implies an interior maximum when β 1 is negative. Variation across individuals in β 2 represent individual-specific ideal footprints for a vehicle. In order to use estimation techniques built around linear-in-parameters utilities, we simplify the expression by expanding the quadratic:
, which we use in the estimation. We eliminate β 1 β 2 2 because it is constant across vehicles and only relative utility affects choice probabilities. Parameter estimates and standard errors are reported in Table 2 .
Model Performance
We evaluate the performance of the two models according to the criteria described in Section 4.
Interpretability and Fit
Attributes and demographics were chosen with physical interpretations related to vehicle design. Price divided by income allows sensitivity to price to change nonlinearly with income. This follows the intuition that price influences choices more when it represents a higher percentage of annual income. Horsepower over curbweight is a proxy for acceleration, which we believe is an important factor in purchases. Other performance metrics could be tested, but this extension is beyond the scope of the present study. Vehicle size should also be relevant to the car-buying decision. However, the monotonic formulation of Model 1 seems nonsensical when carried to extremes. The formulation in Model 2 maps more naturally to the observation that different size vehicles (of the same price) succeed in the market.
The vehicle segment dummies match observed vehicle classes in the market with sedans (ranging from subcompacts to full size) set to the baseline vehicle so that values of the segment dummies are relative to sedans. These segment dummies were included to account for preferences relating to segments that are not captured through tradeoffs of other observed attributes. A hybrid dummy was also included to account for any influences on purchase decisions of hybrid independent of fuel economy.
Similarly, brand differences were explicitly included (using seven groups: European, Japanese, Chrysler, GM, Korean, and Ford, with Ford set as the baseline) to account for brand preferences. Other combinations could also be tested but are outside the scope of this study. The demographic interactions of minivan and SUV purchases in households with children and pickup truck purchases in rural areas are intuitive.
The signs of the parameters are generally as expected including the signs for the footprint terms in Model 2, which implies local maximum values. It is counterintuitive that individuals would Another observation is that the mean value for 2Seater/Minicompact is positive but not significant in Model 2 and negative and significant in Model 1. This is likely related to the differences in the footprint specifications. This case illustrates the challenge working with these models because a change in specification propagates to other elements of the specification that may have very different interpretations in a design optimization context. Model 2 includes two more terms than Model 1 and has one more term that is significant in at two-tailed t-test at a 95% confidence interval. Notably, the standard deviation for f oot print and hp/wt in Model 1 are not significant. Model 2 supports the representation of horizontal differentiation with a significant standard deviation in the second f oot print term (β 2 ).
Regarding fit, the log-likelihood ratio, or psuedo-R 2 value, for the models were 0.115 and 0.119 respectively. While these values are substantially lower than the target range of 0.2-0.4, the likelihood ratio cannot be compared across other models in the literature estimated on different data. Overall, both models are comparable in terms of fit.
Predictive Validity and Plausibility
The use of choice-based sampling did not allow true hold-out sample testing. Instead, a psuedo-hold-out sample was generated by drawing a new choice-based sample from the 2006 survey data. This new sample overlaps the original because low-observation choices in the survey data are identical but it still gives us some insight into predictive validity. The log likelihood ratio for the pseudo-hold-out-samples for Model 1 was 0.106 and for Model 2 was 0.113 indicating that the ideal-point model had slightly higher predictive validity than the monotonic model.
To evaluate plausibility, we use three visualization schemes examining market shares and substitution patterns predicted by the models. Figure 1 plots predicted market shares from BLP, Model 1, and Model 2 with observed market shares. This comparison is important for evaluating models for use in optimization because it illustrates how well demand is described by the chosen design and brand variables.
The purpose for the comparison with the BLP model is not to compare performance directly per se given that BLP was estimated on 1971-1990 vehicle data, but to illustrate a potential pitfall in adopting an "off-the-shelf" choice model for a design for market systems study 6 . A conventional economics study would include alternative-specific constants to exactly match market shares. However, we emphasize the importance of considering model performance without the aid of the alternativespecific constants because 1) designers comparing different models should consider how much variance can be described by design attributes before the aid of the constants 2) the values for alternative-specific constants are not available for many published models, and 3) including alternative-specific constants can add computational burden to the model estimation process.
For the second and third visualizations, we examine the substitution patterns produced by both models by looking at own-and cross-elasticities. Substitution patterns are particularly important for design optimization because they indicate how changes in design attributes would affect demand in the local region of existing products. Table 3 gives the values of B m n j for the attributes of interest.
We simulated own-and cross-elasticities for each vehicle alternative using the estimation population of individuals (N = All attributes involving dollar values were scaled from 2006$ to 1983$ for BLP utility evaluation. Additionally, a model of the outside good was reported in BLP but not in Model 1 and 2. We normalize utility comparisons between all models by differencing the maximum utility for each individual from the other utilities for that individual. For BLP we further eliminate individuals whose maximum utility did not exceed the value of the outside good and then rescale the market shares based on the remaining individuals. 
6, 563) and 100 standard normal random draws for each individual. Figure 2 shows the own-elasticities for price, hp/wt, gal/100 mi, and L ×W for both Model 1 and Model 2 for all 473 vehicles. The cross-elasticity for L ×W is shown for both models in Figure 3 . In both figures vehicles were ordered to aid interpretation: from left to right the vehicles were grouped by class; for Figure 2 vehicles were ordered within class from smallest to largest value of the corresponding attribute; for Figure 3 vehicles were ordered within class from least to most expensive.
Comparing own-elasticities reveals that Model 2 has greater heterogeneity in the L ×W and gal/100 mi attributes. The ownelasticities for L ×W in Model 2 are large positive values indicating that, in the overall market, increasing size is preferred. Another important difference is that while Model 1 indicates that, on average, size is more important as the vehicle size increases (shown by increasing elasticities from smaller to larger classes), Model 2 shows that increased size is more important for the large sedans and much less important for full size vans and pickups. Figure 3 is a gray-scale plot showing cross-elasticities for the L ×W parameter for Model 1 (a) and Model 2 (b). More negative elasticities are shown in darker shades. Many effects can be observed by studying the plot in detail. For example, changes in the Sedan class affect shares in the 2Seater/Minicompact class, but changes in the 2Seater/Minicompact class have less effect on the Sedan class. Panel (b) shows that some vehicles have positive cross-elasticities for L×W in Model 2 (primarily for changes to the large pickup trucks and vans). This means that increasing size of vehicle j will increase the market share of vehicle i. Both models show much stronger substitution within class than between classes. Panel (b) shows that vehicles within the same class and closer in price have greater magnitude cross-elasticities (an intuitive property). This is seen by the lighter shading on the upper diagonal for each block compared to the lower diagonal. This effect is less pronounced for Model 1, but it is difficult to conclude from the plot if this is a real difference between models or due to the difference in cross-elasticity magnitude. 
CONCLUSION
We present methods for evaluating the use of consumer choice models in a design optimization context. We use these methods to test the hypothesis that allowing horizontal taste preferences to be expressed explicitly and separately from distributions of random coefficients improves the performance of the model with respect to these metrics. Results suggest that the inclusion of horizontal preferences slightly improved fit and predictive validity, but this effect was not strong enough to clearly support the hypothesis. With respect to plausibility, we show that the inclusion of horizontal-preference terms significantly modifies substitution effects. This behavior is likely to change optimization results, but evaluation of the appropriateness of substitution patterns is left for future work.
Applying similar evaluation methods to those presented should be foundational to design for market systems research in order to evaluate hypotheses about consumer-preference relationships. Similar evaluation methods are needed for producer cost models and for game-theoretic competitive behavior. The right combination of appropriate demand and cost models, and competitive assumptions should lead to a set of intuitive checks on plausibility applied to the entire market system. While this paper presents methods that are useful for comparing one demand model specification to another, it does not address the issue of how good is good enough. Practically speaking, a good enough specification is one that yields sufficient predictive validity for the design context of interest. Theoretically speaking, a good enough specification embodies economic and behavioral theory that can be tested in context of the market. Three potential directions related to demand modeling are highlighted here for consideration in future work to improve the performance of demand models for design optimization studies.
The first is to consider utility specifications that represent fundamentally different decision-making behaviors. A body of research continues to show that models incorporating heuristic decision rules can perform as well or better than models based on compensatory trades in many decision-making scenarios [26] . Areas for exploration in design research include models with dummy-coded attribute levels similar to [27] that allow highly nonlinear attribute weightings; exploration of preference thresholds and cutoffs continuing the work of Wassenar [17] ; and in place of random coefficients, random functional forms or stratified functional forms of utility based on demographics or latent class analysis, which allow different individuals to think about the same choice differently. The second is to explore modifications to the representation of the the consumer choice paradigm. The choice paradigm employed in conventional econometric demand models of the automotive industry coincides with that of consumers making compensatory choices across the entire newvehicle fleet when making a purchase decision. An alternative two-stage decision process, where the consumer first identifies a subset of all possible alternatives as the consideration set and then makes compensatory trades between the attributes of the consideration set, has shown some promise in the choice modeling literature [28, 29] . Additionally, incorporating the Heckman selection process [30] to reconcile differences between an overall population and a sub-population of product purchasers (as we had with the new-car buyer survey) may yield fruit in treating the outside good as it relates to setting overall market demand. The third area is to compare fundamental limits of aggregate and disaggregate data as well as revealed and stated-choice data. Individual-choice level or disaggregate data are difficult and costly to obtain. However, when available, analysts derive significant benefit. The theme for this work could be to describe the best demand modeling behavior for design optimization to be expected from an aggregate vs. a disaggregate source, and similarly the best modeling behavior that can be derived from revealed choice vs. stated choice data in the context of design.
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