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Abstract. In this paper, we extend the notion of gapped strings to
elastic-degenerate strings. An elastic-degenerate string can been seen as
an ordered collection of k > 1 seeds (substrings/subpatterns) interleaved
by elastic-degenerate symbols such that each elastic-degenerate symbol
corresponds to a set of two or more variable length strings.
Here, we present an algorithm for solving the pattern matching problem
with (solid) pattern and elastic-degenerate text, running in O(N+αγnm)
time; where m is the length of the given pattern; n and N are the length
and total size of the given elastic-degenerate text, respectively; α and
γ are small constants, respectively representing the maximum number
of strings in any elastic-degenerate symbol of the text and the largest
number of elastic-degenerate symbols spanned by any occurrence of the
pattern in the text. The space used by the algorithm is linear in the
size of the input for a constant number of elastic-degenerate symbols in
the text; α and γ are so small in real applications that the algorithm is
expected to work very efficiently in practice.
Keywords: pattern matching, elastic-degenerate strings, degenerate strings,
indeterminate strings, gapped patterns
1 Introduction
Uncertainty in sequential data (strings) can be characterised using various repre-
sentations. One such representation is degenerate string which is defined by the
existence of one or more positions that are represented by sets of symbols from
an alphabet Σ, unlike an accurate or certain (standard) string characterised by
a single symbol at each position. For instance,
[
a
b
]
ac
[
b
c
]
a
[ a
b
c
]
is a degenerate string
of length 6 over Σ = {a,b,c}.
A compound pattern(or gapped pattern) is another way to capture uncertainty
– it is a list of standard (simple) sub-patterns (or seeds) separated by variable
length gaps defined by a list of intervals [5]. Simply, a compound pattern P can
be represented as follows [15]: P = P1 ∗a1,b1 P2 ∗a2,b2 P3 · · · ∗al−1,bl−1 Pl where, ∗
is a wildcard character (also called don’t care symbol or hole) that matches any
character in a finite alphabet Σ; ∀i ∈ [1..l] each sub-pattern Pi is a string over Σ;
⋆ This work was partially supported by the British Council funded INSPIRE Project
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and ∀i ∈ [1..l− 1] each pair (ai, bi) represents the gap (minimum and maximum
wildcard characters, respectively) between two consecutive subpatterns Pi and
Pi+1.
Here, we introduce another representation to encapsulate uncertainty in se-
quential data – which we call elastic-degenerate strings – by extending and com-
bining the idea of gapped patterns/strings and degenerate strings. An elastic-
degenerate string is a string such that at one or more positions, an elastic-
degenerate symbol can occur which is defined as a set of variable length sub-
strings. Another way to visualise an elastic-degenerate string is to see it as an
ordered collection of k > 1 seeds (substrings) interleaved by elastic-degenerate
symbols such that each elastic-degenerate symbol corresponds to a set of two or
more variable length substrings. bc

 abaab
aca

 ca
[
abcab
cba
]
bb is an example of an elastic-
degenerate string over Σ = {a,b,c}.
This generalisation of concept of degeneracy is motivated by several impor-
tant data mining problems which can be reduced to the core task of discovering
occurrences of one or more patterns in a text that can best be described as an
ordered collection of strings interleaved by sets of variable length strings.
More specifically, in genomics an important class of problems is to study
within-species genetic variation; the state of the art solutions for this class com-
prises of matching(mapping) substrings (called reads) to a longer genomic se-
quence(canonical reference genome obtained through assembly). Owing to the
high diversity among biologically relevant genomic regions in many organisms,
the population level complexities can not be captured by the ‘linear’ structure
of a reference genome (see [11]). Consequently, recent research trend has shifted
towards using alternative representations of genomic sequence for population-
based genome assembly ([9,2,6,12]). One such representation that encodes a set
of related genomes with variations in the reference genome itself (called Popu-
lation Reference Genome in [12]), can be seen as an elastic-degenerate string.
The problem of matching in the context of gapped strings has been stud-
ied extensively using combinatorial approaches (see [14] and references therein).
However, a gapped string (which specifies the constraint on only the length of
the gap between two consecutive seeds) differs from an elastic-degenerate string
because the later precisely defines the possible substrings (of varying lengths)
that can exist between those consecutive seeds. This precise identification of al-
lowed substrings in a gap makes the matching problem in the context of elastic-
degenerate strings, algorithmically more challenging and computationally diffi-
cult.
In this paper, we not only formalize the concept of elastic-degenerate strings
but also present an efficient - in terms of both, space and time - algorithm to solve
the pattern matching problem in a given elastic-degenerate text. To the best of
our knowledge, no other work, heretofore explores the problem accounting for
elastic-degeneracy in the text.
In the next section, we introduce the basic definitions and establish the no-
tions of elastic-degeneracy that will be used in this paper. The algorithmic tools
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required to build the solution are described in Section 3. In Section 4, we for-
mally define the problem along with presenting the algorithm. The algorithm is
analysed in Section 5.Finally, the paper is concluded in Section 6.
2 Terminology and Technical Background
We begin with basic definitions and notations. We think of a string X of length
n as an array X [1 . . n], where every X [i], 1 ≤ i ≤ n, is a letter drawn from
some fixed alphabet Σ of size |Σ| = O(1). The empty string is denoted by ε. Σ∗
denotes the set of all strings over an alphabet Σ including empty string ε. A
string Y is a factor of a string X if there exist two strings U and V , such that
X = UY V . Hence, we say that there is an occurrence of Y in X , or simply, that
Y occurs in X . The starting position of an occurrence, say i, is called head of
the occurrence and its ending position (i + |Y | - 1) is called its tail. Note that
an empty string occurs at each position in a given string.
Consider the strings X, Y, U , and V , such that X = UY V . If U = ε, then
Y is a prefix of X . If V = ε, then Y is a suffix of X .
A degenerate symbol σ˜ over an alphabet Σ is a non-empty subset of Σ, i.e.,
σ˜ ⊆ Σ and σ˜ 6= ∅. |σ˜| denotes the size of the set and we have 1 ≤ |σ˜| ≤ |Σ|.
A degenerate string is built over the potential 2|Σ|− 1 non-empty sets of letters
belonging to Σ. In other words, a degenerate string X˜ = X˜[1..n], is a string
such that every X˜ [i] is a degenerate symbol, 1 ≤ i ≤ n. If |x˜[i]| = 1, that is,
X˜[i] represents a single symbol of Σ, we say that X˜ [i] is a solid symbol and i
is a solid position. Otherwise X˜ [i] and i are said to be a non-solid symbol and a
non-solid position, respectively. For example,
[
a
b
]
ac
[
b
c
]
a
[ a
b
c
]
is a degenerate string
of length 6 over Σ = {a, b, c}. A string containing only solid symbols will be
called a solid string. A conserved degenerate string is a degenerate string where
its number of non-solid symbols is upper-bounded by a fixed positive constant
k.
Now we give the terminology to build the concept of elastic-degeneracy by
presenting the following definitions and examples.
Definition 1 (Seed: S). A seed S is a (possibly empty) string over Σ (i.e
S ∈ Σ∗).
Definition 2 (Elastic-Degenerate Symbol: ξ). An elastic-degenerate symbol
ξ, over a given alphabet Σ, is a non-empty set of strings over Σ (i.e ξ ⊂ Σ∗ and
ξ 6= ∅). An elastic-degenerate symbol ξ is denoted by


E1
E2
.
.
.
E|ξ|

, where each Ei, 1 ≤
i ≤ |ξ| is a solid string. The minimum (maximum) length of ξ, represented as
|ξ|min (|ξ|max), is the length of the shortest (or longest) string in the set.
Definition 3 (Elastic-Degenerate String: Xˆ). An elastic-degenerate string
Xˆ, over a given alphabet Σ, is a sequence S1ξ1S2ξ2S3 . . Sk−1ξk−1Sk, where
Si, 1 ≤ i ≤ k is a seed and ξi, 1 ≤ i ≤ k − 1 is an elastic-degenerate sym-
bol.
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An elastic degenerate string Xˆ can be visualised as follows:
Xˆ =S1


E1,1
E1,2
.
.
.
E1,|ξ1|

S2


E2,1
E2,2
.
.
.
E2,|ξ2|

S3 . . Sk−1


Ek−1,1
Ek−1,2
.
.
.
Ek−1,|ξk−1|

Sk
Example 1 Xˆ = abbc

 abaab
acca

 cca
[
aabcab
cba
]
bb is an elastic-degenerate string, where we
have the following:
– Three seeds: S1 = abbc, S2 = cca, and S3 = bb.
– Two elastic-degenerate symbols:
ξ1 =

 abaab
acca

 and ξ2 =
[
aabcab
cba
]
.
– For ξ1: E1,1 = ab, E1,2 = aab, E1,3 = acca; minimum length is 2 (length of
E1,1 is shortest); and maximum length is 4 (length of E1,3 is longest).
– For ξ2: E2,1 = aabcab, E2,2 = cba; minimum length is 3 (length of E2,1 is
shortest); and maximum length is 6 (length of E2,1 is longest).
Observe the use of Xˆ to distinguish an elastic degenerate string from a (plain)
solid string X or a degenerate string X˜. In the following, we define three char-
acteristics of a given elastic degenerate string Xˆ (with k seeds).
Definition 4 (Total Size: ‖Xˆ‖). Total size of Xˆ, represented as ‖Xˆ‖, is de-
fined as the sum of the total length of its seeds and the total length of all the
strings in each of its elastic-degenerate symbols (i.e. ‖Xˆ‖ =
k∑
i=1
|Si|+
k−1∑
i=1
|ξi|∑
j=1
|Ei,j |).
Definition 5 (Length: |Xˆ|). The length of Xˆ is denoted by |Xˆ| and is de-
fined as the sum of the total length of its seeds and the total number of its
elastic-degenerate symbols (i.e. |Xˆ | =
k∑
i=1
|Si|+ k− 1. Informally, the total num-
ber of positions in Xˆ is its length (considering an elastic-degenerate symbol to
occupy only one position). Intuitively, a position belonging to some seed will
be called solid position and that of an elastic-degenerate symbol will be called
elastic-degenerate position.
In the running example, the total length of the seeds is 9; hence, ‖Xˆ‖ = 9+(2+
3+4)+(6+3) = 27, while |Xˆ| = 9+2 = 11. The first a occurs at (solid) position
1, followed by b at (solid) position 2 and so on; ξ1and ξ2 are at (elastic-degenerate
positions) 4 and 9, respectively; the last b is at (solid) position 11.
Definition 6 (Possibility-Set: ℜ). The possibility-set ℜ of Xˆ is a set of all
possible (plain) solid strings obtained from Xˆ. A solid string can be obtained
by replacing each of the elastic-degenerate symbols with one of its constituent
strings. More formally, it can be defined as follows:
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ℜ = {S1E1,r1S2E2,r2 . . Ek−1,rk−1Sk} ∀ri, 1 ≤ i ≤ k − 1 such that 1 ≤ ri ≤ |ξi|
For instance, in the running example, ℜ = {abbcabccaaabcabbb, abbcabccacbabb,
abbcaabccaaabcabbb, abbaabccacbabb, abbcaccaccaaabcabbb, abbcaccaccacbabb} (constituent strings
replacing the elastic-degenerate symbols have been underlined for clarity).
Now we can definematching and occurrence in the context of elastic-degenerate
strings.
Definition 7 (Matching). A given elastic-degenerate string Xˆ is said to match
a solid string Y if, and only if, Y ∈ ℜ of Xˆ. It is represented as Xˆ ≃ Y .
Informally, if one of the possible strings obtained from Xˆ is the same as Y , we
say that they match.
Analogously, two given elastics-degenerate strings Xˆ and Yˆ match (repre-
sented as Xˆ ≃ Yˆ ) if and only if Xˆ ∩ Yˆ 6= φ. Stating informally, both Xˆ and Yˆ
must produce at least one common solid string.
Example 2 Consider Xˆ as given in Example 1. If a string Y = abbcabccacbabb
then Xˆ ≃ Y whereas for a string Z = abbccccca, Xˆ 6≃ Z as Z does not occur in the
possibility-set ℜ of Xˆ. Given an elastic-degenerate string Yˆ = ab
[
bcab
abb
]
ccacbabb,
Xˆ ≃ Yˆ as abbcabccacbabb is a common solid string obtained from both.
Definition 8 (Occurrence). Given two positions i and j in an elastic-degenerate
string (text) Tˆ , let S be some solid string obtained from Tˆ [i . . j] (i.e. S ∈ ℜ ). A
given solid string (pattern) P is said to occur in Tˆ between positions i and j, if


P = S if both, i and j, are solid
P is prefix of S if i is solid and j is elastic-degenerate
P is suffix of S if i is elastic-degenerate and j is solid
P is factor of S if both, i and j, are elastic-degenerate
An occurrence is represented as the pair of start-position (head) and end-position
(tail).
For consistency with the intuitive meaning of an occurrence, we say that P
occurs at the position of some elastic-degenerate symbol (say ξi) of Tˆ , if it is a
factor of any of the constituent strings of ξi.
Example 3 Consider a pattern P = cabbcb and a text Tˆ as follows:
aacabbcbbc

 aaab
acca

 bb

 cacabbcbb
cba

 bacabbc


b
cabb
bbc
aacabb

 cbc
All the occurrences of P in Tˆ are given in Table 1.
Note that more than one occurrence of P can start from the same position but
their ending-positions are different (for instance, (11, 14) and (11, 15) in Example
3). Also, note that different strings in the same elastic-degenerate symbols can
lead to the same occurrence i.e. same pair of head and tail (as happened for
occurrences (17, 22) and (17, 24) in Example 3).
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Occurrence: (3, 8) (10,15) (11,14) (11,15) (14,14) (17,22) (22,24)
ξ1: a ξ1: acca ξ1: acca ξ2: accabbbcb ξ3: c ξ3: cabb
Strings chosen: -
ξ2: c ξ2: cba ξ2: c or ξ3: cbc or ξ3: aac
Table 1. Table representing the occurrences of P in Tˆ as given in Example 3.
Example 4 Here, we illustrate the case, where an elastic-degenerate string has
an empty string as a seed. Consider
Tˆ = ab
[
bcab
abb
] abcbb
abc

 cca
[
bb
cb
]
ca and a pattern P = babbcb,
there is an occurrence of P at (2, 4) of Tˆ .
3 Algorithmic Tools
Here, we briefly introduce a fundamental data structure, which supports a wide
variety of string matching algorithms, and a well-known pattern matching algo-
rithm. This data structure and pattern matching algorithm will be used by the
proposed algorithm.
Suffix Tree
The suffix tree S(X) of a non-empty string X of length n, is a compact trie
representing all the suffixes of X such that S(X) has n leaves, labelled from 1
to n. For a general introduction to suffix trees, see [3]. The construction of the
suffix tree S(X) of the input string X takes O(n) time and space, for string over
a fixed-sized alphabet [18,13,17]. Once the suffix tree of a given string (called
text) has been constructed, it can be used to support queries that return the
occurrences of a given string (called pattern) in time linear in the length of the
pattern. Least Common Ancestor (LCA) of the two leaves of a suffix tree can
be computed in constant time after a linear time preprocessing to answer LCA
queries [8,16]. A generalised suffix tree is a suffix tree for a set of strings [1,7].
KMP Algorithm and failure function
Knuth, Morris and Pratt (KMP) discovered the first linear time string-matching
algorithm [10], that is the problem of finding all occurrences of a pattern P in
a text T . The KMP algorithm follows the na¨ıve approach for this problem, that
is, it slides the pattern across the text. Additionally it preprocesses the pattern
P by computing a failure function f that indicates the largest possible shift,
using previously performed comparisons. Specifically, the failure function f(i) is
defined as the length of the longest prefix of P that is a suffix of P [1..i]. By using
the failure function, it achieves an optimal search time of O(n) after O(m)-time
pre-processing, where n is the length of T and m < n is the length of P .
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4 Algorithm for pattern matching in elastic-degenerate
text
4.1 Problem Definition
Problem: Finding Occurrences in Elastic-Degenerate Text given
a Solid Pattern
Input: A pattern P of length m, an elastic-degenerate text Tˆ =
S1ξ1S2 . . ξk−1Sk, of length n and total size N , where each ξi = {Ei,j}, 1 ≤
j ≤ |ξi|.
Output: All the occurrences of P in Tˆ .
All the occurrences of the pattern P in the text Tˆ , fall under the following
cases:
1. P entirely lies in some seed Si.
2. P entirely lies in some string of an elastic-degenerate symbol ξi.
3. P spans across one or more elastic-degenerate symbols. This can further be
seen as:
(a) P starts in some seed Si.
(b) P begins in some string of an elastic-degenerate symbol ξi.
For instance, consider Example 3 - the occurrences (3, 8) and (14, 14) lie in
Case 1 and Case 2, respectively; (10, 15) and (17, 22) belong to Case 3(a); Case
3(b) covers (11, 14), (11, 15), and (22, 24).
4.2 Algorithm
We now present an efficient algorithm that makes use of the KMP pattern match-
ing algorithm and the suffix tree. Clearly, KMP pattern matching algorithm can
easily report the occurrences corresponding to the Cases 1 and 2. Case 3 re-
quires some additional processing and data-structures. The algorithm works in
two stages, outlined in the following:
Stage 1: Pre-processing Preprocess the pattern P to compute its failure-
function as required for KMP algorithm. In addition, create a generalised suffix
tree ST Si for the set {P, Si} corresponding to each seed Si, 1 ≤ i ≤ k, as well as
a generalised suffix tree ST ξi for the set {P,Ei,1, Ei,2, . . , Ei,|ξi|} corresponding
to each elastic-degenerate symbol ξi, 1 ≤ i ≤ k − 1. Furthermore, pre-process
these suffix trees so as to answer the longest common ancestor (LCA) queries in
constant time.
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Stage 2: Search Start searching the pattern in the text using the KMP algo-
rithm, comparing the letters and using failure function to shift the pattern on
a mismatch. The starting position of an occurrence being tested may be either
solid or elastic-degenerate; we call the two types of occurrences as Type 1 and
Type 2, respectively. We consider the two types separately as follows:
Type 1: Solid start-position Consider a situation, where an occurrence start-
ing from a position (say pos) that lies in some seed Si, is being tested. Proceed
normally comparing the corresponding letters of P and Si; shifting the pattern
using failure function on mismatch. As soon as the elastic-degenerate symbol ξi
is encountered (suppose corresponding position in the pattern is p), abort the
KMP algorithm (for this test). Check each of the strings of ξi (i.e. Ei,j) whether
or not it occurs in the pattern at position p, using LCA queries on ST (ξi); ticking
(marking) the tails of the found occurrences. It can be realized by maintaining
a boolean array of size m, called T T i.
Next, Procedure 1 (given below) is followed; in which each ticked position
of T T i is tried to extend by testing whether Si+1 occurs adjacent to it (using
LCA queries on ST Si+1). For each such found occurrence of Si+1, occurrences
of strings of ξi+1 are checked using the suffix tree ST ξi+1 and their tails are
ticked in T T i+1. The procedure will then be repeated for T T i+1; it continues
recursively until there is no tail marked in some call.
Once the process ends (reporting all the occurrences of P starting from pos,
if any), the failure function corresponding to the position where the KMP algo-
rithm was aborted (i.e. p) is used to shift the pattern and the KMP algorithm
resumes.
It is to be noted that an occurrence of P is implied, if the length of LCA of
the pattern starting from some ticked-tail t with either of the following hits the
boundary of the pattern:
– some seed Sj (i.e. |LCAt,Sj |+ t > m)
– any string Ei,j of some elastic-degenerate symbol ξi (i.e. |LCAt,Ei,j |+t > m).
Figure 1 elucidates the description given above.
Type 2: Elastic-Degenerate start-position Now consider a situation, where
the starting position of an occurrence to be tested is an elastic-degenerate symbol
ξi. This case can be processed in the similar fashion as one described for Type
1, with the only difference in the manner in which tails are ticked initially.
Begin by applying the KMP algorithm for each Ei,j , to achieve two purposes:
finding the occurrences of P in Ei,j and ticking the last position of Ei,j for which
a prefix of P appears as a suffix of Ei,j . The ticked tails obtained in that way,
are then extended by Procedure 1 recursively and occurrences are reported, if
any. After the Procedure 1 ends, the KMP algorithm resumes and testing of the
pattern starts at the beginning of the seed Si+1.
5 Analysis
In this section, we discuss the correctness of the algorithm and analyse its space
and time complexity.
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Procedure 1: Procedure to extend ticked tails in a given T T i and report-
ing the occurrences found, if any.
input : A boolean array T T i of size m indicating ticked tails to be extended.
output: Reporting the found occurrences and preparing T T i+1 for the next recursive call.
isNonEmpty ← false;
forall t in T T i which are ticked do
ls ← | LCA(P [t + 1 . .m], Si+1[1 . . |Si+1|]) |;
if (ls + t) > m then // Pattern ends
Report the occurrence;
else if ls = |Si+1| then // Si+1 occurs here
e← t + |Si+1|;
forall Ei+1,j in ξi+1 do
le ← | LCA(P [e . .m], Ei+1,j[1 . . |Ei+1,j|]) |;
if (le + e) > m then // Pattern ends
Report the occurrence (if not reported already);
else if le = |Ei+1,j| then // Ei+1,j occurs here
Mark e + |Ei+1,j | − 1 in T T i+1;
isNonEmpty ← true;
if isNonEmpty then
Extend(T T i+1);
pos
Tˆ
Si ξi Si+1 ξi+1 Si+2 ξi+2 Si+3
Ei,|ξi|
Ei+1,|ξi+1|
Ei+2,|ξi+2|
Ei,1 Ei+1,1 Ei+2,1
Ei,r1
Ei,r2
Ei+1,j1
Ei+1,j2
Ei+1,j3
Ei+2,p1
Ei+2,p2
P
T T i
p
Ei,r1
e1
X
Ei,r2
e′1
X
T T i+1
Si+1 Ei+1,j1
e2
X
Si+1 Ei+1,j2
e′2
X
Ei+1,j3
e′′2
X
T T i+2
Si+2
X
Si+2 Ei+2,p1
e′3
X
Si+2Ei+2,p2
e3
X
T T i+3
Prefix(Si+4)
pattern ends
Fig. 1. An illustration of how the algorithm worked as described in Type 1. Strings
in elastic-degenerate symbols have been shown as zigzag, while solid lines depict the
seeds. SymbolX denotes that this path could not be extended further while the symbol
X represents a ticked tail.
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5.1 Correctness
Correctness of the presented algorithm is straightforward as every position of
the text is being tested for an occurrence exhaustively. While the occurrences
corresponding to the Cases 1 and 3(a) are covered by Type 1, Type 2 investigates
all the occurrences associated with Case 2 and Case 3(b) - thus all the occurrences
of P in Tˆ are reported.
5.2 Space Complexity
The space needed by both, the failure-function and ticked tails array, is O(m).
Each suffix tree ST Si uses O(m + |Si|) and ST ξi takes O(m +
k−1∑
i=1
|ξi|∑
j=1
|Ei,j |)
space, leading to the total space occupied by the tree to be O(km+N). Thus,
assuming k to be constant, the solution only needs the space that is linear in
the input size.
An important fact that can be exploited to make the algorithm further space-
efficient is that all the suffix trees are not required in the memory at the same
time. Once the start-position crosses past a seed or an elastic-degenerate symbol,
their corresponding trees are no longer needed and can be discarded.
5.3 Time complexity
Time taken by the preprocessing stage is O(km+N) as the failure function can
be computed in O(m) time and construction of all the suffix trees (along with
their preprocessing required to answer LCA queries in constant time) can be
done in O(km+N) time.
The search stage uses the KMP algorithm over each seed and each string of
every elastic-degenerate symbol in the text, to report the occurrences for Case
1 and Case 2 and to search the beginning of the occurrence for Case 3. Thus,
overall the time consumed by the KMP algorithm is O(
k∑
i=1
|Si| +
k−1∑
i=1
|ξi|∑
j=1
|Ei,j |)
(i.e. O(N)).
Procedure 1 can be analysed as follows: Intuitively, for every ticked position
in the pattern (which can at most be m), LCP is calculated (in constant time)
to find whether the corresponding seed occurs at the ticked position or not; a
found such occurrence is then tried to extend by computing LCP with each of the
strings in the following elastic-degenerate symbol. If α is the largest number of
strings in any elastic-degenerate symbol of the text, this extension-step for each
ticked position will be carried out at most α times. More specifically, the outer
loop of the procedure runs m times and the inner one takes O(α) time, as each
LCA query takes constant time. Thus, each recursive call requires O(mα) time.
The number of recursive calls depends on the number of the elastic-degenerate
symbols spanned by the occurrence of P being tested. In other words, if an
occurrence spans across i elastic-degenerate symbols, there will be i recursive
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calls to the procedure. If γ is the maximum such i, Procedure 1 executes in
O(mαγ) time (in total) for each start-position.
Initial ticking of the tails in Type 1 needs O(α) time. For Type 2, initial
ticking is done by KMP algorithm (already accounted above). In the worst case,
Procedure 1 will be called from each of the n positions of the text, leading to
an overall time-complexity of the algorithm to be O(nmαγ +N) (as k ≤ n). In
real data, α and γ are mostly very small constants. Therefore, the algorithm is
expected to work really efficiently in practice.
6 Conclusion
Motivated by the applications in genomics, we extended the notion of gapped
strings to elastic-degenerate strings in this paper. We presented an efficient algo-
rithm for the pattern matching problem, given a (solid) pattern and an elastic-
degenerate text, running inO(N+αγnm) time; wherem is the length of the given
pattern; n and N are the length and total size of the given elastic-degenerate
text, respectively; α and γ are small constants, respectively representing the
maximum number of strings in any elastic-degenerate symbol of the text and
the largest number of elastic-degenerate symbols spanned by any occurrence of
the pattern in the text. Note that α and γ are so small in real-world applica-
tions that the algorithm is expected to work very efficiently in practice. The
space used by the algorithm is linear in the size of the input for a constant
number of elastic-degenerate symbols in the text.
It is to be noted that the presented algorithm can easily be adapted for
a conserved (simple) degenerate pattern by using the algorithm given in [4]
for conserved degenerate pattern matching. An interesting further direction is
to conduct large-scale experiments, specifically in the context of studying inter-
species genetic-variations 1. Furthermore, other domains that involve web-mining
applications may find the presented solution interesting and beneficial.
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