In this paper we analyze the dynamics of a P2P file exchange swarm from a queueing standpoint. In such systems, the service rate a peer receives depends on one mostly fixed component (servers or seeders), and another that scales with the number of peers present. We analyze a class of M/G Processor Sharing queues that describe populations and residual workloads in this situation, characterizing its stationary regime in the case of a fixed population of servers; the result behaves like a combination of M/G/1 and M/G/∞ queues. We apply scaling limits to this queue and identify two limiting regimes, depending on whether the server or peer contribution becomes dominant. For the latter, more important case we refine the fluid limit description of the download profile with a suitable functional Gaussian approximation. We also analyze the case of a slowly varying population of servers, extending the fixed case through a quasi-stationary analysis. For practical validation we offer comparisons with detailed packet simulations.
Introduction
In recent years, peer-to-peer (P2P) file sharing systems such as BitTorrent [1] have become widespread, representing an important portion of Internet traffic. Content is disseminated by subdividing it into small pieces (chunks), and enabling peers to exchange such units bidirectionally. The power of P2P as a means of content distribution lies on the fact that downloading peers simultaneously contribute by uploading pieces to others, so the supply of service capacity for a certain content scales with the corresponding demand.
The set of peers exchanging a given content file is often referred to as a swarm, in which one distinguishes two classes: some peers (seeders in BitTorrent parlance) already own the entire file and act like servers to others, while the downloading peers (leechers) act simultaneously as clients and servers. Such swarms evolve in time subject to peer arrivals and departures, and thus it is natural to analyze their population dynamics with tools of queueing theory.
A first queueing model of this nature was the seminal paper [2] , where the authors proposed a continuous-time Markov chain with two M/M queues in tandem, respectively representing leecher and seeder populations. Poisson arrivals feed the leecher queue; upon service completion peers transit to a seeder queue, stay some exponential time and eventually leave the system. The defining feature of P2P is that the service capacity that controls the inner transition is state-dependent, growing with the total peer population. This Markovian model assumes implicitly that download requirements for individual peers are independent exponentials, a coarse assumption since peers are sharing the same content file. Despite this simplification, the resulting chain does not admit an analytic solution: [2] studies it numerically. This work and other relevant references are reviewed in Section 2.
In this paper we are interested in overcoming both the above limitations: we seek analytical characterizations of the resulting stationary distributions; and, we would also like to allow general job-size distributions for peers (the domain of M/G queues), covering in particular the important practical case of a deterministic job sizes, where all peers want to download the same shared file.
It turns out that both aims are within reach if one focuses the model on the leecher swarm, assuming seeders are a fixed amount. This is arguably a closer model of real P2P systems, where leechers rarely stay beyond their own download, and the seeder function is sustained by a set of long-term committed server peers. In the M/M case the leecher population becomes a one-state birth and death process, whose stationary distribution can be solved explicitly, a combination of the M/M/1 and M/M/∞ queues. Going to the M/G case requires making a more detailed description of how the service capacity is distributed between peers in the system; we adopt here a processor sharing model, suitable for systems with homogeneous peer parameters, as further justified below. In this situation we can exploit insensitivity properties [3] to characterize the M/G stationary distribution. These models are covered in Section 3.
The next objective of our paper is to obtain simpler descriptions of the stationary distributions in the limit of large population sizes. Here we exploit a characterization [4, 5] of the M/G-state in terms of a point measure on the positive real-line, which captures both population and residual work. In Section 4, taking this state descriptor through a scaling limit, we use analytical tools from point processes to prove convergence to certain limiting laws, identifying two cases. If the server component is dominant we have essentially an M/G/1 queue. In the more important case where file sharing is dominant we obtain, through a law-of-large numbers type scaling, a deterministic fluid limit describing the steady-state population profile of leechers as a function of their residual work. In Section 5 we further apply a central-limit type scaling to study deviations from the limit profile, obtaining a functional Gaussian characterization of this variation process.
In Section 6 we move back closer to the two-queue scenario of [2] by allowing (in the M/M case) the seeder population to vary slowly, fed by a thinned version of the leecher termination process. Slowing down this seeder process, a quasi-stationary analysis yields expressions for the limiting joint distribution as a suitable mixture of the fixed seeder laws seen before.
Simulations that validate the results as relevant to practical BitTorrent networks are presented in Section 7. Finally, conclusions and lines of future work are presented in Section 8. Partial results leading up to this paper were presented in [6] .
Background and related work
We provide first more detail on the Markov chain model of [2, 7] : leechers arrive as a Poisson process of intensity λ, x(t) denoting the amount of leechers in the system at time t, while y(t) is the number of seeders. Leechers turn into seeders at an exponential rate µ(ηx + y), where η is an efficiency parameter, and µ represents the upload rate of a single peer, in files per second. Seeders stay for an exp(γ) time. We note again that despite its simplicity, analytical results do not readily follow since this Markov chain is not reversible.
This analytical difficulty motivated [8] to consider an ordinary differential equation model which describes the populations as real variables, but otherwise has the same structure (some refinements are added as well). In this case the equilibrium is readily characterized, as well as its stability. Another early reference in this matter is [9] , in which heterogeneous download rates are considered. Still, by treating the populations as state variables, there is an implicit memoryless assumption, with no detail provided on the residual workloads that would apply to the general job-size distribution case. Motivated by this limitation we developed in [10] a partial differential equation (PDE) model that tracks population as a function of residual work for a P2P swarm with general file distribution. That work is complementary to the present paper: there we describe the swarm dynamics, including transients, but only in the fluid sense; here we give steady-state results and develop the bridge between the queues and their fluid limits in equilibrium. Other papers that model download progress through multiple tandem queues are [11, 12] , however their service rates do not correspond to a P2P system with file sharing across all classes of peers.
The above models do not attempt to track individual file pieces, but rather just describe aggregate quantities of download, assuming the microscopic chunk mechanisms enable a fair sharing of aggregate bandwidth. At the other extreme of detail are Markov models which consider the piece-level detail by writing a population variable for each subset of possessed chunks [13, 14] ; the number of state variables is thus huge, exponential in the number of chunks (which is commonly in the hundreds). A successful application of such models has been to identify, via FosterLyapunov techniques, certain population instabilities that may arise when new peer arrival rates exceed the ability of seeders to inject new pieces [15, 16] . While interesting, this is a rather extreme regime. In a stable situation it is difficult to obtain much information from this Markov model of enormous state dimension; in particular most subsets of chunks will have no population for very long times, beyond the span of realistic service times.
Another aspect of P2P that has received attention is the resource allocation between downloading peers. A highlevel discussion of this design space is given in [17] , see also [18, 19] for more recent references. In the case of BitTorrent, this allocation is indirectly determined by the tit-for-tat reciprocity mechanism introduced in [1] to avoid free-riding (see [20, 21] for a game-theoretic analysis of these rules). An alternative proportional reciprocity mechanism, more amenable to analytic studies, was studied in [7] and implemented in [22] ; theoretical results on the resulting allocation under these strategies are given in [23] . A common conclusion of both these theoretical papers and of empirical studies of BitTorrent [24] is that the amount of bandwidth one receives from other leechers is in proportion to the peer's upload capacity; in a homogeneous situation as considered in this paper, an egalitarian (processor sharing) allocation of the bandwidth is indeed a very good approximation.
A queueing model for fixed seeders and its stationary distribution
We begin our study by considering the model from [2, 7] , but focusing on the evolution of the leecher population. To this end we assume that the population of seeders is fixed at y 0 , and leechers leave the system immediately upon completion of their downloads. This case of unconditionally "generous" seeders and totally "selfish" leechers is a simplification, but not far from typical exchange situations. Besides, it provides a first step towards analyzing situations of slowly varying seeder populations.
Let x(t) denote as before the leecher population in this system, and assume as before that transition times are exponential. Leechers arrive as a Poisson process of intensity λ and finish download at a rate R up := µ(x + y 0 ), i.e. the total uplink bandwidth available. Here µ is the individual bandwidth contributed by each peer in the system, in files per second. We assume here that these are the effectively contributed bandwidths discounted for possible protocol overheads, and that they are homogeneous to the population.
In this context, x(t) is a continuous time Markov chain with state space N and the following transition rates q i j :
The above Markov chain corresponds to a simple birth-death process, which can be readily solved.
Proposition 1.
If we denote ρ := λ/µ, the equilibrium distribution for the number of leechers in the birth-death process (1) is:
In particular, the system is stable for any λ, µ and y 0 .
Note that this system can be thought of as a combination of the M/M/1 and M/M/∞ queues. If we disregard the contribution of leechers, it reduces to an M/M/1 system with load λ/(µy 0 ), and would only be stable if ρ < y 0 , which is natural since only the seeders must cope with the load. If instead we disregard the contribution of the seeders, the system becomes an M/M/∞ queue, and the system is stable for all ρ.
1 Note also that in the case ρ > y 0 the leecher contribution is essential to maintain stability.
In the above analysis, we have assumed that the bandwidth contributed by leechers and seeders is the same. If these were different, the total bandwidth available would be R up = µx + µ 0 y 0 , where µ 0 is the individual seeder contribution, with possibly µ µ 0 . In fact, the original model of [2] considers µ µ 0 , attributing the inequality to possible inefficiencies in the exchange of leechers.
We remark, however, that in practice the file-sharing algorithms are highly efficient: if a peer has spare bandwidth someone will find something to download from it, and thus leechers fully utilize their upload, except in the very short period when they acquire the initial pieces. Such efficiency is observed in empirical studies [24, 25] for the case of BitTorrent, and supported via an analytical model in [8] . In our simulations of Section 7 we find this as well.
Still, for completeness, let us discuss the case where µ µ 0 . In that case, the invariant distribution can be characterized in similar terms to (2) , with a Gamma function replacing the factorial:
here ρ = λ/µ as before, η := µ/µ 0 and K is a suitable normalization constant. Note that when µ µ 0 , we have η 1, coinciding in this case with the parameter introduced in [2] . The reason for the above modification is that y 0 /η, which is the effective number of seeders relative to the leecher contribution, may no longer be an integer. Nevertheless, it is easy to show the following bound: Proposition 2. Let X ∼ π η represent the random population of leechers in the system in equilibrium. Consider X l and X u the equilibrium populations of a system with ⌈y 0 /η⌉ and ⌊y 0 /η⌋ seeders respectively. Then we have:
where st denotes stochastic ordering.
The above proposition enables us to approximate the behavior of the queue in equilibrium when η 1 by simply bounding it by an appropriate system with an equivalent number of seeders and η = 1. Using this approximation, the Theorems we present in Section 4 extend to the case η 1 replacing y 0 by y 0 /η, so there is no loss of generality in considering µ = µ 0 in what follows.
In order to obtain some performance metrics, it is useful to compute the probability generating function (pgf) of π. Recall that if X ∼ π, the pgf is given by
. By direct calculation, the pgf of (2) is:
Equation (4) enables us to analyze the performance of the system, in particular, the average number of leechers and the average download completion time, which is the key performance metric:
Proposition 3. For y 0 > 0, the average number of leechers in the system is given by:
The proof of the above follows by direct evaluation of G ′ (1). Through Little's law, we can deduce from here the average download time T =¯x λ . We remark also that other performance measures such as the variance Var(x) can be obtained with similar methods.
The case of general job requests
The assumption of exponential service times in the previous system is not well suited to model P2P behavior, since typically job requests are not exponential. Indeed, peers exchanging a certain file are in principle after the same amount of work, so a deterministic job size appears more accurate. In other cases the content represents a bundle of files, of which individual peers may have interest in a subset: this motivates more general distributions of workload.
We thus consider that job requests follow a general distribution, given by a complementary cumulative distribution function (CCDF) H(σ). More precisely, H(σ) = P(σ n > σ) where σ n is the job requests of user n, assumed to be an independent sequence and independent of the arrival process. We also assume that E[σ n ] = ∞ 0 H(σ)dσ = 1, a normalization condition which amounts to our choice of units for the upload rate.
In this M/G case, the total population x(t) is not a Markov chain, due to non exponential transitions. To completely describe the dynamics requires taking into account the remaining services of current jobs at any given time. Furthermore, the queueing discipline becomes relevant to the analysis. In this respect, under our assumption of homogeneous bandwidth among peers, we will assume that upload bandwidth is equally shared among leechers present in the system, i.e. each leecher receives a service rate of r = R up /x. This assumption also matches well with empirical studies of BitTorrent [24, 26] . We are now ready to fully specify our queueing system. System 1 (P2P queue with fixed seeders). The queueing system under consideration is defined by: a Poisson process of client arrivals, with intensity λ; each client requiring an independent service of size σ n > 0 with CCDF H(σ) of mean 1; and a processor sharing discipline that, for an occupation state x, services each client at rate r = µ x+y 0
x . System 1 constitutes a processor sharing queue with state dependent rates. This class of systems is thoroughly analyzed in [27] under the broader class of symmetric policies. In particular, [27, Theorems 3.8 and 3.10] state that, in equilibrium, the total population of the system is insensitive to the detailed characteristics of the job size distribution except their mean. By applying this Theorem to our case we can conclude:
Proposition 4. The population x(t) of the P2P system 1 in equilibrium follows the distribution given by equation (2).
The above result characterizes the total population in equilibrium in terms of the underlying Markov chain of the exponential setting. However, we would like to analyze also the download progress behavior, and how this download progress is distributed among peers present in the system in steady-state. To this end, we will rely on a characterization of the steady-state distribution of the queue given in [3, Theorem 1], and originally based on results from [28] . Introduce the distributionH of residual life of a renewal process with inter-arrival times given by H, which has CCDF given by:H
Note that the "residual life" here should be thought of as a residual workload rather than a time.
In this context, [3, Theorem 1] proves that the equilibrium distribution of an M/G PS queue with state dependent rates is obtained by a two step process: first the total number of jobs x following π as in the M/M case, i.e. the solution of the balance equations. Then, given that x = n, the residual workloads of the jobs present in the system are chosen as n iid realizations of the distributionH.
We will use the above decomposition to obtain limit results on the large scale behavior of the system, focusing in particular in the download progress distribution. In this regard, the above result describes the stationary law through a two-stage description; to proceed further we would like to have a state descriptor that captures both population and residual work in a single mathematical object amenable to scaling. It turns out that the language of point processes is adequate for this purpose.
Point-process state descriptor
As mentioned before, in the general job size case the population x(t) does not follow a Markov process. To obtain a Markov representation of the system dynamics it is necessary to incorporate the remaining workloads in the state. There are several ways to do this: for instance [3] represents the system state as a random size list of remaining services (here the list size is the population). However, a more amenable choice to store the state of PS systems is a random counting measure on R + , with point masses at the remaining service times. This approach enables to characterize the system dynamics as a Markov process in a measure-valued space [5, Chapter 7] , and stationary distributions can be computed. Moreover, the use of point measures is further explored in [4, 29] to derive fluid limits in terms of transport equations for the limiting measure. The full power of this approach is exploited in Theorem 2.
Let us now define the point-process state descriptor: if at a given time the number of customers is x(t) and each one of them has a remaining service σ i (t), then the state of the system is
where δ σ is the Dirac measure concentrated on σ. This gives a unified description for the state regardless of the number of jobs present, and performance metrics of the system can be recovered by integration.
For further analysis of such random measures, a convenient characterization is the Laplace functional [30] , defined by
for any f 0 and bounded on R + . We now apply it to the invariant distribution just described.
Proposition 5. The stationary distribution of the measure valued process Φ t is that of a random measure in R + with Laplace functional:
for any bounded f 0, where G(·) is the pgf of π.
Proof. Consider the process Φ t in steady-state (and drop the subscript t for simplicity) drawn using the above twostage process. Then the event {x = n} has probability π(n) and conditioning on these events we have:
The expectation term for n > 0 can be readily calculated using that, on the event x = n, the remaining workloads are iid realizations ofH and thus:
The above expression is also trivially valid for n = 0 since in that case Φ is the null measure. Plugging this result in (8) we get:
which is the desired result.
In conclusion, equations (4) and (7) characterize the steady state distribution of the total number of jobs and remaining workloads in the system. In what follows, we will analyze this distribution under suitable scalings that provide insight into the behavior of the system.
Steady state distribution under a large system scaling
Typical file sharing systems have a large number of peers. We now analyze the steady state distribution under a large system scaling and characterize the limit behavior of the system as the size grows. For this purpose, consider a family of systems as in Definition 1 with arrival rate Lλ, where L > 0 is a scaling parameter, and we will let L → ∞. With this scaling, the leecher load parameter ρ also grows linearly as Lρ. As the number of arriving leechers scales, we also enlarge the number of fixed seeders as Ly 0 . Let π L and G L denote the invariant distribution and its pgf for the scaled system. We distinguish two cases, depending on whether the seeders alone can cope with the demand or not.
Seeder sustained case (ρ < y 0 )
Whenever ρ < y 0 the seeders can cope with the demand. In the limit case when L → ∞, the leecher's upload contribution becomes negligible and the system behaves as an M/G/1 − PS queue served only by the seeders. More formally, we have the following: Proof. We use the fact (see [30] ) that convergence in law for such point processes is guaranteed by pointwise convergence of their Laplace functionals. Now, in the scaled system the Laplace functional takes the form
where dependence on the scaling L appears only in the pgf component G L (z), but not in the inner term. Thus it suffices to show that G L (z) converges pointwise to the pgf of the geometric distribution with parameter ρ/y 0 . Fix first z < y 0 /ρ. Using (4), the pgf of the scaled system can be rewritten as:
where
Ly 0 ) is the tail probability of a Poisson distribution with mean Lξ. We can interpret S L as the sum of L independent copies of Poisson(ξ) random variables. Since y 0 > ρz and y 0 > ρ, both probabilities will go to 0 by the law of large numbers. Using the Bahadur-Rao large deviations asymptotic [31] for lattice distributions, we write:
Taking ξ = ρz and ξ = ρ, replacing the probabilities in (9) by its equivalent expressions, and canceling terms we have: 
when L → ∞ for z > y 0 /ρ, which concludes the proof.
Since pointwise convergence of the pgfs also implies uniform integrability and hence, convergence of moments [32] , we have:
As for the average download time, since the arrival rate is Lλ thenT L ≈ 1 Lµ
, which is consistent with the fact that the number of servers is scaling with L and they are able to cope with the load.
Globally sustained case (ρ > y 0 )
We now focus on the more interesting case ρ > y 0 , where the contribution of leechers becomes crucial. Note that if we scale the system as in the previous subsection, the average number of peers present (5), will also grow with L. We will employ a law of large numbers type of scaling to obtain a non-trivial limit. Consider then the family of processes:
where as before x L is the number of jobs in the processor sharing system with arrival rate Lλ and number of seeders Ly 0 , and σ Proof. The proof again relies on the pointwise convergence of the Laplace functionals. By analogous calculations to the ones in Proposition 5, we have that the Laplace functional ofΦ L is given by:
where the term f (σ)/L comes from the fact that we have scaled the measure Φ L by 1/L. Given f , using the series expansion of the exponential and the fact thatH is a finite measure, we can write the following approximation:
Recalling (9), we have:
Choose now z * such that y 0 /ρ < z
Substituting z L by the expression in (12) we get:
As L → ∞, the last term vanishes by the above argument, yielding:
, the Laplace transform of the deterministic measure, as desired.
We now give an intuitive explanation of Theorem 2. Invoking the form of (2), the invariant distribution for the number of jobs in the scaled system can be rewritten as:
where Y ∼ Poisson(Lρ). If ρ > y 0 , for large L, P(Y Ly 0 ) ≈ 1 and therefore x, the number of jobs, behaves as a Poisson random variable shifted to the left by Ly 0 . Therefore, the average number of clients in the system is L(ρ − y 0 ) and their remaining workloads are iid distributed according toH(dσ). As L grows, the rescaled processΦ L is then an empirical estimator of the distributionH(dσ), scaled by ρ − y 0 . On average, the process will behave as an M/G/∞ queue with load ρ, shifted y 0 units to the left. The contribution of the seeders is then to lower the average number of peers in the system, thus also contributing to the average download time. In fact, we have the following: Corollary 2. For ρ > y 0 , as L → ∞, the average number of leechers and download time in the scaled system verify:
Note, however, that the variance of the number of leechers is not changed by the shift. In fact, it can be shown by differentiating the pgf function
The above result holds for general file sizes, however it is worth specializing it to the case of all peers downloading the same content, in which case H(σ) = 1 [0,1) (σ), a deterministic distribution. The residual job size CCDF is then This uniform download profile was assumed in [8] to analyze the efficiency of the file sharing. Note that our model captures this effect, showing that it is in fact a consequence of the deterministic job sizes and the processor sharing model in a large scale setting. It will not hold, for instance, in the case of exponentially distributed file sizes.
Central limit approximation of the download profile
The results of Section 4 provide, for the case ρ > y 0 , a law of large numbers characterization for the download progress in the system. It is interesting to refine the above approximation by providing a central limit theorem result. For this purpose, rather than working with the random measure state Φ t , it is more convenient to introduce its complementary CDF:
The measure-valued process Φ t converges as t → ∞ to the steady state described by (7) . This in turn defines a steadystate process in the variable σ. We will state our further asymptotic results in this function space: incorporating the scaling L in the parameters and in the measure as done in (10), the corresponding steady-state process will be denoted byF *
where the population x L and residual workloads σ L i are drawn from the steady-state law for the scaled system, described in the previous section. In this notation, Theorem 2 can be restated as:
where ⇒ w denotes convergence in distribution, in this case to a deterministic limit. Equation (15) can be thought as a Glivenko-Cantelli type of result: for large L, the empirical distribution of the remaining workloads of jobs in the system converges to the CCDF of the residual lifetime distribution. A centrallimit refinement can be obtained by using a result of Nikitin [33] from the theory of empirical processes with random population size, which we reproduce here for ease of reference, rewritten to use complementary CDFs. 
x L = β < ∞, then the rescaled empirical process satisfies:
Note that the above Theorem generalizes the classical result on empirical distributions when Var(x L ) = 0, i.e. a deterministic sample size, and in this case β = 0 and B 0 (u) is the standard Brownian bridge. The process B β (u) admits the following decomposition, which follows directly from the form of r(u, v) :
Remark 1.
where Z is a standard normal random variable, independent of B 0 . This means that the limit process is a standard Brownian bridge perturbed by a straight line of random slope, related to the variability of the sample size.
We apply the above theorem to obtain a refined estimate of the deviations of the scaled stateF * L (σ) around the mean. We begin by studying the case of deterministic job sizes, whereH(σ) = 1 − σ, σ ∈ [0, 1] is the uniform distribution.
We will apply Theorem 3 with x L ∼ π L , the random population in steady state, being the random sample size. Note that, by the results on Section 4.2:
Moreover we have the following Lemma, proved in the Appendix:
Lemma 1. Let x L be a random variable with distribution π L , the steady state distribution of the scaled system. Then:
i.e. the population in equilibrium for the scaled system is asymptotically Gaussian.
Introduce the following scaling for the function state in (14) :
We are now ready to prove the main result of this section.
Theorem 4.
In the globally sustained P2P system with deterministic job sizes, the rescaled download profile process
where B 0 is a standard Brownian bridge and Z is a standard normal variable independent of B 0 .
Proof. By Lemma 1, the population size is asymptotically Gaussian, and equation (16) ensures that we can apply Theorem 3 with β = ρ ρ−y 0 . Therefore:
By routine manipulations, ζ L (σ) can be rewritten as:
with:
and ν L (σ) as in (17) . By using the estimation in Corollary 2, it is easy to see that a L → 1. A more involved calculation using Stirling approximations for the exact expression ofx L in (5) shows that b L → 0. Using (18) we conclude that:
from which the result follows using the expression for B β (σ) in Remark 1.
The case of generally distributed job sizes, where the scaled CCDF converges to (ρ − y 0 )H(σ) can be reduced to the uniform distribution case, by noting that ξ i = 1 −H(σ i ) follow a uniform distribution in [0, 1] . With this change of variables we can conclude: Corollary 3. In the globally sustained P2P system with general job sizes, the rescaled download profile process
converges as L → ∞ to a Gaussian process in R + , i.e.:
with B 0 and Z as in Theorem 4.
Variable seeders and quasi-stationarity
The queueing analysis of Section 3 allowed us to obtain an exact expression for the equilibrium distribution of the number of leechers in the system, for the case of a fixed number of seeders. What if the number of seeders is also dynamic? In the case classical case of [2] , with a seeder queue fed by leecher terminations, no exact analysis is available.
However there is a situation of endogenously generated seeders where the equilibrium distribution can be well approximated by explicit expressions: when only a small fraction of leechers choose to become seeders, and these stay in the system for a long period of time. This situation is quite typical of practical exchange scenarios.
To model this situation, consider the queueing network depicted in Fig. 1 , which is a modification of the original model in [2] to take this thinning effect into account. Here α ∈ (0, 1] represents the probability a leecher becomes a seeder after finishing download, the case α = 1 corresponding to the model in [2] . To simplify the analysis we shall return to the M/M case, assuming job sizes are exponentially distributed with mean 1, and that seeders stay in the system for an exponentially distributed time of parameter γ.
The transition rates of the Markov chain (x(t), y(t)) defined by the system in Fig. 1 are given by:
q (x,y),(x,y−1) = γy. With the above assumptions, α and γ will be typically small, and therefore the second queue operates on a much larger timescale than the first queue. We shall show that under an appropriate limit, the analysis of the combined system decouples in these two timescales. Consider then a family of such systems, indexed by α, and let α → 0. We assume that γ also goes to zero with α γ = 1 ν constant. In this situation, 1/ν can be thought as the average time the leechers stay in the system as seeders, accounting for intermediate departures.
The above tandem system is a quasi birth-death process, and can also be thought as a denumerable singularly perturbed Markov chain, along the lines of [34] . As α and γ go to 0, the first queue evolves as the Markov chain analyzed in Section 3 with fixed seeders for each level y; transitions in the seeder queue are observed at a slower timescale. This suggests that as α → 0, the equilibrium distribution of the system has a limit, and that this limit must be a mixture of the invariant distributions (2) found for fixed y.
We now prove that this quasi-stationary decomposition indeed holds and that in the limit the second queue behaves as an M/M/∞ queue with load λ/ν. The main technical difficulty here is that the singularly perturbed chain (19) is not uniformizable, because the transition rates scale in x and y, and thus the results of [34] are not applicable to this case. We then follow a different approach, and begin by establishing two Lemmas:
Lemma 2. The Markov chain with transition rates given by (19) is positive recurrent for every α ∈ (0, 1].
Proof. The chain is clearly irreducible and using (19) , the Lyapunov function V(x, y) = x + y has drift:
This drift is strictly negative provided (x, y) ∈ x + y > max
γ , whose complement is finite. Therefore, by Foster's criteria [5] , the Markov chain is positive recurrent.
The above lemma ensures that, for every α ∈ (0, 1], there exists a strictly positive invariant probability distribution π α (x, y). We have the following Lemma, proved in the Appendix: We are now ready to derive the main result.
Theorem 5. The family of distributions {π α } α∈(0,1] has a limit π 0 (x, y) as α → 0 given by the following quasi-stationary decomposition:
where π 0 (x | y) is the invariant distribution for the system with fixed seeders: 
Proof. By Lemma 3, the family {π α } α∈(0,1] is tight, and thus any subsequence π α n with α n → 0 has a further subsequence π α ′ n which is convergent. We now prove that the limit π 0 along π α ′ n is unique, and therefore the whole family has a limit as α → 0.
The Markov chain is ergodic for α > 0 by Lemma 2, its invariant distribution is π α (x, y) > 0 for all x, y and must satisfy the global balance equation:
for any x, y > 0 with appropriate modifications whenever x or y are 0.
If we take the limit (along an appropriate subsequence) on both sides of (22) as α → 0, γ → 0 with α/γ = ν, we arrive at:
For every fixed y, the above equation characterizes the behavior of the faster timescale. Given y, π 0 (x, y) should satisfy the balance equation for fixed seeders analyzed in Proposition 1, namely:
with π 0 (x | y) the probability distribution given by (20) . It remains to compute the limit π 0 (y). To do so, we go back to equation (22) and sum over x. Denote by:
the marginal distribution of y and by:
the average service rate of the first queue when the second queue is in state y. After summation, the balance equations become:
After canceling terms we arrive at:
Dividing the preceding equation by α and recalling γ/α = ν we get:
In order to take limits when α → 0, note that
where (X α , Y α ) ∼ π α . Since these variables are uniformly integrable, we can exchange the limit with the expectation to get:
where the last equality follows by direct computation using (20) . This is a consequence of the stability of the first queue in the fast timescale. Taking α → 0 in (24) and using the above we arrive at:
which is simply the balance equation for an M/M/∞ queue with load ρ y = λ/ν, as desired. Since every sub-sequential limit must verify (20) and (21), which uniquely characterize the distribution, the limit is unique and the distribution converges weakly to the stated limit. 
Simulation experiments
In order to validate our models and test the performance of a real P2P file exchange system, we now show some simulation scenarios.
All simulations were performed using the network simulator ns2 [35] with the BitTorrent library [36] , which closely mimics the behavior of the BitTorrent protocol, the dominant file sharing exchange mechanism in today's Internet. This library enables us to form an overlay network of P2P clients over a network topology, with the clients emulating the BitTorrent application. The file of interest has a size of 100 MBytes, which is subdivided in 400 small-size chunks. All peers have an uplink capacity of 256 kbps, corresponding to typical residential users.
In our simulation experiments, we measured the uplink bandwidth utilization of participating peers in order to determine the value of µ. We observed that leechers quickly reach an effective upload rate of approximately 90% of the link physical capacity, and this upload rate is steadily used throughout service. We also found that the effective upload rate of seeders is similar to leechers, justifying using the same value of µ for both type of peers. These results are consistent with the simulation results from [24] which also show ≈ 90 − 95% uplink bandwidth utilization albeit in a slightly different simulation setting.
Accounting for these inefficiencies, the correct value of µ is determined to be: µ = Eff. uplink bandwidth File size ≈ 2.82 × 10 −4 files/min.
Note that with the above value, an entire copy of the file takes 1/µ ≈ 1hr. to be uploaded. We now analyze several cases.
The seeder sustained case
The first simulation scenario is that of a system where the fixed seeders are able to cope with the demand, corresponding to the analysis of Section 4.1. The system is set up with a fixed quantity of y 0 = 50 seeders. New leechers arrive with no content as a Poisson process with intensity λ, and we choose this value such that ρ = λ/µ = 25 < y 0 . The system is empty of leechers at time 0.
A typical evolution of this system is shown in Figure 2 . Note that the queue remains empty a significant portion of the time, consistent with the fact that the average demand is lower than the seeders' capacity alone. In Figure 2 we also plot the theoretical distribution predicted by the queueing model of Definition 1, which is given by π in equation (2) . We also plot the predicted limit distribution given by Theorem 1, which in this case is Geometric(ρ/y 0 ) with ρ/y 0 = 1/2. Note that the scale of the system is large enough so that the limit provides a good estimation of the real invariant distribution. Finally, we show the empirical estimation of the probability of each state. Simulations closely agree with the predictions of our model. In particular, the average number of peers in the systemx ≈ 1.1 which is similar to the predicted value of 
The globally sustained case
Our second scenario corresponds to a system where leecher contribution is essential. This time we set up a fixed quantity of y 0 = 25 seeders. New leechers again arrive with no content into the system as a Poisson process with intensity λ, such that ρ = λ/µ = 100 > y 0 .
A typical evolution of this system in steady state is shown in Figure 3 . Now the leecher population oscillates around a nonzero equilibrium which should be ≈ ρ − y 0 = 75 according to Corollary 2. We also show in Figure 3 the empirical distribution of the leecher population from the simulations, compared to the theoretical distribution of (2), and the limit distribution obtained in Section 4.2, i.e. a shifted Poisson(ρ) random variable.
We further illustrate the predictions of our models for the residual work profile. Figure 4 shows the empirical CCDF F(σ) of remaining workloads for a certain steady-state sample. We show for comparison the fluid limit from Theorem 2, as well as the deviations predicted in Theorem 4; in the latter case we are showing a 90% confidence interval for the deviations around the fluid limit, based on the Gaussian approximation. We have again good fit with the packet-based simulation.
Slowly varying seeders
Our third scenario corresponds to a system where a portion of the leechers stay as seeders, as considered in Section 6. To allow time for slow variations of the seeder population we make the upload time-scale faster, with 512 kbps of upload capacity and 1/µ ≈ 30min. We doubled the rate of leecher arrivals so that the equilibrium population remains at ρ x ≈ 100. A fraction α = 0.1 of those leechers stay as seeders after finishing download. γ is chosen such that approximately ρ y = 25 is the average number of seeders present. A typical evolution of this system in steady state is shown in Figure 5 , where we see seeder populations vary more slowly than leechers'. In the second graph below we show the empirical distributions obtained from the simulations, compared with the theoretical distribution calculated using the quasi-stationary limit of Section 6. Although simulation file-sizes were deterministic (beyond the reach of the model of Section 6), there is quite close agreement between model and simulations, evidence of an (approximate) insensitivity.
Conclusions
In this paper we analyzed queueing models for a P2P file exchange network. In particular, we focused on a system with a fixed number of seeders, which allowed us to progress in the analysis from a queueing perspective with respect to earlier models. We identified a class of M/G-Processor Sharing queues which are tractable, characterized its stationary distribution, and showed that it is insensitive to job sizes, thus applicable to the deterministic jobs of P2P systems. We also analyzed the system under a large network asymptotic, showing that it can be approximated by a M/G/1 or a shifted M/G/∞ queue, depending on whether the server or peer contribution becomes dominant. In the latter case, we also provide central limit theorem results for the download profile. Finally, we extended the results for fixed seeders to a case where the seeder population is slowly varying. All results were validated against detailed packet-level simulations. Consider log(g L (s)) and apply Taylor's formula for the remaining exponential term:
as desired.
Proof of Lemma 3. We have to prove that, for any ε > 0, there exists a finite set K such that π α ({(x, y) ∈ K}) > 1 − ε.
To do so, consider the auxiliary Markov process (x,ỹ) with transition rates:
q (x,y),(x+1,y) = λ, q (x,y),(x−1,y+1) = αµx1 {x>0} , q (x,y),(x−1,y) = (1 − α)µx1 {x>0} , q (x,y),(x,y−1) = γy.
This Markov chain corresponds to a system similar to the one in Fig. 1 but where the seeder contribution is not present in the first queue. Having reduced the overall service capacity, it follows that the total number of clients in the system satisfiesx(t) +ỹ(t) x α (t) + y α (t) at all times, when starting from the same initial state. Thus
P(x(t) +ỹ(t) > k) ≥ P(x α (t) + y α (t) > k);
now both chains are ergodic so in steady state, the stationary distribution π α must be stochastically dominated byπ, stationary distribution of the auxiliary system. Observe that the auxiliary system is just a tandem connection of ./M/∞ queues, with Poisson arrivals at the first queue and abandonments in between. It is easy to check through the balance equations that the invariant distribution for this system is π(x, y) = e −(ρ x +ρ y ) ρ with ν = γ/α as before. Given ε > 0, choose k such thatπ({x, y : x + y > k}) < ε, and let K = {x, y : x + y k}, which is finite. Since x α + y α stx +ỹ it is clear that, for every α ∈ (0, 1] we have π α (K c ) π(K c ) < ε and thus π α (K) 1 − ε uniformly in α.
Now consider a family of random vectors (X α , Y α ) ∼ π α . We have to prove that the family of random variables {X α + Y α } α is uniformly integrable. To this end, note that:
for every α by the same dominance argument, and δ > 0 arbitrary. Since this last term does not depend on α, the family is uniformly bounded by an L 1+δ random variable and thus uniformly integrable [32] .
