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The mechanical properties of molecules are today captured by single molecule manipulation exper-
iments, so that polymer features are tested at a nanometric scale. Yet devising mathematical models
to get further insight beyond the commonly studied force–elongation relation is typically hard. Here
we draw from techniques developed in the context of disordered systems to solve models for sin-
gle and double–stranded DNA stretching in the limit of a long polymeric chain. Since we directly
derive the marginals for the molecule local orientation, our approach allows us to readily calculate
the experimental elongation as well as other observables at wish. As an example, we evaluate the
correlation length as a function of the stretching force. Furthermore, we are able to fit successfully
our solution to real experimental data. Although the model is admittedly phenomenological, our
findings are very sound. For single–stranded DNA our solution yields the correct (monomer) scale
and, yet more importantly, the right persistence length of the molecule. In the double–stranded
case, our model reproduces the well-known overstretching transition and correctly captures the ra-
tio between native DNA and overstretched DNA. Also in this case the model yields a persistence
length in good agreement with consensus, and it gives interesting insights into the bending stiffness
of the native and overstretched molecule, respectively.
I. INTRODUCTION
The development of techniques such as atomic force
spectroscopy [1, 2], magnetic tweezers [3], or laser op-
tical tweezers [4, 5] allows us today to manipulate sin-
gle molecules in the laboratory. These experiments are
aimed at unveiling the mechanical properties that are
key to the biological processes such molecules are in-
volved with. Understanding the energy scales involved
in pulling, bending or twisting a molecule, or the struc-
tural conformation this assumes, is fundamental to fully
appreciate and possibly control processes that such as
DNA replication or RNA translation. In this work we fo-
cus in particular on DNA stretching experiments, which
have been carried out since the early 1990s [6, 7] and that
allowed us, in these two decades, to understand several
properties of this molecule. Single DNA manipulation re-
vealed, for instance, that DNA shows an elastic response
to small pulling forces and a resistance to bending [7, 8],
implying that DNA develops a non negligible correlation
along its molecular chain. Furthermore, stretching exper-
iments allowed to uncover the overstretching transition of
double–stranded DNA (dsDNA), which consists of a 1.7–
fold sudden elongation of the B-DNA (i.e. the DNA in
its well-known helical configuration) when it is stretched
by forces of around 65 pN [9–16].
To go beyond these results and understand them on a
more quantitative basis, it is necessary to complement
the experiments with some theoretical models. Such
models should be, in principle, simple enough to be eas-
ily fit to the experimental data in a laboratory, but yet
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realistic enough to give insights into the actual mecha-
nisms behind the observations. Among the main models
in the literature, the freely jointed chain (FJC) [17] is
too simplistic and only works in a limited range of forces
[6, 18], while the worm like chain (WLC) is not analyti-
cally solvable [7, 18–20]. Additionally, the FJC does ac-
count for the monomer–monomer interaction that makes
the molecule stiff, while the WLC completely discards the
discreteness one expects to observe in real molecules. The
Kratky-Porod (KP) model [21], which has been lately re-
visited by some more recent works, tries to capture these
two aspects together [22–25]. These models are in turn
generally solved with transfer matrices, which are diag-
onalised by some (variational) eigenvector; an approach
that is also adopted to solve the WLC model [18, 26].
Such an eigenvector, however, has no clear interpreta-
tion in terms of the physics of the stretching process
[22, 24, 25], so that gaining insight beyond the usual
force–elongation relations is rather involved.
Here we propose a full solution of a KP–like model
that relies on the so–called cavity method [27], which,
conveniently, is exact on a chain system. Such method
is a common technique in the field of disordered systems
[28, 29] and has already proved useful in tackling other
types of biological problems [30–32]. The equations we
derive only assume the polymer to be sufficiently long
and the solution we propose is thus as correct as a full
numerical diagonalisation of the transfer matrix. The
method we present, though, can give more insight into
the processes happening locally on the molecule, because
the set of equations that lie at the core of our approach
allows us to compute, with no extra cost, several observ-
ables and molecular properties (such as the correlation
length for varying force) when fitting the model to the
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2experimental data. Finally, because we avoid choosing
any arbitrary analytical form to carry out the solution,
the quantitative outcome of our fits may not be biased
by such a choice.
The remainder of this article is thus organised as fol-
lows: in the next section we introduce the model and the
method adopted to solve it in the case of single–stranded
DNA (ssDNA) stretching. In Sec. III we generalise the
discussion to dsDNA and its overstretching transition.
In both cases we successfully fit our analytical solution
to experimental measurements and uncover insightful re-
sults.
II. SINGLE–STRANDED DNA
The KP model describes a sequence of N interacting
segments of length bB stretched by an external force ~f .
It can be expressed by the Hamiltonian:
−H (tˆ;~f) = JB
N−1∑
i=1
tˆi · tˆi+1 + bB
N∑
i=1
tˆi · ~f . (1)
Here tˆi is the orientation of monomer i, tˆ = (tˆ1, . . . , tˆN ),
and JB is a ferromagnetic coupling to favour local align-
ment of the monomers. Such coupling has the dimensions
of an energy and fixes the polymer rigidness: the larger
JB , the stiffer the molecule. In particular, bigger val-
ues of JB yield a greater molecular persistence length ξ0,
given by (Appendix A):
ξ0 = − bB
logL(βJB) , (2)
where L(x) = cothx− 1/x is the Langevin function. For
fixed bB and β, the persistence length is a monotonically
increasing function of JB . When JB grows, interactions
are stronger and ‘information’ propagates more easily.
The free energy per monomer F is as usual given by
taking the logarithm of the partition function Z:
F = − 1
Nβ
logZ ,
Z =
∫
SN
dtˆ e−βH (tˆ;~f) ,
(3)
where S denotes the integration over the 3D unit sphere.
The elongation per monomer L(f) can be derived by dif-
ferentiating F with respect to the force. In doing so
it is convenient to choose a reference frame with the zˆ
axis along the force direction and to study the elonga-
tion along zˆ:
L(f) := −∂F
∂f
=
bB
ZN
N∑
i=1
∫
S
dtˆ
(
e−βH tˆi · zˆ
)
. (4)
The elongation at small and large stretching force can
be computed by expanding F in f and JB , respectively
(see Fig 1). One finds that at small f the elongation goes
linearly with the stretching force as (Appendix B):
L(f) = βb2Bζ0f, (5)
with ζ0 given by Eq. (B2). Formula (5) reproduces the
known elastic properties of DNA at small force [7] and
correctly yields the FJC and the WLC results [17, 18]
when performing the JB → 0 and bB → 0 limits, re-
spectively (Appendix B). Indeed, normalising the elon-
gation as ` ≡ L/bB , for vanishing JB Eq. (5) gives
the small force FJC limit `FJC = (βbB/3)f [17]. Con-
versely, when bB → 0, Eq. (5) yields the WLC elonga-
tion `WLC = (2βξ0/3)f , with ξ0 being the persistence
length, Eq. (2) [18]. Note that the bB → 0 limit is in
practice achieved as long as fbB . JB , so that for suf-
ficiently small forces (or bB) the model reproduces the
WLC elongation (more on this in Sec. II B). When f is
large, the elongation saturates to bB (see Appendix C)
and its expansion, reported in Eq. (C4), reproduces the
FJC elongation by evaluating the JB → 0 limit.
For the intermediate range of forces, the model can
be solved in a few different ways: one could use for in-
stance transfer matrices [22, 23], noticing that the parti-
tion function Z can be represented as the trace over the
N–th power of an integral operator, or numerically, by
using a Monte Carlo method to minimize the energy [24].
Nevertheless, both approaches involve some approxima-
tion –analytical, in the first case, and stochastic, in the
second– of the full analytical solution and make the fit-
ting of the model to real measurements (which after all
is the main point of building a model of this sort) unnec-
essarily cumbersome. We thus choose to follow another
path: we borrow a standard technique from the field of
disordered systems, i.e. the cavity method [27], and solve
the model with the sole assumption of a large polymer
limit [33].
A. Solution with the cavity method
We start by noticing that the Hamiltonian (1) only
involves local terms and that the elongation L can be
calculated by means of local probability marginals that
factorize. To see this, let us focus for instance on site i in
the bulk of the chain. The orientation of such monomer
has the marginal probability density function (pdf)
Pi(tˆi) = 1Z
∫
S
dtˆ\ie−βH (tˆ;f), (6)
which is the trace of the Boltzmann weight over all vari-
ables except tˆi. Now the Hamiltonian can be rewritten
as H = −JB tˆi · (tˆi−1+ tˆi+1)− bB~f · tˆi +H (i), where the
term H (i) does not depend on i. H (i) can be further
divided into two independent terms, one containing site
i− 1 and its side of the chain, and the second including
i + 1 and the rest. This trick allows to integrate H (i)
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Figure 1. (Color online) The cavity method solution vs heat bath Monte Carlo and large– and small–f limits. As an example,
we fix here bB = 4.04 nm, JB = 4.04 nm pN and T = 20C for the value of β. The main panel shows the force–elongation curve.
Our theoretical solution (red solid line) agrees very well with the Monte Carlo elongation (blue filled circles). Both results, in
turn, are also captured by the small (green dashed line) and large (orange dot-dashed line) force limits when f goes to zero
or to large values, respectively. Such results confirm the cavity approach may be profitably exploited to study the stretching
problem. The inset shows the correlation length ξ(f) as a function of the stretching force. Again the cavity result [Eq. (13),
red solid line] reproduces extremely well the Monte Carlo simulations (blue filled circles), ensuring that our approach may also
be used to evaluate the correlation length for each value of the stretching force. Note that both results correctly converge to
the persistence length ξ0, Eq. (2), when f → 0.
over all variables except tˆi−1 , tˆi+1 and to rewrite Eq. (6)
in the factorized form:
Pi(tˆi) = e
βfbB tˆi·zˆ
Zi
∏
j=i±1
∫
S
dtˆj e
βJB tˆi·tˆjP(i)j (tˆj), (7)
where P(i)j (tˆj) is the marginal pdf of site j in the system
H (i) (the so called cavity marginal) and Zi is a normal-
ising constant (different from Z). Note that H (i) is just
the system H where i has been removed. As mentioned,
in such system, the two sides of the chain at the left and
the right of i are independent and removing i + 1 does
not affect site i− 1. One can now define H (i+1) by con-
necting back site i to i − 1 and removing i + 1, so that
the pdf of site i reads:
P(i+1)i (tˆi) =
eβfbB tˆi·zˆ
Z
(i+1)
i
∫
S
dtˆi−1 eJB tˆi·tˆi−1P(i)i−1(tˆi−1), (8)
with Z
(i+1)
i being a normalising constant. Equation (8)
allows thus to mutually relate the cavity marginals and
can be solved iteratively, for each pair of neighboring
sites. The fixed point solution of Eq. (8) can be in turn
plugged into Eq. (7) to compute the actual marginal of
site i.
The crucial points of the method are that, since the
system is a chain, the factorization performed in Eq. (7)
is exact and that the same cavity marginals appear in
the integral of both Eqs. (7) and (8).
Note that so far no approximation has been made: in
principle, we can choose a suitable chain size N , fix ap-
propriate boundary conditions and solve the resulting 2N
equations for the cavity marginals iteratively. This would
yield to single site marginals that are, by all means, ex-
act. Nevertheless, if we are interested in the properties of
the polymer’s bulk, it is possible to simplify the system
by neglecting boundary effects. We can assume that the
molecule is sufficiently long and that, because of homo-
geneity, each cavity marginal may be written as:
Pcav(tˆ) = 1
Zcav
eβfbB tˆ·zˆ
∫
S
dsˆ eβJB tˆi·sˆPcav(sˆ) , (9)
with Zcav being a normalisation constant. We thus
choose to solve Eq. (9) iteratively and use its fixed point
solution to evaluate the physical local marginals P in the
polymer’s bulk as:
P(tˆ) = 1
Z
eβfbB tˆ·zˆ
[∫
S
dsˆ eβJB tˆi·sˆPcav(sˆ)
]2
. (10)
Note that it is also possible to express the free energy of
the system in terms of the cavity marginals [34], so that
all we need to do to solve the model is to compute the
fixed point solution of Eq. (9). With a reasonable choice
4of the integration routine, such fixed point is reached very
quickly, so that the method is also convenient because of
its reduced computational cost.
The present approach has another interesting feature,
since it allows to easily compute averages of single– and
two–site observables. For instance the elongation per site
L(f) of the molecule is simply equal to
L(f) = bB
∫
S
dtˆ
(
P(tˆ)zˆ · tˆ
)
, (11)
which gives the average of the projection of the molecule
along the force axis. Two–site averages are instead com-
puted by iterating the equations for the derivatives of
the cavity marginals. As an example, we can evaluate
the correlation length ξ(f) for any value of f . To do so,
let us first recall that the susceptibility at fixed force ζf is
equivalently given by differentiating twice the free energy
with respect to f or by summing the correlation function
over the distance r:
ζf = − 1
β
∂2F
∂f2
≡ bB
f
∂L
∂bB
,
ζf = ζ(0) + 2
∞∑
r=1
ζ(r),
(12)
respectively. Now, the first relation can be related to the
derivative ∂bBPcav(tˆ) (see Sec. II B and Appendix D for
more details), while the second reduces to a geometric se-
ries when assuming that the correlation decays exponen-
tially as ζ(r) = ζ(0)e−r/ξ. The constant ζ(0) := 〈tˆ·zˆtˆ·zˆ〉fC
is the connected (self) correlation at fixed f . By expand-
ing the geometric series one has in particular
ξ(f) =
−bB
log
[(
ζf − ζ(0)
)
/
(
ζf + ζ(0)
)] . (13)
Since we can easily evaluate ζ(0) with marginal (10) and
ζf by iterating the derivative of the cavity marginal, we
are able to get ξ(f) for any value of f at practically no
extra cost.
As an illustrative example to validate the method, we
can compute some of these quantities and check their
values against some numerical simulation. The model
described by (1) can indeed be easily simulated with a
Monte Carlo Heat Bath algorithm [35], so that the ac-
curacy of our calculations can be readily tested. In Fig.
1, we compare our analytical force–elongation curve, Eq.
(11), with the outcome of the numerical simulations and
the large and small force limits of the theory (Eqs. (5,
C4), respectively), for a particular choice of the param-
eters bB and JB . The cavity solution agrees extremely
well with both the numerical simulations and the two
limits, which are computed without relying on the cav-
ity formalism. In the inset of Fig. 1 we show, further-
more, the correlation length at fixed force ξ(f) computed
with our method and we compare it with the correlation
length evaluated with the numerical simulations. Again,
the two results are seen to overlap extremely well and
to reproduce, for f → 0, the correct persistence length
at null force ξ0 given by Eq. (2). These results show
that the cavity approach can be successfully applied to
solve the KP model. Hence, once the properties of our
solution have been characterized, we can move forward in
illustrating how the cavity approach comes particularly
convenient when fitting the theory to the experimental
results.
B. Fit to the experiments
Our aim is now to find the parameter values bB , JB
that best fit Eq. (11) to the experimental elongation.
The fit value of bB and JB may be used, in turn, to
compute other observables such as, for instance, the per-
sistence length, given by Eq. (2), and the correlation
length at fixed force, Eq. (13). Given the N experimen-
tally measured force–elongation points (f
(exp)
κ , L
(exp)
κ ),
κ = 1, . . . ,N the best guess for the parameter vector
µ = (JB , bB) is thus found by least squares minimising
the cost function
χ2 =
N∑
κ=1
(
L(exp)κ − L
(
f (exp)κ ;µ
))2
, (14)
where L(f
(exp)
κ ;µ) is the value of Eq. (11) at force f
(exp)
κ
for a fixed parameter vector µ = (JB , bB). Equation (14)
measures in practice the distance between the elongation
L predicted by our model, Eq. (11), and the experimen-
tal elongation [37]. The analytical minimisation of χ2 is
achieved by computing the gradient ∇µχ2, which ulti-
mately depends on the derivatives of L with respect to
the parameters of the model. Interestingly, such deriva-
tives turn out to be correlation functions that may be
well studied within the cavity method (see Appendix D).
As a consequence, solving the χ2 minimisation gives ad-
ditional information on non local processes taking place
in the molecule. Direct differentiation of the cavity equa-
tions ultimately leads to
∂Zc
(
tˆ
)
β∂JB
= eβfbB tˆ·zˆ
∫
S
duˆ eβJB tˆ·uˆ
[
tˆ · uˆZc (uˆ) + ∂Zc (uˆ)
β∂JB
]
∂Zc
(
tˆ
)
β∂bB
= f tˆ · zˆZc
(
tˆ
)
+ eβfbB tˆ·zˆ
∫
S
duˆ eβJB tˆ·uˆ
∂Zc (uˆ)
β∂bB
,
(15)
where Z(tˆ) = ZP(tˆ) and its cavity counterpart Zc(tˆ) =
ZcavPcav(tˆ). Indeed
∂P
∂µi
(
tˆ
)
=
1
Z
∂Z
(
tˆ
)
∂µi
− P (tˆ) 1
Z
∂Z
∂µi
i = 1, 2. (16)
The fixed point of Eq. 15 yields ∇µχ2 and allows to
implement the fit.
Therefore, we numerically iterate Eqs. (9), (15) for
Zc(tˆ), ∂JBZc
(
tˆ
)
, ∂bBZc
(
tˆ
)
respectively. The fixed point
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Figure 2. (Color online) Model fit to ssDNA stretching experiments. The main panel shows the experimental force elongation
(blue circles), vs. the WLC interpolation formula [18, 36] (orange dashed line) and the cavity method solution Eq. (11) (red
solid line). The parameter values returned by the fit are LWLC = 2µm for the WLC contour length and ξ
WLC
0 = 1.04nm for the
WLC persistence length and bB =0.64 nm, JB =6.13 pN nm for the cavity solution. β was fixed assuming room temperature
T =20C. The measured elongation is normalised over the known number of bases (3000) times the monomer length bB . The
agreement between our theory and the measurements is confirmed by the χ2 = 0.063, the WLC interpolation fit yields instead
χ2 = 0.098. The inset shows the correlation length ξ(f) as a function of the stretching force (solid line), computed from Eq.
(13). It is a decreasing function departing from the value ξ(0) = 0.78 nm at zero force (dashed line), i.e. the persistence length
ξ0 of the molecule.
solution is then used to compute ∇µχ2. The value of
µ yielding ∇µχ2 = 0 is finally retained as the best fit
of the model to the experimental measurements. The
key advantage of the approach is that by iterating these
few equations, one is able to minimise the χ2 and to
obtain simultaneously the force–elongation relations Eq.
(11), the correlation length Eq. (13), or whichever ad-
ditional thermodynamic quantity one may be seeking.
We stress again that the computational cost to reach the
fixed point solution of our equations is very limited: at
fixed f , convergence is reached on average in 14 itera-
tions. By using Gaussian quadrature integration with 14
weights, which yields a very good estimate of the func-
tions, this is achieved in less then 0.1s on an Intel i7
processor.
We hence go on to fit a stretching experiment per-
formed on a ssDNA chain of 3000 bases in a 10 mM NaCl
solution. The interbase distance was estimated to ap-
proximately 0.7 nm by x–ray diffraction. The fit, which
is plotted in Fig. 2, allows us to find a monomer length
bB ' 0.64 nm, i.e. a value very close to the actual in-
terbase distance. Such finding suggests that the model
is able to capture the real molecular fundamental length.
We also have for the coupling constant JB ' 6.13 pN
nm. As mentioned in the previous section (and as ex-
plained in Appendix A), parameters bB and JB can be
used to compute the persistence length ξ0 of the model.
Applying formula (2), we find ξ0 ' 0.78 nm, which is also
consistent with experimental results [9, 38].
In Fig. 2 we also show a fit of the WLC interpolation
formula [18, 36] to the experimental points. The result-
ing χ2 is larger than the cavity fit (Fig. 2 caption) and
the corresponding persistence length ξWLC0 = 1.04 nm
is longer than our result, probably due to the approxi-
mation made by the interpolation formula in the inter-
mediate range of forces (see, e.g., Fig. 3 in Ref. [18]).
Indeed, fitting the variational WLC formula [18], which
is a better estimate of the WLC exact solution, yields
basically the same curve and roughly the same persis-
tence length of the cavity fit (not shown). This is to be
expected, since, as mentioned, our model should repro-
duce the WLC limit as long as fbB . JB , which is the
case for a broad range of the experimental forces. Such
findings stress thus the importance of choosing an exact
approach against an approximated one. In this sense,
we feel that our method is a convenient alternative to
the WLC and other approaches in the literature [18, 22],
because, in addition to the persistence length and the
molecular fundamental unit bB , it allows us to evaluate
other observables at no extra cost. In the inset of Fig. 2
we show for instance the correlation length at any force
value ξ(f); Eq. (13). This is seen to be a decreasing func-
tion of f , which correctly equals the persistence length
0.78 nm at f = 0.
6In conclusion, we have shown in this section how our
method allows one to simultaneously compute different
observables by simply fitting the theory to the experi-
mental data. We derived indeed very reasonable esti-
mates of the molecule elongation, of the length of its unit
blocks bB , of the persistence length ξ0, and of the cor-
relation length at fixed force ξ(f), in a straightforward
fashion.
III. DOUBLE–STRANDED DNA
Motivated by the accurate results obtained with ss-
DNA stretching, we now generalise the model to the case
of dsDNA and to its structural transition. As explained
in the introduction, B-DNA abruptly extends 1.7 times
its native length when stretched by f ' 65pN, getting
into a state called S-DNA [9, 10]. In the following, we
are not making any explicit assumption about the ac-
tual nature of such overstretched DNA, but we take into
account that it is different, somehow, from the native B-
DNA. We thus allow the monomers in Eq. (1) to be into
two possible states, similarly to Refs. [22, 25] and in line
with the spirit of Ref. [39], where a dynamical model of
overstretched DNA featuring a double well potential was
studied. For the sake of simplicity we will call the over-
stretched DNA S-DNA, but we do not make any further
speculation on its actual conformation.
To proceed in our modeling, let us reconsider the chain
of N monomers described by Eq. (1), but let us de-
note the state of each monomer through a set of bi-
nary variables σ = (σ1, . . . , σN ) such that σi ∈ {B,S},
∀i = 1, . . . , N . Since every site i may now be in either
S or B state, the parameters b and J must depend on
the variables σ. We allow thus two different monomer
lengths bσ = (bB , bS) and three different interaction
terms Jσσ′ = (JBB , JBS , JSS) (we have JBS ≡ JSB). We
introduce some further terms based on energetics consid-
erations: as B-DNA alone is found in nature, we make it
energetically more stable than S-DNA by adding an ef-
fective field γB which is different from zero at site i only
if σi ≡ B. The parameter γB can be interpreted as the
energy needed to break a B-DNA monomer and trans-
form it into S-DNA, so that increasing it enlarges the
force needed to perform the transition. We also include
the energetic cost of having a boundary between S and B
regions, through the parameter BS . Varying this param-
eter changes instead the steepness of the transition. We
note in passing that this same setup can be applied, for
instance, to study the breaking of secondary structures
(helix–coil transition) in protein stretching experiments
[23, 24].
Taking all this into account, our dsDNA Hamiltonian
takes the form:
H
(
tˆ,σ;~f
)
= −
N∑
i=1
(
fbσi tˆi · zˆ + γBδσi,B
)
−
N−1∑
i=1
(
Jσi,σi+1 tˆi · tˆi+1+BS(1− δσi,σi+1)
)
,
(17)
where δab is a Kronecker delta, equal to one only if a = b.
It is known that the fundamental blocs of real DNA
are extensible themselves [6, 18], and that DNA expe-
riences an enthalpic elongation for large enough stretch-
ing forces. To capture this feature we also introduce a
stretching modulus and rewrite the monomers length as
bB = b
(0)
B (1 + f/Y ), with Y the Young modulus [40] and
b
(0)
B being the native B monomer length at f = 0. On the
contrary, we assume bS to be rigid. Considering this, the
elongation L along the zˆ axis may be again derived by
differentiating the free energy with respect to the force
modulus f :
L
(
f
)
= lim
N→∞
1
N
N∑
i=1
〈(δσi,BcB + δσi,SbS)tˆi · zˆ〉. (18)
Here 〈. . .〉 denotes the usual thermal average, while the
term cB = b
(0)
B (1 + 2f/Y ) is produced by differentiating
fbB(f) with respect to f .
The elongation and other thermal properties of the sys-
tem may be again derived comfortably with the cavity
method. Similarly to what was done for the ssDNA, one
can notice that the Hamiltonian (17) still depends only
on local terms, and, as in Eq. (7), one can write the
marginal pdf of each site in terms of the factorized pdf
of its neighbours. Discarding boundary effects, one is fi-
nally able to express the cavity marginals in the bulk of
the molecule as:
Pcav(tˆ,σ) = Z−1cav exp
[
γBβδσ,B + βfbσ tˆ · zˆ
]
×
∑
τ∈{B,S}
eβεστ
∫
S
duˆ eβJστ tˆ·uˆPcav(uˆ, τ) ,
(19)
where now Pcav depends on the vector tˆ and on the binary
variable σ. The constant Zcav assures normalisation so
that
∑
σ
∫
dtˆ Pcav(tˆ, σ) = 1. The physical marginal is
found by connecting a given site to both its neighbours:
P(tˆ, σ) = Z−1 exp
[
γBβδσ,B + βfbσ tˆ · zˆ
]
×
 ∑
τ∈{B,S}
eβεστ
∫
S
duˆ eβJστ tˆ·uˆPcav(uˆ, τ)
2 , (20)
where Z is again a normalising constant. Equation (20)
above expresses the probability of finding a monomer in
either the B or the S state, oriented along the direction
tˆ. As a consequence, such marginal can in turn be used
7to compute the elongation as:
L (f) =
∫
S
dtˆ
(
tˆ · zˆ) [cBP(tˆ, B) + bSP(tˆ, S)] . (21)
Furthermore, it is possible to compute the fraction of
B and S as the marginal probability of being in state
σ = {B,S} at fixed force:
P(σ) = 1
Z
∫
S
dtˆP(tˆ, σ). (22)
The cavity approach is thus again particularly conve-
nient: Eq. (19) may be solved via iteration and its
fixed point solution can be used to compute L and P(σ)
by expressing P(tˆ, σ) in terms of the cavity marginal.
Again, we checked the validity of our approach against
Heat Bath Monte Carlo simulations, where we added the
{B,S} degrees of freedom. Our solution was found to be
in excellent agreement with the numerical results.
The strength of the method, though, lies again in that
explicit differentiation of the cavity marginals allows one
to easily compute the correlations that arise when fitting
the model to experimental measurements, as we will show
in the next section.
A. Fit to the experimental measurements
We proceed now to fit model Eq. (17) to a set of ds-
DNA stretching measurements. Once again, we fit the
theoretical elongation, given by Eq. (21), to an experi-
mentally measured one. The parameters to be fit are in
this case µ = {b(0)B , Y, bS , JB , JBS , JS , γB , BS} and
their value is sought again by minimising a cost function
χ2 of the form of Eq. (14). We achieve such minimisa-
tion by equating to zero the gradient of χ2 with respect
to the vector of parameters µ. The resulting value of the
parameters enables us to quantify in turn several prop-
erties of the stretched molecule. In essence, bB and bS
give an estimate of the B and S–DNA monomer lengths
respectively, JB , JBS and JS yield the stiffness of the
different portions of the molecule, γB returns the transi-
tion free energy, i.e. the cost of breaking a B–DNA seg-
ment into a S–DNA, while εBS is related to the energy
penalty of having a B–S boundary. Once more, compu-
tation ∇µχ2 yields a series of correlation functions that
may be seen as the propagation of perturbations of the
the cavity marginals (see the appendix D 2 and E).
Thus, a convenient method to minimise χ2 is to
compute its derivatives by means of the cavity equa-
tions. Let us express again the cavity and the physi-
cal marginals (19) and (20) by P(tˆ, σ) = Z−1Z(tˆ, σ) and
Pcav(tˆ, σ) = Z−1c Zc(tˆ, σ), respectively. We have to evalu-
ate the derivatives of Z(tˆ, σ), which are given by
∂µiZ(tˆ, σ) = 2e
−γBβδσ,B−βfbσ tˆ·zˆZc(tˆ, σ)∂µiZc(tˆ, σ)
− Z(tˆ, σ)∂µi
(
γBβδσ,B + βfbσ tˆ · zˆ
)
.
(23)
This equation is the key ingredient of the fit; once its
fixed point solution is known, one is able to compute the
derivatives of χ2, and by setting them to zero, to min-
imise it. We thus proceed as before and iterate Eqs. (19)
and (23) for the cavity marginals and of their derivatives
to fixed point. The fixed point solution is used to eval-
uate ∇µχ2, which is used to minimize the cost function.
The optimal fixed point solution is finally plugged into
(20), (21) to compute the elongation.
Since the model (17) features several parameters, we
choose to divide the fitting procedure into two steps: we
use the ssDNA elongation (11) to fit the experimental
measurements below 50 pN, where no overstretching oc-
curs. We then fix the values of b
(0)
B , JBB , and Y to fit
Eq. (21) for larger stretching forces. Our results are
summarised in Table I and plotted in Fig. 3.
Let us discuss and interpret the fit results. When fit-
ting Eq. (11) below 50 pN, we find b
(0)
B = 3.22 nm, i.e.
about 10 base pairs. Such value is interestingly close to
the dsDNA helix period (3.3 nm), suggesting that, for
B–DNA, one can phenomenologically consider a whole
helix twist as a monomer. We also find the Young mod-
ulus Y = 4570.38 pN, which is considerably larger than
the typical results obtained with the FJC and the WLC
[22], implying that our model captures the phenomenol-
ogy of the stretching up to greater values of the force,
without relying on Y . We finally uncover JB = 56.26
pN nm, which, plugged into Eq. (2), returns a persis-
tence length ξ0 of about 43 nm, which is again in good
agreement with dsDNA typical values [8, 18, 26]. Fixing
those parameters and fitting Eq. (21) for forces larger
than 50 pN yields the results for the overstretched DNA.
We find the unit length bS to be 5.63 nm, about 1.75
times bigger than the native one, yielding the known
ratio between S-DNA and B-DNA total length. Con-
fronting the JS and JBS values with JB , we see that
the native strand is much stiffer (and so more correlated
as well) than the overstretched portion of the molecule.
This finding may help to understand which type of over-
stretched DNA we are actually fitting: indeed, as re-
cently shown [16, 41], different experimental conditions
in terms of temperature and salt concentration may lead
to different overstretched DNA configurations, which can
either be melted or double stranded. In our case, the ra-
tio JS/JB ∼ 70 suggests we are actually fitting a melted
DNA, because this is expected to be about 60–fold more
flexible than B–DNA. The value γB = 106.61 pN nm can
be used to evaluate the B–S DNA transition free energy
per base pair (bp). Since there are about 10 bp per native
monomer bB , normalising over this factor such energy is
about 2.6β−1, which is again a reasonable estimate of
the cost needed to break a B segment into a S–DNA [14].
In Fig. 3b we also show the molecular fraction of B-
DNA and (overstretched) S-DNA as a function of f . We
find that, in a very small force range around 70 pN, the
molecule goes from an entire B-DNA conformation to a
completely overstretched state, implying that the over-
stretching transition is highly cooperative, in agreement
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Figure 3. (Color online) Model fit to dsDNA stretching experiments. (a) The experimental elongation normalised over the
native monomer length b
(0)
B (blue circles) vs. the cavity method elongation (21) (red solid line). To obtain the theoretical curve,
we proceeded first to fit the experimental measurements below 50pN with model (1) and then fixed the values for B-DNA to fit
the remaining range of forces with model (17). The parameter values yielded by the fit (we we again assumed a temperature
T=20C to fix β) are reported in Table I. (b) the fraction of B-DNA (solid line) and S-DNA (dashed line) as a function of the
stretching force f . We recall that we do not make any specific assumption on the actual conformation of the S-DNA and that,
for us, this is just a generic overstretched phase of B-DNA. We find the overstretching transition to be highly cooperative, in
agreement with consensus: S-DNA appears very suddenly around 70pN and it rapidly picks up to the whole molecule. (c)
The correlation length ξ(f) as a function of the stretching force. It is a decreasing function of f that correctly starts at the
persistence length value ξ0 = 43 nm.
with consensus [9, 10]. The cooperativity is modulated
by εBS , whose value is enough to confer such sharp and
narrow shape to the B–S transition. We acknowledge
that the resulting εBS = −0.7β−1 value is smaller than
what expected for the boundary free energy [10, 14], how-
ever such energy shall be evaluated from the transition
width (e.g. as outlined in Ref. [42] for a heteropolymer),
rather than from εBS . Additionally, it must be noted
that, in a melting transition as it looks to be our case,
the actual cooperativity will ultimately be dominated by
the heterogeneity of the dsDNA bps stability [42]. These
effects are not captured by the parameter εBS and are
beyond the scope of the present model, although they
may be experimentally relevant. Finally, in Fig. 3c, we
plot the correlation length, Eq. (13), as a function of f .
We find it again to decrease when the stretching force
gets larger, starting from the correct persistence length
value ξ0 = 43nm when f = 0.
The results obtained suggest that our model is also
able to capture some of the main features of a dsDNA
stretching experiment. We are able to fit the experimen-
tal data in a quite straightforward manner and to get
quick conclusions about the mechanical properties of the
molecule. It is perhaps useful to stress that the involved
mathematical treatment required by, e.g., the transfer
matrix method does not allow one to get to the same
neat conclusions. The cavity method seems instead a
more natural way to solve the problem, thanks to the
local quantities it allows to compute, the useful relation
between the derivatives of the cavity equations and cor-
bS JBS JSS γB εBS
5.63 26.35 (6.5) 0.81 (0.2) 106.61 (2.6) -2.75 (-0.7)
Table I. Parameters of the fit. The parameter bS is given in
nm while Jσσ′ and σσ′ are in pN nm (values in parentheses
are in β−1/bp units, γB is normalised over the ∼ 10 bp in a
bB segment).
relations, and because it yields an exact solution in the
case of a long molecule.
IV. CONCLUSIONS
A paradigmatic issue in modeling polymer stretching
is the difficulty in devising a realistic enough yet also
mathematically treatable theory. The main models in
literature, the FJC and the WLC, both lack some char-
acteristics of real stretched molecules. The variational
solution to the KP model, conversely, is an approxima-
tion that does not allow the simultaneous evaluation of
several observables. In this work we presented an alter-
native approach based on a KP–like model, which de-
scribes the molecule as discrete and stiff at the same
time. Our main contribution consists in the full and
exact analytical treatment of the problem, through the
cavity method, which proves to be very practical to com-
pute different thermal observables and to fit the model
9to a set of experimental measurements. We were indeed
able to comfortably fit two different versions of the model
to experimental measurements, one of ssDNA stretching
and the other for dsDNA, where the overstretching of the
molecule was taken into account.
For ssDNA, we obtained a monomer length of 0.64 nm,
a size comparable to the actual interbase distance mea-
sured by x–ray diffraction (0.7 nm). We also computed
a persistence length of 0.78 nm, in fair agreement with
consensus. The dsDNA model native monomer length
was seen to be 3.22 nm, which is intriguingly close to the
dsDNA helix period. This result suggests that our model
captures as a single monomer a full helix twist. We also
found the ovestretched monomer length to be 1.75 longer,
reproducing the well known scaling between the two dif-
ferent types of DNA. The B-DNA persistence length was
evaluated to be 43 nm, again in good agreement with ex-
perimental knowledge. Also, we estimated the transition
free energy per bp to be of the order of 2.6β−1, a value
reasonably close to previous estimates. Finally, we saw
B-DNA to be far stiffer and to resist more to bending
than S-DNA. As recently shown, different overstretched
configurations may be obtained depending on the experi-
mental setup: the difference in B– and S–DNA flexibility
we uncovered suggests in our case we dealt with a melted
overstretched DNA.
The reasonable results we found encourage us to ex-
tend further our approach. Besides the obvious applica-
tions in the experimental context, we see some natural
extensions of our work. A very similar approach may be
used for instance to study molecules subject to random
transverse forces [43], where more than one force is ap-
plied to the polymer, or to investigate block copolymers
[44]. These can be sketched as networks of molecules
locally attached together, where one wants to know the
force deformation relations when a force is applied. We
believe those problems may be profitably studied with a
straightforward extension of our approach, thanks to its
plain and easy implementation.
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Appendix A: The Persistence length
We would like here to show how to compute the per-
sistence length, that is, the correlation length at zero
force, as a function of the parameters bB and JB of the
KP model, Eq. (1). As explained in Sec. II, bB fixes
the monomers length and JB , which has the dimension
of an energy, sets the strength of the monomer interac-
tions along the chain. When f = 0, model (1) is just a
Heisenberg chain in zero external field. In this case it is
possible to write down the problem in spherical coordi-
nates and to solve it with the transfer matrix method [45].
In particular, the largest eigenvalue of the matrix gives
an estimate of the free energy as F = −1/β log sinh βJBβJB ,
while further expansion in eigenvalues allows to evaluate
the correlation function ζ(r) at distance r as:
ζ(r) =
1
3
(
cothβJB − 1
βJB
)r
. (A1)
Assuming that the correlation function ζ(r) decays expo-
nentially, i.e. ζ(r) ∼ e−r/ξ, we can define the persistence
(or correlation) length of the model at zero force as writ-
ten in Eq. (2):
ξ0 = − bB
logL(βJB) ,
where L(x) = cothx− 1/x is the Langevin function and
bB is put to fix the length scale.
Appendix B: Small force expansion
As shown at the beginning of Sec. II, the elongation
per monomer, L, of the model is computed by differenti-
ating once the free energy F with respect to the stretch-
ing force f . Thus, to study the force elongation relation
in the small forces regime, one can perform a Taylor ex-
pansion of the free energy about f = 0 and retain the
first terms:
L(f) = − lim
N→∞
1
N
∞∑
k=0
fk
k!
∂k+1f F |f=0
' lim
N→∞
f
βb2B
N
N∑
i,j=1
〈(zˆ · tˆi)(zˆ · tˆj)〉0C ,
(B1)
where the first term vanishes because of symmetry at
f = 0. Here the subscript C stands for a connected
correlation, i.e. 〈AB〉C = 〈AB〉 − 〈A〉〈B〉, while the
superscript 0 denotes that averages are performed over
an Hamiltonian with zero external force, i.e. the well
known zero force KP model [21] or, equivalently, the one
dimensional Heisenberg chain in zero field [45]. Note that
such model describes a random walk on a sphere [46], and
can be solved exactly. The sum in Eq. (B1) is known to
give the Heisenberg susceptibility ζ0 at f = 0, so that
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finally the elongation at small f is equal to what shown
in Eq. (5), i.e.:
L(f) ' βb2Bζ0f,
where
ζ0 :=
1
3
JB + JB coth(βJB)− β−1
JB − JB coth(βJB) + β−1 . (B2)
Formula (5) reproduces the known elastic DNA response
to weak stretching [7] and it also correctly captures the
FJC limit when JB → 0. In such case ζ0 → 1/3 and one
has, normalising L as ` ≡ L/bB :
`FJC(f) ' βbB
3
f, (B3)
which is the well known small force limit of the FJC [17].
It is also possible to compute the WLC limit of Eq. (5)
by performing bB → 0. To see this, we first note that Eq.
(B2) may be written in terms of the persistence length
ξ0, Eq. (2), as:
ζ0 =
1
3
1 + e−bB/ξ0
1− e−bB/ξ0 . (B4)
Plugging such formula into Eq. (5) and normalising the
elongation, one has
` ' 1
3
1 + e−bB/ξ0
1− e−bB/ξ0 βbBf, (B5)
with ` once again a normalised elongation ranging from 0
to 1. The limit bB → 0 of Eq. (B4) yields ζ0 ' 2ξ0/(3bB),
so that when bB → 0, Eq. (B5) reproduces the small f
WLC elongation [18]:
`WLC(f) ' 2
3
βξ0f. (B6)
Appendix C: Large force expansion
When the stretching force f is much larger than JB ,
the contribution of the latter becomes negligible and one
is allowed to expand F in JB around zero. In such a
situation the second term of the Hamiltonian (1), which
is basically a FJC model, dominates over the first term.
Therefore, we expect the large force extension to repro-
duce the FJC elongation plus corrections. Note, however,
that such reasoning is correct as long as the monomer
length bB is finite. If, conversely, one assumes to be in a
large force limit but to have bB → 0, one should change
the sums to integrals, ending up with the known WLC
large force limit, which scales as O(f−1/2).
Keeping a finite length for bB , one may compute again
the elongation by differentiation of the free energy as:
L(f) = − lim
N→∞
1
N
∞∑
k=0
JkB
k!
∂f∂
k
JBF |JB=0
' L
FJC
(f) + lim
N→∞
βJBbB
N
∑
i,j
〈(zˆ · tˆi)(tˆj · tˆj+1)〉FJCC .
(C1)
The first term of the expansion equals to the elongation of
the FJC model L
FJC
(f), given by the Langevin function
L(x) = cothx − 1/x. The second term is a connected
correlation in the FJC model, which can be evaluated by
expressing the scalar products as
zˆ · tˆi = cos θi,
tˆj · tˆj+1 = sin θj sin θj+1 cos(φj − φj+1) + cos θj cos θj+1 .
In the FJC the terms depending on angle φ vanish when
averaging over the whole period, and one is left with the
computation of
∑
ij〈cos θi cos θj cos θj+1〉CFJC . This can
be separated into a term having i = j, j + 1 and an-
other with the remainder. The latter however cancels
out when computing connected correlations, as in the
FJC all sites are independent. It only remains to eval-
uate
∑
j
∑
i=j,j+1〈cos θi cos θj cos θj+1〉CFJC , which, in the
thermodynamic limit and for the polymer’s bulk, may be
cast as:
2〈cos θ〉FJC
(
〈cos2 θ〉FJC − 〈cos θ〉2FJC
)
=
2L(βbBf)(1 + 1(
βbBf
)2 − coth2(βbBf)
)
,
(C2)
where L(x) is the Langevin function and we assumed
homogeneity dropping indices and replacing the sum with
a factor 2. Placing everything together in formula (C1),
the large force elongation reads:
L ' bBL(βbBf)
(
1+2βJB
(
1+
1(
βbBf
)2−coth2(βbBf))
)
.
(C3)
Expanding further the Langevin function and the hyper-
bolic cotangent for large f , one finally gets to:
L ' bB
(
1− 1
βbBf
+
2βJB(
βbBf
)2) . (C4)
which predicts saturation when f  1. We see that
the model adds a correction O(f−2) to the FJC large–
force limit, such a correction incorporates indeed the
monomers interaction. However, we remark again that
the above limit is correct when the monomer length bB
is finite.
Appendix D: Propagating the instability of the
cavity equations
1. Expansion in f
Equation (B1) relates the small–f elongation to a cor-
relation, which can be also evaluated by direct differen-
tiation in the cavity theory. Similarly to the correlation
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obtained in (B1), differentiation of (11) yields the follow-
ing relation in the thermodynamic limit:
lim
N→∞
1
N
N∑
i<j
〈(zˆ · tˆi)(zˆ · tˆj)〉0C = 1βb2B ∂L∂f
∣∣∣
f=0
(D1)
The correlation can be expressed in terms of the distance
k between i and j
lim
N→∞
1
N
N∑
i<j
〈(zˆ·tˆi)(zˆ·tˆj)〉0C ≡ 〈(zˆ·tˆ0)2〉0C+ ∞∑
k=1
〈(zˆ·tˆ0)(zˆ·tˆk)〉0C .
(D2)
In the cavity theory, Eq. (10), one has that ∂fP(tˆ) is
produced by differentiating with respect to f the cavity
marginal Pcav(tˆ):
1
βb2B
∂L
∂f
∣∣∣
f=0
=
∫
S
dtˆ (zˆ · tˆ)2P(tˆ)
∣∣∣
f=0
+
1
βbB
∫
S
dtˆ zˆ · tˆ Q(tˆ)
(D3)
with
Q(tˆ) = 2
Z
eβfbB tˆ·zˆ
∫
S
dsˆduˆ eβJB tˆ·(uˆ+uˆ)Pcav(sˆ)∂fPcav(uˆ),
evaluated at f = 0. Now the first term on the right–hand
side of Eq. (D3) reproduces the local average appearing
in the correlation (D2). The remaining terms of relation
(D2) come from evaluation of ∂fPcav, viz
∂Pcav
∂f
(tˆ) =Pcav(tˆ)
(
βbB(zˆ · tˆ)− 1
Zcav
∂Zcav
∂f
)
+
eβtbBfzˆ·tˆ
Zcav
∫
S
dsˆ eβJB tˆ·sˆ
∂Pcav
∂f
(sˆ) .
(D4)
Indeed one can write the above expression in a closed
form to see the equivalence with the formula (D2):
∂Pcav
∂f
(tˆ0) = βbB
∞∑
k=0
Z−kcav
∫
dtˆk T (tˆ0, tˆk)Pcav(tˆk)zˆ · tˆk
T (tˆ0, tˆk) = Ik0
∫
S
[k−1∏
`=1
dtˆ`
]
eβ
∑k−1
`=0 fbB zˆ·tˆ`+JB tˆ`·tˆ`+1 ,
(D5)
where Ik0 = 1 + δk0
(
δ(tˆk − tˆ0) − 1
)
is a factor to get
properly rid of integration in tˆ0. Relation (D5) allows us
to directly relate the correlation between sites 0 and k to
the propagation of perturbations of the cavity marginals
from k to 0.
2. Model fit
Similarly to what was done in Sec. D 1, it is possi-
ble to express in closed form Eqs. (15) used to fit the
model to the experimental data. Explicit differentiation
of Zc(tˆ) leads to an expression where the propagation of
the perturbations from sites k = 0, . . . ,∞ to a fixed site
are clearly seen. Let us consider the perturbation with
respect to bB :
∂Zc
∂bB
(
tˆ0
)
= f
∞∑
k=0
∫
S
dtˆkT (tˆ0, tˆk)Zc
(
tˆk
)
tˆk · zˆ, (D6)
where again integration is not performed for T (tˆ0, tˆ0).
The above expression yields in turn:
∂Z
(
tˆ0
)
∂bB
= f
∞∑
k=0
(2− δk0)
∫
S
dtˆk Z(tˆ0, tˆk)
(
tˆk · zˆ
)
, (D7)
where Z(tˆ0, tˆk) is the constrained partition function of a
segment of the chain of length k:
Z(tˆ0, tˆk) = Zc
(
tˆ0
) T (tˆ0, tˆk)Zc (tˆk) . (D8)
It is easy to check that the normalisation of Z(tˆ0, tˆk) is
precisely Z and we can write P(tˆ0, tˆk) = Z(tˆ0, tˆk)/Z, so
that finally one gets to the expression for ∂bBP(tˆ):
∂P
∂bB
(
tˆi
)
= f
∞∑
k=0
(2−δk0)
∫
S
dtˆkP(tˆ0, tˆk)
[
tˆk · zˆ−〈tˆk · zˆ〉P
]
,
(D9)
where 〈. . .〉P is an average evaluated via pdf P. Expres-
sion (D9) relates ∂bBP to the propagation of a perturba-
tion of the cavity marginal from site k to site 0 and when
plugged into (11) it yields a sum of correlations between
0 and k.
Appendix E: Correlation functions in the dsDNA
We report here, for the interested reader, the cor-
relations arising when differentiating L (18) with re-
spect to the parameters of model (17). By denoting
b˜σj = δσjBcB + δσjSbS , one gets, after some manipu-
lation:
∂L
∂bσ
(f) = lim
N→∞
1
N
N∑
i=1
[
〈b˜σi/bσi
(
tˆi · zˆ
)
δσσi〉
+
N∑
j=1
〈b˜σjδσjσ
(
tˆi · zˆ
) (
tˆj · zˆ
)〉C]
∂L
∂Jστ
(f) = lim
N→∞
1
N
N−1∑
i=1
N∑
j=1
〈b˜σjδσiσδσi+1τ
(
tˆj · zˆ
) (
tˆi · tˆi+1
)〉C
∂L
∂γσ
(f) = lim
N→∞
1
N
N∑
i,j=1
〈b˜σj
(
tˆj · zˆ
)
δσiB〉C
∂L
∂εστ
(f) = lim
N→∞
1
N
N−1∑
i=1
N∑
j=1
〈b˜σj
(
tˆj · zˆ
)
δσiσδσi+1τ 〉C .
(E1)
Derivation with respect to b
(0)
B and Y follows from bB
through the chain rule.
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