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RESUMEN
En el presente trabajo demostraremos un principio de continuación única de soluciones
para la ecuación de Schrödinger unidimensional con no linealidad cúbica (NLS3)
i∂tu+ ∂
2
xu+ |u|2u = 0, u = u(x, t) ∈ C, x ∈ R, t ∈ [0, 1],
que afirma lo siguiente:
Si u1, u2 ∈ C([0, 1];H3(R)) ∩ C1([0, 1];H1(R)) son soluciones de la ecuación (NLS3)
tales que u1(0) − u2(0) y u1(1) − u2(1), junto con sus derivadas espaciales de primer
orden, pertenecen al espacio L2(ea|x|
α




In this work we establish a unique continuation principle for solutions of the unidimen-
sional Schrödinger equation with cubic nonlinearity (NLS3)
i∂tu+ ∂
2
xu+ |u|2u = 0, u = u(x, t) ∈ C, x ∈ R, t ∈ [0, 1],
which states:
If u1, u2 ∈ C([0, 1];H3(R))∩C1([0, 1];H1(R)) are solutions of the equation (NLS3) such
that u1(0)− u2(0) and u1(1)− u2(1), together with their first order spatial derivatives,
belong to the L2(ea|x|
α
dx) space for some a > 0 and some α > 2, then u1 ≡ u2.
viii
Notaciones
1. supp f : soporte de la función f .
2. C∞(RN): espacio de las funciones de RN en C infinitamente diferenciables.
3. C∞0 (RN): espacio de las funciones de RN en C infinitamente diferenciables con
soporte compacto.
4. Espacios Lp(RN); 1 ≤ p ≤ ∞, N ∈ N.
Para 1 ≤ p <∞:
Lp(RN) =
{
















5. Cuando p = 2, denotamos por 〈 · , ·〉 el producto interior en L2(RN), es decir,
para f, g ∈ L2(RN),




6. Espacios L2 con peso w(x) > 0:
L2(w(x)dx) :=
{
f : RN → C|f es medible y fw1/2 ∈ L2(RN)
}
.
7. Para k ∈ N y N ∈ N denotamos por Hk(RN) al espacio de las funciones definidas
en RN y con valores complejos tales que ellas y sus derivadas generalizadas hasta






donde α = (α1, . . . , αN) es un multíındice de longitud menor o igual que k, y
ix
∂αu = ∂α1x1 ∂
α2
x2
· · · ∂αNxN u.
8. Para k ∈ N, C([0, 1];Hk(RN)) denota el espacio de las funciones continuas del
intervalo temporal [0, 1] con valores en el espacio Hk(RN), con norma definida
por
‖u‖C([0,1];Hk(RN )) = máx
t∈[0,1]
‖u(t)‖Hk(RN ).




























































13. Para z ∈ C, denotamos por Re z la parte real de z, por Im z la parte imaginaria
de z y por z el complejo conjugado de z.
14. Para x = (x1, . . . , xN) ∈ RN , denotamos por |x| la norma eucĺıdea de x.
xi
Introducción
Las ecuaciones diferenciales de evolución constituyen un objeto de estudio muy impor-
tante dentro de la matemática actual por el papel que juegan en la formulación de
modelos matemáticos en las ciencias f́ısicas y naturales.
Uno de los aspectos analizados en este tipo de ecuaciones, que ha concentrado la aten-
ción de gran número de especialistas en los últimos años, se conoce con el nombre
de continuación única. El objetivo de los problemas de continuación única consiste en
obtener condiciones suficientes en dos tiempos distintos, t = 0 y t = 1, sobre el compor-
tamiento de dos soluciones u1 y u2 de una misma ecuación de evolución, que garanticen
que u1 ≡ u2.
Una ecuación de evolución de gran significado en mecánica cuántica es la ecuación de
Schrödinger. Dependiendo del tipo de fenómeno bajo consideración se tienen diferentes
ecuaciones de Schrödinger.
Dos ecuaciones de Schrödinger que se destacan por su importancia matemática son la
ecuación de Schrödinger lineal de la forma
i∂tu+ ∆u = V u, (0.1)
y la ecuación no lineal de la forma
i∂tu+ ∆u+ F (u, u) = 0, (0.2)
donde la función desconocida u = u(x, t) es una función de valor complejo de la variable
espacial x ∈ RN y de la variable temporal t ∈ R, u es el complejo conjugado de u,
i =
√





denota el Laplaciano de u con respecto a las variables espaciales, V = V (x, t) es un
potencial complejo conocido y F (u, u) es un término no lineal.
Con respecto a la ecuación (0.2), cuando el término no lineal F cumple ciertas condi-
ciones de crecimiento, en el art́ıculo [5] Kenig, Ponce y Vega probaron que si u1
y u2 son soluciones suficientemente suaves de (0.2) tales que u1(x, 0) = u2(x, 0) y
u1(x, 1) = u2(x, 1) para x por fuera de cierto convexo estrictamente contenido en un
semiespacio, entonces u1 ≡ u2.
Posteriormente en el art́ıculo [3], Escauriaza, Kenig, Ponce y Vega establecieron para
la ecuación (0.2) un resultado más fuerte en el que en los tiempos t = 0 y t = 1 sólo se
exige que la diferencia u1 − u2 de las soluciones tenga cierto decaimiento exponencial
para poder concluir que u1 ≡ u2. Este resultado es consecuencia de un principio de
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continuación única, también establecido en [3], para una ecuación lineal de la forma
(0.1) con potencial V adecuado, satisfecha por la diferencia u := u1 − u2.
El método utilizado en el art́ıculo [3] para probar el principio de continuación única
para la ecuación lineal consta de dos etapas principales. En la primera etapa a partir del
decaimiento exponencial de u(0) y u(1) se obtiene un decaimiento exponencial uniforme
de u(t) para t ∈ (0, 1). En la segunda etapa se establecen cotas inferiores para la norma
L2 de la solución u y de su gradiente espacial en el dominio anular
{R−1 < |x| < R}×[0, 1] cuando R es grande. En esta segunda etapa se usan argumentos
contenidos en el art́ıculo [4] de Isakov. Un acoplamiento de los estimativos obtenidos
para u en estas dos etapas permite llegar a la conclusión de que u ≡ 0.
El presente trabajo está basado en el art́ıculo [3] y tiene como objetivo demostrar
en detalle uno de los resultados de este art́ıculo (véase Teorema 3.1 en esta tesis),
relacionado con una ecuación lineal de Schrödinger de la forma (0.1), para luego aplicarlo
en la demostración de un principio de continuación única (véase Teorema 3.3 en esta
tesis), para la ecuación de Schrödinger unidimensional con no linealidad cúbica:
i∂tu+ ∂
2
xu+ |u|2u = 0, (x, t) ∈ RN × [0, 1], (0.3)
la cual es un caso particular de la ecuación de Schrödinger no lineal de la forma (0.2)
considerada en [3] (F (u, u) = u2u).
Con el fin de simplificar los procedimientos y hacer más claras las ideas utilizadas en las
pruebas del art́ıculo [3], hemos trabajado con soluciones más regulares de lo necesario.
Ésta es la principal diferencia de esta tesis con el art́ıculo [3].
Terminamos esta introducción con la descripción de la estructura del trabajo, el cual
consta de tres caṕıtulos. Los dos primeros están dedicados a obtener las estimaciones
necesarias en la demostración del resultado principal que se lleva a cabo en el último
caṕıtulo.
El objetivo principal del caṕıtulo 1 (Teorema 1.1 y sus corolarios) es demostrar que si u
es una solución suficientemente suave de la ecuación de Schrödinger lineal no homogénea
i∂tu+ ∆u = V u+H,
tal que en los tiempos t = 0 y t = 1 las funciones espaciales u(0) y u(1) decaen expo-
nencialmente, entonces las funciones espaciales u(t) también decaen exponencialmente
y de manera uniforme para t ∈ [0, 1], siempre que el potencial V sea suficientemente
pequeño en cierta norma y el término no homogéneo H(t) tenga cierto decaimiento
exponencial para todo t ∈ [0, 1].
En el caṕıtulo 2, para una solución u de la ecuación (0.1) se establece una cota inferior
para la norma en L2 de u y de su gradiente espacial en el dominio anular
{x | R− 1 < |x| < R} × [0, 1], para valores de R grandes.
Finalmente en el caṕıtulo 3, utilizando los resultados de los caṕıtulos 1 y 2, probamos
un principio de continuación única para la ecuación lineal (0.1) (véase Teorema 3.1)
con un potencial V que tiene cierto decaimiento espacial en el infinito. Este teorema es
la base para la demostración de un principio de continuación única de la ecuación de
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Schrödinger unidimensional con no linealidad cúbica (0.3) (véase Teorema 3.3), objetivo
final de este trabajo. El Teorema 3.3 afirma que si u1 y u2 son soluciones suficientemente
suaves de la ecuación (0.3) tales que su diferencia, en los tiempos t = 0 y t = 1, decae,
junto con sus derivadas espaciales de primer orden como e−a|x|
α
, para ciertas constantes
a > 0 y α > 2, entonces u1 y u2 deben ser iguales (u1 ≡ u2).
La letra C en este trabajo denotará diversas constantes positivas que pueden variar de




Estimaciones a priori. Decaimiento
exponencial
El objetivo principal de este caṕıtulo (Teorema 1.1 y sus corolarios) es demostrar que
si u es una solución suficientemente suave de la ecuación de Schrödinger lineal no
homogénea
i∂tu+ ∆u = V u+H,
tal que en los tiempos t = 0 y t = 1 las funciones espaciales u(0) y u(1) decaen expo-
nencialmente, entonces las funciones espaciales u(t) también decaen exponencialmente
y de manera uniforme para t ∈ [0, 1], siempre que el potencial V sea suficientemente
pequeño en cierta norma y el término no homogéneo H(t) tenga cierto decaimiento
exponencial para todo t ∈ [0, 1].
La prueba del Teorema 1.1 se lleva a cabo mediante estimaciones a priori realizadas en
la ecuación que hacen uso de la transformada de Fourier espacial y de un resultado de
Calderón relacionado con operadores de proyección sobre los subespacios de frecuencias
positivas y de frecuencias negativas.
1.1. Lema de Calderón
Denotemos por χ+ a la función caracteŕıstica del conjunto




1 si ξ1 > 0,
0 si ξ1 ≤ 0.
Denotemos por χ− a la función caracteŕıstica del conjunto





1 si ξ1 < 0,
0 si ξ1 ≥ 0.
Definimos el operador de proyección P+ : L
2(RN) → L2(RN) de la siguiente manera:
dado f ∈ L2(RN), (P+f) es el elemento de L2(RN) tal que (P+f )̂ = χ+f̂ . Claramente:
‖P+f‖L2 ≤ ‖f‖L2 . (1.1)
De manera análoga definimos el operador P−.
Aqúı ̂ denota la transformada de Fourier en L2(RN).
El siguiente lema será utilizado posteriormente para las estimaciones de enerǵıa rea-
lizadas en el teorema 1.1 y fue probado por Calderón en [1]. Este lema expresa propieda-
des de acotamiento de operadores obtenidos por composición del operador derivada con
un conmutador entre un operador de multiplicación y los operadores de proyección P+
y P−.
Lema 1.1. Para f ∈ H1(RN), a ∈ C1(R) tal que ∂x1a ∈ L∞(R), se cumple que
‖[P ; a]∂x1f‖L2(RN ) ≤ C‖∂x1a‖L∞(R)‖f‖L2(RN ) y
‖∂x1 [P ; a]f‖L2(RN ) ≤ C‖∂x1a‖L∞(R)‖f‖L2(RN ),
donde [P ; a]g := P (ag) − aPg es el conmutador de los operadores P y a, P = P+
ó P = P− y C es una constante independiente de f .
1.2. Teorema sobre decaimiento exponencial en una
dirección
Teorema 1.1. Sea u ∈ C([0, 1];H2(RN))∩C1([0, 1];L2(RN)) una solución de la ecuación
diferencial
iu′(t) + ∆u(t) = V (t)u(t) +H(t) para t ∈ [0, 1], (1.2)
donde V ∈ L1tL∞x ≡ L1t ([0, 1];L∞x (RN)) y H ∈ L1tL2x ≡ L1t ([0, 1];L2x(RN)). Supongamos
que para β ∈ R, u(0), u(1) ∈ L2(e2βx1dx) y H ∈ L1t ([0, 1];L2(e2βx1dx)). Entonces existe






2(‖u(0)‖L2(e2βx1dx) + ‖u(1)‖L2(e2βx1dx) + ‖H‖L1t ([0,1];L2(e2βx1dx))), (1.3)
2
(La estimación (1.3) también es válida para xj en lugar de x1, j ∈ {1, . . . , N}, si en las
hipótesis sobre u(0), u(1) y H se cambia x1 por xj.)
Demostración.
Sin pérdida de generalidad supongamos que β > 0. Para n ∈ N, sea ϕn ∈ C∞(R) tal
que ϕn(s) := 1 si s ≤ n, ϕn(s) := 0 si s ≥ 10n y ϕn es monótona decreciente. Podemos
construir las funciones ϕn de manera que ϕn(s) ≤ ϕn+1(s) para todo s ∈ R y que la
j-ésima derivada de ϕn, ϕ
(j)





donde Cj es una constante independiente de n y s.
Definamos ahora para cada s ∈ R, θn(s) := β
∫ s
0
ϕ2n(l)dl. Entonces θn ∈ C∞(R), θn es
monótona creciente y θn(s) ≤ βs. Además, θn(s) ≤ θn+1(s) para todo n ∈ N y s ∈ R,
θ′n(s) = βϕ
2




j = 1, 2, . . . ,
donde Qj−1 es una constante independiente de n y s.
Definamos ahora una sucesión de funciones acotadas {Φn} que aproxime a la función
exponencial eβ(·s). Para n ∈ N y s ∈ R sea
Φn(s) := e
θn(s).
Como θn(s) ≤ βs, entonces Φn(s) ≤ eβs.
Construyamos ahora una sucesión {vn} que aproxime a eβx1u.
Para n ∈ N, x = (x1, x2, . . . , xN) ∈ RN y t ∈ [0, 1] sea
[vn(t)](x) := Φn(x1)[u(t)](x).










n ∂x1vn − vnΦ−2n Φ′n] = ∂x1vn − βϕ2nvn,



















iv′n + ∆vn = iΦnu














n − β2ϕ4n)vn + ΦnH. (1.4)
Con el fin de eliminar el término −β2ϕ4nvn consideremos una nueva función wn definida
por
wn(t) := exp(−iβ2ϕ4n(x1)t)vn(t) ≡ eµvn(t).
Para obtener una ecuación satisfecha por wn usamos los siguientes hechos:
ieµv′n = ie
µ(e−µwn)
′ = iw′n + ie
µe−µ(iβ2ϕ4n)wn




= ∂x1wn + e
µ∂x1(e






















































































n − β2ϕ4n)vn + ΦnH] + β2ϕ4nwn
−i8β2ϕ3nϕ′nt∂x1wn − [(i4β2ϕ3nϕ′nt)2 + i12β2ϕ2n(ϕ′n)2t+ i4β2ϕ3nϕ′′nt]wn
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H̃n(x, t) := e
µΦn(x1)H(x, t) (1.5)
h(x1, t) := 2βϕnϕ
′
n − (i4β2ϕ3nϕ′nt)2




b(x1) := −8β2ϕ3n(x1)ϕ′n(x1), (1.7)
la anterior ecuación para wn puede escribirse como
iw′n + ∆wn = V wn + H̃n + hwn + a
2∂x1wn + itb∂x1wn. (1.8)













donde la constante C depende de β pero no depende de n.
A continuación realizaremos estimaciones de enerǵıa sobre wn ≡ wn(t). Para ello de-
duciremos las ecuaciones satisfechas por P+wn y P−wn.
Teniendo presente que P+(w
′
n(t)) = (P+wn(t))
′ y que P+∆ = ∆P+, una aplicación del
operador P+ a la ecuación (1.8) nos permite concluir que
i∂tP+wn + ∆(P+wn) = P+(V wn) + P+(H̃n) + P+(hwn) + P+(a
2∂x1wn) + P+(itb∂x1wn).
(1.12)
Tomando el complejo conjugado en la ecuación (1.12) obtenemos
5
− i∂tP+wn + ∆P+wn = P+(V wn) + P+H̃n + P+(hwn) + P+(a2∂x1wn) + P+(itb∂x1wn).
(1.13)
Multiplicando las ecuaciones (1.12) y (1.13) por P+wn y −P+wn, respectivamente,
sumando las ecuaciones resultantes y teniendo en cuenta que
i∂t|P+wn|2 = i∂t(P+wnP+wn) = i[P+wn∂tP+wn + P+wn∂tP+wn], (1.14)
se sigue que





+i[P+(tb∂x1wn)P+wn + P+(tb∂x1wn)P+wn]. (1.15)
Tomando parte imaginaria en (1.15) se tiene que




Como para todo n ∈ Z+, wn ≡ wn(t) ∈ H2(RN), H̃n ≡ H̃n(t) ∈ L2(RN), V ≡ V (t) ∈
L∞(RN), para casi todo punto t en [0, 1], y además a2 ∈ L∞(R) y b ∈ L∞(R), entonces






















≤ ‖V ‖L∞‖wn‖2L2 , (1.18)∣∣∣∣Im∫
RN
P+H̃nP+wn










donde en la última desigualdad hemos utilizado al estimativo (1.9) y la constante C en
(1.20) es independiente de n ∈ N.
Nos falta acotar las integrales correspondientes a los dos últimos términos del lado dere-










donde C es una constante positiva independiente de n.
Demostración de la afirmación 1.






















donde en la última igualdad hemos utilizado el conmutador [P+; a].
Como los operadores P+ y ∂x1 conmutan y la función a es de valor real, podemos concluir




















































Aplicando nuevamente integración por partes en la primera integral del lado derecho



















Tomando parte imaginaria en (1.22), usando la identidad de Parseval y la definición
















ξ1|(awn)∧|2dξ + Im(−I + II − III)
≥ Im(−I + II − III) ≥ −(|I|+ |II|+ |III|).




Usando la desigualdad de Cauchy - Schwarz, la estimación (1.1) para el operador P+,
las propiedades de acotamiento de los operadores ∂x1 [a;P+] y [P+; a]∂x1 enunciadas en
el Lema 1.1 y la estimación (1.10) para ∂x1a, tenemos que
|I| ≤ ‖P+(awn)‖L2‖∂x1([a;P+]wn)‖L2 ≤ C‖P+(awn)‖L2‖∂x1a‖L∞‖wn‖L2













De esta manera queda probada la afirmación 1.
Afirmación 2 ∣∣∣∣Re ∫
RN
P+(tb∂x1wn)P+wndx
∣∣∣∣ ≤ Cn2‖wn‖2L2 , (1.23)
donde C no depende de n.
Demostración de la afirmación 2.
Usando el conmutador [P+, b], la conmutatividad de P+ y ∂x1 , integración por partes y






















































≡ IV + V + V I. (1.24)
Observemos que la estimación (1.1) para el operador P+, las propiedades de acotamien-
to de los operadores ∂x1 [b;P+] y [P+; b]∂x1 , expresadas en el Lema 1.1, junto con la
estimación (1.11) para ∂x1b implican que
|IV |+ |V |+ |V I| ≤ ‖P+wn‖L2‖P+((∂x1b)wn)‖L2 + ‖P+wn‖L2‖∂x1 [b;P+]wn‖L2
+‖[P+; b]∂x1wn‖L2‖P+wn‖L2





con lo cual la afirmación 1.23 queda demostrada.
Continuemos con la prueba del Teorema 1.1
De la ecuación (1.16), teniendo en cuenta (1.17), (1.18), (1.19), (1.20) y las afirmaciones














H̃(x, t) := eµeβx1H(x, t), (1.26)
y recordando que H̃n = e
µΦn(x1)H, entonces es claro que ‖H̃n(t)‖L2 ≤ ‖H̃(t)‖L2 , y por









Considerando ahora el operador P− se tiene una ecuación análoga a la ecuación (1.16)
pero con P− en lugar de P+. Nuevamente, la integral en RN del segundo término del












∣∣∣∣ ≤ 2‖V (t)‖L∞‖wn‖2L2 +2‖H̃n(t)‖L2‖wn‖L2 + Cn ‖wn‖2L2 .
Además, procediendo de manera análoga a como se hizo en la prueba de la afirmación
2, se tiene que ∣∣∣∣2Re ∫
RN
P−(tb∂x1wn)P−wn























Demostración de la afirmación 3.




















Tomando parte imaginaria en (1.30), usando la identidad de Parseval y la definición
















ξ1|(awn)∧(ξ)|2dξ + Im(−I + II − III)
≤ Im(−I + II − III) ≤ |I|+ |II|+ |III| ≤ C
n
‖wn‖2L2 ,
donde la prueba de la última desigualdad es similar a la que se hizo en la afirmación 1
para los términos I, II, III. Aśı queda establecida la afirmación 3.









Para t ∈ [0, 1], una aplicación del teorema fundamental del cálculo, junto con los esti-
mativos (1.27) y (1.29), nos permite concluir que


























‖wn(t)‖2L2 + ‖wn(0)‖2L2 + ‖wn(1)‖2L2 . (1.32)
Observemos que
‖H̃(τ)‖L2 = ‖eµeβx1H(τ)‖L2 = ‖eβx1H(τ)‖L2 = ‖H(τ)‖L2(e2βx1dx), (1.33)
y
‖wn(0)‖2L2 = ‖eµvn(0)‖2L2 = ‖vn(0)‖2L2 = ‖Φn(x1)u(0)‖2L2
≤ ‖eβx1u(0)‖2L2 = ‖u(0)‖2L2(e2βx1dx). (1.34)
Similarmente
‖wn(1)‖2L2 ≤ ‖u(1)‖2L2(e2βx1dx). (1.35)
De (1.32), teniendo en cuenta (1.33), (1.34) y (1.35) se sigue que para t ∈ [0, 1]














‖wn(t)‖2L2 + ‖u(0)‖2L2(e2βx1dx) + ‖u(1)‖
2
L2(e2βx1dx). (1.36)
Tomando supremo en t en el miembro de la izquierda de la desigualdad (1.36), suponien-
do que ‖V ‖L1tL∞x <
1
16
≡ ε0 y considerando n ∈ N tal que Cn <
1
4















Sean A := 1
2
, B := 4
∫ 1
0




X := sup0≤t≤1 ‖wn(t)‖L2 . Entonces la desigualdad (1.37) puede ser escrita como
AX2 ≤ BX +D.
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Por lo tanto, debe tenerse que









B2 + 2D ≤ 2(B +
√
2D), (1.38)












‖wn(t)‖L2 = ‖vn(t)‖L2 −→
n→∞
‖eβx1u(t)‖L2 = ‖u(t)‖L2(e2βx1dx),











con lo cual el Teorema 1.1 queda demostrado.
1.3. Decaimiento exponencial en todas las direcciones
Vamos a utilizar el Teorema 1.1 para deducir otras estimaciones a priori en espacios
con peso.
En el siguiente corolario se muestra que si el decaimiento exponencial en t = 0 y t = 1
no es sólo a lo largo de una dirección, sino a lo largo de todas las direcciones, entonces
este decaimiento también se mantiene en todos los tiempos intermedios t en (0, 1).
Corolario 1.1. Sea u ∈ C([0, 1];H2(RN)) ∩ C1([0, 1];L2(RN)) una solución de la
ecuación diferencial
iu′(t) + ∆u(t) = V (t)u(t) +H(t)
para t ∈ [0, 1], donde V ∈ L1tL∞x . Supongamos que para algún β > 0 u(0) y u(1)
pertenecen a L2(e2β|x|dx) y que H ∈ L1t ([0, 1];L2x(e2β|x|dx)). Entonces existe ε0 > 0 tal
que si








+‖u(1)‖L2(e2β|x|dx) + ‖H‖L1tL2x(e2β|x|dx)). (1.41)
Demostración.
Claramente para j ∈ {1, . . . , N}, u(0) y u(1) pertenecen a L2(e±2βxjdx)
y H ∈ L1t ([0, 1];L2x(e±2βxjdx)). Luego, por el teorema 1.1, existe ε0 > 0 tal que si















‖u(0)‖L2(e2β|x|dx) + ‖u(1)‖L2(e2β|x|dx) + ‖H‖L1tL2x(e2β|x|dx)
)
≡ Φ
Teniendo presente que para t ∈ [0, 1] y x = (x1, . . . , xN) ∈ RN
|u(t)|eβ
|x|√














(‖u(t)eβxj‖L2 + ‖u(t)e−βxj‖L2) ≤ 2NΦ.
Tomando supremo sobre t ∈ [0, 1] en la anterior desigualdad obtenemos (1.41).
1.4. Decaimiento del orden e−a|x|
α
con a > 0 y α > 1
En el siguiente corolario se muestra que si el decaimiento exponencial a lo largo de
la variable espacial en los tiempos t = 0 y t = 1 es aún más grande (del orden de
e−a|x|
α
con a > 0 y α > 1), entonces este decaimiento se tendrá también en los tiempos
intermedios t en (0, 1).
15
Corolario 1.2. Sea u ∈ C([0, 1];H2(RN)) ∩ C1([0, 1];L2(RN)) una solución de la
ecuación diferencial
iu′(t) + ∆u(t) = V (t)u(t) +H(t)
para t ∈ [0, 1], donde V ∈ L1tL∞x y H ∈ L1tL2x. Supongamos que para algún a > 0 y
algún α > 1, u(0) y u(1) pertenecen a L2(ea|x|
α
dx) y que H ∈ L2t ([0, 1];L2x(ea|x|
α
dx)).



























(Aqúı ∂ru denota la derivada radial de u, es decir, ∂ru(x) := ∇u(x) · x|x|)
Demostración.
Las hipótesis sobre u(0), u(1) y H implican que para todo β > 0, u(0) y u(1) pertenecen
a L2(e2β|x|dx) y por lo tanto puede aplicarse el corolario 1.1 a u con cualquier β > 0.





para x ∈ RN , donde η ∈ C∞([0,+∞))
es una función no decreciente, tal que η es cero en [0, 1] y η es 1 en [2,+∞).
Definamos uR(x, t) := u(x, t)ηR(x). Veamos que uR satisface la ecuación diferencial
i∂tuR + ∆uR = V uR + H̃R, (1.44)
donde









i∂tuR + ∆uR = iηR∂tu+ ∆(uηR)
= iηR∂tu+ (∆u)ηR + 2∇u · ∇ηR + (∆ηR)u
= (i∂tu+ ∆u)ηR + 2∇u · ∇ηR + (∆ηR)u


















































































es decir, uR satisface la ecuación diferencial (1.44).
Como uR(0) y uR(1) pertenecen a L
2(e2β|x|dx) y H̃R ∈ L1t ([0, 1];L2x(e2β|x|dx)) para todo
β > 0, por el corolario 1.1 aplicado a uR, existe ε0 > 0 tal que si ‖V ‖L1tL∞x ≤ ε0, entonces




































∣∣∣∣∂2rηR + N − 1|x| ∂rηR
∣∣∣∣2 |u|2e2β|x|dx dt
)
























donde la constante C es independiente de β.
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Como |∂rηR|2 ≤ CR2 y |∂
2

















































































dx dt ≡ B1 +B2 +B3 (1.47)
A continuación fijemos β tal que 2β = bRα−1, donde b > 0 es un número dependiente
de α que será precisado posteriormente. Integremos la desigualdad (1.47) para R en
el intervalo [1,∞) y consideremos los términos resultantes en forma separada. Primero






































Con el fin de deducir una cota superior para la anterior expresión vemos que














































Hallemos ahora una cota superior para
∫∞
1













































































(|∂ru|2 + |u|2)dx dt. (1.51)
Seguidamente deduciremos una cota inferior para
∫ +∞
1
A1dR. Usando de nuevo el Teo-








































donde SN−1 := {x ∈ RN/|x| = 1} y dS es el diferencial de volumen (N−1) dimensional
en SN−1.
Consideremos la función η de la variable R definida por
η(R) := −2bRα + bRα−1r/
√
N,















A continuación acotaremos inferiormente la integral interior en (1.52). Para ello exi-
















































































Pasando ahora de coordenadas esféricas a coordenadas rectangulares, de la anterior































5α−1Nα/2 |u(x, t)|2dx. (1.53)













Para este ε, existe Mα tal que si |x| > Mα entonces
|x| ≤ eε|x|α .
Tomando entonces Cα := máx{Mα, 10α
√
N
α−1 }, tenemos que de (1.47), (1.49), (1.50), (1.51)








































































|u(x, t)|2 + |∂ru(x, t)|2
)
dx dt,
con lo cual queda establecida la estimación (1.43) del Corolario 1.2.
El siguiente corolario es una generalización del Corolario 1.2, que se utilizará más tarde
en la demostración del principio de continuación única. Omitimos su prueba por ser
análoga a la del corolario que generaliza.
Corolario 1.3. (Generalización del Corolario 1.2) Sea u ∈ C([0, 1];H2(RN)) ∩
C1([0, 1];L2(RN)) una solución de
i∂tu+ ∆u = V1u+ V2u+H, (1.54)
donde Vj ∈ L1tL∞x para j = 1, 2 y H ∈ L1tL2x. Supongamos que para algún a > 0 y algún
α > 1 se cumple que u(0), u(1) ∈ L2(ea|x|αdx) y que H ∈ L2t ([0, 1];L2x(ea|x|
α
)), entonces
existen ε0 > 0 y Cα > 0 tales que si




























El objetivo de este caṕıtulo (Teorema 2.1) consiste en encontrar para una solución de
la ecuación de Schrödinger lineal con potencial V :
i∂tu+ ∆u+ V u = 0, (2.1)
una cota inferior para la norma L2 de u y de su gradiente espacial en el dominio anular
{x ∈ RN | R− 1 < |x| < R} × [0, 1], para valores de R grandes.
La prueba del Teorema 2.1 usa argumentos desarrollados inicialmente por Isakov en [4],
y está basada en el siguiente lema técnico, el cual expresa una propiedad de acotamiento
del operador inverso de (i∂t + ∆) en un espacio L
2 con peso eΨ, donde el exponente Ψ
depende de x ∈ RN , t ∈ [0, 1] y de un cierto parámetro libre α.
Lema 2.1. Sean ϕ : [0, 1]→ R una función C∞, e1 = (1, 0, . . . , 0) ∈ RN ,
x = (x1, . . . , xN) ∈ RN y D := RN × [0, 1]. Supongamos que R > 1. Entonces existe







∥∥∥eα| xR+ϕ(t)e1|2(i∂t + ∆)g∥∥∥
L2(D)
(2.2)
se cumple cuando α ≥ CR2 y g ∈ C([0, 1];H2(RN)) ∩ C1([0, 1];L2(RN)) es tal que
g(0) = g(1) = 0 y supp g(·t)(·x) es un subconjunto compacto de D tal que
supp g(·t)(·x) ⊂ {(x, t) ∈ D : |
x
R
+ ϕ(t)e1| ≥ 1}.
Demostración. Sea R > 1 y sean

















f := eΨg y Tf := eΨ(i∂t + ∆)g = e
Ψ(i∂t + ∆)e
−Ψf .








Calculemos el operador T . Teniendo en cuenta que
eΨ(i∂t(e
−Ψf)) = eΨ(i(−Ψte−Ψf + e−Ψ∂tf))

























































































· ∇f + ∆f,
concluimos que
Tf = eΨ(i∂t + ∆)e

















· ∇f + ∆f.
Descompongamos a T como la suma de un operador simétrico y otro antisimétrico.
Para ello analicemos cada uno de los operadores que conforman a T . Sean f y h dos
funciones con las propiedades descritas en la hipótesis del lema, entonces como Ψt es
una función de valor real






fiΨth =< f, iΨth > .
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Por lo tanto, (−iΨt)∗ = iΨt = −(−iΨt), es decir, el operador de multiplicación















fi∂t(h) =< f, i∂th >,
(2.5)
por lo tanto el operador i∂t es simétrico. Con un razonamiento análogo se muestra que

















































· ∇ + N
2R2






es de valor real, el operador de multiplicación por esta función es simétrico.
Por lo tanto, T = Sα − 4αAα, donde







≡ I + II + III

















≡ a+ b+ c
es un operador antisimétrico.
Utilizando la anterior descomposición para T , estimemos inferiormente a ‖Tf‖2L2 . En
efecto
‖Tf‖2L2 = < (Sα − 4αAα)f, (Sα − 4αAα)f >
= < Sαf, Sαf > +16α
2 < Aαf, Aαf > −4α < Aαf, Sαf > −4α < Sαf, Aαf >
≥ −4α [< SαAαf, f > − < AαSαf, f >]




= {[I, a] + [I, b] + [I, c] + [II, a] + [II, b] + [II, c] + [III, a] + [III, b] + [III, c]}f.
(2.7)
Calculemos cada uno de los términos de la derecha en la anterior igualdad.




























































































































































































































∣∣∣ f) = 0,















































Regresando a la desigualdad (2.6) tenemos entonces que















































Estimemos los dos últimos términos del lado derecho de la anterior desigualdad. Sea
C1 := máx {‖ϕ′′‖L∞ , ‖ϕ′‖2L∞}. Entonces
∣∣∣∣2α ∫ [(x1R + ϕ)ϕ′′ + (ϕ′)2] |f |2dxdt
∣∣∣∣ ≤ 2αC1 ∫ (∣∣∣ xR + ϕe1∣∣∣2 |f |2 + |f |2
)
dx dt.




∣∣ ≥ 1}, entonces∣∣∣∣2α ∫ [(x1R + ϕ)ϕ′′ + (ϕ′)2] |f |2dxdt
∣∣∣∣ ≤ 4αC1 ∫ ∣∣∣ xR + ϕe1∣∣∣2 |f |2dxdt.
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Como 4αC1 ≤ 8α
3
R4













∣∣∣2 |f |2dx dt. (2.9)
Acotemos ahora el último término del lado derecho de (2.8). Sea C2 := ‖ϕ′‖L∞ . Entonces∣∣∣∣8αiR
∫
ϕ′(∂x1f)fdx dt



























Observemos que 4αC22 ≤ 8α
3
R4
si y sólo si α ≥ C2√
2
R2. Entonces si α ≥ C2√
2









|f |2dx dt. (2.10)







. Si α ≥ CR2, entonces de la desigualdad (2.8) y de las

































∣∣∣2 |f |2dx dt− 4α
R2
∫

































con lo cual queda establecida la desigualdad (2.3).
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Teorema 2.1. Sea u ∈ C([0, 1];H2(RN)) ∩ C1([0, 1];L2(RN)) una solución de
i∂tu(t) + ∆u(t) + V u(t) = 0, t ∈ [0, 1], x ∈ RN ,















|u|2(x, t)dx dt ≥ 1 y
‖V ‖L∞(RN×[0,1]) ≤ L,






(|u|2 + |∇xu|2)(x, t)dx dt
)1/2
≥ Ce−CR2 . (2.11)
(Aqúı u(x, t) ≡ u(t)(x).)
Demostración. Sean θR ∈ C∞0 (RN) y ϕ, µ ∈ C∞([0, 1]) funciones de valor real tales




|∇θR(x)| ≤ C1 y sup
R−1<|x|<R
|∆θR(x)| ≤ C1; (2.12)
µ(x) = 0 si |x| < 1 y µ(x) = 1 si |x| ≥ 2; (2.13)



































(a) g ∈ C([0, 1];H2(RN)) ∩ C1([0, 1];L2(RN));
(b) g(0) = g(1) = 0;
(c) para todo t ∈ [0, 1], supp g(t) ⊂ [−R,R]N , pues si |x| > R, entonces θR(x) = 0;
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], pues para (x, t) en esta región θR(x) = 1 y ϕ(t) = 3,
lo que implica que∣∣∣ x
R
+ ϕ(t)e1
∣∣∣ ≥ |ϕ(t)| − |x|
R
≥ ϕ(t)− R− 1
R
> 3− 1 = 2,
y por lo tanto µ( x
R
+ ϕ(t)e1) = 1.
A continuación calculemos (i∂t + ∆ + V )g. Por simplicidad en la escritura omitiremos
los argumentos de las funciones.
(i∂t + ∆ + V )g = (i∂t + ∆ + V )(θRµu) = iθRµ∂tu+ iθRϕ
′(∂x1µ)u
+∆(θRµu) + V θRµu
= iθRµ∂tu+ iθRϕ
′(∂x1µ)u
+∆(θRµ)u+ 2∇(θRµ) · ∇u+ θRµ∆u+ θRµV u
= θRµ(i∂tu+ ∆u+ V u) + iθRϕ
′(∂x1µ)u
+∆(θRµ)u+ 2∇(θRµ) · ∇u,
= iθRϕ












∇µ+ 2µ∇θR] · ∇u












∇θR · (∇µ)u. (2.15)




































≥ e4α ‖u‖L2(B1×[ 12− 18 , 12 + 18 ]) ≥ e
4α. (2.16)
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Ahora teniendo en cuenta la expresión (2.15) para (i∂t + ∆ + V )g y la hipótesis sobre
V , de la desigualdad anterior se sigue que
α3/2
R2
∥∥∥eα| xR+ϕ(t)e1|2g∥∥∥ ≤ 1
4









∥∥∥∥eα| xR+ϕ(t)e1|2 2R(∇θR · ∇µ)u
∥∥∥∥+ 14L∥∥∥eα| xR+ϕ(t)e1|2g∥∥∥
≡ I + II + III + L
4
∥∥∥eα| xR+ϕ(t)e1|2g∥∥∥ , (2.18)
donde la norma considerada en la desigualdad anterior corresponde al espacio L2(D).
Estimemos el término I. Como supp [µ(2∇θR · ∇u+ u∆θR)] ⊂ (BR −BR−1)× [0, 1] y


































































∇µ · ∇u+ 1
R2




























donde A es la constante que figura en la hipótesis del teorema.











∣∣∣ ≤ 4}, supp ∇θR ⊂ BR −BR−1,













Las estimaciones (2.19), (2.20), (2.21) para I, II y III, respectivamente, junto con la
desigualdad (2.18), nos permiten afirmar que existe C2 > 0 tal que si α ≥ C2R2 y


































Tomando α := C2R



















































y teniendo en cuenta (2.16), con α = C2R



































2 para R > 2,

















para R ≥ R0.










con lo cual se obtiene (2.11) con C := 12C2.
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El siguiente teorema generaliza el resultado dado por el teorema enterior a una ecuación
de Schrödinger con dos potenciales. Se omite su prueba por se análoga a la anterior.
Teorema 2.2. (Generalización del Teorema 2.1)
Sea u ∈ C([0, 1];H2(RN)) ∩ C1([0, 1];L2(RN)) una solución de
i∂tu+ ∆u+ V1u+ V2u = 0, t ∈ [0, 1], x ∈ RN ,















|u|2(x, t)dx dt ≥ 1 y
‖Vj‖L∞(RN×[0,1]) ≤ L <∞ (j = 1, 2),












Teorema de continuación única para
una ecuación de Schrödinger con no
linealidad cúbica
En este caṕıtulo probaremos el resultado principal de este trabajo (Teorema 3.3) que nos
dice que si u1 y u2 son soluciones suficientemente suaves de una ecuación de Schrödinger
unidimensional con no linealidad cúbica tales que su diferencia, en los tiempos t = 0
y t = 1, decae, junto con sus derivadas espaciales de primer orden como e−a|x|
α
, para
ciertas constantes a > 0 y α > 2, entonces deben ser iguales.
La prueba del Teorema 3.3 hace uso del Teorema 3.2, que es una generalización elemental
del Teorema 3.1. El Teorema 3.1 afirma que si u es una solución suficientemente suave
de la ecuación de Schrödinger lineal
i∂tu+ ∆u = V u,
donde el potencial V tiene un cierto decaimiento espacial en el infinito, tal que en los
tiempos t = 0 y t = 1 decae, junto con sus derivadas espaciales de primer orden como
e−a|x|
α
, con a y α como antes, entonces u ≡ 0.
La demostración del Teorema 3.1 resulta de confrontar las estimaciones apriori en el
caṕıtulo 1 (Corolario 1.2) con el estimativo inferior (Teorema 2.1) del caṕıtulo 2.
Teorema 3.1. Sea u ∈ C([0, 1];H3(RN)) ∩ C1([0, 1];H1(RN)) una solución de
i∂tu+ ∆u = V u, (x, t) ∈ RN × [0, 1],













|V (x, t)|dt = 0
Si existen α > 2 y a > 0 tales que
u(0), u(1) ∈ H1(ea|x|αdx) (3.2)
entonces u ≡ 0.
Nota 3.1. La condición (3.2) significa que
u(0), u(1) ∈ L2(ea|x|αdx) y para j = 1, . . . , N, ∂xju(0), ∂xju(1) ∈ L2(ea|x|
α
dx).
Demostración. Razonemos por el absurdo. Si u no es idénticamente cero podemos
suponer, después de una posible traslación, dilatación y multiplicación por una cons-










|u|2(x, t)dx dt > 1,






(|u|2 + |∇xu|2)(x, t)dx dt
)1/2
≥ Ce−CR2 . (3.3)
Para R ≥ máx{R0, 2}, sea φR ∈ C∞(RN) una función radial con
φR(x) = 0 si |x| < R− 1, φR(x) = 1 si |x| > R y ∂rφR ≥ 0.
(Aqúı ∂rφR es la derivada direccional de φR en la dirección radial)
Las funciones φR pueden ser construidas de manera que exista M > 0 tal que para todo
R ≥ máx{R0, 2}, todo x ∈ RN y todo j ∈ {1, . . . , N}
|∂rφR(x)| ≤M, |∇φR(x)| ≤M,
|∆φR(x)| ≤M, |∆∂xjφR(x)| ≤M.
Entonces puede verse que
i∂t(uφR) + ∆(uφR) = VRuφR +H, (3.4)
donde
VR(x, t) := φR−1(x)V (x, t) y H(x, t) := 2∇xu(x, t) · ∇φR(x) + u(x, t)∆φR(x).
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entonces por el Corolario 1.2, existen ε0 > 0, Cα > 0 y C > 0 tales que si ‖VR‖L1tL∞x < ε0
































De la anterior desigualdad, teniendo en cuenta la estimación (3.5), se sigue que existe







N)αdx ≤ C0 + C0eaR
α
. (3.6)
Nuestra hipótesis sobre u implica que para j = 1, . . . , N , ∂xj(uφR) ∈ C([0, 1];H2(RN))∩
C1([0, 1];L2(RN)). Además derivando la ecuación (3.4) con respecto a xj se puede ver
que ∂xj(uφR) satisface la ecuación:
i∂t(∂xj(uφR)) + ∆(∂xj(uφR)) = VR(∂xj(uφR)) + H̃j, (3.7)
donde
H̃j := (∂xjVR)uφR + 2∇(∂xjφR) · ∇xu+ 2∇φR · ∇x(∂xju) + (∆φR)∂xju+ ∆(∂xjφR)u.
Como u(0) y u(1) pertenecen aH1(ea|x|
α
dx), entonces ∂xj(u(0)φR) y ∂xj(u(1)φR) pertene-
cen a L2(ea|x|
α
dx) y por tanto a L2(ea|x|
α/(10
√










Por lo tanto una aplicación del Corolario 1.2 a ∂xj(uφR), j = 1, . . . , N , nos permite














































































donde C0 y C son constantes independientes de R. Pero de la definición de H̃j, teniendo




















































Supongamos que ‖VR‖L1tL∞x < C0 y que R > Cα + 1. Entonces es válida la estimación
(3.6) con R−1 en lugar de R. Luego, observando que para |x| > R−1, VR(x, t) = V (x, t)





















































≤ C(C0 + C0ea(R−1)
α
) ≤ C0 + C0eaR
α
,














≤ C0 + C0eaR
α
, (3.10)
donde C0 es una cierta constante independiente de R.













≤ C0 + C0eaR
α
, (3.11)








|V (x, t)|dt = 0,
entonces existe R̃0, R̃0 > R0, tal que si R ≥ R̃0 entonces R > Cα + 1 y ‖VR‖L1tL∞x < ε0.
Por lo tanto para R ≥ R̃0 son válidas las estimaciones (3.3) y (3.11).






(|u|2 + |∇xu|2)dx dt
)1/2




























































































Como α > 2, tomando µ suficientemente grande en (3.14) llegamos a una contradicción
cuando hacemos tender R a ∞ . Por lo tanto, u ≡ 0.
A partir del Corolario 1.3 y del Teorema 2.2 se puede probar la siguiente generalización
del Teorema 3.1.
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Teorema 3.2. Sea u ∈ C([0, 1];H3(RN)) ∩ C1([0, 1];H1(RN)) una solución de
i∂tu+ ∆u = V1u+ V2u,




‖∂xkVj(·x, t)‖2L∞(RN ) dt <∞,
para j = 1, 2. Si existen a > 0 y α > 2 tales que u(0), u(1) ∈ H1(ea|x|αdx) y
ĺım
r→∞





|Vj(x, t)|dt = 0, j = 1, 2,
entonces u ≡ 0.
Usando el Teorema 3.2, podemos establecer el siguiente principio de continuación única
para la ecuación unidimensional de Schrödinger con no linealidad cúbica.
Teorema 3.3. Sean u1, u2 ∈ C([0, 1];H3(R)) ∩ C1([0, 1];H1(R)) soluciones de
i∂tu+ ∂
2
xu+ |u|2u = 0, (x, t) ∈ R× [0, 1]. (3.15)
Si existen α > 2 y a > 0 tales que u1(0)−u2(0) y u1(1)−u2(1) pertenecen a H1(ea|x|
α
dx),
entonces u1 ≡ u2.
Nota 3.2. Para la existencia de soluciones globales del problema de valores iniciales
asociado a la ecuación no lineal (3.15) puede consultarse la referencia [2].
Demostración. Sea u := u1 − u2. Entonces u satisface la ecuación
i∂tu+ ∂
2
xu = −(|u1|2u1 − |u2|2u2).
Pero


















u21u+ u2(u1 + u2)u
]
= −u2(u1 + u2)u− u21u.
Aśı, si V1 := −u2(u1 + u2) y V2 := −u21, entonces u satisface la ecuación de Schrödinger
lineal
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i∂tu+ ∆u = V1u+ V2u.
Veamos ahora que los potenciales V1 y V2 satisfacen las hipótesis del Teorema 3.2 para
poder aśı concluir que u ≡ 0. En efecto, como u1, u2 ∈ C([0, 1];H3(R)) y teniendo en
cuenta que H3(RN) es un álgebra, entonces V1 ∈ C([0, 1];H3(R)). También sabemos
que H3(R) ↪→ L∞(R), lo que implica que
‖V1‖L∞(R×[0,1]) = máx
t∈[0,1]




Como H2(R) ↪→ L∞(R),
∫ 1
0








Veamos ahora que ĺımr→∞ ‖V1‖L1tL∞x (|x|>r) = 0.
Para cada r > 0
essup
|x|>r
|V1(x, t)| ≤ ‖V1(t)‖L∞(R) ≤ C‖V1(t)‖H1(R),
y ∫ 1
0
C‖V1(t)‖H1(R)dt ≤ C‖V1‖C([0,1];H1(R)) < +∞.
(Aqúı V1(t) denota la función espacial V1(·x, t)).





|V1(x, t)| = 0,











‖V1‖L1tL∞x (|x|>r) = 0.
Con un razonamiento análogo podemos mostrar lo mismo para V2; por lo tanto V1 y V2
efectivamente satisfacen las hipótesis del Teorema 3.2 y aśı concluimos a partir de este
mismo teorema que u ≡ 0, es decir, u1 ≡ u2.
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