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Motivated by recent progress in the experimental development of quantum simulators based on
Rydberg atoms, we introduce and investigate the dynamics of a class of (1+1)-dimensional quantum
cellular automata. These non-equilibrium many-body models, which are quantum generalisations of
the Domany-Kinzel cellular automaton, possess two key features: they display stationary behaviour
and non-equilibrium phase transitions despite being isolated systems. Moreover, they permit the
controlled introduction of local quantum correlations, which allows for the impact of quantumness
on the dynamics and phase transition to be assessed. We show that projected entangled pair state
tensor networks permit a natural and efficient representation of the cellular automaton. Here, the
degree of quantumness and complexity of the dynamics is reflected in the difficulty of contracting
the tensor network.
Introduction. Out-of-equilibrium many-body quan-
tum systems have received considerable interest in re-
cent years both experimentally [1–8] and theoretically
[9, 10]. Yet, a full understanding of their non-equilibrium
physics remains a major challenge. In the case of quan-
tum systems that exhibit non-equilibrium phase transi-
tions (NEPTs), the challenge is particularly pronounced:
not only are large systems required but, to study criti-
cal dynamics and steady-state behaviour, long evolution
times are also needed [11, 12].
A key question concerning NEPTs in quantum systems
is the impact of quantum effects on universal physics. In
classical systems, the directed percolation (DP) univer-
sality class describes the critical behaviour of a number
of very different non-equilibrium models [13, 14]. This in-
cludes both continuous-time models such as the classical
contact process (CCP), and discrete-time models such as
the (1 + 1)-dimensional stochastic Domany-Kinzel cellu-
lar automaton (DKCA). However, in the quantum regime
the situation is far less clear. The quantum contact pro-
cess – a simple coherent analog of the CCP – does not
appear to belong to DP [11, 12, 15–19]. Yet, the NEPT
found previously in a (1 + 1)-dimensional quantum cel-
lular automata (QCA) which extends the DKCA in the
site-DP regime does indeed belong to DP, despite the
presence of non-classical correlations [20].
In this paper, we introduce a class of (1+1)D QCA that
display absorbing state NEPTs and offer control over the
level of quantum correlations present. This allows for the
investigation of the relationship between correlations and
critical dynamics. (1 + 1)D QCA are particularly attrac-
tive as they are readily realisable in quantum simulators
[21–27] based on Rydberg atoms [21, 25, 28–33].
Analogous to classical (1+1)D cellular automata (CA)
[14] a (1 + 1)D quantum cellular automaton (QCA) con-
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FIG. 1. The (1 + 1)D QCA: (a) The dynamics of the
(1 + 1)D QCA is enacted by sweeping through row-by-row
with the a fundamental three-body gate, G. This generates
an effective time-dimension in the vertical direction. The ini-
tial state is chosen to be empty at all sites apart from the
first row. (b) G is controlled by two sites, labelled by 1 and 2
and acts on a target one, denoted by 3. This controlled opera-
tion defines the elementary propagation block. (c) Single-row
observables are fully characterised by the reduced state of a
row, ρ(t), at the discrete time t. (d) When G has an invariant
configuration, the (1 + 1)D QCA features an absorbing state.
sists of 2D lattices with sites initialized in a given state,
sequentially updated, row-by-row, according to certain
dynamical rules, see Fig. 1. This realises an effective
time-dimension in the 2D lattice, see Fig. 1(a). To up-
date an individual “target” site in a row, a three body
unitary gate, G is applied to the site along with its
nearest-neighbour parent sites, as defined by the tilted
lattice to perform a controlled unitary operation, see
Fig. 1(b). Note that while classically (1 + 1)D CA such
as the DKCA are stochastic, here the overall evolution of
the (1 + 1)D QCA is unitary. To update an entire row,
an ordering of gates must be chosen, as in general these
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2FIG. 2. PEPS representation for (1 + 1)D QCA: (a) The three-body gates G can be written as a three-site matrix
product operator (MPO) with maximum bond-dimension 4. (b) The initial state is represented by an unentangled PEPS. As
the MPO representation of G is applied, at time-step t of the evolution, each bond in the PEPS has at most bond-dimension 4
for rows up to t+ 1, and bond-dimension 1 otherwise. (c) Expectation values are represented by the double-layer TN (DLTN)
obtained by sandwiching the chosen operator between the PEPS representation of the 2D state and its dual. (d) To evaluate
the expectation, the DLTN must be contracted; this operation cannot be done exactly in general and requires approximation.
do not commute. Following [20], we consider a sweeping
pattern updating each site sequentially from left to right
or vice versa.
For (1 + 1)D QCA we show that tensor networks
(TNs), and in particular projected entangled pair states
(PEPSs), provide a natural approach. We construct a
TN representation of (1 + 1)D QCA as PEPSs and out-
line how they can provide expectation values of local ob-
servable through a simple contraction scheme. We find
that the level of local entanglement produced by G sig-
nificantly impacts the difficulty of contracting the PEPS,
thus providing a link between quantum correlations and
computational difficulty in the simulation of such QCA.
We further exploit the PEPS representation to explore
the quantum NEPT of the (1 + 1)D QCA beyond mean-
field (MF) techniques, and to analyse the influence of
quantum effects on the corresponding transition bound-
ary and universality class.
Model. We consider a class of (1 + 1)D QCA initially
prepared with all sites in the empty state, |◦〉, except for
the first row having sites in the occupied state, |•〉. We
consider the gate
G = exp
[−iΓ (P 12U12†σ3− + U12P 12σ3+)] . (1)
This acts on two adjacent control sites – labelled with 1
and 2 in Fig. 1(b) – via the unitary operator, U12, and
the projector, P 12, and on a target site – denoted by
the number 3 in the Fig. 1(b) – in the subsequent row
via the ladder operators, σ+ = |•〉〈◦| , σ− = |◦〉〈•|. The
projector P 12 is chosen to be orthogonal to the subspace
with control sites both in the empty state, which is thus
an invariant configuration for G, see Fig. 1(d). As such,
the QCA features an absorbing state: when the row t
consists of all empty sites, then the empty row at t + 1
is unchanged by the update. For concreteness in what
follows, we choose P 12 = 1− |◦◦〉〈◦◦|.
When the two-body unitary is chosen to be identity, G
reduces to that studied in [20]. In that case, the reduced
state of a row ρ(t), see Fig. 1(c), is separable, and can
be constructed via a classical mapping to determine the
universal properties of the (1 + 1)D QCA. However, de-
spite the existence of such a mapping, ρ(t) is non-classical
and features non-classical correlations in form of quan-
tum discord [34, 35]. Our goal is now to investigate the
role of quantum entanglement, both at the level of the
gate application and in (1 + 1)D QCA as a whole. To
this end we introduce the two-body unitary,
U12 ≡ U12(ω) = exp (−iω [σ1zσ2y + σ1yσ2z]) , (2)
where σy = −i |•〉〈◦| + i |◦〉〈•| , σz = |•〉〈•| − |◦〉〈◦| are
Pauli spin operators, acting on the control sites 1 and
2. U12 is capable of entangling adjacent control sites
and thereby also permits the parametric control of the
entanglement between target sites via ω [see discussion
further below and also Fig. 3(a)]. When ω = 0, U12 = 1
and the gate reduces to that of Ref. [20], where ρ(t) is
separable. However, for ω 6= 0, this is no longer the case,
allowing for the investigation of the effects of quantum
correlations on its dynamics.
Note that the term QCA is also used in the quantum
information (QI) context [36–43], e.g. to denote certain
computational models. The update ρ(t) → ρ(t + 1) can
be viewed as a 1D open QCA in the QI sense, when such
discrete-time dynamics feature a strict light-cone struc-
ture, achieved, e.g., via appropriate orderings of the gates
in the (1 + 1)D QCA [42, 43]. However, ρ(t) can only be
used to calculate the subset of (1+1)D QCA observables
that have support on a single row. On the other hand,
observables such as unequal “time” correlation functions
require the state of the full 2D lattice.
PEPS representation. For large-scale simulations,
the (1 + 1)D QCA lends itself naturally to a representa-
tion in terms of PEPSs [44, 45]. Fixing a product many-
body basis for the 2D lattice with elements |s〉, a PEPS
representation of a state |ψ〉 expresses its overlap with a
basis state, ψ(s) ≡ 〈s|ψ〉, as the contraction of a set of
3FIG. 3. Gate entangling power and dynamics of the QCA. (a) The entangling effect of the gate is quantified via the
concurrence of the reduced density matrix of the two target sites following the action of two gates on three control sites in the
state |◦•◦〉. (b) Density plot of the concurrence of the reduced density matrix of the target sites. For ω = 0, pi/2 there is no
entanglement, whatever the value of Γ. (c) Average density at the t-th discrete time. The approximation is obtained using the
boundary MPS method with largest bond-dimension χ = 256 or 512 and up to t = 100. We explore the range ω ∈ [0, pi/2] with
values of Γ including both subcritical and supercritical curves – identified by negative and positive curvatures in the log-log plot
respectively. This reveals the NEPT of the QCA. When ω = 0, 1.55, all curves for different χ-values are indistinguishable on
the scale shown. This contrasts the case of intermediate ω where larger χ-values are required for convergence. This is broadly
in line with the emergence of non-zero concurrence in panel (b).
tensors A[i,j], one per lattice site. In the bulk, tensors are
of rank 5. One leg of each tensor is associated with the
physical site index, while the remaining ones are virtual
legs encoding correlations in the state. The dimensions of
these legs are known as the bond-dimensions of the PEPS
and we denote the largest as χ. The bond-dimension is
closely related to the maximum amount of entanglement
that can be supported by the PEPS [46] and determines
the cost of the representation: typically, the higher the
entanglement in |ψ〉, the higher the computational costs.
In the set up we consider, the initial state is unentangled.
Entanglement is only built up when gates are applied,
with each gate G acting on a non-extensive number of
sites. This allows for an efficient PEPS representation
of the QCA: indeed, because of this, the full 2D state
always satisfies an entanglement area-law.
To construct the PEPS, we begin by decomposing the
gate G into a three-site matrix product operator (MPO),
see Fig. 2(a). When applied to the initial state, a PEPS
with χ = 1, the new state is also a PEPS but with
χ ≤ 4. During the time-evolution each bond is acted
on only once, resulting in a PEPS with again χ ≤ 4.
From Fig. 2(b) the structure of the state at the discrete
time t is apparent: the non-trivial part, |φt〉, is supported
on the first t+ 1 rows, where gates have been applied.
With the PEPS representation, any desired observ-
ables can be represented also as a TN. For expectation
values this is formed by sandwiching a chosen operator
between the PEPS state and its dual to form a double-
layer TN (DLTN), see Fig. 2(c). In the (1+1)D QCA con-
sidered, the state is represented exactly as a PEPS at any
time and, remarkably, this means that an exact DLTN
representation for expectation values is possible, in con-
trast to common scenarios [45]. However, the calculation
of an expectation requires the contraction of the DLTN,
see Fig. 2(d). This cannot be done efficiently and one
must resort to approximation schemes [45, 47–50]. Here,
we consider the simplest method based on the construc-
tion of boundary matrix product states (MPSs) [44, 45].
Namely, one considers the first row of the DLTN as an
MPS, typically used to represent one-dimensional quan-
tum systems [51–54]. Subsequent rows are then viewed as
MPOs that enact an effective time-evolution on the MPS.
This non-unitary “time-evolution” is approximated using
standard methods for MPS [51, 55, 56]. The computa-
tional costs then depend on the bond-dimension required
for the boundary MPS to accurately reproduce the de-
sired expectation. In the (1 + 1)D QCA, the boundary
MPS before the final contraction represents the “past”:
from this viewpoint, the bond-dimension required is a
measure of the boundary MPS entanglement, encoding
the correlations built by the dynamics. We note that
such entanglement is not the physical entanglement of
the QCA, but it rather gives a notion of the difficulty of
the simulation.
Dynamical simulations and quantum correla-
tions. To investigate the impact of entanglement on the
(1 + 1)D QCA dynamics, and to link it to the difficulty
of performing computations with PEPS, we first consider
the possibility of generating entanglement through the
gate G. To this aim, we consider a five-site setting with
three adjacent control sites and two targets, see Fig. 3(a).
We take the first and the third control sites to be empty,
while the second is occupied. As a function of the gate
parameters, Γ and ω, we calculate the concurrence [57] –
a measure of entanglement – of the reduced density ma-
trix of the two target sites. As shown in Fig. 3(b), when
ω = 0 the concurrence is zero for all values of Γ. The
state ρ(t) is separable though non-classical correlations
are still present [20]. In contrast, away from this point,
entanglement is generated: this initially increases with ω
but then vanishes again as ω → pi/2.
With this in mind, we investigate the absorbing state
NEPT in our many-body (1 + 1)D QCA. Namely, we
4follow the evolution of the average density, n(t), defined
as,
n(t) =
1
N
N∑
j=1
Tr (ρ(t) nˆj) ; (3)
nˆj = |•〉〈•|j is the number operator for the j-th site of the
QCA, and N is the number of columns in the 2D lattice.
To minimise boundary effects, we find it sufficient, for our
range of parameters, to fixN = 128 while also alternating
left/right sweeps in the application of G.
Fig. 3(c) shows the evolution of n(t) for boundary MPS
with χ = 256 or 512. In the first plot, ω = 0, curves
for different χ overlap, meaning that the estimated value
of n(t) has converged. We notice that n(t) displays an
emergent critical dynamics reminiscent of a second-order
absorbing state NEPT [14]. Moreover, the critical value
that we estimate, Γc ≈ 0.997, and the power-law be-
havior, n(t) = t−α, with α = 0.157 - obtained via a
power-law fit for t ∈ [30, 100] to the corresponding curve
- is in close agreement with the exactly known ones (see
Ref. [20]).
From Fig. 3(c), we can see that the structure of the
NEPT persists for ω > 0. However, the numerical sim-
ulations also become less accurate for a fixed bond di-
mension - and thus more costly - with χ = 256 differing
significantly from χ = 512 when ω = 0.5, 1.0. When
ω ≈ pi/2 the difficulty of the simulations reduces again,
as shown by the fact that the agreement between the dif-
ferent χ-curves improves. Despite their different mean-
ing, the behaviour of the required χ (which characterises
the strength of the correlations in the boundary MPS)
as a function of ω shows the same features as that of the
entanglement generated by the gate. In particular, we
notice how it is really the capability of the gate to gener-
ate entanglement which makes simulations difficult, while
the presence of other quantum correlations, such as dis-
cord (present already for ω = 0 [20]), does not seem to
play a crucial role in the accuracy of the simulations.
Phase diagram and comparison with mean-
field. To explore the possibility of our method to charac-
terize critical behaviour beyond MF, and any potential
impact of quantum effects on such behaviour, we first
consider a MF approach to construct an estimate of the
phase diagram for the model under investigation. The
MF method, adapted from Ref. [20] and detailed in the
supplemental material [58], considers a product ansatz
for ρ(t) and exploits a five-site setting, c.f. Fig. 3(a), to
perform a time update the reduced state.
The MF phase boundary is indicated by a solid red line
in Fig. 4 and shows no dependence on ω. This contrasts
the results of PEPS simulations, shown in Fig. 4 by yel-
low circles. In that case, critical values of (Γ, ω) were es-
timated via power-law fits over t ∈ [20, 50] with χ = 256
simulations. Taking a set of Γ = 1, 1.01, 1.02, ..., 1.1 for
each ω, the Γ that was best fit by a power-law was se-
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FIG. 4. Phase Diagram of the (1 + 1)D QCA. The sta-
tionary state density, nss, estimated using a (mean-field) MF
approach, is shown as a contour-plot with the indicated colour
map. The corresponding MF phase boundary is displayed as
a red solid line, and shows no dependence on ω. By contrast,
the phase boundary extracted from PEPS simulations (yellow
circles) shows that the critical Γ does indeed depend on the
parameter ω that controls the local entanglement.
lected as the estimated critical value. The resulting phase
boundary shows a clear dependence on ω. Interestingly,
its shape is similar to the lines of constant density ob-
tained from MF, which indicates that our MF approach
might become reliable away from criticality.
To further test the PEPS method, we characterize the
universality class of the NEPT by considering the value
of a key critical exponent, α, associated to the power-law
decay of n(t) ∼ t−α at criticality [13]. When ω = 0,
the universality class of the model is known to be that
of 1D DP [20]. This class has been studied extensively
in classical theories [14], and the exponent α ≈ 0.16,
in contrast to the MF DP result αMF = 1. Given the
robustness of the DP universality, one might expect this
to persist also when ω > 0.
Applying the MF method, we find an estimated value
α ≈ 1 for all considered ω. Due to the low computational
costs of the MF method, this can be achieved easily via
power-law fits to the resulting n(t) curves. In the case
of PEPS simulations, rather than estimate α directly,
it is easier to establish bounds on its value. This can
be achieved by power-law fits to super and subcritical
curves [11, 14], as detailed in the supplemental material
[58]. We find that for all values of ω tested the bounds
found are consistent with 1D DP. Furthermore, other
potentially relevant classes such as MF DP, 2D DP or
that of the quantum contact process [11, 12] can be ruled
out, leading us to the conclusion that 1D DP is indeed
the universality class of the model for all ω-values.
Conclusions and Outlook. Our work provides a ba-
sis for several directions of future investigation. Firstly,
while the universal properties at the phase transition
here appear to be unaffected by entanglement, this con-
5trasts absorbing-state NEPTs in similar (continuous)
open quantum systems [11, 12, 15–18]. The source of
this difference, and the impact of quantum effects, is an
important question for further understanding of NEPTs.
Secondly, linking our (1+1)D QCA and those used in QI
– e.g. by understanding the role of ρ(t) as a potential 1D
open QCA – may extend the regime of applicability of
our TN method to models of interest in QI. Finally, the
methods can be used to make quantitative predictions for
experimental realisations of quantum NEPTs in quantum
simulators [20]. In turn, experiments also provide highly
non-trivial tests for TNs, e.g. for the accuracy of differ-
ent contraction schemes – the development of which is
currently a significant area of research.
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DETAILS ON THE MEAN-FIELD DYNAMICS OF THE QUANTUM CELLULAR AUTOMATA
In this section we discuss in more detail the uncorrelated ansatz solution to the reduced dynamics of the quantum
cellular automata that is presented in the main text. The main assumption is that the reduced state of the system is
considered to be in a product state at each time-step
ρ(t) = ϕ1tϕ
2
t . . . ϕ
N
t , (S1)
where each site of the t-th row is described by the same single-site density matrix ϕt. To obtain an approximation
for the time-evolution of ρ(t), it is thus sufficient to determine how, through the gates G, the matrix ϕt is updated.
In Ref. [20], this was achieved by considering a single plaquette formed by two control sites and a single target. As
shown in Fig. S1(a), defining the gate G12,3 as the gate G acting on control sites 1 and 2 and on the target site 3, the
updated matrix ϕt+1, in this scheme, is obtained as
ϕt+1 = Tr12
(
G12,3
[
ϕ1tϕ
2
t (|◦〉 〈◦|)3
]
G†12,3
)
,
where Tr12 is the trace over the degrees of freedom of the two control sites. While this scheme is attractive due to its
simplicity, it does not lead to any dependence on the parameter ω characterizing the gate G in the quantum cellular
automaton we consider.
As such, in the main text we adopt an improved version of the update scheme considering a five-site setting. The
control sites 1, 2, 4 are in a product state with single-site density matrix ϕt, while target sites 3, 5 are in the empty
state. To define the matrix ϕt+1 of the next time-step we apply the gates G12,3 and then G24,5. Tracing over all sites
but the fifth one gives the ϕt+1. This update scheme is sketched in Fig. S1(b), and is given by the following iterative
equation
ϕt+1 = Tr1234
(
G24,5G12,3
[
ϕ1tϕ
2
t (|◦〉 〈◦|)3ϕ4t (|◦〉 〈◦|)5
]
G†12,3G
†
24,5
)
.
FIG. S1. Mean-field updates of the quantum cellular automata. Two different approximate update schemes for the
single-site density matrix ϕt. (a) At the t-th time step, within the mean-field approximation, two control sites are described
by the single-site density matrix ϕt. The application of the gate involves also a target site. By tracing over control sites, one
then obtains a density-matrix which is the one associated with the target site. This matrix, which we call ϕt+1, can be taken
to define the reduced state of the quantum cellular automata at the next time-step ρ(t + 1). (b) The previous scheme can be
augmented by considering a five-site setting. In this case, we have three control sites and two target ones. At time t, all control
sites are in the state ϕt; the updated matrix ϕt+1 is obtained by tracing out all sites but the fifth one, after the application of
two gates.
8ESTIMATION OF CRITICAL EXPONENTS FOR (1 + 1)D QUANTUM CELLULAR AUTOMATA
In this section, we discuss the estimation of critical exponents outlined in the main text. In absorbing state phase
transitions, time-dependent order parameters can display universal dynamical scaling [14]. In particular, starting
from a homogeneous, fully-occupied initial state, at criticality the average density, n(t) displays a power-law decay,
n(t) ∼ t−α , (S2)
where α is the associated critical exponent. In the case of directed percolation (DP), the value of α has been established
through extensive numerical simulations as α = 0.159, 0.451 and 0.732 for one, two and three-dimensions respectively.
In four-dimensions and above, the mean-field (MF) value, αMF = 1, is valid.
To estimate of the value of α, one can bound it from below (above) by considering super-critical (sub-critical) curves
of n(t) [13]: After an initial transient period, curves close to criticality will display a power-law behaviour up to a time
set by the temporal correlation length, ξ‖, which diverges at the critical point. After this, such curves will deviate via
an exponential decay to either zero, for sub-critical curves, or a non-zero constant, for super-critical curves. As such,
in a log-log plot, super-critical curves show positive curvature while sub-critical curves display negative curvature.
By fitting power-laws to super (sub) critical curves, one can thus estimate lower (upper) bounds on the value of α.
When dealing with quantum many body systems, this method presents a significant advantage over direct estimates of
α via a search for the critical point and subsequent fit to the critical line: As one only needs to obtain n(t) up to a time
where there is clear deviation from the power-law (in order to distinguish whether the curve is sub or super critical)
shorter evolution times are required to establish the bounds than direct estimates. Of course, to get tighter bounds
one must consider curves closer to criticality, which then require longer evolution times to distinguish. However, in
situations where long evolution times present a significant challenge, as in quantum many body systems, this processes
nonetheless allows one to get bounds on α that are reliable and sufficient to eliminate potential universality classes.
Fig. S2 illustrates this for the cases of ω = 0.5 and ω = 1.55. Simulations are performed with χ = 256, 512. For
ω = 1.55, the different bond-dimension curves overlap closely on the scale shown. In contrast, for ω = 0.5, significant
differences can be observed, corresponding to a higher required computational costs for convergence up to a given
time. As a consequence, one is able to study curves closer to criticality for ω = 1.55 than for ω = 0.5. This leads
to tighter bounds on the value of α, which can be obtained by performing power-law fits. These were performed for
χ = 256 χ = 512
FIG. S2. Bounds on universal exponent. By using converged super and sub critical curves, bounds on the α exponent can
be obtained for each ω. Given the difference in computational difficulty for simulations with different ω – that is, the value of
χ required for convergence – for some regions of the phase diagram significantly tighter bounds can be found than for others.
This is illustrated for ω = 0.5 and ω = 1.55, representative of relatively challenging and simple regions of the phase diagram
respectively. As can be seen, in the case of ω = 0.5, convergence is reached only for curves relatively far from the critical point,
when compared to ω = 1.55. When making power-law fits to extract the exponent bounds, here performed for t ∈ [20, 40], this
leads to the significantly looser bounds for ω = 0.5 of α ∈ [0.02, 0.49] compared to α ∈ [0.08, 0.25] for ω = 1.55.
9t ∈ [20, 40] to the χ = 512 curves, leading to the bounds α ∈ [0.02, 0.49] and α ∈ [0.08, 0.25] for ω = 0.5, 1.55. Similar
bounds can be obtained for other values of ω, and we additionally check ω = 0, 1.0. In every case we find bounds that
are consistent with 1D DP, and inconsistent with the mean-field value.
In addition to mean-field, for some values of ω other universality classes can also be eliminated. This includes
potentially relevant classes such as 2D DP, 3D DP, and those associated with the quantum contact process [11, 12],
which are all inconsistent with the bounds obtained for ω = 1.55. However, in more challenging regions of the phase
diagram, such as when ω = 0.5, the established bounds are wide enough to exclude only some of these, e.g., 3D DP.
Nonetheless, there is no evidence to support the idea that the universality class changes with ω, and we conclude that
1D DP is indeed the universality class of the model under consideration.
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