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Abstract
This paper analyzes the dynamics of a superlinear indeﬁnite parabolic system. As a byprod-
uct, a number of new results related to population dynamics and economy are obtained. Among
them, it is shown that the presence of refuge areas in competitive environments is an op-
timal mechanism to avoid extinction, and that incorporating local symbiosis in competitive
environments increases productivity and allows avoiding extinction of the ‘weaker’ species.
Undoubtedly, a paradigm of global markets and possibly of Earth biodiversity. Our analysis
combines a series of well-known results for systems with some very recent pioneering ﬁndings
within the context of superlinear indeﬁnite equations.
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1. Introduction
In this paper we analyze the dynamics of the parabolic problem
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u
t
− u = u − u2 − buv
v
t
− v = v − v2 − cuv
in × R+ ,
u = v = 0 on × R+ ,
u(·, 0) = u00, v(·, 0) = v00 , in  ,
(1.1)
where  is a bounded domain of RN , N1, with boundary  of class C2+ for
some  ∈ (0, 1),  is the Laplacian of RN , R+ := (0,∞), ,  ∈ R, b, c ∈ C(¯), and
u0, v0 ∈ W 2,p0 () for some p > N/2. Throughout this work, the constants ,  ∈ R
are regarded as real parameters and the function coefﬁcients b and c can change sign
in . Hence, (1.1) is not included within the standard family of spatial Lotka–Volterra
models with diffusion. Actually, when there exist (x+, x−), (y+, y−) ∈ 2 for which
b(x−) < 0 < b(x+) and c(y−) < 0 < c(y+) , (1.2)
then (1.1) provides us with a superlinear indeﬁnite system, whose treatment was orig-
inally addressed in [36, Chapter 7].
Problem (1.1) can be regarded as a model for the evolution of two species with
population densities u(x, t) and v(x, t) in the inhabiting area . In such case,  and 
are the intrinsic growth rates of u and v, respectively. Subsequently, for any h ∈ C(¯)
we denote
h+ := max {h, 0} , h− := −min {h, 0} ,
and set
h+ := Int supph+, h− := Int supph−, h0 := Int h−1(0) =  \
(
¯
h
− ∪ ¯h+
)
.
Then, h = h+ −h−, and the species u, v interact in  through the following patterns:
• u and v compete in b+ ∩ c+ (the region where b > 0 and c > 0).
• u and v cooperate in b− ∩ c− (the region where b < 0 and c < 0).
• u predates on v in b− ∩c+, while v predates on u in b+ ∩c− (the regions where
bc < 0).
• u is free from the action of v within b0, and v is free from the action of u within
c0 (the interior of the regions where bc = 0).
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Consequently, (1.1) incorporates all different types of interactions between the species
u and v within . In particular, when
b+ = ∅, b− = ∅ , c+ = ∅, c− = ∅ , (1.3)
problem (1.1) might be thought as a prototype model to analyze either the beneﬁt
effects of symbiosis in competitive environments, e.g., to avoid extinction and increment
productivity, or the ﬁtness effects of competition in symbiotic environments, e.g., to
design selection mechanisms in evolution; through an adequate choice of b(x) and
c(x).
Under the previous general assumptions, for each p > N/2 and u0, v0 ∈ W 2,p0 (),
there exists a maximal existence time T ∈ R+ such that (1.1) possesses a unique
solution (u(x, t), v(x, t)) satisfying
u, v ∈ C(¯× [0, T )) ∩ C2+,1+ 2 (¯× (0, T ))
and
lim
t↑T
(
‖u(·, t)‖C(¯) + ‖v(·, t)‖C(¯)
)
= ∞ if T < ∞.
Moreover, thanks to the parabolic maximum principle, u(·, t)?0 for every t ∈ (0, T )
if u0 > 0, while u = 0 if u0 = 0. Throughout this paper, a function h ∈ C(¯) is said
to satisfy h > 0 if h0 and h = 0. When h ∈ C1(¯), it is said that h?0 if h lies in
the interior of the cone of positive functions of C1(¯). By symmetry, v?0 if v0 > 0,
while v = 0 if v0 = 0. Note that, in general, T < ∞, because b and/or c can take
negative values somewhere.
Fig. 1 shows one among the multiple admissible conﬁgurations. For the sake of
simplicity in the exposition, in this paper we shall assume that
¯
a
0 ∪ ¯a− ⊂  and ¯a0 ∩ ¯a− = ∅ for each a ∈ {b, c} , (1.4)
as illustrated in Fig. 1, thought (1.4) is superﬂuous for the validity of most of our
results. In all circumstances, we assume that a+ = ∅ for each a ∈ {b, c}, though a0
and/or a− can be empty. Consequently, (1.1) will be regarded as a competing species
model in the presence of predating and/or symbiosis effects between the populations.
In the absence of competitor, i.e., when u0 = 0, or v0 = 0, each of the species
grows according to the logistic parabolic problem
⎧⎪⎪⎨
⎪⎪⎩
w
t
− w = w − w2 in × R+ ,
w = 0 on × R+ ,
w(·, 0) = w00, in  ,
(1.5)
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Fig. 1. An admissible habitat.
and, hence, limt↑∞ (u, v) is regulated through the non-negative steady states of (1.1)
with a vanishing component. The steady states of (1.1) are the non-negative solution
pairs (u, v) of the elliptic problem
⎧⎨
⎩
−u = u − u2 − b(x)uv
−v = v − v2 − c(x)uv in  ,
u = v = 0 on  ,
(1.6)
whose global structure might be extraordinarily involved, since it depends upon the
geometry of , the spatial dimension N, and the size and sign of b and c. Indeed, in
a number of regimes, (1.6) exhibits a genuine superlinear behavior, as it will become
apparent later.
As in the spatially homogeneous Lotka–Volterra counterpart,
{
u′ = u − u2 − buv ,
v′ = v − v2 − cuv , (1.7)
where ′ = d
dt
and b, c ∈ R, in order to ascertain the dynamics of (1.1), it is imperative
analyzing the existence, multiplicity and stability properties of all non-negative solutions
of (1.6). Besides (0, 0), (1.6) can possess three types of non-negative solutions. Those
of the form (u, 0), or (0, v), refereed to as the semi-trivial positive solutions, and the
coexistence states; solution pairs (u, v) with u > 0 and v > 0. In all cases, as a
consequence from the strong maximum principle, u?0 if u > 0, and v?0 if v > 0.
Although characterizing the existence and the uniqueness of the semi-trivial positive
solutions of (1.6) is straightforward, the problem of analyzing the existence, multiplicity
and stability of the coexistence states of (1.6), under our general setting, is an extremely
difﬁcult problem. To outline the nature of the difﬁculties inherent to this problem,
subsequently we shall restrict to consider the very special case when
 =  , b = c , u0 = v0 > 0 . (1.8)
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Then, the solution (u, v) of (1.1) must be of the form (w,w), where w stands for the
unique solution of
⎧⎪⎪⎨
⎪⎪⎩
w
t
− w = w − (1 + b)w2 in × R+ ,
w = 0 on × R+ ,
w(·, 0) = u0 > 0 in  .
(1.9)
It is rather obvious that the dynamics of (1.9) should be strongly dependent upon the
sign and the size of b(x). Indeed, if b(x) > −1 for each x ∈ ¯, then, (1.9) is a classical
logistic equation and the asymptotic behavior of w(x, t) as time passes by is regulated
by its maximal non-negative steady state, but, in the general case when b − 1 and
b = −1 in some open subset of , then (1.9) becomes a ‘degenerate’ logistic problem.
In such case, the dynamics of (1.9) is governed by the ‘metasolutions’ of the problem if
 is sufﬁciently large (cf. Fraile et al. [21], Gómez-Reñasco [25], Gómez-Reñasco and
López-Gómez [28], Du and Huang [19], López-Gómez [35,38,39], and the monograph
[40]). Basically, for sufﬁciently small , w inherits a genuine logistic behavior, while,
for sufﬁciently large , w approaches inﬁnity in the areas where b = −1 and it adjusts
to an explosive steady-state solution within b > −1.
In the general case when 1 + b changes sign in , the complexity of the dynamics
of (1.9) is substantially higher, since (1.9) is a superlinear indeﬁnite problem (cf.
Amann and López-Gómez [2], Gómez-Reñasco and López-Gómez [26,27], and the
list references there in). Most precisely, as a byproduct of [27], (1.9) can have an
arbitrarily large number of positive—multi-spike—steady states, though at most one of
those solutions can be a local attractor. Moreover, w(x, t) can exhibit complete blow-
up in some region of , while it is globally deﬁned in time within its complement
(cf. López-Gómez and Quittner [50] and [41]). Undoubtedly, since [41,50] are the
ﬁrst available papers in the literature where the problem of the nature of the blow-
up for these superlinear indeﬁnite problems is addressed, and (1.9) is embedded into
(1.1)–(1.8), the problem of ascertaining the ﬁne dynamics of (1.1) is a true novelty.
The outline of this paper is as follows. Section 2 characterizes the stability of the
semi-trivial positive solutions and analyzes the global behavior of their curves of neutral
stability. Section 3 collects some of the most important results available for the classical
competing species model; (1.1) with b and c positive everywhere. Collecting these
results is an imperative in order to realize the relevance of the subsequent results.
Although some of these results are folklore, most of them are far from being known
for many experts in the ﬁeld. The reader should keep in mind that the main paradigm
of the classical model is the principle of competitive exclusion; according with it, for
sufﬁciently large  (resp ), the species u (resp. v) is driven to extinction by v (resp.
u). Section 4 analyzes the effects of incorporating spatial refuge areas in the dynamics
of the model. Hence,
b− = c− = 0 and b0 = ∅ = c0 . (1.10)
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Up to the best of our knowledge, this problem goes back to [32] and López-Gómez
and Sabina [51]. In this paper we considerably sharpen the ﬁndings of these references
up to characterize the dynamics of (1.1). Subsequently, given a subdomain D ⊂ ,
[−;D] will stand for the lowest eigenvalue of − in D under homogeneous Dirichlet
boundary conditions. Then, the main achievements of Section 4 can be summarized in
the following list:
1. If b0 can support to the species u in the absence of v, and 
c
0 can support to
v in the absence of u, i.e., if  > [−;b0] and  > [−;c0], then u and v
coexist; independently of the intensity of their mutual aggressions. Consequently,
the principle of competitive exclusion fails to be true under condition (1.10).
2. If b0 cannot support to u in the absence of v, i.e., if  < [−;b0], then, for
sufﬁciently large  the species u is driven to extinction by v.
3. If c0 cannot support to v in the absence of u, i.e., if  < [−;c0], then, for
sufﬁciently large  the species v is driven to extinction by u.
4. If b0 and 
c
0 are not able to support u and v in the absence of the competitor,
i.e., if  < [−;b0] and  < [−;c0], then, there is extinction of some of the
species; according to the size of the initial populations.
The statements of items 2–4, are not a consequence from the principle of compet-
itive exclusion, since the refuge itself cannot support the species in the absence of
competitors.
A further result shows that, in the framework of item 1, v colonizes  and u
concentrates into b0 as  ↑ ∞, while u colonizes  and v concentrates into c0 as
 ↑ ∞; a rather natural result from the point of view of population dynamics. This
segregation result is of a rather different nature than those found in Dancer et al.
[14] and Crooks et al. [7], where segregation was a consequence of the blow-up of
both interaction coefﬁcients. As in these references the classical competition model with
constant coefﬁcients was considered, those segregated states might be highly structurally
unstable, though some further analysis is required to conﬁrm it.
Sections 5–7, analyze the general symbiotic-competitive model (1.1) to ascertain the
effects of local symbiosis in the dynamics of competing species models. Among their
main ﬁndings, we list the following:
5. If ‖b−‖∞ < 1, ‖c−‖∞ < 1, and ‖c+‖∞ < (1 − ‖b−‖∞‖c−‖∞)/‖b−‖∞, then, for
any  ∈ R, there exists ∗() such that (1.6) possesses a coexistence state for every
 > ∗(). Moreover, if (n, un, vn), n1, is a sequence of coexistence states of
(1.6) such that n ↑ ∞ as n ↑ ∞, then, as n ↑ ∞, vn → ∞ in , un → ∞ in b−
(area where v helps u), un → 0 in b+ (area where u is attacked by v), whereas
un stabilizes to a ﬁxed proﬁle in b0 (refuge of u). By symmetry, one can exchange
(, , b, c, u, v) by (, , c, b, v, u) to get the symmetric counterpart.
6. If ‖b−‖∞ > 1 and ‖c−‖∞ > 1, then, (1.6) behaves much like a superlinear indeﬁnite
problem. In fact, under the appropriate circumstances, the dynamics of (1.1) is
governed by the metasolutions of (1.9). Quite strikingly, some inﬁnity patches of
these metasolutions might be attained in a ﬁnite time, while an inﬁnity time is
needed to approximate the remaining ones (cf. [41,50]).
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7. As observed numerically, increasing the level of the aggressions between u and v
can provide us with an arbitrarily large number of stable coexistence states of (1.6),
which is a phenomenology inherent to system (1.1) itself, in the sense that (1.9)
possesses at most a unique stable positive solution.
Our results conﬁrm that local symbiosis in population dynamics and economy are
indeed an extraordinary mechanism to increase productivity in competitive environments
and avoid extinction. A paradigm of global market interactions that might explain
the Cambrian explosion of biodiversity through the development of vision from pre-
Cambrian skin energy receptors, validating the theory of Parker [52] (see [46]).
All discussions carried out in Sections 3–7 are illustrated by a series of numerical
computations that we have performed in order to gain insight and depth into the
theory developed there. Basically, we have adapted the path-following solvers of [42]
to compute some of the most representative bifurcation diagrams of coexistence states
for a number of one-dimensional prototype models. Besides our computations illustrate
the theory developed in this work, they show that most of the results are optimal.
Actually, they are needed to establish that increasing the level of the aggressions in
the presence of symbiosis entails a substantial growth of the complexity of the system.
Obtaining an analytical proof of this feature seems to be an extremely hard problem that
will be treated elsewhere. The readers interested in our approximating schemes and/or
some further numerical technical details, are sent to [6,42–45], and the references there
in.
2. The curves of neutral stability of the semi-trivial states
Subsequently, for any smooth subdomain D ⊂  and V ∈ L∞(D), we denote by
[−+ V ;D] the lowest eigenvalue of the linear boundary value problem
{
(−+ V )w = w in D ,
w|D = 0 , (2.1)
referred to as the principal eigenvalue of (2.1); it is algebraically simple, its associated
eigenfunction, , can be chosen to satisfy ?0 in D—the principal eigenfunction—,
and it is the unique eigenvalue of (2.1) to a positive eigenfunction (cf. Amann [1]).
Throughout this paper, we set
 := [−;] .
It is folklore that (1.6) has a semi-trivial positive solution of the form (u, 0) if, and
only if,  > . Moreover, if  >  and, for each  > ,  stands for the unique
positive solution of
{−w = w − w2 in  ,
w| = 0 , (2.2)
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then, (, 0) is the unique semi-trivial positive solution of the form (u, 0). Similarly,
(1.6) possesses a semi-trivial positive solution of the form (0, v) if, and only if,  > ,
and, in such case, (0, ) is the unique one. Condition  >  measures the facilities
(among them, the size and natural resources) that  should offer to each of the species
to maintain it in the absence of the other; e.g., in the absence of v, u is driven to
extinction if .
In this section we study the stability of the semi-trivial positive solutions of (1.6).
To illustrate the signiﬁcance of this analysis we will ﬁrst concentrate into the spatially
homogeneous model (1.7) with , , b, c ∈ R+, which is the classical competition
Lotka–Volterra model. In such case, the semi-trivial positive solutions are (, 0) and
(0, ) and the coexistence state should be given by
(u, v) =
(
− b
1 − bc ,
− c
1 − bc
)
(2.3)
if it exists and bc = 1. Regarding applications, the case bc = 1 is not of interest,
since bc = 1—generically. So, suppose bc = 1. Then, two different situations must be
distinguished, according to the size of bc:
• 0 < bc < 1, referred to as the low level competition case.
• bc > 1, refereed to as the high level competition case.
In case bc < 1, (2.3) provides us with a coexistence state of (1.7) if, and only if,
 > b and  > c , (2.4)
while, in case bc > 1, (2.3) is a coexistence state if, and only if,
 < b and  < c . (2.5)
As the matrices of the linearizations of (1.7) at (, 0) and (0, ) are
(− −b
0 − c
)
and
(
− b 0
−c −
)
,
respectively, it is obvious that the straight lines
 = c and  = b (2.6)
provide us with the curves of change of stability, or neutral stability, of the semi-trivial
states (, 0) and (0, ) in the (, )-parameter space. Indeed, (, 0) is a stable node
if  < c, while it is a saddle point if  > c. Similarly, (0, ) is stable if  < b,
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while it is unstable if  > b. Therefore:
• In case bc < 1, (1.7) has a coexistence state (unique) if, and only if, (, 0) and
(0, ) are saddle points.
• In case bc > 1, (1.7) has a coexistence state (unique) if, and only if, (, 0) and
(0, ) are stable nodes.
Actually, it is folklore that in case bc < 1 the coexistence state is a global attractor for
all positive solutions of (1.7), while, in case bc > 1, the coexistence state is a saddle
point and, generically, there is extinction of some of the species, according to the relative
size of the initial populations. Moreover, when one of the semi-trivial states is linearly
stable and the other linearly unstable, then one of the species becomes extinct. This
elementary analysis makes apparent the signiﬁcance of the curves of neutral stability of
the semi-trivial positive solutions in ascertaining the dynamics of the positive solutions
of (1.7).
Now, we analyze the linearized stability of the semi-trivial positive solutions (, 0)
and (0, ) of (1.6) as steady states of (1.1). Suppose  > . Then, the local attractive
character of (, 0) is given through the sign of the real parts of the eigenvalues  of
the linear eigenvalue problem
⎧⎨
⎩
−u = u − 2u − bv + u
−v = v − cv + v in  ,
u = v = 0 on  .
(2.7)
By the linearized stability principle, (, 0) is exponentially asymptotically stable if all
those real parts are positive, while it is unstable if it has an eigenvalue with negative real
part. Suppose  is an eigenvalue of (2.7) with associated eigenfunction (u, v) = (0, 0).
If v = 0, then
(−+ 2 − )u = u in  , u| = 0 ,
and, since
[−+ 2 − ;] > [−+  − ;] = 0 ,
necessarily  > 0. Therefore, such eigenvalues do not affect the local behavior of
(, 0). If v = 0, then  must be an eigenvalue of − + c − , and, hence,  ∈ R
and
[−+ c − ;] = [−+ c;] −  .
Moreover, [−+ c;] −  is the lowest one among these eigenvalues and, hence,
the curve  = [− + c;] [in the (, )-plane] provides us with the geometrical
locus of the set of values (, ) where (, 0) is neutrally stable. Most precisely, (, 0)
352 J. López-Gómez, M. Molina-Meyer / J. Differential Equations 221 (2006) 343–411
is linearly stable (l.s.) if, and only if,  < [−+ c;], while it is linearly unstable
(l.u.) if, and only if,  > [−+ c;]. By symmetry, (0, ) is l.s. if, and only if,
 < [−+b;], while it is l.u. if, and only if,  > [−+b;]. Consequently,
the curves
 = [−+ c;] ,  = [−+ b;] , (2.8)
will play a similar role, with respect to (1.1), as the curves  = c and  = b for its
spatially homogeneous counterpart (1.7). These curves will be refereed to as the curves
of change of stability, or neutral stability, of the semi-trivial solutions.
The following result provide us with the limiting behavior at (, ) = (, ) and at
inﬁnity of curves (2.8). Subsequently, for any a ∈ C(¯) we denote
aL := min
¯
a , aM := max
¯
a .
Proposition 2.1. Suppose a ∈ C(¯) and set, for each  > ,
f () := [−+ a(x);].
Then, f is real analytic in (,∞), it admits the asymptotic expansion
f () = + (− )
∫

a3 + O(|− |2) as  ↓  , (2.9)
where ?0 is the unique eigenfunction of  satisfying ∫ 3 = 1, and
lim
↑∞
f ()

= aL . (2.10)
In particular, if we deﬁne f () := , then f ∈ C([,∞)). Moreover,
f () < [−;a0 ∪ a−] for each  , (2.11)
if a+ = ∅. Furthermore, if a0 and a0 is a smooth subdomain of  with ¯a0 ⊂ 
(see Fig. 1), then
lim
↑∞ f () = [−;
a
0] . (2.12)
Proof. The fact that the map (,∞) → C(¯),  → , is real analytic follows from
the implicit function theorem, since  is the unique positive solution of (2.2) and it
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is non-degenerate. By the simplicity of the principal eigenvalue it readily follows that
f is real analytic in (,∞). Moreover, since  → 0 as  ↓  in C(¯), it is apparent
that f () → , as  ↓ , and, hence, f ∈ C([,∞)) if we deﬁne f () := . The
asymptotic expansion (2.9) follows from the main theorem of Crandall and Rabinowitz
[8] by adapting the argument of the proof of [32, Lemma 3.6] (cf. [15, Lemma 4.3]
as well). Now, note that for each  > ,
f ()

= 
[
−1

+ a(x)ϑ;
]
,
where ϑ := /. Since the function ϑ is the unique positive solution of
−1

w = w − w2 in  , w| = 0 ,
we ﬁnd from [23, Theorem 3.4] that lim↑∞ ϑ = 1 uniformly in compact subsets of
. Therefore, adapting the proof of [23, Lemma 3.1], (2.10) holds. Estimate (2.11)
follows from the fact that a0 in a0 ∪ a−. Indeed, for each ,
f () = [−+ a;] < [−+ a;a0 ∪ a−][−;a0 ∪ a−] ,
since a0 ∪ a− is a proper subdomain of . Finally, by López-Gómez [32, Theorem
3.4], (2.12) holds if a0. 
The main result of Cano-Casanova and López-Gómez [4] gives some very sharp gen-
eral conditions ensuring (2.12) under general Neumann and mixed boundary conditions.
Note that, thanks to (2.9), the limit slope of f () at  =  is given by
lim
↓ f
′() =
∫

a3
and, hence, there exists ε > 0 such that f () is increasing in [, + ε] if ∫ a3 > 0,
while it is decreasing if
∫
 a
3 < 0. Thus, the local behavior of f () at  =  depends
upon the sign of
∫
 a
3
. Actually, the straight lines
 = + (− )
∫

c3 ,  = + (− )
∫

b3 , (2.13)
provide us with the tangents at (, ) of curves (2.8). Moreover, by (2.10),
 = cL  ,  = bL  , (2.14)
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provide us with the tangents at inﬁnity of the curves (2.8). In the special case when b
and c are constants, (2.13) and (2.14) become
 = + c(− ) ,  = + b(− ) (2.15)
and
 = c ,  = b , (2.16)
respectively. Further, note that, by (2.11), within the quadrant
Q :=
{
(, ) ∈ R2 : [−;c0 ∪ c−] , [−,b0 ∪ b−]
}
, (2.17)
(, 0) and (0, ) are linearly unstable. In this deﬁnition, we take Q = ∅ if
c0 ∪ c− = b0 ∪ b− = ∅ ,
which is consistent with the fact that
lim|D|↓0 [−;D] = ∞ ,
where | · | stands for the Lebesgue measure of RN (cf., e.g., [33]).
3. The classical competition model
It is model (1.1) under the very special requirement that
b(x) > 0 and c(x) > 0 for every x ∈ ¯ . (3.1)
In particular, a− = a0 = ∅ if a ∈ {b, c}. This model has been extensively analyzed
in [3,9–12,20,22,23,29,34,36,47–49,51], and the list of references therein. This section
gives a short summary of some of the most important ﬁndings of these references in
order to illustrate the most striking differences between the classical model and (1.1).
Suppose (3.1) and a ∈ {b, c}. Then, the function f (), , deﬁned in Proposition
2.1, is increasing in . Moreover,
 → + (− )
∫

a3 and  → aL (3.2)
provide us with the tangents of f () at  =  and at inﬁnity, respectively. The shape
of the regions enclosed by curves (2.8), where the local qualitative behavior of (, 0)
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Fig. 2. Curves (2.8) under condition (3.3).
and (0, ) is the same, is strongly dependent upon the intensity of the competition,
measured by the function bc.
3.1. Low level of aggressions
According to the theory developed in Furter and López-Gómez [22] (going back to
[47,49]), there exists a constant K1 ∈ (0, 1) such that curves (2.8) cannot meet within
the quadrant min{, } >  if
bM < 1 , cM < 1 , (bc)M < K1 . (3.3)
Moreover, the region enclosed by curves (2.8) consists of the values of (, ) for which
(, 0) and (0, ) are linearly unstable. In Fig. 2 we have represented curves (2.8) in
the special case when b and c are positive constants. Note that, in this case, (2.15) and
(2.16) are the limiting tangents of (2.8). As illustrated by Fig. 2, curves (2.8) divide the
quadrant min{, } >  in three regions. In Region 1, (, 0) is l.u. and (0, ) is l.s.;
in Region 2, (, 0) and (0, ) are, simultaneously, l.u.; and, in Region 3, (, 0) is
l.s. and (0, ) is linearly unstable. By a result of Blat and Brown [3], (1.6) possesses
a coexistence state for each (, ) in Region 2. Moreover, in Region 2, by a result
of Hess and Lazer [29], (1.1) is compressive, or permanent, i.e., the 	-limit of any
positive solution of (1.1) lies in the interior of the positive quadrant of C(¯) × C(¯)
—with both components bounded away from zero. Further, by a result of López-Gómez
and Sabina [51], for each (, ) in Region 2, (1.6) possesses a unique coexistence state
if (bc)M is sufﬁciently small, which is a global attractor for all positive solutions of
(1.1).
As an effect from dispersion, in strong contrast with the behavior exhibited by the
spatially homogeneous model (1.7), (1.6) can exhibit a coexistence state within Regions
1 and 3. Actually, the set of values of (, ) for which (1.6) possesses a coexistence can
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be strictly larger than the region enclosed by curves (2.8). Fig. 3 shows an admissible
conﬁguration where such a situation occurs (see Eilbeck et al. [20] and Furter and
López-Gómez [22,23], for further details). In Fig. 3, Region 1 is the region where
(, 0) is l.u., (0, ) is l.s., and (1.6) does not admit a coexistence state. Similarly,
Region 5 is the region where (, 0) is l.s., (0, ) is l.u., and (1.6) does not admit a
coexistence state. Thanks to a result attributable to Dancer [11], in Region 1 (0, ) is
a global attractor for all positive solutions of (1.1), while in Region 5 (, 0) attracts to
all positive solutions of (1.1). For each pair of values (, ) in the interior of Regions 2
and 4, (1.6) possesses at least two coexistence states. Actually, as a result of the theory
of monotone dynamical systems, (1.6) possesses a minimal and a maximal coexistence
state; one of them stable and the other unstable. (cf. Dancer [11] and López-Gómez
[37]). Finally, Region 3 in Fig. 3 stands for the region where (1.1) is permanent.
Further, by the a priori bounds of Furter and López-Gómez [22] and López-Gómez
and Sabina [51], for each  > , there exists 2 = 2() such that (1.6) does not admit
a coexistence state if  > 2. Therefore,
(0, ) attracts to all positive solutions of (1.1) if  > 2 . (3.4)
By symmetry, for each  > , there exists 2 = 2() such that (1.6) does not admit
a coexistence state if  > 2, and, hence,
(, 0) attracts to all positive solutions of (1.1) if  > 2 . (3.5)
Consequently, u (resp. v) is driven to extinction by v (resp. u) if  (resp. ) is suf-
ﬁciently large, which is a rather natural result from the point of view of Population
Dynamics, in complete agreement with the behavior exhibited by the classical non-
spatial model (1.7).
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Fig. 4. A genuine bifurcation diagram of non-negative steady states.
Fig. 4 shows a genuine bifurcation diagram of non-negative solutions of (1.6), where
 >  has been ﬁxed and  is regarded as the main bifurcation parameter. By the cel-
ebrated local bifurcation theorem of Crandall and Rabinowitz [8], curves (2.8) provide
us with the set of values of (, ) for which a curve of coexistence states bifurcates
from the semi-trivial positive solutions. In Fig. 4, we have denoted
() := [−+ c;] , (3.6)
the value of  where the stability of (, 0) is lost, while ∗ = ∗() stands for the
unique value of  for which
 = [−+ b∗;] , (3.7)
where (0, ) becomes stable. Thanks to López-Gómez [36, Theorem 7.2.2], (1.6) pos-
sesses a continuum of coexistence states linking the states ((), , 0) and (∗, 0, ∗).
Incidentally, it should be noted that the unilateral global theorems of Rabinowitz [53]
cannot be applied to get these results as they are wrong in the way they are stated (cf.
the recent counterexample of Dancer [13]; prompted from the discussion carried out
in López-Gómez [36]). In Fig. 4, dashed lined represent curves ﬁlled in by unstable
solutions. If we assume that Fig. 4 shows all the non-negative solutions of (1.6), then,
it is apparent that the following occurs:
• (, 0) is a global attractor for all positive solutions of (1.1) if  < 1, where
1() is the minimal value of  for which (1.6) has a coexistence state.
• For each  ∈ (1, ()) ∪ (∗, 2)—it might be empty—, (1.6) possesses at least
two coexistence states; one stable and another unstable, though the ﬁne topological
structure of the component of coexistence states might be quite involved.
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Fig. 5. Relevant (,)-regions for an intermediate level of aggressions.
• For each  ∈ ((), ∗), (1.6) has a coexistence state and (1.1) is permanent.
• For each  > 2, (0, ) attracts to all positive solutions of (1.1).
3.2. Intermediate level of aggressions
As b and c grow and bc crosses the critical value 1, then the problem of analyzing
the ﬁne structure of the region enclosed by curves (2.8), and, in particular, the problem
of ﬁnding out its number of components, becomes extraordinarily more involved, since
these curves meet in the interior of the quadrant min{, } > . Indeed, Eilbeck et al.
[20] found that, if b and c are positive constants such that
bc > 1 and bc − 1 ∼ 0 , (3.8)
then curves (2.8) cross, in dramatic contrast with the situation exhibited by the model
under low level of aggressions. Fig. 5 shows one admissible situation. The crossing
point near (, ) perturbs from (, ) into the quadrant min{, } >  as bc − 1 > 0
separates away from 0. The other crossing point perturbs from inﬁnity as a result of
the change of the relative positions between curves (2.8) (cf. [34]). Now, in Region
1 (0, ) is a global attractor for the positive solutions of (1.1). In Regions 2 and
5, (, 0) and (0, ) are simultaneously l.s. and (1.1) admits an unstable coexistence
state. In Region 3, (0, ) is l.s., (, 0) is l.u., and the model exhibits, at least, two
coexistence states, one stable and another unstable. In Region 4, (1.6) has a coexistence
state and (1.1) is permanent. Finally, in Region 6, (, 0) is a global attractor for the
positive solutions of (1.1).
At the crossing points of curves (2.8), where both semi-trivial positive solutions
are linearly neutrally stable, (1.6) might not admit a coexistence state as it has been
proven by Dancer [12], by sharpening the theory developed by Eilbeck et al. [20] and
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Furter and López-Gómez [22]. Dancer’s example has shown that a number of published
results in the literature are completely false, as a consequence from a wrong use of
the topological degree (cf. [12] for further details).
In the presence of spatial heterogeneities, i.e., in the general case when b and c are
arbitrary positive functions satisfying (3.8), Furter and López-Gómez [22] developed a
number of strategies to construct examples where curves (2.8) cross at an arbitrarily
large number of points, by using singularity theory techniques at the co-dimension two
singularity (, ).
3.3. Severe aggressions
This is the case when bc is sufﬁciently large, separated away from 1. Now, the
qualitative behavior of (1.1) changes drastically, as in Region 3, instead of permanence,
(1.1) may exhibit extinction of some of the species, u or v, according to the relative
size of each of the initial populations (Fig. 6).
Note that, in all circumstances analyzed in this section, properties (3.4) and (3.5)
remain valid. Therefore, for any , u is driven to extinction by v if —the intrinsic
growth rate of v—is sufﬁciently large, while, for any , v is driven to extinction by u
if —the intrinsic growth rate of u—is sufﬁciently large. As a result of local symbiosis
effects, (1.1) cannot exhibit such a behavior, as it will become apparent later.
3.4. Multiplicity results
Thanks to the ﬁxed point index calculations of López-Gómez and Pardo [49], López-
Gómez [31] and López-Gómez and Sabina [51], the following multiplicity result is
satisﬁed, though the technical details of the proof will not be given here.
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Theorem 3.1. Suppose b− = c− = ∅ (i.e., b0 and c0), min{, } > , and every
coexistence state of (1.6) is non-degenerate, i.e., zero cannot be an eigenvalue of the
associated linearized problem. Then, (1.6) possesses a ﬁnite number of coexistence
states, say nc, and the following assertions are true:
(a) If (, 0) and (0, ) are linearly unstable, then nc = 2+1 for some integer 0,
and (1.6) exhibits  linearly unstable coexistence states and  + 1 asymptotically
stable coexistence states.
(b) If (, 0) and (0, ) are linearly stable, then nc = 2 + 1 for some integer 0,
and (1.6) exhibits  + 1 linearly unstable coexistence states and  asymptotically
stable coexistence states.
(c) If (, 0) and (0, ) have a contrary stability character, then nc = 2 for some
integer 1, and (1.6) exhibits  linearly unstable coexistence states and  asymp-
totically stable coexistence states.
4. The competition model in the presence of refuge regions
It is model (1.1) under the requirement that
b− = c− = ∅ and b0 = ∅ = c0 . (4.1)
It should be remarked that there is a crucial difference between this model and the
problems treated, rather simultaneously, by Du [17,18], and López-Gómez [37], where
the carrying capacity, instead of the interaction coefﬁcients, was taken to be zero in a
certain subdomain of . In such regions the species can exhibit exponential growth in
the absence of competitors, while in the model treated here the species always exhibit
logistic growth in the absence of competitors and, therefore, metasolutions do not play
any role in describing the dynamics.
In case (4.1), curves (2.8) are increasing in  >  and  > , since b > 0 and c > 0.
Moreover, due to Proposition 2.1 (see (2.12)) we have that
lim
↑∞ [−+ a;] = [−;
a
0] , a ∈ {b, c} . (4.2)
Consequently, independently of the level of the competition, measured by bM and cM ,
for each (, ) in the quadrant
Q :=
{
(, ) ∈ R2 : [−;b0] , [−;c0]
}
(4.3)
both semi-trivial positive solutions, (, 0) and (0, ), are linearly unstable.
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Fig. 7. A plot of curves (2.8) for model (4.4)–(4.7).
In Fig. 7 we have plotted the computed curves (2.8) for model
⎧⎨
⎩
−u′′ = u − u2 − b(x)uv
−v′′ = v − v2 − c(x)uv in (0, 1) ,
u(0) = u(1) = v(0) = v(1) = 0
(4.4)
where
b(x) =
{
Ab sin(2
x) if 0x0.5,
0 if 0.5x1, (4.5)
and
c(x) =
{
0 if 0x0.5,
−Ac sin(2
x) if 0.5x1, (4.6)
for some positive constants Ab > 0 and Ac > 0. They have been computed by com-
bining a path-following code for approximating  and , through centered divided
differences, with the inverse power method to compute the associated principal eigen-
values. The curves of Fig. 7 has been computed for
Ab = Ac = 120 . (4.7)
In this example, we have that
b+ = (0, 0.5) , b0 = (0.5, 1) , c+ = (0.5, 1) , c0 = (0, 0.5) .
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So, the species u is free from the action of v within (0.5, 1), and it suffers aggressions
from v in (0, 0.5), whereas v is free from the action of u within (0, 0.5) and it is
stressed by u in (0.5, 1). In this example, we have that  = 
2 and

[
− d
2
dx2
;b0
]
= 
[
− d
2
dx2
;c0
]
= 4
2 ∼ 39.4784 ,
and, indeed, curves (2.8) approach asymptotically the values  = 4
2 and  = 4
2 as
 ↑ ∞ and  ↑ ∞, respectively, as already predicted by (4.2). As illustrated by Fig. 7,
curves (2.8) across exactly once within the open quadrant min{, } > , at the point
(, ) = (c, c) ∼ (32.49, 32.49) . (4.8)
Consequently, their enclosed region possesses two components. The bounded component
is the region where (, 0) and (0, ) are linearly stable, and the unbounded component
consists of the values of (, ) for which both semi-trivial positive solutions are linearly
unstable. By the linearized stability principle, if (, ) lies in the bounded component
enclosed by (2.8) in Fig. 7 and (u0, v0), u0 > 0, v0 > 0, is sufﬁciently close to (, 0)
(resp. (0, )), then v (resp. u) is driven to extinction by u (resp. v), while u (resp.
v) approximates  (resp. ) as t ↑ ∞. Here (u, v) stands for the unique solution
of (1.1). Therefore, the system cannot be permanent in this case. Actually, this is a
general feature which holds true as soon as both semi-trivial positive solutions are
linearly stable.
In example (4.4)–(4.6), curves (2.8) adjust to  = 4
2 and  = 4
2 as Ac ↑ ∞ and
Ab ↑ ∞. Actually, this is a general feature according with it, under assumption (4.1),
curves (2.8) look much like shown in Fig. 7 as the intensity of the aggressions between
u and v is sufﬁciently strong. Most precisely, the following result is satisﬁed.
Lemma 4.1. Suppose
b(x) = AbB(x) , c(x) = AcC(x) , x ∈  , (4.9)
for some positive constants Ab > 0 and Ac > 0. Then,
lim
Ac↑∞
[−+ c;] = [−;c0]
uniformly in  ∈ [+ ε,∞), for each ε > 0. By symmetry,
lim
Ab↑∞
[−+ b;] = [−;b0]
uniformly in  ∈ [+ ε,∞).
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Proof. Fix ε > 0. Then, for each + ε, we have that +ε, and, hence,
[−+ c+ε;][−+ c;] < [−;c0] .
Moreover, thanks to López-Gómez [32, Theorem 3.4], we have that
lim
Ac↑∞
[−+ c+ε;] = [−;c0] ,
which concludes the proof. 
4.1. The existence of coexistence states
Thanks to López-Gómez [36, Theorem 7.2.2], if we ﬁx  >  and regard to  as the
main bifurcation parameter, then there is a component C(,,0) of the set of coexistence
states of (1.6) that emanates from the semi-trivial state (, 0) at
() := [−+ c;] . (4.10)
Moreover, C(,,0) satisﬁes some of the following alternatives:
1. C(,,0) is unbounded in R × C(¯) × C(¯).
2. (∗, 0, ∗) ∈ C¯(,,0), for the unique value of ∗ = ∗() such that  = (∗),
where we have denoted
() := [−+ b;] ,  >  . (4.11)
The uniqueness of ∗, if it exists, is a consequence of the monotonicity of () as a
function of . As a consequence from these features, the following general result is
satisﬁed.
Theorem 4.2. For every  > , the following assertions are true:
(a) Alternative 2 occurs if  < [−;b0]. In such case, there exist j () ∈ (,∞),
j ∈ {1, 2}, such that
1()  () := min{∗, ()}
 	() := max{∗, ()}2()
and
PC(,,0) ∈
{(
(), 	()
)
,
(
(), 2()
]
,[
1(), 	()
)
,
[
1(), 2()
]}
,
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where P stands for the -projection operator. Moreover, there exist
ˆ1() ∈ (, 1()] and ˆ2() ∈ [2(),∞)
such that (1.6) does not admit a coexistence state if
 ∈ (−∞, ˆ1()) ∪ (ˆ2(),∞) . (4.12)
(b) Alternative 1 occurs if [−;b0]. In such case, there exist ˆ1() and 1()
such that
 < ˆ1()1()() , PC(,,0) ∈
{
((),∞), [1(),∞)
}
,
and (1.6) does not admit a coexistence state if  < ˆ1().
In particular, the -projection of the component C(,,0) is a bounded interval if
 <  < [−;b0], while it is unbounded if [−;b0]. By symmetry, an analo-
gous result holds by ﬁxing  >  and using , instead of , as the main bifurcation
parameter.
Fig. 8 shows a plot of the component C(,30,0) for model (4.4)–(4.7). Actually,
it shows all non-negative solutions of the model for  = 30 using  as the main
bifurcation parameter. As in all forthcoming bifurcation diagrams, we are plotting the
value of  against
‖(u, v)‖ := |u| + |v| := uM + vM .
To compute it we have ﬁxed  = 30 and used  as the main bifurcation parameter by
coupling a pure spectral method with collocation and a path global continuation solver
(cf. [6,30,42], and [45] for any further technical detail required). It should be noted
that
 = 30 < 32.49 = c < 39.4784 ∼ 4
2 = 
[
− d
2
dx2
;b0
]
,
and, hence, Theorem 4.2(a) applies. Fig. 8 shows four relevant curves in describing the
dynamics of the model. As in all subsequent bifurcation diagram plots, stable solutions
are indicated by solid lines, and unstable by dashed lines. The two horizontal lines
describe the trivial state, (0, 0), and the semi-trivial state (30, 0). Our computations
gave ‖(30, 0)‖ ∼ 23.10. Then, Fig. 8 shows the curve of semi-trivial positive solutions
(0, ), which emanates from (0, 0) at the value  = 
2 and it grows with  for any
further value of . Finally, it shows the component of coexistence states C(,30,0),
which it turns out to be a curve in this special example, as in all our numerical
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Fig. 8. The component C(,30,0) for model (4.4)–(4.7).
examples; basically, as a result from Sard’s Theorem. This component emanates, sub-
critically, from the state (30, 0) at the value of the parameter (30) ∼ 32.22, where
the stability of (30, 0) is lost, and it can be continued until it reaches the curve (0, )
at ∗ ∼ 17.45; the value of  where the linearized stability of (0, ) changes. The
computations gave ‖(0, ∗)‖ ∼ 9.07. In particular, in this case,
PC(,30,0) = (∗, (30)) ∼ (17.45, 32.22) .
All the computed coexistence states along C(,30,0) are linearly unstable, as pre-
dicted by Theorem 3.1(b), since (30, 0) and (0, ) are linearly stable for each  ∈
(17.45, 32.22). Actually, if (4.4)–(4.7) does not exhibit any further component of co-
existence states—necessarily isolated—, C(,30,0) provides us with the set of all coex-
istence states of the model. The plot shown in Fig. 8 is reminiscent from the bifurca-
tion diagrams of (1.6) under assumption (3.1) for the case of severe aggressions (see
Fig. 6).
Fig. 9 shows the corresponding bifurcation diagram for  = 32.4 > 30. Note that
32.4 still stays bellow c = 32.49. As in the previous case, the curve C(,32.4,0)
emanates sub-critically from (32.4, 0) at (32.4) ∼ 32.46, and it can be continued
until it reaches, in this occasion super-critically, the curve (0, ) at ∗ ∼ 31.80. The
numerical computations gave
‖(0, ∗)‖ ∼ 25.08 < ‖(32.4, 0)‖ ∼ 25.8
which explains the proximity of the ending points of C(,32.4,0) in Fig. 9.
The component C(,32.4,0) exhibits two turning points at the values of the
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Fig. 9. The component C(,32.4,0) for model (4.4)–(4.7).
parameter
1(32.4) ∼ 31.27 and 2(32.4) ∼ 38.08 ,
where the coexistence states become linearly stable. Therefore,
PC(,32.4,0) =
[
1(32.4), 2(32.4)
]
,
and, for each  ∈ (∗, (32.4)), (4.4)–(4.7) exhibits three coexistence states; two of
them linearly unstable, and the third one asymptotically stable, in complete agreement
with Theorem 3.1(b). Note that for any
 ∈ (1(32.4), ∗) ∪ ((32.4), 2(32.4))
one of the semi-trivial positive solutions is linearly unstable, while the other is linearly
stable, and that (4.4)–(4.7) has two coexistence states, one linearly unstable and another
linearly stable, as predicted by Theorem 3.1(c). The bifurcation diagram of Fig. 9 still
is reminiscent from the classical bifurcation diagrams under severe aggressions.
As  grows crossing the critical value c = 32.49, where curves (2.8) meet (see
Fig. 7), then (4.4)–(4.7) behaves much like the classical competing species model for
intermediate, or low, level aggressions, provided c <  < 4
2; range of values of 
where the effect of the refuge domains on the global dynamics is not relevant yet,
though of a certain signiﬁcance, because the species can be permanent, as it will
be proven later. Fig. 10 shows the plot of non-negative solutions of the model for
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Fig. 10. The component C(,32.6,0) for model (4.4)–(4.7).
the choice
c = 32.49 <  = 32.60 < 39.4784 ∼ 4
2 = 
[
− d
2
dx2
;b0
]
.
The component C(,32.6,0) emanates sub-critically from (32.6, 0) at (32.6) ∼ 32.45
and super-critically from (0, ) at ∗ ∼ 34. Now,
‖(32.6, 0)‖ ∼ 26.01 < ‖(0, ∗)‖ ∼ 27.05 ,
and, as in the previous case, C(,32.6,0) possesses two turning points at
1(32.6) ∼ 31.33 and 2(32.6) ∼ 39.66 .
Consequently,
PC(,32.6,0) =
[
1(32.6), 2(32.6)
]
.
Although at ﬁrst glance the plot of Fig. 10 is rather reminiscent from the one shown in
Fig. 9, there is an extremely signiﬁcant difference between both bifurcation diagrams.
Namely, for each  ∈ ((32.6), ∗) both semi-trivial positive solutions are linearly
unstable and, therefore, according to our next Theorem 4.7, the parabolic counterpart
of (4.4)–(4.7) is permanent. Actually, for that range of ’s, the component C(,32.6,0)
has a unique coexistence state, which is linearly stable, in complete agreement with
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Fig. 11. The component C(,46.88,0) for model (4.4)–(4.7).
Theorem 3.1(a), while for  = 32.4 it exhibited three. This is a rather signiﬁcant
feature from the point of view of population dynamics as, in case  = 32.6, both
species persist as t ↑ ∞ independently of the size of the initial populations, while for
the former choice  = 32.4, u (resp. v) is driven to extinction by v (resp. u) if u0
(resp. v0) is not sufﬁciently large.
As  grows from 32.6, yet staying below the threshold 4
2, the value of the parameter
, ∗, where (0, ) becomes stable grows, approximating ∞ as  ↑ 4
2 (see Fig. 7)
and, consequently,
((4
2),∞) ⊂ lim
↑4
2
PC(,,0) ,
which remains true for any further value of . Fig. 11 shows a plot of the component
C(,46.88,0) for model (4.4)–(4.7). Note that
 = 46.88 > 39.4784 ∼ 4
2 = 
[
− d
2
dx2
;b0
]
,
and, hence, instead of Theorem 4.2(a), Theorem 4.2(b) can be applied to this case.
Actually, by Theorem 4.2(b), C(,46.88,0) must be unbounded. Now, in dramatic contrast
with the behavior exhibited by the model for all previous choices of the parameter ,
the curve of coexistence states emanates, sub-critically, from the state (46.88, 0) at the
value of the parameter (46.88) ∼ 33.4040, where the stability of (46.88, 0) is lost. As
illustrates Fig. 11 (cf. Fig. 12 below as well), the stable character of the coexistence
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Fig. 12. Magniﬁcation of the turning point exhibited by C(,46.88,0).
state along the component C(,46.88,0) is lost at the turning point t ∼ 33.2666, where
it becomes stable for any further value of . Thanks to Theorem 4.2(b), there exist

2 < ˆ1(46.88)1(46.88)t ∼ 33.2666 < (46.88) ∼ 33.4040
such that PC(,46.88,0) = [1(46.88),∞) and (4.4)–(4.7) does not admit a coexistence
state if  < ˆ1(46.88). A natural conjecture is that, for this particular example,
ˆ1(46.88) = 1(46.88) = t ∼ 33.2666 .
It should be noted that C(,46.88,0) might turn backwards at a very large—non-
computable—value of  and that, eventually, it might be continued backwards until
some value of the parameter smaller that t , while, in all previous cases C(,,0) was
bounded!
As for any  > t , the model has a coexistence state, and, actually, by Theorem 4.7,
the species are persistent for all  > (), the principle of competitive exclusion in
the presence of refuge domains fails as soon as these refuge domains are effective, in
the sense that they can maintain to each of the corresponding species in the absence
of competitors.
The proof of Theorem 4.2 is based upon the following well-known result, whose
proof is omitted here.
Lemma 4.3. Suppose V ∈ C(¯) and consider the problem
(−+ V )w = w − w2 in  , w| = 0 . (4.13)
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Then,
(a) (4.13) has a positive solution if, and only if,  > [− + V ;]. Moreover, it is
unique if it exists. Subsequently, we will denote it by [,V ] if it exists.
(b) Suppose  > [−+V ;] and w¯ (resp. w) is a positive strict supersolution (resp.
subsolution) of (4.13). Then, [,V ]>w¯ (resp. w>[,V ]).
(c) Eq. (4.13) does not admit a positive subsolution if [−+ V ;].
(d) lim↓[−+V ;] [,V ] = 0, and lim↑∞ −1[,V ] = 1 uniformly in compact subsets
of .
(e) If Vn ∈ C(¯), n1, and V ∈ C(¯) satisfy limn↑∞ ‖Vn − V ‖∞ = 0, then
lim
n↑∞ ‖[,Vn] − [,V ]‖∞ = 0
for every  > [−+ V ;].
The notations introduced in the statement of Lemma 4.3 will be maintained through-
out the remaining of this paper.
Proof of Theorem 4.2. Suppose (1.6) has a coexistence state and let (u0, v0) be one
among them. Then, from the u-equation of (1.6), it is apparent that u0?0 is a positive
strict subsolution of (4.13) for V = 0 and  = . Thus, Lemma 4.3 implies
 >  and u0>. (4.14)
By symmetry,
 >  and v0>. (4.15)
Subsequently we ﬁx  >  and regard to  as the main bifurcation parameter. Suppose
that, in addition,
 > [−+ b;] , (4.16)
which can be accomplished for sufﬁciently small ε > 0 and all  ∈ (,  + ε]. Then,
by (4.15), u0 is a positive strict supersolution of (4.13) for the choice (V , ) = (b, )
and, hence, due to Lemma 4.3,
0>[,b]>u0 . (4.17)
Inserting (4.17) into the v-equation of (1.6), reveals that v0?0 is a strict subsolution
of (4.13) for (V , ) = (c[,b], ) and, therefore,
 > [−+ c[,b];] and v0>[,c[,b]] . (4.18)
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By symmetry,
0>[,c]>v0
and
 > [−+ b[,c];] , u0>[,b[,c]] , (4.19)
if, instead of (4.16), we suppose
 > [−+ c;] .
Now, we shall show that there exists ˆ1() >  such that (1.6) does not admit a
coexistence state if  ∈ (, ˆ1()). The argument proceeds by contradiction. Suppose
there exists a sequence n > , n1 such that n ↓  as n ↑ ∞ for which (1.6)
admits a coexistence state for each n1. Then, there exists n0 ∈ N such that, for each
nn0,  > [−+ bn;], and, hence, by (4.18),
n > [−+ c[,bn ];] . (4.20)
Consequently, by Lemma 4.3(e), passing to the limit as n ↑ ∞, (4.20) gives
[−+ c;] > [−;] =  ,
which is a contradiction. Similarly, for each  < [−;b0], there is ˆ2() >  such
that (1.6) cannot admit a coexistence state if  > ˆ2(), which concludes the proof of
the non-existence results of Theorem 4.2. Indeed, if this property fails, then there exist
 ∈ (, [−;b0]) and a sequence n > , n1, such that n ↑ ∞ as n ↑ ∞ for
which (1.6) has a coexistence state for every n1. Clearly, there exists n0 ∈ N such
that, for each nn0, n > [−+ c;]. Thus, by (4.19),
 > [−+ b[n,c];] , nn0 . (4.21)
Moreover, by Lemma 4.3(d),
lim
n→∞ 
−1
n [n,c] = 1
uniformly in compact subsets of . Therefore, by López-Gómez [32, Theorem 3.4],
passing to the limit as n ↑ ∞ in (4.21) gives
 lim
n↑∞ [−+ b[n,c];] = [−;
b
0] ,
which contradicts  < [−;b0], ending the proof of the non-existence results.
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As already commented just before giving the statement of the theorem, the existence
of the component C(,,0) follows from [36, Theorem 7.2.2]. Suppose  < [−;b0].
Then, by (4.14) and (4.15), C(,,0) must be bounded in R × C(¯) × C(¯), sincePC(,,0) ⊂ [ˆ1(), ˆ2()]. Therefore, Alternative 2 occurs. Moreover, since C(,,0)
is connected, its -projection must be an interval. Consequently, setting
1() := inf PC(,,0) , 2() := supPC(,,0) ,
one can easily conclude the proof of Part (a). Indeed, if 1() < (), necessarily
1() ∈ PC(,,0), because, otherwise, by a standard compactness argument whose
details are omitted here, (, u, v) = (1(), 0, 0) should be a bifurcation point to
coexistence states and this exclusively occurs at (, ) = (, ), which contradicts
 > . Similarly, 2() ∈ PC(,,0) if 2() > 	(). This concludes the proof of
Part (a).
Now, suppose [−;b0]. Then, for each  > ,
[−;b0] > [−+ b;] = ()
and, therefore, Alternative 1 occurs, since  = (∗) cannot be satisﬁed. Consequently,
by the a priori bounds (4.14) and (4.15), we obtain that
PC(,,0) ∈ {[1(),∞), (1(),∞)} ,
where
1() := inf PC(,,0) ,
since C(,,0) is connected. By the nonexistence results, we already know that 1() >
. Moreover,
((),∞) ⊂ PC(,,0) ,
by construction. Consequently, 1()(). Moreover, if 1() < (), necessarily
1() ∈ PC(,,0), because, otherwise, C(,,0) must leave the interior of the cone of
positive functions of C1(¯) × C1(¯) at  = 1(), which is not possible, since  > 
and 1() < (). This concludes the proof. 
4.2. Permanence and extinction
According to Theorem 4.2(a), (1.6) cannot admit a coexistence state if  < [−;b0]
and (4.12) are satisﬁed. Actually, the following extinction results hold.
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Theorem 4.4. Suppose  <  < [−;b0]. Then,
(a) There exists ˜1() ∈ (, ˆ1()] such that, for any  < ˜1(), u0 > 0, and v0 > 0,
lim
t↑∞ (‖u(·, t) − ‖∞ + ‖v(·, t)‖∞) = 0 ,
where (u(x, t), v(x, t)) stands for the unique solution of (1.1). Therefore, v is driven
to extinction by u if  < ˜1().
(b) There exists ˜2() ∈ [ˆ2(),∞) such that, for any  > ˜2(), u0 > 0, and v0 > 0,
lim
t↑∞
(‖u(·, t)‖∞ + ‖v(·, t) − ‖∞) = 0 .
Therefore, u is driven to extinction by v if  > ˜2().
The following well-known result will be used in the proof of Theorem 4.4.
Lemma 4.5. Suppose V ∈ C(¯), T 0, and consider the parabolic problem
⎧⎪⎪⎨
⎪⎪⎩
w
t
+ (−+ V )w = w − w2 in × (T ,∞) ,
w = 0 on × (T ,∞) ,
w(·, T ) = w0 > 0 in  .
(4.22)
Let [,V ](x, t; T ,w0) denote the unique solution of (4.22). Then, for each t > T ,
[,V ](·, t; T ,w0)?0 and
(a) limt↑∞ ‖[,V ](·, t; T ,w0)‖∞ = 0 if [−+ V ;].
(b) limt↑∞ ‖[,V ](·, t; T ,w0) − [,V ]‖∞ = 0 if  > [−+ V ;].
Proof of Theorem 4.4. Suppose  > . Then, since
u
t
− u = u − u2 − buvu − u2 ,
it follows from the parabolic maximum principle that
u(·, t)[,0](·, t; 0, u0) , ∀ t > 0 .
Thus, by Lemma 4.5,
lim sup
t↑∞
u(·, t) . (4.23)
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Similarly,
lim sup
t↑∞
v(·, t) ∀  >  . (4.24)
In case , we have that, for each ε > 0,
v
t
− v = v − v2 − cuv(+ ε)v − v2
and, hence,
lim sup
t↑∞
v(·, t)+ε .
Therefore,
lim
t↑∞ v(·, t) = 0 , (4.25)
since limε↓0 +ε = 0, by Lemma 4.3. Thanks to (4.25), for each ε > 0, there exists
Tε > 0 such that bv(·, t) < ε if tTε. Thus,
u
t
− u = u − u2 − buvu − u2 − εu .
Consequently, for each t > Tε,
u(·, t) > [−ε,0](·, t; Tε, u(·, Tε))
and, passing to the limit as t ↑ ∞, we ﬁnd from Lemma 4.5 that
lim inf
t↑∞ u(·, t)−ε .
As this estimate holds true for each sufﬁciently small ε > 0, passing to the limit as
ε ↓ 0 gives
lim inf
t↑∞ u(·, t) .
Therefore, by (4.23) and (4.25), we ﬁnd that
lim
t↑∞ (‖u(·, t) − ‖∞ + ‖v(·, t)‖∞) = 0 ∀  .
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Consequently, v is driven to extinction by u, whose proﬁle approximates  as time
passes by.
Subsequently we suppose  > . Then, due to (4.23) and (4.24), for each ε > 0,
there exists Tε > 0 such that
u(·, t) + ε and v(·, t) + ε ∀ tTε . (4.26)
As the second estimate of (4.26) implies
u
t
− u = u − u2 − buvu − u2 − b( + ε)u ,
we ﬁnd that
u(·, t)[,b(+ε)](·, t; Tε, u(·, Tε)) , tTε . (4.27)
By symmetry, the ﬁrst estimate of (4.26) gives
v(·, t)[,c(+ε)](·, t; Tε, v(·, Tε)) , tTε . (4.28)
Since  >  and
lim
(,ε)↓(,0) [−+ b( + ε);] =  ,
there exist ε0 > 0 and ˜1() > 0 such that, for every  ∈ (, ˜1()) and ε ∈ (0, ε0),
 > [−+ b( + ε);] .
Thus, by Lemmas 4.3 and 4.5, passing to the limit as t ↑ ∞ in (4.27) gives
lim inf
t↑∞ u(·, t)[,b(+ε)] .
As this relation holds true for each ε ∈ (0, ε0) and, due to Lemma 4.3,
lim
ε↓0 [,b(+ε)] = [,b] ,
it is apparent that
lim inf
t↑∞ u(·, t)[,b] .
376 J. López-Gómez, M. Molina-Meyer / J. Differential Equations 221 (2006) 343–411
Consequently, for every  > 0, there exists T > 0 such that for all tT
u(·, t)[,b] − 
and, hence,
v
t
− v = v − v2 − cuvv − v2 − c
(
[,b] − 
)
v .
Therefore, for each tT, we have that
v(·, t)[,c([,b]−)](·, t; T, v(·, T)) . (4.29)
On the other hand, since
lim
(,)↓(,0)
[−+ c([,b] − );] = [−+ c;] >  ,
it is rather obvious that ˜1() can be shortened, if necessary, so that, for every sufﬁ-
ciently small  > 0 and  ∈ (0, ˜1()),
 < [−+ c([,b] − );] .
For this choice, passing to the limit as t ↑ ∞ in (4.29) gives
lim
t↑∞ v(·, t) = 0 ,
by Lemma 4.5. Consequently, for each  > 0, there exists T > 0 such that, for every
tT, bv(·, t) and, hence, we ﬁnd from the u-equation of (1.1) that
u(·, t)[−,0](·, t; T, u(·, T)) .
Therefore, lim inf t↑∞ u(·, t)− for each  ∈ (0,  − ). Consequently, passing to
the limit as  ↓ 0 and using (4.23) we obtain that
lim
t↑∞ u(·, t) =  ,
which concludes the proof of part (a). It should be noted that in the proof of part (a)
no restriction on the size of  was needed.
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Subsequently, we suppose
 <  < [−;b0] and  > [−+ c;] .
Then, passing to the limit as t ↑ ∞ and, then, making ε ↓ 0 in (4.28) gives
lim inf
t↑∞ v(·, t)[,c] .
Thus, going back to the u-equation of (1.1), the parabolic maximum principle shows
that, for each sufﬁciently small  > 0, there exists T > 0 such that, for every tT,
u(·, t)[,b([,c]−)](·, t; T, u(·, T)) . (4.30)
On the other hand, for each sufﬁciently small  > 0, we have that
 < [−;b0] − bM = [−− bM ;b0]
 [−− b;b0] = lim↑∞ [−− b + b[,c];] ,
and, hence, there exists ˜2() > [− + c;] such that, for every  > ˜2() and
sufﬁciently small  > 0,
 < [−+ b([,c] − );] .
Therefore, by Lemma 4.5, passing to the limit as t ↑ ∞ in (4.30), we ﬁnd that
lim
t↑∞ u(·, t) = 0 ∀  > ˜2() .
Now, ﬁx  > ˜2() and a sufﬁciently small  > 0. Then, there exists T > 0 such that,
for every tT, cu(·, t) in  and, hence, it follows from the v-equation of (1.1)
that
v(·, t)[−,0](·, t; T, v(·, T)) .
Consequently, lim inf t↑∞ v(·, t)− for each  ∈ (0,  − ) and, so, passing to the
limit as  ↓ 0 we ﬁnd from (4.24) that
lim
t↑∞ v(·, t) =  ,
which concludes the proof of part (b). 
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By Lemma 4.5, (4.27), and (4.28), whenever  > ,  > , and
 > [−+ b;] ,  > [−+ c;] , (4.31)
we have that
lim inf
t↑∞ u(·, t)[,b]?0 , lim inft↑∞ u(·, t)[,c]?0 ,
and, therefore, (1.1) is permanent in the sense ﬁxed by the following deﬁnition.
Deﬁnition 4.6. It is said that (1.1) is permanent, or persistent, if there exists a subdo-
main
R ⊂ {u ∈ C10(¯) : u?0} × {v ∈ C10(¯) : v?0}
such that, for each u0 > 0 and v0 > 0, there exists t0 > 0 for which (u(·, t), v(·, t))
lies in R for all t t0, where (u, v) is the unique solution of (1.1).
Clearly, according to Lemma 4.1, the following result holds.
Theorem 4.7. Suppose  > ,  > , and (, 0), (0, ) are linearly unstable, i.e.,
(4.31) is satisﬁed. Then, (1.1) is permanent. In particular, independently of the size
and the shape of b+ and c+, within the closed quadrant
[−;b0] , [−;c0] , (4.32)
(1.1) is permanent and, therefore, the principle of competitive exclusion fails to be true.
Obviously, by the linearized stability principle, (1.1) cannot be permanent if (, 0),
or (0, ), is linearly stable.
The following result sharpens Theorems 4.4 and 4.7 by analyzing the behavior of
(1.1) when the level of the aggressions between u and v blows-up.
Theorem 4.8. Suppose (4.9). Then, the following assertions are true:
(a) If  <  < [−;b0] and  <  < [−;c0], then, there exists Ab(, ) > 0 and
Ac(, ) > 0 such that, for every AbAb(, ) and AcAc(, ), the solutions
(, 0) and (0, ) are linearly stable.
(b) If  <  < [−;b0] and  > [−;c0], then, there exists Ab(, ) > 0 and
Ac(, ) > 0 such that for every AbAb(, ) and AcAc(, ) the species u is
driven to extinction by v, whose population proﬁle approximates  as t ↑ ∞.
(c) If  <  < [−;c0] and  > [−;b0], then, there exists Ab(, ) > 0 and
Ac(, ) > 0 such that for every AbAb(, ) and AcAc(, ) the species
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v is driven to extinction by u, whose population proﬁle approximates  as
t ↑ ∞.
(d) Under condition (4.32), (1.1) is permanent for every Ab > 0 and Ac > 0.
Proof. Suppose  <  < [−;b0] and  <  < [−;c0]. Then, due to Lemma
4.1, there exists Ab(, ) > 0 and Ac(, ) > 0 such that, for every AbAb(, ) and
AcAc(, ),
 < [−+ AbB(x);] and  < [−+ AcC(x);] .
Therefore, (, 0) and (0, ) are linearly stable, which ends the proof of part (a).
Suppose
 <  < [−;b0] and  > [−;c0] .
To prove part (b) it sufﬁces to show that the value ˜2() of Theorem 4.4(b) can be
chosen arbitrarily close to [−;c0] by taking sufﬁciently large Ab and Ac. Going
back to the proof of Theorem 4.4, we have that, for each sufﬁciently small  > 0,
 < [−;b0] − bM = [−− bM ;b0]
 [−− b;b0] = lim
Ab↑∞
[−− b + AbB(x)[,c];] .
Moreover,
 > [−;c0] = lim
Ac↑∞
[−+ AcC(x);] .
Therefore, there exist Ab(, ) > 0 and Ac(, ) > 0 such that, for every AbAb(, ),
AcAc(, ), and sufﬁciently small  > 0,
 > [−+ AcC(x);] and  < [−+ AbB(x)([,c] − );] .
Consequently, passing to the limit as t ↑ ∞ in (4.30) gives limt↑∞ u(·, t) = 0 and,
adapting the proof of Theorem 4.4, it is easy to see that limt↑∞ v(·, t) = , which
concludes the proof of part (b). By symmetry, part (c) is satisﬁed as well. part (d) is
a direct consequence from Theorem 4.7. 
4.3. Segregation of the species under severe aggressions
Now, we go back to example (4.4)–(4.7) with  = 46.88; recall that
 = 46.88 > 39.4784 ∼ 4
2 = [−;b0] .
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Fig. 13. A series of coexistence states along C(,46.88,0).
Thanks to Theorems 4.2(b) and 4.7, the model possesses a coexistence state and it is
permanent for all 4
2. Actually, analyzing the evolution of the population densities
as  increases reveals a feature of great signiﬁcance in population dynamics, which
explains why the species coexist independently of the level of their mutual aggressions.
It turns out that if  increases, then the species v grows, while u decays from its
original proﬁle, 46.88. Moreover, if  ↑ ∞, then v blows-up everywhere in , while u
concentrates within its refuge, b0, decaying to zero in its complement. Consequently,
segregation seems to be an extraordinary mechanism to avoid extinction, as suggested
by most of ﬁeld studies in population dynamics. In Fig. 13 we have super-imposed
a series of plots of representative coexistence states along the component C(,46.88,0)
already plotted in Fig. 11. The arrows indicate if the population density grows, ↑, or
decays, ↓, as  increases. Fig. 13 illustrates the complete concentration of u within
b0 = (0.5, 1) and the blow-up of v in  as  ↑ ∞. Most precisely, the following
segregation result is satisﬁed.
Theorem 4.9. Fix [−;b0] and let {(n, un, vn)}n1 be a sequence of coexis-
tence states of (1.6) such that n ↑ ∞ as n ↑ ∞. Then,
lim
n→∞ vn = ∞ uniformly in compact subsets of  (4.33)
and
lim
n→∞ un =
{
0 in b+ ,
[b0] in b0 ,
(4.34)
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where [b0] is the maximal non-negative solution of
{−u = u − u2 in b0 ,
u = 0 on b0 .
(4.35)
It should be noted that, thanks to Lemma 4.3, [b0]?0 is the unique positive
solution of (4.35) if  > [−;b0], while [b0] = 0 if  = [−;b0].
Proof of Theorem 4.9. Fix [−;b0], and let {(n, un, vn)}n1 be a sequence of
coexistence states of (1.6) such that n ↑ ∞ as n ↑ ∞, whose existence is guaranteed
by Theorem 4.2(b). By (4.14), un for each n1, and, hence, vn is a positive
supersolution of
{
(−+ c)v = nv − v2 in  ,
v = 0 on  . (4.36)
Since limn↑∞ n = ∞, there exists n01 such that, for every nn0,
n > [−+ c;] .
Thus, due to Lemma 4.3, for each nn0, (4.36) has a unique positive solution, denoted
by [n,c], and vn[n,c]. Moreover,
lim
n↑∞ [n,c] = ∞
uniformly in compact subsets of . Therefore, (4.33) holds true. Relations (4.34) will
follow from the un-problem
{
(−+ bvn) un = un − u2n in  ,
un = 0 on  , n1 . (4.37)
The proof will be divided in two parts.
Part 1: Demographic extinction in b+. Let x0 ∈ b+ and R > 0 such that B¯R(x0) ⊂
b+, and consider the singular auxiliary problems
{
(−+ n) U = U − U2 in BR(x0) ,
U = ∞ on BR(x0) , (4.38)
where
n := min
B¯R(x0)
b+ · min
B¯R(x0)
vn , n1 .
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We already know that limn→∞ n = ∞. Moreover, for each n1, (4.38) possesses a
unique solution, denoted by Ln (cf., e.g., [40]). Since un is a positive subsolution of
(4.38), unLn for each n1. Therefore, to show that un → 0 uniformly in compact
subsets of b+ it sufﬁces to prove that
lim
n→∞ Ln = 0 uniformly in B¯ R2 (x0) .
Indeed, set D := BR/2(x0) and let ?0 be a principal eigenfunction associated to
[−;D]. Then, multiplying the differential equation of Ln by , integrating in D and
applying the formula of integration by parts, gives
(n − + [−;D])
∫
D
Ln = −
∫
D
Ln


−
∫
D
L2n −
∫
D
Ln


,
where  stands for the outward unit normal of D. Let L0 denote the unique solution
of the singular problem
−U = U − U2 in D , U |D = ∞ .
As, for each n1,  − n, we have that LnL0, n1, and, hence, since  < 0
along D, we obtain that
(n − + [−;D])
∫
D
Ln −
∫
D
L0


, n1 .
Thus, since
lim
n→∞ (n − + [−;D]) = ∞ ,
it is apparent that
lim
n→∞
∫
D
Ln = 0 .
Now, thanks to the results of [35], and using the uniqueness of the large solutions, for
each n1, Ln is radially symmetric and, for sufﬁciently large n,
min
D¯
Ln = Ln(x0) ,
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since −Ln0. Consequently, limn→∞ Ln(x0) = 0 and, therefore,
lim
n→∞ un(x0) = 0 ,
since unLn. As this holds for each x0 ∈ b+, the functions un approximate zero in
b+ as n → ∞. To show the uniformity in D¯ of this convergence one can argue as
follows. For each x ∈ D = BR/2(x0), let Lxn denote the unique solution of
(−+ n) U = U − U2 in BR
2
(x) , U |BR
2
(x) = ∞ .
Since
LnLxn = Lx0n (x0 − x + ·) in BR2 (x) ,
we have that Ln(x)Lx0n (x0) for each x ∈ D, which implies limn→∞ Ln = 0 uniformly
in D¯ and concludes the proof of Part 1.
Part 2: Demographic stabilization in b0. As, for each n1, un is a positive super-
solution of (4.35), we ﬁnd that
un[b0] in ¯b0 , n1 . (4.39)
Now, for each sufﬁciently small  > 0, we consider the -neighborhood of b0
b := { x ∈  : dist (x,b0) <  } ;
 is assumed to be chosen so that b ⊂ b+ (see Fig. 1). By the monotonicity of the
principal eigenvalue with respect to the domain, we ﬁnd that
[−;b0] > [−;b] ,
since ¯b0 ⊂ b. Thus, the problem
−u = u − u2 in b , u|b = 0 ,
possesses a unique positive solution. Let denote it by [b] and consider a smooth
function of the following type:
 :=
{
[b] in b/2,
 in ¯
b
 \ b/2,
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where  is a positive extension (bounded away from zero) of [b]|/2 to the entire
b. For sufﬁciently large n,  provides us with a positive supersolution of
{
(−+ bvn)U = U − U2 in b ,
U = un on b ,
(4.40)
whose unique positive solution is un. Indeed, since  is bounded away from zero in
b and, thanks to the result already obtained in Part 1,
lim
n→∞ un = 0 uniformly on 
b
 ⊂ b+ ,
there exists n01 such that, for each nn0,
un on b .
Moreover, since  = [b], in b/2 the following holds
(−+ bvn) = (−+ bvn) [b] > −[b] = [b] − ([b])2 ,
whereas in b \ b/2, we have  =  and, hence,
(−+ bvn) = (−+ bvn) − 2 ,
for sufﬁciently large n, because, due to the result of Part 1,
lim
n→∞ min
¯
b
\b/2
(bvn) = ∞ .
Therefore, there exists n01 such that  is a positive strict supersolution of (4.40)
for each nn0. Consequently, since un provides us with the unique positive solution
of (4.40), we ﬁnd that
un in b ∀ nn0 .
In particular,
lim sup un|b0[
b
]
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for each sufﬁciently small  > 0. Therefore, combining this estimate with (4.39) gives
[b0] lim infn→∞ un|b0 lim supn→∞ un|b0[
b
] .
On the other hand, thanks to Cano-Casanova and López-Gómez [5],
lim
↓0
[b] = [b0] uniformly in ¯
b
0 .
Consequently,
lim
n→∞ un|¯b0 = [
b
0]
uniformly in ¯b0, which concludes the proof of the theorem. 
5. The general superlinear indeﬁnite system
Throughout this section we work under the general assumptions of Section 1. In
particular, (1.3) is assumed, though b0 and/or c0 might be empty. Then, thanks to
Proposition 2.1, curves (2.8) look like shows Fig. 14. Although curves (2.8) might
across at an arbitrarily large number of points in a neighborhood of (, ), this is far
from being important for the subsequent analysis. Note that if b−M ↓ 0 and c−M ↓ 0, then,
in any compact subset of min{, }, (2.8) must approximate to the corresponding
curves of linear neutral stability of the semi-trivial positive solutions of the associated
competition model
⎧⎨
⎩
−u = u − u2 − b+(x)uv
−v = v − v2 − c+(x)uv in  ,
u = v = 0 on  ,
because of the continuous dependence of the principal eigenvalues with respect to the
underlying potentials. This feature strongly supports the fact that the symbiotic effects
of (1.1) should play their most signiﬁcant role for sufﬁciently large values of  and .
Thanks to (2.10), the straight lines  = cL and  = bL are the tangents at inﬁnity
of the curves  = [− + c;] and  = [− + b;], respectively. Moreover,
setting
s := max
>
[−+ b;] , s := max
>
[−+ c;] , (5.1)
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Fig. 14. Relevant (,)-regions for the general model.
the open quadrant
Qs :=
{
(, ) :  > s ,  > s
} (5.2)
entirely consists of pairs for which (, 0) and (0, ) are linearly unstable. Also, note
that, thanks to (2.11),
s < [−;b0 ∪ b−] and s < [−;c0 ∪ c−] , (5.3)
and that in the case treated in Section 4 we have b− = c− = ∅ and, hence,
s = [−;b0] , s = [−;c0] ,
are reached as  ↑ ∞ and  ↑ ∞, respectively.
As it will become apparent later, (1.1) exhibits a genuine competitive behavior within
the box delimited by (, ) and (s , s), while it inherits a symbiotic behavior within
the quadrant Qs .
Due to [36, Theorem 7.2.2], if we ﬁx  >  and regard to  as the main bifurcation
parameter, then there is a component C(,,0) of the set of coexistence states of (1.6)
that emanates from the semi-trivial state (, 0) at
 = () := [−+ c;] .
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Moreover, C(,,0) satisﬁes some of the following alternatives:
1. C(,,0) is unbounded in R × C(¯) × C(¯).
2. (∗, 0, ∗) ∈ C¯(,,0), for some ∗ ∈ −1(), where
() := [−+ b;] ,  >  .
Obviously, Alternative 2 cannot occur if  > s , and, hence, in this case, C(,,0)
is unbounded in R × C(¯) × C(¯). But, in case  ∈ (, s), there are at least two
values of ∗ >  for which  = (∗) and, hence, it is far from obvious which
alternative satisﬁes C(,,0). Actually, even if it satisﬁes Alternative 2, the problem
of ascertaining the value of ∗ where the component should meet (0, ) is far from
being easy. Actually, the component might satisfy both alternatives simultaneously.
By symmetry, if we ﬁx  >  and regard to  as the main bifurcation parameter, then
there is a component C(,0,) of the set of coexistence states of (1.6) that emanates
from the semi-trivial state (0, ) at  = (), and it satisﬁes some of the following
alternatives:
1. C(,0,) is unbounded in R × C(¯) × C(¯).
2. (∗, ∗ , 0) ∈ C¯(,0,), for some ∗ ∈ −1().
Moreover, the discussion about the ﬁne behavior of C(,0,) also adjusts to the patterns
of the discussion already done concerning C(,,0).
Subsequently, in order to illustrate the several global behaviors that C(,,0) can have
according with the value of , a numerical one-dimensional example will be discussed.
Precisely, we consider (4.4) with
b(x) = c(x) :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
A+ sin
( 
x
0.4
)
if 0.0x0.4 ,
−A− sin
[ 

0.2
(x − 0.4)
]
if 0.4x0.6 ,
A+ sin
[ 

0.4
(x − 0.6)
]
if 0.6x1.0 ,
(5.4)
for some positive constants A+ > 0 and A− > 0. In this example,
b0 = c0 = ∅ , b− = c− = (0.4, 0.6) , b+ = c+ = (0.0, 0.4) ∪ (0.6, 1.0) .
Consequently, the species u and v cooperate within (0.4, 0.6), while they
compete in (0.0, 0.4) ∪ (0.6, 1.0). Fig. 15 shows a plot of curves (2.8) for the special
choice
A+ = 2 , A− = 0.4 . (5.5)
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Fig. 15. The curves (2.8) for model (4.4), (5.4), (5.5).
Thanks to Proposition 2.1,
lim
↑∞

[
− d
2
dx2
+ b; (0, 1)
]

= lim
↑∞

[
− d
2
dx2
+ b; (0, 1)
]

= bL = −0.4
provide us with the slopes at inﬁnity of curves (2.8). In this example,  = 
2,

[
− d
2
dx2
;b0 ∪ b+
]
= 
[
− d
2
dx2
;b+
]
= 4
2 ∼ 39.4784 ,
and, as a consequence from our numerical computations, the top values deﬁned in (5.1)
are given through
s = s ∼ 27.020 .
Note that 27.020 < 4
2, as predicted by (5.3).
Fig. 16 shows the bifurcation diagram of the non-negative solutions of (4.4), (5.4),
(5.5), for  = 20 < s ∼ 27.020. Fig. 16 shows ﬁve curves of non-negative solutions of
the model. The two horizontal lines describe the trivial state, (0, 0), and the semi-trivial
state (20, 0). Our computations gave ‖(20, 0)‖ ∼ 11.72. The semi-trivial state (, 0)
is stable until  reaches the value
(20) = 
[
− d
2
dx2
+ b20; (0, 1)
]
∼ 14.72,
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Fig. 16. Bifurcation diagram of (4.4), (5.4), (5.5) for  = 20.
where it becomes unstable for all further value of . Then, Fig. 16 shows the curve
(0, ), which emanates from (0, 0) at  = 
2 and grows for all further value of . The
solutions along this curve are unstable until  reaches ∗1 := 34.80, where it becomes
stable until  reaches ∗2 := 176.75. For every  > ∗2 the state (0, ) is unstable;
actually, linearly unstable. It turns out that
(∗1) = (∗2) = 20 ,
where
() := 
[
− d
2
dx2
+ b; (0, 1)
]
,  > 
2 .
Finally, Fig. 16 shows two component curves ﬁlled in by coexistence states. One of
them is the component C(,20,0), which emanates from (20, 0) at (20) and it meets
(0, ) at ∗1. The other is a component emanating super-critically from (0, ) at ∗2
that it is deﬁned for all further value of  for which we tried to compute it. Our
computations gave ‖(0, ∗1 )‖ ∼ 28.4 and ‖(0, ∗2 )‖ ∼ 176.2. Consequently, it seems
that C(,20,0) satisﬁes Alternative 2 with 
∗ = ∗1. The unbounded component, as
suggested by our numerical computations, must be the intersection of the straight line
 = 20 with the surface of coexistence states ﬁlled in by all components C(,0,) with
 > −1(s). Actually, thanks to [36, Theorem 7.2.2], for each ∗ ∈ −1() such that
d
d
(∗) = 0 , (5.6)
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there exists a component of the set of coexistence states of (1.6), subsequently denoted
by C(,0,∗ ), satisfying some of the following alternatives:
(a) C(,0,∗ ) is unbounded in R × C(¯) × C(¯).
(b) (ˆ∗, 0, ˆ∗) ∈ C¯(,0,∗ ), for some ˆ∗ ∈ −1() \ {∗}.
(c) ((), , 0) ∈ C¯(,0,∗ ).
In order to complete the technical details of this result, it should be noted that (5.6) is
equivalent to the classical transversality condition of Crandall and Rabinowitz [8], and
that the component cannot degenerate at (0, 0), because of  > . Therefore, in model
(4.4), (5.4), (5.5), the numeric suggests that C(,20,0) = C(,0,∗1 ), and that C(,0,∗2 )
satisﬁes Alternative (a).
In the ﬁrst row of Fig. 17 we have represented a family of coexistence states along
C(,20,0) for a series of values of  ∈ ((20), ∗1). The left and the right plots represent
the u and the v components of the coexistence states. The u components decay from
20 up to reach u = 0 at  = ∗1, whereas the v components grow from v = 0 at
 = (20) up to reach ∗1 at  = ∗1. Such behavior is reminiscent from the one
exhibited by the classical competing species models treated in Section 3 for the case
of low intensity aggressions. The existence of the second component of coexistence
states, C(,0,∗2 )
, is inherent to the symbiotic effects which has been incorporated in the
formulation of the model. According to our next Theorem 6.1, if (n, un, vn), n1, is
a sequence of coexistence states along C(,0,∗2 )
such that n ↑ ∞ as n → ∞, then,
vn → ∞, uniformly on compact subsets of (0, 1), while
lim
n→∞ un =
{
0 in b+ ,
∞ in b− .
(5.7)
This behavior is very well illustrated by the second row of Fig. 17, where we have
plotted the u and the v components of a series of coexistence states along C(,0,∗2 )
for an increasing family of values of . Consequently, the species u is completely
concentrated within the region where cooperation with v takes place, b− = (0.4, 0.6),
as  ↑ ∞. Moreover, the number of individuals of the species blows up all over
(0.4, 0.6) as  ↑ ∞, as an effect of symbiosis with v. Therefore, it seems that local
symbiosis effects provide us with an extraordinary mechanism to avoid extinction and
to increment productivity in highly competitive environments. In Fig. 17, the arrows ↑↓
indicate that, around b+, the component u grows for some range of ’s until it reaches
a critical value where, according to the segregation theorem, must decay approximating
zero for sufﬁciently large . Around b−, u is always increasing, ↑.
For each  ∈ (20, s), the behavior of model (4.4), (5.4), (5.5) looks much like the
one exhibited by the model at  = 20, though it should be noted that the corresponding
∗1() and ∗2() must approximate the value 
−1(s) as  approximates s . The ﬁrst
plot of Fig. 18 shows the bifurcation diagram of non-negative solutions of (4.4), (5.4),
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Fig. 17. Coexistence states along C(,20,0) and C(,0,∗2 )
.
(5.5) for the special choice
 = 27.018 < 27.020 ∼ s .
Now, (27.018, 0) loses stability at (27.018) ∼ 17.23, where C(,27.018,0) bifurcates from
(27.018, 0). As in the previous case, the solutions along the curve (0, ) are unstable
until  reaches ∗1 := 87.08, where it becomes stable until  reaches ∗2 := 93.69,
where it becomes unstable for all further value of . Analogously, (∗1) = (∗2) =
27.018 and the model possesses two components of coexistence states. The component
C(,27.018,0), linking ((27.018), 27.018, 0) with (
∗
1, 0, ∗1 ), and a further component,
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Fig. 18. Bifurcation diagrams for  = 27.018, 27.10, and 48.98.
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C(,0,∗2 )
, which emanates from (∗2, 0, ∗2 ) and it seems to be globally deﬁned for all
 > ∗2. Now, the numeric gave
‖(27.018, 0)‖ = 19.75 , ‖(0, ∗1 )‖ = 84.41 , ‖(0, ∗2 )‖ = 91.29 .
The proﬁles of the coexistence states along each of the components C(,27.018,0) and
C(,0,∗2 )
look much like the corresponding proﬁles for  = 20 (shown in Fig. 17) and,
hence, we are not including here the corresponding plots.
From the point of view of the numerical computations, it is impossible ﬁxing  at the
precise s , but rather at a certain approximation of s , because, generically, the computer
cannot give the exact value of s . Although we can take a value of  < s sufﬁciently
close to s so that, in the scales used to plot the previous bifurcation diagrams, the
reader could not distinguish between the two bifurcation points from (0, ), at ∗1()
and ∗2(), we have preferred to show the plot of the corresponding bifurcation diagram
for  = 27.1 > s = 27.020, which has been plotted in the second picture of Fig. 18.
In this case, as predicted by our analysis, the semi-trivial positive solution (0, )
is linearly unstable for all  > 
2, and the set of coexistence states consists of the
component C(,27.1,0), which bifurcates from (27.1, 0) at (27.1) ∼ 17.63 and is ﬁlled
in by linearly stable coexistence states for all value of  > 17.63 for which we have
tried to compute it.
Fig. 19 shows a family of coexistence states along C(,27.1,0) for an increasing series
of values of the parameter . The v components of these coexistence states increase with
 exhibiting a faster growth rate where cooperation with u takes place, b− = (0.4, 0.6),
while the u components exhibit a sort of superposition of the behavior exhibited by
the u components shown in Fig. 17. Most precisely, for  sufﬁciently close to (27.1)
the u-components decay from 27.1 up to reach a critical proﬁle where they begin
to grow around (0.4, 0.6), simultaneously decaying in the complement. This genuine
superlinear type of behavior is maintained along all further values of  for which we
have computed the curve C(,27.10,0). As in the previous cases, according to Theorem
6.1, if (n, un, vn), n1, is a sequence of coexistence states such that n ↑ ∞ as
n → ∞, then vn → ∞ as n → ∞ uniformly in compact subsets of (0, 1), while un
satisﬁes (5.7), which is very well illustrated by Fig. 19.
As we increased  from 27.1 the component C(,27.10,0) separated away from the
semi-trivial state (0, ). The third plot of Fig. 18 shows the component C(,48.98,0)
for  = 48.98. As the behavior of the coexistence states along all of these compo-
nents look much like the one shown in Fig. 19 we refrain of including their plots
here in. Strongly motivated by all previous numerical results, we conjecture that, for
each  ∈ (27.1, 48.98), PC(,,0) = (
2,∞), where P stands for the –projection
operator.
Subsequently, instead of (5.5), we make the choice
A+ = 2 , A− = 1.2 . (5.8)
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Then, bL = −1.2 and, thanks again to Proposition 2.1,
lim
↑∞

[
− d
2
dx2
+ b; (0, 1)
]

= lim
↑∞

[
− d
2
dx2
+ b; (0, 1)
]

= −1.2 ,
which provides us with the slopes at inﬁnity of curves (2.8), whose plots are shown in
Fig. 20. Rather naturally, as bigger is A− in (5.4) as wider is the region where both
semi-trivial states are unstable, as a result from strengthening the symbiotic effects
between u and v. This explains why the region enclosed by curves (2.8) is larger in
Fig. 20 than in Fig. 15.
Fig. 21 shows a plot of C(,48.98,0) for choice (5.8). Now, the component bifurcates
from (48.98, 0) at (48.98) ∼ 8.46 and it exhibits a sub-critical turning point at t ∼
165.1353, where it turns backward. The coexistence states along the lower-half curve are
exponentially asymptotically stable, while the solutions along the upper-half curve are
linearly unstable. In this example, based upon our numerical experiments, a reasonable
conjecture is PC(,48.98,0) = (−∞, t ], though a proof of this feature is not available
yet.
Now, we have all the necessary information to state and discuss our main existence
result.
Theorem 5.1. Suppose
b−M < 1 , c
−
M < 1 , (5.9)
J. López-Gómez, M. Molina-Meyer / J. Differential Equations 221 (2006) 343–411 395
-150 -100 -50 0 50 100 150 200 250
-150
-100
-50
0
50
100
150
200
250
 
µ
λ
Fig. 20. Curves (2.8) for model (4.4), (5.4), (5.8).
0 20 40 60 80 100 120 140 160 180 200
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
5500
mu
|u|
+|v
|
Fig. 21. The component C(,48.98,0) of (4.4), (5.4), (5.8).
and (1.6) possesses a coexistence state. Then,
 > (1 − b−Mc−M) − b−M  ,  > (1 − b−Mc−M) − c−M  . (5.10)
Moreover, the following assertions are true:
(a) For each  > s there exists 1() ∈ R such that
(1 − b−Mc−M)− c−M < 1()[−+ c;] (5.11)
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and
PC(,,0) ∈ { [1(),∞) , ([−+ c;],∞) } . (5.12)
In particular, (1.6) has a coexistence state if  > [−+ c;].
(b) For each  > s there exists 1() ∈ R such that
(1 − b−Mc−M)− b−M < 1()[−+ b;] (5.13)
and
PC(,0,) ∈ { [1(),∞) , ([−+ b;],∞) } . (5.14)
In particular, (1.6) possesses a coexistence state if  > [−+ b;].
Note that b−M = c−M = A− in examples (4.4) and (5.4). Thus, (5.9) holds for choice
(5.5), while it fails for (5.8). Therefore, by simply comparing the third plot of Fig. 18
with Fig. 21 it seems that (5.9) is necessary for the validity of the theorem. This
discussion will continue once completed the proof of the theorem.
Thanks to Theorem 5.1, it is obvious that the principle of competitive exclusion fails
to be true for model (1.1), because if, for instance, b0 ∪ b− can maintain u in the
absence of v (i.e.,  > [−;b0 ∪ b−]), then, by (5.3),  > s and, hence, due to
Theorem 5.1, for each  > (), (1.6) possesses a coexistence state. Consequently, u
can avoid extinction, even in the most dramatic case when the intrinsic growth rate
of its competitor v, measured by , blows-up. In Section 6 we shall see that, rather
naturally, u must pay the price of concentration within b0 ∪ b− if  ↑ ∞.
Our previous numerical analysis also shows the necessity of  > s and  > s
for (5.12) and (5.14), respectively. Indeed, if s , then C(,,0) is bounded as it
links ((), , 0) with (∗1(), 0, ∗1()), though a rigorous proof of this feature is not
available yet.
Proof of Theorem 5.1. Suppose (u0, v0) is a coexistence state of (1.6). Then,
{−u0 = u0 − u20 − bu0v0u0 − u20 + b−u0v0u0 − u20 + b−Mu0v0 ,−v0 = v0 − v20 − cu0v0v0 − v20 + c−u0v0v0 − v20 + c−Mu0v0 ,
in , while u0 = v0 = 0 on . Thus, (u0, v0) is a positive subsolution of the pure
symbiotic model
⎧⎨
⎩
−u = u − u2 + b−Muv−v = v − v2 + c−Muv
in  ,
u = v = 0 , on  .
(5.15)
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Due to (5.9), for each constant
N max
{

1 − b−M
,

1 − c−M
}
,
the pair (N,N) is a supersolution of (5.15), and, if necessary, enlarging N one can
assume that (u0, v0)(N,N). Consequently, thanks to [15, Theorem 8.7], (5.15) has
a coexistence state (uˆ0, vˆ0) such that
u0 uˆ0N , v0 vˆ0N . (5.16)
Therefore, due [15, Lemma 6.1], (, ) satisﬁes (5.10). Moreover,
uˆ0
+ b−M
1 − b−Mc−M
, vˆ0
+ c−M
1 − b−Mc−M
. (5.17)
In particular, (5.16) and (5.17) imply
u0
+ b−M
1 − b−Mc−M
, v0
+ c−M
1 − b−Mc−M
, (5.18)
for any coexistence state (u0, v0) of (1.6). Note that, due to (5.10),  + b−M > 0 and
 + c−M > 0. Consequently, the coexistence states of (1.6) possess uniform a priori
bounds in L∞ on any compact subset of (, ) ∈ R2. The remaining assertions of the
theorem follow straight ahead from the fact that C(,,0) is an unbounded closed and
connected set. 
When, instead of (5.9), the following conditions are satisﬁed:
b−M > 1 , c
−
M > 1 , (5.19)
then (1.6) might not exhibit coexistence states for sufﬁciently large , as strongly
supported by Fig. 21. But from the non-existence of a coexistence state it should not
be concluded that the principle of competitive exclusion will hold as in the classical
competition model. Actually, as larger are the symbiotic effects between u and v,
measured by b− and c−, as greater should be the possibilities of permanence of both
species. Consequently, the lack of the coexistence states when b− and c− increase
might entail some sort of Malthusian growth for the species. To realize what’s going
on, we will focus our attention into the simplest case when
 =  and b = c . (5.20)
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Then, all pairs of the form (u, v) = (w,w), where w is a positive solution of
{−w = w − (1 + b)w2 in  ,
w| = 0, (5.21)
are coexistence states of (1.6). The solutions of (5.21) exhibit a number of different
behaviors according to the size of b−.
If b−M < 1, then 1 + b(x) > 0 for each x ∈ ¯ and, hence, (5.21) has a positive
solution (unique) if, and only if,  > ; denoted by w. Moreover, if  > , then w
is a global attractor for
⎧⎪⎪⎨
⎪⎪⎩
w
t
− w = w − (1 + b)w2 in × R+ ,
w = 0 on × R+ ,
w(·, 0) = w0 > 0 in  .
(5.22)
Consequently, (w, w) attracts to all solutions of (1.1) with u0 = v0 > 0.
If b−M = 1 in the closure of some nice smooth subdomain D0 ⊂ −, then 1+ b = 0
in D¯0 and 1 + b(x) > 0 for each x ∈  \ D¯0. Thus, thanks to the theory of Fraile et
al. [21], (5.21) has a positive solution (unique) if, and only if,
 <  < 0 := [−;D0] ,
say w. As in the previous case, w is a global attractor for (5.22), and, therefore,
(w, w) is a global attractor for all solutions of (1.1) with u0 = v0 > 0 if  <  < 0.
Moreover, thanks to the theory of García-Melián et al. [24] and López-Gómez and
Sabina [51], the point-wise limit
L0(x) := lim
↑0
w(x) , x ∈  \ D¯0 ,
provides us with the minimal positive solution of the singular problem
{−w = 0w − (1 + b)w2 in  \ D¯0 ,
w|D0 = ∞ ,
(5.23)
while
lim
↑0
w = ∞ in D¯0 .
Further, for each 0, the dynamics of (5.22) is regulated by the minimal metaso-
lutions of (5.21) supported in  \ D¯0. By a metasolution it is meant the extension by
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inﬁnity of the solutions of (5.23) (cf. [35,38,40]). Therefore, the limit as t ↑ ∞ of
the solutions of (1.1) with 0 and u0 = v0 > 0 is regulated by the metasolutions
of (5.21), like in [37]. In such case, it is rather obvious that (1.6) cannot admit a
coexistence state.
If b−M > 1, then the function 1 + b(x) changes sign in  and, hence, the dynamics
of (5.22) becomes much more involved, since it is a superlinear indeﬁnite problem.
Among the main results available in this case, it is known that there exists ∗ >  such
that (5.21) cannot have a positive solution if  > ∗ (cf. Amann and López-Gómez
[2]). Moreover, if ∗ >  and  <  < ∗, then the minimal positive solution is the
unique non-negative stable solution of (5.22) (cf. Gómez-Reñasco and López-Gómez
[26,27]), though, quite strikingly, as a result of the superlinear character of the model,
(5.21) might exhibit an arbitrarily large number of positive—multiple spike—solutions;
all of them necessarily unstable. As in the previous case, if  > ∗, then the dynamics
of (5.22) are regulated by the metasolutions of (5.21), which can be reached in a ﬁnite,
or inﬁnity, time according to the size of b−M , but this—extremely sharp—analysis is
outside the general scope of this work (cf. [41] and López-Gómez and Quittner [50],
where the single equation was treated).
The previous discussion, besides it shows the necessity of condition (5.9) for the
validity of Theorem 5.1, supports the thesis that in the absence of coexistence states
the species exhibit a genuine Malthusian growth within cooperation areas, up to blow-up
in a ﬁnite time if b−, or c−, are sufﬁciently large.
A model that might avoid the previous blow-up phenomenology, simultaneously
maintaining arbitrarily large population levels as time passes by is the following fast
dispersion model:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u
t
− (um) = u − u2 − b(x)uv
v
t
− (vn) = v − v2 − c(x)uv
in × R+ ,
u = v = 0 on × R+ ,
u(·, 0) = u00 , v(·, 0) = v00 , in  ,
where n > 1 and m > 1 are sufﬁciently close to 1, but a detailed analysis of this issue
will appear elsewhere (cf. Delgado et al. [16], where the single equation was treated).
As a consequence from Theorem 5.1, the next result is satisﬁed. Among other things,
it establishes that the principle of competitive exclusion always fails in the presence of
symbiosis effects between the species, as it shows the existence of a coexistence state
as soon as some of the intrinsic growth rates is sufﬁciently large.
Theorem 5.2. Suppose (5.9). Then:
(a) For each  ∈ R, there exists ∗() such that (1.6) possesses a coexistence state for
each  > ∗().
(b) For each  ∈ R, there exists ∗() such that (1.6) possesses a coexistence state for
each  > ∗().
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Proof. We will prove part (a), as part (b) follows by symmetry. In case  > s ,
the conclusion follows straight away from Theorem 5.1(a). So, suppose s . By
Proposition 2.1, we have that
lim
↑∞ 
−1[−+ b;] = bL = −b−M < 0 .
In particular,
lim
↑∞ [−+ b;] = −∞ ,
and, therefore, there exists ∗() > s such that
 > [−+ b;] ∀  > ∗() .
Consequently, thanks to Theorem 5.1(b), for each  > ∗(), (1.6) possesses a coexis-
tence state, which concludes the proof. 
6. Blow-up within cooperation areas and extinction within competition areas
The next result provides us with the proﬁles of the coexistence states of (1.6) when
the intrinsic growth rate of the species v, , reaches high levels. It explains the ultimate
reasons why the principle of competition exclusion fails to be true for (1.1). As the
level of the aggressions from the competitor blows-up, the species blows-up within
the regions where cooperation takes place, while it becomes extinct within competitive
regions, so avoiding extinction, and facilitating diversity through further differentiation
as a result from segregation and spatial heterogeneities. This result should be compared
with Theorem 4.9.
Theorem 6.1. Suppose
b−M < 1 , c
−
M < 1 , c
+
M <
1 − b−Mc−M
b−M
, (6.1)
and let {(n, un, vn)}n1 be a sequence of coexistence states of (1.6) such that n ↑ ∞
as n ↑ ∞. Then,
lim
n→∞ vn = ∞ uniformly in compact subsets of  (6.2)
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and
lim
n→∞ un =
⎧⎨
⎩
0 in b+ ,
[b0] in b0 ,
∞ in b− ,
(6.3)
where [b0] is the maximal non-negative solution of (4.35).
Note that [b0] = 0 if [−;b0], while [b0]?0 if  > [−;b0]. Also,
note that the third constraint of (6.1) imposes a control on the size of c+M , which
measures the stress suffered by v as a consequence of its interaction with u. So, (6.1)
seems rather natural for getting (6.2). By Theorem 5.2(a), the ﬁrst two estimates of
(6.1) guarantee the existence of a coexistence state of (1.6) for sufﬁciently large .
Note that (4.4), (5.4), (5.5) ﬁts within the setting of Theorem 6.1, since
2 = c+M <
1 − b−Mc−M
b−M
= 1 − (0.4)
2
0.4
= 2.1 .
Fig. 19 showed a series of plots of un and vn for a sequence of coexistence states
(n, un, vn) of (4.4), (5.4), (5.5), with  = 27.10 and n increasing that belong to the
component C(,27.10,0) already plotted in the second picture of Fig. 18. Clearly, their
point-wise behaviors, as n increases, completely agrees with the predictions made from
Theorem 6.1. Indeed, vn grows to inﬁnity all over (0, 1) as n ↑ ∞, while un ↑ ∞ in
b− = (0.4, 0.6), and un ↓ 0 in b+ = (0.0, 0.4) ∪ (0.6, 1.0). Rather naturally, vn ↑ ∞
at a higher rate within b− than in b+, as an effect of symbiosis with u within b−.
The proﬁles of un and vn clearly illustrate the permanence of both species as  ↑ ∞ at
the cost of the segregation of u. This is a rather new phenomenology that cannot occur
in the classical competing species models reviewed in Section 3, where the principle
of competitive exclusion predicts extinction of u. Another series of plots showing the
colonization of v and the segregation of u where plotted in the second picture of
Fig. 17; these coexistence states where computed for  = 20 < s .
Proof of Theorem 6.1. Fix  ∈ R and let {(n, un, vn)}n1 be a sequence of coexis-
tence states of (1.6) with
lim
n→∞ n = ∞ ,
whose existence is guaranteed by Theorem 5.2. Without lost of generality we can
assume that n0 for each n1. Thanks to (5.18),
un
+ nb−M
1 − b−Mc−M
, n1 ,
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and, hence,
−vn = nvn − v2n − c+unvn + c−unvnnvn − v2n − c+unvn

(
n − c+
+ nb−M
1 − b−Mc−M
)
vn − v2n

[(
1 − b
−
Mc
+
M
1 − b−Mc−M
)
n −
 c+M
1 − b−Mc−M
]
vn − v2n .
Thus, setting
n :=
(
1 − b
−
Mc
+
M
1 − b−Mc−M
)
n −
 c+M
1 − b−Mc−M
, n1 ,
we ﬁnd that, for each n1, vn is a positive supersolution of
{−w = nw − w2 in  ,
w = 0 on  . (6.4)
By (6.1), we obtain that
lim
n→∞ n = ∞
and, in particular, there is n01 such that n >  for each nn0. For these values of
n, (6.4) has a (unique) positive solution, say wn. Moreover, by Lemma 4.3, vnwn if
nn0. Thanks to [23, Theorem 3.4], limn→∞ wn = ∞ uniformly in compact subsets
of . Therefore, (6.2) holds true.
As in the proof of Theorem 4.9, the validity of (6.3) will be established from the
un-problems
{
(−+ bvn) un = un − u2n in  ,
un = 0 on  , n1 .
The demographic extinction of un in b+ as n → ∞, as well as the stabilization in b0
to [b0] can be obtained by easily adapting the proof of Theorem 4.9 and, hence,
the details of the proof will be omitted here. The demographic explosion of un in
b− as n → ∞ can be obtained arguing as follows. It sufﬁces to show that for each
x0 ∈ b− there exists  > 0 such that B¯(x0) ⊂ b− and limn→∞ un = ∞ uniformly in
B¯(x0). Indeed, let x0 ∈ b− and R > 0 with B¯R(x0) ⊂ b−, and consider the auxiliary
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problems
⎧⎪⎨
⎪⎩
(
−− b− min
B¯R(x0)
vn
)
U = U − U2 in BR(x0) ,
U = 0 on BR(x0) .
(6.5)
For each n1, we have that

[
−− b− min
B¯R(x0)
vn;BR(x0)
]
[−;BR(x0)] − min
B¯R(x0)
b− · min
B¯R(x0)
vn
and, hence,
lim
n→∞ 
[
−− b− min
B¯R(x0)
vn;BR(x0)
]
= −∞ ,
since vn → ∞ uniformly in B¯R(x0). In particular, there exists n01 such that, for
each nn0,
 > 
[
−− b− min
B¯R(x0)
vn;BR(x0)
]
.
Consequently, (6.5) possesses a unique positive solution, say Un. As un is a positive
supersolution of (6.5), for each nn0 Lemma 4.3 implies un|BR(x0)Un in BR(x0)
and, hence, to obtain the limiting behavior of un in b− it sufﬁces to prove that
lim
n→∞ Un = ∞ uniformly in B¯ R2 (x0) . (6.6)
To show (6.6), we perform the change of variable U = ε−1n Z where ε−1n := minB¯R(x0) vn,
to transform (6.5) into
{−εnZ = (εn + b−)Z − Z2 in BR(x0) ,
Z = 0 on BR(x0) . (6.7)
Thanks to [23, Theorem 3.6], one has that limn→∞ Zn = b− uniformly in B¯(x0), for
each  ∈ (0, R), where Zn is the unique positive solution of (6.7). This shows (6.6).
Consequently, limn→∞ un = ∞ uniformly in compact subsets of b−. 
By symmetry, the following result holds true.
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Theorem 6.2. Suppose
b−M < 1 , c
−
M < 1 , b
+
M <
1 − b−Mc−M
c−M
,
and let {(n, un, vn)}n1 be a sequence of coexistence states of (1.6) such that n ↑ ∞
as n ↑ ∞. Then,
lim
n→∞ un = ∞ uniformly in compact subsets of 
and
lim
n→∞ vn =
⎧⎨
⎩
0 in c+ ,
[c0] in c0 ,∞ in c− ,
where [c0] is the maximal non-negative solution of
{−v = v − v2 in c0 ,
v = 0 on c0 .
7. Generating biological and economical complexity
All the one-dimensional prototype models analyzed numerically in the previous sec-
tions showed the existence of at most one stable coexistence state. In this section our
intention is to use another example to show how the heterogeneity of the habitat and
the level of the aggressions between the species within competition areas might pro-
voke a substantial growth of the biological, or economical, complexity of the system;
through a drastic increment of the number of stable coexistence states of the system.
Most precisely, we will consider model (4.4) with the choice
b(x) = c(x) :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−0.4 sin (5
x) , 0.0x0.2,
20 sin [5
(x − 0.2)] , 0.2 < x0.4,
−0.4 sin [5
(x − 0.4)] , 0.4 < x0.6,
40 sin [5
(x − 0.6)] , 0.6 < x0.8,
−0.4 sin [5
(x − 0.8)] , 0.8 < x1.0.
(7.1)
For this choice, u and v compete in
b+ = (0.2, 0.4) ∪ (0.6, 0.8) ,
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Fig. 22. Curves (2.8) for choice (4.4) and (7.1).
while they cooperate in
b− = (0, 0.2) ∪ (0.4, 0.6) ∪ (0.8, 1) .
Note that the level of the aggressions between u and v has been chosen relatively high,
20 and 40, in comparison with the level of the cooperative effects within symbiotic
areas, 0.4. Consequently, at ﬁrst glance, symbiotic interactions are relatively weak. For
this choice, [−;b−] = 25
2 ∼ 246.74 and, hence, in the quadrant min{, } >
246.74 both semi-trivial states are linearly unstable, which is clearly illustrated by Fig.
22. In this occasion, thanks again to Proposition 2.1, the tangents at inﬁnity of curves
(2.8) are given by  = −0.4 and  = −0.4, respectively, which completely agrees
with the numerical computations. Fig. 23 shows the bifurcation diagram of non-negative
solutions for  = 140; it shows three signiﬁcant curves for describing the dynamics
of (1.1); stable solutions are indicated by solid lines, unstable by dashed lines. As
(0, 0) has been represented in the -axis, its character cannot be distinguished in the
plot, though it is always unstable. The horizontal line describes the semi-trivial state
(140, 0); ‖(140, 0)‖ ∼ 116.57. Then, Fig. 23 shows the curve of semi-trivial solutions
(0, ), which emanates from (0, 0) at  = 
2 and it grows for all further values of
. All solutions along this curve are unstable. The component of coexistence states
C(,140,0) emanates, super-critically, from (140, 0) at
(140) = 
[
− d
2
dx2
+ b140; (0, 1)
]
∼ 93.40 ,
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Fig. 23. The component C(,140,0) of (4.4) and (7.1).
where the previous stability of (140, 0) is lost. All coexistence states are stable until
C(,140,0) reaches its ﬁrst turning point at 1 ∼ 171, where it turns backwards. Once
crossed the ﬁrst turning point all coexistence states become unstable, with Morse index
one, until C(,140,0) reached its second turning point, super-critical, at 2 = 126.47.
The Morse index counts the dimension of the unstable manifold of the coexistence
states. And so on, until the eight turning point exhibited by C(,140,0) is crossed,
super-critically, at 8 := 100.7, where all solutions become stable for all further values
of . Table 1 collects the parameter values of each of the turning points exhibited by
C(,140,0) as well as the Morse indices of the coexistence states along each of the
associated arcs of curve, c0, c1, . . . , c8; c0 stands for the arc of curve of coexistence
states emanating from the semi-trivial positive solution (140, 0) and, for each j1,
cj stands for the arc of curve in between the turning points corresponding to j and
j+1. Consequently, for each  ∈ (126.47, 153.93), the model (4.4), (7.1), possesses
9 coexistence states: 4 among them are asymptotically stable, and the remaining 5
are unstable. The Morse index changed by ±1 whenever crossed a turning point, as
predicted by well-known results of classical bifurcation theory.
Fig. 24 shows the plots of a representative series of coexistence states along c0 (ﬁrst
row), c2 (second row), and c8 (third row), respectively. Precisely, in the ﬁrst row we
have plotted the proﬁles of the u and the v-components of the coexistence states for a
series of values of  in between (140) and 1 = 171.0.
As the value of  separates from the bifurcation value (140) = 93.40, u decays from
140, whereas v grows from zero. In Fig. 24 the arrows in each of the components of
(0, 1) where b has a constant sign indicate (very roughly) if the corresponding species
grows, ↑, or, conversely, decays, ↓, as  moves between two consecutive turning points.
Rather naturally, as the intrinsic growth rate of v, measured by , increases, the species
v grows. Moreover, it grows at the fastest rate within the symbiotic regions, b < 0,
where cooperation with u takes place, than in the competitive domains, b > 0, where
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Table 1
The turning points and the Morse index along the arcs cj
Arc Morse index Turning point
c0 0 171.0
c1 1 126.47
c2 0 165.9
c3 1 109.0
c4 2 166.2
c5 1 118.97
c6 0 153.93
c7 1 100.7
c8 0 None
u and v compete. Not surprisingly, u decays as  increases, and its fastest decay rates
occur within regions where competition takes place.
The second row of Fig. 24 shows the plots of a family of representative coexistence
states along the arc of curve c2 for a series of values of  in between the turning
points 2 = 126.47 and 3 = 165.9. As along c0, the coexistence states along c2
exhibit a genuine sub-linear behavior, in the sense that u is point-wise decreasing and
v is increasing in (0, 1) for all values of . Such a nice monotonicity seems to be
closely related to the attractive character of these coexistence states, as it is lost along
arcs where solutions are unstable. Once crossed the last turning point exhibited by
C(,140,0) at 8 = 100.7, the coexistence states become stable for all further value of
. In the third row of Fig. 24 we have represented the plots of a series of representative
coexistence states along c8. As illustrated by Fig. 24, the distribution of the population
v grows everywhere in (0, 1) as  increases, reaching arbitrarily large values, while
the species u grows arbitrarily in the regions where cooperation with v takes place,
(0, 0.2), (0.4, 0.6) and (0.8, 1), though it naturally decays up to extinction within the
regions where u is stressed by v, (0.2, 0.4) and (0.6, 0.8), in complete agreement with
Theorem 6.1. It should be noted that, for choice (7.1), one has
b−M = c−M = 0.4 < 1 , c+M = 40 >
1 − b−Mc−M
b−M
= 1 − (0.4)
2
0.4
= 2.1 ,
and, consequently, the last estimate of (6.1) fails to be true in this example, which
suggests that the range of validity of Theorem 6.1 might be substantially wider.
This example shows that, although (5.21) possesses at most a unique stable pos-
itive solution (by the main theorem of Gómez-Reñasco and López-Gómez [26,27]),
(1.6) might have an arbitrarily large number of stable coexistence states for some ap-
propriate range of values of the parameters involved in the setting of the model, so,
strongly suggesting that competition combined with strategic symbiosis indeed provoke
a substantial growth of the dynamical complexity of the system.
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Fig. 24. Representative coexistence states along c0, c2, and c8.
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