s Bump Function in 2 Dimensions
Source: Hacker, Eddy and Lewis (2002) A visual appreciation of Keane's two-dimensional (m=2) bump function may be obtained from the graphical presentation (Fig.-1 ; Hacker et al., 2002) . As the dimension (m) grows larger, the optimum value of the function becomes more and more difficult to obtain. Keane (1994) observed that for m=20 the value of min[f(x)] could be about -0.76 and for m=50 it could be about -0.835 but did not know this to be the case.
Keane's bump function is considered as a standard benchmark for nonlinear constrained optimization. It is highly multi-modal and its optimum is located at the nonlinear constrained boundary. Emmerich (2005, p. 116) noted that the true minimum of this function is unknown. Using their various hybridized Genetic Algorithms Hacker et al. (2002) obtained min[f(x)] = -0.365 for a 2-dimensional and -0.6737 for a 10-dimensional Keane's problem. They also found that the Genetic Algorithms (without hybridization) perform worse than their hybridized Genetic Algorithms.
II. The Objectives of this Paper:
We intend in this paper to optimize Keane's function of different dimensions by the Repulsive Particle Swarm (RPS) and the Differential Evolution (DE) methods of global optimization. Our RPS is endowed with intensive local search ability. Similarly, our DE uses the most recent (available) formulation of crossover scheme suggested by Kenneth Price. We have developed our own computer programs in FORTRAN. Our programs have yielded very good results for quite varied and difficult problems (Mishra, 2006 (a, b & c) ). Programs are available on request * . Table- 1(a). Against these we obtained by RPS method min[(f)] = -0.747309014; g 1 (x) = -4.64514816E-009; and g 2 (x) = -58.5732418 for x given in Table-1(b). Again, the DE performs better than the RPS. (m=10) have broken the said sequence.
III. Results and

Table-1(a). Values of Decision Variables of Keane
For the 20-dimensional Keane's problem we have DE min[(f)] = -0.80361906; g 1 (x) = -3.39186113E-009; g 2 (x) = -119.067696. The decision variables take on the following values given in Table-3(a) . We obtain the RPS min[(f)] = -0.764080929; g 1 (x) = -6.76379887E-005; g 2 (x) = -117.572437 for the decision variables x given in Table- 3(b). We note that the DE results obey the observed rule of sequence while the RPS results, which are sub-optimal, do not obey the said rule. We also note that while Keane (1994) observed that for m=20 the value of min[f(x)] could be about -0.76, we obtain DE min[(f)] = -0.80361906. This result is surely better than the one envisaged by Keane. However, Ong and Keane (2003, p. 12) and Ong et al. (2005 ?) mention that the minimal value obtained by them is approximately -0.81. If it is so, we have not been able to obtain the minimum value of the function. Table- 4. The RPS results are grossly sub-optimal and hence we do not present them.
For the 40-dimensional Keane's problem we have DE min[(f)] = . -0.826624404; g 1 (x) = -4.67459549E-009; g 2 (x) = -237.241084. The decision variables take on the following values given in Table- 5. The RPS results are grossly sub-optimal and hence we do not present them. Table- Optimization of the 50-dimensional Keane's problem was problematic. We had to do some fine-tuning of the DE parameters and some trial and error too. Finally, [for RX1=0.5, RX2=0.7 and F =0.05: these are detailed out in the DE program written by us] we have DE min[(f)] = -0.83078783; g 1 (x) = -2.55134022E-008; g 2 (x) = -297.149824. The decision variables take on the following values given in Table- 6. The RPS results are grossly sub-optimal and hence we do not present them Table- Keane has indicated that for m=50, the value of min[(f)] could be around -0.835. The number obtained by us is -0.83078783 (and the decision variables satisfy the sequence noted earlier). We cannot claim that the sequence conjectured by us provides the necessary and sufficient condition for optimality of values taken on by the decision variables, although the condition appears to be necessary. We are also not sure that Keane's min[ ( )] 0.835 f x − is the true minimum for m=50.
IV. Conclusion:
A not-so-exhaustive survey of literature on optimization of Keane's function suggests us that many researchers avoid mentioning the values of objective function, constraints and decision variables that they obtained in their works. They mention that the program, method or algorithm used by them was repeated soand-so many times. But they have hesitated to mention the range -the upper and the lower limits -within which they obtained the results. Measures of mean/median or standard deviation only blur the findings and perhaps conceal much more than they reveal. If Emmerich (2005) is right in stating that the true minima of Keane's function for different dimensions are unknown, it is required that the research efforts of each of us are recorded clearly, accurately and with necessary details so that the next research worker knows what his (or her) efforts are yielding. Application of the Particle Swarm optimization program (developed by us) has clearly failed to minimize the Keane's function of any moderate size. However, the Differential Evolution optimization program (developed by us) has gone a long way to obtain the optimum (if so!) results. We have also conjectured that the values of the decision variables diminish with the increasing index values -; i j x x j i > ∀ > -and they form two distinct clusters with almost equal number of members. These regularities indicate whether the function could attain a minimum or (at least) has reached close to the minimum.
