Representations of integers by systems of three quadratic forms by Pierce, Lillian B. et al.
ar
X
iv
:1
50
9.
04
75
7v
2 
 [m
ath
.N
T]
  1
 Ju
l 2
01
7
REPRESENTATIONS OF INTEGERS BY SYSTEMS OF THREE
QUADRATIC FORMS
LILLIAN B. PIERCE, DAMARIS SCHINDLER, AND MELANIE MATCHETT WOOD
Abstract. It is classically known that the circle method produces an asymptotic
for the number of representations of a tuple of integers (n1, . . . , nR) by a system
of quadratic forms Q1, . . . , QR in k variables, as long as k is sufficiently large with
respect to R; reducing the required number of variables remains a significant open
problem. In this work, we consider the case of 3 forms and improve on the classical
result by reducing the number of required variables to k ≥ 10 for “almost all” tuples,
under a nonsingularity assumption on the forms Q1, Q2, Q3. To accomplish this, we
develop a three-dimensional analogue of Kloosterman’s circle method, in particular
capitalizing on geometric properties of appropriate systems of three quadratic forms.
1. Introduction
The study of representing an integer by an integral quadratic form has a long
history, and is today relatively well understood. More generally, one may consider a
system of integral quadratic forms Q1, . . . , QR ∈ Z[x1, . . . , xk], and ask for the number
of simultaneous representations of a fixed tuple of integers n = (n1, . . . , nR) by the
system. More precisely, we define a smoothly-weighted counting function by setting
RB(n) =
∑
x∈Zk
Q(x)=n
w
( x
B
)
,
where w : Rk → R is a smooth non-negative weight function of compact support, B
is a large parameter, and the notation Q(x) = n represents the system of equations
Qi(x) = ni, 1 ≤ i ≤ R.
We note that throughout we use the convention that a quadratic form Q is said to
be integral if it has an integral matrix (also denoted by Q); that is, the off-diagonal
terms of the form have even coefficients.
The expectation is that as long as k ≥ k(R) is sufficiently large and the system is
not too singular, for B sufficiently large the circle method will produce for each tuple
n an asymptotic of the shape
RB(n) = Cw,B(n)Bk−2R + o(Bk−2R). (1.1)
Here Cw,B(n) is the product of the standard singular integral and singular series,
which may be shown to be non-zero as long as n lies in a suitable range depending on
B, and satisfies appropriate local conditions. We note that it is natural to expect a
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main term of size Bk−2R, since there are k choices for the variables x1, . . . , xk, and R
constraint equations on the values Qi(x), which are quantities of size at most O(B
2).
Birch’s work [2] provided long-standing records for using the circle method to count
solutions to systems of forms of any degree. Recently Myerson [21] has improved on
Birch’s theorem for nonsingular systems of quadratic forms; his result is much stronger
than [2] in the case of four or more quadratic forms, but does not improve on the
known bounds for two or three quadratic forms. In the case of a nonsingular system
of two quadratic forms, the main result of [2], combined with the sharpened notion
of the Birch singular locus in [6] and [22], produces an asymptotic for the counting
function RB(n), for any fixed n = (n1, n2), as long as k ≥ 14. Recent work of Munshi
[20] using a “nested” version of the δ-circle method [12] has reduced this to k ≥ 11.
For a nonsingular system of three quadratic forms, Birch’s method (in the version [6]
and [22]) provides the benchmark that (1.1) holds for k ≥ 27.
Alternatively, one can aim for the weaker result of proving that the expected as-
ymptotic (1.1) for RB(n) holds for “almost all” n. Birch’s work can again be applied
in this setting, showing in the case of a nonsingular system of two quadratic forms
that k ≥ 8 variables suffice, and in the case of three forms, k ≥ 15 variables suffice.
Recently, Heath-Brown and the first author [13] took up the question of improving on
this for systems of two quadratic forms by developing a so-called 2-dimensional version
of Kloosterman’s circle method; the version of the circle method in [13] shows that
k ≥ 5 variables suffice to prove that (1.1) holds for “almost all” pairs n = (n1, n2).
In this paper we develop a version of the circle method that carries through Kloost-
erman’s strategy in 3 dimensions, in order to treat systems Q = {Q1, Q2, Q3} of three
quadratic forms satisfying a suitable nonsingularity condition. The case of 3 quadratic
forms is significantly more complicated geometrically than a system of 2 quadratic
forms, and we will devote Section 3 to a thorough exposition of the necessary geo-
metric constructions. Here we briefly recall that it is standard to say that the system
of equations
Qi(x) = 0 for 1 ≤ i ≤ 3 (1.2)
is nonsingular if Q1, Q2, Q3 satisfy the Jacobian criterion for smoothness: at any
non-zero point x satisfying the equations (1.2), the 3× k Jacobian matrix(
∂Qi
∂xj
(x)
)
i,j
has full rank. As we will explain later in more detail, the Jacobian criterion alone is
not sufficient for our approach. Instead, we define the form
FQ(x, y, z) = det(xQ1 + yQ2 + zQ3).
The key nonsingularity condition we will assume throughout is that the form FQ has
nonvanishing discriminant as a function of x, y, z, or, equivalently that FQ defines a
smooth plane curve as a subscheme of the projective plane. (Unless FQ is a perfect
power, this is also equivalent to FQ defining a smooth plane curve as a subvariety of
the projective plane.) We note that this assumption is not overly restrictive; indeed,
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for a generic choice of three quadratic forms Q1, Q2, Q3, we will indeed have
Disc(FQ(x, y, z)) 6= 0; (1.3)
see Proposition 3.2. In particular, we provide a specific example of a system that
satisfies (1.3) in an appendix in Section 13.
Under the assumption that Disc(FQ(x, y, z)) 6= 0, Birch’s method only requires
k ≥ 14 for an “almost all” result (see the remark following Proposition 3.1). Our
main result yields a significant improvement of this: we show that k ≥ 10 variables
suffice.
Theorem 1.1. Let Q1, Q2, Q3 ∈ Z[x1, . . . , xk] be integral quadratic forms satisfying
(1.3). Let N = B2. If k ≥ 10, for B sufficiently large and for each ̟ ∈ (0, 1/56),
there is an exceptional set E̟(N) ⊂ [−N,N ]3 with
|E̟(N)| ≪̟,k,Q N3−(1/56−̟),
such that for any n ∈ [−N,N ]3 \ E̟(N), the counting function RB(n) admits the
expected asymptotic
RB(n) = Jw(B−2n)S(n)Bk−6 +O̟,k,Q(Bk−6−̟). (1.4)
Here Jw(B
−2n) and S(n) denote the standard singular integral and singular series,
which are defined in (5.3) and (8.1), respectively.
Here, as throughout, we use the convention that the notations ≪λ and Oλ(· · · )
indicate an implied constant that may depend on the parameter λ. (Since all implied
constants may depend on the fixed weight function w we have chosen, we will not
typically notate this dependence.)
Theorem 1.1 is a corollary of the following more technical theorem, which is our
main result. To state the theorem, we make use of a polynomial HQ ∈ Z[t1, t2, t3], de-
fined in Proposition 3.3, that vanishes exactly when the three equations Q(x) = t fail
the Jacobian criterion for smoothness and codimension 3 (i.e. when their intersection
fails to be a smooth scheme of codimension 3).
Theorem 1.2. Let Q1, Q2, Q3 ∈ Z[x1, . . . , xk] be integral quadratic forms satisfying
(1.3). Then there exists a non-zero polynomial HQ ∈ Z[t1, t2, t3] that depends only on
k and the forms Q1, Q2, Q3, and with degree at most 2(k + 1)k(k − 1), such that the
following holds. For k ≥ 10,∑
|n|∞≤B2
HQ(n)6=0
∣∣RB(n)−Jw(B−2n)S(n)Bk−6∣∣2 ≪k,Q,w B2k−6−1/28,
where Jw(B−2n) and S(n) are the singular integral and singular series defined in
(5.3) and (8.1), respectively. Here |n|∞ = max1≤i≤3 |ni|.
One may deduce from Theorem 1.2 that the Hasse principle holds on average for
the representability of a tuple of integers n by a system of forms Q(x); this requires
knowledge of the size of the singular series S(n) and singular integral Jw(B−2n),
which is now provided in the following theorem:
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Theorem 1.3. Let Q1, Q2, Q3 ∈ Z[x1, . . . , xk] be integral quadratic forms satisfying
(1.3), and let HQ be the corresponding polynomial provided by Theorem 1.2. Then if
k > 6 and HQ(n) 6= 0,
S(n)≪ε,k,Q |n|ε∞.
for any ε > 0. Furthermore, there is a fixed prime p0 and a positive real α > 0
depending only on k and Q, such that the singular series S(n) satisfies the lower
bound
S(n)≫ε,k,Q |n|−ε∞
∏
p≤p0
|HQ(n)|αp ,
for any ε > 0. Here we write | · |p for the standard p-adic metric on Q. As a
consequence, under the above hypotheses, if the system Q(x) = n is solvable in every
p-adic ring Zp, then S(n) is real and positive.
Second, let w be a smooth weight of compact support and assume that k > 6. Then
the singular integral satisfies
Jw(µ)≪w,Q 1.
Furthermore there are positive constants C and β depending only on k and Q, with
the following property. If w(x) > 0 for |x| ≤ C, then we have
Jw(µ)≫w |HQ(µ)|β, (1.5)
for any µ in the region 1/2 ≤ |µ|∞ ≤ 1, for which the system of equations Q(x) = µ
has a solution x ∈ Rk.
We note that in Theorem 1.3 we may in fact take
α = 33+k(2k − 6), β = 33+k(2k − 7).
A standard procedure allows one to deduce the following result from Theorems 1.2
and 1.3:
Theorem 1.4. If k ≥ 10, there exists a positive constant ̟ > 0, depending only on
k, such that the following holds. Let Q1, Q2, Q3 ∈ Z[x1, . . . , xk] be integral quadratic
forms satisfying (1.3). Let E(N) be the set of n ∈ Z3 with |n|∞ ≤ N such that the
system Q(x) = n is locally solvable in R and in Zp for every prime p, but has no
integer solution in x ∈ Zk. Then for N sufficiently large,
|E(N)| ≪̟,k,Q N3−̟. (1.6)
Note that ̟ is independent of the system Q. While we have not attempted to
optimize the exponent ̟, we note that we may presently take
̟ =
1
25.7.33+k(4k − 13)(k + 1)k(k − 1) + 1 .
In particular, Theorem 1.4 asserts that the Hasse principle holds for the repre-
sentability of almost all tuples of integers n by systems of three generic quadratic
forms in at least 10 variables. We note that due to the power gain in (1.6), we may
deduce from Theorem 1.4 a result on the representability of primes:
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Theorem 1.5. Let Q1, Q2, Q3 ∈ Z[x1, . . . , xk] be integral quadratic forms satisfying
(1.3). Suppose furthermore, that there is some x0 ∈ Rk such that Qi(x0) > 0 for
all 1 ≤ i ≤ 3, and that for each prime q there is some xq ∈ (Zq)k for which q ∤∏3
i=1Qi(xq). Then if k ≥ 10, there are infinitely many tuples (p1, p2, p3) of primes
that can be represented simultaneously by the system of forms Q1, Q2, Q3.
Further corollaries may be deduced as in [13]. For example, one may prove asymp-
totic formulas for the number of representations of tuples n1, n2, n3 by
ni = Q
′
i(x) +Q
′′
i (y), 1 ≤ i ≤ 3,
where Q′(x) and Q′′(x) are systems of quadratic forms in k ≥ 10 variables satisfying
the conditions in Theorem 1.2, and x,y ∈ Zk are restricted to some box of side-
length B. Moreover, one may choose ni = 0 for 1 ≤ i ≤ 3 in this setting. We omit
the details, as they are very similar to those found in [13].
1.1. The method of proof. The key to our approach is the development of a 3-
dimensional application of the circle method that allows us to extract cancellation in
the style of Kloosterman’s classical one-dimensional method [16], which he developed
for treating a single quadratic form in 4 variables. In spirit, the structure of our
approach is analogous to the work of [13], but at a technical level the 3-dimensional
case requires a new treatment at many points of the argument: the geometry of a
system of 3 forms is fundamentally, not just cosmetically, distinct from that of a
system of 2 forms. The immediate technical impacts of the more sophisticated (and
inexplicit) geometric perspective we now adopt may be found in Propositions 3.1, 3.2,
3.3, Lemmas 6.8, 7.6, and 7.7, and the appendix in Section 13.
To aid the reader, we will now describe in more detail a sampling of the aspects of
our work that necessitated new approaches; to situate these points we start with a
brief sketch of the over-all strategy. As is usual in applications of the circle method,
we express the counting function RB(n) as an integral over the 3-dimensional unit
cube, which we divide into an integral over so-called major arcs and minor arcs. The
major arcs we are able to treat in a relatively standard manner, producing the main
term in the asymptotic (1.4); for this work k > 6 variables would suffice. We show
that the minor arcs contribute a smaller error term by showing that they are small in
a mean-square average sense. This method of using a mean-square argument to gain
an improved bound on the minor arcs, and thus produce an asymptotic for RB(n) for
almost all n with fewer required variables, dates back to work of Hardy and Littlewood
[10]. Our main effort goes into bounding the mean-square contribution of the minor
arcs; we are led to consider a new system of forms given by
Qi(x)−Qi(y) = 0, for i = 1, 2, 3, with x,y ∈ Zk.
We then parametrize the relevant integral over the minor arcs by summing over (pos-
sibly overlapping) 3-dimensional boxes centered at rational tuples (a1/q, a2/q, a3/q).
Our method generalizes Kloosterman’s one-dimensional strategy by extracting can-
cellation between the contribution of boxes centered at tuples (a1/q, a2/q, a3/q) and
(a′1/q, a
′
2/q, a
′
3/q) with distinct numerators but identical denominators. A further
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distinctive feature of our analysis of the minor arcs—also present in [13]—is that it
avoids any analysis at the real place (such as an application of Weyl’s inequality).
Let us now survey a few of the new features we encounter when considering a system
of 3 forms. We will first examine the nonsingularity condition (1.3) that we impose in
all of our theorems. We observe that for any fixed tuple a = (a1, a2, a3) ∈ R3, FQ(a)
vanishes precisely when the quadratic form given by the linear combination
a1Q1(x) + a2Q2(x) + a3Q3(x)
is singular. Thus imposing (1.3) requires essentially that the locus of singular elements
in the linear system generated by the quadratic forms Q1, Q2, Q3 is a smooth projec-
tive curve, or more precisely that the projective scheme FQ(x, y, z) = 0 is nonsingular
of dimension 1.
We recall from [13] that for a system of two integral quadratic forms Q1, Q2, the
analogous requirement that
Disc(det(xQ1 + yQ2)) 6= 0 (1.7)
is equivalent to the requirement that the system
Q1(x) = 0
Q2(x) = 0 (1.8)
satisfies the Jacobian criterion to have smooth, codimension 2 projective intersection.
In addition, it was observed in [13] that it is simple to construct formsQ1, Q2 satisfying
(1.7) by choosing any two diagonal quadratic forms Q1(x) =
∑
i aix
2
i and Q2(x) =∑
i bix
2
i such that all the ratios ai/bi are distinct.
Here we face a striking difference between systems of two forms and systems of
three forms: (1.3) need not hold for nonsingular systems of three diagonal forms. For
example, the variety
x23 + x
2
4 = 0
x21 + x
2
2 + x
2
3 = 0
x21 + 2x
2
2 + x
2
3 + x
2
4 = 0
is projectively nonsingular, but the corresponding form
FQ(x, y, z) = (y + z)(y + 2z)(x+ y + z)(x+ z)
is a product of four lines, and is hence singular at the intersection points, so that
Disc(FQ) = 0. In fact, as we demonstrate in an appendix in Section 13, all systems
of three diagonal quadratic forms in at least k ≥ 2 variables fail (1.3). Thus our
work in Theorem 1.2 does not apply even to nonsingular systems of diagonal forms;
however, we remark that in the case of 3 diagonal forms, one could replace our minor
arc estimates by work of Cook [5] and already deduce the desired results for only
k ≥ 7 variables.
The function FQ(x, y, z) plays an important role in our work, just as the analogous
function det(xQ1+yQ2) played a role in [13], but even once we restrict our attention to
systems Q for which FQ has nonvanishing discriminant, we still lack several convenient
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properties that [13] exploited for two forms. For example, in place of factorizing
FQ(x, y, z) into linear factors, we must now utilize its nonsingularity (see Lemma
5.2, for example). In [13], to count solutions to det(xQ1 + yQ2) = 0 modulo prime
powers, one could rely on work of Huxley. Instead, we must now develop a multi-
variable Hensel’s lemma for varieties singular over Fp (see for example Lemma 4.5 as
applied in Lemmas 4.6 and 6.3).
Second, we next recall that [13] detected those pairs (n1, n2) for which the system
Q1(x) = n1, Q2(x) = n2 was nonsingular by simply requiring det(n2Q1 − n1Q2) 6= 0.
In the case of three forms, we must prove the existence of a polynomial HQ(n) which
functions analogously; in our work, this polynomial is now inexplicit. As part of
constructing this polynomial, we make an integral version of the classical construction
of the discriminant of multiple forms over a field, since we need a single polynomial
that works over Q as well as modulo primes (see Section 13). Ultimately, we must
then be able to estimate the cardinality of sublevel sets for HQ(n), both over Z and
p-adically. Lemmas 4.8 and 4.10 develop such estimates in a general context.
Third, in [13] the nonsingularity of the system (1.8) over an algebraically closed field
K of characteristic zero is equivalent to the condition that Q1, Q2 are simultaneously
diagonalizable over K (see Proposition 2.1 of [13]). In contrast, a generic system of
three quadratic forms is not simultaneously diagonalizable; to replace diagonalization
we thus bring in new ideas, such as a version of the Nullstellensatz applied to the
polynomial HQ mentioned above (see for example Lemma 6.8).
We have already noted several distinct differences between the geometry of systems
of two quadratic forms versus three quadratic forms. It is worth asking whether a
similar method can produce an R-dimensional Kloosterman method that will prove
an “almost all” asymptotic result for RB(n) for a system of R ≥ 4 quadratic forms.
One immediately encounters a fundamental barrier: when R ≥ 4, it can be shown
that all systems of integral quadratic forms Q1, . . . , QR will satisfy
Disc(det(x1Q1 + · · ·+ xRQR)) = 0.
Thus to generalize the present approach to systems of four or more quadratic forms,
significant new ideas would be required.
2. Notation
Throughout, we use the convention that boldface symbols, such as x, y, or l denote
vectors of dimension k or 2k, while underlined symbols, such as Q, a, or n, denote
vectors of dimension three. We use |n|∞ to denote max1≤i≤3 |ni|, and we write (n, q)
for gcd(n1, n2, n3, q). We write x ·y for the usual scalar product of two vectors x and
y, and similarly for a · n. By a · Q(x) we refer to the quadratic form given by the
linear combination a1Q1(x)+a2Q2(x)+a3Q3(x). For a quadratic form Q, we use the
norm ‖Q‖ = sup|x|=1 |Q(x)|.
We use the convention for quadratic forms in k variables that we write Q for both
the quadratic form and its associated k × k matrix. We use the normalization for an
8 PIERCE, SCHINDLER, AND WOOD
integral quadratic form Q that Q(x) = xtQx where Q is a k× k matrix with integral
entries; the off-diagonal terms of Q thus have even coefficients.
We write K for some algebraic closure of a field K. We use the standard notation
e(x) for e2πix. Given a tuple φ = (φ1, φ2, φ3) we let
∫
{φ}
denote integration over the
region
3∏
i=1
([−2φi,−φi] ∪ [φi, 2φi]).
Throughout we apply the convention that implied constants may depend on the
weight w, the dimension k, and the fixed system Q.
3. Geometric considerations
We first give precise formulations of three conditions one may impose on integral
quadratic forms Q1, Q2, Q3, and specify the relationships between these conditions.
In this section we will let K represent an algebraically closed field of characteristic
zero or odd characteristic, and we will then consider the following conditions as being
over K. If K has characteristic zero, the field of definition for the forms Qi will be
taken to be Q.
We define the 3× k Jacobian matrix
JQ(x) =
(
∂Qi
∂xj
(x)
)
i,j
. (3.1)
We now define three conditions on triples of quadratic forms; we will assume through-
out this paper that we work in k ≥ 4 variables.
Condition 1. For any non-zero point x ∈ Kk lying on the variety
Qi(x) = 0 for 1 ≤ i ≤ 3, (3.2)
we have
rank(JQ(x)) = 3. (3.3)
If the ideal (Q1(x), Q2(x), Q3(x)) is reduced, this is equivalent to the condition
that the projective variety (3.2) is smooth/nonsingular of codimension 3 over K (in
which case it is a complete intersection). In general, Condition 1 is equivalent to the
condition that the projective scheme (3.2) is smooth of codimension 3 over K.
Consider all homogeneous degree k forms G in the variables x1, x2, x3 over the field
K. There is a discriminant Disc of such forms, which is an irreducible polynomial in
the coefficients of the form G, with integer coefficients, such that Disc(G) = 0 if and
only if there is a non-zero point a ∈ K3, such that
∂G
∂x1
(a) =
∂G
∂x2
(a) =
∂G
∂x3
(a) = 0.
We give the construction of the discriminant in the appendix in Section 13. Though
the basic construction over a field is classical, we take care to see that there is a single
discriminant we can use for all our fields at once.
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We may now specify our second condition on a system Q1, Q2, Q3 of quadratic
forms.
Condition 2. The discriminant of the determinant form
FQ(x1, x2, x3) = det(x1Q1 + x2Q2 + x3Q3) (3.4)
is non-zero in K.
This is equivalent to the condition that there does not exist a non-zero point a ∈ K3
such that ∂FQ/∂x1(a) = ∂FQ/∂x2(a) = ∂FQ/∂x3(a) = 0. If the ideal (FQ(x)) is
reduced it is equivalent to the condition that the projective variety given by FQ(x) is
nonsingular of codimension 1. We will think of this as the statement that the locus
of singular elements in the linear system generated by the quadratic forms Q1, Q2, Q3
is nonsingular. Throughout the remainder of the paper, when we assume that Q
satisfies Condition 2, we refer to the condition over Q; of course, we note that visibly
Condition 2 holds over K of characteristic zero if and only if it holds over Q.
We now state the third and final condition.
Condition 3. For any λ1, λ2, λ3 ∈ K, not all zero,
rank (λ1Q1 + λ2Q2 + λ3Q3) ≥ k − 1. (3.5)
We now state several key results about these conditions, deferring proofs to Section
3.3. Our first result is as follows:
Proposition 3.1. Let Q1, Q2, Q3 be integral quadratic forms in k ≥ 4 variables, and
let K be a fixed algebraically closed field of characteristic zero or odd characteris-
tic. Then Condition 2 with respect to K holds if and only if both Condition 1 and
Condition 3 hold with respect to K.
In particular, we see that once we assume a system Q satisfies Condition 2, then
any element in the linear system spanned by Q has its rank drop from full rank k
by at most one. This is in analogy to the situation of two forms seen in [13]. The
assumption of a smoothness condition like Condition 2 is crucial; as remarked in the
introduction, Condition 3 can be violated by a system of three diagonal forms, since
Condition 1 can hold without Condition 2 holding.
Importantly, Condition 2 holds for a generic choice of three quadratic forms:
Proposition 3.2. Let K be a fixed algebraically closed field of characteristic zero or
odd characteristic. Then Condition 2 holds with respect to K for a generic choice of
integral quadratic forms Q1, Q2, Q3.
Next, if we let A denote the collection of all coefficients of Q1, Q2, Q3, we note that
there is a polynomial in A and n which identifies those forms Q1, Q2, Q3 and tuples
n such that the affine system of equations Q(x) = n satisfies the Jacobian criterion
for smoothness.
Proposition 3.3. There exists a homogeneous form H(A, n) in A and n with integral
coefficients of total degree 2(k + 1)k(k − 1) such that the following holds for any
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algebraically closed field K of characteristic zero or odd characteristic. When the
system of quadratic forms given by A satisfies Condition 2 over K, then we have
H(A, n) = 0 in K if and only if the system of forms with coefficients given by A is
such that there is a point x ∈ Kk with
Q(x) = n (3.6)
and
rankJQ(x) < 3.
Moreover, for each A giving a system of forms satisfying Condition 2 over K, we
have that H(A, n), as a polynomial in n with coefficients in K, is homogeneous, not
identically zero, and degree at least 1.
Note that once we have fixed a choice for the coefficients A and thus determined a
system Q1, Q2, Q3, we will denote the corresponding polynomial byHQ(n) = H(A, n).
3.1. Definition of good and bad primes. Throughout our work, we will assume
that we have chosen a system of forms Q defined over Q that satisfy Condition 2
over Q (and hence over any algebraically closed field of characteristic zero). In our
estimation of certain exponential sums we will also require a dichotomy of the primes
into those for which Q satisfies Condition 2 over Fp and those for which it fails; this
motivates the definition of good and bad primes as follows.
Definition 3.4. We say a prime p is bad if p|2Disc(FQ). Otherwise we say that p is
good.
Under the assumption that Q satisfies Condition 2 over Q, we see that there are
finitely many bad primes; this will be crucial throughout our work.
We record for later use two observations which are immediate consequences of this
definition and an application of Proposition 3.1 with respect to Fp.
Lemma 3.5. If p is good, the projective variety over Fp given by ∩3i=1{Qi = 0} is
nonsingular, that is, Q satisfies Condition 1 over Fp.
Lemma 3.6. Let p be a good prime and b ∈ Z3 such that (b, p) = 1. Then the rank
of the matrix b ·Q over Fp is at least k − 1.
Furthermore, we need to make a further distinction among good primes, depending
on whether the reduction modulo p of the affine variety Q(x) = n is smooth or not.
Definition 3.7. For a fixed tuple n we say that a good prime p is Type I with respect
to n if p ∤ HQ(n); otherwise if p is a good prime such that p|HQ(n) it is said to be
Type II with respect to n.
We remark that the notion of Type I and Type II depends on n, in contrast to the
property of a prime being good or bad. Moreover, it is important to note that for all
n such that HQ(n) 6= 0, there are finitely many Type II primes.
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3.2. Diagonalization. While it is not typically possible to diagonalize three qua-
dratic forms simultaneously, the following result ensures that it is possible to simul-
taneously diagonalize two of the three forms, if their intersection is smooth and of
codimension two.
We first recall the following observation by Browning, Dietmann and Heath-Brown,
an immediate consequence of Lemma 3.1 of [3]:
Lemma 3.8. Assume that Q1, Q2, Q3 satisfy Condition 1 over some algebraically
closed field K of characteristic zero. Then there exist linearly independent vectors
λ1, λ2 ∈ K3 such that upon defining
Q′1 = λ1 ·Q
Q′2 = λ2 ·Q,
we have that Q′1, Q
′
2 satisfy the Jacobian criterion for smoothness, i.e.
rank (∂Q′i/∂xj(x))i=1,2;1≤j≤k = 2 at any non-zero point x ∈ Kk such that Q′1(x) =
Q′2(x) = 0.
Note the Jacobian criterion above is equivalent to the intersection of Q′1 = 0 and
Q′2 = 0 in P
k−1 being a smooth scheme of codimension 2 (and in particular a complete
intersection). In our situation, we assume that Q1, Q2, Q3 satisfy Condition 2 and
hence Condition 1, so that this lemma shows we may always choose the representative
forms so that the intersection of two of them is smooth.
We next recall a consequence of Proposition 2.1 in [13]:
Lemma 3.9. Let Q1 and Q2 be two quadratic forms in k variables, and let K be an
algebraically closed field of characteristic zero or of odd characteristic. Then Q1, Q2
satisfy the Jacobian criterion for smoothness, i.e. rank (∂Qi/∂xj(x))i=1,2;1≤j≤k = 2
at any non-zero point x ∈ Kk such that Q1(x) = Q2(x) = 0, if and only if Q1 and
Q2 are simultaneously diagonalizable over K.
This strategy will enable us, in Lemma 7.8, to simultaneously diagonalize two of
the three quadratic forms.
3.3. Proof of geometric facts. In this section we turn to the proof of the key
geometric propositions we have stated.
Proof of Proposition 3.1. We will prove the equivalence of Condition 2 with the si-
multaneous satisfaction of both Conditions 1 and 3 by contradiction. Throughout
the proof we use the following notation: write Qi = (b
(i)
1 , . . . ,b
(i)
k ) with column vec-
tors b
(i)
l and write a · Q = (b1, . . . ,bk) with column vectors bl, where we omit the
dependence on the vector a ∈ K3. Then note that we have
∂FQ
∂ai
(a) =
k∑
l=1
det(b1, . . . ,b
(i)
l , . . . ,bk).
We first assume that there is some a ∈ K3 \ {0} with rank(a · Q) ≤ k − 2. Then
one certainly has FQ(a) = 0 and the fomula for the derivatives of FQ(a) shows that
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∂FQ
∂ai
(a) = 0 for all 1 ≤ i ≤ 3. This is a contradiction to Condition 2, since a would be
a singular point on FQ(a) = 0.
Next assume that we are given some x ∈ Kk\{0} with the property that Qi(x) = 0
for 1 ≤ i ≤ 3 and rankJQ(x) < 3, so that there exists a ∈ K3 \ {0} with the property
that (a · Q)x = 0. Since a · Q has non-trivial kernel, we see that FQ(a) = 0. Also,
after a linear change of variables we may assume that x = e1, the first unit vector.
Then we see that b1 = 0 and so for each 1 ≤ i ≤ 3,
∂FQ
∂ai
(a) = det(b
(i)
1 ,b2, . . . ,bk).
Note that Qi(e1) = 0 implies that b
(i)
1,1 = 0; also, by symmetry of the matrix a ·Q, the
first row of this matrix is identically zero. Putting these facts together, we see that
∂FQ
∂ai
(a) = 0 for 1 ≤ i ≤ 3; together with the previous observation that FQ(a) = 0,
this provides a contradiction to Condition 2.
Finally assume that Condition 2 fails, so that there exists some a ∈ K3 \ {0} with
FQ(a) = 0 and
∂FQ
∂ai
(a) = 0 for 1 ≤ i ≤ 3. Either this implies that rank(a·Q) ≤ k−2 or
we have rank(a·Q) = k−1. In the first case we have already arrived at a contradiction
to Condition 3, and hence we continue under the assumption that rank(a ·Q) = k−1.
For notational convenience assume that b1, . . . ,bk−1 are linearly independent and
that we have a relation of the form
bk =
k−1∑
l=1
clbl,
for some coefficients cl ∈ K. Let x0 = (c,−1) 6= 0 and observe that
(a ·Q)x0 = 0, (3.7)
so that rankJQ(x0) < 3. We claim that in addition Qi(x0) = 0 for all 1 ≤ i ≤ 3. For
this we fix 1 ≤ i ≤ 3 and rewrite the condition ∂FQ
∂ai
(a) = 0 as
0 = det(b1, . . . ,bk−1,b
(i)
k ) +
k−1∑
l=1
det(b1, . . . ,b
(i)
l , . . . ,bk−1,
k−1∑
i=1
cibi)
= det(b1, . . . ,bk−1,b
(i)
k ) +
k−1∑
l=1
det(b1, . . . , clb
(i)
l , . . . ,bk−1,bl)
= det(b1, . . . ,bk−1,b
(i)
k )−
k−1∑
l=1
det(b1, . . . ,bl, . . . ,bk−1, clb
(i)
l )
= det(b1, . . . ,bk−1,b
(i)
k −
k−1∑
l=1
clb
(i)
l )
= det(b1, . . . ,bk−1,−Qix0).
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We conclude that the vector Qix0 is contained in the span of b1, . . . ,bk−1, and since
x0 is orthogonal to bl for all 1 ≤ l ≤ k−1 we see that xt0Qix0 = 0. This holds for each
1 ≤ i ≤ 3, and thus provides a contradiction to Condition 1, and finally completes
the proof of the proposition. 
Proof of Proposition 3.2. Clearly for a generic choice of Q1, Q2, Q3, the forms will
have linear span of rank 3 in the space of quadratic forms. In the P(k+1)k/2−1 of
quadrics in Pk−1, let Φi be the set of rank ≤ i. We have that the singular locus
(Φk−1)sing ⊂ Φk−2, and that codimΦk−2 = 3 [9, Example 22.31]. So by Bertini’s
theorem [15, Corollary 11], a generic two-dimensional plane in the P(k+1)k/2−1 of
quadrics does not intersect (Φk−1)sing. For such a two-dimensional plane P , we have
P ∩ Φk−1 = P ∩ (Φk−1 \ (Φk−1)sing). Since (Φk−1 \ (Φk−1)sing) is smooth, again by
Bertini’s theorem a generic two-dimensional plane P in the P(k+1)k/2−1 of quadrics
has P ∩ (Φk−1 \ (Φk−1)sing) smooth of dimension 1, and thus P ∩ Φk−1 smooth. If
the plane P is spanned by quadrics Q1, Q2, Q3, then FQ(x) = 0 describes exactly the
scheme-theoretic intersection P ∩ Φk−1, proving the proposition. 
Proof of Proposition 3.3: Construction of the polynomial H. First, let ∆ be the dis-
criminant constructed in the appendix in Section 13 that detects when 3 quadratic
forms in k+1 variables fail the Jacobian criterion (i.e. determine a projective scheme
that is not smooth of codimension 3 in Pk). We have that ∆ is homogeneous of
degree 2(k + 1)k(k − 1) in the coefficients of the forms [1, The´ore`me 1.3]. By set-
ting all the coefficients of xixk+1 for i 6= k + 1 equal to 0, we arrive at a polynomial
H(A, n) that detects whether the projective scheme given by Q(x) = nx2k+1 is not
smooth of codimension 3. When the system of quadratic forms given by A satisfies
Condition 1, there are no obstructions to being smooth of codimension 3 at infinity
(when xk+1 = 0). Thus in this case, over an algebraically closed field K not of char-
acteristic 2, H(A, n) = 0 if and only if there is a point x ∈ Kk with Q(x) = n and
rankJQ(x) < 3.
Now we will show that given A, we have that H(A, n) is non-zero as a polynomial
in n. For forms Q satisfying Condition 2, there is a one-dimensional (projective)
locus, call it C, of [λ1 : λ2 : λ3] ∈ P2 such that
∑
i λiQi is singular. Let I ⊂ Ak × C
be the incidence locus of those (x, λ) such that
∑
i λiQix = 0. Since for forms Q
satisfying Condition 3 we have that
∑
i λiQi is rank at least k − 1, in the projection
I → C each λ has a fiber of (affine) dimension 1. Thus I has dimension 2, and the
image of the map I → A3 sending x 7→ Q(x) has dimension at most 2. Thus for the
generic n, there is no point x ∈ Kk with Q(x) = n and rankJQ(x) < 3.
Given A, we see that H(A, n) is homogeneous in the n. We can check this over
Q, in which case the projective scheme given by Q(x) = nx2k+1 is isomorphic to that
given by Q(x) = λn(x′k+1)
2 via the change of coordinates x′k+1 = λ
−1/2xk+1. Thus
H(A, n) has zero-locus invariant under scaling the n by λ, and is thus homogeneous
in the n.
Suppose for the sake of contradiction that given some A, we have that H(A, n) is
degree 0. That would mean over any field, the projective scheme given by Q(x) =
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nx2k+1 is always smooth of codimension 3. Since there must be some a over an al-
gebraically closed field such that a · Q is not full rank, there is some x such that
a ·Qx = (1/2)[∂a ·Q/∂xi(x)]1≤i≤k = 0. For this x, we choose n such that Q(x) = n,
and we have a singularity, giving a contradiction.

4. Preliminary lemmas
We gather here certain results on counting solutions to polynomial equations mod-
ulo primes and prime powers, as well as counting elements in sublevel sets over Z and
p-adically.
4.1. Solutions modulo primes and prime powers. The following crude estimate
on the number of Fp-rational points on a variety is due to Lang and Weil. For the
convenience of the reader we state it here again.
Lemma 4.1 (Lemma 1 of [18]). Let p be a prime. Let V ⊂ ArFp be an affine variety
given by s homogeneous polynomials with integer coefficients of degree not exceeding ρ
and assume that dim(V ) = n. Then the number of Fp-rational points on V is bounded
by O(pn), where the implied constant depends on ρ and r.
We will also refer to a consequence of the Deligne bound, as formulated by Hooley
[14]:
Lemma 4.2. If V is a projective complete intersection of dimension n over the finite
field Fp, with singular locus of dimension s, then the number of Fp-rational points of
V is equal to
(pn+1 − 1)/(p− 1) +O(p(n+s+1)/2).
4.2. A version of Hensel’s Lemma. We now let r ≥ 2 and take f ∈ Z[x1, . . . , xr]
to be a homogeneous polynomial. We write Df for its discriminant and assume that
Df 6= 0 in Q. The goal of this section is to give upper bounds for the counting
function
N(pℓ) := #{x (mod pℓ) : (x, p) = 1, f(x) ≡ 0 (mod pℓ)}.
The assumption that Df 6= 0 implies in particular that the projective variety V
given by f(x) = 0 is smooth over Qp for any prime p. As a consequence we will
obtain the following lemma.
Lemma 4.3. Let p be a prime. Then there is a natural number α depending on f
and p such that the following holds: if x ∈ (Z/pαZ)r with p ∤ x such that f(x) ≡
0 (mod pα), then pα ∤ ∇f(x).
Before proving this, we note several immediate consequences. Note that for almost
all primes p, namely for p ∤ Df , the reduction of V modulo p is smooth and then
one can take α = 1. In this particularly nice case, we may apply Lemma 4.2 with
n = r − 2, s = −1 to conclude:
Lemma 4.4. For p ∤ Df ,
N(p) = pr−1 +O(p
r
2 ).
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More generally for prime powers, we have:
Lemma 4.5. There exists an absolute constant C such that the following is true: if
p ∤ Df , then for all ℓ ≥ 1,
N(pℓ) ≤ Cpℓ(r−1).
If p|Df , then for all ℓ ≥ 1,
N(pℓ) ≤ αp2αpℓ(r−1),
where α is as provided by Lemma 4.3.
The following useful lemma is an immediate consequence of Lemma 4.5:
Lemma 4.6. Let Q be a system of forms that satisfies Condition 2 over Q. For any
prime p and u ≥ 1, there exists a constant cp such that
#{x (mod pu) : (x, p) = 1, pu|FQ(x)} ≤ cpp2u,
where cp = c may be chosen independent of p for all primes p ∤ 2Disc(FQ).
Effectively, upon recalling that the bad primes are those that divide 2Disc(FQ), we
see that this lemma provides a bound that is uniform for good primes. We now turn
to the proofs.
Proof of Lemma 4.3. We proceed by contradiction: assume that for any natural num-
ber α there is some x ∈ (Z/pαZ)r with p ∤ x, f(x) ≡ 0 mod pα and pα|∇f(x). Now
consider the following directed system indexed by α ∈ N, which is a subsystem of
the sets (Z/pαZ)r with the natural projections as transition maps. At level α let
P (α) ⊂ (Z/pαZ)r be the set of x ∈ (Z/pαZ)r with p ∤ x, f(x) ≡ 0 mod pα and
pα | ∇f(x). Let ιβα be the projection map ιβα : P (β)→ P (α). We define a subsystem
Q(α) of the directed system P (α) by taking
Q(α) := {x ∈ (Z/pαZ)r : ∀β > α, ∃y ∈ P (β) such that ιβα(y) = x}.
The system Q(α) is again a directed system with the natural projection maps ιβα as
transition maps. Moreover, since Q(α) = ∩β>αιβα(P (β)) and (Z/pαZ)r is a finite set,
the chain of sets ∩α<β<γιβα(P (β)) must become stationary for γ increasing. Since each
P (β) is non-empty by assumption, we conclude that each set Q(α) is non-empty, and
the maps ιβα : Q(β)→ Q(α) are surjective. Hence the inverse limit lim←−αQ(α) is non-
zero. This means that there is singular point x ∈ Zrp on the projective hypersurface
f = 0, which is a contradiction to the assumption that Df 6= 0. 
Proof of Lemma 4.5. We give an elementary proof, which is self-contained; one could
also deduce parts of the argument from results in the literature, as for example Corol-
lary 5.23 in [8]. For notational convenience, we temporarily define the set
N (pℓ) = {x (mod pℓ) : p ∤ x and f(x) ≡ 0 (mod pℓ)},
with cardinality N(pℓ) = #N (pℓ). We further define for each x (mod pα) the set
N (x, pℓ) = {y (mod pℓ) : f(y) ≡ 0 (mod pℓ) and y ≡ x (mod pα)},
16 PIERCE, SCHINDLER, AND WOOD
with corresponding cardinality N(x, pℓ) = #N (x, pℓ). If ℓ ≥ α, then we can partition
N (pℓ) =
⋃
x (mod pα)
p∤x
N (x, pℓ). (4.1)
In order to bound #N (x, pℓ), we fix an x (mod pα) with p ∤ x and f(x) ≡ 0 (mod pα).
Supposing pβ ‖ ∇f(x) (note that β < α by Lemma 4.3), then for any h (mod pβ),
f(x+ pαh) ≡ f(x) (mod pα+β), (4.2)
since for any integer u ≥ 0,
f(x+ puh) ≡ f(x) + pu∇f(x) · h (mod p2u).
Hence the value of f modulo pα+β only depends on x modulo pα. In other words,
equation (4.2) implies that
N(x, pα+β) =
{
prβ if f(x) ≡ 0 (mod pα+β)
0 if f(x) 6≡ 0 (mod pα+β).
Next for any u ≥ α we again consider the congruence
f(x+ puh) ≡ f(x) + pu∇f(x) · h (mod pu+β+1),
still under the assumption pβ‖∇f(x); without loss of generality, we may assume
pβ ‖ ∂f
∂x1
(x). (4.3)
Assume we are given a congruence class x modulo pu with f(x) ≡ 0 (mod pu+β); if
we want to lift this to a congruence modulo pu+β+1 we can choose h2, . . . , hr freely
modulo p and then by (4.3) there exists a unique h1 modulo p such that f(x+p
uh) ≡
0 (mod pu+β+1). This implies that
N(x, pu+β+1) = pr−1N(x, pu+β),
for any u ≥ α. Inductively this gives
N(x, pℓ) = p(ℓ−α−β)(r−1)N(x, pα+β),
if ℓ ≥ α + β. For x (mod pα) such that f(x) ≡ 0 (mod pα+β), this implies that
N(x, pℓ) = p(ℓ−α−β)(r−1)prβ.
Together with equation (4.1) this implies that
N(pℓ) = p(ℓ−α)(r−1)
α−1∑
β=0
pβM(α, β; p) (4.4)
where
M(α, β; p) = #{x (mod pα) : p ∤ x, pβ ‖ ∇f(x), and f(x) ≡ 0 (mod pα+β)}.
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We now distinguish between primes that do or do not divide the discriminant Df .
First we consider the case of primes p ∤ Df , so that we can choose α = 1 and β = 0,
obtaining
N(pℓ) = p(ℓ−1)(r−1)#{x (mod p) : p ∤ x and f(x) ≡ 0 (mod p)}
= p(ℓ−1)(r−1)(N(p)− 1)
= pℓ(r−1)
(
1 +O(p−(r−2)/2)
)
,
where in the last line we applied Lemma 4.4.
We come to the case of primes p|Df . Using equation (4.4) we trivially estimate
N(pℓ) ≤ p(ℓ−α)(r−1)
α−1∑
β=0
pβpαr ≤ αp2αpℓ(r−1).

4.3. Discrete sublevel set estimates. We recall that our main theorems are con-
trolled by a certain polynomial HQ(n) provided by Proposition 3.3. We will apply the
sublevel set estimates we derive in this section at several points in our work: to count
the number of exceptional tuples n such that HQ(n) vanishes as an integer, is small
as a real number, or is divisible by a high power of a prime (see the proof of Theorem
1.1 in Section 12, and Lemma 12.1 in the proof of Theorem 1.4, also in Section 12).
We start with the one-dimensional case and then deduce a general lemma which
bounds the number of small values attained by a given homogeneous polynomial at
integer points of bounded height. We first recall Lemma 1 of [4], which we state in
the following form:
Lemma 4.7. Let P (x) ∈ Q[x] be a polynomial of degree d with leading coefficient a0
and M,N ≥ 1. Then for any M ≥ 1,
#{x ∈ Z : |P (x)| ≤M} ≪M1/d,
with an implied constant only depending on a0 and the degree d of the polynomial P .
From this we may immediately deduce the following general lemma:
Lemma 4.8. Let P (x1, . . . , xs) be a non-zero homogeneous polynomial with rational
coefficients, of total degree d. Then for any real M,N ≥ 1 we have the bound
#{x ∈ Zs : max
i
|xi| ≤ N, |P (x)| ≤M} ≪ N s−1M1/d.
with an implied constant only depending on the coefficients and the total degree of the
polynomial P .
Proof. We may assume that N is sufficiently large with respect to d. First we claim
that there is some integer tuple a ∈ Zs such that P (a) 6= 0 and a1 = 1. In-
deed, there are ≫ N s−1 choices of a2, . . . , as with |ai| ≤ N , while (since P is a
nonzero polynomial) there are ≪ N s−2 choices of a2, . . . , as with |ai| ≤ N such that
P (1, a2, . . . , as) = 0. Thus there must be at least one integral tuple (a2, . . . , as) that
yields P (1, a2, . . . , as) 6= 0.
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We now fix a tuple (a2, . . . , as) such that P (1, a2, . . . , as) 6= 0 and let
P˜ (x1, . . . , xs) := P (x1, x2 + a2x1, . . . , xs + asx1).
Then we see that
P˜ (x1, . . . , xs) = P (1, a2, . . . , as)x
d
1 +Q(x1, . . . , xs),
with some homogeneous form Q(x1, . . . , xs) of degree less than d in x1. Consider
also the coordinate transformation x′1 = x1 and x
′
i = xi − aix1 for 2 ≤ i ≤ s. Then
P˜ (x′) = P (x), so that there is some constant C2 depending only on the ai for 2 ≤ i ≤ s
such that
#{x ∈ Zs : max
i
|xi| ≤ N, |P (x)| ≤ M}
≤ #{x′ ∈ Zs : max
i
|x′i| ≤ C2N, |P˜ (x′)| ≤M}.
Hence we have reduced the lemma to considering the polynomial P˜ (x), which has the
property that the term xd1 appears with non-vanishing coefficient.
Now we fix some integer choices of x2, . . . , xs of absolute value at most C2N . We
apply Lemma 4.7 to the resulting polynomial P˜ (x1, x2, . . . , xs) in the variable x1 and
obtain
#{x1 ∈ Z : |P˜ (x1, x2, . . . , xs)| ≤M} ≪M1/d,
with an implied constant only depending on the degree of P˜ and the chosen integers
a2, . . . , as. Summing trivially over all possible choices for x2, . . . , xs proves the lemma.

4.4. p-adic sublevel set estimates. We also require p-adic versions of Lemmas 4.7
and 4.8.
Lemma 4.9. Let P (x) ∈ Z[x] be a polynomial of degree d with leading coefficient a0.
Then
#{1 ≤ x ≤ pf : pf |P (x)} ≪ pf−f/d,
with an implied constant only depending on the leading coefficient a0 and the degree
d of the polynomial P .
Proof. If d = 1, the claim is certainly true. For d ≥ 2, we recall that the content of
a polynomial is the greatest common divisor of its coefficients. If the content of P is
relatively prime to p then by Corollary 2 and equation (44) of Stewart [24], one may
estimate the cardinality of the set by ≤ dpf−f/d. One may reduce to this case in the
following way. Let pγ be the highest power of the prime p dividing the content of
P (x), and write P (x) = pγPˆ (x). For f ≥ γ we then have
#{1 ≤ x ≤ pf : pf |P (x)} = pγ#{1 ≤ x ≤ pf−γ : pf−γ|Pˆ (x)}.
Now observe that the content of Pˆ (x) is coprime to p and that pγ |a0.

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Lemma 4.10. Assume that P (x1, . . . , xs) is a non-zero homogeneous polynomial with
integer coefficients and total degree d. Then for any prime p and integer f ≥ 0 we
have the bound
#{1 ≤ xi ≤ pf : pf |P (x)} ≪ psf−f/d,
with an implied constant only depending on the polynomial P (x).
Proof. We recall the construction of P˜ (x) from the proof of Lemma 4.8, so that
P˜ (x1, . . . , xs) = P (x1, x2 + a2x1, . . . , xs + asx1)
= P (1, a2, . . . , as)x
d
1 +Q(x1, . . . , xs),
with P (1, a2, . . . , as) 6= 0 and Q(x) a homogeneous form of degree less than d in x1.
The coordinate transformation x′1 = x1 and x
′
i = xi − aix1 for 2 ≤ i ≤ s takes a
complete set of residues modulo pf again to a complete set of residues modulo pf .
Hence
#{1 ≤ xi ≤ pf : pf |P (x)} = #{1 ≤ x′i ≤ pf : pf |P˜ (x′)}.
Now we argue in the very same way as in the proof of Lemma 4.8. We fix 1 ≤ x′i ≤ pf
for 2 ≤ i ≤ s arbitrary and then apply Lemma 4.9 to the polynomial P˜ (x′1, x′2, . . . , x′s)
in x′1. This shows that
#{1 ≤ x′i ≤ pf : pf |P˜ (x′)}
≪
∑
2≤i≤s
∑
1≤x′i≤p
f
#{1 ≤ x′1 ≤ pf : pf |P˜ (x′1, x′2, . . . , x′s)}
≪ p(s−1)f+f−f/d
≪ psf−f/d,
and hence completes the proof of the lemma. 
5. Oscillatory integrals
On both the major and the minor arcs we will require an upper bound for oscillatory
integrals of the following generic form: for any quadratic form Q in n variables, define
I(Q;λ) =
∫
Rn
e (Q(u)− λ · u)w(u) du,
where λ ∈ Rn and w(u) is a smooth weight function supported on [−1, 1]n, with
uniformly bounded derivatives of all orders.
For later reference, we quote Lemma 3.1 of [13], a consequence of integration by
parts and the second derivative test.
Lemma 5.1. Let Q be a quadratic form in n variables with eigenvalues ρ1, . . . , ρn.
If |λ| ≥ 4‖Q‖ then for all M ≥ 1,
I(Q;λ)≪M,w |λ|−M .
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Moreover one has the upper bound
|I(Q;λ)| ≪w
n∏
i=1
min
(
1,
1
|ρi|1/2
)
.
We will apply this in our specific setting to deduce the following two lemmas, which
are analogous to Lemma 3.3 and Lemma 3.4 in [13]; here we recall the definition of
the notation {φ} from Section 2.
Lemma 5.2. Let φ∗ = max1≤i≤3{φi} and assume that the system Q satisfies Condi-
tion 2. Then ∫
{φ}
|I(ν ·Q;λ)| dν ≪ min{
3∏
i=1
φi, (φ
∗)3−k/2}.
Lemma 5.3. Let φ∗ = max1≤i≤3{φi} and set
Fi(x1,x2) = Qi(x1)−Qi(x2) for 1 ≤ i ≤ 3,
where the system Q satisfies Condition 2. Then∫
{φ}
|I(ν · F ;λ)| dν ≪ min{(φ∗)3, (φ∗)3−k(1 + | logφ∗|)}.
Each of these lemmas relies on the following observation: the rank drop condition
in Condition 3 (which is implied by Condition 2) provides a lower bound for all but
one of the eigenvalues of any particular linear combination of the forms Q1, Q2, Q3.
We record this formally:
Lemma 5.4. Let Q1, Q2, Q3 be quadratic forms such that for all ν ∈ R3 with ν 6= 0,
rank(ν ·Q) ≥ k − 1.
Let ν∗ = maxi{|νi|} and let ρ1, . . . , ρk be the eigenvalues associated to ν · Q, ordered
in a way such that |ρ1| ≤ . . . ≤ |ρk|. Then one has
|ρ2| ≫ ν∗, and |ρk| ≪ ν∗.
Since the proof of this lemma is identical to the proof of Lemma 2.4 in [13], we
omit it here and turn immediately to proving Lemmas 5.2 and 5.3, for which we must
proceed differently from [13], since we may no longer necessarily factor the form FQ
defined in (3.4) into linear factors.
Proof of Lemma 5.2. We note that the conclusion of the lemma is trivial for φ∗ ≤ 1,
and assume from now on that φ∗ ≥ 1. Applying Lemma 5.1 to the form ν ·Q, followed
by Lemma 5.4, we have
|I(ν ·Q;λ)| ≪ min
{
1,
(
1
ν∗
)k−1
2
}
min
{
1,
1
|ρ1|1/2
}
.
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Recall the definition of FQ in (3.4) and note that
FQ(ν) = det
(
3∑
i=1
νiQi
)
= ρ1 · · ·ρk.
Hence, again by Lemma 5.4 we have
|ρ1| ≫
|FQ(ν)|
(ν∗)k−1
.
We thus obtain∫
{φ}
|I((ν ·Q);λ)| dν ≪ (φ∗)− k−12
∫
{φ}
min
1,
(
(φ∗)k−1
|FQ(ν)|
)1/2 dν. (5.1)
Next we recall that by our assumption of Condition 2, we have Disc(FQ(ν)) 6= 0, so
that FQ(ν) is nonsingular outside of the origin, and so
∇FQ(ν) 6= 0, for ν 6= 0.
Furthermore, the set |ν|∞ = 1 is compact and hence there is some constant c with
min
|ν|∞=1
|∇FQ(ν)| ≥ c > 0.
We can now partition affine 3-space into three measurable sets Ωi (in fact closed
cones), such that for each 1 ≤ i ≤ 3,
min
|ν|∞=1
ν∈Ωi
∣∣∣∣∂FQ∂νi (ν)
∣∣∣∣ ≥ c′,
for some positive constant c′. Hence, on Ωi we may use the homogeneity of the
polynomial FQ(ν) and its derivatives to rescale to |ν|∞ = ν∗, obtaining the lower
bound ∣∣∣∣∂FQ∂νi (ν)
∣∣∣∣ ≥ c′(ν∗)k−1. (5.2)
We now consider the contribution to (5.1) of {φ} ∩ Ωi for each 1 ≤ i ≤ 3; for
simplicity of notation, we now consider i = 1. For fixed ν2 and ν3 the function FQ(ν)
is a polynomial of degree at most k in ν1 and hence we can cover the set of ν1 ∈ {φ1},
ν ∈ Ω1 with at most k intervals on which FQ(ν) is monotone as a function of ν1
(recalling of course that ν2, ν3 are fixed) and
∂
∂ν1
F (ν) is bounded below as in (5.2).
Restricting our attention to one of these intervals, say I, a variable transformation
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(u1, u2, u3) = (FQ(ν), ν2, ν3) on this interval leads to
∫
I∩{φ}∩Ω1
min
1,
(
(φ∗)k−1
|FQ(ν)|
)1/2 dν
≪
∫
{φ3}
∫
{φ2}
∫ C(φ∗)k
0
∣∣∣∣∂FQ∂ν1 (ν)
∣∣∣∣−1min
{
1,
(
(φ∗)k−1
|u1|
)1/2}
du1 du2 du3,
where C is some constant and the region of integration is implicitly further restricted
to Ω1. We can now estimate this, using (5.2), by
≪(φ∗)−(k−1)(φ∗)2(φ∗)k−1 +
∫
{φ3}
∫
{φ2}
∫ C(φ∗)k
(φ∗)k−1
(φ∗)−(k−1)
(φ∗)
k−1
2
|u1|1/2 du1 du2 du3
≪(φ∗)2 + (φ∗)2− k−12
∫ C(φ∗)k
(φ∗)k−1
1
|u1|1/2 du1
≪(φ∗)2 + (φ∗)3−1/2 ≪ (φ∗)3−1/2.
Similarly, the contributions of the other intervals, and the contributions of Ω2 and
Ω3, are dominated by (φ
∗)3−1/2. In combination with equation (5.1), this proves the
lemma. 
Proof of Lemma 5.3. The proof of Lemma 5.3 is almost identical to the proof of
Lemma 5.2. First note that
3∑
i=1
νiFi(x1,x2)
has eigenvalues ±ρ1, . . . ,±ρk where ρi are the eigenvalues of ν ·Q. Hence for φ∗ ≥ 1
we can estimate∫
{φ}
|I(ν · F ;λ)| dν ≪
∫
{φ}
k∏
i=1
min
{
1,
1
|ρi|
}
dν
≪ (φ∗)−(k−1)
∫
{φ}
min
{
1,
(φ∗)k−1
|FQ(ν)|
}
dν.
The same analysis as in the proof of Lemma 5.2 leads to the bound
≪ (φ∗)−2(k−1)(φ∗)2
∫ (φ∗)k
0
min
{
1,
(φ∗)k−1
|u1|
}
du1
≪ (φ∗)−2k+4 ((φ∗)k−1 + (1 + | logφ∗|)(φ∗)k−1)≪ (φ∗)3−k(1 + | logφ∗|).

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5.1. The Singular Integral. We define the singular integral by
Jw(µ) =
∫
R3
Iw(θ)e
(−θ · µ) dθ, (5.3)
where
Iw(θ) =
∫
Rk
e(θ ·Q(x))w(x) dx. (5.4)
For now we merely assume the weight function is smooth and compactly supported
in [−1, 1]k with bounded derivatives of all orders. Next we define for any positive real
number R and µ ∈ R3 the truncated singular integral
Jw(µ;R) =
∫
[−R,R]3
Iw(θ)e(−θ · µ) dθ. (5.5)
As soon as the number of variables k is large enough, the limit limR→∞ Jw(µ;R) exists
and the singular integral is indeed absolutely convergent.
Proposition 5.5. Assume that k > 6. Then the singular integral Jw(µ) is absolutely
convergent, and bounded uniformly in µ. More precisely, we have
|Jw(µ)− Jw(µ;R)| ≪ R3−k/2(logR)2.
Proof. Lemma 5.2 implies that we have the bound∫
{φ}
|Iw(θ)| dθ ≪ min
{
3∏
i=1
φi, (φ
∗)3−k/2
}
.
In order to prove the proposition we need to estimate the integral∫
φ∗>R
|Iw(θ)| dθ.
For this we use a dyadic subdivision of each of the coordinates θi, 1 ≤ i ≤ 3. This
leads us to the bound∫
φ∗>R
|Iw(θ)| dθ ≪
∑
2n>R
∑
m∈Z
m≤n
∑
ℓ∈Z
ℓ≤m
min
{
2ℓ+m+n, 2n(3−k/2)
}
.
We split the right hand side into two sums of the form
Σ1 =
∑
2n>R
∑
ℓ+m≥n(2−k/2)
ℓ≤m≤n
2n(3−k/2),
and
Σ2 =
∑
2n>R
∑
ℓ+m<n(2−k/2)
ℓ≤m≤n
2ℓ+m+n,
so that ∫
φ∗>R
|Iw(θ)| dθ ≪ Σ1 + Σ2.
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Now we can easily estimate the sums individually. Indeed,
Σ2 =
∑
2n>R
∑
m≤n
2m+n
∑
ℓ≤m
ℓ<n(2−k/2)−m
2ℓ
≪
∑
2n>R
∑
m≤n
n(2−k/2)<2m
2m+n+n(2−k/2)−m +
∑
2n>R
∑
m≤n
2m≤n(2−k/2)
22m+n
≪
∑
2n>R
2n(3−k/2)kn+
∑
2n>R
2n+n(2−k/2) ≪ R(3−k/2) logR.
Similarly we estimate the contribution of the first sum as
Σ1 =
∑
2n>R
2n(3−k/2)
∑
ℓ≤m≤n
n(2−k/2)≤ℓ+m
1≪
∑
2n>R
2n(3−k/2)(kn)2
≪ R3−k/2(logR)2.

In order to give lower bounds on the singular integral as in Theorem 1.3, it is useful
to have the following alternative interpretation:
Proposition 5.6. Let k > 6. Then one has
Jw(µ) = lim
ε→0
ε−3
∫
maxi |Qi(x)−µi|≤ε
w(x)
3∏
i=1
(
1− |Qi(x)− µi|
ε
)
dx.
Proof. The proof is a standard way to rewrite the singular integral as the measure
of a bounded piece of a manifold. For completeness we give a short proof here. We
start by introducing the kernel
Kε(θ) =
3∏
i=1
(
sin(πεθi)
πεθi
)2
, (5.6)
and note that we have Kε(θ) = 1 +O(ε
1/2) for maxi |θi| ≤ ε−1/2 and |Kε(θ)| ≪ 1 for
all θ. Now we claim that
Jw(µ) = lim
ε→0
∫
R3
Kε(θ)Iw(θ)e(−θ · µ) dθ. (5.7)
To justify the claim we need to estimate the following integrals; here we will use the
notation θ∗ = maxi |θi|. For the region of small θ we note that∫
θ∗<ε−1/2
|Kε(θ)− 1||Iw(θ)| dθ ≪ ε1/2
∫
θ∗<ε−1/2
|Iw(θ)| dθ≪ ε1/2,
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where we have used Proposition 5.5 for k > 6. On the other hand we estimate the
contribution of large θ by∫
θ∗>ε−1/2
|Kε(θ)− 1||Iw(θ)| dθ ≪
∫
θ∗>ε−1/2
|Iw(θ)| dθ
≪ (ε−1/2)3−k/2(1 + log2(ε−1/2)),
again using Proposition 5.5. This establishes equation (5.7). Now the proposition
follows from noting that∫
R3
Kε(θ)e(θ · λ) dθ =
3∏
i=1
∫
R
(
sin πεθi
πεθi
)2
e(λiθi) dθi
=
{
ε−3
∏3
i=1
(
1− |λi|
ε
)
if maxi |λi| ≤ ε
0 otherwise.

6. Exponential sums: major arcs
We now turn to considering the exponential sums we will encounter on the major
arcs. Define
Sq(a) =
∑
x (mod q)
eq(a ·Q(x)),
and
Sq(a, n) = Sq(a)eq(−a · n).
In our major arc analysis we will be concerned with exponential sums of the form
T (n; q) =
∑
a (mod q)
(a,q)=1
Sq(a;n). (6.1)
We note that T (n; q) is a multiplicative function, so that for (q1, q2) = 1,
T (n; q1q2) = T (n; q1)T (n; q2).
This reduces the study of T (n; q) to the case of q being a prime power.
Our first bound for T (n; pe), valid for any prime power, will follow from bounds on
each individual summand Sq(a, n):
Proposition 6.1. Let p be a prime and e ≥ 1. Then there exists a constant Ap such
that
T (n; pe) ≤ Appe(3+k/2).
Precisely, we may take Ap = 4C
1/2
p cp where Cp and cp are as in Lemma 6.3 and Lemma
4.6. In particular, Ap = A may be taken independent of p unless p|2Disc(FQ(x)).
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Note that this bound corresponds to obtaining square-root cancellation in k of the
variables, but no cancellation from the sum over a in T (n; pe). We also remark that
this bound is of a typical form, where the constant is dependent on p only for the
finitely many bad primes p.
We will refine these bounds in the case that p is good, and especially if p is Type I:
Proposition 6.2. Assume that p is a good prime. Then
T (n; p) = O
(
p
k+4
2
)
.
If we assume additionally that p is of Type I then we have the stronger bounds
T (n; p) = O
(
p
k+3
2
)
,
and for e ≥ 2,
T (n; pe) = 0.
The implied constants depend only on the quadratic forms but not on n, p or e.
We note that when p is of Type I we have obtained square-root cancellation in all
the variables in T (n; p).
6.1. Proof of Proposition 6.1. We will prove an upper bound for Sq(a, n) where
q is a prime power; we will then use this to deduce Proposition 6.1. We start by
considering
|Sq(a)|2 =
∑
x,y (mod q)
eq(a ·Q(x)− a ·Q(y));
substituting x = y + z, we obtain
|Sq(a)|2 =
∑
y,z (mod q)
eq(a ·Q(z) + 2zt(a ·Q)y)
= qk
∑
z (mod q)
q|2zt(a·Q)
eq(a ·Q(z)).
Upon defining the counting function
Z(a, q) = #{z (mod q) : q|2zt(a ·Q)}, (6.2)
we have the upper bound
|Sq(a)|2 ≤ qkZ(a, q). (6.3)
Note that so far this argument holds for any modulus q, not necessarily a prime power.
We will bound Z(a, pe) by using the Smith normal form and the determinant form
FQ(x) = det(x · Q); for this we will require a maneuver from working modulo pe to
residue classes modulo pek. What follows differs significantly from the treatment in
[13], where a simpler treatment was possible.
We record the following facts about Z(a, pe).
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Lemma 6.3. Let p be a prime, e ≥ 1 and a ∈ (Z/peZ)3. Then, for any b ∈ (Z/pkeZ)3
with b ≡ a modulo pe, we have the bound
Z(a, pe) ≤ Cp gcd(FQ(b), pke),
where Cp = 1 for p 6= 2 and C2 = 2k.
Moreover, upon averaging over all a modulo pe with (a, p) = 1, we have for κ = 1/2
or κ = 1, ∑
a (mod pe)
(a,p)=1
Z(a, pe)κ ≤ Cκp cpcκ(e)p3e,
where Cp is as above, cp (from Lemma 4.6) is independent of p for p ∤ 2Disc(FQ), and
cκ(e) = 4 if κ = 1/2 and cκ(e) = ke + 1 if κ = 1.
Note that this last statement serves the role of proving, roughly speaking, that on
average over a (mod pe) with (a, p) = 1, Z(a, pe) is O(1). For the moment we assume
this lemma and proceed with the proof of Proposition 6.1. We recall that
T (n; pe) =
∑
1≤a≤pe
(a,p)=1
Spe(a;n),
so that taking absolute values and applying equation (6.3) gives
|T (n; pe)| ≤
∑
1≤a≤pe
(a,p)=1
pke/2Z(a, pe)1/2.
An application of Lemma 6.3 with κ = 1/2 thus shows that
|T (n; pe)| ≤ 4C1/2p cpp3e+ke/2,
as desired.
Proof of Lemma 6.3. The first part of the lemma is a consequence of Proposition 7
in [19]. For the second part of the lemma, we argue as follows. After averaging over
all b modulo pke that reduce to each a modulo pe, the first part of the lemma implies∑
a (mod pe)
(a,p)=1
Z(a, pe)κ ≤ Cκp p3e(1−k)
∑
b (mod pke)
(b,p)=1
gcd(FQ(b), p
ke)κ. (6.4)
Next we note that∑
b (mod pke)
(b,p)=1
gcd(FQ(b), p
ke)κ ≤
ke∑
f=0
pκf#{b (mod pke) : (b, p) = 1, pf |FQ(b)}
=
ke∑
f=0
pκfp3(ke−f)#{b (mod pf) : (b, p) = 1, pf |FQ(b)}.
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We now use Lemma 4.6 to understand how often FQ(b) is divisible by the prime power
pf as b varies over appropriate residue classes; we obtain∑
b (mod pke)
(b,p)=1
gcd(FQ(b), p
ke)κ ≤
ke∑
f=0
pκfp3(ke−f)(cpp
2f )
= cpp
3ke
ke∑
f=0
p(κ−1)f
= cpcκ(e)p
3ke,
where cp is as in Lemma 4.6 and cκ(e) is as defined in the statement of the present
lemma. We apply this in (6.4) to conclude that∑
a (mod pe)
(a,p)=1
Z(a, pe)κ ≤ Cκp p3e(1−k)cpcκ(e)p3ke = Cκp cpcκ(e)p3e,
as claimed.

6.2. Refined bounds for good primes. In order to obtain better bounds on
T (n; pe) for good primes, we first give an alternative description of T (n; pe) in terms
of counting functions related to the system of congruences Q(x) ≡ n. More precisely
we define
N(n; q) = #{x (mod q) : Q(x) ≡ n (mod q)}.
Lemma 6.4. Let p be a prime and e ≥ 1. Then
T (n; pe) = p3eN(n; pe)− pk+3(e−1)N(n; pe−1).
Proof. First we observe that∑
1≤a≤pe
Spe(a;n) = p
3eN(n; pe).
Hence we can rewrite the exponential sum T (n; pe) as
T (n; pe) =
∑
1≤a≤pe
Spe(a;n)−
∑
1≤a≤pe−1
Spe−1(pa;n)
= p3eN(n; pe)− pk+3(e−1)N(n; pe−1).

Analogous to [13], we will use explicit counts for N(n; pe) to give upper bounds
on T (n; pe). The main ingredient for this is an application of Deligne’s estimates to
N(n; p).
Lemma 6.5. For p a good prime,
N(n; p) = pk−3 +O
(
p
k−2
2
)
.
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For p a prime of Type I,
N(n; p) = pk−3 +O
(
p
k−3
2
)
.
Before proving this, we record a brief lemma.
Lemma 6.6. If p is of Type I, then the projective variety V defined over Fp by
Q(x) = nx20
is smooth. If p is of Type II, then V has singular locus of dimension at most 0 over
Fp.
Briefly, the proof proceeds as follows: points on the intersection of V with the
hyperplane x0 = 0 are nonsingular since p is good, and points contained in the open
set x0 6= 0 are nonsingular since p is assumed to be of Type I, so that p ∤ HQ(n) and
hence rankJQ(x) = 3 over Fp, for every point x such that Q(x) = n. If p is of Type
II, then we claim that the singular locus of the projective variety V has dimension at
most 0. If it had positive dimension, then the intersection of the singular locus with
the hyperplane x0 = 0 would be non-empty, which is impossible since p is a good
prime and the resulting intersection is smooth.
Proof of Lemma 6.5. We projectivize the problem and rewrite the counting function
N(n; p) as
N(n; p) = (p− 1)−1(N (1)(n; p)−N (2)(n; p)),
with counting functions of the form
N (1)(n; p) = #{(x0,x) ∈ Fk+1p : Q(x) = nx20},
and
N (2)(n; p) = #{x ∈ Fkp : Q(x) = 0}.
If p is good, then the projective variety Q(x) = 0 is smooth over Fp, and hence
Deligne’s bound (in the form of Lemma 4.2 with s = −1) delivers an asymptotic of
the form
N (2)(n; p) = pk−3 +O
(
p
k−2
2
)
.
In order to give asymptotics for the counting functionN (1)(n; p) we need to distinguish
between primes p of Type I and Type II. If p is of Type I, then the projective variety
given by Q(x) = nx20 is smooth, by Lemma 6.6. Hence Deligne’s bound (Lemma 4.2)
delivers in this case
N (1)(n; p) = pk−2 +O
(
p
k−1
2
)
.
If p is of Type II, then we recall from Lemma 6.6 that the singular locus of the pro-
jective variety Q(x) = nx20 has dimension at most 0, so we apply Hooley’s extension
of the Deligne bound (Lemma 4.2 with s ≤ 0) to obtain
N (1)(n; p) = pk−2 +O
(
p
k
2
)
.
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We now assemble these results. In the case of p being of Type I we compute
N(n; p) = (p− 1)−1(pk−2 − pk−3) +O
(
p
k−3
2
)
= pk−3 +O
(
p
k−3
2
)
.
Similarly, we obtain for p of Type II an expression for N(n; p) of the form
N(n; p) = pk−3 +O
(
p
k−2
2
)
.

With Lemma 6.5 in hand, we may quickly deduce the upper bounds on T (n; pe)
for good primes p given in Proposition 6.2. By Lemma 6.4, we have
T (n; p) = p3N(n; p)− pk,
and hence the estimates for T (n; p) follow from Lemma 6.5. If e ≥ 2 and p is of Type
I, then one has the recursion
N(n; pe) = pk−3N(n; pe−1),
which is a consequence of Hensel’s lemma. Together with Lemma 6.4 this establishes
T (n; pe) = 0 for e ≥ 2 and p of Type I.
6.3. Lower bounds for local densities. In order to provide lower bounds for the
singular series we need to understand the local densities
σp(n) =
∞∑
e=0
p−ekT (n; pe). (6.5)
Note that by Proposition 6.1 we have T (n; pe) ≪ pe(3+k/2), and hence σp(n) is abso-
lutely convergent for k > 6.
The goal of this section is to provide a lower bound on σp(n) in terms of n, for any
prime p. We will prove:
Proposition 6.7. There exists a positive real number α˜ such that for any prime p,
if there exists a solution x0 ∈ Zkp to Q(x) ≡ n in Zp, then
σp(n) ≥ ωp|HQ(n)|2α˜(k−3)p ,
for some constant ωp depending on p and the system of quadratic forms Q.
In order to prove Proposition 6.7 we will require a lemma on the singularity of the
Jacobian matrix at a local solution to Q(x) = n. We recall that the Jacobian matrix
is given by
JQ(x) =
 ∇Q1(x)∇Q2(x)
∇Q3(x)
 .
Given any three distinct column indices 1 ≤ i, j, ℓ ≤ k we will let ∆ijℓ(x) denote the
determinant of the corresponding 3 × 3 minor of JQ(x). The key point is that for
any solution x0 to the system of equations Q(x) = n over Zp with HQ(n) 6= 0, the
corresponding Jacobian matrix JQ(x0) cannot be too singular, in the sense that there
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is some 3 × 3 minor whose determinant is divisible only by a bounded power of p
depending on HQ(n). In particular, the constant α˜ is provided by the following key
lemma:
Lemma 6.8. There is a positive real number α˜ such that the following holds. For
each prime p there is a positive real number bp such that if x0 ∈ Zkp is a solution to
Q(x0) = n, then
|HQ(n)|α˜p ≤ bpmax
i,j,ℓ
|∆ijℓ(x0)|p.
One can take α˜ = 33+k.
We note that an analogue to this lemma appeared in [13, Lemma 4.8]; however that
proof depended on simultaneously diagonalizing the system of two quadratic forms.
In our setting we cannot diagonalize the three forms simultaneously, and we approach
the proof of Lemma 6.8 from an entirely new perspective.
Proof of Lemma 6.8. We apply the Nullstellensatz to the system of polynomials in
the variables x, n comprising the polynomials Qi(x) − ni for 1 ≤ i ≤ 3 and all the
3 × 3 minors ∆ijℓ(x). If they have a common zero over Q, then by Proposition 3.3,
one has HQ(n) = 0. Hence there is some power α˜ ∈ N and some polynomials gi(x, n)
and hijℓ(x, n) such that
HQ(n)
α˜ =
3∑
i=1
gi(x, n)(Qi(x)− ni) +
∑
1≤i,j,ℓ≤k
hijℓ(x, n)∆ijℓ(x). (6.6)
Since we applied the Nullstellensatz over Q, the polynomials gi and hijℓ may have
coefficients in Q. Yet these polynomials contain only a finite number of coefficients,
so that they all lie in some finite extension of Q. Taking the trace of this extension
down to Q in the above equation shows that we may assume that gi(x, n), hijℓ(x, n) ∈
Q[x, n].
Now assume that n ∈ Z3 is fixed, and there exists x0 ∈ Zkp with Q(x0) = n, so that
the first set of terms on the right hand side of (6.6) vanishes for x = x0. Then taking
p-adic absolute values in equation (6.6) shows that
|HQ(n)|α˜p ≤ bpmax
i,j,ℓ
|∆ijℓ(x0)|p,
where one can take bp to be the maximum of the p-adic absolute values of any coeffi-
cient appearing in any of the polynomials hijℓ(x, n).
Furthermore, one can ensure α˜ ≤ 33+k by an explicit version of Hilbert’s Nullstel-
lensatz; see Theorem 1.5 together with Remark 1.6 in Kolla´r’s work [17]. That work
applies to homogeneous polynomials, but we may easily homogenize Qi(x) − ni to
Qi(x) − t2ni and apply the Nullstellensatz to HQ(t2n). After setting t = 1 in the
resulting equation, we obtain the desired result. 
Proof of Proposition 6.7. We return to proving Proposition 6.7 on lower bounds for
the local densities σp(n). We consider a truncated piece of the series defining σp(n),
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setting
σp(n;E) :=
E∑
e=0
p−ekT (n; pe),
so that σp(n) = limE→∞ σp(n;E). Our first step is to interpret σp(n;E) as the number
of local solutions to the system of equations Q(x) = n. For this we use Lemma 6.4
to rewrite σp(n;E) as
σp(n;E) = T (n; p
0) +
E∑
e=1
p−ek
(
p3eN(n; pe)− pk+3(e−1)N(n; pe−1)) .
Noting that the sum on the right hand side is a telescoping sum, we obtain
σp(n;E) = p
E(3−k)N(n; pE). (6.7)
In order to show that the limit of σp(n;E) is bounded below for E → ∞, we need
to prove a lower bound for N(n; pE). Let x0 ∈ Zkp be a given solution to Q(x0) = n,
which is assumed to exist in the hypothesis of the proposition. Then Lemma 6.8
implies that
|HQ(n)|α˜p ≤ bpmax
i,j,ℓ
|∆ijℓ(x0)|p. (6.8)
For simplicity of notation assume that the maximum on the right hand side is attained
for (i, j, ℓ) = (1, 2, 3). Since the statement of the proposition we intend to prove is
trivial for HQ(n) = 0, we may assume that there is some ν ∈ Z with
|∆123(x0)|p = p−ν . (6.9)
We now give a lower bound on N(n; pE) for E ≥ 2ν + 1. For this we write w =
(w1, w2, w3) and y = (y4, . . . , yk). We choose y to be any element modulo p
E with the
restriction that y ≡ 0 modulo p2ν+1; there are p(k−3)(E−2ν−1) such choices. We claim
that for any such choice of y the system of equations
Q(x0 + (w,y)) ≡ n (mod pE) (6.10)
has an integral solution w. Once we prove we can do this for any of our choices for
y, we will obtain the lower bound
N(n; pE) ≥ p(k−3)(E−2ν−1).
This translates into a lower bound for the density σp(n) via (6.7), namely
σp(n) = lim
E→∞
σp(n;E) ≥ p−(k−3)(2ν+1).
As written, this lower bound still depends on ν, and we use equation (6.8) to rephrase
the lower bound as
σp(n) ≥ p−(k−3)
(
b−1p |HQ(n)|α˜p
)2(k−3)
≥ ωp|HQ(n)|2α˜(k−3)p ,
with
ωp = p
−(k−3)b−2(k−3)p ,
thus completing the proof of Proposition 6.7, pending the claim on (6.10).
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Our claim on the solubility of (6.10) is a consequence of Hensel’s lemma. Tem-
porarily defining Fi(w) = Qi(x0+ (w,y))−Qi(x0) for i = 1, 2, 3, we seek an integral
solution w to the system
F1(w) = F2(w) = F3(w) ≡ 0 (mod pE).
For any choice of ymodulo pE that reduces to 0 (mod p2ν+1), and forw ≡ 0 (mod p2ν+1),
we have x0 + (w,y) ≡ x0 (mod p2ν+1), so that (6.10) certainly holds as a congru-
ence modulo p2ν+1. Moreover, for such w,y, the first 3 × 3 minor ∆123(x0) of the
Jacobian JQ(x0) has ∆123(x0) ≡ ∆123(x0 + (w,y)) (mod p2ν+1), and so in partic-
ular |∆123(x0 + (w,y))|p = p−ν , by (6.9). These facts indicate that p2ν+1|Fi(0) for
i = 1, 2, 3 while
det
 ∇F1(0)∇F2(0)
∇F3(0)
 6≡ 0 (mod pν+1),
so that Hensel’s lemma indicates the existence of a solution w such that (6.10) holds
modulo pE. 
7. Exponential sums: minor arcs
For l = (l1, l2) ∈ Zk × Zk and a positive integer q, we introduce the exponential
sum
S(l; q) =
∑
a (mod q)
(a,q)=1
∑
r1 (mod q)
r2 (mod q)
eq(a ·Q(r1)− a ·Q(r2))eq(r1 · l1 + r2 · l2).
We note that S(l; q) is a multiplicative function in q, so that it is sufficient to under-
stand S(l; pe) for all prime powers pe. The goal of this section is to give pointwise
upper bounds as well as average upper bounds for these sums. We start with pointwise
upper bounds:
Lemma 7.1. For any prime p,
|S(l; pe)| ≪ c′p(ke+ 1)pe(k+3),
where c′p is independent of e; in particular c
′
p = Cpcp where Cp, cp are as in Lemma
6.3, and in particular are independent of p for all primes p ∤ 2Disc(FQ). Consequently,
for any composite modulus q we have
S(l; q)≪ε qk+3+ε,
for any ε > 0, where the implied constant is independent of q.
In the case of good primes we will refine this estimate for S(l; pe). We first introduce
a (k + 1)× (k + 1) matrix defined by
M(x;x,y) :=
(
x ·Q y
xt 0
)
,
where x,y ∈ Zk. Furthermore, we set l3 := l1 + l2 and l4 := l1 − l2. With this
notation, our refined estimate for good primes is as follows:
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Lemma 7.2. For any prime p ∤ 2Disc(FQ),
S(l; pe)≪(ke + 1)pe(k+3)(p−1 + p−3f(l; p) + p−2g(l; p)),
where
f(l; p) = #{b (mod p) : p| detM(b; l3, l4)}
g(l; p) = #{b (mod p) : rank (M(b; l3, l4)) ≤ k − 1}.
Here rank (M(b; l3, l4)) is the rank of the matrix over the finite field Fp.
We note that the first term improves on Lemma 7.1 by a factor of p−1; in order
for the second and third terms to constitute an improvement on Lemma 7.1, we will
later show (roughly speaking) that f(l; p) and g(l; p) contribute at most p2 and p,
respectively, on average over l (see Proposition 7.4).
Proof of Lemma 7.1. The second part of Lemma 7.1 follows quickly from the first
part and the multiplicativity of S(l; q) as a function in q. More precisely, there is
some positive constant C such that
S(l; q)≪ Cω(q)d(q)kqk+3 ≪ε qk+3+ε.
Note that the implied constant (resulting from the application of Lemma 4.6) may
be taken independent of the prime factors, since only a finite number of primes
p|2Disc(FQ), and the corresponding factors cp may be included in a universal constant.
For the first part of the lemma we proceed similarly to the proof of Proposition
6.1. First we rewrite S(l; q) via the variable substitution r1 = r2 + h and l3 = l1 + l2
as
S(l; q) =
∑
a (mod q)
(a,q)=1
∑
r2 (mod q)
∑
h (mod q)
eq(a ·Q(h) + 2ht(a ·Q)r2 + l3 · r2 + l1 · h).
Evaluating the linear sum over r2 modulo q leads to
S(l; q)≪ qk
∑
a (mod q)
(a,q)=1
#S(l3, a; q),
with S(l3, a; q) defined by
S(l3, a; q) = {h (mod q) : q|2ht(a ·Q) + lt3}.
Note that this set is either empty or a coset of S(0, a; q); we recall from our previous
notation (6.2) that #S(0, a; q) = Z(a, q). Hence we may further estimate S(l; q) by
S(l; q)≪ qk
∑
a (mod q)
(a,q)=1
Z(a, q).
Now suppose q = pe is a prime power. We apply Lemma 6.3 with κ = 1 to conclude
that
S(l; pe)≪ pek.Cpcp(ke+ 1)p3e,
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in which cp and Cp are as in Lemma 6.3, which is sufficient. We recall that cp and Cp
are independent of p for all p ∤ 2Disc(FQ). 
7.1. Refined bounds for good primes. Now let p be a good prime and consider
q = pe. Note that in particular we have p 6= 2 and hence the transformation x = u+v,
y = u− v is invertible modulo p. We apply this to the exponential sum S(l; pe) and
obtain
S(l; pe) =
∑
a (mod pe)
(a,p)=1
∑
u,v (mod pe)
epe(4u
t(a ·Q)v + lt3u+ lt4v)
= pek
∑
a (mod pe)
(a,p)=1
∑
u (mod pe)
pe|4ut(a·Q)+lt4
epe(l
t
3u).
Since p 6= 2, the factor of 4 may be eliminated by a change of variables in a. We
introduce an additional summation and obtain
φ(pe)S(l; pe) = pek
∑
r (mod pe)
(r,p)=1
∑
a (mod pe)
(a,p)=1
∑
u (mod pe)
pe|r−1ut(ra·Q)+lt4
epe(l
t
3u).
Next we substitute b for ra and w for r−1u. This leads to
φ(pe)S(l; pe) = pek
∑
r (mod pe)
(r,p)=1
∑
b (mod pe)
(b,p)=1
∑
w (mod pe)
pe|wt(b·Q)+lt4
epe(rl
t
3w).
Now we evaluate the summation over r, to conclude that
S(l; pe) = φ(pe)−1pek(peN2(p
e)− pe−1N1(pe)), (7.1)
with counting functions of the form
N1(p
e) = #{b,w (mod pe) : (b, p) = 1, pe|(wt(b ·Q) + lt4), pe−1|lt3w},
and
N2(p
e) = #{b,w (mod pe) : (b, p) = 1, pe|(wt(b ·Q) + lt4), pe|lt3w}.
We first estimate the contribution to S(l; pe) arising from N1(p
e). Since N1(p
e) is
multiplied by the smaller factor pe−1, we can afford to ignore the additional condition
that pe−1|lt3w within N1(pe). Furthermore, we note that for fixed b the set of solutions
w modulo pe such that
(b ·Q)w + l4 ≡ 0 (mod pe),
is either empty or is a coset of the set of w that are solutions to the homogeneous
system (b ·Q)w ≡ 0 (mod pe). Hence we see that
N1(p
e) ≤
∑
b (mod pe)
(b,p)=1
Z0(b, p
e),
where
Z0(b, p
e) = #{w (mod pe) : pe|wt(b ·Q)}. (7.2)
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We note that since p is good, p must be odd, so that in fact Z0(a, p
e) = Z(a, pe),
where Z(b, pe) is defined by (6.2), as usual. Thus we may apply Lemma 6.3 with
κ = 1 (and Cp = 1 since p 6= 2), so that
N1(p
e) ≤ cp(ke+ 1)p3e,
where we may take cp to be independent of p since p is good (so that p ∤ 2Disc(FQ)).
Hence the contribution of N1(p
e) to S(l; pe) in (7.1) is bounded by
≪ (ke + 1)pe(k+3)−1,
with an implied constant independent of p. This is sufficient for Lemma 7.2.
We next consider the contribution from N2(p
e). For this we first fix a coefficient
vector b modulo pe and consider the set of solutions w modulo pe to the system of
congruences
(b ·Q)w + l4 ≡ 0 (mod pe)
lt3w ≡ 0 (mod pe).
(7.3)
If the set of solutions in w is non-empty, then there is in particular a solution to this
system modulo p; in other words the vector (w, 1) satisfies
M(b; l3, l4)
(
w
1
)
= 0
in Fp. Hence
p| detM(b; l3, l4). (7.4)
By Lemma 3.6, since p is good and (b, p) = 1, the rank of b ·Q over Fp is at least k−1
and hence we need to distinguish two cases; we will let N3(p
e) denote the contribution
to N2(p
e) when the rank of M(b; l3, l4) is k over the field Fp, and N4(p
e) denote the
contribution to N2(p
e) when the rank of M(b; l3, l4) is k − 1 over the field Fp.
First consider N3(p
e), in which case the rank of M(b; l3, l4) over Fp is k. Then we
claim that the system (7.3) has at most one solution w modulo pe. Indeed, if it has
any solution modulo p, then by the previous observation, the column vector (l4, 0)
lies in the span of the columns of the (k + 1)× k matrix(
b ·Q
lt3
)
. (7.5)
Hence the assumption that the rank of M(b; l3, l4) over Fp is k implies that the rank
of the matrix (7.5) is still k. Note that the set of solutions to (7.3) is, if non-empty,
a coset of the homogeneous system
(b ·Q)w ≡ 0 (mod pe)
lt3w ≡ 0 (mod pe).
(7.6)
In the case that (7.5) has rank k in Fp, this has exactly one solution in Fp and hence
modulo pe, as we claimed. Hence we can estimate the contribution to N2(p
e) from
N3(p
e) as being at most
#{b (mod pe) : (b, p) = 1, p| detM(b; l3, l4)},
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so certainly at most
#{b (mod pe) : p| detM(b; l3, l4)} = p3e−3#{b (mod p) : p| detM(b; l3, l4)}.
This is a sufficient bound for N3(p
e).
Now consider the contribution of N4(p
e), in which case M(b; l3, l4) has rank k − 1
over Fp. For a fixed b with rank (M(b; l3, l4)) ≤ k − 1, the set of solutions to (7.3) is
again, if non-empty, a coset of the homogeneous system (7.6). For a fixed coefficient
vector b we note that (7.6) has at most Z0(b, p
e) solutions in w, where we recall the
definition of Z0(b, p
e) in (7.2). We now call upon the following lemma, a modification
of Lemma 6.3, which is again a consequence of Proposition 7 in [19]:
Lemma 7.3. If p is a good prime, then
Z0(b; p
e) ≤ gcd(FQ(b), pe).
For its proof we note that if p is a good prime, we may apply Lemma 3.6 to conclude
that b·Q has rank at least k−1 over Fp. Hence p divides at most one of the eigenvalues
of b ·Q and the determinant of b ·Q is divisible at most by pe.
Now we see that N4(p
e) is bounded above by
e∑
f=1
pf#{b (mod pe) : (b, p) = 1, pf |FQ(b), rank (M(b; l3, l4)) ≤ k − 1}.
Trivially, we may re-write this as
e∑
f=1
pfp3(e−f)#{b (mod pf ) : (b, p) = 1, pf |FQ(b), rank (M(b; l3, l4)) ≤ k − 1}.
Now consider a fixed vector a (mod p) with (a, p) = 1 and p|FQ(a). Since p is good,
i.e. p ∤ 2Disc(FQ), the point a on FQ(a) = 0 is nonsingular over Fp, so for at least
one index i = 1, 2, 3 we have p ∤ ∂/∂xiFQ(a). Supposing without loss of generality
that i = 1, we may fix any choices of b2, b3 (mod p
f) that reduce to a2, a3 modulo p
and then apply Hensel’s lemma (see e.g. Proposition 5.20 in [8]) to obtain a unique
choice of b1 (mod p
f ) that reduces to a1 (mod p); in conclusion there are at most
p2(f−1) choices of b (mod pf ) such that pf |FQ(b) and b ≡ a (mod p). Hence we may
bound N4(p
e) by
e∑
f=1
pfp3(e−f)p2(f−1)#{a (mod p) : (a, p) = 1, p|FQ(a), rank (M(a; l3, l4)) ≤ k − 1}
≤ ep3e−2#{a (mod p) : (a, p) = 1, rank (M(a; l3, l4)) ≤ k − 1}
≤ ep3e−2#{a (mod p) : rank (M(a; l3, l4)) ≤ k − 1}.
Assembling the contributions from N3(p
e) and N4(p
e), we see that the contribution
from N2(p
e) to S(l; pe) in (7.1) is at most
pe(k+3)p−3f(l; p) + epe(k+3)p−2g(l; p),
in the notation Lemma 7.2. This suffices to complete the proof.
38 PIERCE, SCHINDLER, AND WOOD
7.2. Results on average: geometric preliminaries. We now use the upper bounds
on S(l; pe) from Lemma 7.1 and Lemma 7.2 to produce non-trivial upper bounds for
S(l; q) on average over q and l. Our main goal, which we will prove in Section 7.3, is
the following proposition:
Proposition 7.4. For k ≥ 4 and any integers Q,L ≥ 1 we have∑
q≤Q
∑
|l|≤L
|S(l; q)| ≪ε Qk+3+εL2k+ε +Qk+4+εLk,
for any ε > 0.
We note that this is similar in appearance to Lemma 5.6 of [13], but our approach
is different, and the second term in the above result is sharper than the analogous
term in [13], due to greater control we attain on the dimension of “bad” l, as discussed
below.
In preparation for proving this, we introduce two schemes associated to each given
vector l = (l1, l2) ∈ Z2k; we recall that l3 = l1 + l2, l4 = l1 − l2. For fixed l ∈ Z2k let
Xl ⊂ A3Z be given by
detM(x; l3, l4) = 0.
We set Xl = Xl ×Z Q and Xl,p = Xl ×Z Z/pZ. Given any (k + 1) × (k + 1) matrix
A, write ∆ijA for the i, j-th minor of A. For fixed l ∈ Z2k, we define Yl ⊂ A3Z by the
system of equations
∆ijM(x; l3, l4) = 0, 1 ≤ i, j ≤ k + 1,
and define Yl and Yl,p similarly as for Xl. Note that a priori we only know that
dimXl ≤ 3, but we do know that dimYl ≤ 2 for all l ∈ Z2k, since the minor
∆k+1,k+1M(x; l3, l4) equals the form FQ(x), which is a non-zero form in x.
Now we split the set of all integer vectors l ∈ Z2k into good and bad vectors l. The
idea is that for l that are generic (“good” in some sense), the variety Xl should be of
dimension 2 and Yl is expected to be at most one-dimensional.
Definition 7.5. We say l ∈ Z2k is bad if either
dimXl = 3 or dimYl = 2;
otherwise we say that l is good. Let Lb ⊂ Z2k be the set of bad l and let Lg = Z2k \Lb
be its complement.
We will see that the set of bad l is sparse, having in some sense half the dimension
of the space of all l:
Lemma 7.6.
#{|l| ≤ L : l ∈ Lb} ≪ Lk.
Next we show that for a fixed good l, for almost all primes p the varieties Xl,p and
Yl,p over the finite field Fp have the same dimension as Xl and Yl.
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Lemma 7.7. There are nonempty finite index sets I and J and non-zero polynomials
Pi(l) for each i ∈ I and Rj(l) for each j ∈ J with the following properties. If l ∈ Lg,
then there is at least one i ∈ I and at least one j ∈ J such that Pi(l) 6= 0 and
Rj(l) 6= 0. Furthermore, one has dimXl,p = 2 if there exists at least one i ∈ I such
that p ∤ Pi(l), and dimYl,p ≤ 1 if there exists at least one j ∈ J such that p ∤ Rj(l).
Once we have proved these two lemmas, we will turn in Section 7.3 to proving
Proposition 7.4. In order to prove Lemma 7.6, we need the following auxiliary result.
Lemma 7.8. There are k vectors b(i) ∈ Q3 with rank(b(i) ·Q) = k − 1 and such that
the nullvectors e(i) of b(i) ·Q are linearly independent for 1 ≤ i ≤ k.
Proof. We consider the linear combination x · Q; Lemma 3.8 shows that there is an
invertible change of variables in x that allows us to replace the quadratic forms Qi
by quadratic forms Q′i such that the intersection of Q
′
1 and Q
′
2 is smooth. By Lemma
3.9 the quadratic forms Q′1 and Q
′
2 can furthermore be simultaneously diagonalized,
say Q′1 = diag (ci) and Q
′
2 = diag (di). The points [ci : di], seen as elements in the
projective line, are all distinct, because the intersection of Q′1 and Q
′
2 is smooth. (This
is proved explicitly in Proposition 2.1 of [13].)
We will find k vectors b(i) appropriate to this new system Q′ = {Q′1, Q′2, Q′3} with
Q′1 and Q
′
2 in the diagonal form above, and then by an invertible change of variables
we will obtain k vectors suitable to the original system. For the new system of forms,
we choose the vectors b(i) by setting, for each 1 ≤ i ≤ k, the third coordinate b(i)3 = 0
and the first two coordinates b
(i)
1 = di and b
(i)
2 = −ci. It is now clear by construction
that rank(b(i) ·Q′) = k−1. Moreover, for each 1 ≤ i ≤ k the nullvector for (b(i) ·Q′) is
simply the i-th unit vector, and thus the k nullvectors are linearly independent. The
invertible transformations required to return to the original system of forms preserves
this linear independence. 
We may now prove Lemma 7.6.
Proof of Lemma 7.6. Assume that l ∈ Z2k is bad. Then we need to distinguish two
cases. First assume that dimXl = 3, so that detM(x; l3, l4) is identically zero as a
polynomial in x. In particular we then have detM(b(i); l3, l4) = 0 for all 1 ≤ i ≤ k
and b(i) given in Lemma 7.8. Suppose i is fixed; if lt3 is linearly independent of the
row vectors of the rank k − 1 matrix b(i) ·Q, then the (k + 1)× k matrix(
b(i) ·Q
lt3
)
has rank k. Then l4 must be in the span of the column vectors of b
(i) · Q, since
otherwise M(b(i); l3, l4) would have rank k + 1, contrary to the assumption that
detM(b(i); l3, l4) = 0. Hence l4 must be orthogonal to the nullspace of b
(i) · Q. Simi-
larly, if l4 is not contained in the span of the column vectors of b
(i) ·Q, then lt3 must
lie in the span of the row vectors of b(i) · Q; by symmetry l3 lies in the span of the
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column vectors of b(i) · Q, so that l3 is orthogonal to the nullspace of b(i) ·Q. In any
case, for each 1 ≤ i ≤ k we either have
l3 · e(i) = 0, or l4 · e(i) = 0,
where e(i) is the nullvector of b(i) · Q provided by Lemma 7.8. By the linear inde-
pendence of the k nullvectors e(i), this restricts the set of l such that dimXl = 3 to
a collection of 2k subspaces of dimension k in Z2k. Hence their contribution to the
quantity in Lemma 7.6 is bounded by
#{|l| ≤ L : dimXl = 3} ≪ Lk.
Next we consider the collection of l ∈ Z2k that are labelled bad because dimYl = 2.
Fix one such l and recall that Yl is defined by
∆ijM(x; l3, l4) = 0, 1 ≤ i, j ≤ k + 1,
and we have ∆k+1,k+1M(x; l3, l4) = FQ(x). Recall that we assume that Q satisfies
Condition 2, so that the curve in the projective plane given by FQ(x) = 0 is smooth
and hence irreducible. We claim that if dimYl = 2, then x solves all the equations
∆ijM(x; l3, l4) = 0, ∀1 ≤ i, j ≤ k + 1, (7.7)
as soon as FQ(x) = 0. Otherwise the irreducible projective curve FQ(x) = 0 would
intersect some other curve ∆ijM(x; l3, l4) (for i, j not both equal to k + 1) in a finite
number of points in P2, and then the dimension of Yl as an affine variety could be at
most one. (We note for this argument that for all i, j, the polynomials ∆ijM(x; l3, l4)
are homogeneous in x.)
In particular, taking the tuples b(i) for 1 ≤ i ≤ k as in Lemma 7.8, by construction
we have FQ(b
(i)) = det(b(i) ·Q) = 0 and hence by the above argument, for each x = b(i),
all the k×k minors in (7.7) vanish as well. Thus M(b(i); l3, l4) has rank at most k−1
for 1 ≤ i ≤ k, so certainly it has vanishing determinant for each b(i). Then we may
argue exactly as before to conclude that l must lie in a collection of 2k subspaces of
dimension k in Z2k, so that
#{|l| ≤ L : dimYl = 2} ≪ Lk,
which completes the proof of Lemma 7.6. 
Proof of Lemma 7.7. We let the Pi be the polynomials in l that are the coefficients of
each monomial in the x of detM(x; l3, l4). Then for l ∈ Z2k, if Pi(l) = 0 for all i, then
detM(x; l3, l4) is the zero polynomial in x over Q so that dimXl = 3 and l is bad.
If l ∈ Z2k, and the Pi(l) do not all vanish modulo p, then detM(x; l3, l4) does not
vanish identically as a polynomial in x with coefficients in Fp, and so dimXl,p = 2.
To construct the polynomials Rj , we first define polynomials R˜j that are the poly-
nomials in l that are the coefficients of each monomial in the x of each of the minors
∆ijM(x; l3, l4) = 0, 1 ≤ i, j ≤ k + 1, (i, j) 6= (k + 1, k + 1).
Then we set Rj(l) = Disc(FQ)R˜j(l). Then for l ∈ Z2k, if Rj(l) = 0 for all j, then
dimYl ≥ 2 and l is bad. If l ∈ Z2k, and the Rj(l) do not all vanish modulo p,
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then first, since this implies p ∤ Disc(FQ), we have that FQ = 0 defines a irreducible
projective plane curve of degree k over Fp. In addition, for this given l, at least one
of the other minors ∆ijM(x; l3, l4) for (i, j) 6= (k + 1, k + 1) as a polynomial in the
x is non-zero and degree k − 1. Thus the common intersection of ∆ijM(x; l3, l4) = 0
from this non-zero degree k − 1 minor and the irreducible degree k equation FQ = 0
is dimension 1, and so dimYl,p ≤ 1.
Note if the Pi were all 0, then all l ∈ Z2k would be bad, which contradicts
Lemma 7.6, and similarly if all the Rj were 0.

7.3. Proof of Proposition 7.4. We now return to the proof of the main result we
will apply to exponential sums on the minor arcs, Proposition 7.4. First we recall
from Lemma 7.1 the upper bound
S(l; q)≪ε qk+3+ε.
With this combined with Lemma 7.6, we quickly obtain an upper bound for the
average restricted to bad l:∑
q≤Q
∑
|l|≤L
l∈Lb
|S(l; q)| ≪ Qk+4+ε#{|l| ≤ L : l ∈ Lb} ≪ε Qk+4+εLk. (7.8)
This is sufficient for the conclusion of the proposition.
Next we note that Lemma 7.1 in connection with Lemma 7.2 implies that there
exists a constant C such that
|S(l; pe)| ≤ C(ke + 1)pe(k+3)(p−1 + p−3f(l; p) + p−2g(l; p)), (7.9)
where we recall the functions f(l; p) and g(l; p) from Lemma 7.2. Note that since
finitely many primes are bad, we have been able to choose C sufficiently large so
that this bound holds uniformly for all primes p. Moreover we can trivially bound
(ke + 1) ≤ (e + 1)k so that when we combine the factors (ke + 1) resulting from all
the prime powers pe|q, this will contribute at most d(q)k ≪ qε.
As we will now want to combine conditions for several primes simultaneously, we
re-write the functions f and g in the equivalent form, for any square-free integer q,
as
f(l; q) = #{b (mod q) : q| detM(b; l3, l4)},
g(l; q) = #{b (mod q) : q|∆ijM(b; l3, l4), ∀1 ≤ i, j ≤ k + 1}.
Note that the functions f(l; q) and g(l; q) are multiplicative in q.
Given an integer q, we write κ(q) =
∏
p|q p. Then we have for any integer q the
bound
|S(l; q)| ≤ Cω(q)d(q)kqk+3
∏
p|q
(p−1 + p−3f(l; p) + p−2g(l; p))
≤ Cω(q)d(q)kqk+3
∑′
q1q2q3=q
1
κ(q1)
f(l; κ(q2))
κ(q2)3
g(l; κ(q3))
κ(q3)2
, (7.10)
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in which the sum is over all factorizations of q into three factors that are pairwise
relatively prime. We now turn to the contribution of the good l and fix some vector
l ∈ Lg. Let the polynomials Pi(l), i ∈ I and Rj(l), j ∈ J be given as in Lemma 7.7.
Assume that for our vector l under consideration, we have specified indices i and j
(guaranteed by Lemma 7.7) so that the values Pi(l) and Rj(l) are nonzero. Using
equation (7.10) we bound the sum∑
q≤Q
|S(l; q)| ≪ε Qk+3+ε
∑
q≤Q
∑′
q1q2q3=q
1
κ(q1)
f(l; κ(q2))
κ(q2)3
g(l; κ(q3))
κ(q3)2
≪ε Qk+3+εΣ1(l)Σ2(l)Σ3(l),
with sums of the form
Σ1(l) =
∑
q≤Q
1
κ(q)
,
Σ2(l) =
∑
q≤Q
f(l; κ(q))
κ(q)3
,
Σ3(l) =
∑
q≤Q
g(l; κ(q))
κ(q)2
.
We now separately estimate the sums Σi(l) for 1 ≤ i ≤ 3. We start with Σ1(l), which
we treat via Rankin’s trick, as in Section 5.5 of [13]; for convenience we briefly recall
the method. Note that
Σ1(l) ≤ Qε
∞∑
q=1
1
qεκ(q)
≤ Qε
∏
p
(1 + p−1−ε + p−1−2ε + · · · ).
We set
c = c(ε) = 1 + 2−ε + 4−ε + · · · (7.11)
and rewrite the upper bound as
Σ1(l) ≤ Qε
∏
p
(1 + p−1−εc) ≤ Qεζ(1 + ε)c ≪ε Qε.
We next bound the factor Σ2(l). Recall that we have assumed that Pi(l) 6= 0. First
we note the trivial bound f(l; p) ≤ p3 which holds for any prime p by definition of the
counting function f(l; p). If p ∤ Pi(l), then by Lemma 7.7 we know that dimXl,p = 2.
Hence Lemma 4.1 implies for such primes p the upper bound
f(l; p)≪ p2,
with an implied constant only depending on k. We conclude by multiplicativity of
the function f(l; q) that
f(l; κ(q))≪
 ∏
p|(Pi(l),κ(q))
p
Cω(q)(κ(q))2,
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for some positive constant C. We insert this into the definition of Σ2(l) and obtain
the upper bound
Σ2(l)≪ε Qε
∑
q≤Q
 ∏
p|(Pi(l),κ(q))
p
 1
κ(q)
≪ε Q2ε
∞∑
q=1
1
qε
1
κ(q)
∏
p|(Pi(l),κ(q))
p.
Recalling the definition of c = c(ε) in (7.11), we similarly proceed in bounding Σ2(l)
by
Σ2(l)≪ε Q2ε
∏
p|Pi(l)
(1 + p−ε + p−2ε + · · · )
∏
p∤Pi(l)
(1 + p−1−ε + p−1−2ε + · · · )
≪ε Q2εcw(Pi(l))ζ(1 + ε)c ≪ε Q2εLε.
The treatment of Σ3(l) is very similar. We recall that the k× k minor Mij(b; l3, l4)
with (i, j) = (k + 1, k + 1) is just the function FQ(b), hence we get as a first upper
bound
g(l; p) ≤ #{b (mod p) : p|FQ(b)} ≤ cp2,
by Lemma 4.6, where c depends only on the finitely many bad primes and hence may
now be regarded as a universal constant. Furthermore, if p ∤ Rj(l), then the variety
Yl,p is at most one dimensional by Lemma 7.7. Hence again Lemma 4.1 implies that
g(l; p)≪ p with an implied constant only depending on k. Together these estimates
imply that
g(l; κ(q))≪ Cω(q)κ(q)
∏
p|(Rj(l),κ(q))
p,
for some positive constant C. Hence we can bound the sum Σ3(l) by
Σ3(l)≪ε Qε
∑
q≤Q
1
κ(q)
 ∏
p|(Rj(l),κ(q))
p
≪ε Q2εLε,
by a similar argument to that given for Σ2(l).
We now assemble the estimates for the sums Σi(l) in order to bound the contribu-
tion of the good vectors l ∈ Lg. We easily obtain that∑
|l|≤L
l∈Lg
∑
q≤Q
|S(l; q)| ≪ε Qk+3+ε
∑
|l|≤L
l∈Lg
Σ1(l)Σ2(l)Σ3(l)≪ε Qk+3+εL2k+ε.
In combination with the estimate (7.8), this completes the proof of Proposition 7.4.
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8. The Singular Series
We define the singular series to be
S(n) =
∞∑
q=1
1
qk
T (n; q), (8.1)
recalling the definition of T (n; q) in (6.1). We first show that S(n) is absolutely
convergent for n with HQ(n) 6= 0.
Proposition 8.1. Assume that k > 6 and HQ(n) 6= 0. Then S(n) is absolutely
convergent; more precisely we have∑
q≥R
1
qk
|T (n; q)| ≪ε |n|εR−ν ,
for any 0 < ν < k/2−3, with an implied constant only depending on ε and the system
of quadratic forms Q.
Proof. Let R ≥ 1 and ν be as assumed. Then the tail of the sum admits the bound∑
q≥R
1
qk
|T (n; q)| ≤ R−ν
∞∑
q=1
qν−k|T (n; q)|.
Note that the right hand side factorizes over all finite primes, and hence we have∑
q≥R
1
qk
|T (n; q)| ≤ R−ν
∏
p
ψp, (8.2)
with
ψp = 1 +
∞∑
e=1
pe(ν−k)|T (n; pe)|.
If p is a good prime of Type I, then we use Proposition 6.2 to note that T (n; pe) = 0
for e ≥ 2, so that we may bound the local factor ψp by
ψp = 1 +O(p
ν−kp(k+3)/2). (8.3)
If p is a good prime of Type II or a bad prime, then we use the weaker bounds
provided by Proposition 6.1 to obtain
ψp = 1 +O
(
∞∑
e=1
pe(ν−k)pe(3+k/2)
)
= 1 +O
(
∞∑
e=1
pe(ν+3−k/2)
)
= 1 +O
(
pν+3−k/2
)
.
Here we have used the assumption that ν+3−k/2 < 0, and we note that the implied
constant may be taken to be independent of p (since it depends only on the finitely
many bad primes).
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Thus we see that the product in (8.2) is absolutely convergent as soon as k/2 > ν+3
(in which case ν+3/2−k/2 < −1, so that (8.3) gives sufficient decay for the infinitely
many Type I primes). More explicitly, we require an upper bound for the product, in
terms of n. Note that if ν+3/2−k/2 < −1, the product of ψp over all primes of Type
I is bounded by O(1) independently of n. The product of ψp over the finitely many
bad primes is O(1), independently of n, since the notion of being “bad” is entirely
independent of n. On the other hand, the Type II primes must divide HQ(n), so that
their contribution is ∏
p Type II
ψp ≤ Cω(HQ(n)) ≪ε |n|ε∞,
for some constant C. 
Having proved convergence, we are next interested in lower bounds for S(n):
Proposition 8.2. Let k > 6 and suppose HQ(n) 6= 0, and let α˜ be given as in Lemma
6.8. Assume additionally that for every prime p the system of equations Q(x) = n is
soluble in Zp. Then there exists p0 > 0 such that
S(n)≫ε |n|−ε∞
∏
p≤p0
|HQ(n)|2α˜(k−3)p ,
for any ε > 0.
Proof. By the multiplicativity of T (n; q) we can factorize the singular series as
S(n) =
∏
p
σp(n),
with local densities
σp(n) = 1 +
∞∑
e=1
p−ekT (n; pe).
For any good prime p (including Type II), applying Proposition 6.2 for e = 1 and
Proposition 6.1 for e ≥ 2 implies that for k > 6,
σp(n) = 1 +O
(
p−k/2+2 +
∞∑
e=2
pe(3−k/2)
)
= 1 +O
(
p−k/2+2 + p6−k
)
.
Hence as long as k > 6, there is some positive real number B with the property that
for all good primes,
σp(n) ≥ 1− Bp−1.
In addition, for all good primes of Type I we apply Proposition 6.2 again to note that
σp(n) = 1 +O
(
p
3−k
2
)
≥ 1− Bp 3−k2 ,
if we enlarge B suitably. We may then fix some threshold p0 = p0(B) such that there
exists some fixed 0 < δ < 1/2 so that for p ≥ p0 of Type I,
σp(n) ≥ 1− p 3−k+δ2 .
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For Type II primes p ≥ p0 we have σp(n) ≥ B−10 for a fixed constant B0 > 1 dependent
only on B. Then if k > 6, the contribution of all good primes p ≥ p0 to the product∏
p σp(n) is bounded below by∏
p Type I
(
1− p 3−k+δ2
) ∏
p|HQ(n)
B−10 ≫ (d(HQ(n)))−1 ≫ε |n|−ε∞ ,
where we have again used the fact that if p is of Type II then p|HQ(n). We may also
assume that p0 is chosen sufficiently large such that all bad primes are at most of size
p0. For p ≤ p0 we use the bound from Proposition 6.7 and obtain
σp(n) ≥ ωp|HQ(n)|2α˜(k−3)p .
In total we can bound the singular series below by
S(n)≫ε |n|−ε∞
∏
p≤p0
|HQ(n)|2α˜(k−3)p .

9. The Singular integral
The goal of this section is to prove the results in Theorem 1.3 regarding the singular
integral Jw(µ). Note that the fact that Jw(µ) ≪ 1 uniformly in µ, already follows
from Proposition 5.5. Hence it remains to prove the explicit lower bound (1.5) for
Jw(µ). For this we recall Lemma 9.1 of [13], which immediately generalizes to the
situation of three forms (we omit the proof, which may be found in [13]):
Lemma 9.1. There is a real constant Λ depending only on the system of quadratic
forms Q, such that the following holds. If 1/2 ≤ |µ| ≤ 1 is such that Q(x) = µ has a
real solution x ∈ Rk, then there is also a real solution x0 to this system with |x0| ≤ Λ.
If we are now given a solution to the system Q(x) = µ with x bounded as in Lemma
9.1, then we can deduce a lower bound on the maximal determinant of a 3× 3 minor
∆ijℓ(x) of the Jacobian JQ(x) at the point x; this is the real analogue to Lemma 6.8.
Lemma 9.2. Let x ∈ Rk be such that |x| ≤ Λ for some real Λ > 0 and assume that
Q(x) = µ. Let α˜ be given as in Lemma 6.8. Then we have
max
i,j,ℓ
|∆ijℓ(x)| ≫ |HQ(µ)|α˜,
with an implied constant only depending on Λ and the system Q.
Proof. The proof is essentially the same as that of Lemma 6.8. Equation (6.6) shows
that
HQ(µ)
α˜ =
3∑
i=1
gi(x, µ)(Qi(x)− µi) +
∑
i,j,ℓ
hijℓ(x, µ)∆ijℓ(x).
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If |x| ≤ Λ then one also has µ≪Λ 1, so that hijℓ(x, µ)≪Λ 1. Using the fact that by
assumption the terms Qi(x)− µi all vanish, we may conclude that
|HQ(µ)|α˜ ≪
∑
i,j,ℓ
|∆ijℓ(x)|,
and the lemma follows. 
To prove (1.5), assume now that we are given some µ with 1/2 ≤ |µ| ≤ 1 for which
the system Q(x) = µ has a real solution. By Lemma 9.1 we may assume that the
size of this solution is bounded by Λ, i.e. there is some |x0| ≤ Λ with Q(x0) = µ.
Furthermore, we may assume that M := maxi,j,ℓ |∆ijℓ(x0)| > 0 since otherwise (1.5)
is trivial, by Lemma 9.2.
We will next explicitly construct a region in which we may apply the implicit
function theorem in order to invert the singular integral.
Lemma 9.3. Given a real vector x0 ∈ Rk with |x0| ≤ Λ and Q(x0) = µ, assume that
M := maxi,j,ℓ |∆ijℓ(x0)| > 0. Let f : Rk → Rk be given by
f : x 7→ (Q1(x), Q2(x), Q3(x), x4, . . . , xk).
Then there are open subsets V and W with x0 ∈ V ⊂ Rk and f(x0) ∈ W ⊂ Rk
such that f is a bijection from V to W and has a differentiable inverse f−1 on W ,
with det((f−1)′) ≥M−1 on W . Furthermore, one may choose
W = {y ∈ Rk : |f(x0)− y| ≤ AM2}
for some positive constant A, which only depends on Λ and the system of quadratic
forms Q.
We momentarily defer the proof of Lemma 9.3, and first complete the proof of (1.5)
in Theorem 1.3. By Proposition 5.6 we can express the singular integral Jw(µ) as the
limit
Jw(µ) = lim
ε→0
ε−3
∫
maxi |Qi(x)−µi|≤ε
w(x)
3∏
i=1
(
1− |Qi(x)− µi|
ε
)
dx.
We define the auxiliary integral
J (ε)w (µ) =
∫
maxi |Qi(x)−µi|<
1
2
ε
w(x) dx;
then
Jw(µ) ≥ 1
(2ε)3
J (ε)w (µ), (9.1)
so that it suffices to bound the auxiliary integral from below.
In Theorem 1.3 we choose the constant C governing the support of w so that
C > 2Λ; then we can choose the set V in Lemma 9.3 sufficiently small so that
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w(x) ≫ 1 on V . Let χε/2 be the characteristic function of the interval (−12ε, 12ε).
Then we may bound our auxiliary integral below by
J (ε)w (µ) ≥
∫
V
w(x)
3∏
i=1
χε/2(Qi(x)− µi) dx≫
∫
V
3∏
i=1
χε/2(Qi(x)− µi) dx.
We apply the change of variables f : V → W described in Lemma 9.3, and obtain
J (ε)w (µ)≫
∫
W
| det((f−1)′)|
3∏
i=1
χε/2(yi − µi) dy
≫
∫
W
M−1
3∏
i=1
χε/2(yi − µi) dy.
We recall the choice of W in Lemma 9.3 and obtain for ε sufficiently small a lower
bound of the form
J (ε)w (µ)≫ M−1ε3M2(k−3).
We now deduce from (9.1) and Lemma 9.2 that
Jw(µ)≫M2(k−3)−1 ≫ |HQ(µ)|α˜(2(k−3)−1),
where α˜ is given as in Lemma 6.8. This completes the proof of Theorem 1.3.
Proof of Lemma 9.3. For simplicity of notation we assume that
|∆123(x0)| = M := max
i,j,ℓ
|∆ijℓ(x0)|;
recall that we assume M > 0. In this case we let f : Rk → Rk be given by x 7→
(Q(x), x4, . . . , xk). We will explicitly find a small open neighbourhood of x0 in which
the implicit function theorem is applicable, following the proof of Theorem 2.11 in
[23]. Let U be the closed ball given by
U = {|x− x0| ≤ C1M},
for a sufficiently small constant C1. (All constants Ci to follow only depend on Λ
as in Lemma 9.1 and the system of quadratic forms Q.) Let C3 > 0 be fixed. We
claim that for C1 sufficiently small, there is a positive real number C2 such that the
following three properties hold for all x,x1,x2 ∈ U .
(1) |f(x)− f(x0)| ≥ C2M |x− x0|,
(2) | ∂
∂xj
fi(x)− ∂∂xj fi(x0)| ≤ C3, for all 1 ≤ i, j ≤ k,
(3) |∆123(x)| ≥ 12M .
Since M ≪ 1 the second observation is clear if C1 is chosen sufficiently small. Simi-
larly, since M = ∆123(x0), observation (3) follows from the boundedness of all deriva-
tives of ∆123(x), for |x− x0| ≤ C1M and C1 sufficiently small.
To prove observation (1) we note that
f(x)− f(x0) = J(f)(x0)(x− x0) +O(|x− x0|2), (9.2)
where J(f) is the k × k Jacobian matrix of f , so in particular det J(f)(x) ≫ M for
all x ∈ U , by (3). In general, if A is an invertible k× k matrix with bounded entries,
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and h ∈ Rk then we have |h| ≤ ‖A−1‖|Ah|, and hence |Ah| ≫ (detA)|h|. We apply
this to the Jacobian J(f)(x0) and obtain |J(f)(x0)(x− x0)| ≫M |x− x0|. Together
with equation (9.2) we obtain
|f(x)− f(x0)| ≥ C2M |x− x0|,
for C2 and C1 sufficiently small, proving (1). In fact, this same argument shows that
for any for x1,x2 ∈ U , as long as C1 is sufficiently small,
|f(x1)− f(x2)| ≥ C2M |x1 − x2|. (9.3)
Note that for x on the boundary of U we have
|f(x)− f(x0)| ≥ C2M |x− x0| = C1C2M2.
We set d := C1C2M
2 and define
W = {y ∈ Rk : |y− f(x0)| < 1
2
d}.
In particular, if y ∈ W and x is on the boundary of U then we have
|y − f(x0)| < 1
2
d ≤ |y− f(x)|. (9.4)
We claim that for all y ∈ W there is exactly one x in the interior of U such that
f(x) = y. For this we consider the function g : U → R given by
g(x) = |y− f(x)|2 =
k∑
i=1
(yi − fi(x))2.
Since this is a continuous function on U , it takes its minimum on U and equation (9.4)
shows that the minimum does not occur on the boundary of U . Hence the minimum
is achieved in the interior and this implies (see for example Theorem 2.6 in [23]) that
there is some x ∈ int(U) such that ∂
∂xj
g(x) = 0 for all 1 ≤ j ≤ k. That is, for each
1 ≤ j ≤ k,
k∑
i=1
2(yi − fi(x)) ∂
∂xj
fi(x) = 0.
Since the Jacobian matrix J(f)(x) is invertible on U we get yi = fi(x) for all 1 ≤ i ≤
k. The uniqueness of x follows from equation (9.3).
We now set V to be the intersection of int(U) and the pre-image of W under f .
Then the function f : V → W has an inverse f−1 : W → V which is continuous
by (9.3). Similarly as in Theorem 2.11 in [23] one sees that f−1 is differentiable and
(f−1)′(y) = [f ′(f−1(y))]−1 for all y ∈ W , so that | det((f−1)′)| ≥ M−1 on W . This
completes the proof of Lemma 9.3.

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10. The Circle method
10.1. Division into major and minor arcs. Let ∆ > 0 be a small real number to
be chosen later. For any integers 1 ≤ a1, a2, a3 ≤ q ≤ B∆ we define the box
I(a; q) =
3∏
j=1
[
aj
q
− B
∆
B2
,
aj
q
+
B∆
B2
]
⊆ [0, 1]3.
If the tuples (a; q) and (a′; q′) are not identical, the corresponding boxes are disjoint,
provided that B is large enough and
∆ < 2/3.
Indeed if (a; q) 6= (a′; q′) then for j = 1, 2, or 3 we have∣∣∣∣ajq − a′jq′
∣∣∣∣ ≥ 1qq′ ≥ 1B2∆ > 2B∆B2 ,
for all B sufficiently large. We now define the major arcs to be
M(∆) =
⋃
1≤q≤B∆
⋃
1≤a1,a2,a3≤q
(a,q)=1
I(a; q)
and we take the minor arcs to be the complement of the major arcs in [0, 1]3,
m(∆) = [0, 1]3 \M(∆).
In order to obtain an alternative characterization of the minor arcs we will employ
a 3-dimensional Dirichlet approximation with a parameter S ≥ 1 (see Hardy and
Wright [11, Theorem 200], for example). Given any tuple α ∈ [0, 1]3, there exist
1 ≤ q ≤ S and 1 ≤ a1, a2, a3 ≤ q with (a, q) = 1 such that∣∣∣∣αj − ajq
∣∣∣∣ ≤ 1qS1/3 , for j = 1, 2, 3.
Our ultimate strategy is to bound the integral over the minor arcs from above by a
sum of integrals over the collection of relevant arcs provided by the Dirichlet approx-
imation; the fact that we are not controlling for overlap of the intervals is acceptable,
since we only seek an upper bound.
Given α = (α1, α2, α3) and approximations αj = aj/q + θj of the above type for
j = 1, 2, 3, then if α ∈ m(∆), at least one of the four inequalities
q ≤ B∆, |θ1| ≤ B−2+∆, |θ2| ≤ B−2+∆, |θ3| ≤ B−2+∆, (10.1)
must fail to hold. We may now further decompose the minor arcs as
m(∆) ⊆ m0(∆) ∪m1(∆) ∪m2(∆) ∪m3(∆), (10.2)
where we set
m0(∆) =
⋃
B∆≤q≤S
⋃
1≤a1,a2,a3≤q
(a,q)=1
m0(∆, q, a)
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and for j = 1, 2, 3, we set
mj(∆) =
⋃
1≤q≤S
⋃
1≤a1,a2,a3≤q
(a,q)=1
mj(∆, q, a),
with
m0(∆, q, a) = {α : |αj − aj/q| ≤ (qS1/3)−1 for j = 1, 2, 3},
and for j = 1, 2, 3,
mj(∆, q, a) = m0(∆, q, a) ∩ {α : |αj − aj/q| ≥ B−2+∆}.
Given q and a we will write
αj = aj/q + θj j = 1, 2, 3.
For our application we shall choose
S = B3/2,
which is essentially optimal.
10.2. The major arcs: the singular integral and singular series. We recall
that our ultimate interest is in the representation function
RB(n) =
∑
x∈Zk
Q(x)=n
wB(x),
where wB(x) := w(x/B). Upon defining
S(α) =
∑
x∈Zk
e(α ·Q(x))wB(x),
we may express
RB(n) =
∫
[0,1]3
S(α)e(−α · n)dα.
We now record the standard argument used to isolate the main term on the major
arcs:
Proposition 10.1. Suppose that k > 6 is an integer and |n| ≪ B2 with HQ(n) 6= 0.
Then for any fixed positive ∆ ≤ 1/10 we have∫
M(∆)
S(α)e(−α · n)dα = S(n)Jw(B−2n)Bk−6 + E(n),
with
E(n)≪ Bk−6−∆/4, (10.3)
where S(n) and Jw(µ) are given by (8.1) and (5.3) respectively.
The first step is the following result:
Lemma 10.2. If α belongs to a major arc I(a; q) and θ = α− a/q, then
S(α) = q−kBkSq(a)Iw(B
2θ) +O(Bk−1+2∆), (10.4)
with Iw(φ) given by (5.4).
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The proof, which we omit, is standard. Lemma 5.1 in [2] is a classical source;
Lemma 7.2 of [13] proves the analogous result for 2 quadratic forms, and that proof
is easily modified to the case of three forms.
Next we recall that by definition of the major arcs,∫
M(∆)
S(α)e(−α · n)dα =
∑
1≤q≤B∆
∑
1≤a1,a2,a3≤q
(a,q)=1
∫
I(a;q)
S(α)e(−α · n)dα.
We note that measure of the total collection of major arcs is
≪ B∆ · B3∆ · (B−2+∆)3 ≪ B−6+7∆.
Thus Lemma 10.2 immediately implies:∫
M(∆)
S(α)e(−α · n)dα = Bk−6Jw(B−2n;B∆)
∑
q≤B∆
q−kT (n; q) +O(Bk−7+9∆)
with Jw(µ;R) given by (5.5).
Finally, we apply the results of Propositions 5.5 and 8.1 (with integral k > 6, so we
may certainly take ν = 1/3 < k/2−3) to the truncated singular integral and singular
series in order to pass to the limit on the right hand side. We obtain∫
M(∆)
S(α)e(−α · n)dα = S(n)Jw(B−2n)Bk−6
+O(Bk−6−∆/3+ε) +O(Bk−7+9∆),
as long as HQ(n) 6= 0. Proposition 10.1 then follows, upon restricting ∆ ≤ 1/10.
11. Proof of main theorem
We now formulate the mean-square argument that allows us to prove our foun-
dational result, Theorem 1.2. The basic structure of the mean-square method is
standard. The key input to the method is Proposition 11.1, which controls the minor
arcs: this proposition is the culmination of all the estimates for exponential sums and
oscillatory integrals we have established thus far, and this proposition controls the
number of variables ultimately required in our main theorems.
11.1. The mean square argument. Proposition 10.1 establishes that for N = B2,∑
|n|∞≤N
HQ(n) 6=0
|RB(n)−S(n)Jw(B−2n)Bk−6|2
=
∑
|n|∞≤N
HQ(n) 6=0
∣∣∣∣∫
m(∆)
S(α)e(−α · n)dα
∣∣∣∣2 +O(B2k−6−∆/2),
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for any positive ∆ ≤ 1/10. Temporarily set f(α) = S(α)χm(∆)(α); then by positivity,
the contribution of the minor arcs may be bounded above by
≪
∑
n∈Z3
∣∣∣∣∫
m(∆)
S(α)e(−α · n)dα
∣∣∣∣2 = ∑
n∈Z3
∣∣∣∣∫
R3
f(α)e(−α · n)dα
∣∣∣∣2
=
∫
R3
|f(α)|2dα
=
∫
m(∆)
|S(α)|2dα,
where in the second equality we have applied Parseval’s identity to f . Thus in total∑
|n|∞≤N
HQ(n) 6=0
|RB(n)−S(n)Jw(B−2n)Bk−6|2 ≪
∫
m(∆)
|S(α)|2dα+O(B2k−6−∆/2). (11.1)
The keystone of the paper is the following bound for the minor arcs integral:
Proposition 11.1. For any k ≥ 10, any ε > 0, and any ∆ ∈ (0, 1/13), we have∫
m(∆)
|S(α)|2dα≪ B2k−6−6∆+ε. (11.2)
Combining this with (11.1), with the choice ∆ = 1/14, then establishes Theorem
1.2.
11.2. Control of the minor arcs. We now turn to proving Proposition 11.1. We
will bound the minor arcs integral (11.2) from above by using a collection of integrals
over dyadic pieces, defined for any real L ≥ 1 and φ ∈ R3≥0 by
Σ(L, φ) =
∑
L≤q<2L
∑
1≤a1,a2,a3≤q
(a,q)=1
∫
{φ}
|S(a/q + θ)|2dθ. (11.3)
The key upper bound for these dyadic pieces Σ(L, φ), which will immediately imply
Proposition 11.1, is as follows:
Proposition 11.2. For any k ≥ 10, any ε > 0, and any ∆ ∈ (0, 1/13),
Σ(L, φ)≪ B2k−6−6∆+ε (11.4)
for L≪ S = B3/2 and φ with φ∗ = maxi{φi} ≪ L−1S−1/3, unless
L ≤ 1
2
B∆, and φ∗ ≤ 1
2
B−2+∆. (11.5)
We note that for L ≤ q < 2L and θ in the dyadic range of the integral, the two
conditions in (11.5) encode the four conditions (10.1) that identify the major arcs.
Before proving Proposition 11.2 we show how it implies Proposition 11.1. We begin
by applying the trivial bound |S(α)| ≪ Bk for the portion of the integral (11.2) over
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the region in which at least one of |θ1|, |θ2|, |θ3| is ≪ B−2k. Recalling that S = B3/2,
the total measure contributed by such points is at most
≪
∑
q≤S
q3(qS1/3)−2B−2k ≪ S4/3B−2k = B2−2k.
We thus see that the integral of |S(α)|2 ≪ B2k over this set contributes O(B2), which
is acceptable for Proposition 11.1.
There remain tuples α, q, a for which θ = a/q − α satisfies
1 ≤ q ≤ S, B−2k ≤ θ1, θ2, θ3 ≤ (qS1/3)−1
and at least one of the inequalities
q ≥ B∆, |θ|∞ ≥ B2−∆
holds. We may cover these with O((logB)4) dyadic contributions of the form Σ(L, φ).
We thus have ∫
m(∆)
|S(α)|2dα≪ B2 + (logB)4 supΣ(L, φ),
where the supremum is taken over all dyadic parameters L, φ with 0 < L < S and
B−k ≤ φi ≤ (LS1/3)−1 for i = 1, 2, 3 such that not both conditions (11.5) hold. An
application of Proposition 11.2 then clearly suffices for Proposition 11.1.
We now turn to the proof of Proposition 11.2. We begin with an application of
Poisson summation, which gives the following:
Lemma 11.3.
Σ(L, φ) = B2k
∑
L≤q<2L
1
q2k
∑
l∈Z2k
S(l; q)I{φ}(l; q), (11.6)
where
S(l; q) =
∑
a (mod q)
(a,q)=1
∑
r1 (mod q)
r2 (mod q)
eq(a ·Q(r1)− a ·Q(r2))eq(r · l)
and
I{φ}(l; q) =
∫
{φ}
Jw(B
2θ, Bl/q)dθ = B−6
∫
{B2φ}
Jw(ν, Bl/q)dν.
To see this, we need only expand the integrand in (11.3) and write xj = ljq + rj,
where lj ∈ Zk and rj ∈ (Z/qZ)k for j = 1, 2 in order to obtain
|S(a/q + θ)|2 =
∑
r1 (mod q)
r2 (mod q)
eq(a ·Q(r1)− a ·Q(r2))Σ(θ, r1, r2, q),
where we have temporarily set
Σ(θ, r1, r2, q) =
∑
l1,l2∈Zk
e(θ ·Q(l1q + r1)− θ ·Q(l2q + r2))wB(l1q + r1)wB(l2q + r2).
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We use Poisson summation to transform this into the sum
Σ(θ, r1, r2, q) =
(
B
q
)2k ∑
l∈Z2k
eq(r · l)Jw(B2θ, Bl/q),
where Jw(ν,λ) is given by
Jw(ν,λ) =
∫
R2k
e(ν ·Q(u1)− ν ·Q(u2))w(u1)w(u2)e(−u · λ)du.
We may conclude that∑
a (mod q)
(a,q)=1
|S(a/q + θ)|2 = B2k
∑
l∈Z2k
q−2kS(l; q)Jw(B
2θ, Bl/q),
and the lemma follows after integrating over the region {φ}.
In order to bound Σ(L, φ), we will now bound I{φ}(l; q) individually, and then apply
bounds we have proved for averages of S(l; q). We first note that Lemmas 5.1 and
5.3 immediately imply the following:
Lemma 11.4. For any l ∈ Z2k,∫
{B2φ}
Jw(ν, Bl/q)dν ≪ min((B2φ∗)3, (B2φ∗)3−k) logB.
If |l| ≫ LBφ∗, then for any M ≥ 1,∫
{B2φ}
Jw(ν, Bl/q)dν ≪M (B2φ∗)3
(
B|l|
q
)−M
.
Once L, {φ} are fixed, we define the threshold L0 = LB−1+ε(1 + B2φ∗). Upon
recalling the trivial bound S(l; q)≪ q2k+3, we may take care of the tail of the sum in
(11.6) with the estimate
B2k
∑
L≤q<2L
1
q2k
∣∣∣∣∣∣
∑
|l|≥L0
S(l; q)I{φ}(l; q)
∣∣∣∣∣∣ ≪ B2k−6L4(B2φ∗)3
(
L
B
)M ∑
|l|≥L0
|l|−M
≪ B2kL4
(
L
B
)M
L2k+1−M0
≪ B2kL4
(
L
B
)M
(LB−1+ε)2k+1−M
≪ B2kL4(LB−1+ε)2k+1B−εM ,
valid for M > 2k + 1, and with implied constant depending on ε and M . Upon
choosingM sufficiently large with respect to ε, this tail contributes O(1) to Σ(L, {φ}).
On the other hand, we recall from Lemma 7.1 that for any q and l, we have the
bound S(l; q) ≪ qk+3+ε. Thus in particular the contribution of the l = 0 term to
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Σ(L, φ) is at most
≪ B2k−6(B2φ∗)3min(1, (B2φ∗)−k)(logB)
∑
L≤q≤2L
q−2kqk+3+ε
≪ B2k−6(B2φ∗)3min(1, (B2φ∗)−k)(logB)L−k+4+ε.
If L is such that L ≤ 1
2
B∆, we must have φ∗ ≥ 1
2
B−2+∆; then we may conclude that
the above contribution is
≪ B2k−6(B2φ∗)3−k(logB)L−k+4+ε ≪ B2k−6B∆(3−k)(logB),
which is o(B2k−6) for k > 3 and suffices for Proposition 11.2 if k ≥ 9. Alternatively,
if L ≥ 1
2
B∆ then the contribution is
≪ B2k−6L−k+4+ε ≪ B2k−6B∆(4−k+ε),
which is o(B2k−6) for k > 4 and suffices for Proposition 11.2 if k ≥ 10.
Finally, we turn to the most important range, with 1 ≤ |l| ≤ L0, which contributes
to Σ(L, φ) at most
B2k−6min((B2φ∗)3, (B2φ∗)3−k)(logB)
∑
L≤q<2L
q−2k
∑
1≤|l|≤L0
|S(l; q)|.
Upon applying the average bounds of Proposition 7.4, this is bounded above by
B2k−6+5εmin((B2φ∗)3, (B2φ∗)3−k)L−2k{Lk+3L2k0 + Lk+4Lk0},
where we have used the fact that LL0 ≪ B4 so that (LL0)ε ≪ B4ε. In the case where
B2φ∗ ≥ 1, we have L0 ≪ LB1+εφ∗, and we compute this contribution as
≪ B2k−6+3kε(B2φ∗)3−kL−2k{Lk+3(LBφ∗)2k + Lk+4(LBφ∗)k}
≪ B2k−6+3kε{Lk+3B6(φ∗)k+3 + L4B6−k(φ∗)3}.
Now we recall that by the Diophantine approximation, we only consider
φ∗ ≪ L−1S−1/3 ≪ L−1B−1/2,
so that (upon recalling L ≤ S = B3/2) the contribution above is at most
≪ B2k−6+3kε{B−(k−9)/2 +B6−k} ≪ B2k−6+3kε · B−(k−9)/2,
which is sufficient for Proposition 11.2 if k ≥ 10 and 6∆ < 1/2.
On the other hand if B2φ∗ ≤ 1, we have L0 ≪ LB−1+ε, so that (upon recalling
L ≤ S = B3/2) the contribution is
≪ B2k−6+3kε(B2φ∗)3L−2k{Lk+3(LB−1)2k + Lk+4(LB−1)k}
≪ B2k−6+3kε{Lk+3B−2k + L4B−k}
≪ B2k−6+3kε{B−(k−9)/2 +B6−k} ≪ B2k−6+3kε · B−(k−9)/2,
which is again sufficient for Proposition 11.2 if k ≥ 10 and 6∆ < 1/2. This completes
the proof of Proposition 11.2 and hence of Theorem 1.2.
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12. Proofs of the remaining main theorems
We have proved Theorems 1.2 and 1.3. To derive Theorem 1.1, we need only define
E̟(N) to be the set of n ∈ [−N,N ]3 such that either HQ(n) = 0 or the difference
RB(n)− Jw(B−2n)S(n)Bk−6
fails to be O(Bk−6−̟). We deduce from Lemma 4.8 that at most O(N2) tuples n
satisfy the first criterion, and see by Theorem 1.2 that at most O(N3−(1/56−̟)) tuples
n satisfy the second criterion. This provides the upper bound on the size of the
exceptional set, as claimed in Theorem 1.1.
We next note that the derivation of Theorem 1.5 from Theorem 1.4 is completely
analogous to the derivation of Theorem 1.4 from Theorem 1.3 in [13], thus we omit
the proof here.
We turn to proving Theorem 1.4. For this we first note that by a dyadic division it
is enough to prove Theorem 1.4 for tuples n ∈ Z3 with N/2 ≤ |n|∞ < N . Furthermore
we may choose our weight function w in such a way that the assumptions in Theorem
1.3 are satisfied and set B = N1/2 for the rest of this section.
Now we divide the tuples n with N/2 ≤ |n|∞ < N which are counted by E(N) into
three cases, according to real parameters a > 0, b > 0 to be chosen later. In Case I,
we assume that
Jw(B
−2n) ≥ B−b, and S(n) ≥ B−a.
In Case II we assume that HQ(n) = 0 or Jw(B
−2n) < B−b. The remaining Case
III may be characterized by the property that HQ(n) 6= 0 and S(n) < B−a. For
1 ≤ i ≤ 3 we let Ei(N) denote the number of N/2 ≤ |n|∞ < N counted in Case I, II
and III respectively. We will prove:
Lemma 12.1. With the parameters a, b as above, and with the real constants c = 1/28
and α, β as given in Theorem 1.3,
E1(N)≪ N2 +N3+a+b−c/2,
E2(N)≪ N2 +N3−b/(2β deg(HQ)),
E3(N)≪ N3−1/(deg(HQ))+ε +N3−a/(2α deg(HQ))+ε.
Assuming Lemma 12.1 (whose proof we defer for the moment), we may quickly
derive Theorem 1.4. We see that in order for E1(N) to be sufficiently small to prove
Theorem 1.4 with some̟ > 0, we must at least choose a, b so that a+b < c/2. We will
also assume we choose a so that a ≤ 2α, at which point E3(N)≪ N3−a/(2α deg(HQ))+ε.
We also note that 3 − 1/ deg(HQ) ≥ 2 as soon as deg(HQ) ≥ 1, so that we expect
the upper bound for E3(N) to be at least as big as those for E1(N) and E2(N). In
balancing the three terms, we aim to choose a, b so that
c
2
− a− b = b
2β deg(HQ)
=
a
2α deg(HQ)
. (12.1)
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Equating the second and third terms implies that b = β
α
a; subsequently equating the
first and third terms gives
a =
c
2
(
1
2α deg(HQ)
+ 1 +
β
α
)−1
. (12.2)
We note that with this choice, we have
a+ b =
c
2
(
1
2α deg(HQ)
+ 1 +
β
α
)−1(
1 +
β
α
)
<
c
2
,
as required. In addition, upon defining a by (12.2), we certainly have a < 1/56 < 1 ≤
2α (recalling that α ≥ 1 from the remark following Theorem 1.3). We may conclude
that after choosing a, b as above, Theorem 1.4 holds for
̟ =
c
2
− a− b = c
2
· 1
2(α + β) deg(HQ) + 1
.
In particular, to make this independent of the particular system Q, we note that the
degree of HQ(x) as a polynomial in x is always bounded above by the degree deg(H)
of H(A, x) as a polynomial in all the variables. Thus (also recalling the allowable
choices of α, β from Theorem 1.3), we may make the smaller, but universal, choice of
̟ =
c
2
· 1
2(α + β) deg(H) + 1
=
1
24.7.33+k(4k − 13) deg(H) + 1 .
12.1. Proof of Lemma 12.1. We recall that by Lemma 4.8,
#{max
i
|ni| ≤ N : HQ(n) = 0} ≪ N2, (12.3)
since HQ(n) is non-zero polynomial in n. We recall that E(N) counts those n such
that Q(x) = n has no integral solution, so RB(n) = 0. Hence if E ′1(N) is the number
of those n in Case I with the additional property that HQ(n) 6= 0, then we see from
Theorem 1.2 that
E ′1(N)B
−2aB−2bB2k−12 ≤
∑
|n|∞≤N, case I
HQ(n)6=0
|RB(n)− Jw(B−2n)S(n)Bk−6|2
≪ B2k−6−c,
with c = 1/28. Hence we obtain the upper bound
E1(N)≪ N2 +B6+2a+2b−c ≪ N2 +N3+a+b−c/2.
Next we consider the contribution of E2(N). Since we already have a satisfactory
bound for the n ∈ Z3 with HQ(n) = 0 by (12.3), we may assume that HQ(n) 6= 0
and Jw(B
−2n) < B−b. Note that for such n the assumptions in the second part of
Theorem 1.3 are satisfied by B−2n since 1/2 ≤ |B−2n|∞ ≤ 1 and Q(x) = B−2n has a
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real solution in x as soon as Q(x) = n is soluble in Rk. Hence we see that for such n
we have the lower bound
Jw(B
−2n)≫ |HQ(B−2n)|β.
We recall that the polynomial HQ(n) is homogeneous. Hence we can estimate the
contribution of E2(N) by
E2(N)≪ N2 +#{n ∈ Z3 : |n|∞ ≤ N, |HQ(B−2n)|β ≪ B−b}
≪ N2 +#{n ∈ Z3 : |n|∞ ≤ N, |HQ(n)| ≤ C1Ndeg(HQ)−b/(2β)},
(12.4)
for some positive constant C1. Then the sublevel set estimate of Lemma 4.8 delivers
the bound
E2(N)≪ N2 +N3−b/(2β deg(HQ)).
We next turn to the contribution of E3(N). We recall that E3(N) counts all tuples
n ∈ Z3 with N/2 ≤ |n|∞ ≤ N such that HQ(n) 6= 0 and S(n) < B−a and such that
Q(x) = n is locally soluble everywhere. Hence the first part of Theorem 1.3 implies
that for n counted by E3(N),
|S(n)| ≫ε |n|−ε∞
∏
p≤p0
|HQ(n)|αp ,
with some parameter p0 only depending on the system of quadratic forms Q. Hence
we need to estimate the cardinality of the set
#{n ∈ Z3 : N/2 ≤ |n|∞ ≤ N, HQ(n) 6= 0,
∏
p≤p0
|HQ(n)|αp ≪ B−aN ε}.
We can rewrite this as
E3(N)≪ε #
{
n ∈ Z3 : N/2 ≤ |n|∞ ≤ N, HQ(n) 6= 0,∏
p≤p0
|HQ(n)|p ≪ B−a/α+ε
}
. (12.5)
If n is contained in this set, then there is a divisor q of HQ(n) with
q ≫ Ba/α−ε,
which is composed entirely of primes p ≤ p0. Since we also assume thatHQ(n) 6= 0, we
see we also have an upper bound q ≪ Ndeg(HQ). In particular, for any prime power
pf |q, this implies that f ≪ logN . Thus in particular there exists some constant
C2(N) with C2(N) ≪ logN such that q|(
∏
p≤p0
p)C2(N); this shows that the number
of possibilities for q is O(C2(N)
p0) = O((logN)p0). Recalling that p0 depends only
on Q, which is an allowable dependence in our implied constants, there is thus some
positive constant C3 = C3(ε,Q) such that there is a set S of at most C3N ε divisors
q such that
(1) for any n counted in (12.5) the polynomial HQ(n) is divisible by one of these
divisors q,
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(2) q is entirely composed of primes ≤ p0,
(3) Ba/α−ε ≪ q ≪ Ndeg(HQ),
(4) and furthermore we may assume q ≤ p0N .
All but the last property have been proved; for the last point, if we had some n such
that HQ(n) is divisible by q > p0N composed only of primes less than or equal to p0,
then q/p also divides HQ(n) for any p ≤ p0. We can hence divide q by primes p ≤ p0
until we have found some divisor q′ of HQ(n) with q
′ ≤ p0N , as claimed. We conclude
that we can estimate the contribution of E3(N) by
E3(N)≪ N εmax
q∈S
#{n ∈ Z3 : |n|∞ ≤ N : q|HQ(n)}. (12.6)
We fix one q ∈ S and consider
#{1 ≤ |n|∞ ≤ N : q|HQ(n)} ≪
(
N
q
+ 1
)3
r(q), (12.7)
with the counting function r(q) defined by
r(q) := #{n (mod q) : q|HQ(n)}.
We note that r(q) is a multiplicative function in q, so that if q =
∏
pfp is some
decomposition into prime powers, then r(q) =
∏
r(pfp). In particular it is enough
to bound r(pf) for prime powers. For this we need the p-adic version of Lemma 4.8
given in Lemma 4.10, which provides the upper bound
r(pf)≪ p3f−f/(deg(HQ)),
for any prime p. In combination with the estimates in (12.6) and (12.7) this leads to
the bound
E3(N)≪ N εmax
q∈S
(
N3
q3
+ 1
)
Cω(q)q3−1/(deg(HQ))
≪ N2εmax
q∈S
{N3q−1/(deg(HQ)) + q3−1/(deg(HQ))}
≪ N3ε{N3B−a/(α deg(HQ)) +N3−1/(deg(HQ))}.
We note that here we have used the bounds in (3) and (4) for q ∈ S. Hence we have
E3(N)≪ N3−a/(2α deg(HQ))+ε +N3−1/(deg(HQ))+ε,
as claimed.
13. Appendix
13.1. Forms satisfying Condition 2. We provide here a specific example of a
system of three quadratic forms Q1, Q2, Q3 in 10 variables such that the corresponding
form FQ(x, y, z) = det(xQ1+yQ2+ zQ3) satisfies Disc(FQ) 6= 0, and hence Condition
2 holds over Q¯. This therefore serves as a natural example of a system for which our
main theorems hold.
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Let k = 10. For i = 1, 2, 3 we define Qi to be the integral quadratic form with the
following associated matrix Qi:
Q1 =

1
1
. . .
1
 , Q2 =

1
2
. . .
k
 , Q3 =

1 1
1 1 1
. . . 1
1 1
 .
We may confirm that
Disc(FQ) 6= 0 (13.1)
by checking that FQ = 0 is (projectively) nonsingular; that is, (using the notation
∂x = ∂/∂x) we need to check that the only point at which
∂xFQ(x, y, z) = ∂yFQ(x, y, z) = ∂zFQ(x, y, z) = 0 (13.2)
is (x, y, z) = (0, 0, 0). Now let Rt(G1, G2) denote the resultant of two polynomials
G1, G2 as a function of t, so that Rt(G1, G2) = 0 if and only if there is a value of t
such that both G1(t) = G2(t) = 0. In particular,
Ry(Rx(∂xFQ, ∂yFQ),Rx(∂xFQ, ∂zFQ)) (13.3)
is a function of z that vanishes if there are values of x, y such that (13.2) holds.
Resultants are easily computed by computer algebra packages (e.g., maple), and for
example we have
Rx(∂xFQ, ∂yFQ) = −122880000y9
· (2740056028310076978941971660800000000000000y72
+ 24804900858187350835399766310912000000000000y70z2
+ · · ·+ 29405801953440000z72).
In particular, we can compute that (13.3) is equal to cz6561 for a certain integer c, so
that only if z = 0 can there exist values of x, y such that (13.2) holds.
After specifying z = 0 one may explicitly compute that Rx(∂xFQ, ∂yFQ) = 0 and
Rx(∂xFQ, ∂zFQ) = 0 then require y = x = 0 as well, as desired. Alternatively,
after specifying z = 0, seeking solutions to (13.2) reduces to seeking x, y such that
∂x det(xQ1 + yQ2) = ∂y det(xQ1 + yQ2) = 0. But by [13, Proposition 2.1], we
know that det(xQ1 + yQ2) = 0 is (projectively) nonsingular since the ratios of the
eigenvalues of Q1, Q2 are all distinct, so only x = y = 0 may be solutions.
Finally, we observe that (13.1) always fails for a system of three diagonal quadratic
forms, say Q1 = diag (ai), Q2 = diag (bi), Q3 = diag (ci) in k ≥ 2 variables. For
indeed, in this case
FQ(x, y, z) =
k∏
i=1
(aix+ biy + ciz),
and we may for example solve for (x, y, z) in the system resulting from the first two
linear factors,
aix+ biy + ciz = 0, i = 1, 2.
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This has rank at most 2, so admits a nontrivial solution (x0, y0, z0), which certainly
satisfies FQ(x0, y0, z0) = 0 but also visibly satisfies
∂xFQ(x0, y0, z0) = ∂yFQ(x0, y0, z0) = ∂zFQ(x0, y0, z0) = 0
as long as k ≥ 2. Thus (13.1) fails.
13.2. Construction of discriminants. Though the construction of discriminants
is classical (see e.g., [7]), the understanding of their basic properties over fields of
arbitrary characteristic is relatively recent (see e.g., [1]). For our work, we need to
work over the integers so that we have a discriminant we can use for all our fields at
once. So we include the necessary background and constructions here.
Let K be a field. Consider a fixed number of homogeneous forms fi in x0, . . . , xN
of specified degrees. Let AMK be the parameter space of such forms, with coordinates
aiα corresponding to all coefficients of the forms. Then the Jacobian criterion for
the nonsingularity of the system of equations ∩i{fi = 0} asks if each fi(x0, . . . , xN)
vanishes as well as certain forms (the maximal minors of the Jacobian matrix) in
the aiα and xj are 0; let JK be the ideal of K[aiα, xj ] generated by these forms. For
example, if there are two forms, JK is generated by
f1(x) and f2(x),
∂f1/∂xj(x) · ∂f2/∂xk(x)− ∂f1/∂xk(x) · ∂f2/∂xj(x) for 0 ≤ j < k ≤ N .
The ideal JK determines a closed subscheme SK ⊂ AMK ×PNK , which is the parameter
space of all (f,x) such that the f are forms (of our specified degrees) and x a point
of PNK such that f fails the Jacobian criterion at x.
We consider the projection π : AMK × PNK → AMK . The set-theoretic image π(SK) is
the set of all forms with at least one point failing the Jacobian criterion. (Note that
even if the forms are defined over K, the point x may be defined over a finite exten-
sion.) We have an ideal DK := JK ∩ k[aiα] of k[aiα]. In general such an elimination
of variables describes the closure of the image. However, since PNK is projective, the
map π is closed, and thus π(SK) is closed and consists exactly of the points of the
subscheme of AMK given by DK . The variety described by
√
DK turns out to be codi-
mension 1 (as long as the forms are not all linear) [1, Remarque 1.1] and irreducible
[1, Lemme 3.2]. Hence we can choose an irreducible polynomial DiscK of k[aiα] such
that (DiscK) =
√
DK .
Since the elimination of variables and taking radicals commute with separable field
extensions, if L/K is a separable field extension, we may take DiscL = DiscK . For
example, we take DiscQ = DiscQ. By minimally clearing denominators, we may take
DiscQ to have integral coefficients with greatest common divisor 1.
In order to compare these discriminants across fields, we will make a similar con-
struction over the integers. The maximal minors of the Jacobian matrix and the
forms fi all lie in Z[aiα, xj], so they generate an ideal JZ of Z[aiα, xj ]. The ideal JZ
determines a closed subscheme SZ ⊂ AMZ × PNZ . The base change of SZ to a field
K is clearly SK , as they are defined by the same equations. We again consider the
projection π : AMZ × PNZ → AMZ . We have that the set-theoretic image π(SZ) is closed
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and contains π(SQ). So in particular, it contains the closure of π(SQ) in A
M
Z . The
closure of π(SQ) in A
M
Z is described by the ideal
√
DQ ∩ Z[aiα] in Z[aiα], which is
exactly (DiscQ). So in particular, any set of forms over any field K for which DiscQ
vanishes has a point (over a finite extension) for which the Jacobian criterion fails.
Thus, it follows that in K[aiα], we have (DiscK) ⊂
√
(DiscQ) (note that over K
the ideal (DiscQ) is not necessarily prime). Thus, in K[aiα], we have DiscQ|DiscmK
for some integer m. Since DiscK is irreducible, we must have DiscQ = Disc
m′
K . By
[1, The´ore`me 1.3], we have that when K has characteristic 0 or odd characteristic
that deg(DiscK) = deg(DiscQ), so we may take DiscK = DiscQ for such K. (Note
this can fail in characteristic 2. For example, when N = 1, in the case of a single
quadratic form, we have DiscQ = b
2 − 4ac and DiscZ/2Z = b.) We thus call DiscQ the
discriminant, and also denote it Disc.
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