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The use of computer models of ultrasonic NDE inspections is a convenient 
and cost-effective alternative and/or companion to experimental reliability 
trials used for qualifying the detection reliability of a given inspection 
system applied to a given inspection task. In addition, the use of such 
models permits qualification of ultrasonic inspection of new component 
designs even before such components exist. This paper presents the current 
status of the implementation of a model-based software package for these 
system qualification applications. A brief overview of the model elements 
and assumptions will be followed by a discussion of the detection system 
qualification methodology and, finally, by model-predicted qualification 
results with associated experimental data. 
HODEL OVERVIEY 
Accurate prediction of ultrasonic detection reliability which could be 
obtained in an automated scan of a component requires a number of modeling 
considerations. First, there must be the capability to predict the 
ultrasonic response from a flaw of a given size and depth as modified by the 
scan configuration, by the geometric and material properties of the 
component, and by random variability both of the defect's position with 
respect to scan lines and of the flaw's orientation relative to some nominal 
configuration. 
In the current implementation, the ultrasonic beam and its modification 
due to passage through a bicylindrical liquid-solid interface is approximated 
by a Gaussian profile model which is matched (axial amplitude and 1/e beam 
width) to the central lobe of the far-field radiation pattern of a piston 
source[l). Scattering from defects is incorporated either via a numerically 
exact model[2) to longitudinal elastic wave scattering from spherical 
scatterers (voids or inclusions) or by an elastodynamic Kirchhoff 
approximation[3) for longitudinal or shear wave scattering from circular flat 
cracks. These models are then incorporated using a measurement model[4) 
which relates the scattering amplitude of a defect to the corresponding 
ultrasonic waveform as measured in a practical inspection configuration. The 
resulting scan simulation model has been found both theoretically and 
experimentally to predict accurate backscatter results for cases where beam 
aberrations can be neglected[l); where the defects are in the far-field of 
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the probe[l) and are small with respect to the transverse variations of the 
ultrasonic beam[4); and, for the case of cracks, where the inspection is 
close to specular[3]. Theoretical and experimental tests have shown, though, 
that the Kirchhoff approximation works well at scattering angles up to 60 
degrees from normal to the crack face[S]. Although the model, as described 
above, does not apply to simulation of all possible ultrasonic inspection 
scenarios, it does have significant applicability in the aircraft engine 
industry, for example, and is a convenient "shell" into which other 
scattering and beam models can be easily incorporated. 
Next, the appropriate model capability for system qualification is 
prediction of probability of detection (POD). A block diagram bf the POD 
model concept in general, and in the area of system qualification in 
particular, is shown in Fig. 1. In the current implementation, POD 
calculation is based upon Rician fading statistics[6), which is commonly used 
in the analysis of detecting radar signals in the presence of noise. This 
implementation is described in more detail in Ref. 7. Briefly, to predict a 
POD value for a given size crack at a certain depth, the scan model is first 
used to calculate the video signal amplitudes for a variety of defect 
orientations and positions relative to the scan lines. These scan amplitudes 
are then fit to a simple analytic function of the defect's orientational and 
positional variables in order to reduce the computational burden of 
subsequent numerical integrations used to compute POD values. This function, 
along with RMS noise and threshold amplitudes, are then used to generate a 
POD value for the given size and depth of defect, assuming uniformly random 
orientational and positional degrees of freedom of the defect, whose limits 
were specified in the scan simulation. 
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Fig. 1. Diagram of POD model and its application to NDE system qualification 
and optimization and to computer-aided-design for inspectability. 
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QUALIFICATION METHODOLOGY 
This section will describe the application of the POD modeling approach 
discussed above to performing ultrasonic inspection system qualification. 
The approach chosen here is to qualify a detection system by determining the 
minimum detectable flaw size (MDF) at any position in the component under 
test. The MDF is defined according to a predetermined POD value; e.g., 
assuming a defect is detectable if POD > 0.9. Other qualification criteria, 
such as false accept and false reject probabilities, can also be determined 
from the model POD values. Since this section is intended only to be a 
methodology discussion, other qualification parameters than MDF will not be 
addressed here. 
As in the case of an experimental reliability trial, the first step in 
model-based qualification of a detection system is to "acquire" scan data 
from a defect at a given depth in a component using a specified scan plan and 
configuration. In this application, the component is characterized by its 
material properties (density, acoustic velocities, ultrasonic attenuation) 
and its geometry (surface radii of curvature) local to the area where the 
scan is performed. The defect is specified according to its type (sphere or 
crack), size, location and (in the case of a crack) orientation relative to 
the component surface. The scan itself is defined according to the 
ultrasonic probe characteristics (radius, focal length and bandwidth) and 
configuration (water path and orientation angles with respect to the 
component surface) and by the scan plan local to the defect position. The 
scan plan is defined by a discrete mesh of points (i.e. discrete motion in 
both the scan and index directions). To model typical scan plans, which have 
a continuous scan with a discrete index, the mesh size in the scan direction 
can be set to an arbitrarily small step size (e.g., corresponding to the 
pulser repitition rate). Finally, a reference RF waveform, such as the 
ultrasonic reflection from a planar surface using the same probe and other 
hardware as will be used for inspection, is input to the model. 
Based upon the scan configuration, component specifications, and defect 
characteristics described above, the measurement model is used to compute the 
amplitudes of the RF signals and/or video envelopes corresponding to the 
various defect sizes, orientations, and positions with respect to the scan 
plan. In the current implementation, these calculations are not performed to 
simulate a scan of an entire component, but, rather, are concerned with the 
variability of signal amplitudes that could occur for a single grid element 
in the scan plan. For a discrete scan in a single dimension, at any position 
of the ultrasonic probe, a defect of a given size, depth, and orientation is 
most reliably detected at that probe position if the defect lies within one-
half of the scan increment of that probe position. If the defect is farther 
than one-half of a scan increment away, its measured ultrasonic signal would 
be larger in amplitude, and so more detectable, at the next (or previous) 
probe position. Thus,the scan simulation algorithm emulates a scan by 
considering the probe to be at a fixed position while the defect location is 
varied relative to that probe location. 
Since determination of a POD value requires intensive numerical 
integration, it is not computationally feasible to rely upon the full 
measurement model to determine the ultrasonic signal amplitudes for all 
defect positions and orientations needed by the integration mesh (note, this 
is a 4-D integration for a 2-D scan where the defect has two orientational 
degrees of freedom). Therefore the measurement model-predicted amplitudes 
are fit in a least-squares sense to a simple 8-parameter analytic function of 
the positional and orientational degrees of freedom of the defect, which has 
been found in practice to reproduce, essentially exactly, the measurement 
model-predicted variability of signal amplitudes over modest ranges of a 
defect's variability. In practice, when a POD calculation is to be 
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performed, the measurement model is used to compute the signal amplitudes at 
three values of each of the defect's positional and orientational degrees of 
freedom, for a total of 81 points. On a VAX 11/780 computer, the measurement 
model portion of the calculation takes approximately 90 cpu-seconds to 
determine the 81 signal amplitudes, while the POD calculation using the 
simple analytic model takes about 10 cpu-seconds based upon 4096 integration 
points (8 signal amplitudes for each positional and orientational degree of 
freedom of the defect), which highlights the improved computational speed of 
this simple function approach. 
Next is the calculation and processing of the POD values. The result of 
this step consists of POD values for each defect size and depth specified in 
the scan simulation. A sample POD versus flaw size curve is shown in Fig. 2. 
Also indicated in this figure are several system qualification parameters of 
importance, MDF (minimum detectable flaw size), false-accept (FA) and false-
reject (FR) probabilities. In the figure, the MDF determination is based 
upon a POD > 0.90 criterion, which will be the qualification technique 
described in the remainder of this paper. Based upon such MDF determinations 
at a number of defect locations in a component, it is then possible to 
determine MDF = critical-defect-size contours throughout the component, and 
so qualify the inspection. Similarly, since FA and FR can be determined from 
a POD curve, as is indicated in Fig. 2, similar analyses could be performed 
using these as qualification figures of merit. 
EXAMPLES 
This section will illustrate the model-based qualification protocol 
along with experimental comparisons, where available. First, experimental 
and model predicted scan profiles and associated POD's for spherical voids 
below a cylindrical interface will be compared. This will be followed by a 
sample application of the model package to NDE system qualification. 
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Fig. 2. Typical POD vs flaw size curve, showing various system qualification 
parameters. 
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The first example to be presented, which addresses detectability of 
spherical voids below a cylindrical surface, will illustrate the technique of 
POD determination from model derived scan data. The particulars of this 
example are: 
Sample: 
Fused quartz plate 
2.54cm (1 in.) thick 
7.62cm (3 in.) cylindrical ·curvature 
Defects: 
Spherical voids (bubbles) 
Various sizes, depths 
Probes: 
0.635cm (0.25 in.) diameter 
Unfocussed 
5, 10, 15 MHz center frequency 
Scan: 
Normal incidence 
Continuous circumferential (cylindrical) scan 
Discrete axial index 
Threshold: 
50% DAC for #1 FBH 
The scan model "calibration" was effected by using the back-reflected signal, 
at normal incidence, from the back of the quartz sample through the 1 inch 
dimension. Since the scan is continuous in the circumferential direction and 
the flaws are isotropic scatterers, the only random degree of freedom of the 
defects is their axial position relative to the scan lines. Figure 3 shows a 
typical comparison of experimental and model-predicted curves of video 
amplitude as a function of axial position of the defect relative to the probe 
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Fig. 3. Comparison of experimental and model-predicted scan profiles for 
a spherical void below a cylindrical interface. 
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position. As is evident, the model does quite well at predicting the 
experimental signal amplitudes. 
Based upon the simulated and experimental scan results just mentioned, 
POD estimates can be determined. In this example, ultrasonic scattering 
noise is negligible, so the POD for a given size and depth spherical void is 
just the probability that its noise-free ultrasonic signal will exceed the 
detection threshold. Thus, if Ye denotes the range of axial defect positions 
for which the ultrasonic signals exceed the threshold, and if Ys is the axial 
scan index, then the POD is merely YeiYs (if Ye<Ys• otherwise POD=l). For a 
given size and depth of defect, Fig. 4 shows the variation in POD as a 
function of the scan index mesh size. The model clearly produces accurate 
estimates of POD values for this simple inspection case. 
Next, we consider the utility of the model in a more general NDE system 
qualification context. The specifics of this example are: 
0 
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Component: 
Annular forging, YASPALLOY[8] 
5.715cm (2.25 in.) thick 
8.89cm (3.5 in.) I.D., cylindrical curvature 
12.07cm (4.75 in.) O.D., cylindrical curvature 
Defects: 
Flat, circular cracks 
Alligned (+/- 5 deg.) with forging flow lines 
Various sizes, depths 
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0.635cm (0.25 in.) diameter 
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10 HHz center frequency 
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Fig. 4. Comparison of experimental and model-predicted POD vs axial scan 
increment for a spherical void below a cylindrical surface. 
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Scan: 
Normal incidence through O.D. 
Continuous circumferential (cylindrical) scan 
Discrete axial index= 0.254 em (0.10 in.) 
Threshold: 
50% DAC for #1 FBH 
As in the previous example, a normal incidence, back surface reflection was 
used as a reference signal for the scan model. Here, though, the defects 
have orientationally dependent scattering. Moreover, due to the presence of 
forging flow lines, the defects are assumed to have a nominal orientation 
that depends upon the flaw's position in the component. Figure 5 indicates 
the scan model validity by comparing the ultrasonic RF waveform obtained at 
normal incidence to a #3 FBH interrogated through a planar surface of the 
forging to its model-simulated counterpart. Evidently, the model, which 
approximates the FBH as an open, circular flat crack, accurately represents 
the experimental data. 
For system qualification, it is assumed that the key "figure of merit" 
to be ascertained is minimum detectable flaw size (MDF) as a function of 
location in the forging. Furthermore, it will be assumed that "detectable" 
means that POD> 0.9. (Figure 2 indicates this qualification parameter.) 
Also, since the detection criterion is that an ultrasonic indication exceeds 
50% of the amplitude of a #1 FBH, qualification in this example is relative 
to that threshold type. In order to address the problem of nominal defect 
orientation in the forging, it was necessary to make some assumption as to 
forging flow line topography. It was assumed that the flow surfaces were 
surfaces of revolution (axially symmetric) whose axial cross-sections were 
concentric parabolas of the form 
z = a - 2h( ~ ) 2 
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Fig. 5. Comparison of experimental and model-predicted RF waveforms from 
a #3 FBH in VASPALLOY forging. 
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where w is the forging thickness (2.25 in.), his the radial thickness (O.D. 
minus I.D.), y is axial position through the forging relative to the plane of 
axial symmetry, and z is radial distance. Based upon this ad hoc assumption 
of flow line shape, the nominal crack orientation depends sOiery-upon the 
defect's axial position in the forging, and not upon its depth below the 
cylindrical component surfaces. 
Figure 6 illustrates the qualification concept for this inspection 
scenario. Shown are contours of constant MDF in the cross-section of the 
forging. The inner contour (i.e., closest to the centerline of the forging) 
represents a MDF of 0.01905cm radius (0.015 in. diameter) with successive 
contours in 0.01905cm increments. As can be seen, the MDF becomes 
progressively larger (i.e., detectability gets worse) as one nears the edges 
of the component. This is due to the combined effects of a normally incident 
ultrasonic beam relative to the component 0.0. and the increased tilt of the 
cracks as one approaches the sample edges (due to the assumed flow lines). 
This result would highlight, for example, the inadequacy of the assumed scan 
plan for reliable 0.015 inch defect detectability throughout the component. 
Of course, if the flow lines are in fact known ahead of time, the scan plan 
could be adjusted to articulate the probe relative to the part surface so 
that the refracted ultrasonic beam is more favorably alligned with the 
nominal defect orientations. In addition, the component could be scanned 
from the I.D. and edges as well as through the 0.0. In such a case, MDF 
contours at any point in the component could be calculated based upon the 
maximum POD obtained from the total part scan. The simple example described 
here does, though, illustrate the technique. 
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.Fig. 6. Contours of constant minimum detectable flaw size (MDF) for 
VASPALLOY forging inspection system qualification example. 
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SUMMARY 
This paper has described the current implementation of a model-based 
software package and its application to qualification of ultrasonic NDE 
system qualification applicable to inspection of components with 
bicylindrical curvature which contain small spherical or crack-like defects 
and for which abberations in the ultrasonic beam, due to oblique incidence at 
a curved surface, e.g., are negligible. Several model upgrades to increase 
its range of applicability are currently under development. First, new 
scattering model approximations are being considered to relax the limited 
choice of defects. Vork in this area is directed toward enlarging the class 
of "small" defects which can be accurately modeled and toward modeling 
inspectability of "large" defects. In addition, the possibility of 
incorporating experimental scattering data (such as could be available 
through an enginnering database) is being considered. An enhanced ultrasonic 
beam model, based upon a Gaussian-Hermite function approach[9), is near 
completion. This approach allows explicit incorporation of beam abberations 
and can, with suitable modification, be applied to beam propagation in 
various classes of anisotropic media, which will find future applicability in 
modeling of inspection of graphite-reinforced epoxy composite components. 
Another area where enhancements are being considered is in the method 
for extracting POD values from the model data. Such approaches as log-
normal, etc. statistics will be investigated. Also considered will be 
probability distribution functions other than the uniform distribution to 
describe defect variability. The possibility of extracting confidence levels (to predict "90/9S" detectability, e.g.; i.e., POD= 0.90 with 9S% 
confidence) is under study, as well. Future work will also address the use 
of other qualification criteria, such as false reject probabilities. The 
goal of these modeling tasks is to develop a system qualification tool with 
general applicability which can subsequently be used as the "kernel" of a 
package to be incorporated in computer-aided-design activities to enable 
specification of component inspectability at the design stage. 
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