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Abstract
The necessary number of external signals or driver nodes needed to control a complex network has
emerged as an important measure of controllability. Here, we investigate how the degree sequence
of directed networks constrains the number of driver nodes. We develop a pair of algorithms that
take a directed degree sequence as input and output a network with the maximum or minimum
number of driver nodes such that the network does not have multi-links. We find an upper bound
for the maximum and a lower bound for the minimum number of driver nodes, and we show
that the algorithms always find realizations such that we reach these bounds for all real and
model networks, with a few exceptions characterized by very small system size and heterogeneous
degree distributions. Exploiting these algorithms, we introduce the notion of control complexity
to quantify how hard it is to control a network given its degree sequence, capturing the richness
of its structure beyond its degree distribution. Using a collection of real and model networks,
we numerically and analytically investigate how typical features of the degree distribution affect
the range of possible number of driver nodes and control complexity. We find that the minimum
number of drivers is determined by number of sources or sinks in the network, while the maximum
number of drivers is strongly affected by the presence of hubs. We also show that, strikingly, some
real networks that require a high number of driver nodes have very low control complexity. Finally,
we discuss the relationship between our work and established results concerning the role of degree
correlations and the control profile of networks.
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I. INTRODUCTION
The interface of network science and control theory provides a means to understand
underlying principles of controlling complex systems [1]. Social, biological, and man-made
complex systems are composed of many interacting parts, and the structure of the networks
formed by these interactions strongly influences their function, behavior, and resilience.
Therefore, it is particularly interesting to seek out existing methods and to develop new
methods of control theory that leverage the underlying network structure of dynamical
systems [2–6]. Such methods allow us to design strategies to influence the behavior of
complex systems and to characterize underlying mechanisms that inhibit or enhance control.
In this article, we investigate how the degree sequence of a directed network constrains its
controllability. Specifically, we develop algorithms to identify the maximum and minimum
number of external signals necessary to control networks with a given degree sequence.
Leveraging on these algorithms, we introduce the notion of control complexity, a measure
of network controllability that takes into account the constraints of the degree distribution
of the network. We then use these tools to systematically analyze a collection of real and
model networks.
We rely on the framework of structural controllability of linear systems [7]. It exploits the
deep connection between graph combinatorics and linear algebra, allowing us to effectively
study some control properties of directed networks. Specifically, we assume that a directed
complex network with N nodes is governed by linear time-invariant dynamics
x˙(t) = Ax(t) +Bu(t), (1)
where x(t) ∈ RN represents the state of the nodes, A ∈ RN×N is the weighted adjacency
matrix, u(t) ∈ RM represents M independent control signals, and B ∈ RN×M is the matrix
that identifies how the control signals are coupled to the network.
A dynamical system is controllable if it can be driven in finite time from any initial
state x0 to any final state x1 with a suitable choice of inputs u(t). Traditional methods
to determine controllability of a linear systems are impractical for large complex networks,
because they require accurate knowledge of all link weights and are numerically unstable [3,
8]. To overcome these difficulties, we turn to the theory of structural controllability. We
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say that matrix A∗ has the same structure as matrix A, if zero and non-zero elements of A
and A∗ are in the same location, the zeros are fixed, while the non-zero elements can have
different values. A linear system (A,B) is structurally controllable if there exists a pair of
matrices A∗ and B∗ with, respectively, the same structure as A and B such that (A∗,B∗)
is controllable. Importantly, if a network is structurally controllable, it is controllable for
almost all link weight combinations [7]. Therefore studying structural controllability of
typical weighted directed networks is equivalent to studying controllability in the original
sense. Although structural control theory was developed for simple directed networks [3, 7,
9, 10], it has been extended to multiplex networks [11, 12], temporal networks [13, 14], link
dynamics [15], and most recently undirected networks [16, 17].
The underlying network structure of a complex system specifies A, while typically many
choices of B allow full control. Often the minimum number of signals necessary for control is
used to quantify the controllability of a network, i.e., the minimum M such that there exists
a B ∈ RN×M rendering (A,B) controllable [3, 6, 15]. Reference [3] introduced the concept
of driver nodes as a minimal set of nodes that have to be controlled by independent signals
directly to ensure controllability of the network. The minimum number of independent
signals and driver nodes are equal; therefore the two are used interchangeably in recent
literature. Following convention, we denote the minimum number of independent signals or
drivers as ND.
Liu et al. mapped the problem of identifying ND of a directed network to finding the max-
imum matching in its bipartite representation [3]. Consider a directed network G = (V,E),
where V is the set of N nodes and E is the set of L directed links connecting these nodes. To
construct its bipartite representation Gˆ = (V +, V −, Eˆ), we split each node vi ∈ V into two
copies v+i ∈ V + and v−i ∈ V − and we add an undirected link (v+i − v−j ) ∈ Eˆ if there exists
a directed link (vi → vj) ∈ E in the original network. A maximum matching EˆMM ⊂ Eˆ is a
maximum cardinality set of links that do not share endpoints. The number of driver nodes
is determined by
ND = max(N − |EˆMM|, 1). (2)
This mapping provides computationally efficient and numerically robust tools to study con-
trollability of large complex networks. See Fig. 1a-b for an example.
The effect of typical structural properties of complex networks on ND has been thor-
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oughly investigated. Using a collection of real and model networks, Liu et al. showed that
the degree sequence of networks largely determines their controllability, and that degree het-
erogeneity inhibits control [3, 18]. Reference [19] showed that beyond degree distribution,
degree correlations of connected node pairs also affect ND, while community structure and
short-range loops added via randomized link-rewiring have little effect on controllability.
Here, we ask a complementary question: Instead of investigating how structural properties
affect ND, we are interested in how the degree sequence of a network constrains the maximum
and minimum value of ND. In Sec. II, we introduce a pair of algorithms that take a directed
degree sequence as input and output Gmax and Gmin, a pair of networks with maximum and
minimum number of driver nodes with that degree sequence. We show that these algorithms
output demonstrably correct results for realistic model networks and a diverse collection of
real networks. Identifying the maximum and minimum number of driver nodes allows us
to introduce the notion of control complexity, a measure of controllability that takes into
account the constraints of the degree sequence of networks. In Secs. III and IV, we apply our
algorithms to systematically investigate the possible range of ND and the control complexity
of real and model networks. In Sec. V, we discuss the relationship between our results and
previous work. Specifically, we probe the possible structure of Gmax and Gmin by adding
degree correlations through link rewiring, and we also apply our results to understand how
the degree sequence of a network constrains the control profile of the network [20, 21]. In this
paper, we provide a range of findings that extend and complement our current knowledge
on the relation of network structure and controllability, providing new insights and allowing
deeper understanding of previously established results.
II. MAXIMUM AND MINIMUM DRIVER NODE PROBLEM
In this section, we introduce the problem of constructing networks with maximum and
minimum number of driver nodes and we develop algorithms to solve them. First, consider
a bi-degree sequence (BDS), i.e., N pairs of integers (k+1 , k
−
1 ), . . . , (k
+
N , k
−
N), where k
+
i and
k−i are the assigned out- and in-degree of node vi, respectively. A BDS is graphical, if there
exists a directed network G = (V,E) with the given degree sequence, such that it does not
contain double links, while self-loops are allowed. Network G is called a graphical realization
of the BDS.
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To determine if a BDS is graphical or not, we use the Havel-Hakimi (HH) algorithm [22,
23]. In addition, if the BDS is graphical, the HH algorithm constructs the bipartite represen-
tation Gˆ = (V +, V −, Eˆ) of a graphical realization. We start with two sets of N unconnected
nodes, V + and V −. We assign k+i out-stubs to each node v
+
i ∈ V + and k−i in-stubs to each
node v−i ∈ V −. We now pick a node v+i ∈ V + and we reduce V − by v+i , that is we form
links by connecting the out-stubs of v+i to the k
+
i nodes in V
− that have the most unused
in-stubs. If there are less than k+i available nodes in V
−, the process is unsuccessful. We
repeat this step for all nodes in V +. Generally, we say S ⊆ V − is reducible by R ⊆ V + if
we can reduce S by all nodes in R iteratively. The BDS is graphical if we can reduce V − by
the nodes in V + and there are no unconnected stubs in V − remaining.
The HH algorithm creates one graphical realization; generally, however, there are many
realizations of a BDS. We are interested in finding the realization Gmax (Gmin) that requires
the most (least) independent signals for control. In the following, we develop algorithms to
construct Gmax and Gmin using the HH algorithm as an important building block. Note that
here we allow self-loops in the graphical realizations. However, the designed algorithms can
be adopted to the case of self-loop free networks using the machinery developed in Ref. [24].
A. Maximum driver node networks
Our goal is to construct Gmax, a graphical realization of a given BDS that requires the
maximum number of control signals NmaxD . Due to the mapping between the minimum
control signal and the maximum matching problems, this is equivalent to finding a realization
with the the smallest maximum matching. We first find a simple upper bound for NmaxD ,
then we introduce an algorithm that aims to construct a realization that achieves this bound.
We start by recalling Ko˝nig’s theorem, which states that the size of the maximum
matching in a bipartite network Bˆ = (V +, V −, Eˆ) is equal to the size of its minimum
vertex cover [25]. A minimum vertex cover is a minimum cardinality subset of nodes
Vmvc ⊂ V + ∪ V −, such that each link e ∈ Eˆ is adjacent to at least one node v ∈ Vmvc.
Therefore to construct a network with maximum driver nodes, we need to construct a net-
work with minimum |Vmvc|. To do this we color a set of nodes black and the rest of the
nodes white, and we then attempt to construct a graphical network such that the black
nodes form a vertex cover. For the black nodes to be a vertex color, we require that all links
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are adjacent to at least one black node; therefore to minimize |Vmvc| our strategy is to color
high-degree nodes black.
To obtain an upper bound of NmaxD , we sort the nodes V
+ ∪ V − in descending order
according to their degrees and color nodes black until
∑
vi∈B+
k+i +
∑
vi∈B−
k−i ≥ L (3)
is satisfied, where B+ and B− are the set of black nodes in V + and V −, respectively. The
remainder of the nodes are colored white. Clearly, |B+| + |B−| is a lower bound of the
minimum vertex cover for any realization of the BDS; and therefore an upper bound for the
maximum number of drivers is
NmaxD ≤ N − |B+| − |B−| = NUBD . (4)
If the network has a heterogeneous degree distribution, i.e., there exists hubs with much
higher number of connections than the average degree, a small number of black nodes are
sufficient to satisfy the above inequality. Therefore, NmaxD is expected to be high for hetero-
geneous degree distributions, and more restrictive for homogeneous distributions.
We now propose an algorithm that aims to construct a Gˆmax such that the upper bound
in Eq. (4) is achieved. The general idea is to color a set of nodes black following the same
strategy as above, then search for a graphical realization such that each link is adjacent to
at least one black node. If such realization is not possible, we systematically increase the
number of black nodes until we find one.
To check if a BDS with a given coloring B+ and B− is graphical, we iteratively apply
the HH algorithm. First, we reduce black nodes B+ by V − \B−. Note that even if the step
is successful, nodes in B+ may have unconnected stubs remaining. We then reduce black
nodes B− by V + \ B+. Finally, we connect the leftover stubs by reducing the remainder of
B+ by the remainder of B− [26]. If all reductions are successful, the coloring is graphical,
i.e., the BDS is graphical subject to the coloring constraint and we found Gmax. If we are
unsuccessful, we increase the number of black nodes. The pseudo-code of this algorithm is
provided in Alg. 1 and Fig.1(c,d) provides an example of applying the algorithm.
The algorithm colors the highest out- and in-degree nodes of V + and V − and in the worst
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case it has to check N2 possible colorings. However, the number of candidate colorings are
decreased by requiring that they satisfy Eq. (3). Furthermore, in Secs. III and IV we will
see that the BDSs of real and model complex networks, with very few exceptions, satisfy
the upper bound in Eq. (4). This means that (i) the algorithm only has to consider one
candidate coloring and therefore terminates very quickly, and (ii) in these cases the heuristic
Alg. 1 indeed successfully finds the best Gmax.
Also note that the algorithm generates one possible Gmax; typically, however, there are
many realizations with the same number of driver nodes. In Sec. V, we will explore such
other realizations by rewiring Gmax such that the coloring of the nodes is respected.
Algorithm 1 Finding the graphical realization with maximum control signals for BDS D
Input: Bi-degree Sequence D = {(k+i , k−i ), i = 1, . . . , N},
Output: Realization with maximum control signals Gmax.
1: function HH graphical(D,B−, B+)
2: if B− is not reducible by V + \B+ then return false
3: (B−, V + \B+)← reduce B− by nodes in V + \B+
4: if B+ is not reducible by V − \B− then return false
5: (B+, V − \B−)← reduce B+ by nodes in V − \B−
6: if B− is not reducible by B+ then return false
7: return true
1: Sort k+ = [k+i ],k
− = [k−i ], i = 1, . . . , N , lists in descending order
2: for NB ← 2 to N do
3: for NB+ ← 1 to NB do
4: NB− ← NB −NB+
5: if
∑NB+
i=1 k
+
i +
∑NB−
j=1 k
−
j ≥ L then
6: B+ = [k+i ], i = 1, . . . , NB+ , B
− = [k−j ], j = 1, . . . , NB−
7: if HH GRAPHICAL(D,B−, B+) then
8: Gmax ← realization of D with B−, B+ coloring constraint
9: return Gmax
B. Minimum driver node networks
We now turn our attention to constructing Gmin, a graphical realization of a given BDS
that requires the minimum number of control signals NminD , or equivalently, the realization
with the largest maximum matching. Similarly to the previous section, we first find a simple
lower bound for NminD , then we introduce an algorithm that aims to construct a realization
that achieves this bound.
A matching is a set of links that do not share endpoints; therefore, in a bipartite network
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Gˆ = (V +, V −, Eˆ) a matching cannot be larger than the number of nodes with non-zero
degree in V + or in V −. This means that a lower bound for the minimum number of drivers
is
NminD ≥ max(N+0 , N−0 ) = NLBD , (5)
where N+0 is the number of sinks, i.e., nodes with zero out-degree, and N
−
0 is the number of
sources, i.e., nodes with zero in-degree. Therefore, networks with a high number of sources
and sinks are expected to restrict the possible number of driver nodes more, i.e., have high
NminD .
We now propose an algorithm that aims to construct a Gˆmin such that this lower bound is
achieved. We again start with two sets of N unconnected nodes, V + and V −, and each node
is assigned stubs corresponding to their prescribed degrees. Before attempting to connect
the stubs, we arrange the nodes on both sides in descending order according to their degrees,
and we color one of the stubs red of the first N−max(N+0 , N−0 ) nodes on both sides, and the
remainder of the stubs are colored blue. Now we sequentially form links such that only stubs
of the same color are allowed to be connected to each other. If a graphical realization exists
that satisfies this additional constraint, the set of red links form a matching corresponding
to the bound in Eq. (5). If such realization is not possible, we systematically lower the
number of red stubs, until we find one.
To check if a BDS with coloring is graphical, we modify the HH algorithm. In each step,
we pick a node v+i ∈ V +. If node v+i has a red stub, connect the red stub to the node in
V − that has the most unconnected stubs and has an available red stub. Then we connect
its blue stubs to the nodes in V − with the most unconnected stubs. We repeat this step for
all nodes in V +. If we successfully connect all stubs, the BDS with coloring is graphical. If
at any step, we run out of available nodes or if at the end we have unconnected stubs left
over, then we failed to find a graphical realization with the current coloring and we reduce
the number of red stubs. For this, we pick the red stub that belongs to the node with the
smallest possible degree in both V + and V −, and we change its color to blue. We repeat
this until we find a graphical coloring. Following this strategy, we have to check at most
N −max(N+0 , N−0 ) ≤ N candidate colorings. We provide the pseudo-code for the process in
Alg. 2 and a small example in Fig. 1e,f.
In Secs. III and IV, we apply Alg. 2 to the BDS of a collection of real complex networks
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and power-law distributed model networks. We find that our algorithm achieves the lower
bound given in Eq. (5) for all real networks and all model networks with sensibly chosen
parameters. This means that (i) in these cases our algorithm indeed successfully finds the
best Gmin, (ii) the algorithm only has to consider only one candidate coloring and therefore
it terminates quickly.
Note that this algorithm, similar to the Alg. 1, generates one possible Gmin; typically,
however, there are many realizations with the same number of driver nodes. In Sec. V, we
will explore such other realizations by rewiring Gmin such that the coloring of the nodes is
respected.
Algorithm 2 Finding the graphical realization with minimum required control signals for
BDS D
Input: Bi-degree Sequence D = {(k+i , k−i ), i = 1, . . . , N},
Output: Realization with minimum control signals Gmin.
1: function HH graphical(D,M)
2: Sort V +, V − lists in descending order based on their degrees
3: Color one stub of the first M elements of V +, V − as red and the remaining by blue
4: for each node v+ do
5: if v+ has red out-stub then
6: reduce the first red-stub in V − about v+
7: if v+ has blue stubs then
8: if blue stubs of V − is reducible about blue stubs of v+ then
9: reduce the blue stubs of V − about the blue stubs of v+
10: else
11: return false
12: return true
1: N+0 ← number of sinks, N−0 ← number of sources
2: M ← N −max{N+0 , N−0 }
3: while not
(
HH GRAPHICAL(D,M)
)
do
4: M ←M − 1
5: Color one of the stubs red of the first M nodes on both sides
6: Gmin ← realization of D with coloring constraint
7: return Gmin
III. REAL NETWORKS
We now apply our algorithms to analyze a collection of real networks. For each network,
we calculate ND, the number of driver nodes necessary to control the original network. We
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J
A+ B+ C+ D+ E+ F+ G+ H+ I+ J+
A− B− C− D− E− F− G− H− I− J−
(a)
(b)
A+ D+ E+ B+ C+ H+ I+ J+ F+ G+
H− D− B− F− J− C− G− I− E− A−
(c)
A
B C
E
IJ
HD
F G
(d)
A+ E+ D+ B+ C+ H+ I+ J+ F+ G+
H− D− B− F− J− C− G− I− E− A−
(e)
A
H D
E
B
F
C
J
I G
(f)
FIG. 1. (a) A network with N = 10, L = 11, N−0 = 1, N
+
0 = 2. (b) The corresponding undirected
bipartite representation with a maximum matching highlighted in red. Unmatched nodes (blue) on
the in-side are the driver nodes. (c) Applying Alg. 1 to find Gmax. On the out-side A
+, D+, E+, B+
and on the in-side D−, H− are colored black. The black nodes are reduced by non-black nodes on
the other side and there remains no residual black out- and in-stubs. (d) Gmax requires N
max
D =
NUBD = 4. (e) Applying Alg. 2 to find Gmin. Color one stub red for the first N −max(N+0 , N−0 ) = 8
nodes on both sides and the rest of the stubs are colored blue, and we form links such that only
stubs with the same color are connected. (f) Gmin requires N
min
D = N
LB
D = 2.
then measure NmaxD and N
min
D together with their corresponding upper and lower bounds
provided by Eqs. (4) and (5). Finally, we randomize each network preserving their degree
distribution and measure N randD , the number of drivers averaged over 20 independent ran-
domizations. We summarize these results along with descriptions of the datasets in Table I.
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Figure 2(a) shows the results of the measurements normalized by the number of nodes in
each network. The first notable observation is that for all real BDSs Alg. 2 finds graphical
realizations such that nminD = N
min
D /N reaches its lower bound; and Alg. 1 finds realizations
such that nmaxD = N
max
D /N is equal to its predicted upper bound for all but three exceptions.
These exceptions are three of the four food webs: mangwet, baywet, and littlerock. As we
will discuss more in the next section, the reason why nmaxD does not reach its bound in these
cases is rooted in their small size and their very broad in- or out-degree distributions.
The number of driver nodes needed to control a graphical realization of a BDS is restricted
to the range [nminD , n
max
D ]. In Fig. 2, we ordered the networks according to n
max
D − nminD such
that networks with the least restrictive BDS are to the left, and the most restrictive ones
are to the right. For some networks, like the airline or bitcoin networks, there both exist
realizations such that we need considerably more or considerably less driver nodes than
the original networks or their randomized counterparts. While other networks, like gene
transcription networks and some trust networks, are characterized by a very narrow range
[nminD , n
max
D ]; and therefore their BDS largely determines nD.
To understand which features of the BDS affect the range of possible nD values, recall
that in Sec. II we showed that NminD increases with increasing number of sources or sinks,
and NmaxD is high for networks with large hubs. Sparse networks with low average degree
typically have many sources and sinks, which narrows the range [nminD , n
max
D ]. The role of het-
erogeneous degree distribution is less straight forward: heterogeneous networks have large
hubs, increasing nmaxD ; however, heterogeneous networks also typically have more sources
and sinks than homogeneous networks with the same average degree, increasing nminD . Ulti-
mately, the balance of these two features determines the net effect of degree heterogeneity
on [nminD , n
max
D ].
The fraction of driver nodes needed to control a network is determined by the degree
sequence of the nodes and how these nodes are connected to each other. To quantify the
effect of network structure beyond the degree sequence, we introduce the control complexity
of a network as
ν =
ND −NminD
NmaxD −NminD
. (6)
Control complexity is normalized such that ν = 1 if the network is the hardest and ν = 0
if it is the easiest to control given its BDS; high ν values indicate richer internal structure
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with respect to controllability. Previously, we showed that NmaxD and N
min
D are equal to
their upper and lower bounds for the exceeding majority of networks; we can, therefore,
accurately estimate ν using these bounds. However, to generate a graphical realization with
NmaxD or N
min
D driver nodes, we still have to use Algs. 1 and 2.
On Fig. 2(b), we show ν for the collection of real networks. Strikingly, networks that are
considered hard to control with respect to nD, such as transcription, p2p, and some trust
networks, have very low control complexity. This means that most driver nodes in these
networks are either sources or sinks. Other networks, such as electronic circuits and food
webs, have higher ν values than nD, meaning that the complexity of their structure beyond
their BDS is what makes these networks hard to control.
Interestingly, we find two types of trust networks: some have high nD and low ν (Slashdot,
Napa, Central Coast, and WikiVote) and others have comparable nD and ν (Prison Inmate,
Advogato, BitcoinOCT, and BitcoinAlpha). In trust networks a link from individual a to
b indicates that b trusts or seeks advice from a. Networks in the first group rely on a few
highly trusted actors, i.e., network structure is dominated by star-like patterns. For exam-
ple, Ref. [27] showed that the networks representing influence between viticulture growers
(Central Coast and Napa) are centered around a few disproportionately influential actors.
On the other hand, trust networks in the second group have less centralized structure. For
example, in the networks extracted from online platforms where Bitcoin users vouch for
their peers (BitcoineAlpha and BitcoinOCT ) no central authority exists, trust distributed
and encoded in the network structure.
Finally, on Figs. 3a,b we plot ν against the maximum of the fraction of sources or sinks
p0 = max{N+0 , N−0 }/N and the degree heterogeneity H = max{H+, H−}, where
H+/− =
1
cN2
N∑
i,j=1
|k+/−i − k+/−j | (7)
and k
+/−
i is the out- or the in-degree of node i [3]. We find negative correlation between ν
and p0, i.e., the presence of sources and sinks typically reduces control complexity. Networks
with a surprising amount of sinks, such as Slashdot, have very low corresponding control
complexity. Figure 3b shows a similar negative correlation between ν and H; this relation-
ship, however, has to be interpreted carefully. In the coming section, we will see for model
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FIG. 2. (a) nD, n
min
D , n
max
D for different real networks and their corresponding bounds with the same
BDS. nrndD is for random networks with the same BDS. (b) The corresponding ν value for actual
and the random networks. In (a) and (b) the results for the random case is the average value for
20 randomizations of the network by edge rewiring when in some cases the standard deviation is
smaller than the marker size.
networks that increasing degree heterogeneity of model networks in fact may increase ν.
The apparent contradiction is resolved noticing p0 and H are not independent quantities:
heterogeneous networks have more sources and sinks than homogeneous networks with the
same average degree. Indeed, we observe a strong positive correlation between p0 and H for
the real networks (Fig. 3c).
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FIG. 3. (a) Scatter plot showing the relationship between p0 = max{N+0 , N−0 }/N and nD and
ν, increasing the sources and sinks increases the number of driver nodes, yet typically decreases
control complexity. (b) The relationship between H = max{H+, H−} and nD and ν shows similar
pattern. (c) The similar relationship is explained by the strong positive correlation between H and
p0.
IV. MODEL NETWORKS
In this section, we systematically investigate how various characteristics of degree dis-
tributions affect nmaxD , n
min
D , and the control complexity ν using model networks. Also, we
demonstrate through simulations and analytical arguments that nmaxD and n
min
D are equal to
their corresponding upper and lower bounds for typical degree sequences, with the exception
of very small and very heterogeneous networks.
For our investigations, we need to generate degree sequences (i) that are drawn from a
tunable degree distribution, we are particularly interested in degree heterogeneity and the
presence of sources and sinks, and (ii) that are graphical even for small samples and highly
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heterogeneous degrees. To achieve this, we use a generalized version of the directed static
model [3, 28, 29]. To simplify notation, we only consider networks with symmetric out- and
in-degree distribution, i.e., pout(k) ≡ pin(k) ≡ p(k); however, all of our results are easily
extended to the general case. To generate a network, we start with N unconnected nodes,
and we assign a weight wi = i
−α/(
∑
j j
−α) to nodes i = 1, 2, . . . , N − N0 where α ∈ [0, 1),
and wi = 0 to nodes i = (N −N0 + 1), . . . , N . We then randomly select two nodes i and j
with probability wi and wj, respectively, and if there is no directed link from node i to j,
we connect them. We repeat this step until L links are added. Setting N0 = 0 we obtain
the original static model [28, 29].
The resulting network has average in- and out-degree c = L/N and both its out- and
in-degree distributions can be approximated as a sum of binomial distributions
p(k) =
1
N
N∑
i=1
(
L
k
)
wki (1− wi)L−k. (8)
For large N , the degree distributions are further approximated as
p(k) = n0δ0,k +
[c(1− n0)(1− α)]1/α
α
Γ(k − 1/α, c[1− n0][1− α])
Γ(k + 1)
, (9)
where n0 = N0/N , δj,k is the Kronecker delta, Γ(z) is the gamma function, and Γ(z, a) is the
upper incomplete gamma function [30]. The tail of the distribution decays as a power-law,
i.e.,
p(k) ' [c(1− n0)(1− α)]
1/α
α
k−(1+1/α) ∼ k−γ, (10)
where γ = 1 + 1/α is the degree exponent.
The expected degree of node i is ci = wiL; and i = 1 provides the expected maximum
degree in the network:
kmax =
L∑N−N0
j=1 j
−α ≈ c(1− n0)(1− α)(N −N0)
α. (11)
Note that alternatively we could use the configuration model to generate networks, which
would allow us to directly choose the degree distribution p(k). The advantage of the static
model is that it always generates a graphical degree sequence, while in case of the configu-
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ration model this becomes increasingly difficult for heterogeneous degree distributions, i.e,
as degree exponent γ approaches 2. The disadvantage of the static model, however, is that
for γ < 3 the expected number of links between some node pairs become greater than one.
Since multiple links are not allowed, excess links are rewired; and Eq. (8) becomes only
approximate. This effect is the strongest for degree exponents close to 2, but the correction
becomes less pronounced as network size increases.
A. Maximum and minimum driver nodes
We now investigate how average degree, degree heterogeneity, and the fraction of sources
and sinks affect nmaxD , n
min
D , and ν. In addition to numerical measurements, we also provide
analytical formulas for the upper bound of nmaxD and the lower bound of n
min
D .
In Sec. II B, we showed that the lower bound of the number of driver nodes is simply the
maximum of the number of sources or sinks. Therefore, following Eqs. (8) and (9) we get
nLBD = p(0) = n0 +
N−N0∑
i=1
e−cNwi ≈
≈ [c(1− n0)(1− α)]
1/α
α
Γ(−1/α, c[1− n0][1− α]).
(12)
Expanding for large average degree, we get nLBD − n0 ∼ Exp(−Ac)c−γ, where A = (1 −
n0)(1− α).
Obtaining the upper bound nUBD is less straight forward. Recall that in Sec. II A, we
derived the upper bound by coloring the highest degree nodes black in the bipartite repre-
sentation of the network until the number of links adjacent to black nodes was at least L,
and the upper bound is then NUBD = N−|B+|−|B+| where B+ and B− are the sets of black
nodes in the two sides of the bipartite representation. Since we only consider symmetric
degree distributions, we can write
nUBD = 1− 2nB, (13)
where nB is the expected fraction of black nodes on either side of the bipartite network.
We color the nodes black starting from the highest degree, meaning that we color all nodes
black with degree larger than some degree k0 and a q fraction of nodes that have degree k0.
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We require that at least half of the links must be adjacent to black nodes; therefore k0 and
q must satisfy the equation
k0q +
∞∑
k=k0+1
kp(k) = 0.5 c. (14)
Numerically solving this equation we obtain k0 and q, which in turn provide
nB = q +
∞∑
k=k0+1
p(k). (15)
We can also obtain an approximate closed-form solution by using the asymptotic form of
p(k) provided in Eq. (10) and a continuous degree approximation:
∫ ∞
k0
[c(1− n0)(1− α)]γ−1
α
k−γ+1dk = 0.5c. (16)
Solving the above equation provides k0, which we can use to calculate the fraction of black
nodes
nB ≈
∫ ∞
k0
p(k)dk =
(
2
1− n0
)− γ−1
γ−2
. (17)
This indicates that as γ approaches 2 a vanishing fraction of nodes will be colored black; and
therefore nUBD approaches 1. Notably, the solution does not depend on the average degree;
we have to consider, however, that this solution is expected to well approximate the exact
solution for homogeneous and dense networks.
Figure 4 shows results for model networks. We generate instances of BDSs and we
calculate nD, n
min
D , n
max
D , n
LB
D , and n
UB
D , while systematically changing the degree exponent
γ, the average degree c, and the parameter n0. The symbols are numerical measurements
and continuous lines are analytical results – the numerical measurements and theory are in
great agreement, except for very heterogeneous degree distributions where finite size effects
become non-negligible. We observe that, similarly to real networks, the lower bound nLBD
and the upper bound nUBD are exactly equal to the n
min
D and n
max
D , respectively. In the next
section, we will show that the lower and upper bounds are not reached only for very small
and heterogeneous networks.
The minimum fraction of driver nodes nminD is equal to the fraction of zero-degree nodes,
the parameter n0 tunes the number of sources and sinks; therefore, increasing n0 increases
nminD (Fig. 4c). Decreasing the average degree c or the degree exponent γ indirectly increase
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the number of sources and sinks, therefore also increase nminD (Figs. 4a-b). The maximum
fraction of driver nodes nmaxD depends on high-degree nodes; therefore the degree exponent γ
has the strongest, while c and n0 have a weaker effect on n
max
D . In fact, we showed in Eq. (17)
that nUBD , and therefore n
max
D , is approximately independent of c, which is supported by
numerical results (Fig. 4b). The fraction of driver nodes nD for the static model is typically
closer than its minimum than its maximum; and approaches nminD as γ, c, or n0 increases.
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FIG. 4. (a) nD for power-law networks generated by static model with N = 1000, N0 = 0 nodes and
E = 3000 links for different values of γ. (b) nD for model networks with N = 1000, N0 = 0, γ = 2.7
where the average degree is changing from 1 to 7. (c) nD for model networks with N = 1000, γ = 2.7
where N0 is changing from 0 to 0.7N . The empirical results shows the the average and standard
deviation of 20 runs.
Next, we examine the control complexity ν of model networks. Figure 5 shows ν as
a function of the degree exponent γ and the parameter n0 for various values of average
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FIG. 5. (a) Variation of ν against γ for different values of average degree c, (b) Variation of ν
against n0 for different values of γ. Lines show the analytical results and symbols show the average
and standard deveation of 20 runs for generated networks with N = 1000 nodes.
degree c. The continuous lines represent analytical results; since we found that nminD = n
LB
D
and nmaxD = n
UB
D , we calculate ν using the analytical solution of n
LB
D and n
UB
D provided in
Eqs. (12) and (13), respectively. We find that similarly to the fraction of driver nodes nD [3],
control complexity ν is increased by degree heterogeneity; however, unlike nD, increasing
average degree c decreases ν. We increase the fraction of sources and sinks by increasing the
parameter n0, Fig. 5b shows that increasing the n0 leads to low ν even for very heterogeneous
networks. This is in line with what we found for real networks: on Fig. 2 we found a group
of networks that are characterized by high nD yet low ν, and these networks had very high
fraction of sources or sinks.
B. Effectiveness of the upper and lower bound
We previously found for both the model and the real networks we investigated that the
maximum fraction of driver nodes nmaxD is equal to its upper bound n
UB
D (with the exception
of a few food webs) and that the minimum fraction of driver nodes nminD is equal to its lower
bound nLBD always. In this section, we use numerical simulations and analytical arguments
to show that nmaxD and n
min
D are not equal to their respective bounds only for very small and
heterogeneous networks.
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We generate BDSs while systematically changing the number of nodes N and the degree
exponent γ, and we compare the nminD to its corresponding lower bound n
LB
D . Figure 6a shows
the probability that nmaxD = n
UB
D , we find that the equality does not hold for very small or
very heterogeneous networks. Finding nmaxD 6= nUBD means that Alg. 1 fails when attempting
to create a graphical realization corresponding to the equality. Recall that the algorithm
works by taking the bipartite representation of the BDS and coloring a set of the highest
degree nodes black such that NUBD = N − |B+| − |B+| where B+ and B− are the sets of
black nodes on the two sides of the bipartite representation, the rest of the nodes are colored
white. Then it attempts to create a graphical realization with the additional requirement
that no two white nodes are connected to each other. Through numerical investigations of
the static model, we found that if nmaxD 6= nUBD , Alg. 1 fails at connecting the highest degree
white node. Using Eq. (14), we found for large enough networks that the maximum degree
of white nodes k0 is constant, e.g., it does not depend on N . To connect this white node
without creating double links, we require at least k0 black nodes on the other side of the
bipartite BDS. On the other hand, using Eq. (15), we found that the number of black nodes
is
NB ∝ N. (18)
The algorithm fails if k0 > NB; since k0 does not depend on system size, we expect this to
happen only for small networks, and nmaxD = n
UB
D holds true for large networks always.
Figure 6b shows the probability that nminD = n
LB
D . We find that it is even less likely
that the equality does not hold than for the maximum driver node case and the region
where it happens is restricted to even smaller and more heterogeneous networks. The fact
that nminD 6= nLBD means that Alg. 2 fails when attempting to wire a graphical realization
corresponding to the lower bound. Recall that Alg. 2 does this by taking the bipartite rep-
resentation of the BDS, and coloring one stub red of each of the N −max(N+0 , N−0 ) highest
degree nodes while coloring the rest of the stubs black, where N+0 , N
−
0 is the number of nodes
with zero-degree on the two sides of the BDS. The algorithm then attempts to connect the
black stubs, and, if successful, finally pairs the red stubs. Through our numerical measure-
ments we found that when nminD 6= nLBD the algorithm most frequently fails at connecting the
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black stubs of the highest degree node. Following Eq. (11), the highest expected degree is
kBmax = kmax − 1 ∝ Nα, (19)
for large enough networks. To connect these stubs without creating double links, we require
at least as many nodes with nonzero black stubs on the other side of the bipartite repre-
sentation. In model networks with symmetric in- and out-degree distributions, we color one
stub red for each node; therefore the number of nodes with atleast one black stub is
NBnz = (1− p(0)− p(1))N. (20)
The algorithm fails if kBmax > N
B
nz; since α < 1 we only expect this to happen for very small
networks, and nminD = n
LB
D holds true for large networks always.
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FIG. 6. (a) The probability of nmaxD = n
UB
D for networks with c = 15 generated using the static
model. (b) The probability of nminD = n
LB
D for networks with c = 2 generated using the static
model. The probabilities were estimated using 1000 independent realizations.
V. RELATION TO PREVIOUS WORK
In this section, we discuss the relationship between our work and previous work on net-
work control, and we show that understanding how the degree distribution constrains the
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number of driver nodes allows us to better interpret established results. We focus on two
main findings, the role of degree correlations between connected node pairs and the so-called
control profile of complex networks [19, 20].
A. Degree correlations
Reference [19] investigated how higher order structural features beyond the degree dis-
tribution affect the fraction of driver nodes nD needed to control complex networks. The
authors found that out-in degree correlations, i.e., correlations between the out-degree of
source node and the in-degree of the target node at the two ends of a directed link, have
a strong effect on nD. Specifically, they added correlations via randomized rewiring of
networks while keeping the degree distribution fixed, and they showed that negative out-
in degree correlation increased, while positive correlation decreased nD. Here, we explore a
complementary question: what structural patterns characterize the maximum and minimum
driver node networks for a given degree sequence? Taking a network produced by Algs. 1
or 2 and measuring its degree correlations, however, would be misleading, since these algo-
rithms provide only one out of many possible realizations of maximum or minimum driver
node networks. Instead, we investigate the range of possible realizations using link rewiring
algorithms that preserve both the degree distribution of the network and the number of
driver nodes.
We first map out the range of possible degree correlations for the maximum driver node
realizations of the real networks listed in Table I. For each network we start by generating
a bipartite representation of a maximum driver node network using Alg. 1 with its cor-
responding black and white node coloring. We then rewire the network to maximize the
out-in degree correlation measured by the Pearson coefficient r, while preserving the degree
distribution and the number of driver nodes. For this, we randomly select two links (v+, v−)
and (w+, w−) and rewire them creating links (w+, v−) and (v+, w−) if (i) they increase the
out-in correlation, (ii) the new links do not create double links, and (iii) they do not violate
the coloring, i.e., they do not connect two white nodes. The last condition ensures that the
number of driver nodes does not change. We repeat this step until r reaches a stationary
value rmax. We then similarly find the minimum possible correlation rmin. And finally, we
apply a very similar rewiring procedure to study the minimum driver node realization of the
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network produced by Alg. 2.
Figure 7 shows the range of degree correlations of the maximum and minimum realiza-
tions of real networks. Overall we find consistent results with Ref. [19]: maximum driver
node networks are typically characterized by lower, while minimum driver node networks by
higher out-in degree correlations. However, mapping out the range of possible correlations
reveal that there is room for deviation from this pattern. For some networks, such as the
Little Rock food web or the E. coli and yeast transcription networks, the possible correlation
coefficient values for the maximum and minimum driver node realizations significantly over-
lap; therefore, some maximum driver node realizations have weaker or more negative in-out
correlation than some minimum driver node realizations. This means that using a simple
correlation coefficient to summarize degree correlations in some cases may not be sufficient
to predict controllability of networks.
Note that our method to map out possible correlations is not exhaustive and may under-
estimate the range of coefficient values because (i) the rewiring scheme itself is a heuristic
and (ii) we fix the coloring of the networks and other realizations with the same number of
driver nodes may exist that do not correspond to that particular coloring.
B. Control Profile
The control profile of networks was introduced to characterize the origin of driver
nodes [20]. It classifies the driver nodes into three categories: (i) Sources, drivers that
correspond to nodes with zero in-degree; the number of sources is, therefore, Ns = N
−
0 .
(ii) External dilations, drivers that are required if there is an excess of sinks compared
to sources; the number of external dilations is Ne = max(0, N
+
0 − N−0 ). And (iii) Inter-
nal dilations, driver nodes that cannot be explained by the presence of sources or sinks,
and are needed due to bottlenecks in the internal structure of the network; the num-
ber of internal dilations is Ni = ND − Ns − Ne. The control profile is then defined as
(ηs, ηe, ηi) = (Ns/ND, Ne/ND, Ni/ND), where ηs + ηe + ηi = 1. In Ref. [21], using degree
preserved randomizations the authors demonstrated that the degree sequence of networks
does not completely determine their control profile. Here, using Algs. 1 and 2 we precisely
determine the range of the control profile where networks with given degree sequence are
constrained to.
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FIG. 7. The range of out-in degree correlations for the maximum and minimum driver node real-
izations of real networks. The strength of the out-in degree correlation is measured by the Pearson
correlation coefficient. The green dots provide the correlation values of the original networks, and
the vertical lines indicate its possible values for the maximum and minimum driver node case acce-
sible via edge rewiring while preserving the degree distribution and the number of required control
signals.
Figure 8 shows the ternary plots of the control profiles of a selection of real networks.
The control profile of a network is ultimately determined by three quantities: the number of
sources N−0 , the number of sinks N
+
0 , and the number of driver nodes ND. The number of
sources and sinks is determined by the degree sequence; therefore under degree preserving
rewiring the control profile can only change through changes in ND. This also means that
the possible control profiles accessible through degree preserving rewiring are confined to a
one dimensional segment (dashed line in Fig. 8). One end of the segment corresponds to
the minimum driver node realization of the network, indicated by a blue cross in Fig. 8. We
showed that for all real and all reasonable model networks NminD = max(N
−
0 , N
+
0 ); therefore
the control profile can always reach a point where ηi = 0. The other end of the segment
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FIG. 8. Control profiles of a selection of real networks. We show the control profile of the original
network (green dot), the maximum driver node realization (red cross), and the minimum driver
node realization (blue cross). The dashed line indicates the region accessible by degree preserving
rewiring.
corresponds to the maximum driver node realization of the network at
(ηs, ηe, ηi) =(Ns/N
max
D , Ne/N
max
D , 1−max(N−0 , N+0 )/NmaxD ) =
=(Ns/N
max
D , Ne/N
max
D , 1−NminD /NmaxD ),
(21)
indicated by a red cross in Fig. 8. Networks with ηi ≈ 1 are called internal dilation dom-
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inated, and a network can be rewired to be internal dilation dominated if NmaxD is much
larger than NminD , for example, the mangwet food web or the E. coli metabolic network.
VI. CONCLUSION
By relying on the concept of graphicality, our work introduces a novel set of tools to study-
ing controllability of complex networks. We developed algorithms and analytical methods
to investigate how the degree sequence of a directed networks constrain the number of driver
nodes necessary to control the network. We used these results to introduce control com-
plexity, a measure of how hard it is to control a network given its degree sequence, and we
applied our tools to study real and model networks. We showed, for example, that there
exist networks that are characterized by high number of driver nodes, yet have low control
complexity. Furthermore, we demonstrated that our approach complements our existing
knowledge and helps us better understand established results, such as the role of degree
correlations in network controllability and the control profile of complex networks. Future
work may extend our approach to other notions of network control. For example, it would
be interesting to see how the degree sequence of networks constrains the energy required for
control [31–33] or pinning control of non-linear systems [5, 34].
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TABLE I. Real networks and their properties. N,N−0 , N
+
0 : number of nodes, sources, and sinks,
L: number of links, ND, N
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Power grid Texas grid 4889, 379, 1087 5855 1588 1422.4 (12.11) 1087 (1087) 2429 (2429) [49]
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