Ordnungsreduktion in der Mikrosystemtechnik by Gugel, Denis
Ordnungsreduktion in der
Mikrosystemtechnik
von der Fakultät für Elektrotechnik und Informationstechnik
der Technischen Universität Chemnitz
genehmigte
Dissertation
zur Erlangung des akademischen Grades
Doktor-Ingenieur
(Dr.-Ing.)
vorgelegt
von Dipl.-Phys. Denis Gugel
geboren am 04.08.1977 in Tübingen
eingereicht am 15.06.2008
Gutachter: Prof. Dr.-Ing. Jan Mehner
Prof. Dr.-Ing. Gerald Gerlach
Dr. Robert Sattler
Tag der Verleihung: 06. Februar 2009
Bibliographische Beschreibung:
Ordnungsreduktion in der Mikrosystemtechnik.
Gugel, Denis - 171 Seiten, 48 Abbildungen, 5 Tabellen, 80 Literaturstel-
len.
Technische Universität Chemnitz, Fakultät für Elektrotechnik und Infor-
mationstechnik, Dissertation, 2008.
Kurzreferat:
Die vorliegende Arbeit befasst sich mit der Methode der modalen Su-
perposition als Ordnungsreduktionsverfahren in der Mikrosystemtechnik.
Typische Anwendungsgebiete sind Inertialsensoren und dabei im Beson-
deren Drehratensensoren, für die die Simulation von zeitabhängigen Phä-
nomenen von entscheidender Bedeutung ist.
Im Rahmen der Weiterentwicklung der Ordnungsreduktion nach der Me-
thode der modalen Superposition ist es gelungen für typische lineare Kräf-
te eine auf analytischen Gleichungen basierende Beschreibung im redu-
zierten Raum zu finden. Für die Beschreibung von nichtlinearen Kräften
ist im Rahmen dieser Arbeit ein Verfahren entwickelt worden, das es
erlaubt, bestehende Modelle im Finite-Elemente-Raum in der modalen
Beschreibung zu nutzen.
In dieser Arbeit werden die theoretischen Grundlagen zur Berücksichti-
gung von Einflüssen der Aufbau- und Verbindungstechnik in ordnungs-
reduzierten Modellen dargestellt. Neben der Einkopplung äußerer Kräfte
und der Veränderung der mechanischen Randbedingungen wird auch der
Einfluss der Aufbau- und Verbindungstechnik auf die elektrostatischen
Eigenschaften untersucht.
Die Parametrisierung des Verfahrens der modalen Superposition über
Fit- und Interpolationsverfahren erlaubt es, parametrisierte ordnungsre-
duzierte Modelle für die zeitabhängige Systemsimulation zu generieren.
Damit wird die Durchführung von Designoptimierung und die Berück-
sichtigung von Fertigungs- und Prozessschwankungen in ordnungsredu-
zierten Modellen auf Systemebene möglich.
Stichworte:
Ordnungsreduktion, Modale Superposition, Systemsimulation, MEMS,
Drehratensensor.
Zusammenfassung
Im Entwicklungsprozess neuer Mikrosysteme kommt der Simulation und
Modellierung immer mehr Bedeutung zu. Neben der Finite-Elemente-
Modellierung auf Geometrieebene spielt dabei vor allem die Modellierung
auf Systemebene eine wichtige Rolle. Entscheidender Vorteil der Model-
lierung auf Geometrieebene ist die hohe Genauigkeit, mit der die physika-
lischen Eigenschaften eines Systems beschrieben werden. Im Unterschied
dazu kommen auf Systemebene in vielen Fällen stark vereinfachte Mo-
delle zum Einsatz. Der Vorteil dieser Art der Modellierung ist, dass das
zeitabhängige Verhalten eines Systems in vertretbarer Zeit simuliert wer-
den kann und damit dynamische Effekte berücksichtigt werden können.
Die Methode Ordnungsreduktion ist ein Verfahren, das es erlaubt, von
den Vorteilen beider Abstraktionsebenen zu profitieren. Ordnungsredu-
zierte Modelle sind schnell rechnende Modelle auf Systemebene mit weni-
gen Freiheitsgraden, die auf sehr detaillierten Finite-Elemente-Modellen
mit hoher Genauigkeit basieren. Ordnungsreduktion ist dabei die ma-
thematische Vorgehensweise, die Zahl der Freiheitsgrade entscheidend zu
verringern, ohne dabei die erforderliche Genauigkeit zu verlieren.
Die vorliegende Arbeit befasst sich mit der Methode der modalen Su-
perposition als Ordnungsreduktionsverfahren. Typische Anwendungsge-
biete sind Inertialsensoren und dabei im Besonderen Drehratensensoren,
für die die Simulation von zeitabhängigen Phänomenen von entscheiden-
der Bedeutung ist.
Im Rahmen der Weiterentwicklung der Ordnungsreduktion nach der
Methode der modalen Superposition ist es gelungen, für typische lineare
Kräfte wie den Corioliseffekt oder Querbeschleunigungen eine auf ana-
lytischen Gleichungen basierende Beschreibung im reduzierten Raum zu
finden. Die Beschreibung der Kraft im Finite-Elemente-Raum wird dabei
schon vor der zeitabhängigen Simulation auf den Modalraum reduziert.
Diese Art der Berechnung von Kräften ist damit einerseits sehr genau,
andererseits aber zudem äußerst effizient.
Für die Beschreibung von nichtlinearen Kräften ist im Rahmen die-
ser Arbeit ein Verfahren entwickelt worden, das es erlaubt, bestehende
4Modelle im Finite-Elemente-Raum (beispielsweise der Elektrostatik) in
der modalen Beschreibung zu nutzen. Die dargestellte Vorgehensweise
erlaubt es zudem, zeitabhängige Simulation mit geringerem Rechenauf-
wand als bisherige Verfahren durchzuführen und ist damit eine wichtige
Ergänzung zu den bestehenden Verfahren zur Berücksichtigung nichtli-
nearer Kräfte.
Die Gesamtsystemsimulation erfordert die Berücksichtigung des Ein-
flusses der Aufbau- und Verbindungstechnik. In dieser Arbeit werden
die theoretischen Grundlagen zur Berücksichtigung von Einflüssen der
Aufbau- und Verbindungstechnik in ordnungsreduzierten Modellen dar-
gestellt. Neben der Einkopplung äußerer Kräfte und der Veränderung der
mechanischen Randbedingungen wird auch der Einfluss der Aufbau- und
Verbindungstechnik auf die elektrostatischen Eigenschaften untersucht.
Damit ist es erstmals möglich, den Einfluss der Verpackung auf das zeit-
abhängige Verhalten eines Mikrosystems im ordnungsreduzierten Modell
zu berücksichtigen.
Die Anwendung der Vorgehensweise auf ein Sensorsystem zeigt auf,
welche Möglichkeiten durch die Berücksichtigung der Einflüsse der Auf-
bau- und Verbindungstechnik gegeben sind. Für typische Sensorkenngrö-
ßen, wie die Empfindlichkeit oder den Offset, kann der Einfluss der Ver-
packung über die beschriebene Methode temperaturabhängig ermittelt
werden.
Eine weitere methodische Neuentwicklung ist die Parametrisierung des
Verfahrens der modalen Superposition. Basierend auf einem Stützstel-
lenansatz wird aufgezeigt, wie über Fit- und Interpolationsverfahren ein
parametrisiertes ordnungsreduziertes Modell mit der Methode der mo-
dalen Superposition generiert werden kann. Damit ist die Durchführung
von Designoptimierung und die Berücksichtigung von Fertigungs- und
Prozessschwankungen im ordnungsreduzierten Modell auf Systemebene
möglich.
Die Möglichkeiten der Designoptimierung, die über die Methode der
parametrischen Ordnungsreduktion gegeben sind, werden anhand eines
Anwendungsbeispiels veranschaulicht. Ein weiteres Anwendungsbeispiel
zeigt den Einfluss von Fertigungsschwankungen auf dynamische Kenngrö-
ßen im ordnungsreduzierten Modell. Diese Information erlaubt Aussagen
über Ausbeute und Zuverlässigkeit des untersuchten Systems.
Abstract
Simulation and modeling is getting more and more important in the deve-
lopment process of new microsystems. Besides finite element modeling on
geometry level modeling on system level plays a decisive role. The main
advantage of modeling on geometry level is the high accuracy, which is
achieved to describe the physical properties of a system. By contrast,
modeling on system level is often based on simplified models. The advan-
tage of this level of modeling is that time dependent simulation can be
performed in reasonable time and dynamic effects can be considered.
The method reduced order modeling allows to benefit from the ad-
vantages of both levels of abstraction. Reduced order models are fast
calculating models on system level with few degrees of freedom, based
on highly detailed finite element models with high accuracy on geometry
level. Reduced order modeling is the mathematic approach to reduce the
number of degrees of freedom without losing the required accuracy.
The present work deals with the method modal superposition to ge-
nerate reduced order models. Typical application examples are inertial
sensors, especially angular rate sensors for which simulation of time de-
pendent phenomena is of crucial importance.
The enhancements of the method reduced order modeling now allow
to account for typical linear forces based on analytical equations, for
instance Coriolis effect or linear acceleration forces. The description in
finite element space is reduced to modal space before time dependent
reduced order simulation is performed. This kind of implementation of
linear forces is on the one hand highly accurate and on the other hand
highly efficient.
For non-linear forces this work presents a method to use existing finite
element models (e.g. for electrostatic combdrives) in the reduced order
description in modal space. In many cases this approach shows less com-
putational effort compared to the established methods. It is therefore
an important extension of the existing procedures to describe non-linear
forces.
Complete system level simulation requires to account for the influence
6of packaging effects. This work describes the theoretical background to
consider the influence of packaging effects on reduced order models. Besi-
des coupling of external forces and modification of the mechanical boun-
dary conditions of the finite element model, the influence of packaging on
electrostatic properties is analyzed. For the first time it is possible to con-
sider the influence of packaging on the dynamic behavior of microsystems
in a reduced order model.
The application of the developed method to a sensor system allows to
analyze the influence of packaging effects on the time dependent behavior
with a reduced order model. For typical sensor parameters as, for exam-
ple, sensitivity or signal offset this influence can be determined depending
on temperature.
A further methodical extension is the parametrization of the modal
superposition method. Based on a sampling approach this work presents
a method to generate a parametrized reduced order model in modal des-
cription by means of fit and interpolation algorithms. This enables to do
design optimization and to consider the influence of process variations in
the reduced order model on system level.
The possibilities of design optimization enabled with the method pa-
rametrized modal superposition are demonstrated with an application
example. The influence of process variations on dynamical system para-
meters in the reduced order model is shown using a different application
example. This information allows to make conclusions about yield and
reliability of the examined system.
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Symbolverzeichnis
Allgemein gelten für alle Symbole folgende Vereinbarungen: Vektoren
werden in Fettdruck dargestellt, sowohl Groß- als auch Kleinbuchstaben
in lateinischen und griechischen Buchstaben sind möglich. Für Matri-
zen werden griechische und lateinische Großbuchstaben in Normaldruck
verwendet. Skalare Größen sind im Normaldruck als lateinische oder grie-
chische Groß- und Kleinbuchstaben dargestellt. Alle mit einer Tilde (˜ )
gekennzeichneten Größen sind die den Finite-Elemente-Größen entspre-
chenden Variablen im Modalraum.
Die Indizierung wird einheitlich mit Xb,da,c gewählt. Hierbei sind a und
b Bezeichner der Variablen falls vorhanden, c wird zur Indizierung von
Matrizen und Vektoren gewählt und d ist ein Index zur Unterscheidung
der drei Raumkomponenten x, y und z.
Bei der Darstellung von Summen bedeutet ein Summenindex immer die
Summation über alle möglichen Werte, sofern nichts anderes angegeben
ist. Die zeitliche Ableitung einer Größe wird durch einen Punkt über der
entsprechenden Variable dargestellt.
Symbol Beschreibung
Lateinische Buchstaben
A, A′, A∗, A˜′ Matrix zur Reduktion eines Systems 2. Ordnung in ein
gekoppeltes System 1. Ordnung
AC Fläche Kapazitätsberechnung
APi Korrelationsmatrix parametrische Ordnungsreduktion
dAre Flächenelement Dämpfungskraftberechnung
AΦ Korrelationsmatrix zwischen Φ und Ψ
a, a′ Linearbeschleunigung
alin, a˜lin Linearbeschleunigungsvektor
ak Padé-Koeffizienten
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Symbol Beschreibung
B, B′, B∗, B˜ Eingangs- oder Inzidenzmatrix
B Magnetische Flußdichte
BΘ Korrelationsmatrix Quadraturmodellierung
BΦ Normierungsmatrix Quadraturmodellierung
bk Padé-Koeffizienten
bS,i Skalierungskonstanten Starrkörpermodellierung
C Kapazität
Cact, Cdet Antriebs-, Detektionskapazität
Cicor Coriolismatrix
CF,i, CF,i konstanter Anteil lineare Kraftberechnung
Cr, Cq Kapazitätsfunktion Ortsraum, Modalraum
Cirot Rotationsbeschleunigungsvektor
Cijzen1 Zentrifugalvektor
Cijzen2 Zentrifugalmatrix
c Konstanten einer Polynom- oder Ebenenfunktion
c Dämpfungs-, oder Abklingkonstante
cF,i allgemeine zeitabhängige Einflussgröße
D, D˜ Dämpfungsmatrix
Dq, D˜q Dämpfungsmatrix mit Quadratur
DR, DS Rotations-, Skalierungsmatrix
D˜re Dämpfungsmatrix (aus Reynoldsgleichung)
Dγ Rotationsmatrix mit Drehwinkel γ
d Abstand elektrostatischer Strukturen
E Systemmatrix
Ei Ebenengleichung
F , F˜ Kraft
F Testkraftmatrix
F0, F˜0 zeitlich konstante Kraft
Fcor, F˜cor Corioliskraft
Fel, F˜el elektrostatische Kraft
Fl, F˜l lineare Kraft
Flev, F˜lev Levitationskraft
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Symbol Beschreibung
Flin, F˜lin Linearbeschleunigungskraft
Flor, F˜lor Lorentzkraft
Fm, Fs Master-, Slavekräfte Guyan-Verfahren
Fnl, F˜nl nichtlineare Kraft
Fre, F˜re Dämpfungskraft (aus Reynoldsgleichung)
Frot, F˜rot Rotationsbeschleunigungskraft
Fzen, F˜zen Zentrifugalkraft
f (Eigen-)Frequenz
G, G˜ Ausgangs- oder Ergebnismatrix
g mathematische Funktion
H Laplace-Transformierte
Hk Padé-Approximation k-ter Ordnung
h Höhe Luftspalt
I Strom
i komplexe Einheit, (Summen-)Index
j (Summen-)Index
K, K˜ Steifigkeitsmatrix
KRk , KLk rechter, linker Krylovraum k-ter Ordnung
Kmm, Kss Master-, Slavesteifigkeitsmatrix Guyan-Verfahren
K˜nl nichtlineare Steifigkeitsmatrix
Kq, K˜q, K˜q,0 Steifigkeitsmatrix mit Quadratur
KRB Starrkörpersteifigkeitsmatrix
K˜re Squeezesteifigkeit (aus Reynoldsgleichung)
K˜Θ reduzierte Steifigkeitsmatrix für Basis Θ
k Federkonstante, (Summen-)Index
Lx, Lz Streckenlänge in x-, z-Achsenrichtung
l Richtungsvektor
M , M˜ Massenmatrix
MK,i Krylov-Moment
Mq, M˜q Massenmatrix mit Quadratur
MRB Starrkörpermassenmatrix
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Symbol Beschreibung
My, Mζ , Mχ Biegemomente
M˜Θ reduzierte Massenmatrix für Basis Θ
m Finite-Elemente-Massevektor
m Masse
N Elementformfunktionen Finite-Elemente-Modell
nF Freiheitsgrade Finite-Elemente-Modell
ni Dimension Eingangsgröße
no Dimension Ausgangsgröße
nR Freiheitsgrade ordnungsreduziertes Modell
o Polynomordnung
P , Pk, P Parametervektor, Parameter
PE Parameter Elastizitätsmodul
PES Parameter funktionale Schichtdicke
PKV Parameter Kantenverlust
POS Parameter Schichtdicke Opferoxid
Pmin,i, Pmax,i Parameterminimum, -maximum
Psam Stützstellen Parameterraum
Pξ Parameter Flankenfehlwinkel
p Vektor aus Knotendrücken
p Druck
Q modale Güte (modaler Qualitätsfaktor)
q modale Auslenkung
q0 zeitlich konstante modale Auslenkung
R Hilfsvektor aus Ortsvektoren
R Matrix der Proper Orthogonal Decomposition
RL Radius der Substratkrümmung
r, r Ortsraumauslenkung
r′, r′ Ortsraumauslenkung rotierendes Koordinatensystem
r˜ reduzierte Ortsraumauslenkung allgemeine Darstel-
lung
r∗ Ortsraumauslenkung gekoppeltes System erster Ord-
nung
15
Symbol Beschreibung
r0 Ruhelage Finite-Elemente-Knoten
r0 Anfangswert Dämpfungsproblem
rE Auslenkung im Koordinatensystem der Elektrostatik
rm, rs Master-, Slavezustandsvektoren Guyan-Verfahren
rRS Ursprung rotierendes Koordinatensystems
s komplexe Frequenz im Laplace-Bereich
s0 Entwicklungspunkt der Laplace-Transformierten
T , Tref Temperatur, Referenztemperatur
t, ti Zeit, diskreter Zeitschritt
U Spannung
u Eingangsvektor allgemeine Darstellung
V Transformationsmatrix
vi Vektoren der Singulärwertzerlegung
vRi Vektoren, die den rechten Krylovraum aufspannen
W Transformationsmatrix
Wel elektrische Energie
Wm Energie gedämpfter Oszillator
Wme mechanische Energie
wi Vektoren der Singulärwertzerlegung
wLi Vektoren, die den linken Krylovraum aufspannen
X Matrix beim Polynomfit
x, x x-Auslenkung Ortsraum
x′, x′ x-Auslenkung rotierendes Koordinatensystem
xact Antriebsauslenkung
y, y y-Auslenkung Ortsraum
y′, y′ y-Auslenkung rotierendes Koordinatensystem
ydet Detektionsauslenkung
yo Systemausgangsvektor allgemeine Darstellung
z, z z-Auslenkung Ortsraum
z′, z′ z-Auslenkung rotierendes Koordinatensystem
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Symbol Beschreibung
Griechische Buchstaben
αi Phase Übertragungsfunktion
βi Kippwinkel Verpackungssimulation
γ Drehwinkel Antriebskamm
δ Dämpfungskonstante
ε, ε0 Permittivität (des Vakuums)
ζ Hauptachse Flächenträgheitsmoment
η Dynamische Viskosität
Θ Transformationsmatrix aus Eigenvektoren mit Qua-
dratur
ϑi Eigenvektor mit Quadratur
ϑi Phase Quadraturmessung
λ Eigenwert der Dämpfungsgleichung
ν (Eigen-)Kreisfrequenz mit Quadraturanteil
ξ, ξ0 Flankenfehlwinkel, Referenzflankenfehlwinkel
Σ Matrix aus Singulärwerten
σ Standardabweichung
σi Singulärwert
Φc Hilfsvektor aus skalierten Transformationsmatrizen
Φ Transformationsmatrix aus Eigenvektoren
Φel Transformationsmatrix eines Elektrostatikknotens
Φi Transformationsmatrix eines Knotens
Φlor Transformationsmatrix eines Lorentzkraftknotens
ΦPi Transformationsmatrix zum Parameter Pi
ΦR rotierte Transformationsmatrix
ΦRB Starrkörpertransformationsmatrix
Φref Referenztransformationsmatrix
ϕi Eigenvektor
χ Hauptachse Flächenträgheitsmoment
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Symbol Beschreibung
Ψ Transformationsmatrix aus normierten Eigenvektoren
Ω Drehrate
ω (Eigen-)Kreisfrequenz
Mathematische Operatoren
1 Einheitsmatrix
abs Betragsoperator
δij Kronecker-Delta, δij =
{
1 für i = j
0 sonst
∆ Differenzoperator
diag Diagonalisierungsoperator
∈ Element von
∀ für alle
εijk Levi-Civita-Symbol, εijk =

1 für ijk zyklisch
−1 für ijk antizyklisch
0 sonst
e Exponentialfunktion
∇, ∇r, ∇q Nabla-Operator, für Ortsraum, für Modalraum
R Raum der reellen Zahlen
<, = Real-, Imaginärteil
Span Aufspann eines Vektorraums
T Matrixtransponierte
× Kreuzprodukt
Abkürzungen
ABS Antiblockiersystem
ASIC Application Specific Integrated Circuit
AVT Aufbau- und Verbindungstechnik
AWE Asymptotic Waveform Evaluation
BEM Boundary-Element-Method
ESP Elektronisches Stabilitätsprogramm
FEM Finite-Elemente-Methode
knn k-nearest neighbor
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Symbol Beschreibung
LS, RS Laborsystem, Rotierendes Koordinatensystem
MEMS Mikroelektromechanische Systeme
PC Personal Computer
POD Proper Orthogonal Decomposition
PVL Padé-via-Lanczos
SISO Single Input Single Output
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1. Einführung
1.1. Motivation und Ziele der Arbeit
Die vorliegende Arbeit befasst sich mit der Entwicklung von mathema-
tischen Werkzeugen zur Simulation und Modellierung von Mikrosyste-
men. Verfahren der Ordnungsreduktion erlauben die Generierung schnell
rechnender und genauer Modelle für die zeitabhängige Simulation von
Differenzialgleichungssystemen. Der Schwerpunkt der im Rahmen die-
ser Arbeit entwickelten Methoden liegt auf der Optimierung bestehender
Modellierungswerkzeuge unter dem Gesichtspunkt einer effizienten An-
wendung.
Die folgenden einführenden Abschnitte geben einen Überblick über die
Mikrosystemtechnik, die Simulation von Mikrosystemen und das Thema
Ordnungsreduktion. Neben der Motivation für die Arbeit werden die Ziele
dieser Arbeit aufgezeigt.
1.1.1. Mikrosystemtechnik
In der Literatur (Gerlach und Dötzel 2006) findet man die Definition
„Die Mikrosystemtechnik umfasst den Entwurf, die Fertigung und die
Applikation von miniaturisierten technischen Systemen, deren Elemente
und Komponenten typische Strukturgrößen im Mikrometer- und Nano-
meterbereich haben“.
Die Aufgabengebiete, die sich im Bereich der Mikrosystemtechnik stel-
len, können wie folgt charakterisiert werden: Der Entwurf umfasst die
Entwicklung neuartiger Systeme. Hierzu gehören sowohl die Modellierung
und Simulation als auch das Layout. Zum Bereich der Fertigung gehö-
ren neben der industriellen Serienfertigung auch die Entwicklung neuer
Siliziumtechnologien. In der Applikation werden gefertigte Systeme cha-
rakterisiert und Zuverlässigkeitsuntersuchungen durchgeführt.
Die Miniaturisierung der Komponenten im Vergleich zu makroskopi-
schen Sensor- oder Aktorsystemen ist ein entscheidender Vorteil der Mi-
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krosystemtechnik. Ein wichtiger Anwendungsbereich ist die Automobil-
technik. Hier kommen vor allem Systeme zum Einsatz, die die Sicher-
heit und den Komfort im Automobil erhöhen (Marek u. a. 2003). Mit
der zunehmenden Zahl an elektronischen Fahrzeugkomponenten wird die
Miniaturisierung immer wichtiger. Für den Einsatz von Mikrosystemen
in der Unterhaltungselektronik, beispielsweise Mobiltelefone (Eloy 2004)
oder Druckköpfe in Tintenstrahldruckern (Baek u. a. 2003), ist die Mi-
niaturisierung unabdingbar.
Neben den bereits genannten Anwendungsfeldern kommen Mikrosyste-
me auch in der Medizintechnik, beispielsweise der Mikrochirurgie (Rebel-
lo 2004) oder der Haus- und Gebäudetechnik (Zimmer 2002), vor. Wichti-
ge zukünftige Anwendungsbereiche werden vor allem die Energietechnik
mit den Herausforderungen des global zunehmenden Energiebedarfs und
die Nanotechnologie mit der weiter vorangetriebenen Miniaturisierung
der Systeme sein.
1.1.2. Design, Simulation und Modellierung
Ein Bereich, der zunehmend an Bedeutung gewinnt, ist die modellhafte
Beschreibung von Mikrosystemen. Moderne Hard- und Software erlauben
eine sehr realistische Beschreibung von Mikrosystemen auf unterschied-
lichen Abstraktionsebenen. Bei ausreichend genauer Abbildung der phy-
sikalischen Eigenschaften eines Systems können die Entwicklungszeiten
und -kosten mit Simulationsmethoden enorm verringert werden.
Unter dem Stichwort Gesamtsystemsimulation versteht man die umfas-
sende Modellierung eines Mikrosystems. Hierzu zählen neben der Simula-
tion des Sensorelements selbst auch die Anbindung an die Auswerteschal-
tung (ASIC), die Wechselwirkungen mit der Aufbau- und Verbindungs-
technik (AVT) und die Berücksichtigung von technologischen Einflüssen
bei der Prozessierung der Mikrosysteme. Für die Berücksichtigung dieser
Einflüsse ist die Methode Ordnungsreduktion ein geeignetes Werkzeug.
Ziel in der Entwicklung von Simulationsmethoden ist einerseits die
Entwicklung von Modellen mit noch höheren Genauigkeiten, andererseits
aber auch dieses Ziel mit noch geringeren Simulationszeiten zu erreichen.
Die Erhöhung der Modellgenauigkeit ist mit der Erhöhung der Komplexi-
tät und einer daraus resultierenden höheren Simulationsdauer verbunden.
Im Gegensatz dazu erfordert die Verringerung der Simulationszeit eine
Reduktion der Komplexität und führt zu weniger genauen Modellen. Die
Methode Ordnungsreduktion ist ein Verfahren, um diese sich eigentlich
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widersprechenden Ziele je nach Aufgabenstellung bestmöglich zu errei-
chen.
1.1.3. Ordnungsreduktion
Antoulas und Sorensen (2001) definieren die der Ordnungsreduktion zu-
grunde liegende Herausforderung mit den Worten „[...] die Vereinfachung
oder Modellreduktion von dynamischen Systemen, die mittels Differen-
zialgleichungen beschrieben werden.“ Es geht darum, die komplexe Be-
schreibung eines dynamischen Systems mit einer Vielzahl gekoppelter
Differenzialgleichungen unter Zuhilfenahme mathematischer Methoden
derart zu vereinfachen, dass sich die Zahl der notwendigen Differenzial-
gleichungen zur Modellierung des Systems entscheidend verringert. Wich-
tig ist dabei vor allem, die erforderliche Modellgenauigkeit nicht zu ver-
lieren.
Die Grundlage der Simulation und Modellierung von Mikrosystemen ist
in vielen Fällen ein sehr genaues und komplexes Finite-Elemente-Modell.
Statische Analysen und Modalanalysen können für diese Modelle mit ho-
her Genauigkeit durchgeführt werden. Aussagen über das zeitabhängige
Verhalten des Systems sind mit dem Finite-Elemente-Modell aufgrund
der Komplexität in vielen Fällen nicht möglich. Erst die Anwendung von
Ordnungsreduktionsverfahren ermöglicht dies.
Die im Rahmen dieser Arbeit entwickelten Werkzeuge basieren auf
der Methode der modalen Superposition als Ordnungsreduktionsverfah-
ren. Diese Methode erlaubt eine sehr effiziente und genaue Simulation
des dynamischen Verhaltens und hat sich im industriellen Umfeld in der
Entwicklung neuer Systeme als sehr gut geeignetes Werkzeug erwiesen.
Neue Methoden in der ordnungsreduzierten Modellierung
Die vorliegende Arbeit erweitert die Methode der modalen Superposition
in den drei im Folgenden näher beschriebenen Themengebieten. Wichtige
Fortschritte sind auf dem Gebiet der ordnungsreduzierten Modellierung
von linearen und nichtlinearen Kräften gelungen. Neuentwicklungen sind
die Methodik zur Berücksichtigung von Einflüssen der Aufbau- und Ver-
bindungstechnik sowie das Verfahren zur Parametrisierung von ordnungs-
reduzierten Modellen. Die entwickelten Methoden erlauben den Schritt
von der Sensorelementsimulation zur Gesamtsystemsimulation.
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Lineare und nichtlineare Kräfte Wichtig bei der Umsetzung von li-
nearen Kräfte ist eine effiziente und genaue Berechnung im ordnungs-
reduzierten Modell. Im Bereich der Inertialsensorik ist es beispielsweise
unabdingbar neben der Modellierung des eigentlich zu detektierenden Co-
rioliseffekts weitere Effekte, wie beispielsweise die Zentrifugalkraft oder
den Einfluss von Querbeschleunigungen auf das Systemverhalten zu un-
tersuchen. Die im Rahmen dieser Arbeit entwickelte Vorgehensweise hat
als Ziel möglichst universell zu sein, um eine Übertragung auf andere
Wechselwirkungsprinzipien zu ermöglichen. Für lineare Kräfte wurde ei-
ne auf analytischen Gleichungen basierende Umsetzung gefunden, die sich
auch auf andere Wechselwirkungsprinzipien übertragen lässt. Damit las-
sen sich in rotierenden Koordinatensystemen auftretende Scheinkräfte
ebenso korrekt modellieren wie der Quadratureffekt.
Eine weitere Zielsetzung ist die Berücksichtigung bereits bestehender
Modelle in der ordnungsreduzierten Modellierung. Für den Fall der Elek-
trostatik beispielsweise liegen verifizierte Modelle vor, auf deren Anwen-
dung auch im Fall eines ordnungsreduzierten Modells nicht verzichtet
werden möchte. Die Vor- und Nachteile bei der Vorgehensweise zur Be-
rücksichtigung bestehender Modelle werden aufgezeigt.
Einflüsse der Aufbau- und Verbindungstechnik Die Aufbau- und Ver-
bindungstechnik hat großen Einfluss auf das zeitabhängige Systemverhal-
ten. Mit der Weiterentwicklung der Methode der modalen Superposition
ist die Möglichkeit gegeben, diesen Einfluss im zeitabhängigen Modell
zu simulieren. Die Ergebnisse können einerseits dazu verwendet werden
Sensoreigenschaften, die über die Aufbau- und Verbindungstechnik ein-
koppeln, zu erklären. Andererseits können sie genutzt werden, um den
Einfluss der Aufbau- und Verbindungstechnik durch Veränderungen des
Sensorelementdesigns oder des Verpackungsaufbaus zu minimieren.
Neben der Einkopplung von Störbeschleunigungen haben hauptsäch-
lich Temperatureffekte großen Einfluss auf das Verhalten des Mikrosys-
tems. Sowohl die mechanischen als auch die elektrostatischen Eigenschaf-
ten des Systems werden über die Temperatur beeinflusst. In der indus-
triellen Fertigung erfordern Temperaturabhängigkeiten einen messtech-
nischen Abgleich, der mit hohen Kosten verbunden ist. In vielen Fällen
kann der Einfluss der Aufbau- und Verbindungstechnik zu Ausbeutever-
lusten führen, da Spezifikationsgrenzen nicht eingehalten werden können
oder Zuverlässigkeitsprobleme auftreten. Zur Minimierung des Einflus-
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ses der Aufbau- und Verbindungstechnik und der damit einhergehenden
Kosten ist es notwendig, ein tieferes Verständnis für deren Einfluss zu
entwickeln.
Für statische Einflüsse sind bereits Verfahren zur Berücksichtigung der
Aufbau- und Verbindungstechnik im Modell bekannt (Zhang u. a. 2007).
Die Abbildung im ordnungsreduzierten Modell ist der nächste Schritt,
um auch den Einfluss auf dynamische Systemeigenschaften bewerten zu
können.
Parametrisierung der Methode Ordnungsreduktion Die Vielzahl von
Prozessschritten und die Komplexität der Herstellung von Mikrosyste-
men führt dazu, dass die das Sensorverhalten beeinflussenden Prozesspa-
rameter mit Streuungen behaftet sind. Um den Einfluss der Verteilungs-
funktionen der jeweiligen Prozessparameter auf charakteristische stati-
sche Sensoreigenschaften zu ermitteln, werden Monte-Carlo-Simulationen
durchgeführt oder die von Trah u. a. (1999) entwickelte Methode der Ein-
flussstärke verwendet.
Eine entscheidende Einschränkung der Methode der modalen Super-
position ist, dass im Fall der Verwendung eines kommerziellen Finite-
Elemente-Programms bei der Ordnungsreduktionsprozedur keine Para-
meter mitgeführt werden können. Damit können im ordnungsreduzierten
Modell keine Parametervariationen durchgeführt werden. Eine wichtige
Zielsetzung in der Entwicklung von Mikrosystemen ist die Optimierung
eines Designs, was parametrisierte Modelle erfordert. Für die Optimie-
rung dynamischer Kenngrößen ist folglich die Parametrisierung von ord-
nungsreduzierten Modellen notwendig.
Ein weiteres wichtiges Anwendungsfeld von parametrisierten Model-
len ist die Berücksichtigung von Fertigungsschwankungen. Die bei der
Fertigung auftretenden Schwankungen beeinflussen das Systemverhalten
und können Auswirkungen auf die Ausbeute und Zuverlässigkeit eines
Systems haben. Die Parametrisierung der Methode der modalen Super-
position erlaubt es, den Einfluss von Fertigungsschwankungen auf das dy-
namische Sensorverhalten zu untersuchen. Sowohl die Designoptimierung
als ein Ziel als auch die Berücksichtigung von Fertigungsschwankungen
als zweites Ziel erfordern die Entwicklung einer geeigneten Methode zur
Parametrisierung von ordnungsreduzierten Modellen.
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1.2. Leitfaden für die Dissertation
In Kapitel 2 werden die theoretischen Grundlagen der Methode Ord-
nungsreduktion vorgestellt. Für unterschiedliche Verfahren zur Redukti-
on der mathematischen Ordnung wird ein Überblick über den Stand der
Technik gegeben.
Kapitel 3 befasst sich im Detail mit den Grundlagen der modalen Su-
perposition. Für typische Wechselwirkungen wie den Corioliseffekt oder
Linearbeschleunigungen können verallgemeinerte Beschreibungen gefun-
den werden, deren Umsetzung in der Anwendung auf ein typisches Mi-
krosystem veranschaulicht wird.
Daran anschließend werden in Kapitel 4 die Grundlagen zur Berück-
sichtigung von Einflüssen der Aufbau- und Verbindungstechnik entwi-
ckelt. Die Möglichkeiten der Methode werden anhand eines Beispielmo-
dells aufgezeigt und bewertet.
Die Parametrisierung der Methode Ordnungsreduktion wird in Kapitel
5 vorgestellt. Neben der theoretischen Grundlagenarbeit werden die Mög-
lichkeiten eines parametrisierten ordnungsreduzierten Modells am An-
wendungsbeispiel dargestellt.
Den Abschluss bildet in Kapitel 6 eine Zusammenfassung der Ergeb-
nisse sowie eine Bewertung der entwickelten Werkzeuge.
2. Theoretische Grundlagen
2.1. Simulation von Mikrosystemen
Die Simulation von Mikrosystemen stellt Anforderungen unterschied-
lichster Art an die Simulationswerkzeuge. Neul (2002) beschreibt aus-
führlich die unterschiedlichen Abstraktionsebenen der Modellierung und
Simulation.
Die Geometrieebene ist die Modellierungsebene mit dem geringsten
Abstraktionsgrad. Die physikalischen Eigenschaften eines Systems wer-
den in Form partieller Differenzialgleichungen exakt abgebildet. Die un-
terschiedlichen physikalischen Domänen werden über unabhängige Glei-
chungen beschrieben und müssen mit Hilfe der Simulationswerkzeuge ge-
koppelt werden. Typische Methoden für die Modellierung auf Geometrie-
ebene sind die Finite-Elemente-Methode (FEM) oder die Randelement-
methode, besser bekannt als Boundary-Element-Method (BEM).
Die Modellierung auf Netzwerkebene ist die Methode mit dem nächst
höheren Abstraktionsgrad. Es handelt sich um eine Beschreibung in Form
eines gewöhnlichen Differenzialgleichungssystems. Das System wird stark
vereinfacht aus abstrahierten und idealisierten Elementen mit physikali-
schen Eigenschaften (beispielsweise punktförmigen Massen, Federn, Ka-
pazitäten) aufgebaut. Als Werkzeuge auf Netzwerkebene kommen Netz-
werksimulatoren oder auch Mehrkörpersimulatoren zum Einsatz.
Die Ebene mit dem höchsten Abstraktionsgrad ist die Systemebene.
Die Eigenschaften des Systems werden in Blockdiagrammen mit Metho-
den aus der Regelungstechnik und Signalverarbeitung, beispielsweise in
Form einer Übertragungsfunktion, beschrieben. Das Werkzeug auf Sys-
temebene ist der Signalflusssimulator.
Jede Ebene bietet Vor- und Nachteile, die abhängig von der Fragestel-
lung gegeneinander abgewogen werden müssen. Entscheidender Vorteil
der Modellierung auf Geometrieebene ist die sehr detaillierte physikali-
sche Beschreibung, die jedoch einen enormen Rechenaufwand erfordert.
Auf der Systemebene hat man im Gegenteil dazu sehr schnell rechnende
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Modelle, deren physikalische Eigenschaften jedoch stark vereinfacht sind
und Einschränkungen in der Genauigkeit mit sich bringen.
Für diese Arbeit sind Finite-Elemente-Modelle und Systemmodelle ent-
scheidend. Ihre Eigenschaften werden im Folgenden näher beschrieben.
2.1.1. Finite-Elemente-Modelle
Die Finite-Elemente-Methode erlaubt es, Modelle mit einem sehr hohen
Detaillierungsgrad zu erzeugen. Die Möglichkeit der Berücksichtigung un-
terschiedlicher physikalischer Domänen wie beispielsweise Strukturme-
chanik, Elektrostatik oder Magnetostatik, die für die Mikrosystemtechnik
eine wichtige Rolle spielen, ist ein entscheidender Vorteil der Methode.
Typische Fragestellungen, die mit Hilfe der Finite-Elemente-Methode ge-
löst werden können, sind statische Analysen, Modalanalysen oder harmo-
nische Analysen. Dabei können sowohl Lösungen für einzelne physikali-
sche Domänen, als auch für gekoppelte physikalische Domänen ermittelt
werden.
Die Berechnung von zeitabhängigen Phänomenen mit der Finite-Ele-
mente-Methode ist prinzipiell auch möglich. Hierbei ist jedoch der er-
hebliche Zeitaufwand zur Berechnung der Lösung eine Einschränkung.
Für diesen Fall sind Modelle auf einer höheren Abstraktionsebene eine
bessere Möglichkeit zur Problemlösung.
2.1.2. Systemmodelle
Systemmodelle beschreiben die physikalischen Eigenschaften eines Sys-
tems sehr viel abstrakter als Finite-Elemente-Modelle. Ziel der Model-
lierung auf Systemebene ist die zeitabhängige Simulation des Gesamt-
systems unter Berücksichtigung aller physikalischen Domänen. Hierbei
müssen weniger detaillierte Modelle für die Beschreibung der einzelnen
physikalischen Domänen verwendet werden, um zeitabhängige Simulati-
on in vertretbarer Simulationszeit zu ermöglichen.
Der entscheidende Vorteil der Modelle auf Systemebene ist, dass die
Zustandsvektoren der Simulation echten Messgrößen entsprechen. Für
einen Beschleunigungssensor werden beispielsweise angelegte Spannun-
gen und ausgegebene Detektionskapazitäten als Simulationsgrößen be-
rücksichtigt. Damit kann über diese Systemeigenschaften sowohl der Ab-
gleich mit Messungen durchgeführt werden als auch eine Kopplung an
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andere Modelle, wie beispielsweise ein Modell der Auswerteschaltung,
geschehen.
2.1.3. Ordnungsreduktion
Die unterschiedlichen Abstraktionsebenen sind gewöhnlich nicht mitein-
ander verknüpft. Üblicherweise wird für jede Modellierungsebene ein an-
derer Ansatz zur Generierung des Modells gewählt. Die Methode der Ord-
nungsreduktion ist ein mathematisches Werkzeug, das es erlaubt, Modelle
auf unterschiedlichen Abstraktionsebenen miteinander zu verknüpfen.
Der Name Ordnungsreduktion enthält das mathematische Vorgehen,
die Zahl der das System beschreibenden Gleichungen (die Ordnung des
Systems) zu reduzieren. Damit ist die Methode Ordnungsreduktion eine
Methode, die es erlaubt, ein Modell mit hohem Abstraktionsgrad basie-
rend auf einem Modell mit hohem Detaillierungsgrad zu generieren. Ziel
ist es, schnell rechnende Systemmodelle zu generieren, die die Genauig-
keit des Modells auf Geometrieebene, auf dem sie basieren, möglichst gut
konservieren.
Neben der Anwendung des Verfahrens auf Mikrosysteme wird die Vor-
gehensweise aufgrund ihres allgemeinen Ansatzes auch in vielen anderen
Bereichen eingesetzt (Guggenberger 2003; Hauser u. a. 2003).
2.2. Vergleich der
Ordnungsreduktionsmethoden
Ordnungsreduktion ist ein mathematisches Verfahren, für dessen Umset-
zung es eine Vielzahl unterschiedlicher Ansätze gibt, die je nach Art des
gewünschten Modells Vor- und Nachteile bieten. Eine Vielzahl von Ver-
öffentlichungen liefert einen Überblick über die unterschiedlichen Metho-
den und vergleicht die Verfahren (Krysl u. a. 2001; Rudnyi und Korvink
2002; Nayfeh u. a. 2005; Lienemann 2006). Im Folgenden sollen nur die
wichtigsten Ansätze – mit dem Hauptaugenmerk auf die für diese Arbeit
relevanten Methoden – vorgestellt werden.
Grundsätzliche Unterschiede gibt es für lineare und nichtlineare Syste-
me. Für diese Arbeit sind ausschließlich Bewegungsgleichungen von Be-
deutung, für die diese Unterschiede einfach formal dargestellt werden
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können. Unter einem linearen System versteht man ein System der Form
M r¨(t) +Dr˙(t) +Kr(t) = Bu(t)
yo(t) = Gr(t).
(2.1)
M , D und K ∈ RnF×nF sind die Systemmatrizen (Massenmatrix, Dämp-
fungsmatrix und Steifigkeitsmatrix) und r(t) ∈ RnF ist der Zustandsvek-
tor des Systems. Der Eingangsvektor u(t) ∈ Rni ist über die Eingangs-
matrix B ∈ RnF×ni an die Bewegungsgleichungen der Zustandsvektoren
gekoppelt. Der Ausgangsvektor des Systems yo(t) ∈ Rno ist über die
Ausgangsmatrix G ∈ Rno×nF an den Zustandsvektor gekoppelt. In Ein-
zelfällen kann auch ein Einfluss des Eingangsvektors auf den Ausgangs-
vektor wirken. Dieser Spezialfall kommt aber im Rahmen dieser Arbeit
nicht vor.
Ein nichtlineares System kann im Unterschied zum linearen System
im ganz allgemeinen Fall in jeder Systemgröße eine Abhängigkeit von
der Zustandsvariablen r(t) enthalten
M(r)r¨(t) +D(r)r˙(t) +K(r)r(t) = B(r)u(r, t)
yo(t) = G(r)r(t).
(2.2)
Für diese Arbeit von entscheidender Bedeutung sind Systeme mit linearen
Systemmatrizen und nichtlinearen Eingangsgrößen
M r¨(t) +Dr˙(t) +Kr(t) = Bu(r, t)
yo(t) = Gr(t).
(2.3)
Am Ende des Abschnitts wird gezeigt, dass dieser Spezialfall mit Metho-
den der Ordnungsreduktion für lineare Systeme reduziert werden kann,
ohne den Einfluss der nichtlinearen Eingangsgrößen zu vernachlässigen.
Der Beginn der Entwicklung von Methoden zur Ordnungsreduktion
geht zurück bis zu den Veröffentlichungen von Lanczos (1950), Arnoldi
(1951) und Guyan (1965). Im Laufe der Zeit wurde eine Vielzahl unter-
schiedlichster Verfahren entwickelt, von denen nur die Wichtigsten dar-
gestellt werden.
Für die Behandlung nichtlinearer Systeme wie in Gleichung (2.2) wird
lediglich ein Literaturüberblick gegeben. Die für diese Arbeit relevanten
Modelle lassen sich ausschließlich in der Beschreibung der Gleichung (2.3)
darstellen. Ein ganz allgemeiner mathematischer Überblick zu nichtlinea-
ren Ordnungsreduktionsverfahren ist Müller (2005) zu entnehmen.
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2.2.1. Projektionsverfahren
Die Ordnungsreduktion linearer Systeme basiert in vielen Fällen auf der
Projektion des Problems vom nF-dimensionalen Raum auf den nR-dimen-
sionalen Raum. Die in den folgenden Abschnitten beschriebenen Metho-
den Guyan-Verfahren, Singulärwertzerlegung und modale Superposition
gehören zu den Projektionsverfahren. Die Projektion lässt sich über zwei
Transformationsmatrizen beschreiben. Die Matrix V ∈ RnF×nR liefert
den Zusammenhang zwischen den Zustandsvektoren im reduzierten und
nicht reduzierten Fall und die Matrix W ∈ RnF×nR den Zusammenhang
der Eingangsgrößen für den reduzierten und nicht reduzierten Fall
r = V r˜, B˜u(t) = WTBu. (2.4)
Substituiert man die in (2.4) definierten Größen in der linearen Gleichung
(2.1) erhält man nach linksseitiger Multiplikation von WT die reduzierte
Gleichung
M˜ ¨˜r(t) + D˜ ˙˜r(t) + K˜r˜(t) = B˜u(t)
yo(t) = G˜r˜(t).
(2.5)
Die reduzierten Systemmatrizen ergeben sich aus dem Ansatz zu M˜ =
WTMV , D˜ = WTDV , K˜ = WTKV alle ∈ RnR×nR und G˜ = GV ∈
Rno×nR . Die Dimension des Problems ist damit von der Ordnung nF auf
die Ordnung nR reduziert.
Die beschriebene Vorgehensweise lässt sich genau so auf das lineare
System mit nichtlinearen Eingangsgrößen (2.3) übertragen. Einziger Un-
terschied ist die Abhängigkeit der Eingangsgrößen vom Zustandsvektor
u = u(r, t), der jedoch von der Ordnungsreduktionsprozedur nicht be-
einflusst wird.
2.2.2. Guyan-Verfahren
Das erste veröffentlichte Verfahren zur Ordnungsreduktion ist das Guyan-
Verfahren, das die Ordnungsreduktion eines statischen linearen Problems
ermöglicht. Ausgehend von
Kr = F (2.6)
wird eine Zahl von Masterknoten mit Freiheitsgraden rm definiert. Mas-
terknoten sind in diesem Zusammenhang Knoten, an denen eine Kraft
aufgegeben wird oder die für die Ergebnisdarstellung wichtig sind. Die
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Freiheitsgrade der anderen Knoten bezeichnet man mit rs. Das System
kann dann geschrieben werden in der Form[
Kmm Kms
Ksm Kss
](
rm
rs
)
=
(
Fm
Fs
)
. (2.7)
Diese Gleichungen lassen sich nach den Zustandsvektoren auflösen
rm = K−1mm(Fm −Kmsrs), (2.8)
rs = K−1ss (Fs −Ksmrm). (2.9)
Die Verwendung der Gleichung (2.9) in der ursprünglichen Beschreibung
(2.7) führt ganz allgemein auf die reduzierte Darstellung
K˜r˜ = F˜ (2.10)
mit
K˜ = Kmm −KmsK−1ss Ksm, F˜ = Fm −KmsK−1ss Fs, r˜ = rm. (2.11)
Daraus ergibt sich mit F˜ = WTF direkt die Transformationsmatrix W .
Aus r = V r˜ und (2.9) erhält man unter der Voraussetzung Fs = 0 die
Transformationsmatrix V
W =
[
1
−KmsK−1ss
]
, V =
[
1
−K−1ss Ksm
]
. (2.12)
Für den statischen Fall ist dieses Reduktionsverfahren exakt. Mit den bei-
den Transformationsmatrizen lässt sich das Verfahren mit der Reduktion
der Massen- und Dämpfungsmatrix auch auf dynamische Probleme erwei-
tern. Die Beschreibung von dynamischen Systemen mit dieser Methode
ist jedoch nur sehr eingeschränkt nutzbar. Das beschriebene Reduktions-
verfahren berücksichtigt keinen Einfluss von Massen- oder Dämpfungs-
termen bei der Prozedur. Nur bei der Mitführung von vielen Masterkno-
ten können ausreichend genaue Ergebnisse in der zeitabhängigen Simu-
lation erzielt werden. Die Methode ist zudem auf lineare Probleme be-
schränkt. Entscheidender Vorteil des Guyan-Verfahrens im Vergleich zu
den im Folgenden beschriebenen Methoden ist, dass es sich auch bei den
Freiheitsgraden des reduzierten Systems um echte physikalische Knoten
des ursprünglichen Systems handelt, was die Methode sehr anschaulich
macht. Aufgrund der beschriebenen Einschränkungen ist diese Methode
vor allem für statische Probleme geeignet.
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2.2.3. Singulärwertzerlegung
Grundlage dieses Verfahrens ist die Approximation von Matrizen mit Ma-
trizen eines geringeren Rangs basierend auf einer Singulärwertzerlegung.
Definiert werden Singulärwerte als die Quadratwurzeln der Eigenwerte
eines Operators, der sich als Produkt aus der Systemmatrix mit seiner
Adjungierten ergibt.
Das in (2.1) beschriebene System kann in ein gekoppeltes Differenzial-
gleichungssystem erster Ordnung transformiert werden
r˙∗ = A∗r +B∗u
yo = Gr
⇔
(
r˙∗
yo
)
=
[
A∗ B∗
G 0
](
r∗
u
)
= A′
(
r∗
u
)
. (2.13)
Hierbei sind A∗ und B∗ ∈ R2nF×2nF und r∗ ∈ R2nF . Jede Matrix A′ ∈
R(2nF+no)×(2nF+ni) kann nach Anderson u. a. (1999) in ein Produkt aus
drei Matrizen zerlegt werden
A′ = V ΣWT . (2.14)
Für die Singulärwerte gilt A′wi = σivi. V = [v1, v2, . . .] und W =
[w1, w2, . . .] sind dabei orthonormierte Matrizen, das heißt V V T = 1
und WWT = 1. Σ ist eine Diagonalmatrix aus Singulärwerten Σii = σi.
Damit gilt
A′ =
2nF∑
i=1
σivi(wi)T . (2.15)
Die Ordnungsreduktion besteht für die Methode der Singulärwertzerle-
gung darin, diese Entwicklung abzubrechen
A˜′ =
nR∑
i=1
σivi(wi)T mit nR  nF. (2.16)
Vorteil dieser Methode im Vergleich zum Guyan-Verfahren ist, dass so-
wohl der Einfluss der Massen- als auch der Dämpfungsmatrix während
der Ordnungsreduktionsprozedur berücksichtigt wird. Zudem existiert für
diese Methode eine globale Fehlerschranke, die es erlaubt, die Abwei-
chung vom nicht reduzierten Modell zu bewerten. Von Nachteil ist der
hohe rechnerische Aufwand.
Die beschriebene Vorgehensweise ist bislang lediglich für den statischen
Fall gültig. Eine Möglichkeit, das Verfahren auf dynamische Prozesse zu
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erweitern, ist die Karhunen-Loève-Zerlegung auch als Proper Orthogonal
Decomposition (POD) benannt (Lin u. a. 2003; Hung und Senturia 1999).
Für das nichtlineare System wird eine konstante Last aufgegeben und die
Zustandsvariable zu festen Zeitpunkten ti ermittelt und in einer Matrix
zusammengefasst
R = [r(t1), r(t2), . . . , r(tk)] . (2.17)
Für diese Matrix können mittels der Methode der Singulärwertzerlegung
in den meisten Fällen wenige dominante Singulärwerte gefunden werden.
Damit lässt sich das zeitabhängige Verhalten auf den von diesen domi-
nanten Singulärvektoren aufgespannten Raum reduzieren. Entscheiden-
der Nachteil dieser Vorgehensweise ist, dass zur Bestimmung der Zu-
standsvariablen eine Simulation des Vollmodells notwendig ist.
Weiterführende Methoden auf dem Gebiet der Singulärwertzerlegung
wie die Balanced Truncation Approximation oder die Hankel Norm Ap-
proximation sind Antoulas und Sorensen (2001) und Lienemann (2006)
zu entnehmen.
2.2.4. Krylov-Unterraum-Verfahren
Krylov-Unterraum-Verfahren basieren auf einer Approximation des Sys-
tems im Frequenzraum. Ausgehend vom linearen System erster Ordnung
(2.13) in veränderter Schreibweise
Er˙ = r(t) +B′u(t)
yo(t) = Gr(t)
(2.18)
kann die Übertragungsfunktion des Systems über die Laplace-Transfor-
mation bestimmt werden
H(s) = G(sE + 1)−1B′. (2.19)
Die Vorgehensweise wird beispielhaft für ein System erster Ordnung be-
schrieben. Alle Systeme zweiter Ordnung lassen sich in ein System erster
Ordnung transformieren. Zudem lässt sich die beschriebene Methodik
auch auf Systeme zweiter Ordnung erweitern.
Geschickte Umformung (Lienemann 2006) erlaubt eine Taylorentwick-
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lung der Übertragungsfunktion um den Entwicklungspunkt s0
H(s) = −
∞∑
i=0
(s− s0)i
[
G
{
(1− s0E)−1E
}i (1− s0E)−1B′]
= −
∞∑
i=0
(s− s0)iMK,i.
(2.20)
Hierbei werden MK,i als Momente bezeichnet, die Methode selbst deswe-
gen oft auch als Momentenanpassung. Die Lösung des Problems im Be-
reich eines Entwicklungspunktes, der gegen unendlich strebt, wird über
Lanczos- und Arnoldi-Verfahren ermittelt. Liegt der Entwicklungspunkt
bei 0, spricht man von einer Padé-Approximation. Die Taylorreihe der
Übertragungsfunktion ist nur in der Umgebung des Entwicklungspunktes
eine gute Approximation. Um die Gültigkeit auf einen größeren Bereich
zu erweitern, ist die Entwicklung an mehreren Punkten durchzuführen.
Eine direkte Methode zur Bestimmung der Übertragungsfunktion ist
die Padé-Approximation. Eine Padé-Approximation k-ter Ordnung ist
eine rationale Funktion und definiert als
Hk(s) =
ak−1sk−1 + . . .+ a1s+ a0
bksk + . . .+ b1s+ 1
. (2.21)
Die Koeffizienten werden über H(s) = Hk(s) aus den ersten 2k Momen-
ten durch Abbruch der Summation von (2.20) erhalten. Die Vorgehens-
weise zur Ermittlung der Koeffizienten wird als Asymptotic Waveform
Evaluation (AWE) bezeichnet (Pillage und Rohrer 1990). Problematisch
ist bei dieser Approximation die Berechnung der Momente, die numerisch
nicht stabil sind.
Krylov-Methoden umgehen diese Problematik, indem Momentenan-
passung ohne die explizite Berechnung der Momente durchgeführt wird
(Antoulas und Sorensen 2001). Der Einfachheit halber ist die Herlei-
tung auf den SISO-Fall (Single Input Single Output) beschränkt. Als
Eingangs- und Ausgangsgrößen werden also lediglich skalare Größen an-
genommen. Damit reduzieren sich die Systemmatrizen auf E ∈ RnF×nF
und die Eingangs- und Ausgangsgrößen auf Vektoren B,GT ∈ RnF .
Der rechte Krylov-Unterraum k-ter Ordnung ist nach Bechtold u. a.
(2007) definiert als der Aufspann
KRk {E, B} = Span{B, EB, . . . , Ek−1B}. (2.22)
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Entsprechend ist
KLk {ET , GT } = Span{GT , ETGT , . . . , (ET )k−1GT } (2.23)
der linke Krylov-Unterraum k-ter Ordnung. Die in diesen Gleichungen
verwendeten Vektoren zur Bildung des Aufspanns werden mit zuneh-
mender Ordnung sehr schnell linear abhängig. Aus diesem Grund ist es
notwendig, alternative Vektoren zu finden, die den gleichen Aufspann
bilden
KRk {E, B} = Span{vR1 , . . . , vRk }, (2.24)
KLk {ET , GT } = Span{wL1 , . . . , wLk}. (2.25)
Zur Erzeugung der vi und wi sind vor allem zwei Algorithmen von Be-
deutung, die auf Lanczos (1950) und Arnoldi (1951) zurückgehen. Beide
Methoden liefern numerisch stabile Lösungen im Unterschied zur AWE-
Methode. Entscheidender Vorteil beider Methoden ist, dass die Redukti-
on über eine iterative Entwicklung geschieht. Von Nachteil ist der Genau-
igkeitsverlust, der sich ergibt, falls die Simulation zu weit entfernt vom
gewählten Entwicklungspunkt durchgeführt wird. In der Literatur sind
weitere darauf basierende Verfahren und Anwendungsbeispiele zu fin-
den (Bastian u. a. 2002; Reitz u. a. 2004; Han u. a. 2005; Bechtold 2005).
Bechtold u. a. (2005) zeigen darüber hinaus Möglichkeiten auf, wie die
Genauigkeit der Modelle bewertet werden kann.
Die Berücksichtigung von Nichtlinearitäten in auf den Krylov-Unter-
raum reduzierten Modellen ist Thema aktueller Forschungsarbeiten. Ein
Überblick über die Möglichkeiten wird von Feng (2005b) gegeben.
Lanczos-Verfahren
Die Lanczos-Methode ist ein Verfahren, dass eine Padé-Approximation
über einen iterativen Ansatz liefert. Sie wird aus diesem Grund auch oft
als Padé-via-Lanczos (PVL) bezeichnet (Feldmann und Freund 1995).
Bei der Verwendung der Methode werden zwei Transformationsmatrizen
W und V erzeugt, deren aufspannende Vektoren vi und wj biorthogonal
sind, das heißt wTj vi = 0 ∀ i 6= j.
Damit ist eine Projektion auf eine Beschreibung im Unterraum von
KRk definiert als A˜ = WTAV . Die Verwendung der reduzierten Matrix in
der ursprünglichen Übertragungsfunktion führt auf die reduzierte Form
der Übertragungsfunktion. Mathematisch kann gezeigt werden, dass in
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diesem Fall die ersten 2kMomente den Termen in der Taylor-Entwicklung
entsprechen. Damit führt dieses Verfahren auf eine Padé-Approximation.
Arnoldi-Methode
Beim Arnoldi-Verfahren wird nur eine Transformationsmatrix V aus or-
thonormierten Vektoren vi aufgebaut. Es gilt dann vTi vj = δij . Damit ist
eine reduzierte Systemmatrix definiert als A˜ = V TAV . Die Verwendung
der reduzierten Matrix in der Übertragungsfunktion zeigt, dass für dieses
Verfahren die Momentenanpassung nur für die ersten k Momente gelingt.
Sie wird aus diesem Grund Padé-Typ-Approximation genannt.
2.2.5. Modale Superposition
Die Methode der modalen Superposition auch bekannt als Rayleigh-Ritz-
Methode ist eine Möglichkeit, eine Transformation in einen Unterraum
durchzuführen. Sie ist die für diese Arbeit entscheidende Methode und
basiert auf der in ANSYS (2005) beschriebenen Vorgehensweise.
Der Grund für die Verwendung der modalen Superposition als Ord-
nungsreduktionsverfahren ist, dass das zeitabhängige Verhalten von Sys-
temen untersucht werden soll. Wenige Eigenvektoren eines Systems er-
lauben bereits eine detaillierte Beschreibung der dynamischen Vorgänge.
Der Vergleich mit Finite-Elemente-Lösungen zeigt, dass auch für kom-
plexe statische Probleme nur geringfügige Abweichungen im ordnungs-
reduzierten Modell auftreten. Ein weiterer wichtiger Punkt, der für die
Verwendung der modalen Superposition spricht, ist die Beibehaltung von
Auslenkungsfreiheitsgraden, die eine einfache und sehr genaue Umset-
zung von Kräften erlaubt.
Von Nachteil ist, dass die Methode der modalen Superposition Auf-
gabenstellungen erfordert, für die eine Modalanalyse als Grundlage des
Verfahrens durchgeführt werden kann. Probleme, die die reine Lösung
von zeitabhängigen elektromagnetischen Feldern oder Temperaturfeldern
erfordern, können mit der Methode der modalen Superposition nicht re-
duziert werden.
Typische Fragestellungen zum dynamischen Verhalten eines mechani-
schen Systems unter dem Einfluss von Kräften unterschiedlicher phy-
sikalischer Domänen können mit der Methode der modalen Superposi-
tion optimal beanwortet werden. Ausgangspunkt jeder Ordnungsreduk-
tionsprozedur ist ein Finite-Elemente-Modell der Strukturmechanik des
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Systems, das über die in (2.1) definierte allgemeine Bewegungsgleichung
beschrieben werden kann.M , D und K sind hierbei die Finite-Elemente-
Systemmatrizen der Masse, Dämpfung und Steifigkeit. Die Zustandsvek-
toren r sind die Finite-Elemente-Freiheitsgrade und F = Bu die Finite-
Elemente-Kräfte. Bei der Durchführung der Modalanalyse zur Extraktion
der Eigenwerte ωi und Eigenvektoren ϕi des Systems ist das verallgemei-
nerte Eigenwertproblem
(−ωi2M +K)ϕi = 0 (2.26)
zu lösen. Die extrahierten Eigenvektoren ϕi werden zur Transformati-
onsmatrix Φ = [ϕ1, ϕ2, . . .] zusammengefasst und erlauben die Diago-
nalisierung der Systemmatrizen und eine Transformation des Problems
in den Modalraum. Mit der Einführung modaler Systemmatrizen M˜ , D˜
und K˜, Auslenkungen q und Kräften F˜
M˜ = ΦTMΦ (analog für D˜, K˜), r = Φq, F˜ = ΦTF (2.27)
erhält man über
M˜ q¨ + D˜q˙ + K˜q = F˜ (2.28)
eine Beschreibung in Form entkoppelter Differenzialgleichungen. Die Re-
duktion der Differenzialgleichung besteht darin, die Zahl der Freiheits-
grade der Finite-Elemente-Gleichung nF zu reduzieren auf nR, indem die
Transformationsmatrix Φ nur aus nR Eigenvektoren aufgebaut wird.
Die Normierung der Eigenvektoren ist bei der Lösung des verallgemei-
nerten Eigenwertproblems nicht vorgegeben und kann so gewählt werden,
dass die modale Massenmatrix auf die Einheitsmatrix normiert ist. Unter
Verwendung der viskosen Dämpfung ergeben sich mit modalen Güten Qi
die Systemmatrizen zu
M˜ = 1, D˜ij =
ωi
Qi
δij , K˜ij = ωi2δij . (2.29)
Die Reduktion von Finite-Elemente-Koordinaten auf modale Koordina-
ten geht aus von der Bewegungsgleichung des Finite-Elemente-Modells.
Zunächst wird eine Einheitsmatrix ΨΨT = 1 eingeführt. Die Matrix Ψ
wird hierbei so angesetzt, dass nach Definition einer Normierungsmatrix
AΦ die Beziehung Ψ = ΦAΦ erfüllt ist. Die Bewegungsgleichung wird
zunächst von links mit der transponierten Transformationsmatrix ΦT
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multipliziert. Zudem wird die Einheitsmatrix eingefügt. Es gilt dann
ΨΨT = ΦAΦATΦΦT = 1 (2.30)
⇔ ΦTΦAΦATΦΦTΦ = ΦTΦ (2.31)
⇔ AΦATΦ = (ΦTΦ)−1. (2.32)
Damit ergibt sich die Bewegungsgleichung zu
ΦTMΨΨT r¨ + ΦTDΨΨT r˙ + ΦTKΨΨTr = ΦTF . (2.33)
Unter Verwendung von (2.30) und (2.32) erhält man entsprechend der
Gleichung (2.27)
M˜ = ΦTMΦ, q = (ΦTΦ)−1ΦTr. (2.34)
Für die Kraft ergibt sich die Umformung
F˜ = ΦTF = ΦTΨΨTF
⇔ F˜ = ΦTΦAΦATΦΦTF
⇔ (ΦTΦ)−1F˜ = AΦATΦΦTF
⇔ Φ(ΦTΦ)−1F˜ = ΦAΦATΦΦTF = ΨΨTF
⇔ F = Φ(ΦTΦ)−1F˜ (2.35)
und damit eine eindeutige Transformationsvorschrift zwischen modalen
und Finite-Elemente-Koordinaten. In der Literatur sind viele Anwen-
dungsbeispiele der linearen Methode zu finden (Gugel u. a. 2006; Bedyk
u. a. 2007).
Die Entwicklung des Verfahrens im Bereich der MEMS geht zurück
auf Gabbay und Senturia (1998) und Gabbay (1998). Die Weiterentwick-
lung zur Behandlung nichtlinearer Problemstellungen mit der Methode
der modalen Superposition ist dargestellt in Gabbay u. a. (2000), Mehner
u. a. (2000) und Bennini (2004). Die Methode basiert auf der Beschrei-
bung der nichtlinearen Eigenschaften der Mechanik und Elektrostatik mit
Fitverfahren. Die Anwendung dieser Methode ist beispielsweise Bennini
u. a. (2001) oder Bucher (2000) zu entnehmen. Im Rahmen dieser Ar-
beit werden lediglich mechanisch lineare Modelle betrachtet. Die Berück-
sichtigung nichtlinearer elekrostatischer Eigenschaften geschieht über die
Einkopplung als nichtlineare Kraft.
Neben der Anwendung auf Fragestellungen in der Mikrosystemtechnik
wird die Methode der modalen Superposition auch in anderen Bereichen
wie der Computergrafik eingesetzt (Choi und Ko 2005; Hauser u. a. 2003).

3. Ordnungsreduktion in der
Anwendung
3.1. Möglichkeiten der modalen Superposition
Die modale Superposition ist, wie bereits in Abschnitt 2.2.5 angedeutet
wurde, eine Methode, die besonders gut für die Modellierung von kom-
plexen mechanischen Systemen geeignet ist. Für diese Systeme ist die
modale Zerlegung in vielen Fällen ein sehr gut geeignetes Verfahren, um
die hohe Zahl an mechanischen Freiheitsgraden in der Finite-Elemente-
Modellierung zu reduzieren. Andere beteiligte physikalische Domänen wie
die Elektrostatik oder Magnetostatik können in Form von Kräften einge-
koppelt werden.
Ein weiterer wichtiger Aspekt dieser Arbeit ist die Untersuchung des
zeitabhängigen Verhaltens von Mikrosystemen. Wichtige Fragestellun-
gen, die in der Entwicklung auftreten, zielen darauf ab, das zeitabhängige
Verhalten des Systems unter der Wirkung zeitabhängiger Einflüsse zu un-
tersuchen. Eine prädestinierte Anwendung für die Methode der modalen
Superposition ist der Drehratensensor.
Dieses Kapitel befasst sich mit den grundlegenden Methoden zur Be-
schreibung von Mikrosystemen in ordnungsreduzierten Modellen. Diese
Methoden bilden die Grundlage für die Berücksichtigung von Einflüssen
der Aufbau- und Verbindungstechnik in Kapitel 4 und für die Parametri-
sierung des Verfahrens in Kapitel 5. In den folgenden Abschnitten wird
zunächst das Funktionsprinzip mikromechanischer Drehratensensoren er-
läutert. Im Anschluss daran werden neue methodische Verfahren zur Be-
schreibung eines Drehratensensors entwickelt und anhand des Anwen-
dungsbeispiels veranschaulicht. Die möglichst allgemein gehaltene For-
mulierung von Kräften kann auch auf andere Systeme, wie beispielsweise
Beschleunigungssensoren, übertragen werden.
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(a) Linearer Drehratensensor. Quelle:
Bosch.
(b) Rotatorischer Drehratensensor. Quelle:
Bosch.
Abbildung 3.1.: Realisierungsmöglichkeiten von Drehratensensoren. Raster-
elektronenmikroskopie eines rotatorischen (b) und eines linearen (a) Drehra-
tensensors.
3.2. Drehratensensoren
Die im Folgenden dargestellten Simulationsmethoden erfordern an ei-
nigen Stellen bereits die Kenntnis über das Funktionsprinzip und den
Aufbau eines Drehratensensors. Aus diesem Grund werden zunächst das
dem Drehratensensor zugrunde liegende Prinzip und zwei Realisierungs-
möglichkeiten eines Drehratensensors dargestellt.
Für Drehratensensoren gibt es eine Vielzahl unterschiedlicher Kon-
zepte. Ein wichtiges physikalisches Prinzip zur Messung einer Drehrate
ist der Corioliseffekt. Grundlage aller Drehratensensoren, die nach die-
sem Prinzip arbeiten, ist die Anregung einer sinusförmigen Antriebsbe-
wegung. Eine senkrecht zur Antriebsgeschwindigkeit wirkende Drehrate
führt aufgrund des Corioliseffekts zu einer Kraft, die senkrecht zur An-
triebsbewegung und senkrecht zur Drehrate wirkt. Der Drehratensensor
hat in der Richtung, in der die Kraft wirkt, einen Bewegungsfreiheitsgrad
und erfährt aufgrund des Corioliseffekts eine Auslenkung in die Detekti-
onsrichtung.
Abbildung 3.1 zeigt zwei mittels eines Rasterelektronenmikroskops auf-
genommene Bilder unterschiedlicher Realisierungsmöglichkeiten. Beim li-
nearen Ωz-Drehratensensor wird eine lineare Bewegung in x-Richtung an-
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getrieben. Wirkt eine Drehrate in z-Richtung ergibt sich eine Kraft die
zu einer linearen Auslenkung in y-Richtung führt.
Im Unterschied dazu wird beim rotatorischen Ωx-Drehratensensor eine
Rotationsbewegung um die z-Achse angeregt, die bei einer in x-Richtung
wirkenden Drehrate zu einer Verkippung um die y-Achse führt. Für bei-
de Arten von Drehratensensoren sind die im Folgenden beschriebenen
Effekte von Bedeutung.
3.3. Lineare Kräfte
Als lineare Kräfte in ordnungsreduzierten Modellen werden im Folgen-
den solche Kräfte bezeichnet, bei deren Berechnung keine Auswertung
der modalen Auslenkungen notwendig ist, beziehungsweise bei der die
modalen Auslenkungen (und Geschwindigkeiten und Beschleunigungen)
lediglich als Faktor eingehen. Für lineare Kräfte kann dann allgemein ein
Produktansatz gewählt werden, der die konstanten Anteile CF,0 und CF,i
von einer allgemeinen skalaren zeitabhängigen Eingangsgröße cF,i(t) und
vom zeitabhängigen modalen Anteil q(t) (oder q˙(t) beziehungweise q¨(t))
trennt
F˜l(t) = cF,0(t) ·CF,0 +
3∑
i=1
cF,i(t) · CF,i d
i−1
dti−1
q(t) (3.1)
= cF,0(t) ·CF,0 + cF,1(t) · CF,1q(t) + cF,2(t) · CF,2q˙(t) + . . . .
Als Eingangsgrößen cF,i(t) ist hierbei beispielsweise die x-Komponente
der Drehrate Ωx(t) zu verstehen. Die konstanten Anteile sind von der
Dimension des reduzierten Raumes – also entweder Vektoren des RnR
oder Matrizen des RnR×nR – und können vor der eigentlichen zeitabhän-
gigen Simulation des Systems ermittelt werden.
3.3.1. Quadratur
Unter Quadratur versteht man Effekte, die ein Störsignal erzeugen, das
um 90° phasenverschoben zu einem zu messenden Sensorsignal liegt. In
vielen Anwendungsfällen ist das Quadratursignal um Größenordnungen
höher als die zu detektierenden Signale. Der auf das maximale Detek-
tionssignal optimierte Dynamikbereich der Auswerteschaltung wird da-
mit vom Quadratursignal überschritten und macht die Detektion echter
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Abbildung 3.2.: Quadratur in mäandrischen Federn. Eine mäandrische Feder
(a) mit einem nichtsymmetrischen Querschnitt (b), die ein Biegemoment in x-
Richtung erfährt wird in Anteile in χ-Richtung und ζ-Richtung zerlegt. Die
Komponente in ζ-Richtung bestimmt den Quadraturanteil.
Signale unmöglich. Zur Vermeidung dieses Effekts kann die Quadratur
bereits auf Sensorelementebene elektrostatisch korrigiert werden.
Eine typische Ursache für mechanische Quadratur sind durch den Ferti-
gungsprozess bedingte nichtsymmetrische Federquerschnitte. Abbildung
3.2 zeigt die Zusammenhänge, die aufgrund des Flankenfehlwinkels an
mechanischen Federstrukturen zur Quadratur führen.
Für nichtsymmetrische Federquerschnitte werden die Flächenträgheits-
momente nach Beitz und Grote (1997) bestimmt. Die Flächenträgheits-
momente erlauben die Berechnung der Hauptachsen χ und ζ. Die Auf-
bringung eines äußeren Momentes in x-Richtung führt zu einer kompo-
nentenweisen Zerlegung in die Hauptachsenrichtungen χ und ζ wie in
Abbildung 3.2(b) dargestellt. Zusätzlich zur Komponente in x-Richtung
ergibt sich ein zweiter Anteil aus der xy-Ebene heraus in z-Richtung.
Übertragen auf einen Drehratensensor kann sich folglich bei einer An-
triebsrichtung x eine durch die Quadratur verursachte Auslenkung senk-
recht dazu ergeben. Die Antriebsbewegung kann über den Quadraturef-
fekt in die Detektionsbewegung überkoppeln. Messungen und statische
Finite-Elemente-Analysen zeigen, dass der Quadratureffekt als auslen-
kungsproportionale Kraft in das Systemverhalten einfließt. Eine elektro-
statische Korrektur des Quadratureffekts kann folglich über elektrosta-
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tische Strukturen geschehen, die eine auslenkungsproportionale Kraft in
entgegengesetzter Richtung einkoppeln.
Um den Quadratureffekt im ordnungsreduzierten Modell korrekt be-
rücksichtigen zu können, muss dieser ebenfalls in Form einer Kraft be-
rücksichtigt werden. Ohne das Wissen um die Eigenschaften der Qua-
dratur könnte der Ansatz verfolgt werden, die Quadratur direkt über
die Eigenmodenformen des Modells zu berücksichtigen. Die Berücksich-
tigung des Flankenfehlwinkels im Finite-Elemente-Modell führt zu ge-
ringen Veränderungen der Modenformen. Die für die Antriebsbewegung
relevante Mode zeigt ohne Flankenfehlwinkel lediglich Auslenkungen in
der xy-Ebene, erhält aber mit Berücksichtigung des Flankenfehlwinkels
eine Komponente in z-Richtung. Verwendet man diese Moden als Ba-
sis zur Beschreibung des Systems, lässt sich das Verhalten nicht korrekt
abbilden.
In Anhang B wird die Berücksichtigung der Quadratur anhand eines
Feder-Masse-Systems für die beiden unterschiedlichen Vorgehensweisen
dargestellt. Dabei wird deutlich, dass der Ansatz die Quadratur als Kraft
zu berücksichtigen, der korrekte Ansatz ist.
Ausgangspunkt zur Berücksichtigung von Quadratur sind die beiden
Eigenwertprobleme im Finite-Elemente-Modell mit und ohne Quadratur-
einfluss
M r¨ +Kr = 0 (3.2)
(M +Mq)r¨ + (K +Kq)r = 0. (3.3)
Entscheidend ist hierbei, dass sich der Quadratur verursachende Effekt in
der Finite-Elemente-Modellierung abbilden lässt. Es wird angenommen,
dass Quadratur sowohl in der Massen- als auch in der Steifigkeitsmatrix
einen Einfluss haben kann. Die Eigenwerte und Eigenvektoren ergeben
sich unter der Voraussetzung, dass die reduzierte Massenmatrix auf 1
normiert sein soll, zu
(−ω2iM +K)ϕi = 0 (3.4)
(−ν2i (M +Mq) + (K +Kq))ϑi = 0. (3.5)
Die Eigenvektoren werden zu den Transformationsmatrizen Φ und Θ zu-
sammengefasst. Es gelten dann die Beziehungen
M˜ = ΦTMΦ = 1 K˜ = ΦTKΦ = ω2 (3.6)
M˜Θ = ΘT (M +Mq)Θ = 1 K˜Θ = ΘT (K +Kq)Θ = ν2. (3.7)
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Die reduzierte Dämpfungsmatrix ergibt sich aus den Eigenwerten und den
modalen Güten, die nur für die Eigenmodenformen ϕi bekannt sind. Aus
diesem Grund ist es notwendig, einheitlich die Transformationsmatrix
Φ als Basis für die Ordnungsreduktion zu verwenden, auch für den Fall,
dass die Massen- und/oder Steifigkeitsmatrix quadraturbehaftet sind. Die
Massen- und Steifigkeitsmatrizen mit Quadraturanteilen lassen sich nach
Definition einer Korrelationsmatrix BΘ zwischen den beiden Basen
Φ = ΘBΘ ⇔ BΘ = (ΘTΘ)−1ΘTΦ (3.8)
in der Basis Φ beschreiben. Es wird eine zusätzliche diagonale Skalie-
rungsmatrix BΦ eingeführt, die bei der Ableitung der reduzierten Sy-
stemmatrizen auf die Transformationsmatrix Φ multipliziert wird. Diese
Skalierungsmatrix ist in vielen Fällen eine Einheitsmatrix. Numerische
Effekte und Modellasymmetrien können dazu führen, dass die Vorausset-
zung, dass Quadratur ausschließlich in Form von Nichtdiagonalelementen
in der Massen- und Steifigkeitsmatrix auftritt, nicht erfüllt ist. Die zusätz-
liche Skalierung der Diagonalelemente der Massen- und Steifigkeitsmatrix
über die Skalierungsmatrix BΦ korrigiert diese geringfügigen Abweichun-
gen. Für das Problem mit Quadratur gilt dann
M˜q = BΦTΦT (M +Mq)ΦBΦ
= BΦTBΘTΘT (M +Mq)ΘBΘBΦT
= BΦTBΘTBΘBΦ (3.9)
und analog für die Steifigkeit
K˜q = BΦTΦT (K +Kq)ΦBΦT
= BΦTBΘTΘT (K +Kq)ΘBΘBΦ
= BΦTBΘT ν2BΘBΦ. (3.10)
Zur numerischen Auswertung der quadraturbehafteten Systemmatrizen
ist die Kenntnis der Skalierungsmatrix BΦ notwendig. Diese ergibt sich
aus der Bedingung, dass die Massenmatrix mit Quadratur M˜q auf 1 nor-
miert ist. Damit lässt sich die Normierungsmatrix BΦ ermitteln zu
BΦ = diag
1
diag
√
BΘ
TBΘ
⇔ BΦ,ij = 1√∑
k BΘ,kiBΘ,kj
δij . (3.11)
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Die reduzierte Dämpfungsmatrix ergibt sich aus D˜q = BΦTΦTDΦBΦ.
Da die Finite-Elemente-Dämpfungsmatrix dem Ansatz entsprechend von
der Quadratur unbeeinflusst bleibt, ist lediglich ein Einfluss über die
Skalierungsmatrix BΦ auf die reduzierte Dämpfungsmatrix möglich
D˜q,ij = BΦT
M˜ijωi
Qi
BΦδij . (3.12)
3.3.2. Lorentzkraft
Die Anregung eines Drehratensensors kann sowohl über elektrostatische
Kräfte als auch über die magnetische Lorentzkraft geschehen. Zur voll-
ständigen Abdeckung der möglichen auftretenden Antriebskräfte ist es
notwendig, auch eine Formulierung der Lorentzkraft im ordnungsredu-
zierten Modell zu finden. Für das gewählte Anwendungsbeispiel ist die
Lorentzkraft zwar ohne Bedeutung, anhand der Herleitung der Kraft wird
aber die Möglichkeit aufgezeigt, wie sich lineare Kräfte unterschiedlicher
physikalischer Domänen ordnungsreduziert darstellen lassen.
Die Lorentzkraft, die auf einen von der Stromstärke I durchflossenen
Leiter der Länge dl in einem Magnetfeld mit der magnetischen Induktion
B wirkt, kann in differenzieller Schreibweise angegeben werden als
dF = Idl×B. (3.13)
Zur Umsetzung im Finite-Elemente Modell werden Knoten festgelegt, die
die Leiterschleife definieren. Die Kraftaufbringung geschieht knotenweise,
indem für jeden Knoten die zugehörige Länge des Leiterschleifenelements
berechnet und daraus die Lorenzkraft ermittelt wird. In Abbildung 3.3
ist die Umsetzung dargestellt. Für jeden Einzelknoten der Leiterschleife
ist die Knotenkraft Fi definiert als
Fi = Ili ×Bi (3.14)
unter der Voraussetzung, dass über die Länge des Leiterschleifenelements
li das magnetische Feld Bi als konstant angenommen werden kann.
Die gesamte magnetische Kraft Flor ergibt sich als vektorielle Zusam-
menfassung der an unterschiedlichen Knoten wirkenden Kräfte für die
drei Raumrichtungen unter Verwendung des Levi-Civita-Symbols εijk als
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B
li
Fi
Abbildung 3.3.: Berechnung der Lorentzkraft. Ein über die schwarz einge-
zeichnete Leitung fließender Strom I erfährt im Magnetfeld B eine zu seiner
Fließrichtung li senkrecht wirkende Lorentzkraft Fi = Ili ×Bi.
Summation j und k für die drei Raumkomponenten x, y und z.
F ilor = I
∑
j,k
lj1Bk1 εijklj2Bk2 εijk
. . .
 . (3.15)
Zur Berechnung der modalen Lorentzkraft ist die Definition einer redu-
zierten Transformationsmatrix notwendig. Als Lorentzkraft-Transforma-
tionsmatrix Φlor werden die Zeilen der Transformationsmatrix zusam-
mengefasst, für die der zugehörige Knoten zur Leiterschleife gehört. Die
ermittelte Finite-Elemente-Last kann über die für die Leiterschleifenkno-
ten geltenden Zeilen der Transformationsmatrix in den Modalraum trans-
formiert werden
F˜lor =
∑
i
(Φilor)TF ilor. (3.16)
Varghese u. a. (1999) beschreiben einen alternativen Ansatz zur Berech-
nung der Lorentzkraft über die magnetische Energie.
3.3.3. Linearbeschleunigung
In vielen Fällen der Modellierung von Drehratensensoren ist es wichtig
Störeinflüsse zu bewerten. Eine wichtige Einflussgröße ist die Linearbe-
schleunigung. Typische Fragestellungen zielen darauf ab, das Verhalten
des Systems unter dem zusätzlichen Einfluss einer Querbeschleunigung
zu bewerten. Um die ordnungsreduzierte Modellierung für solche Fragen
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heranziehen zu können, ist es notwendig den Einfluss von Linearbeschleu-
nigungen in allen Raumrichtungen in Form von Kräften zu integrieren.
Zur Berücksichtigung der Linearbeschleunigungskraft ist die Berech-
nung einer effektiven Knotenmasse m für das Finite-Elemente-Modell
notwendig. Dies gelingt über eine statische Finite-Elemente-Analyse. Die
Aufbringung einer Beschleunigungslast ax liefert bei Festhalten aller Frei-
heitsgrade die einzelnen Knotenmassen aus den Reaktionskräften F x an
allen Finite-Elemente-Knoten über die Beziehung
m = F
x
ax
. (3.17)
Die Berechnung der Finite-Elemente-Kraft im Fall einer Linearbeschleu-
nigung ai mit i ∈ [x, y, z] ist dann gegeben durch
F ilin = mai. (3.18)
Zur Berechnung der modalen Linearbeschleunigungskraft muss mit der
entsprechenden Raumkomponente der Transformationsmatrix multipli-
ziert werden
F˜ ilin = (Φi)Tmai. (3.19)
Mit der Einführung der Linearbeschleunigungsvektoren a˜ilin = (Φi)Tm
kann die gesamte modale Linearbeschleunigungskraft dargestellt werden
als
F˜lin =
∑
i
a˜ilina
i. (3.20)
Die eigentliche Ordnungsreduktion bei der Berechnung der Linearbe-
schleunigungsvektoren kann vor der zeitabhängigen Simulation erfolgen.
Die Berechnung der Linearbeschleunigungskräfte während der Simulation
ist danach sehr schnell.
3.3.4. Dämpfung
Ein wichtiger Bestandteil der Modellierung des dynamischen Verhaltens
eines Mikrosystems ist die Abbildung der Dämpfungseigenschaften. Ohne
Berücksichtigung der Dämpfungseigenschaften schwingt ein Feder-Masse-
System harmonisch ohne dabei Energie zu verlieren. In der Realität treten
Reibungseffekte auf, die die im System gespeicherte Energie verringern.
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Die in Abschnitt 2.2.5 verwendete viskose Dämpfung als geschwindig-
keitsproportionale Kraft ist eine weit verbreitete und in vielen Fällen
ausreichend genaue Methode zur Modellierung von Dämpfungseffekten.
Aufgrund der geringen Spaltabstände in der Mikrosystemtechnik im
Bereich von etwa 1 µm zwischen bewegter Struktur und darunter liegen-
dem Substrat spielt die Squeeze-Dämpfung eine wichtige Rolle. Neben
den dissipativen Effekten, die bereits für die viskose Dämpfung beschrie-
ben wurden, haben für den Fall der Squeeze-Dämpfung die kompressi-
blen Eigenschaften des Mediums einen Einfluss auf die Steifigkeit. Die
ordnungsreduzierte Modellierung der Squeeze-Dämpfung ist aus diesem
Grund für viele Mikrosysteme von entscheidender Bedeutung. Für die
Methode der Ordnungsreduktion wurde ein Verfahren entwickelt, die-
sen Einfluss zu modellieren. Die im Rahmen dieser Arbeit untersuchten
Systeme erfordern keine Modellierung der Squeeze-Film-Dämpfung, ein
Überblick über die Umsetzung im Modell wird dennoch gegeben. Die Be-
rechnung von Dämpfungskräften für parallele Plattenbewegungen wird
in Veijola und Turowski (2001) beschrieben, ist aber für die untersuchten
Systeme unbedeutend.
Viskose Dämpfung
Die allgemeine eindimensionale Schwingungsgleichung für ein Teilchen
der Masse m mit viskoser Dämpfung bei einer Dämpfungskonstanten c
und der Federsteifigkeit k lautet (Gerthsen und Vogel 1993)
mr¨ + cr˙ + kr = 0. (3.21)
Der allgemeine Lösungsansatz r = r0eλt liefert die charakteristische Glei-
chung
mλ2 + cλ+ k = 0. (3.22)
Die allgemeine Lösung für λ lautet
λ1,2 = − c2m ±
√
c2
4m2 −
k
m
(3.23)
und definiert je nach Vorzeichen des Radikanden drei charakteristische
Fälle
• c < 2
√
mk bedeutet schwache Dämpfung und wird als Schwingfall
bezeichnet
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• c = 2
√
mk bedeutet kritische Dämpfung und wird als aperiodischer
Grenzfall bezeichnet
• c > 2
√
mk bedeutet starke Dämpfung und wird als Kriechfall be-
zeichnet.
Nach Definition von
λ = −δ ± iω, mit δ = c2m und ω =
√
k
m
− c
2
4m2 (3.24)
ergibt sich die allgemeine Lösung mit Integrationskonstanten c1 und c2
zu
r(t) =
(
c1e
iωt + c2e−iωt
)
e−δt. (3.25)
Die Wahl von Randbedingungen r(0) = r0 und r˙(0) = 0 erlaubt die
Ermittlung der Integrationskonstanten für drei Fälle
• schwache Dämpfung: r(t) = r0e−δt cosωt mit δ <
√
k
m
• kritische Dämpfung: r(t) = r0e−δt mit δ =
√
k
m
• starke Dämpfung: r(t) = r02 e−δt
(
eiωt + e−iωt
)
mit δ >
√
k
m
Die in Abbildung 3.4 dargestellten Kurven zeigen den Realteil der Lö-
sung und beschreiben das Abklingverhalten unterschiedlich gedämpfter
Systeme.
Der Gütefaktor eines schwingenden Systems ist definiert als das Ver-
hältnis aus Energie Wm des Systems und Energieverlust pro Periode
Q = Wmω−W˙m
. (3.26)
Die Gesamtenergie des schwingenden Systems setzt sich zusammen aus
der kinetischen Energie und der potentiellen Energie und ist im Mittel
proportional zum Quadrat der Einhüllenden Wm ∼ e−2δt in Abbildung
3.4 . Der Energieverlust ist dann beschrieben durch die negative zeitliche
Ableitung −W˙m ∼ 2δe−2δt. Für die Güte ergibt sich damit und unter
Verwendung von (3.24)
Q = ω2δ =
ωm
c
. (3.27)
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Abbildung 3.4.: Abklingverhalten gedämpfter Systeme. Schwarz durchgezo-
gen dargestellt ist das Abklingverhalten eines schwach gedämpften Systems mit
der zugehörigen Einhüllenden in grau. Gestrichelt dargestellt ist der aperiodi-
sche Grenzfall, gepunktet der Fall der starken Dämpfung.
Unter der Voraussetzung, dass der Einfluss der Dämpfung klein ist, gilt in
guter Näherung ω ≈√k/m und der Gütefaktor erlaubt die Berechnung
der Dämpfungskonstanten c
Q = ωm
c
≈
√
km
c
⇔ c = ωm
Q
≈
√
km
Q
. (3.28)
Die durchgeführten Betrachtungen lassen sich direkt auf modale Frei-
heitsgrade und damit auf die modale Dämpfung übertragen. Zur Mes-
sung von Güten werden typische Modenformen eines Sensors über ein
Vibrometer angeregt und die Abklingkurve zur Ermittlung der moda-
len Güten ausgewertet. Die so ermittelten Gütefaktoren können in der
ordnungsreduzierten Modellierung verwendet werden zur Definition der
Dämpfungsmatrix
D˜ij =
ωi
Qi
M˜ijδij . (3.29)
Squeeze-Film-Dämpfung
Mehner u. a. (2003) haben die Vorgehensweise zur Berücksichtigung von
dissipativen Effekten in der ordnungsreduzierten Modellierung um die
Berücksichtigung von Squeeze-Effekten erweitert. Die Grundlagen für die
Berücksichtigung von Squeeze-Effekten wurden von Veijola u. a. (1995)
und Sharipov (1999) entwickelt.
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Unter Squeeze-Film-Dämpfung werden zwei Effekte zusammengefasst:
Bewegt sich eine seismische Masse senkrecht zu einer Wand und befindet
sich zwischen der bewegten Masse und der Wand ein dünner Gasfilm, so
treten abhängig von der Frequenz mit der die Masse bewegt wird zwei
Effekte auf. Im Fall einer hohen Frequenz kann das Medium nicht aus dem
Spalt ausströmen und es wirkt mit seinen kompressiblen Eigenschaften
wie eine mechanische Feder, man spricht von der Squeeze-Steifigkeit. Für
niedrige Frequenzen strömt das Medium aus dem Spalt aus, dabei treten
jedoch geschwindigkeitsproportionale Reibungskräfte auf.
Die linearisierte Reynoldsgleichung ist gültig für geringe Spaltabstände
h und unter der Voraussetzung, dass sowohl die Änderung des Luftspaltes
∆h gegenüber dem Spaltabstand h als auch die Änderung des Druckes
∆p gegenüber dem Umgebungsdruck p gering ist
∆p p, ∆h h. (3.30)
In allgemeiner Form beschreibt die Reynoldsgleichung die Druckänderung
aufgrund des sich ändernden Luftspaltes. Sie ist bei bekannter dynami-
scher Viskosität η gegeben durch (Veijola 1999)
h2p
12η∇
2
(
∆p
p
)
− ∂
∂t
(
∆p
p
)
= ∂
∂t
(
∆h
h
)
. (3.31)
Zusätzlich muss der auftretende Strömungswiderstand der Luft, der sich
an den bewegten Strukturen ausbildet, berücksichtigt werden.
Zur Beschreibung der Dämpfungskraft in modalen Koordinaten wird
der Ansatz
D˜req˙ + K˜req = F˜re (3.32)
gewählt. Dabei ist D˜re der viskose Dämpfungsterm und K˜re die Squeeze-
Steifigkeit. Diese beiden Matrizen sind frequenzabhängig und können
über eine harmonische Analyse ermittelt werden. Ausgehend von einer
aufgegebenen modalen Geschwindigkeit q˙j kann nach Multiplikation mit
dem zugehörigen Eigenvektor ϕj der Elementdruck p(ϕj q˙j) ermittelt
werden und über eine Multiplikation mit dem transponierten Vektor aus
Elementformfunktionen NT in einen äquivalenten Knotendruck umge-
rechnet werden.
Die Integration über die gesamte Fläche und Multiplikation mit dem
Transformationsvektor ϕTi liefert die komplexe modale Dämpfungskraft
D˜re,ij q˙j + K˜re,ijqj = ϕTi
∫
NTp(ϕj q˙j) dAre. (3.33)
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Für den harmonischen Ansatz gilt q˙ = iωq. Den Dämpfungsterm D˜re
erhält man durch Auswertung des Realteils und die Squeeze-Steifigkeit
durch Auswertung des Imaginärteils der Dämpfungskraft. Für den Fall
der Normierung der aufgebrachten Geschwindigkeit auf 1 erhält man
D˜re,ij = <
(
ϕTi
∫
NTp(ϕj q˙j) dAre
)
(3.34)
sowie
K˜re,ij = =
(
ωjϕ
T
i
∫
NTp(ϕj q˙j) dAre
)
. (3.35)
Zur Umsetzung der Frequenzabhängigkeit wird für jeden Term in der
Dämpfungs- oder Steifigkeitsmatrix die Kombination eines Feder- und
Dämpferelementes im Systemmodell integriert. Als zusätzliche Freiheits-
grade müssen die Auslenkungen der Mittelknoten zwischen Dämpfer und
Feder berücksichtigt werden. Dieser Ansatz ist analog zu einem elektri-
schen RC-Glied. Für den Dämpfungsterm ergibt sich damit eine Tiefpass-
und für den Steifigkeitsterm eine Hochpasscharakteristik. Damit wird
die korrekte Berücksichtigung der Frequenzabhängigkeit von Squeeze-
Steifigkeit und Dämpfungsterm möglich.
Abbildung 3.5 zeigt schematisch den Aufbau des entsprechenden Mo-
dells für zwei Moden. Li u. a. (2007) zeigen eine alternative Möglichkeit
zur Berechnung von Squeeze-Effekten auf.
3.4. Scheinkräfte in rotierenden
Koordinatensystemen
Für die Modellierung von Drehratensensoren ist die Berücksichtigung von
in rotierenden Koordinatensystemen auftretenden Scheinkräften von ent-
scheidender Bedeutung. Der Grund hierfür ist, dass das Messprinzip Co-
rioliseffekt selbst eine Kraft ist, die lediglich in rotierenden Koordinaten-
systemen auftritt. Für die Funktion des Sensors ist es aus diesem Grund
notwendig, dass der Sensor selbst ein rotierendes System ist. Ganz all-
gemein müssen dann auch andere in rotierenden Koordinatensystemen
auftretende Effekte berücksichtigt werden.
Abbildung 3.6 zeigt den Zusammenhang zwischen dem Laborsystem
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(a) Modellaufbau.
ω [a.u.]
K˜, D˜ [a.u.]
K˜(ω) D˜(ω)
(b) Dämpfung und Steifigkeit
Abbildung 3.5.: Squeeze-Effekte in der Ordnungsreduktion. Aufbau eines
Modells mit frequenzabhängiger Squeeze-Steifigkeit und viskoser Dämpfung
im ordnungsreduzierten Modell (a). Die doppelt logarithmisch aufgetragenen
Steifigkeits- und Dämpfungsterme zeigen die über den Ansatz berücksichtigte
Frequenzabhängigkeit (b).
(LS) und dem rotierenden Koordinatensystem (RS). Ganz allgemein un-
terliegt nach Kleiner u. a. (2005) und Fließbach (1996) ein Teilchen mit
der Masse m im rotierenden Koordinatensystem der Kraft
mr¨′ = mr¨ − 2mΩ× r˙′ −mΩ˙× r′ −mΩ× (Ω× r′). (3.36)
Dabei ist F = mr¨′ die real aufgebrachte Kraft, Ω und Ω˙ sind Drehrate
und Winkelbeschleunigung und r′ und r˙′ sind der Ortsvektor und die
Geschwindigkeit des Teilchens im rotierenden Koordinatensystem. Der
Ortsvektor im rotierenden Koordinatensystem kann berechnet werden
zu r′ = r − rRS. Unter der Annahme, dass der Ursprung des rotieren-
den Koordinatensystems ortsfest ist, gilt dann r˙ = r˙′. Ausgehend von
Gleichung (3.36) lassen sich dann die Kräfte definieren
mr¨′ = mr¨ − 2mΩ× r˙ −mΩ˙× (r − rRS) −mΩ× (Ω× (r − rRS))
= Flin + Fcor + Frot + Fzen. (3.37)
Neben der Linearbeschleunigungskraft, die bereits in Abschnitt 3.3.3 be-
schrieben wurde, hat die Gleichung noch drei weitere Terme. Sie werden
Corioliskraft, rotatorische Beschleunigungskraft und Zentrifugalkraft ge-
nannt. Für alle drei Terme kann eine modale Beschreibung zur Berück-
sichtigung in ordnungsreduzierten Modellen gefunden werden.
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Abbildung 3.6.: Zusammenhänge im rotierenden Koordinatensystem. Im La-
borsystem (LS: x, y, z) wird ein rotierendes Koordinatensystem (RS: x′, y′, z′)
über die Lage einer Drehachse beschrieben, die durch einen Aufpunkt rRS sowie
einen gerichteten Drehvektor Ω bestimmt ist. Wird das Masseteilchen m in RS
beschrieben, erfährt es im Unterschied zur Beschreibung in LS Scheinkräfte.
Die Vorgehensweise zeigt die theoretische Ableitung von modalen Kräf-
ten basierend auf analytischen Gleichungen. Die Umsetzung in der Reali-
tät erfordert immer eine genaue Untersuchung, ob die gewählten Moden
geeignet sind, um die Auswirkungen von Kräften abzubilden. Wichtig ist
zudem, dass beachtet wird, dass die Ableitung der Kräfte auf der mo-
dalen Superposition basiert. Nichtlineare Effekte lassen sich mit den in
dieser Form hergeleiteten Beziehungen nicht abbilden.
3.4.1. Corioliseffekt
Zur Berechnung von modalen Corioliskräften wird wie bei der Berech-
nung der modalen Linearbeschleunigungskraft der Finite-Elemente-Mas-
sevektor m benötigt. Für die Beschreibung des Corioliseffekts wird die
Transformationsmatrix Φ in die drei Komponenten Φx, Φy und Φz zer-
legt. Die Corioliskraft, die auf einen Knoten im Finite-Elemente-Modell
wirkt, ist dann
Fcor,i = 2mir˙i ×Ω. (3.38)
Formal wird ein Vektor mit drei Elementen Φc = [Φxc ; Φyc ; Φzc ] eingeführt,
dessen Vektorkomponenten sich aus der elementweisen Multiplikation
des Knotenmassenvektors m mit der entsprechenden Transformations-
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matrixkomponente Φi
Φxc,ij = miΦxij (3.39)
ergeben. Φyc and Φzc sind entsprechend die y- und z-Komponenten. Nach
Transformation in den Modalraum lässt sich die modale Corioliskraft
darstellen als
F˜cor = 2ΦT (Φc ×Ω)q˙. (3.40)
Um schnelle zeitabhängige Simulation zu ermöglichen, ist die Vereinfa-
chung dieses Terms notwendig. Die Aufspaltung der Drehrate in ihre drei
Komponenten erlaubt es, die Gleichung in der Form
F˜cor = 2
{
Ωx(t)
(
(Φy)TΦzc − (Φz)TΦyc
)
+
Ωy(t)
(
(Φz)TΦxc − (Φx)TΦzc
)
+
Ωz(t)
(
(Φx)TΦyc − (Φy)TΦxc
) }
q˙
(3.41)
darzustellen. Die zeitaufwändige Matrix-Matrix-Multiplikation kann be-
reits vor der Simulation durchgeführt werden. Zu diesem Zweck wird die
Coriolismatrix für die x-Richtung entsprechend des Terms in Gleichung
(3.41) definiert als Cxcor = (Φy)TΦzc − (Φz)TΦyc , entsprechend die Corio-
lismatrizen für die y- und z-Richtung. Mathematisch lässt sich dies unter
Verwendung des Levi-Civita-Symbols εijk formulieren als
Cicor =
∑
j,k
(Φj)TΦkcεijk. (3.42)
Dies erlaubt eine effektive Umsetzung des Corioliseffekts in der schnellen
zeitabhängigen Simulation
F˜cor = 2
∑
i
Ωi(t)Cicorq˙(t). (3.43)
Aufgrund der Berechnung der Corioliskraft im Finite-Elemente-Raum
gelten als Einschränkungen in der Genauigkeit lediglich die Transfor-
mationen in den Modalraum.
3.4.2. Rotatorische Beschleunigung
Für die Umsetzung der rotatorischen Beschleunigungskraft wird eine ähn-
liche Vorgehensweise gewählt. Die Kraft, die auf einen Knoten des Finite-
Elemente-Modells wirkt, ist gegeben durch
Frot,i = mi(ri − rRS)× Ω˙. (3.44)
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Der Ortsvektor des Teilchens im Laborsystem ist dabei gegeben über
die Ruhelage, zu der die momentane Auslenkung hinzuaddiert wird ri =
r0+Φiq. Unter Verwendung des in Abschnitt 3.4.1 beschriebenen Vektors
Φc und nach Definition eines formalen VektorsR = [Rx;Ry;Rz] mit den
Komponenten
Rxi = mi(rx0,i − rxRS). (3.45)
sowie den entsprechenden Vektoren für Ry und Rz lässt sich die rotato-
rische Beschleunigungskraft schreiben als
F˜rot = ΦT
(
(Φc q +R)× Ω˙
)
. (3.46)
Zur schnellen zeitabhängigen Simulation wird die Kraft in die Komponen-
ten der unterschiedlichen Rotationsbeschleunigungsrichtungen zerlegt.
F˜rot =
{
Ω˙x(t)
(
(Φy)T (Φzcq +Rz)− (Φz)T (Φycq +Ry)
)
+
Ω˙y(t)
(
(Φz)T (Φxcq +Rx)− (Φx)T (Φzcq +Rz)
)
+
Ω˙z(t)
(
(Φx)T (Φycq +Ry)− (Φy)T (Φxcq +Rx)
) }
.
(3.47)
Ähnlich wie für die Coriolismatrizen wird eine entsprechende Vektorgröße
für die Rotationsbeschleunigung Cxrot = (Φy)TRz − (Φz)TRy und für
die entsprechenden Komponenten Cyrot und Czrot definiert. Dies ist auch
allgemeiner mit dem Levi-Civita-Symbol εijk möglich
Cirot =
∑
j,k
(Φj)TRkεijk. (3.48)
Mit den Coriolismatrizen und den eben hergeleiteten Termen lässt sich
die Rotationsbeschleunigungskraft schreiben als
F˜rot =
∑
i
Ω˙i(t)
(
Cicorq(t) +Cirot
)
. (3.49)
3.4.3. Zentrifugalkraft
Auch für die Zentrifugalkraft lässt sich die modale Kraft berechnen. Für
einen Finite-Elemente-Knoten wirkt als Zentrifugalkraft
Fzen,i = mi (Ω× (ri − rRS))×Ω. (3.50)
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Mit den in den Abschnitten 3.4.2 und 3.4.1 definierten formalen Vektoren
Φc und R lässt sich die modale Kraft darstellen als
F˜zen = ΦT (Ω× (Φc q +R))×Ω. (3.51)
Erneut kann um schnelle zeitabhängige Simulation zu ermöglichen eine
Aufspaltung in die drei Raumkomponenten der Drehrate stattfinden. Da
Ωi in der Zentrifugalkraftberechnung quadratisch eingeht, muss für alle
Kombinationen ein Kraftterm ermittelt werden
F˜zen =
{
ΩxΩx
(
(Φy)T (Φycq +Ry) + (Φz)T (Φzcq +Rz)
)
+
ΩyΩy
(
(Φz)T (Φzcq +Rz) + (Φx)T (Φxcq +Rx)
)
+
ΩzΩz
(
(Φx)T (Φxcq +Rx) + (Φy)T (Φycq +Ry)
)
+
ΩxΩy
(−(Φx)T (Φycq +Ry)− (Φy)T (Φxcq +Rx))+
ΩxΩz
(−(Φx)T (Φzcq +Rz)− (Φz)T (Φxcq +Rx))+
ΩyΩz
(−(Φy)T (Φzcq +Rz)− (Φz)T (Φycq +Ry)) }.
(3.52)
Die Zentrifugalkraft wird in von q abhängige und unabhängige Anteile
zerlegt und es wird jeweils eine Zentrifugalmatrix Cxxzen1 = (Φy)TΦyc +
(Φz)TΦzc und ein Zentrifugalvektor Cxxzen2 = (Φy)TRy + (Φz)TRz defi-
niert. Für die anderen Komponenten gelingt dies über die Beziehungen
Cijzen1 = δij
(
(Φi)TΦic +
∑
k
(Φk)TΦkc
)
− (Φi)TΦjc − (Φj)TΦic , (3.53)
Cijzen2 = δij
(
(Φi)TRi +
∑
k
(Φk)TRk
)
− (Φi)TRj − (Φj)TRi. (3.54)
Mit dieser Definition kann die modale Zentrifugalkraft in der Form
F˜zen =
∑
i,j
Ωi(t)Ωj(t)
(
Cijzen1q(t) +C
ij
zen2
)
(3.55)
geschrieben werden.
3.5. Nichtlineare Kräfte
Die Berücksichtigung nichtlinearer Kräfte in ordnungsreduzierten Mo-
dellen ist dann notwendig, wenn die zu berechnende Kraft von der mo-
mentanen modalen Auslenkung q (oder der modalen Geschwindigkeit
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q˙, beziehungsweise der modalen Beschleunigung q¨) abhängt. Im Unter-
schied zur linearen Kraft lässt sich diese Abhängigkeit nicht über einen
Produktansatz separieren. Die allgemeine Beschreibung für nichtlineare
Kräfte kann dann in der Form
F˜nl(t) = F˜ (q(t)) (3.56)
geschehen. Auf die Abhängigkeit von modalen Geschwindigkeiten und
Beschleunigungen wird im Weiteren verzichtet, da die relevanten nichtli-
nearen Kräfte keine Abhängigkeit von diesen Größen zeigen.
3.5.1. Elektrostatische Kräfte
Die Ermittlung der nichtlinearen elektrostatischen Kräfte in der zeitab-
hängigen Simulation ist grundsätzlich auf zwei Arten möglich. Der erste
Ansatz besteht darin, eine modale Kraftfunktion zu finden, mit der die
modalen Kräfte direkt ermittelt werden können. Da die Beschreibung ei-
ner Kraftfunktion im modalen Raum nicht über physikalische Grundglei-
chungen möglich ist, werden zur Bestimmung Testanalysen durchgeführt,
deren Lösungen mittels Fitverfahren einen funktionalen Zusammenhang
erhalten.
Der andere Ansatz beruht darauf, zur Kraftberechnung eine Transfor-
mation in den Ortsraum durchzuführen. In vielen Fällen kann die auf das
Modell wirkende Kraft an wenigen Einzelknoten aufgebracht werden. Die
Vorgehensweise besteht darin, für die relevanten Knoten zunächst eine
Transformation von modalen auf Finite-Elemente-Koordinaten durchzu-
führen. Mit den ermittelten Knotenamplituden kann dann in den meis-
ten Fällen die nichtlineare Kraft im Finite-Elemente-Raum aus einfa-
chen physikalischen Grundgleichungen ermittelt werden. Die so ermittelte
Finite-Elemente-Kraft muss dann zur Berücksichtigung im ordnungsre-
duzierten Modell zurücktransformiert werden in den Modalraum.
Beide Methoden kommen je nach Art der Problemstellung zum Ein-
satz. Die Unterschiede zwischen den beiden Modellierungsarten werden
in der Anwendung deutlich. Die Berechnung elektrostatischer Kräfte ge-
schieht meist über die Berechnung einer Kapazität. Ausgehend von einer
Kapazitätsfunktion Cq(q) im Modalraum kann die Kraft in Anlehnung
an Teegarden u. a. (1998) aus der Energiebeziehung Wel = 12CU2 durch
Differenziation berechnet werden zu
F˜el(q) = −12∇qCq(q)U
2. (3.57)
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Unter der Annahme, dass die Kapazitätsfunktion in Abhängigkeit von
Knotenauslenkungen im Ortsraum Cr(r) bekannt ist, muss die Gleichung
zur Kraftberechnung umgeformt werden. Aus der Transformationsglei-
chung r = Φq ergibt sich unter Anwendung der verallgemeinerten Ket-
tenregel aus der Vektoranalysis
F˜el(q) = −12∇qCq(q)U
2 = −12Φ
T∇rCr(Φq)U2 (3.58)
als modale Kraft.
Das Vorgehen bei der Ermittlung der partiellen Ableitungen ist dabei
abhängig von der vorliegenden Kapazitätsfunktion Cq oder Cr. Steht die
Kapazität als analytische Funktion zur Verfügung, kann der Gradient
analytisch ermittelt werden. Von Vorteil ist hierbei die hohe Genauigkeit
bei der Kraftbestimmung. Liegt die Kapazitätsfunktion nur in Form von
Stützstellen für verschiedene Auslenkungen vor (beispielsweise als Er-
gebnis mehrerer Finite-Elemente-Analysen), muss im ersten Schritt ein
funktionaler Zusammenhang über einen Kapazitätsfit gefunden werden.
Zur Berechnung der Kraft wird die gefittete Kapazitätsfunktion abgelei-
tet.
Für diese Methode ist es sehr schwer, geeignete Kriterien zur Bewer-
tung der Genauigkeit zu finden, ihre Anwendung muss sorgfältig über-
dacht werden. Die Abweichungen, die beim Fit der Kapazitätsfunktion
auftreten, können sich bei der Ermittlung der Ableitung drastisch ver-
größern. Ein sehr gutes Fitergebnis für die Kapazitätsfunktion kann bei
schlechter Wahl der Fitfunktion trotzdem schlechte Ergebnisse für die
Kraft als differenzierte Kapazitätsfunktion bringen. Problematisch ist zu-
dem, dass zwar die Kapazitätsfunktion auf ihre Fitgenauigkeit getestet
werden kann, dass aber für die Ableitung keine Überprüfungsmöglichkeit
gegeben ist.
Elektrostatik in modalen Koordinaten
Die Standardvorgehensweise zur Berechnung der elektrostatischen Kraft
und Kapazität in modalen Koordinaten (Gabbay u. a. 2000; Mehner u. a.
2000) geschieht über einen Fitansatz. Ausgangspunkt ist die Auswer-
tung der Kapazität für unterschiedliche Kombinationen modaler Auslen-
kungen Cq,i(qi). Fitverfahren erlauben die Ermittlung eines funktionalen
Zusammenhangs für die Kapazität Cq(q) in Abhängigkeit von modalen
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Auslenkungen. Die Berechnung der Kapazität ist damit nach Gleichung
(3.57) möglich.
Für die Berechnung der elektrostatischen Kraft muss die Kapazitäts-
funktion abgeleitet werden. Da die Kapazitätsfunktion abhängig von mo-
dalen Amplituden ist, kann die elektrostatische Kraft direkt errechnet
werden über
F˜el(q) = −U
2
2 ∇qCq(q). (3.59)
Der Vorteil der Methode besteht darin, dass unabhängig von der Komple-
xität zur Berechnung der Kapazität während der zeitabhängigen Simula-
tion immer der gleiche Rechenaufwand notwendig ist. Ein Nachteil wird
aber deutlich, wenn man den Aufwand zur Ermittlung der Fitfunktion
betrachtet. Um eine möglichst gleichmäßige Abdeckung des Modalraums
zu erhalten, ist es sinnvoll, für jeden Modenfreiheitsgrad mindestens drei
Stützstellen auszuwerten. Bei einer Modenzahl von zehn ergeben sich
dabei 310 Stützstellen, an denen eine Kapazitätsfunktion zu ermitteln
ist. Für wichtige Moden mit großen Auslenkungen sind in der Realität
deutlich mehr als drei Stützstellen notwendig, weshalb diese Zahl als Un-
tergrenze anzusehen ist.
Liegen analytische Funktionen für die Kapazität vor, kann diese hohe
Anzahl an Stützstellen ausgewertet werden. Die Auswertung von Finite-
Elemente-Analysen in dieser Größenordnung ist jedoch sehr zeitaufwän-
dig. Bennini (2004) zeigt Möglichkeiten auf, wie die Zahl der benötigten
Stützpunkte reduziert werden kann. Der Ansatz besteht darin, dass nur
für einige wenige sogenannte dominante Moden Mischterme mit anderen
Moden angesetzt werden. Für relevante Moden gibt es keine Mischterme
mit anderen relevanten Moden. Damit wird die Zahl der zu ermittelnden
Polynomkoeffizienten deutlich verringert. Voraussetzung ist allerdings,
dass eine Klassifikation in dominante und relevante Moden geschieht.
Dennoch bleibt bei dieser Methode ein hoher Aufwand zur Generierung
der Fitfunktion. Die fehlende Möglichkeit, die differenzierte Fitfunktion
auf ihre Genauigkeit zu bewerten, schränkt das Verfahren zudem ein.
Elektrostatik über Ortsraumtransformation
Die Vorgehensweise zur Berechnung elektrostatischer Kräfte und Kapazi-
täten über eine Ortsraumtransformation ist in Abbildung 3.7 veranschau-
licht. Für das in 3.7(a) dargestellte System liegt eine Kapazitäts- und
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Abbildung 3.7.: Koordinatensysteme zur Modellierung der Elektrostatik.
Für die Koordinatensysteme des Elektrostatikmodells LS’ (a) und des Finite-
Elemente-Modells LS (b) muss eine eindeutige Transformationsvorschrift ge-
funden werden.
Kraftfunktion in Abhängigkeit von der Position x′, y′ und z′ in Form ei-
nes analytischen Ausdrucks vor. Grundlage kann hierfür die Verwendung
der Methode der konformen Abbildungen sein (Johnson und Warne 1995;
Lorenz u. a. 1999; Lorenz 1999; Bruschi u. a. 2004). Alternativ ist die Er-
mittlung einer Fitfunktion für die Kapazität und ihre Ableitung mittels
Finite-Elemente- oder Boundary-Elemente-Analysen möglich. Liao u. a.
(2004) oder Gilbert u. a. (1995) sind Simulationen basierend auf diesen
Methoden zu entnehmen.
Um das Kapazitätsmodell im Ortsraum in der ordnungsreduzierten
Modellierung berücksichtigen zu können, sind Koordinatentransforma-
tionen notwendig. Die Auslenkung der elektrostatischen Struktur im Mo-
dellkoordinatensystem (LS) muss transformiert werden ins Kapazitätsko-
ordinatensystem (LS’), um die Auswertung der Kapazitäts- und Kraft-
funktion durchführen zu können. Die Transformation geschieht über eine
Rotationsmatrix, die über den Winkel γ definiert ist, zu
Dγ =
(
cos γ sin γ
− sin γ cos γ
)
. (3.60)
Die Berechnung der elektrostatischen Kraft und Kapazität geschieht dann
in mehreren Schritten. Zunächst wird die Auslenkung des beweglichen
Kammes aus seiner Ruhelage über eine Transformation von modalen Am-
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plituden q in Ortsraumamplituden r an der Position des Kammes durch-
geführt. Dies geschieht über Multiplikation der Transformationsmatrix
für die Kammknoten mit den modalen Amplituden
r = Φelq. (3.61)
Die ermittelten Ortsraumauslenkungen werden über die Rotationsmatrix
Dγ ins Koordinatensystem des Elektrostatikmodells transformiert
rE = Dγr. (3.62)
Die so bestimmten Auslenkungen erlauben die Berechnung der Kapazität
im Ortsraum in Abhängigkeit von modalen Auslenkungen
C(q) = C(DγΦelq). (3.63)
Für die elektrostatischen Kraftkomponenten gibt es zwei Möglichkeiten.
Liegt für die Kraft wie für die Elektrostatik eine Funktion vor, geschieht
die Ermittlung der Komponenten in Analogie zur Kapazitätsberechnung
F x(q) = F x(DγΦelq). (3.64)
Für den Fall, dass die Kraft als Ableitung der Kapazitätsfunktion ermit-
telt wird, erhält man
Fel(q) = − U
2
2 ∇rC(r)
∣∣∣∣
DγΦelq
. (3.65)
Im Weiteren wird die Herleitung auf die aufwändigere zweite Variante
der Kraftberechnung beschränkt. Die Vorgehensweise lässt sich einfach
auf die erste Möglichkeit übertragen.
Die Berücksichtigung der modalen Kraft im ordnungsreduzierten Mo-
dell erfordert die Rücktransformation der so ermittelten Kraft. Zunächst
wird die inverse Rotationsmatrix angewendet, um die Kraft im Modellko-
ordinatensystem zu berechnen. Diese Kraft wird mit der transponierten
Transformationsmatrix ΦTel multipliziert, um modale Kräfte zu erhalten
F˜el(q) = −ΦTelDTγ
U2
2 ∇rC(r)
∣∣∣∣
DγΦelq
. (3.66)
Diese Gleichung entspricht bis auf den zusätzlichen Rotationsterm Dγ
der mathematisch abgeleiteten Beziehung aus Gleichung (3.58). Die Ka-
pazität als skalare Größe beeinflusst nicht das Sensorverhalten, ist aber
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Transformation Modale Kraft
Kammanzahl Kammanzahl
1 10 100 500 beliebig
M
od
en
za
hl 1 914 9140 91400 457000 6
3 938 9380 93800 469000 7680
5 950 9500 95000 475000 172032
10 968 9680 96800 484000 15728640
Tabelle 3.1.: Aufwand zur Berechnung nichtlinearer Kräfte. Zahl der Multi-
plikationen, die für die Berechnung einer modalen Kraft durchgeführt werden
müssen. Vergleichende Darstellung abhängig von der Berechnung der Kraft
über eine Transformation in den Ortsraum oder als modale Kraft.
als Signalgröße wichtig. Sie kann in der Form von Gleichung (3.63) ver-
wendet werden.
Vorteil dieser Methode ist, dass existierende Elektrostatikmodelle für
nichtlineare Kräfte weiterhin und unverändert auch im ordnungsredu-
zierten Modell berücksichtigt werden können. Nachteilig ist, dass nicht
unbeschränkt viele Kraftangriffspunkte gewählt werden können, weil da-
durch die Simulationsdauer zunimmt.
Kapazitätsberechnung während der Simulation
Beide Methoden erlauben die schnelle Berechnung der elektrostatischen
Kräfte und Kapazitäten. Die Umsetzung mit Transformation in den Orts-
raum erfordert in realen Systemen, dass die Zahl der Elektrostatikele-
mente reduziert wird. Bei der direkten Berechnung im Modalraum ist
es notwendig, Einschränkungen für die beteiligten Moden vorzugeben.
Die Wahl des Verfahrens ist anwendungsabhängig. Zur Abschätzung des
Aufwandes zur Berechnung der modalen Kräfte mit den unterschiedlichen
Methoden ist in Tabelle 3.1 die Zahl der Multiplikationen angegeben, die
zur Berechnung notwendig ist.
Die Aufstellung zeigt, dass die Methode über die Transformation in
den Ortsraum immer dann von Vorteil ist, wenn mehr als fünf Moden
berücksichtigt werden sollen und die Zahl der Kämme auf weniger als 100
reduziert werden kann. Der Rechenaufwand, um eine Kapazitätsfunktion
im Modalraum zu ermitteln, ist unabhängig von der Zahl der Kämme
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und damit vorteilhaft, wenn sehr viele Kämme beteiligt sind. Mit der
Zahl der beteiligten Moden steigt sowohl der Rechenaufwand während
der Simulation als auch der Rechenaufwand zur Bestimmung ausreichend
vieler Stützpunkte zur Ermittlung der Kapazitätsfunktion exponentiell
an.
3.5.2. Nichtlineare mechanische Eigenschaften
Die Berücksichtigung nichtlinearer mechanischer Eigenschaften wird von
Gabbay u. a. (2000) und Mehner u. a. (2000) beschrieben. Die Vorgehens-
weise bei dieser Methode besteht darin, die mechanische EnergieWme für
unterschiedliche modale Auslenkungen zu berechnen. Anhand der ermit-
telten Energiestützstellen kann über einen Polynomfit die mechanische
Energie als skalare Funktion in Abhängigkeit von den beteiligten Moden
gefittet werden.
Zur Berücksichtigung im ordnungsreduzierten Modell wird die mecha-
nische Energie nach den modalen Koordinaten differenziert. Über die
Gleichung für die nichtlineare modale Kraft gelangt man nach erneuter
Differenziation zur nichtlinearen modalen Steifigkeit, die zur Simulation
von nichtlinearen mechanischen Effekten ermittelt wird
K˜nl,ij =
∂
∂qi
F˜nl,j =
∂
∂qi
∂
∂qj
Wme. (3.67)
Diese Vorgehensweise erlaubt beispielsweise die Berücksichtigung des so-
genannten Stress-Stiffening-Effekts. Bennini (2004) befasst sich detailliert
mit der Umsetzung und Bewertung dieser Methode. Für die im Rahmen
dieser Arbeit untersuchten Systeme spielen mechanische Nichtlinearitä-
ten eine untergeordnete Rolle.
3.6. Starrkörpermodelle aus der modalen
Superposition
Im Folgenden wird eine Vorgehensweise zur Generierung von Starrkörper-
modellen basierend auf der modalen Zerlegung eines Systems dargestellt.
In vielen Fällen ist es erwünscht, ein System als einfachen oder gekoppel-
ten harmonischen Oszillator abzubilden, um beispielsweise die Modellie-
rung mittels eines Netzwerksimulators zu ermöglichen. Für viele Systeme
ist es aufwändig, Starrkörpereigenschaften, wie die Masse oder Steifigkeit
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des harmonischen Oszillators, zu extrahieren. Mit der Methode der mo-
dalen Superposition steht eine einfache Möglichkeit zur Generierung von
Starrkörpermodellen zur Verfügung. Voraussetzung für die Anwendung
der im Folgenden beschriebenen Methoden ist, dass sich das System in
guter Näherung als Feder-Masse-System darstellen lässt.
Aus mathematischer Sicht sind die beiden im Folgenden beschriebe-
nen Verfahren als Kombination aus Skalierungstransformation und Ro-
tationstransformation zu sehen. Auf die ursprünglich extrahierte Eigen-
vektorbasis können zwei Transformationen angewendet werden. DR be-
schreibt eine Rotation und DS eine Skalierung. Gemeinsam oder einzeln
angewendet lässt sich das ursprüngliche Problem in ein Starrkörperprob-
lem transformieren. Die Anwendung der Rotations- und Skalierungsma-
trix auf die Transformationsmatrix führt auf die Starrkörpertransforma-
tionsmatrix, die entsprechend definiert ist als
ΦRB = ΦDRDS. (3.68)
Xu und Komvopoulos (2007) zeigen die Möglichkeiten auf, die mit der
Starrkörpermodellierung für ein nichtlineares System gegeben sind. Ein
einfaches Anwendungsbeispiel unter Verwendung der im Folgenden be-
schriebenen Zusammenhänge ist Anhang A zu entnehmen.
3.6.1. Entkoppeltes Feder-Masse-Problem
Die bei der Methode der modalen Superposition extrahierten Eigenvekto-
ren sind so gewählt, dass sie die Massenmatrix M˜ auf die Einheitsmatrix
normieren. Bei der Modalanalyse ist lediglich das Verhältnis von Masse
M˜ii und Steifigkeit K˜ii fest. Zur Extraktion der zu einer Mode gehörenden
Starrkörpermassen und Steifigkeiten ist es notwendig, die Eigenvektoren
mit einem Faktor bS,i zu skalieren. Die Skalierungskonstanten bS,i werden
für jede Einzelmode so bestimmt, dass die Auslenkung der starren Masse
eine Einheitsauslenkung (Einheitslänge im Fall einer Translation, Ein-
heitswinkel im Fall einer Rotation) darstellt. Die Zusammenfassung der
Skalierungsfaktoren bS,i entsprechend der Modereihenfolge als Diagonal-
matrix führt zur Skalierungsmatrix DS,ij = bS,iδij . Die skalierte Trans-
formationsmatrix ist dann definiert durch ΦRB = ΦDS. Die Verwendung
dieser skalierten Transformationsmatrix zur Reduktion der Massenma-
trix liefert dann die Starrkörpermasse MRB
MRB = ΦRBMΦRB = (DS)T M˜DS = (DS)T DS = bS,i2δij . (3.69)
68 3. Ordnungsreduktion in der Anwendung
Ebenso ergibt sich als Starrkörpersteifigkeit die Matrix KRB zu
KRB = ΦRBMΦRB = bS,i2ω2i δij . (3.70)
Die Systemmatrizen für diese Normierung sind nach wie vor Diagonal-
matrizen. Die Diagonalelemente entsprechen jeweils der Starrkörpermas-
se und -steifigkeit der jeweiligen Mode. Die Krafteinkopplung muss über
die Anwendung der transponierten Transformationsmatrix ΦTRB auf die
Elementkräfte geschehen.
Damit ist dieses Modell kein echtes Feder-Masse-Modell, sondern le-
diglich eine umskalierte Beschreibung nach der Methode der modalen
Superposition. Oftmals ist die Ermittlung einer Starrkörpermasse oder ei-
nes Starrkörperträgheitsmomentes nach der beschriebenen Methode sehr
hilfreich.
3.6.2. Gekoppeltes Feder-Masse-Problem
Alternativ kann über die Aufbringung von Testkräften Fi ein echtes
Feder-Masse-Modell generiert werden. Im Unterschied zum entkoppelten
Feder-Masse-Problem aus Abschnitt 3.6.1 sind die hierbei extrahierten
Massen und Steifigkeiten im allgemeinen Fall nicht mehr den jeweiligen
Moden zuzuordnen. Stattdessen werden die Systemeigenschaften des in
Massen und Federn zerlegten Systems abgebildet. Die Testkräfte im Fini-
te-Elemente-Modell müssen so gewählt werden, dass durch ihre Aufbrin-
gung die starren Massen des Systems in ihre typische Bewegungsrichtung
ausgelenkt werden. Die Zahl der Freiheitsgrade, die im Starrkörpermodell
berücksichtigt werden soll, erfordert die entsprechend geeignete Wahl von
Moden als Basis.
Die aufgebrachten Testkräfte werden spaltenweise zur Testkraftmatrix
F zusammengefasst und unter Verwendung der Transformationsmatrix in
die reduzierte Basis transformiert und definieren hier die Rotationsmatrix
DR = ΦTF . Die rotierte Transformationsmatrix ΦR = ΦDR muss wie
in Abschnitt 3.6.1 beschrieben durch eine Skalierungsmatrix DS auf die
Einheitsauslenkung der starren Massen normiert werden. Die rotierte und
skalierte Transformationsmatrix ist in diesem Fall gegeben durch ΦRB =
ΦDRDS und für die Starrkörpermassen im beschriebenen Fall gilt dann
MRB = ΦTRBMΦRB = (DS)
T (DR)T DRDS. (3.71)
Die in Anhang A am Anwendungsbeispiel dargestellte Vorgehensweise
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verdeutlicht die notwendigen Schritte zur Extraktion eines Feder-Masse-
Modells basierend auf der modalen Beschreibung des Systems.
3.7. Übertragungsfunktion für die modale
Superposition
Die Übertragungsfunktion spielt bei der Bewertung eines Systems in der
Systemtheorie eine wichtige Rolle. Unter der Annahme, dass das System
ein Eingangs- und ein Ausgangssignal hat, untersucht man mit der Über-
tragungsfunktion, wie das System die Eingangsgröße auf die Ausgangs-
größe überträgt. Die Vorgehensweise zur Ermittlung einer Übertragungs-
funktion lässt sich auf die ordnungsreduzierte Darstellung übertragen.
Für die Differenzialgleichung im ordnungsreduzierten Modell gilt
M˜ q¨(t) + D˜q˙(t) + K˜q(t) = F˜ (t). (3.72)
Unter Verwendung des Ansatzes
F˜ (t) = F˜0eiωt (3.73)
ergibt sich für die Lösung eine sinusförmige Schwingung der gleichen Fre-
quenz mit zu bestimmender Amplitude q0 und Phase α1
q(t) = q0eiωteiα1 . (3.74)
Für die Ableitungen ergibt sich entsprechend
q˙(t) = iωq0eiωteiα1 , (3.75)
q¨(t) = −ω2q0eiωteiα1 . (3.76)
Nach Einsetzen dieser Beziehungen erhält man für die Differenzialglei-
chung die Form (−ω2M˜ + iωD˜ + K˜) q0eiα1 = F˜0. (3.77)
Für die Übertragungsfunktion benötigt man
q0e
iα1 =
(−ω2M˜ + iωD˜ + K˜)−1 F˜0. (3.78)
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Diese Gleichung liefert die Amplituden und Phasen der einzelnen Moden.
Um vom Modalraum zurück in den Ortsraum und damit zu Knotenam-
plituden zu gelangen, ist eine Rücktransformation über die Transforma-
tionsmatrix notwendig
reiα2 = ΦTq0eiα1 = ΦT
(−ω2M˜ + iωD˜ + K˜)−1 F˜0. (3.79)
Die Anwendung in Abschnitt 3.8.3 verdeutlicht den Unterschied dieser
beiden Übertragungsfunktionen.
3.8. Bewertung der modalen Superposition
Die entwickelten Modelle für die Berücksichtigung von linearen Kräften
werden in den folgenden Abschnitten anhand eines Anwendungsbeispiels
bewertet. Für die Modellierung der Quadratur wird eine Teststruktur op-
tisch vermessen und mit den Simulationsergebnissen des entsprechenden
Modells verglichen.
Die Modellierung elektrostatischer Kräfte und Kapazitäten wurde de-
tailliert von Bennini (2004) bewertet. Grundlage dieses Verfahrens ist,
über eine Fitprozedur ein Kapazitätsmodell im Modalraum zu generie-
ren. Schwierig ist hierbei vor allem eine ausreichend hohe Genauigkeit
des Fitverfahrens für viele Moden zu gewährleisten.
Das im Rahmen dieser Arbeit entwickelte alternative Verfahren, bei
dem während der Simulation eine Ortsraumtransformation durchgeführt
wird, ist mathematisch exakt. Lediglich die Genauigkeit des Elektrosta-
tikmodells und die durch die Modenwahl vorgegebene Systemgenauigkeit
beschränken das Verfahren.
Entscheidend für eine genaue ordnungsreduzierte Modellierung ist die
Wahl geeigneter Moden. Anhand eines realen Sensorsystems wird darge-
stellt, wie die relevanten Moden ermittelt werden können. Für das gleiche
System wird dargestellt, wie basierend auf einem ordnungsreduzierten
System eine Übertragungsfunktion extrahiert werden kann.
Eine abschließende Bewertung fasst die erzielten Fortschritte im Be-
reich der ordnungsreduzierten Modellierung nach der Methode der mo-
dalen Superposition zusammen.
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(a) Starrkörpermodell
(b) Eigenmodenform 1
(c) Eigenmodenform 2
Abbildung 3.8.: Einfaches Feder-Masse-System. Für das System mit zwei
Freiheitsgraden (a) wird ein entsprechendes Finite-Elemente-Modell aufgebaut,
für das lediglich die beiden in (b) und (c) dargestellten Eigenmodenformen in
der ordnungsreduzierten Beschreibung berücksichtigt werden.
3.8.1. Lineare Kräfte
Bewertung von Kräften in beschleunigten Bezugssystemen
Um die Verifikation der in beschleunigten Bezugssystemen auftretenden
Kräfte zu ermöglichen, wird ein einfach zu beschreibendes Modell aufge-
baut, für das die jeweiligen Kräfte analytisch berechnet werden können.
Die Ergebnisse dieses Modells werden mit den Ergebnissen des entspre-
chenden ordnungsreduzierten Modells verglichen. Als Modell dient das in
Abbildung 3.8 dargestellte Feder-Masse-System.
Die Masse des starren Körpers m, sowie die Federkonstanten ki des
starren Körpers ergeben sich dabei nach der in Abschnitt 3.6 beschriebe-
nen Methode. Zur Verifikation der in beschleunigten Bezugssystemen auf-
tretenden Kräfte wird ein zeitabhängiges Modell nach der Methode der
modalen Superposition mit zwei Moden erzeugt. Die Kräfte werden wie in
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Abbildung 3.9.: Linearbeschleuni-
gung im ordnungsreduzierten Mo-
dell. Die Auslenkung des ordnungs-
reduzierten Modells in x-Richtung in
Abhängigkeit von der angelegten äu-
ßeren Beschleunigung.
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Abbildung 3.10.: Corioliseffekt im
ordnungsreduzierten Modell. Auslen-
kung in x-Richtung bei einer kon-
stant vorgegeben Geschwindigkeit vy
der bewegten Masse im mit Ωz rotie-
renden Koordinatensystem.
den Abschnitten zur Berechnung von Linearbeschleunigungskräften 3.3.3
und zur Berechnung von Scheinkräften in rotierenden Koordinatensyste-
men 3.4.1 bis 3.4.3 berechnet. Die Dämpfung des Systems soll ohne Ein-
fluss bleiben. Die Zeitkonstanten werden aus diesem Grund so gewählt,
dass quasistatisches Verhalten beobachtet werden kann. Für das generier-
te Finite-Elemente-Modell wurde eine Masse m = 5.41 · 10−9 kg, sowie
Federkonstanten kx = 2k1 = 0.326µN/µm und ky = 2k2 = 0.762µN/µm
ermittelt.
Die Aufbringung einer Beschleunigungslast ax = 10m/s2 führt zu
einer beschleunigenden Kraft nach der Gleichung F x = max. Die äu-
ßere Beschleunigung ax kann auch als Beschleunigung des Koordina-
tensystems mit −ax interpretiert werden. Als Auslenkung ergibt sich
x = max/kx ≈ 0.166 µm für das Starrkörpermodell. Im ordnungsredu-
zierten Modell kann die Auslenkung dynamisch ermittelt werden. Ab-
bildung 3.9 zeigt den Zusammenhang. Im Ansatz zu erkennen ist das
gedämpfte Schwingverhalten nach Aufbringen der Beschleunigungslast.
Im eingeschwungenen Zustand ergibt sich aus dem dynamischen Modell
ebenfalls eine Auslenkung von x ≈ 0.166µm. Nach der gleichen Vorge-
hensweise lassen sich Beschleunigungskräfte in y- oder z-Richtung verifi-
zieren.
Für die Verifikation des Corioliseffekts wird die Masse mit einer kon-
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(b) Auslenkungsabhängigkeit der Zentri-
fugalkraft
Abbildung 3.11.: Zentrifugalkraft im ordnungsreduzierten Modell. (a) zeigt
die Auslenkung aufgrund einer Zentrifugalkraft in Übereinstimmung zur stati-
schen Rechnung. (b) zeigt mit zunehmendem Ωz und damit steigender Ampli-
tude die Auslenkungsabhängigkeit der Zentrifugalkraft.
stanten Geschwindigkeit von r˙y = 10 µm/s im mit der Drehrate Ωz =
10 °/s rotierenden Koordinatensystem bewegt. Für das Starrkörpermo-
dell kann die Corioliskraft berechnet werden zu F x = 2mr˙yΩz, die zu
einer Auslenkung in x-Richtung von x = 2mr˙yΩz/kx ≈ 57.8 fm führt.
Abbildung 3.10 zeigt die Ergebnisse der dynamischen Simulation des
ordnungsreduzierten Modells und die gute Übereinstimmung zum Feder-
Masse-Modell.
Die Aufbringung einer Drehrate Ωz = 10 °/s führt dann zu einer auf
die Masse wirkende Zentrifugalkraft, wenn die Achse, um die das System
rotiert, nicht durch den Masseschwerpunkt verläuft. Wählt man einen
Achsenpunkt rRS = [−40; 0; 0] µm so erhält man als Zentrifugalkraft
F x = −m (Ωz)2 (x− xRS). (3.80)
Ist die Kraft sehr gering und führt zu vernachlässigenden Auslenkungen
x  xRS, kann für die Auslenkung eine Abschätzung gefunden werden
zu x = −mxRS (Ωz)2 /kx = 20.2 fm. Abbildung 3.11(a) zeigt, dass dieser
Wert in guter Übereinstimmung mit der über das ordnungsreduzierte
Modell ermittelten Auslenkung ist.
Wird die Auslenkung der Masse in x-Richtung aufgrund einer höhe-
ren Drehrate größer, kann die Auslenkung x aus der Ruhelage in der
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Kraftgleichung nicht mehr vernachlässigt werden. Die Zentrifugalkraft
nimmt entsprechend der Gleichung (3.80) proportional zur Auslenkung
in x-Richtung zu. Abbildung 3.11(b) zeigt die Kraft und die resultieren-
de Auslenkung in Abhängigkeit von der Drehrate. Der proportionale Zu-
sammenhang ist erkennbar am parallelen Verlauf der beiden Kurven. Der
doppeltlogarithmischen Darstellung für Drehraten Ωz < 105 °/s kann zu-
dem die quadratische Abhängigkeit der Zentrifugalkraft von der Drehrate
entnommen werden. Die Auswertung der Steigung des linearen Bereichs
der Kurve unter Berücksichtigung der logarithmischen Darstellung liefert
den quadratischen Zusammenhang.
Für Drehraten Ωz > 105 °/s ist die Auslenkung in x-Richtung von
der gleichen Größenordnung wie xRS. Bei der Zentrifugalkraftberechnung
mittels Gleichung (3.80) geht dann zusätzlich die von der Zentrifugalkraft
selbst verursachte Auslenkung in x-Richtung ein. Der Kurvenverlauf ist
nicht mehr linear.
Auf die Darstellung der Verifikation für die Rotationsbeschleunigung
wird verzichtet. Es wird eine ähnlich gute Übereinstimmung beim Ver-
gleich zwischen Starrkörpermodellierung und ordnungsreduzierter Mo-
dellierung erzielt. Zusammengefasst kann für die in beschleunigenden
Koordinatensystemen auftretenden Kräfte festgestellt werden, dass die
vorgestellte Implementierung exakt ist und keine zusätzlichen Fehler in
die Modellierung einbringt. Eine Einschränkung in der Genauigkeit ist
lediglich durch das Verfahren der modalen Projektion gegeben.
Bewertung Quadraturmodellierung
Shi u. a. (2006b) beschreiben ausführlich die Berücksichtigung des Qua-
dratureffektes in Drehratensensoren. Eine mathematische Beschreibung
der Effekte ist Yeh u. a. (2001) zu entnehmen. Basierend auf diesen Dar-
stellungen werden Messung und Simulation des Quadratureffekts vergli-
chen. Da die aus der Quadratur resultierenden Auslenkungen sehr gering
sind, wird ein Aufbau gewählt, der eine Quadratur in z-Richtung zeigt.
Optische Messverfahren erlauben in out-of-plane-Richtung eine sehr viel
bessere Auflösung als in-plane. Ähnliche Messungen zur Charakterisie-
rung eines Drehratensensors mittels optischer Verfahren wurden von An-
novazzi-Lodi u. a. (2003) veröffentlicht.
Abbildung 3.12 zeigt schematisch den Aufbau des Messelements. Ein-
gezeichnet sind neben zwei über eine Koppelfeder verbundenen Schwin-
gern mit den Massen m1 und m2 elektrostatische Kammstrukturen an
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Abbildung 3.12.: Messelement Quadraturmessung. Zwei über Koppelfedern
miteinander verbundene Massen werden vollresonant antiparallel in x-Richtung
angetrieben. An den gestrichelt eingezeichneten Bereichen werden die Ampli-
tuden in z-Richtung optisch vermessen.
der linken Seite der rechten Masse. Hier werden die Antriebskräfte in
x-Richtung eingekoppelt. Dabei wirkt auch eine Komponente in z-Rich-
tung, die sogenannte Levitationskraft, die in Abschnitt 4.1.3 detailliert
beschrieben wird. Die Koppelfedern erlauben Bewegungen in alle drei
Raumrichtungen. Aus diesem Grund sind an jeder Einzelmasse zusätz-
lich vier Federn angebracht, die eine Bewegung in y-Richtung verhindern.
Bei der Prozessierung zur Herstellung des dargestellten Elements tritt
der in Abschnitt 3.3.1 beschriebene Flankenfehlwinkel auf. Dieser Effekt
führt zu einer auslenkungsabhängigen Kraft in z-Richtung F z ∼ x.
Modalanalysen mit unterschiedlichen Federeigenschaften, dargestellt in
Abbildung 3.13, zeigen den Einfluss des Flankenfehlwinkels. Untersucht
wird jeweils die Mode, bei der sich die beiden Massen antiparallel in x-
Richtung bewegen. Die linke Grafik zeigt die reine in-plane-Bewegung
für den Fall, dass kein Flankenfehlwinkel vorhanden ist. Die Auslenkun-
gen in z-Richtung sind im Vergleich zu den anderen beiden Modellen zu
vernachlässigen. Ursache für diese Auslenkungen sind numerische Effekte
bei der Modalanalyse.
Die mittlere Grafik zeigt die Quadraturverteilung mit Flankenfehlwin-
kel. Auffallend sind die nichtsymmetrischen Amplituden in z-Richtung.
Sie entstehen aufgrund des Einflusses der Koppelfedern.
Die rechte Darstellung zeigt das Verhalten ohne die Koppelfedern. Die
Auslenkungen der beiden Schwinger sind betragsmäßig identisch.
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Abbildung 3.13.: Quadraturanteile aus der Simulation. Für unterschied-
lich modellierte Federn ergeben sich verschiedene Quadraturanteile. Links die
Simulation ohne Einfluss eines Flankenfehlwinkels. In der Mitte die nicht-
symmetrische Auswirkung des Flankenfehlwinkels auf die z-Amplitude der ge-
koppelten Massen. Rechts die auf beiden Seiten symmetrische Auswirkung eines
Flankenfehlwinkels bei Betrachtung der beiden Massen ohne Koppelfeder.
Für den in der Mitte dargestellten Aufbau wird die Quadratur mittels
der Vorgehensweise, die in Abschnitt 3.3.1 beschrieben wurde, in einem
ordnungsreduzierten Modell abgebildet und mit der im Folgenden durch-
geführten Messung verglichen.
Das System wird zunächst durch Anlegen einer sinusförmigen Span-
nung
U = U0 + U0 sin(ωt) (3.81)
an der Kammstruktur der Masse M2 in eine antiparallele Schwingung
in x-Richtung versetzt. Die Frequenz wird dabei so gewählt, dass eine
vollresonante Anregung vorliegt. Unter der Annahme einer sinusförmigen
Bewegung der beiden Massen in x-Richtung
x = x1,2 sin(ωt+ ϑ1,2) (3.82)
können mit Stroboskopaufnahmen die Amplituden und Phasen der bei-
den Schwinger zu
x1 = 5.5 µm, ϑ1 = −79°, x2 = 5.1 µm, ϑ2 = 102° (3.83)
ermittelt werden.
Im nächsten Schritt werden für die in der Abbildung 3.12 gestrichelt
eingezeichneten Bereiche die Amplituden und Phasen in z-Richtung an
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Abbildung 3.14.: Quadraturanteile aus der Messung. Amplitude der Bewe-
gung in z-Richtung aus interferometrischer Messung.
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Abbildung 3.15.: Quadraturanteile aus der Messung. Phasenlage der Bewe-
gung in z-Richtung bezüglich der Antriebsbewegung aus interferometrischer
Messung.
jeweils rund 70 Punkten gemessen. Die Grafiken 3.14 und 3.15 zeigen
die gemessenen Werte für die Amplituden und Phasen innerhalb der vier
Messbereiche. Auffallend ist die hohe Schwankung der Messungen, die
möglicherweise auf die laterale Bewegung der Platten unter dem Mess-
strahl und damit verbundenen Störreflexen zurückzuführen ist.
Zum Vergleich wird das Messverfahren in der Simulation nachgebildet.
Im ersten Schritt wird der in-plane-Antrieb über die Amplitude und Fre-
quenz der Antriebsspannung auf die gleiche Amplitude und Phasenlage
wie in der Messung geregelt. Die Phasenlagen der Messungen zeigen, dass
die gewählte Antriebsfrequenz nicht exakt auf die Resonanzfrequenz ab-
gestimmt ist. In der Simulation wird dies ebenfalls berücksichtigt. Ein
78 3. Ordnungsreduktion in der Anwendung
331.6 331.7 331.8
U 
[a.
u.]
, y
 [a
.u.
]
t [ms]
 
 
U
x(M1)
x(M2)
Abbildung 3.16.: In-plane-Bewegung aus der Simulation. Antriebsspannung
(grau), Masse 1 (schwarz durchgezogen), Masse 2 (schwarz gestrichelt). Die
Kreise zeigen die Simulationspunkte, die Kurven das gefittete sinusförmige Ver-
halten.
sinusförmiger Fit liefert Phase und Amplitude der in-plane-Bewegung
der beiden Massen. Abbildung 3.16 zeigt die Ergebnisse der Fits für die
Spannung und die beiden Amplituden der Massen.
Als Amplitude und Phase für die beiden Massen erhält man aus dem
sinusförmigen Fit
x1 = 5.37µm, ϑ1 = −81.9°, x2 = 5.38µm, ϑ2 = 97.7°. (3.84)
Die Phasenlagen sind dabei in sehr guter Übereinstimmung mit den in der
Messung ermittelten Werten. Die mit dem Modell ermittelten Amplitu-
den sind für die beiden Schwinger im Unterschied zur Messung identisch.
Mögliche Ursachen für die Abweichung sind im Modell nicht abgebilde-
te Prozessinhomogenitäten, die zu unterschiedlichen Massen und damit
verbundenen Differenzen in der Auslenkung führen. Eine weitere mög-
liche Erklärung ist, dass der Einfluss der einseitigen Anregung mit den
symmetrischen Moden nicht ausreichend gut abgebildet werden kann. Die
Abweichung zwischen Modell und Messung beläuft sich für beide Schwin-
ger auf unter 5 % und zeigt damit noch ausreichende Übereinstimmung.
Zum Vergleich der Messungen mit der entsprechenden Simulation wur-
de das ordnungsreduzierte Modell mit einem typischen Flankenfehlwinkel
simuliert. In Analogie zur Messung wurde jeweils an rund 70 Punkten die
Amplitude in out-of-plane-Richtung ausgewertet und an die zeitabhängi-
gen Kurven eine sinusförmige Kurve gefittet. Die damit ermittelten Werte
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Abbildung 3.17.: Vergleich von Amplitude und Phase. Gegenüberstellung der
Ergebnisse der Simulation im Vergleich mit den Messdaten für die Amplitude
und Phase der out-of-plane-Bewegung.
für die Amplitude und Phase können mit den Ergebnissen der Messungen
verglichen werden.
Abbildung 3.17 zeigt die Gegenüberstellung. Neben den gemessenen
Einzelpunkten ist eine lineare Approximation der stark streuenden Mess-
werte eingezeichnet. Der Vergleich mit den Messpunkten zeigt, dass die
maximale Abweichung im Bereich von 10nm relativ hoch ist. Eine Ursa-
che hierfür ist mit Sicherheit, dass sich die zuvor gefundene Abweichung
der Auslenkungen in x-Richtung auf die z-Richtung fortpflanzt.
Dennoch bestätigt der Vergleich der Messung mit den Simulationsda-
ten den prinzipiell richtigen Ansatz zur Berücksichtigung der Quadratur.
Die in der Simulation und Messung ermittelten Schwingungsamplituden
und Phasenlagen sind im Rahmen der Mess- und Modellgenauigkeit in
guter Übereinstimmung.
Weiterführende Untersuchungen in Anhang B zeigen, dass auch bei
vollresonanter Mitkopplung der out-of-plane-Bewegung die durch Qua-
dratur verursachte Bewegung korrekt implementiert ist.
3.8.2. Ermittlung relevanter Moden
Bennini (2004) zeigt Möglichkeiten zur Bewertung der Genauigkeit eines
ordnungsreduzierten Modells für statische Lastfälle auf. In Gugel u. a.
(2006) werden zeitabhängige Simulationen von ordnungsreduzierten Mo-
dellen mit transienten Finite-Elemente-Simulationen verglichen. Im Rah-
men der Bewertung der Genauigkeit wird im Folgenden der Einfluss der
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Modenwahl auf das zeitabhängige Simulationsergebnis unter der Wir-
kung verschiedener Kräfte untersucht. Als Anwendungsbeispiel wird ein
linearer Drehratensensor verwendet.
Bekannt ist für den Drehratensensor, dass die erste Mode und die dritte
Mode die parallele und antiparallele Antriebsbewegung, und die zweite
und die vierte Mode die parallele und antiparallele Detektionsbewegung
beschreiben.
Untersucht wurde der Einfluss von fünf unterschiedlichen Kräften auf
das Systemverhalten. Für die Linear- und Rotationsbeschleunigung wur-
de jeweils die Knotenamplitude eines von der Beschleunigung betroffenen
Knotens untersucht. Die Antriebskraft verändert das Antriebssignal, die
Drehrate das Detektionssignal. Im Fall der Mitkopplung wurde eine nicht
symmetrische elektrostatische Kraft aufgebracht und die Auslenkung ei-
nes davon betroffenen Knotens ausgewertet.
Für jede der fünf Einflussgrößen wurde das System mehrmals zeit-
abhängig simuliert und das entsprechende Ausgangssignal ausgewertet.
Das Ergebnis der Simulationen ist Tabelle 3.2 zu entnehmen. Beispielhaft
wird die Vorgehensweise für die Linearbeschleunigung beschrieben (linke
Spalte der Tabelle) und die Aussagekraft der Tabelle verdeutlicht.
Ausgangspunkt ist ein Modell mit sehr vielen Moden, für das davon
ausgegangen wird, dass alle Effekte mit ausreichend hoher Genauigkeit
abgebildet werden. Für die Darstellung im Rahmen dieser Arbeit wird
ein Modell mit zehn Moden verwendet. In der Praxis empfiehlt es sich,
Modelle mit deutlich mehr Moden zu extrahieren.
Der erste Schritt besteht darin, eine Simulation des Modells mit zehn
Moden durchzuführen. Als Einflussgröße wird eine Linearbeschleunigung
aufgegeben und das dabei ermittelte Ausgangssignal (in diesem Fall ei-
ne Knotenauslenkung) als Sollwert auf 100 % normiert (letzte Zeile der
Tabelle). Der nächste Schritt besteht darin, das Modell nur unter Verwen-
dung der ersten Mode unter dem Einfluss der gleichen Linearbeschleu-
nigung zu simulieren. Das hierbei ermittelte Ausgangssignal wird dann
ins Verhältnis zum Sollwert gesetzt und in der Tabelle eingetragen (erste
Zeile der Tabelle). Für die Linearbeschleunigung erkennt man, dass der
Einfluss der gewählten Linearbeschleunigung nicht über die erste Mode
abgebildet werden kann.
Schrittweise wird die Zahl der Moden erhöht und dabei jeweils der Ein-
fluss der Linearbeschleunigung auf das Ausgangssignal untersucht. Für
die Linearbeschleunigung erkennt man, dass sich das Ausgangssignal mit
der Berücksichtigung der dritten Mode deutlich ändert. Eine kleinere Än-
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Moden- relativer Anteil [%]
zahl (normiert auf Modell mit 10 Moden)
1 0.0 0.0 0.0 0.0 0.0
2 0.0 0.0 100.0 0.0 0.0
3 103.3 -0.2 100.0 0.0 55.0
4 103.3 -0.2 100.0 100.0 102.1
5 103.3 99.6 100.0 100.0 102.1
6 103.3 99.6 100.0 100.0 102.1
7 103.3 99.6 100.0 100.0 102.1
8 103.3 100.0 100.0 100.0 102.1
9 100.0 100.0 100.0 100.0 100.0
10 100.0 100.0 100.0 100.0 100.0
Tabelle 3.2.: Relevanz der Moden für unterschiedliche Kräfte.
derung des Ausgangssignals ist zudem mit der Verwendung der neunten
Mode erkennbar.
Die Vorgehensweise wird auf die anderen Einflussgrößen und Ausgangs-
signale übertragen. Dabei werden jeweils die Moden, deren Verwendung
das Ausgangssignal um mehr als 1 % verändert, grau unterlegt. Diese Mo-
den sind für eine genaue Abbildung der gewünschten Effekte notwendig.
Die Tabelle veranschaulicht, dass zur Abbildung der Antriebsbewegung
die zweite Mode von entscheidender Bedeutung ist und zur Abbildung der
Detektionsbewegung aufgrund einer Corioliskraft die vierte Mode not-
wendig ist. Für die beispielhaft gewählten Einflussgrößen und Ausgangs-
signale wird aber auch deutlich, dass höhere Moden, wie in diesem Fall
die neunte, einen wichtigen Beitrag zur Abbildung der Effekte liefern. Die
Anforderung, bestimmte Effekte im Modell abzubilden, erlaubt dann die
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Abbildung 3.18.: Übertragungsfunktion eines Drehratensensors. (a) zeigt die
Übertragungsfunktionen der entkoppelten Differenzialgleichungen für die ers-
ten zehn Moden. In (b) werden die Übertragungsfunktion der Antriebskraft auf
das Antriebsverhalten und des Corioliseffekts auf das Detektionsverhalten ver-
anschaulicht. Zusätzlich sind zur Orientierung die Lagen der Eigenfrequenzen
dargestellt.
geeignete Wahl der relevanten Moden für das ordnungsreduzierte Modell.
Ein weiterer Effekt, der rechtfertigt, Moden mit hoher Eigenfrequenz
nicht zu berücksichtigen, wird bei Betrachtung der modalen Übertra-
gungsfunktionen im folgenden Abschnitt ersichtlich.
3.8.3. Übertragungsfunktion Drehratensensor
Die modale Superposition erlaubt die Darstellung unterschiedlicher Über-
tragungsfunktionen für das Anwendungsbeispiel Drehratensensor. Die
erste Möglichkeit besteht darin, die Übertragungsfunktion für jeden mo-
dalen Freiheitsgrad darzustellen. Die Übertragungsfunktion für Bewe-
gungsgleichungen zweiter Ordnung ist bekannt. Abbildung 3.18(a) zeigt
die Übertragungsfunktionen der Einzelmoden. Dargestellt ist die Ampli-
tude der ersten zehn Moden, die jeweils mit einer Einheitskraft angeregt
werden.
Der Darstellung der Übertragungsfunktionen der Einzelmoden kann
entnommen werden, warum es möglich ist, mit wenigen Moden das Sys-
temverhalten sehr gut abzubilden. Geht man von einer niederfrequenten
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Anregung im Bereich von 10 kHz aus, erkennt man aus der Darstellung
für die zehnte Mode, dass allein die Amplitudenübertragungsfunktion zu
einer um den Faktor zehn geringeren Anregung im Vergleich zur ersten
Mode führt. Für höhere Moden wird dieser Effekt noch deutlich höher.
Treten hochfrequente Anregungen auf, müssen umgekehrt aber auch hö-
here Moden entsprechend berücksichtigt werden.
Sehr viel interessanter für die Systembewertung ist die Ermittlung der
Übertragungsfunktion für reale Sensorelementgrößen wie beispielsweise
Knotenamplituden oder Detektionssignale. Im vorliegenden Beispiel wur-
de im ersten Schritt die Übertragungsfunktion des Antriebs ermittelt.
Hierzu wurde aus dem ordnungsreduzierten Modell die charakteristische
sinusförmige Antriebskraft des Modells ermittelt und die zugehörige An-
triebsamplitude ausgewertet. Abbildung 3.18(b) zeigt den ermittelten
Phasen- und Amplitudengang.
Ausgehend vom eingeschwungenen Zustand kann die Wirkung der Co-
rioliskraft auf die Auslenkung eines Detektionsknotens in Form einer
Übertragungsfunktion dargestellt werden. Unter der Annahme einer kon-
stanten Drehrate kann bei bekannter sinusförmiger modaler Geschwin-
digkeit im eingeschwungenen Zustand die Kraft und damit Amplitude
und Phase des Systems in Abhängigkeit von der angelegten Frequenz er-
mittelt werden. Abbildung 3.18(b) zeigt die Übertragungsfunktion der
Detektion.
Aus der Abbildung wird leicht ersichtlich, dass man im Fall der zweiten
Mode von der Antriebsmode spricht. Sie ist die mittels elektrostatischer
Kammstrukturen angeregte Mode. Die vierte Mode ist entsprechend ih-
rer Bedeutung im Fall einer angelegten Drehrate die Detektionsmode.
Der Vergleich einer Systemübertragungsfunktion mit einer harmonischen
Analyse des Finite-Elemente-Modells ist Gugel u. a. (2006) zu entneh-
men.
3.8.4. Abschließende Bewertung
Die vorgestellten Erweiterungen der Methode modale Superposition er-
lauben eine standardisierte Generierung von ordnungsreduzierten Model-
len für eine Vielzahl unterschiedlicher Anwendungen. Die Modellierung
der unterschiedlichen Kräfte ist so allgemein gelungen, dass daraus eine
universelle Simulationsbibliothek erstellt werden konnte, die als Grund-
lage für die sensorspezifische Modellentwicklung herangezogen wird. Ab-
bildung 3.19 zeigt ein typisches Modell für einen Drehratensensor. Die
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Abbildung 3.19.: Ordnungsreduziertes Systemmodell. Aufbau der Simula-
tionsumgebung mit den Systemmatrizen M˜ , D˜ und K˜ im rechten Block des
Systemmodells und den das System beeinflussenden Kräften in den vier Blö-
cken im linken Teil des Systemmodells.
Elektrostatik des Antriebs und der Detektion sind ebenso abgebildet wie
der Corioliseffekt und Störbeschleunigungen. Anstelle einer Darstellung
der Detektions- und Antriebssignale ist es möglich an diesen Signalpfaden
die Auswerteschaltung anzubinden, deren Einfluss auf das Sensorelement
dann über die Eingangsspannungen erfolgt.
Bei der Entwicklung der Methoden zur Berücksichtigung von Kräften
ist darauf geachtet worden, keine zusätzlichen Näherungen in die Mo-
dellierung mit einzubringen. Die von Bennini (2004) beschriebenen Ab-
weichungen des ordnungsreduzierten Modells von einem Finite-Elemente-
Modell sind damit auch als Genauigkeitsgrenzen für die im Rahmen dieser
Arbeit neu entwickelten Methoden zu betrachten.
Entscheidend bei der Simulation ordnungsreduzierter Modelle ist die
Simulationsdauer. Auf einem PC mit einem Pentium-4-Prozessor mit
3GHz und 1GB Hauptspeicher wurde der Einschwingvorgang des Dreh-
ratensensors simuliert. Eine Einschwingzeit von 0.5 s wird dabei in knapp
zwei Minuten bei 100000 Simulationschritten simuliert. Damit ergibt sich
eine Simulationszeit von 1.2ms pro Zeitschritt.
Die Simulation zeitabhängiger Phänomene kann nach Erreichen des
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eingeschwungenen Zustand mit kürzeren Simulationszeiten erreicht wer-
den. Das zeitabhängige Verhalten unter der Wirkung der Antriebskräfte,
der über die Detektion eingekoppelten Kräfte und fünf weiterer linearer
Kräfte wurde für 100ms simuliert. Die Simulationsdauer betrug hierbei
70 s für 17000 Schritte. Damit ergibt sich eine Simulationszeit von 4.1ms
pro Zeitschritt. Hierbei sind aber nahezu alle für diesen Sensortyp auf-
tretenden Einflüsse berücksichtigt.
Die Methode der Ordnungsreduktion erlaubt damit die Untersuchung
typischer zeitabhängiger Phänomene innerhalb weniger Minuten. Für die
Entwicklung von Mikrosystemen ist sie damit ein sehr gut geeignetes
Werkzeug, da hierbei viele unterschiedliche Simulationen mit möglichst
geringem Zeitaufwand durchgeführt werden müssen.

4. Einfluss der Aufbau- und
Verbindungstechnik
4.1. Gesamtsystemsimulation
Der Simulation eines Gesamtsystems kommt immer mehr Bedeutung zu.
Neben der Simulation des Sensorelementes spielt dabei vor allem auch
die gekoppelte Simulation des Sensorelements mit der Auswerteschaltung
(ASIC) und der das Sensorelement umgebenden Aufbau- und Verbin-
dungstechnik (AVT) eine wichtige Rolle. Der Einfluss der Auswerteschal-
tung geschieht direkt über die Ein- und Ausgangsgrößen des ordnungsre-
duzierten Modells. Typische Schnittstellen zwischen dem Sensorelement
und dem ASIC sind Kapazitäten, die von der Auswerteschaltung abge-
griffen werden und nach der Verarbeitung in Form von Steuerspannungen
wieder an das Sensorelement zurückgegeben werden.
Die Modellierung im Rahmen der Ordnungsreduktion stellt alle not-
wendigen Schnittstellengrößen für eine Kopplung mit der Auswerteschal-
tung zur Verfügung, weshalb auf die Darstellung einer gekoppelten Simu-
lation verzichtet wird. Die Kopplung mit einem entsprechenden ASIC-
Modell erfordert lediglich die Möglichkeit der gemeinsamen Simulation
von Sensorelement und Auswerteschaltung in der gleichen Simulations-
umgebung. Schlegel u. a. (2005) zeigen Möglichkeiten der Kopplung der
Sensorelementsimulation mit der Elektroniksimulation in der Beschrei-
bungssprache VHDL-AMS auf.
Mit der zunehmenden Miniaturisierung und Kostenoptimierung in der
Mikrosystemtechnik wächst der Einfluss der Aufbau- und Verbindungs-
technik auf das Gesamtsystem. Die Verwendung neuer kostengünstiger
Materialien und immer geringere Verpackungsgrößen beeinflussen ein Mi-
krosystem zum Teil erheblich. Eine Berücksichtigung dieser Einflüsse in
ordnungsreduzierten Modellen ist im Sinne der Gesamtsystemsimulation
erforderlich.
Im Unterschied zur Berücksichtigung der Einflüsse der Auswerteschal-
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Abbildung 4.1.:Wirkpfade Gesamtsystemsimulation. Die Auswerteschaltung
ist über Ein- und Ausgangsgrößen an das ordnungsreduzierte Modell gekoppelt
(in der Abbildung durch dicke Pfeile veranschaulicht). Im Unterschied dazu
koppelt die Aufbau- und Verbindungstechnik neben den Ein- und Ausgangsgrö-
ßen auch an interne Größen des ordnungsreduzierten Modells (veranschaulicht
durch dünne Pfeile).
tung ist die Berücksichtigung der Einflüsse der Aufbau- und Verbin-
dungstechnik auf das Systemverhalten mit mehr Aufwand verbunden.
Die Wechselwirkung zwischen Verpackung und Sensorelement geschieht
nicht ausschließlich über Systemgrößen. Die mechanischen und elektro-
statischen Eigenschaften des Sensorelements werden von der Aufbau- und
Verbindungstechnik direkt beeinflusst. Die Methode Ordnungsreduktion
erlaubt die Berücksichtigung von vielen Einflüssen der Verpackung, die
in den Abschnitten 4.1.1 bis 4.1.3 näher beschrieben werden. Mit der
Möglichkeit der zeitabhängigen gekoppelten Simulation von Sensorele-
ment und Auswerteschaltung ist sie damit eine geeignete Methode die
Auswirkungen auf das Gesamtsystem zu bewerten.
Für die in Oberflächenmikromechanik gefertigten Inertialsensoren lässt
sich eine verallgemeinerte Methode zur Berücksichtigung von Einflüs-
sen der Aufbau- und Verbindungstechnik auf das Systemverhalten ent-
wickeln. Eine aktuelle Veröffentlichung zeigt die Bedeutung der Berück-
sichtigung dieser Einflüsse (Zhang u. a. 2007).
Abbildung 4.1 veranschaulicht grafisch die beschriebenen Unterschie-
de der Wechselwirkungen zwischen dem Sensorelement, der Aufbau- und
Verbindungstechnik und der Auswerteschaltung. Die Auswerteschaltung
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koppelt lediglich an Ein- und Ausgangsgrößen des ordnungsreduzierten
Modells, wohingegen im Fall der Kopplung an die Aufbau- und Verbin-
dungstechnik auch eine direkte Wechselwirkung mit den internen Modell-
größen des Sensorelements stattfindet.
Die folgenden Abschnitte zeigen die wichtigsten Wirkpfade, über die
die Aufbau- und Verbindungstechnik in das Sensorverhalten oder die Sen-
sorsignale eingreift. Unterschieden werden muss dabei die Art der Wech-
selwirkung. Störsignale, die über die Aufbau- und Verbindungstechnik
eingekoppelt werden, können als externe Störgrößen aufgebracht werden
und erfordern keine methodische Erweiterung der ordnungsreduzierten
Modellierung. Die Veränderung der mechanischen und elektrostatischen
Eigenschaften des Sensorelements über die Aufbau- und Verbindungs-
technik erfordert den Eingriff in interne Größen des ordnungsreduzierten
Modells. Eine Erweiterung der bestehenden Ordnungsreduktionsmetho-
dik ist für die Berücksichtigung dieser Einflüsse notwendig.
Als entscheidender Einflussfaktor gilt neben dynamischen Einflüssen,
wie beispielsweise Störbeschleunigungen, die Veränderung der mechani-
schen Eigenschaften der Verpackung mit der Temperatur. Die Aufbau-
und Verbindungstechnik erfährt sowohl während der Prozessierung als
auch während des Sensorbetriebs selbst Temperaturschwankungen. Die
unterschiedlichen beteiligten Materialien führen mit ihren unterschied-
lichen thermomechanischen Materialparametern zu starken Verformun-
gen des Gesamtpaketes. Diese Verformungen beeinflussen die elektrosta-
tischen und mechanischen Eigenschaften des Sensorelements.
Abbildung 4.2(a) zeigt schematisch einen typischen Schichtaufbau der
Aufbau- und Verbindungstechnik eines Inertialsensors. Eine thermome-
chanische Analyse des Systems liefert die Strukturverformung der Verpa-
ckung für unterschiedliche Temperaturen, die beispielhaft in Abbildung
4.2(b) dargestellt ist. Die Verformung der Verpackung führt zu einer Ver-
formung der Substratfläche im Bereich des Sensorelements und beein-
flusst damit das Sensorverhalten. Die Strukturverformung als Ergebnis
der thermomechanischen Finite-Elemente-Analyse kann in der ordnungs-
reduzierten Modellierung als Grundlage zur Berücksichtigung von Verpa-
ckungseinflüssen verwendet werden.
4.1.1. Mechanik
Verallgemeinernd wird davon ausgegangen, dass es sich beim Sensorele-
ment um ein mechanisches Feder-Masse-System handelt, das an wohl-
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(a) Schichtaufbau Verpackung (b) Substratkrümmung Verpackung
Abbildung 4.2.: Aufbau- und Verbindungstechnik eines Drehratensensors.
Die Abfolge der Schichten (a) mit unterschiedlichen thermischen Ausdehnungs-
koeffizienten führt zur Verwölbung der Substratfläche des Sensorelements (b)
und beeinflusst das Systemverhalten.
definierten Punkten mit dem Substrat und damit der Verpackung ver-
bunden ist. Die mechanischen Eigenschaften des Sensorelements können
über zwei Wirkpfade beeinflusst werden. Die thermomechanische Verfor-
mung der Verpackung selbst führt dazu, dass die Aufhängepunkte des
Sensorelements aus ihrer Ruhelage ausgelenkt werden und sich damit die
Randbedingungen der Modalanalyse für das Sensorelement ändern.
Eine andere Einflussmöglichkeit ist die Einkopplung von thermischer
Energie auf das Sensorelement und damit die Veränderung der Eigen-
schaften des Sensorelements. Beide Wirkpfade können nur durch die
Veränderung der Randbedingungen des Sensorelements in der Finite-
Elemente-Modellierung integriert werden. Für jeden Temperaturpunkt
kann damit ein ordnungsreduziertes Modell mit den entsprechenden me-
chanischen Eigenschaften erzeugt werden.
4.1.2. Störbeschleunigungen
Eine weitere Einflussmöglichkeit sind äußere Störkräfte. Die Verpackung
ist mit der Umgebung verbunden und kann Schwingungen in Form von
Linear- oder Drehbeschleunigungen auf das Sensorelement überkoppeln.
Für das Sensorelement ist die Ursache der Einflussgröße unbedeutend.
Die Wirkung auf das System kann anhand der Methoden zur Berücksich-
tigung von externen Kräften modelliert werden. Als typische Störgrößen
treten hierbei vor allem die in den Abschnitten 3.3, 3.4 und 3.5 definierten
linearen und nichtlinearen mechanischen Kräfte auf.
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(a) Komponenten der Einheitszelle eines
elektrostatischen Antriebskammes.
(b) Vernetzung der Einheitszelle eines
elektrostatischen Antriebskammes und
eines Teils des umgebenden Luftbe-
reichs.
Abbildung 4.3.: Modell einer Einheitszelle eines elektrostatischen Antriebs-
kammes. Die dunkle U-förmige Elektrode ist die fest mit dem Substrat verbun-
dene Elektrode, an der die Antriebsspannung angelegt wird. Die helle T-förmige
Elektrode ist mit der bewegten Masse verbunden und liegt auf Massepotential.
Die unter den beiden beschriebenen Elektroden liegende Substratelektrode ist
ebenfalls auf Massepotential.
4.1.3. Elektrostatik
Die dritte Einflussmöglichkeit ist die Elektrostatik des Systems. Die über
die thermomechanische Verpackungssimulation ermittelte Substratkrüm-
mung führt mit den veränderten Aufhängepunkten des Sensorelements
zu veränderten Ruheabständen der elektrostatischen Komponenten. Dies
beeinflusst sowohl die Kapazitäten des Systems und damit die Ausgangs-
signale als auch die elektrostatischen Kräfte, die das zeitabhängige Ver-
halten des mechanischen Sensorelements beeinflussen.
Antrieb
Der Einfluss einer Substratkrümmung auf eine Antriebsstruktur in der
Mikrosystemtechnik soll beispielhaft für Kammantriebsstrukturen aufge-
zeigt werden. Prinzipiell lässt sich die Vorgehensweise auf beliebige andere
Kapazitätsmodelle übertragen. Abbildung 4.3(a) zeigt den Aufbau einer
Einheitszelle eines Kammantriebs mit der Vernetzung des die Elektroden
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(a) FE-Netz des
Luftraums.
(b) Lösung des elektrostatischen Problems.
Abbildung 4.4.: Schnitt durch eine Einheitszelle eines elektrostatischen An-
triebskammes. Die in der Mitte liegende Elektrode ist die bewegliche Elektrode.
Die äußeren beiden Elektroden sind die Statorelektroden, die mit einer Span-
nung beaufschlagt werden. (a) zeigt die sehr feine Vernetzung. In (b) sind die
Äquipotentiallinien der Spannung und die Feldlinien des elektrischen Feldes
eingezeichnet.
umgebenden Luftraums, die in Abbildung 4.3(b) dargestellt ist.
Eine Verkrümmung des Substrats führt zu veränderten Abständen zwi-
schen den beiden in der Funktionsebene liegenden Elektroden und der
Substratelektrode. Zur Veranschaulichung der Effekte zeigt Abbildung
4.4(a) ein zweidimensionales Schnittmodell der Geometrie. Die Lösung
des elektrostatischen Problems ist in Abbildung 4.4(b) dargestellt.
Dem Feldlinienbild kann der Unterschied der auftretenden Levitations-
kräfte in Abhängigkeit vom Substratabstand entnommen werden. Feld-
linien werden auch als Kraftlinien bezeichnet und zeigen die Richtung
der auf einen in dieser Position befindlichen Testkörper wirkenden Kräf-
te. Beim Vergleich der an der bewegten Elektrode oben und unten an-
greifenden Feldlinien ist ersichtlich, dass die in positive z-Richtung nach
oben wirkende Levitationskraft in der linken Abbildung am größten ist.
Die unten am beweglichen Finger angreifenden Kräfte wirken eher seit-
lich, während die dominante Komponente der oben angreifenden Kräfte
in positive z-Richtung orientiert ist. In der rechten Abbildung bei grö-
ßerem Substratabstand sind die in z-Richtung wirkenden Komponenten
am oberen und unteren Ende des Fingers sehr viel ausgeglichener. Mit
zunehmendem Abstand zum Substrat nimmt die Levitationskraft folglich
ab.
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Die Levitationskraft ist ein Effekt, der aus den nicht identischen Luft-
spalten, die ober- und unterhalb der bewegten Elektroden vorliegen, re-
sultiert. Eine Berechnung der Kraft kann über die Auswertung der ab-
standsabhängig ermittelten elektrischen Energie Wel(z) des Systems er-
folgen
Flev = −dWel(z)
dz
. (4.1)
Für die Berücksichtigung der Aufbau- und Verbindungstechnik in der Ge-
samtsystemsimulation bedeutet dies, dass die an Kammstrukturen auf-
tretenden elektrostatischen Kräfte von der Verwölbung und der damit
verbundenen Abstandsänderung der Kammstruktur zum Substrat ab-
hängen. Die Aufbau- und Verbindungstechnik beeinflusst damit die in
der Antriebsstruktur des Sensorelements wirkenden Kräfte und kann das
Verhalten des mikromechanischen Systems verändern.
Detektion
Auch typische Detektionselektroden, wie beispielsweise von Maute (2003)
beschrieben, sind sehr stark abstandsabhängig. Oftmals können Detekti-
onselektroden näherungsweise als Plattenkondensatoren beschrieben wer-
den. Genauere Ergebnisse sind über die Methode der konformen Abbil-
dungen möglich (Lorenz 1999).
Für die Anschauung wird im Folgenden der einfache Ansatz eines Plat-
tenkondensators gewählt. Die Kapazität C ergibt sich aus der Permitti-
vität ε, der Fläche des Kondensators AC und dem Abstand der beiden
Kondensatorplatten z
C = εAC
z
. (4.2)
Zur Auswertung der Detektionskapazitäten während des Sensorbetriebs
werden die Kapazitäten mit einer Spannung beaufschlagt und die Ladung
ausgewertet. Die angelegte Spannung U führt zu einer elektrostatischen
Kraft, die durch Differenziation der Kondensatorgleichung ermittelt wer-
den kann zu
Fel = −12
dC
dz
U2 = εAC2z2 U
2. (4.3)
Beide Gleichungen sind abhängig vom Abstand z. Neben der Beeinflus-
sung des Kapazitätssignals beeinflusst die Aufbau- und Verbindungstech-
nik über das Einkoppeln einer elektrostatischen Kraft an den Detekti-
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onselektroden auch die zeitabhängige Auslenkung des Sensorelements in
z-Richtung.
4.2. Anwendung am rotatorischen
Drehratensensor
Die Berücksichtigung von Einflüssen der Aufbau- und Verbindungstech-
nik bei der Berechnung von elektrostatischen Kräften und Kapazitäten
geschieht in der Anwendung in mehreren Schritten. Anhand des Anwen-
dungsbeispiels eines rotatorischen Drehratensensors sollen die wichtigsten
Schritte und die daraus folgenden Ergebnisse dargestellt werden.
Als Ausgangspunkt liegt ein ordnungsreduziertes Modell des Drehra-
tensensors vor. Zusätzlich wird die Verwölbung des Substrats als Ergebnis
der thermomechanischen Verpackungssimulation in Form ortsaufgelöster
Verschiebungen ∆z an beliebigen Stützpunkten (x, y) als bekannt vor-
ausgesetzt.
Die folgende Darstellung wird auf Verschiebungen ∆z(x, y) beschränkt.
Prinzipiell ist auch ein Einfluss der Verschiebungen ∆x und ∆y auf das
Sensorverhalten möglich. Eine Erweiterung der Methode in Anlehung
an die beschriebene Vorgehensweise ist möglich. Für den untersuchten
Sensor haben die Verschiebungen ∆x und ∆y keinen Einfluss, weil sie
deutlich kleiner sind als die Verschiebungen ∆z.
Die Berücksichtigung von Einflüssen der Aufbau- und Verbindungs-
technik auf die mechanischen Eigenschaften des Systems und der Einfluss
von Störkräften wird im Anwendungsbeispiel nicht dargestellt. Störkräf-
te können wie in Abschnitt 4.1.2 beschrieben berücksichtigt werden. Die
Veränderung der mechanischen Eigenschaften erfolgt wie in Abschnitt
4.1.1 beschrieben über die Veränderung der Randbedingungen vor der
Durchführung der Modalanalyse. Die im Folgenden dargestellte Beein-
flussung der elektrostatischen Eigenschaften ist die methodisch aufwän-
digste Arbeit und erlaubt wichtige Aussagen über die veränderten Syste-
meigenschaften.
4.2.1. Substratkrümmung im ordnungsreduzierten
Modell
Die thermomechanische Finite-Elemente-Simulation der Verpackung lie-
fert die Verschiebungen ∆z an den Positionen (x, y) der Finite-Elemente-
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Knoten des Verpackungsmodells. Im Allgemeinfall liegen das Finite-Ele-
mente-Netz der Verpackung und das Finite-Elemente-Netz des Sensor-
elements nicht deckungsgleich übereinander. Zur Berücksichtigung des
Einflusses der Verpackung ist es notwendig, für alle Sensorelementkno-
ten, an denen elektrostatische Kräfte wirken, die Lage des zugeordneten
Substratpunktes zu wissen. Aus diesem Grund wird das gekrümmte Sub-
strat über einen Fit approximiert.
In vielen Fällen ist die Approximation der Substratkrümmung mit ge-
ringen Fehlern über einen zweidimensionalen Polynomfit möglich. Eine
bessere Fitgenauigkeit ist mit statistischen Methoden möglich. Die soge-
nannten Gaußprozesse (Rasmussen und Williams 2006) sind nicht para-
metrische Fitverfahren, die die Approximation glatter Funktionsverläufe
mit sehr hoher Genauigkeit erlauben. Sie sind die bevorzugte Methode,
da die Ergebnisse der Verpackungssimulation zum Teil nicht polynomial
beschreibbar sind und eine sehr hohe Fitgenauigkeit erforderlich ist.
Unabhängig von der Wahl des Approximationsverfahrens ist es not-
wendig einen funktionalen Zusammenhang für die Verschiebung ∆z(x, y)
zu kennen, der es erlaubt, die Lage jedes beliebigen Substratpunktes mit
sehr hoher Genauigkeit zu berechnen. Dieser funktionale Zusammenhang
ist Voraussetzung für die folgenden Beschreibungen.
Die Ergebnisse der Verpackungssimulation werden als statisch ange-
nommen, da die Zeitskalen innerhalb derer sich diese Eigenschaften än-
dern, sehr viel größer sind als die Zeitskalen der Sensorelementsimulati-
on. Prinzipiell lässt sich aber auch eine zeitabhängige ordnungsreduzierte
Verpackungsmodellierung koppeln (Zukowski u. a. 2005).
4.2.2. Aufhängung des Sensorelementes
Von entscheidender Bedeutung für den Einfluss einer Substratverfor-
mung sind die Positionen der Aufhängung des Sensorelements auf dem
gekrümmten Substrat. Abbildung 4.5 zeigt die Lage des über dem ge-
krümmten Substrat liegenden Sensorelements, die sich aus der Auswer-
tung der Aufhängepunkte ergibt. Für den Fall des rotatorischen Dreh-
ratensensors ist die Aufhängung des Sensorelements quasi punktförmig.
Für andere Systeme ist dies in den meisten Fällen nicht gegeben.
Erst die Vergrößerung des Aufhängebereichs in 4.5(b) zeigt, dass das
Sensorelement an mehreren Punkten (gekennzeichnet durch vertikale Li-
nien) und die daraus gebildete Achse mit dem Substrat verbunden ist.
Die Normalenrichtung der Sensorelementebene ist festgelegt durch die
96 4. Einfluss der Aufbau- und Verbindungstechnik
(a) Sensor und gekrümmtes Substrat. (b) Aufhängung des Sensors.
Abbildung 4.5.: Berücksichtigung von Verpackungseinflüssen. (a) zeigt die
Lage des Sensorelements über dem gekrümmten Substrat. (b) zeigt einen ver-
größerten Ausschnitt des Aufhängebereichs.
Richtung der Achse und wird über eine durch alle Aufhängepunkte ge-
fittete Ebene (hell eingezeichnet) ermittelt. Darunter ist das gekrümmte
Substrat erkennbar (dunkel eingezeichnet), das für den vergrößerten Bild-
ausschnitt nahezu planar ist.
Die Ermittlung der Ebene, in der das Sensorelement aufgehängt ist,
gelingt über den Ansatz einer Ebene
E0 : c0x+ c1y + c2z = c3. (4.4)
Die Position der Aufhängepunkte xi und yi ist aus der Finite-Elemente-
Modellierung bekannt. Über die Funktion ∆z(xi, yi) kann die Lage zi
ermittelt werden. Mit der Methode der kleinsten Fehlerquadrate können
die Konstanten cj aus den auf der gekrümmten Ebene liegenden Auf-
hängepunkten des Sensorelementes xi, yi und zi berechnet werden. Die
so definierte Aufhängeebene wird im Folgenden als Referenzebene E0
bezeichnet. Die Ebene, in der sich die funktionale Schicht des Sensorele-
mentes in der Ruhelage befindet (im Folgenden als Sensorelementebene
E1 bezeichnet), ist dann gegeben durch die zugehörige Parallelebene, ver-
schoben um den Abstand zwischen funktionaler Schicht und Substrat in
Normalenrichtung.
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Abbildung 4.6.: Vereinfachte Darstellung des Einflusses von Verwölbungen
des unter dem Sensorelement befindlichen Substrats. Auf dem gekrümmten
Substrat ist die Sensorelementaufhängung und damit auch das Sensorelement
(alle drei sind schwarz eingezeichnet) um den Winkel β1 aus der z-Achse ver-
kippt. Zusätzlich zur Verpackungsverkippung ist das Sensorelement um den
Winkel β2 aus der ursprünglichen Lage (schwarz gestrichelt eingezeichnet) ver-
kippt.
4.2.3. Zeitabhängige Simulation
Die Annahme, dass lediglich Verschiebungen ∆z einen Einfluss auf das
Systemverhalten haben, führt dazu, dass bei der Modellbildung auch nur
die Beeinflussung der elektrostatischen Kräfte und Kapazitäten über die-
se Verschiebung ∆z berücksichtigt werden muss. Der Einfluss der Ver-
kippung auf die Auswertung der Abstände in z-Richtung ist dabei zu
vernachlässigen, wie im folgenden Unterabschnitt gezeigt wird.
Der Gesamtabstand zwischen Sensorkapazitätselement und gegenüber-
liegendem Substratkapazitätselement ergibt sich als Summation über die
drei Abstände d1, d2 und d3 wie in Abbildung 4.6 dargestellt.
Der Abstand d1 beschreibt die Auslenkung des Sensorelements aus
seiner Ruhelage, diese erhält man direkt aus den z-Auslenkungen der
zeitabhängigen Simulation des Sensorelementes. Auch Simulationen oh-
ne Berücksichtigung der Aufbau- und Verbindungstechnik erfordern die
Auswertung dieser Auslenkung.
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Der Abstand d2 ist konstant und durch den Prozessparameter Schicht-
dicke des Opferoxids gegeben.
Der Abstand d3 ist der Abstand zwischen dem gekrümmten Substrat
und der Referenzebene E0. Dieser Abstand bleibt räumlich konstant. Da
sich aber das Sensorelement während der Simulation in der x- und y-
Richtung bewegt, ändert sich für ein mit dem Sensorelement fest ver-
bundenes Kapazitätselement der Abstand d3 zum Substrat mit der Zeit.
Prinzipiell ist auch ein Einfluss der Verkippungen β1 und β2 auf den Ab-
stand d3 zu erwarten. Die folgende Fehlerabschätzung zeigt aber, dass
dieser Einfluss zu vernachlässigen ist.
Fehlerabschätzung Verkippung des Sensorelementes
Die Verkippung des Sensorelementes aus der Ruhelage führt zu Verschie-
bungen der Sensorelementebene in x-Richtung, die sich im Fall der Be-
rücksichtigung von Einflüssen der Aufbau- und Verbindungstechnik auf
die Abstände zwischen Sensorelement und Substrat auswirken. Diese Ver-
schiebung wird in der Simulation nicht berücksichtigt, da die folgende
Fehlerabschätzung zeigt, dass die Vernachlässigung dieses Effektes ge-
rechtfertigt ist.
Für die Verkippung β2 des Sensorelements aufgrund von Drehraten
oder Störbeschleunigungen und für die Verkippung des Sensorelements β1
aufgrund der Aufhängung auf dem gekrümmten Substrat wurden in allen
Simulationen sehr kleine Winkel beobachtet, die nach oben abgeschätzt
werden mit
β1 < 1°, β2 < 0.1°. (4.5)
Als typische Sensorgrößen werden
Lx = 500µm, d2 = 2µm (4.6)
verwendet. Die maximale Verwölbung wird mit
Lz < 1 µm (4.7)
höher abgeschätzt, als in der Simulation beobachtet. Die Verkippung um
den Winkel β1 führt zu einer Verschiebung ∆Lx1 = d2 sin β1 < 35nm,
die Verkippung um den Winkel β2 zu einer Verschiebung ∆Lx2 = Lx(1−
cosβ2) < 1 nm. Zur Berechnung der entsprechenden maximalen Ände-
rung ∆Lz wird angenommen, dass sich die Substratverwölbung als Kreis-
bogen beschreiben lässt. Aus der Höhe Lz der Substratverwölbung kann
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bei Kenntnis der Länge Lx der Radius RL des Kreises bestimmt werden
zu
RL =
(Lx)2
2Lz +
Lz
2 = 125mm. (4.8)
Die maximale Änderung ∆Lz ergibt sich damit aus der Lösung der Glei-
chung
R2L = (Lx + ∆Lx)2 + (RL − (Lz + ∆Lz))2. (4.9)
Für die beiden lateralen Verschiebungen ∆Lx1 und ∆Lx2 ergibt sich damit
∆Lz1 < 0.15nm und ∆Lz2 < 0.005nm. Mit dem Ansatz der Plattenkon-
densatorgleichung kann eine Abschätzung für die Kapazitätsänderung
aufgrund der beiden Abstandsänderungen gemacht werden. Es ergeben
sich relative Kapazitätsänderungen
C0 − C1
C0
= ∆L
z
1
d2 + ∆Lz1
< 7 · 10−5, (4.10)
C0 − C2
C0
= ∆L
z
2
d2 + ∆Lz2
< 2 · 10−6. (4.11)
Die beiden Effekte werden getrennt betrachtet, weil sie unterschiedliche
Einflüsse auf das Gesamtsignal haben.
Die Verkippung um den Winkel β1 definiert die Ruhelage mit Berück-
sichtigung der Substratkrümmung und beeinflusst lediglich die mittlere
Kapazität. Eine relative Änderung der mittleren Kapazität um den er-
mittelten Faktor 7 · 10−5 ist zu vernachlässigen.
Bedeutend größeren Einfluss hat die sich zeitlich ändernde Verkippung
um denWinkel β2. Hier können schon minimale Auslenkungen zu falschen
Sensorsignalen führen. Die aus der Verkippung des Sensorelements resul-
tierende Änderung des Abstandes ∆Lz2 aufgrund der Veränderung der
lateralen Position muss verglichen werden mit dem Abstand zwischen
Sensorelementpunkt und Sensorelementebene. Die Änderung des Abstan-
des aufgrund der lateralen Verschiebung wurde oben abgeschätzt mit
∆Lz2 < 0.005nm und ist verglichen mit der Änderung des Sensorele-
mentabstandes von ∆Lz3 ≈ 1 nm bei typischen Drehraten zu vernachläs-
sigen.
Die Fehlerabschätzung zeigt, dass für die Auswertung der Abstände in
z-Richtung die Auswertung an den ursprünglichen Positionen x und y
des Sensorelementes ausreichend genau ist.
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4.2.4. Einfluss auf Empfindlichkeit und Offset
Für den in Abbildung 4.5 dargestellten Aufbau wird der Einfluss der tem-
peraturabhängigen Substratkrümmung auf Offset und Empfindlichkeit
des Sensorelementes für zwei Designvarianten dargestellt. In der Abbil-
dung ist zu erkennen, dass das gekrümmte Substrat achsensymmetrisch
bezüglich einer Achse durch die beiden Detektionsbereiche ist. Die Orien-
tierung des Sensorelementes bezüglich dieser Symmetrieachse beeinflusst
Offset und Empfindlichkeit des Systems. Verglichen wird der in der Abbil-
dung dargestellte Aufbau (bezeichnet als 0◦-Position) mit einer Variante,
bei der das Sensorelement um 90◦ gegenüber dem Substrat verdreht ist
(bezeichnet als 90◦-Position).
Die Empfindlichkeit und der Offset des Sensorelementes werden tem-
peraturabhängig über zeitabhängige Simulationen ermittelt. Für jeden
Temperaturpunkt wird das Sensorelement auf die Antriebsamplitude ein-
geschwungen. Ausgehend vom eingeschwungenen Zustand werden zwei
unabhängige Simulationen durchgeführt. Zunächst wird der Offset oh-
ne Aufbringung einer Drehrate oder anderer Störsignale ermittelt. Zur
Bestimmung der Empfindlichkeit wird in der zweiten Simulation eine
Einheitsdrehrate aufgegeben und das Kapazitätssignal am Ausgang aus-
gewertet.
Für beide Simulationen ist es wichtig, eine Signalverarbeitung an den
Sensorelementausgängen durchzuführen. Bei den folgenden Simulationen
werden sowohl hochfrequente als auch konstante Signalanteile heraus-
gefiltert und eine Demodulation durchgeführt. Ausgewertet wird nur der
Signalanteil, dessen Phasenlage dem zu erwartenden Drehratensignal ent-
spricht. Mit dieser Vorgehensweise wird sichergestellt, dass nur Signale
analysiert werden, die im realen Betrieb des Sensors Einfluss haben.
Der Offset wird direkt aus der Amplitude des Detektionssignals ermit-
telt. Zur Bestimmung der Empfindlichkeit wird vom Detektionssignal mit
angelegter Drehrate das Detektionssignal des Offsets subtrahiert. Abbil-
dung 4.7 zeigt die ermittelten Ergebnisse.
Deutlich erkennbar ist der Unterschied der Kurven in Abhängigkeit
von der Orientierung des Sensorelementes zur Symmetrieachse. Die Er-
gebnisse lassen sich anschaulich erklären. Die Referenztemperatur, also
die Temperatur, bei der das Substrat keine Verwölbung zeigt, liegt bei
Tref = 130 °C. Ausgehend von diesem Punkt wölbt sich das Substrat
in allen Richtungen mit abnehmender Temperatur weg vom Sensorele-
ment. Damit sinken die Grundkapazitäten und die Empfindlichkeit fällt.
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(b) Empfindlichkeit über Temperatur.
Abbildung 4.7.: Offset und Empfindlichkeit des Sensorelements in Abhängig-
keit von der Temperatur. Der Offset (a) ist abhängig von der Orientierung des
Sensorelements bezüglich der Symmetrieachse, während die Empfindlichkeit
(b) nahezu unabhängig von der Lage bezüglich der Symmetrieachse ist.
Dieses Verhalten ist nahezu unabhängig von der Orientierung des Sen-
sorelements über dem Substrat, weshalb für beide Orientierungen des
Sensorelements das gleiche Verhalten zu erkennen ist.
Die Simulation mit zusätzlicher Mitkoppelspannung führt zu geringe-
ren Grundabständen in Detektionsrichtung und erhöht damit die Grund-
kapazität. Dies führt zu einem größeren relativen Einfluss der Aufbau-
und Verbindungstechnik auf die Empfindlichkeit.
Ein Signaloffset ergibt sich nur, wenn das Sensorelement aufgrund ein-
gekoppelter Kräfte eine zeitabhängige Verkippung aus der Ruheebene
erfährt. Die an den Kammantrieben auftretenden Levitationskräfte sind
wie in Abschnitt 4.1.3 beschrieben abstandsabhängig. Für den Fall, dass
die gegenüberliegenden Elektroden den gleichen Abstand zum Substrat
haben, sind die Kräfte identisch und verkippen das Sensorelement nicht.
Wird das Sensorelement um 90° verdreht, ergeben sich in der Ruhelage
unterschiedliche Abstände zwischen Substrat und Mittelmasse an den ge-
genüberliegenden Antriebskämmen, die eine Kippbewegung verursachen.
Aus diesem Grund ist ein Offsetsignal nur dann zu beobachten, wenn die
Antriebskämme nicht symmetrisch zur Verpackungsachse liegen. Wie im
Fall der Empfindlichkeit wird der Effekt durch Anlegen einer Mitkoppel-
spannung größer.
Für das Maximum in der temperaturabhängigen Kurve des Offsets
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sind zwei gegenläufige Effekte verantwortlich. Bewegt man sich ausge-
hend vom Maximum in Richtung höherer Temperaturen verringert sich
die Substratkrümmung und damit die Asymmetrie in den Abständen zum
Substrat und das Offsetsignal. Die Verringerung der Temperatur ausge-
hend vom Maximum erhöht die Substratkrümmung und verringert damit
die Levitationskraft insgesamt. Asymmetrien fallen deutlich weniger ins
Gewicht und das Offsetsignal wird ebenfalls kleiner.
4.2.5. Abhilfemaßnahmen
Die Methodik zur Berücksichtigung von Einflüssen der Aufbau- und Ver-
bindungstechnik führt zur Fragestellung, welche Abhilfemaßnahmen zur
Reduktion des Verpackungseinflusses möglich sind. Hier können drei un-
terschiedliche Ansätze verfolgt werden, von denen zwei aufgrund des Be-
zugs zur methodischen Vorgehensweise näher vorgestellt werden.
Ein Ansatz ist, die Verpackungseinflüsse als gegeben hinzunehmen und
die Ergebnisse der Ordnungsreduktion in der Auswerteschaltung zu be-
rücksichtigen. Das Konzept ist, eine Offset- und Empfindlichkeitskorrek-
tur im Rahmen der Auswerteschaltung durchzuführen. Dieser Ansatz er-
fordert verlässliche quantitative Ergebnisse, um korrekte Korrekturmaß-
nahmen durchführen zu können. Die Umsetzung ist dann Aufgabe der
Signalverarbeitung.
Die beiden anderen Ansätze basieren darauf, die temperaturbedingten
Offset- und Empfindlichkeitseinflüsse auf Sensorelementseite zu reduzie-
ren. Möglichkeiten hierzu sind gegeben durch die Verwendung alternati-
ver Verpackungsmaterialien oder -aufbauten oder durch die Veränderung
des Designs. Beide Verfahren werden in den folgenden Abschnitten be-
schrieben.
Die ideale Maßnahme zur Minimierung der Einflüsse der Aufbau- und
Verbindungstechnik ist mit Sicherheit eine Kombination beider Optimie-
rungen, die unter Zuhilfenahme der Methode Ordnungsreduktion gefun-
den werden kann.
Verpackungsvarianten
Der Ansatz Verpackungsvarianten basiert darauf, von einer festen Po-
sition des Sensorelements über dem Substrat auszugehen und die Ein-
flüsse auf der Verpackungsseite zu minimieren. Im obigen Beispiel be-
steht die Aufgabe darin, die Verwölbung des Substrates zu minimieren
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und möglichst symmetrisches Verhalten an gegenüberliegenden Struktu-
ren zu erzielen. Typische Eigenschaften einer Verpackung, die zur Ver-
wölbung und Symmetrie des Substrates beitragen, sind Materialeigen-
schaften (beispielsweise thermische Ausdehnungskoeffizienten), Geome-
trieeigenschaften (beispielsweise Schichtdicken) und Kontakte zwischen
unterschiedlichen Materialien, die zur Minimierung des Verpackungsein-
flusses variiert werden können.
Designvarianten
Ein anderer Ansatz ist, von vorgegebenen Verwölbungen und Asymme-
trien auszugehen und die Lage des Sensorelementes bezüglich der vorge-
gebenen Randbedingungen so zu optimieren, dass der Einfluss auf Offset
und Empfindlichkeit minimal ist. Im dargestellten Beispiel ist eine einfa-
che Rotation des Layouts eine Möglichkeit, den Einfluss auf den Offset
zu minimieren. Andere Möglichkeiten sind durch die Wahl der Positio-
nierung der Antriebs- und Detektionselektroden gegeben, was aber im
Rahmen der Arbeit nicht weiter verfolgt wurde.
4.3. Bewertung
Die Methode zur Berücksichtigung von Einflüssen der Aufbau- und Ver-
bindungstechnik ist eine komplexe Methode mit vielen Einflussgrößen.
Vor der Auslieferung von Drehratensensoren werden diese mittels eines
messtechnischen Empfindlichkeits- und Offsetabgleichs korrigiert, um die
auftretenden Einflüsse der Verpackung zu korrigieren.
Theoretisch ist über die beschriebene Methodik die Möglichkeit ge-
geben, den messtechnischen Abgleich durch einen simulativen zu erset-
zen. Dies erfordert jedoch eine quantitative Übereinstimmung zwischen
Messung und Simulation, die bisher nicht erzielt werden konnte. Ursa-
che hierfür ist die Komplexität und die große Anzahl an Einflussgrößen.
Minimale Abweichungen der Verpackungssimulation von der realen Ver-
formung führen zu großen Abweichungen bei der Kapazitäts- und Kraft-
berechnung.
Zudem weichen reale Sensorelemente aufgrund ihrer Fertigungsschwan-
kungen von den mit Nominalwerten simulierten Modellen ab, was weitere
Abweichungen nach sich zieht. Prozessschwankungen dieser Art können
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über die in Kapitel 5 beschriebene Methode der parametrischen Ord-
nungsreduktion berücksichtigt werden.
Um qualitative Aussagen über den Einfluss machen zu können, ist es
in der Entwicklungsphase neuer Sensoren oft ausreichend, vergleichende
Analysen zur Definition einer Zielvariante durchzuführen. Die beschrie-
bene Methode erlaubt sowohl Aussagen zur Wahl des optimalen Verpa-
ckungsaufbaus als auch zur Wahl des optimalen Sensorelementdesigns.
Der entscheidende Vorteil ist, dass der Einfluss der Aufbau- und Ver-
bindungstechnik auf zeitabhängige Größen innerhalb kurzer Zeit bewer-
tet werden kann und in der Designphase neuer Sensoren ein geeignetes
Werkzeug ist, um Varianten zu charakterisieren.
Die beschriebene Vorgehensweise wurde in der Entwicklungsphase ei-
nes ähnlichen Drehratensensors verwendet, um Verpackungsvarianten auf
ihren Einfluss auf Offset und Empfindlichkeit zu bewerten. Die erst im
Anschluss an die Simulationen durchgeführten messtechnischen Charak-
terisierungen zeigten, dass die aufgrund der Simulationsmethode vorge-
schlagene Zielvariante die Verpackungsvariante mit dem geringsten Ein-
fluss auf Offset und Empfindlichkeit war.
5. Parametrische
Ordnungsreduktion
5.1. Theorie
Die modale Superposition bietet die Möglichkeit, ein ordnungsreduzier-
tes Modell eines Finite-Elemente-Modells zu generieren. Ein Nachteil der
Methode der modalen Superposition ist, dass die Modalanalyse nicht in
parametrisierter Form durchgeführt werden kann. Jedes ordnungsredu-
zierte Modell, das auf einer Modalanalyse beruht, hat fest vorgegebene
Parameterwerte (beispielsweise eine Schichtdicke in Form eines numeri-
schen Wertes), die im ordnungsreduzierten Modell nicht mehr verändert
werden können. Die Variation von Parametern dieser Art ist nur nach
Neudurchführung einer Modalanalyse für den veränderten Parametersatz
möglich.
Ein Ansatz zur Umgehung des Problems ist die Erstellung vieler ord-
nungsreduzierter Modelle für unterschiedliche Parametersätze. Nachteilig
ist dann, dass diese Modelle immer nur für den jeweils gewählten diskre-
ten Parameterpunkt gültig sind.
Die Entwicklung neuer Mikrosysteme erfordert in vielen Fällen De-
signoptimierung. Dazu ist es notwendig, Modellparameter innerhalb be-
stimmter Grenzen zu variieren. Aktuelle Veröffentlichungen zielen darauf
ab, Finite-Elemente-Modelle zu parametrisieren und damit Designopti-
mierung zu ermöglichen (Perrin u. a. 2002; Mehner u. a. 2005; Kolchuzhin
u. a. 2006).
Eine weitere Eigenschaft von Mikrosystemen ist, dass Prozessschwan-
kungen auftreten. Modellgrößen liegen damit nicht in Form von Nominal-
werten vor, sondern sind statistisch verteilt um einen Mittelwert. Ansätze
zur Berücksichtigung der Prozessschwankungen bei der Modellierung von
Mikrosystemen werden von Trah u. a. (1999) und Pfingsten (2007) auf-
gezeigt.
Sowohl die Designoptimierung als auch Prozessschwankungen machen
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die Berücksichtigung von parametrischen Modellgrößen auch im ord-
nungsreduzierten Modell notwendig.
Die in den Modellen auftretenden Parameter haben unterschiedlichen
Einfluss bei der Generierung des ordnungsreduzierten Modells. Struktur-
mechanische Parameter, zu denen beispielsweise Schichtdicken oder Ma-
terialeigenschaften gehören, beeinflussen direkt die Massen-, Dämpfungs-
und Steifigkeitsmatrix des Finite-Elemente-Modells. Sie haben damit di-
rekten Einfluss auf die Modalanalyse und müssen während der gesamten
Ordnungsreduktionsprozedur mitgeführt werden.
Andere Parameter, wie beispielsweise der Abstand zwischen der funk-
tionalen Schicht und dem darunter liegenden Substrat, beeinflussen die
mechanischen Eigenschaften des Systems nicht und koppeln nur über
Kräfte ein, in diesem Fall die elektrostatische Kraft. Diese Parameter
müssen lediglich bei der Modellierung der entsprechenden Kraft berück-
sichtigt werden. Anhand des Anwendungsbeispiels wird der Einfluss der
unterschiedlichen Parametertypen veranschaulicht.
In der Literatur werden unterschiedliche Ansätze zur Parametrisierung
von ordnungsreduzierten Modellen verfolgt. Shi u. a. (2006a) befassen
sich mit der Berücksichtigung von Parametern über symbolische Ord-
nungsreduktion im Krylov-Unterraum und zielen dabei vor allem auf die
Berücksichtigung von Prozessschwankungen im Modell. Die Parametri-
sierung von ordnungsreduzierten Modellen im Krylov-Unterraum ist an-
hand von Anwendungsbeispielen veröffentlicht (Feng 2005a; Rudnyi u. a.
2006). Die Parametrisierung der modalen Superposition ist in der Lite-
ratur nicht thematisiert.
Die folgenden Abschnitte zeigen Möglichkeiten auf, wie das bisher be-
schriebene Verfahren zur Ordnungsreduktion nach der Methode der mo-
dalen Superposition parametrisiert werden kann und damit einen noch
höheren Nutzen in der Entwicklung von Mikrosystemen bietet.
5.1.1. Fitverfahren zur Parametrisierung
Ein wichtiger Bestandteil bei der Parametrisierung der Ordnungsredukti-
onsprozedur ist der Einsatz geeigneter Fitverfahren. Bei der Entwicklung
der Methodik wurden vor allem drei Fitverfahren eingesetzt, über die in
den folgenden Abschnitten ein kurzer Überblick gegeben wird. Prinzipi-
ell ist bei der Wahl des Fitverfahrens unter verschiedenen Anforderungen
abzuwägen. Die verwendeten Fitverfahren unterscheiden sich sehr stark
in den Punkten Genauigkeit des Verfahrens und Dauer zur Bestimmung
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einer Fitfunktion. Außerdem unterscheiden sie sich prinzipiell in der Art,
wie die Fitfunktion ermittelt wird und welche Annahmen bei der Bestim-
mung der Fitfunktion gemacht werden.
Als Grundvoraussetzung für alle Fitverfahren wird der Datensatz nor-
miert auf den Mittelwert 0 und die Varianz 1. Damit wird gewährleistet,
dass bei sehr unterschiedlichen Größenordnungen der Parameter keine
numerischen Probleme auftreten.
Gaußprozesse
Unter einem Gaußprozess versteht man einen stochastischen Prozess, der
es erlaubt, eine nichtparametrische Regression von Daten durchzuführen.
Gaußprozesse basieren auf der Beschreibung eines funktionalen Zusam-
menhangs als Überlagerung unterschiedlich gewichteter Gaußfunktionen
mit verschiedenen Mittelwerten und Streubreiten. Die Grundlagen und
der Bezug zum maschinellen Lernen sind in Rasmussen und Williams
(2006) ausführlich dargestellt.
Entscheidender Vorteil dieses Verfahrens ist, dass die Regression ohne
Annahmen und Vorwissen über die Datenmenge erhalten wird. Zudem
ist die Methode auch für hochdimensionale Problemstellungen sehr gut
geeignet. Ein Nachteil ist, dass der Rechenaufwand sowohl für das Fit-
verfahren selbst als auch für die Auswertung des Fits hoch ist. Dieser
Aufwand ist jedoch bei der parametrischen Ordnungsreduktion unbedeu-
tend, da die Auswertung pro Parameterwahl bereits vor der eigentlichen
zeitabhängigen Simulation durchgeführt wird. Für die schnelle System-
simulation, bei der eine Auswertung der Regressionsfunktion für jeden
Zeitschritt notwendig ist, ist dieses Verfahren ungeeignet.
Polynomiale Regression
Polynomiale Regression ist ein Standardverfahren, das für viele Anwen-
dungen eine sehr gute Übereinstimmung zwischen zu approximierenden
Daten und einer funktionalen Beziehung liefert. Entscheidender Vorteil
dieser Methode ist, dass das Fitverfahren üblicherweise sehr schnell ist
und sehr hohe Genauigkeit erzielt werden kann, falls der Datensatz poly-
nomial oder polynomähnlich ist. Ein Nachteil ist, dass der Ansatz einer
polynomialen Funktion Annahmen in die Modellbildung einbringt, die
die Regression möglicherweise negativ beeinflussen. Auswirkungen davon
sind das für Polynomfits bekannte Überfitten. Die Zahl der Polynomko-
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effizienten nimmt exponentiell mit der Zahl der Dimensionen zu, was die
Methode auf Problemstellungen geringer Dimensionalität einschränkt.
Die polynomiale Regression lässt sich mit den Methoden der linearen
Algebra sehr einfach mathematisch darstellen und implementieren (Fi-
scher und Kaul 1997). Die Vorgehensweise wird für ein eindimensionales
Problem abgeleitet, ist aber erweiterbar auf mehrdimensionale Regressio-
nen. Die Datenpunkte xi und yi werden zusammengefasst zu Vektoren
und über einen Zusammenhang der Form
y = c0 + c1x+ c2x2 . . . =
o∑
i=0
cix
i (5.1)
verknüpft. o ist hierbei der Exponent des Terms mit der höchsten Poly-
nomordnung und ci sind zu ermittelnde Polynomkoeffizienten. Die Pro-
blemstellung lässt sich in Matrix-Vektor-Schreibweise darstellen alsy1y2...
 =
1 x1 x
2
1 x
3
1 . . .
1 x2 x22 x32 . . .
...
...
...
... . . .

c1c2...
 ⇔ y = Xc. (5.2)
Für den Fall, dass mehr Datenpunkte als Polynomkoeffizienten vorlie-
gen, ist dieses Gleichungssystem überbestimmt. Ziel der Regression ist es
die Polynomkoeffizienten so zu bestimmen, dass nach der Methode der
kleinsten Fehlerquadrate die Abweichungen
‖Xc− y‖2 (5.3)
minimal werden. Die Lösung für die Polynomkoeffizienten erhält man
dann nach Invertierung der positiv definiten Matrix XTX zu
c = (XTX)−1XTy. (5.4)
Nächste-Nachbarn-Klassifikation
Die Nächste-Nachbarn-Klassifikation (auch bekannt als k-nearest neigh-
bor algorithm, knn) ist ein einfaches Verfahren aus dem Bereich des ma-
schinellen Lernens. Die Vorhersage für einen Datenpunkt geschieht unter
Auswertung der Daten an den k nächsten Nachbarpunkten. Neben der
einfachen Mittelwertbildung können abstandsabhängige Skalierungsfak-
toren zur Ermittlung des Datenpunktes berücksichtigt werden (Friedman
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u. a. 2001). Entscheidenden Einfluss hat die Zahl nächster Nachbarn, die
bei der Klassifikation berücksichtigt wird.
Nachteil dieser Methode ist, dass die Vorhersagen aufgrund des einfa-
chen Verfahrens teilweise große Abweichungen zeigen. Die Methode ist
sehr stark abhängig von der Verteilung der Datenpunkte. Von Vorteil ist,
dass nach Ermittlung der nächsten Nachbarn gleichzeitig eine Vielzahl
von Klassifikationen durchgeführt werden kann. Insbesondere die Appro-
ximation der gesamten Transformationsmatrix ist, sofern dies erforderlich
sein sollte, nur über dieses Verfahren möglich.
Vergleich der Fitverfahren
Anhand einfacher eindimensionaler Beispiele werden die Möglichkeiten
und Einschränkungen der unterschiedlichen Fitverfahren dargestellt. Ab-
bildung 5.1 zeigt die Ergebnisse. Als zu fittende Funktionen wurde ein
Polynom siebten Grades, eine abklingende Sinusfunktion, eine Funktion
mit 1/x-Verhalten und eine Wurzelfunktion ausgewählt. Für den Poly-
nomfit wurde für alle vier Funktionen die Ordnung sechs gewählt. Bei der
Nächste-Nachbarn-Klassifikation wurden fünf Nachbarn mit einer expo-
nentiellen Abstandsabhängigkeit berücksichtigt. Der Gaußprozess erfor-
dert keine Annahmen.
Für die Bewertung ist der visuelle Vergleich von Stützpunkten und
gefitteter Funktion bereits aussagekräftig. Ein mathematisches Verfah-
ren zur quantitativen Bewertung von Fits ist das Kreuzvalidierungsver-
fahren aus der Statistik (Witten und Frank 2005). Unter einer k-fachen
Kreuzvalidierung versteht man im Folgenden die Unterteilung des Daten-
satzes in k gleich große Teilmengen. In einer Schleife wird jede Teilmenge
durchlaufen. Die aktuelle Teilmenge wird dabei jeweils als Testdatensatz
festgelegt, während der Fit auf den restlichen Daten, den sogenannten
Trainingsdaten, durchgeführt wird.
Die Fehlerbewertung erfolgt durch Auswertung der Fits an den Test-
punkten und Vergleich mit den Funktionswerten der Testpunkte, die nicht
bei der Ermittlung der Fitfunktion beteiligt waren. Damit bekommt man
für jeden Kreuzvalidierungsschritt ein Fehlermaß, das eine qualitative Be-
wertung der Fitgüte erlaubt. Diese Vorgehensweise erlaubt auch das soge-
nannte Überfitten im Fall der polynomialen Approximation festzustellen.
Unabhängig vom zu fittenden funktionalen Verlauf zeigt das Gaußmo-
dell durchgängig die besten Fitresultate und hat den Vorteil, dass keine
Annahmen beim Fit gemacht werden.
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(c) 1/x-Funktion
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(d) Wurzelfunktion
Abbildung 5.1.: Vergleich der Fitverfahren. Als zu fittende Funktionen wur-
den vier unterschiedliche Typen gewählt. (a) ist ein Polynom, (b) eine Funktion
mit Sinusanteil, (c) eine Funktion mit 1/x-Anteil und (d) eine Wurzelfunkti-
on. Dargestellt sind in der oberen Grafik jeweils die Trainingspunkte und die
gefitteten Kurven. Die unteren Grafiken zeigen jeweils die Abweichung der ge-
fitteten Kurven von den Testpunkten.
Die polynomiale Approximation ist für polynomiale Funktionen sehr
gut geeignet und kann auch für sich unterscheidende Polynomordnungen
sehr gute Ergebnisse erzielen. Für periodische Funktionen und Funktio-
nen, die eine 1/x- oder Wurzelabhängigkeit enthalten, sind Polynomfits
weniger geeignet. Die Approximation der 1/x-Funktion zeigt in der Feh-
lerdarstellung deutlich das sogenannte Überfitten. Für solche Fälle müs-
sen alternative Verfahren gewählt werden, beispielsweise in Form von
rationalen Polynomen als Ansatzfunktion. Um gute Resultate mit poly-
nomialen Fits erzielen zu können, ist Vorwissen über die zu fittenden Da-
ten notwendig. Für einfache Kurvenverläufe ist diese Methode aufgrund
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der Einfachheit und hohen Genauigkeit eine zuverlässige Fitmethode.
Die Nächste-Nachbarn-Klassifikation zeigt im Mittel die schlechtesten
Ergebnisse. Vor allem in den Randbereichen zeigt diese Methode zum
Teil große Abweichungen. Sie ist aber ein Verfahren, das unabhängig vom
zu approximierenden Funktionsverlauf relativ einheitliche Abweichungen
liefert. Der Vorteil dieser Methode ist immer dann gegeben, wenn sehr
viele Funktionsgrößen gleichzeitig gefittet werden und verhältnismäßig
geringe Genauigkeit gefordert ist.
5.1.2. Parametrisierung der modalen Superposition
In Abschnitt 2.2.5 wurde die Vorgehensweise zur Generierung eines ord-
nungsreduzierten Modells basierend auf einer Transformation in den Mo-
dalraum dargestellt. Um im Finite-Elemente-Modell in Form von Para-
metern vorliegende Modellgrößen berücksichtigen zu können, muss eine
verallgemeinerte Formulierung gefunden werden.
Der Vektor P beschreibt allgemein die Parametrisierung unterschiedli-
cher Modellgrößen. Ziel ist es, die bisher verwendete ordnungsreduzierte
Beschreibung im Modalraum auf parametrisierte Systemgrößen zu erwei-
tern
M˜ q¨ + D˜q˙ + K˜q = F˜ (5.5)
Parametrisierung=⇒ M˜(P )q¨(P ) + D˜(P )q˙(P ) + K˜(P )q(P ) = F˜ (P ). (5.6)
Bei der Parametrisierung der Ordnungsreduktionsprozedur wird davon
ausgegangen, dass die Durchführung der Modalanalyse nur für fest ge-
wählte Parameterwerte möglich ist. Aus diesem Grund muss die Parame-
trisierung des Systems über die Auswertung des Modells an unterschiedli-
chen Parameterstützpunkten geschehen. Der Parametervektor setzt sich
zusammen aus einzelnen Parametern P = [P1; P2; . . .], die innerhalb
bestimmter Grenzen definiert sein sollen Pi ∈ [Pmin,i, Pmax,i].
Als weitere Voraussetzung wird angenommen, dass unabhängig von
der Wahl der Parameter eine eindeutige Vernetzung des Modells vorliegt,
was durch eine manuelle Netzwahl geschieht. Diese Vernetzung muss si-
cherstellen, dass die Modellknoten unabhängig von der Parameterwahl
ihre Position im Modell behalten. Für jeden Parameter, der das Finite-
Elemente-Modell beeinflusst, wird eine Anzahl von Stützpunkten zwi-
schen Pmin,i und Pmax,i vorgegeben.
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Abbildung 5.2.: Stützstellen im Parameterraum. Für drei unabhängige Para-
meter P1, P2 und P3 wurden vier beziehungsweise sechs Stützpunkte gewählt.
Der gesamte Parameterraum ist dann definiert durch 96 Stützstellen Pk.
Die Zusammenfassung aller möglichen Kombinationen von Einzelstütz-
punkten liefert die Stützstellenmatrix Psam = [P1, P2, . . .]. Psam ist dabei
eine Matrix, deren Dimension durch die Zahl der möglichen Kombinatio-
nen und die Zahl der unabhängigen Parameter gegeben ist.
Für jeden Parametervektor Pk der Stützstellenmatrix wird eine voll-
ständige Ordnungsreduktionsprozedur durchgeführt. Danach liegt für je-
des Pk ein vollständiges ordnungsreduziertes Modell vor. Abbildung 5.2
zeigt 96 Parameterstützpunkte für drei unabhängige Parameter. Ziel der
Parametrisierung ist es, neben den Modellen an den Stützpunkten auch
ordnungsreduzierte Modelle zwischen den Stützpunkten innerhalb der
Parametergrenzen aufstellen zu können.
Ganz allgemein kann das Verfahren der Parametrisierung derart durch-
geführt werden, dass für alle das ordnungsreduzierte Systemmodell be-
schreibenden Größen eine funktionale Abhängigkeit von der Parameter-
wahl gefunden werden muss. Zur Ermittlung der funktionalen Abhängig-
keit werden verschiedene Fitverfahren eingesetzt, die je nach erforderli-
cher Genauigkeit oder Fitgeschwindigkeit Vor- und Nachteile haben.
Die ganz allgemeine Herangehensweise erfordert, für alle bei der Ord-
nungsreduktionsprozedur erzeugten Daten eine Fitprozedur durchzufüh-
ren. Die Umsetzung in den folgenden Abschnitten zeigt aber, dass die
Anwendung von Fitverfahren auf wenige bereits reduzierte Größen aus-
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reichend ist und der Aufwand damit deutlich reduziert werden kann.
Parametrisierung der Systemmatrizen
Entsprechend der in Abschnitt 2.2.5 hergeleiteten Beziehungen gilt für
die Stützpunkte im Parameterraum
M˜(Pk)q¨(Pk) + D˜(Pk)q˙(Pk) + K˜(Pk)q(Pk) = F˜ (Pk). (5.7)
Die aus Eigenvektoren aufgebaute Transformationsmatrix ist ebenfalls
abhängig von der Parameterwahl Φ(Pk) = [ϕ1(Pk), ϕ2(Pk), . . . ]. Vor-
aussetzung für die Parametrisierung ist, dass die Modelle für unterschied-
liche Parameter auf den gleichen Modenformen in gleicher Reihenfolge
basieren. Die im Anwendungsbeispiel in Abschnitt 5.2.1 dargestellte Kor-
relationsmatrix ermöglicht dies.
Die Normierung der reduzierten Massenmatrix auf 1 erlaubt die Korre-
lation der für die unterschiedlichen Parameterstützpunkte gültigen ord-
nungsreduzierten Modelle. Unter der Voraussetzung, dass unabhängig
von der Parameterwahl die reduzierte Massenmatrix immer auf 1 nor-
miert wird, kann die Abhängigkeit der Massenmatrix von der Parame-
terwahl eliminiert werden.
Es wird angenommen, dass die Abhängigkeit der modalen Gütefak-
toren Qi von der Parameterwahl bekannt ist, beziehungsweise in vielen
Fällen gar keine Abhängigkeit der Gütefaktoren von der Parameterwahl
vorliegt. Damit lassen sich die parametrisierten Systemmatrizen für die
Stützstellen direkt ableiten aus Gleichung (2.29)
M˜ = 1, D˜ij(Pk) =
ωi(Pk)
Qi(Pk)
δij , K˜ij(Pk) = ωi(Pk)2δij . (5.8)
Sind die Gütefaktoren parameterunabhängig und gelingt es aus der Ab-
hängigkeit der Eigenfrequenzen von der Parameterwahl einen funktio-
nalen Zusammenhang ωi(P ) herzustellen, können die parametrisierten
Systemmatrizen aufgestellt werden
M˜ = 1, D˜ij(P ) =
ωi(P )
Qi
δij , K˜ij(P ) = ωi(P )2δij . (5.9)
Damit sind zur Definition von parametrisierten Systemmatrizen ledig-
lich so viele Fits notwendig wie Moden im ordnungsreduzierten Modell
vorliegen.
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5.1.3. Parameterisierung linearer Kräfte
Lineare Kräfte lassen sich grundsätzlich über den Produktansatz der Glei-
chung (3.2) beschreiben
F˜l(t) = cF,0(t) ·CF,0 + cF,1(t) · CF,1q(t) + . . . . (5.10)
Zur Parametrisierung linearer Kräfte ist damit lediglich die Parametri-
sierung der konstanten Anteile notwendig. Die Vektoren CF,0 und Matri-
zen CF,i können für jeden Parameterstützpunkt Pi berechnet werden zu
CF,0(Pi) und CF,i(Pi). Damit liegen die konstanten Anteile vollständig
an allen Parameterstützpunkten vor und es kann jeweils komponenten-
weise eine Fitprozedur angewendet werden, um die Parametrisierung der
linearen Kräfte in der Form
F˜l(P , t) = cF,0(t) ·CF,0(P ) + cF,1(t) · CF,1(P )q(t) + . . . (5.11)
zu erhalten. In der Anwendung hat sich gezeigt, dass sehr viele Terme in
den konstanten Anteilen zu vernachlässigen sind. Die Zahl der notwendi-
gen Fits kann dadurch zusätzlich verringert werden.
Parametrisierung des Flankenfehlwinkels
Eine Besonderheit bei der Berücksichtigung von Modellparametern tritt
für den Flankenfehlwinkel auf. Der Vergleich von Modellen mit unter-
schiedlichen Flankenfehlwinkeln zeigt, dass die Änderung dieses Parame-
ters keinen Einfluss auf die Diagonalelemente der Massen-, Dämpfungs-
und Steifigkeitsmatrix hat. Die geometrische Änderung des Federquer-
schnitts ist in der Realität so klein, dass weder die Massenverteilung noch
die Elektrostatik des Systems von einer Änderung des Flankenfehlwin-
kels beeinflusst werden. Einzig die Überkopplung von Quadraturkräften
über Nichtdiagonalelemente in der Steifigkeitsmatrix ist abhängig von
der Größe des Flankenfehlwinkels.
In realen Systemen ist der Flankenfehlwinkel sehr klein und es gilt
ξ = sin ξ. Damit ist zu erwarten, dass die Überkopplung von in der Ebene
aufgegebenen Kräften aus der Ebene heraus ebenfalls linear mit dem
Flankenfehlwinkel skaliert. Die Verifikation dieser Besonderheit wird im
Anwendungsbeispiel gezeigt.
Die Nichtdiagonalelemente der Steifigkeitsmatrix können linear mit
dem Flankenfehlwinkel skaliert werden. Damit ist das Modell bereits
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vollständig in Abhängigkeit vom Flankenfehlwinkel parametrisiert. Die
Implementierung im Modell ist dann gegeben durch
K˜q(ξ) =
ξ
ξ0
K˜q,0 (5.12)
mit dem Flankenfehlwinkel ξ0, für den der Quadraturanteil der redu-
zierten Steifigkeitsmatrix K˜q,0 nach Gleichung (3.10) aus dem Finite-
Elemente-Modell extrahiert wurde. Damit ist die vollständige Parame-
trisierung des Flankenfehlwinkels über die Auswertung von lediglich zwei
Stützstellen möglich. Die Vorgehensweise wird entsprechend auf die Mas-
senmatrix übertragen.
5.1.4. Parametrisierung der Elektrostatik
Unter der Annahme, dass die Elektrostatik in Form von analytischen
Kapazitätsmodellen im Ortsraum wie in Abschnitt 3.5.1 beschrieben im-
plementiert wird, ist die Parametrisierung einfach möglich. Die analyti-
schen Modelle müssen lediglich um die parametrisierten Größen erweitert
werden.
Aufwändiger ist die Berücksichtigung von Elektrostatikmodellen, die
in Form einer Fitfunktion über einen Lösungsdatensatz (beispielsweise
als Ergebnis mehrerer Finite-Elemente-Analysen) vorliegen. Hier ist es
notwendig, die Elektrostatik mit Fitfunktionen möglichst gut über den
gesamten Parameterraum abbilden zu können. Der Vorteil bei der Mo-
dellierung der Elektrostatik im Ortsraum ist, dass die Modellparameter
direkt berücksichtigt werden können und keine Transformation geschehen
muss.
Die Transformation vom Modalraum in den Ortsraum und zurück,
die bei der Verwendung von analytischen Kapazitätsmodellen notwendig
ist, muss zusätzlich parametrisiert werden. Für jeden Kraftangriffspunkt
muss dabei der zugehörige Teil der Transformationsmatrix gefittet wer-
den. Die Berechnung einer parametrisierten Kapazität über eine Transfor-
mation in den Ortsraum geschieht dann ausgehend von Gleichung (3.63)
über
C(P , q) = C(DγΦel(P )q(P )) (5.13)
und kann entsprechend auch auf elektrostatische Kräfte übertragen wer-
den. Im Anwendungsbeispiel werden die notwendigen Schritte zur Berech-
nung parametrisierter elektrostatischer Größen detailliert dargestellt.
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5.2. Parametrisierung im Anwendungsbeispiel
Zur Veranschaulichung der theoretisch beschriebenen Vorgehensweise zur
Parametrisierung ordnungsreduzierter Modelle wird die Erzeugung eines
ordnungsreduzierten Modells mit fünf Parametern für das Anwendungs-
beispiel eines linearen Drehratensensors dargestellt. Neben der Durch-
führung der Ordnungsreduktionsprozedur werden die Möglichkeiten, die
mit einem parametrisierten ordnungsreduzierten Modell gegeben sind,
aufgezeigt.
5.2.1. Modellaufbau
Parameterwahl
Als Anwendungsbeispiel wird ein detailliertes ordnungsreduziertes Mo-
dell eines linearen Drehratensensors parametrisiert. Neben der Modellie-
rung der mechanischen Eigenschaften spielen für diesen Sensortyp sehr
viele lineare Kräfte, wie die Linearbeschleunigungskraft oder der Corio-
liseffekt und auch nichtlineare Kräfte wie die Elektrostatik eine Rolle.
Für die Parametrisierung werden fünf Parameter gewählt. Als geome-
trische Parameter werden die funktionale Schichtdicke (PES), die Schicht-
dicke des Opferoxids (POS), der Kantenverlust (PKV) und der Flanken-
fehlwinkel (Pξ) berücksichtigt. Zusätzlich wird der Materialparameter
Elastizitätsmodul (PE) variiert, um die prinzipielle Anwendbarkeit des
Verfahrens auf beliebige Parametertypen aufzuzeigen. Für alle fünf Pa-
rameter werden die Nominalwerte um± 15 % variiert. Abbildung 5.3 zeigt
schematisch die Parameter des Modells.
Definition der Modenreihenfolge
Aufgrund der Veränderung der Parameter bei der Extraktion der Ei-
genmodenformen an den unterschiedlichen Parameterstützpunkten kann
sich die Reihenfolge der Eigenmodenformen ändern. Die meisten Finite-
Elemente-Programme liefern als Lösung der Modalanalyse die Eigenmo-
denformen in der Reihenfolge der zugehörigen Eigenfrequenzen. Um mit-
tels Fitverfahren auch Modelle erstellen zu können, die zwischen den
Parameterstützpunkten gelten, ist es notwendig, eine Reihenfolge der Ei-
genmodenformen zu definieren, die unabhängig von der Reihenfolge der
Eigenfrequenzen ist. Neben der Reihenfolge der Moden kann sich auch
das Vorzeichen der Auslenkung der Modenformen ändern.
5.2. Parametrisierung im Anwendungsbeispiel 117
(a) Ausschnitt Finite-Elemente-Modell
PKV
PES
POS
Pξ
(b) Geometrieparameter
Abbildung 5.3.: Parameter des Anwendungsbeispiels. Im Finite-Elemente-
Modell (a) werden die im Schnitt durch die Struktur (b) dargestellten Para-
meter Dicke der Opferoxidschicht (POS) und Dicke der Epitaxieschicht (PES)
berücksichtigt. Am linken Balken wird der Parameter Kantenverlust (PKV) ver-
anschaulicht, am rechten Balken der Flankenfehlwinkel (Pξ). Beide treten in
der Realität überlagert auf. Das Elastizitätsmodul (PE) als Materialparameter
ist nicht dargestellt.
Im ersten Schritt wird eine Referenzreihenfolge und Auslenkungsrich-
tung der Eigenmodenformen vorgegeben, typischerweise durch die Rei-
henfolge und Auslenkungsrichtung der Modenformen für die Nominalwer-
te der Parameter. Für alle anderen Parametereinstellungen muss dann
sichergestellt werden, dass sowohl die Reihenfolge der Moden als auch
deren Vorzeichen richtig gewählt ist. Dazu muss – falls notwendig – die
Modenreihenfolge verändert und mit dem Faktor −1 multipliziert wer-
den. Zur Durchführung dieser beiden Schritte wird die Korrelationsma-
trix APi definiert als Korrelationsmatrix zwischen der Referenztransfor-
mationsmatrix Φref und der zum Parametersatz Pi gehörenden Transfor-
mationsmatrix ΦPi
ΦPiAPi = Φref. (5.14)
Für den Fall, dass die Referenzmatrix identisch ist zur Transformations-
matrix des aktuellen Parametersatzes, erhält man als Korrelationsmatrix
die Einheitsmatrix. Ansonsten erhält man, falls die gleichen Eigenmo-
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Abbildung 5.4.: Eigenfrequenz in Abhängigkeit von der funktionalen Schicht-
dicke. Veränderung der ersten fünf Eigenfrequenzen mit abnehmender Dicke
der funktionalen Schicht. Im Bereich von 0.92 des Nominalwerts ändert sich
die Reihenfolge der Moden vier und fünf.
denformen extrahiert wurden, eine Korrelationsmatrix mit einem domi-
nanten Wert in jeder Spalte (und Zeile), dessen Betrag in der Nähe von
1 liegt.
Für das Anwendungsbeispiel kann die Funktionsweise der Korrelati-
onsmatrix veranschaulicht werden. Abbildung 5.4 zeigt die Abhängigkeit
der ersten fünf Eigenfrequenzen vom Parameter Schichtdicke der funk-
tionalen Schicht. Die Reihenfolge der Eigenfrequenzen für den Nominal-
wert (PES = 1) wird als Referenzreihenfolge gewählt. Mit abnehmender
Schichtdicke ist eine veränderte Reihenfolge der Eigenfrequenzen vier und
fünf festzustellen.
Die Betrachtung der Eigenmodenformen in Abbildung 5.5 für die bei-
den Parametersätze zeigt die entsprechende Vertauschung der Moden vier
und fünf. Die zum Beispielparametersatz gehörende Korrelationsmatrix
für die ersten fünf Moden zeigt den Zusammenhang
AP4 =

1.04 0 0 0 0
0 1.04 0 0 0
0 0 1.04 0 0
0 0 0 0 −1.04
0 0 0 1.04 0
 . (5.15)
Der Diagonaleintrag in der dritten Spalte bedeutet für die dritte Mode,
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(a) Eigenmodenformen für den Referenzparametersatz
(b) Eigenmodenformen für den Beispielparametersatz
Abbildung 5.5.: Eigenmodenformen in Abhängigkeit von der funktionalen
Schichtdicke. Vertauschung der Reihenfolge der vierten und fünften Eigenmode
und Änderung der Auslenkungsrichtung der fünften Mode des Beispielparame-
tersatzes im Vergleich zur vierten Mode des Referenzparametersatzes.
dass die zugehörige Eigenfrequenz an der richtigen Position ist und das
positive Vorzeichen zeigt die richtige Orientierung der Auslenkung. Der
Eintrag in der vierten Spalte bedeutet, dass die vierte Mode des Beispiel-
parametersatzes im Referenzparametersatz an fünfter Position steht. Die
Orientierung der Auslenkung ist für diese beiden Moden identisch. Die
fünfte Spalte zeigt, dass die fünfte Mode des Beispielparametersatzes an
vierter Position im Referenzparametersatz steht. Das negative Vorzeichen
zeigt die Auslenkung der Moden in gegensätzlicher Richtung, was auch
der Abbildung 5.5 entnommen werden kann.
Die von 1 abweichenden Terme zeigen, dass die Modenformen im Ver-
gleich zum Referenzparametersatz leicht verändert sind. Ersetzt man in
der Korrelationsmatrix die Terme ±1.04 durch ±1 und multipliziert die-
se Matrix mit der Transformationsmatrix des Beispielparametersatzes,
so bleiben die zugehörigen Eigenmodenformen unverändert. Die Reihen-
folge und Auslenkungsorientierung ergeben sich damit aber wie für die
Moden des Referenzparametersatzes.
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Abbildung 5.6.: Quadraturterm in Abhängigkeit vom Flankenfehlwinkel. Li-
nearer Verlauf der Kopplungskonstanten der Quadratur mit zunehmendem
Flankenfehlwinkel.
Parametrisierung des Flankenfehlwinkels
Die in 5.1.3 angesprochene Parametrisierung des Flankenfehlwinkels als
linear skalierende Größe wird verifiziert durch die Darstellung der Ab-
hängigkeit der Nichtdiagonalelemente der Steifigkeitsmatrix vom Flan-
kenfehlwinkel. Zur Sicherstellung der linearen Abhängigkeit werden für
das in Abbildung 3.12 dargestellte Modell Modalanalysen an sehr vie-
len Stützstellen für unterschiedliche Flankenfehlwinkel durchgeführt. Die
Durchführung der Ordnungsreduktionsprozedur liefert Nichtdiagonalele-
mente in der Steifigkeitsmatrix, die ein Überkoppeln von einer in-plane
Bewegung in eine out-of-plane Bewegung verursachen.
Die Abhängigkeit dieses Überkoppelfaktors von der Wahl des Flanken-
fehlwinkels ist in Abbildung 5.6 aufgetragen. Aus Darstellungsgründen ist
hierbei nur ein Teil der Überkoppelfaktoren dargestellt. Die nicht darge-
stellten Terme zeigen eine sehr viel geringere Abhängigkeit vom Flanken-
fehlwinkel. Zusätzlich ist jeweils eine Gerade durch die beiden Randpunk-
te eingezeichnet. Die sehr gute Übereinstimmung mit den dazwischen-
liegenden Punkten verdeutlicht den linearen Zusammenhang und zeigt,
dass es ausreichend ist, zur parametrisierten Modellierung des Flanken-
fehlwinkels die Quadraturterme für den maximalen Flankenfehlwinkel zu
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Abbildung 5.7.: Parameterabhängigkeit der Eigenfrequenz der dritten Mode
von den Parametern. Jede Grafik zeigt die Abhängigkeit von einem Parame-
ter, während die anderen beiden Parameter auf den Nominalwert gesetzt sind.
Zwischen den Parameterstützstellen ist das Ergebnis der polynomialen Appro-
ximation dargestellt.
extrahieren und linear zu interpolieren.
Parametrisierung der Eigenfrequenzen
Zur Parametrisierung der Diagonalelemente der Systemmatrizen ist es
notwendig, eine funktionale Abhängigkeit der Eigenfrequenzen von den
Parametern zu finden. In Abbildung 5.7 ist beispielhaft das Verhalten der
Eigenfrequenz der dritten Mode in Abhängigkeit von den Parametern
dargestellt. Sehr ähnliche Kurvenverläufe werden auch für die anderen
Eigenfrequenzen beobachtet.
Die Eigenfrequenz zeigt stark unterschiedliche Abhängigkeiten von den
Modellparametern. Für alle drei Kurven ist jedoch ein Verhalten zu be-
obachten, das durch einen Polynomfit sehr gut zu approximieren ist.
Die eingezeichneten Fitkurven in Abhängigkeit von den drei Parametern,
ebenfalls im Schnitt dargestellt, bestätigen dies.
Aufgrund der hohen Dimensionalität des Problems ist ein mathema-
tisches Verfahren zur Bewertung der Fits notwendig. Die Visualisierung
der Ergebnisse ist nicht mehr möglich, da die Beschreibung einer Größe
in Abhängigkeit von drei Parametern eine vierdimensionale Darstellung
notwendig machen würde. Zudem müssen die Fitroutinen für mehrere Ei-
genfrequenzen durchgeführt werden. Als Bewertungsverfahren wird das
bereits in Abschnitt 5.1.1 dargestellte Kreuzvalidierungsverfahren ange-
wendet.
Als Beispiel werden die drei vorgestellten Fitverfahren zur Approxi-
mation der Eigenfrequenz in Abhängigkeit von den Parametern einge-
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Abbildung 5.8.: Fit einer Eigenfrequenz. Vergleich der unterschiedlichen Fit-
verfahren für eine Kreuzvalidierung.
setzt. Abbildung 5.8 zeigt das Ergebnis der unterschiedlichen Fitmetho-
den auf den Testpunkten. Die rechte Darstellung zeigt die Auswertung
der relativen Fehler für die drei Fitverfahren. Die besten Ergebnisse wer-
den unter Verwendung des Gaußmodells erzielt. Auch die Ergebnisse des
Polynomfits zeigen sehr geringe Abweichungen. Die Nächste-Nachbarn-
Approximation zeigt die größten Abweichungen. Der maximale relative
Fehler liegt aber immer noch unter 5 %.
Die so ermittelten Fehler sind abhängig von der zufälligen Unterteilung
in Test- und Trainingspunkte. Um diesen Einfluss bewerten zu können,
wird die Datenmenge beim Kreuzvalidierungsverfahren mehrmals neu in
Test- und Trainingspunkte unterteilt und dabei jeweils ein Fit durch-
geführt. Tabelle 5.1 zeigt die Ergebnisse aller fünf Kreuzvalidierungen
zusammengefasst. Dargestellt sind jeweils der mittlere und der maximale
relative Fehler, die für eine Kreuzvalidierung ermittelt wurden. Der Vor-
teil der Durchführung der Kreuzvalidierung ist, dass bei Mittelung der
ermittelten Fehler unabhängig von der Wahl der Test- und Trainings-
punkte Aussagen über die mittleren und maximalen Fehler gemacht wer-
den können.
Bei der Durchführung der automatisierten Ordnungsreduktionsproze-
dur kann eine Fehlerschranke definiert werden. Wird die Fehlerschranke
überschritten, muss der entsprechende Fit manuell überprüft werden. Da-
mit ist es möglich, die Fitroutinen automatisiert ablaufen zu lassen und
innerhalb gewisser Fehlerschranken zu bleiben.
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relativer Gauß Polynom knn
Fehler [%] max. mittl. max. mittl. max. mittl.
K
re
uz
va
l. 1 3.9e
−4 4.2e−5 1.6e−2 4.6e−3 2.1 6.5e−1
2 6.5e−5 1.8e−5 7.7e−3 4.6e−3 1.4 4.8e−1
3 3.9e−5 9.5e−6 6.2e−3 4.4e−3 1.2 3.5e−1
4 1.0e−4 1.9e−5 1.1e−2 4.5e−3 1.7 7.1e−1
5 1.6e−4 2.4e−5 7.7e−3 4.5e−3 1.4 6.2e−1
Tabelle 5.1.: Fehler bei der Kreuzvalidierung der Eigenfrequenz. Darstellung
des maximalen und mittleren relativen Fehlers von fünf Kreuzvalidierungen
einer Eigenfrequenz für die drei Fitverfahren.
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Abbildung 5.9.: Parameterabhängigkeit eines Coriolisterms. Jede Grafik zeigt
die Abhängigkeit von einem Parameter, während die anderen beiden Parameter
auf den Nominalwert gesetzt sind. Zwischen den Parameterstützstellen ist das
Ergebnis der polynomialen Approximation dargestellt.
Parametrisierung linearer Kräfte
Die Vorgehensweise zur Parametrisierung linearer Kräfte geschieht analog
zur Umsetzung bei der Parametrisierung der Eigenfrequenzen. Die in den
Abschnitten 3.3.3 und 3.4.1 bis 3.4.3 definierten Größen müssen dabei in
Abhängigkeit von den Parametern gefittet werden.
Wie für die Eigenfrequenzen wird eine Beispielparametrisierung vorge-
stellt. Als Simulationsgröße wird ein Coriolisterm gewählt. Abbildung 5.9
zeigt den Verlauf des Coriolisterms in Abhängigkeit von den drei Parame-
tern, die diesen Term beeinflussen. Der Coriolisterm zeigt nur minimale
Abhängigkeit von den drei Parametern. Für den dritten Parameter ist
eine quadratische Abhängigkeit zu erahnen.
Die Darstellung der Fehler für die drei unterschiedlichen Fitverfahren
in Abbildung 5.10 zeigt, dass auch für den Coriolisterm sehr gute Resul-
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Abbildung 5.10.: Fit eines Coriolisterms. Vergleich der unterschiedlichen Fit-
verfahren für eine Kreuzvalidierung.
relativer Gauß Polynom knn
Fehler [%] max. mittl. max. mittl. max. mittl.
K
re
uz
va
l. 1 9.8e
−5 3.2e−5 1.4e−4 5.6e−5 4.4e−3 1.1e−3
2 1.1e−4 3.7e−5 1.9e−4 5.5e−5 4.5e−3 1.1e−3
3 7.3e−5 2.5e−5 1.5e−4 5.7e−5 2.4e−3 8.0e−4
4 8.4e−5 3.0e−5 2.0e−4 6.2e−5 4.4e−3 9.2e−4
5 9.9e−5 3.1e−5 1.8e−4 6.3e−5 4.6e−3 1.1e−3
Tabelle 5.2.: Fehler bei der Kreuzvalidierung des Coriolisterms. Darstellung
des maximalen und mittleren relativen Fehlers von fünf Kreuzvalidierungen
eines Coriolisterms für die drei Fitverfahren.
tate mit allen drei Verfahren erzielt werden. Zusammengefasst ist wieder
das Gaußmodell das Modell mit der höchsten Qualität, aber auch der Po-
lynomfit und die Nächste-Nachbarn-Approximation erzielen sehr geringe
Fehler. In Tabelle 5.2 sind die maximalen und mittleren relativen Fehler
aller Kreuzvalidierungen zusammengefasst.
Parametrisierung nichtlinearer Kräfte
Für die Parametrisierung nichtlinearer Kräfte werden nur die Schritte
dargestellt, die notwendig sind, um eine Berücksichtigung nichtlinearer
Kräfte über eine Transformation wie in Abschnitt 3.5.1 beschrieben zu
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ermöglichen. Die Umsetzung von Kräften, die in Form einer modalen
Funktion vorliegen, erfolgt durch Übertragung der im Folgenden beschrie-
benen Vorgehensweise.
Die Berechnung nichtlinearer Kräfte an einem Angriffspunkt geschieht
in drei Schritten. Nach Berechnung der Position des Modellknotens durch
Transformation in den Ortsraum wird das Kapazitätsmodell ausgewer-
tet und die Rücktransformation in den Modalraum durchgeführt. Alle
drei Schritte müssen parametrisiert werden. Die Parametrisierung der
Hin- und Rücktransformation geschieht, wie im folgenden Abschnitt dar-
gestellt, in einem Schritt durch die Anwendung der Fitverfahren auf
die Transformationsmatrix des Kraftangriffspunktes. Der darauf folgende
Abschnitt zeigt auf, dass die Parametrisierung des Elektrostatikmodells
auf zwei unterschiedlichen Wegen möglich ist.
Parametrisierung der Transformationsmatrix Um eine Parametrisie-
rung der Transformationsmatrix am Kraftangriffspunkt zu erhalten, ist
es notwendig, für jeden Ortsraumfreiheitsgrad und jeden Modenfreiheits-
grad des Knotens eine Fitfunktion zu ermitteln. Die Zahl der zu ermit-
telnden Fitfunktionen steigt sehr stark mit der Zahl der Kraftangriffs-
punkte an. In der Praxis zeigt sich, dass für Modelle, die eine vertretbare
Zahl von Kraftangriffspunkten haben, also Modelle, für die eine zeitab-
hängige Simulation innnerhalb eines sinnvollen Zeitraums durchgeführt
werden kann, auch die Zahl der zu ermittelnden Fitfunktionen in vertret-
barer Zeit erfolgt.
Die Vorgehensweise entspricht der für die Eigenfrequenzen und linea-
ren Kräfte vorgestellten Methode. Bei der Ermittlung von Fitfunktionen
für dominante Transformationsmatrixeinträge werden die gleichen guten
Fitqualitäten erzielt wie für die Eigenfrequenzen oder lineare Kräfte. Auf
die Darstellung der Fits der dominanten Transformationsterme wird ver-
zichtet.
Bei der Ermittlung der Fitfunktion für Terme, die sehr viel kleiner
sind, lassen sich die Grenzen des Verfahrens erkennen. Zur Veranschauli-
chung wird ein Term der Transformationsmatrix gewählt, dessen Betrag
um den Faktor 100 kleiner ist als die betragsmäßig größten Terme der
Transformationsmatrix. In Abbildung 5.11 sind die Stützpunkte und der
zugehörige Polynomfit dargestellt. Die Darstellung zeigt geringe Differen-
zen zwischen der gefitteten Kurve und den Stützstellen.
Die Bewertung der Fits quantifiziert diesen Eindruck. Alle drei Fitver-
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Abbildung 5.11.: Parameterabhängigkeit eines Transformationsterms. Jede
Grafik zeigt die Abhängigkeit des Transformationsterms von einem Parame-
ter, während die anderen beiden Parameter auf den Nominalwert gesetzt sind.
Zwischen den Parameterstützstellen ist das Ergebnis der polynomialen Appro-
ximation dargestellt.
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Abbildung 5.12.: Fit eines Transformationsterms. Vergleich der unterschied-
lichen Fitverfahren für eine Kreuzvalidierung.
fahren zeigen deutlich höhere Fehler verglichen mit den bisher durchge-
führten Fits. Die Auswertung einer Kreuzvalidierung ist Abbildung 5.12
zu entnehmen.
Der Einfluss auf das Gesamtmodell ist dennoch unkritisch. Der relative
Fehler im Bereich von 1 % ist normiert auf den Betrag dieses Transforma-
tionsterms. Setzt man die absoluten Fehler dieses Terms ins Verhältnis
zu den dominanten Termen der Transformationsmatrix, beläuft sich der
relative Fehler auf rund 0.01 %. Der Einfluss der Fitungenauigkeit ist
damit verhältnismäßig gering.
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Parametrisierung des Elektrostatikmodells Am einfachsten gelingt die
Parametrisierung der Elektrostatik, falls ein analytisches Modell vorliegt.
Die das Elektrostatikmodell beeinflussenden Parameter können für diesen
Fall direkt im ordnungsreduzierten Modell berücksichtigt werden und je
nach Parameterwahl verändert werden.
In vielen Fällen wird das komplexe analytische Elektrostatikmodell
durch einen Polynomfit abgebildet. Der Grund hierfür ist, dass die ana-
lytischen Modelle die Rechenzeit zum Teil erheblich erhöhen. Die Poly-
nomfunktion liefert dann die Kapazität in Abhängigkeit von den Auslen-
kungen des Kraftangriffspunktes.
Zur Berücksichtigung im parametrisierten Modell muss diese Polynom-
funktion zusätzlich in Abhängigkeit der Modellparameter parametrisiert
werden. Im Anwendungsbeispiel würde die Berücksichtigung von fünf
Modellparametern dazu führen, dass die Kapazitätsfunktion in Abhän-
gigkeit von acht Parametern gefittet werden müsste. Prinzipiell ist dies
bei einer ausreichenden Zahl von Stützstellen möglich. Die Auswertung
dieses Fits in der zeitabhängigen Simulation ist aber zu zeitaufwändig
und aus diesem Grund nicht umsetzbar.
Das Verfahren, das stattdessen gewählt wurde, basiert darauf den zeit-
abhängigen Teil der Parameter (in diesem Fall die Auslenkungen des
Kraftangriffspunktes) vom zeitunabhängigen Teil (in diesem Fall den Mo-
dellparametern) zu separieren. Dies gelingt über die Anwendung der Fit-
algorithmen auf die Polynomkoeffizienten.
Während der Ordnungsreduktionsprozedur wird für jeden Modellpa-
rameterstützpunkt eine Fitfunktion für die Kapazität in Abhängigkeit
von den Auslenkungen ermittelt. Typischerweise ergeben sich dabei für
jeden Modellparameterstützpunkt rund 50 Polynomkoeffizienten. Für je-
den der Polynomkoeffizienten wird dann ein Polynomfit in Abhängigkeit
von den Modellparametern durchgeführt, sofern der Koeffizient nicht ver-
nachlässigt werden kann. Die Parametrisierung des Elektrostatikmodells
geschieht also über eine sequentielle Ausführung von zwei Polynomfits.
Für die zeitabhängige Simulation bedeutet dies, dass nach Definiti-
on des Parametervektors alle Polynomkoeffizienten über die Auswertung
des Parameterfits vor der eigentlichen Simulation ermittelt werden kön-
nen. Während der zeitabhängigen Simulation muss dann wie im nicht
parametrisierten Fall lediglich ein Polynomfit mit der gleichen Zahl an
Polynomkoeffizienten wie für den nichtparametrisierten Fall ausgewertet
werden. Dieses Verfahren gewährleistet, dass der Rechenaufwand unver-
ändert bleibt.
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Abbildung 5.13.: Parameterabhängigkeit eines Polynomkoeffizienten. Jede
Grafik zeigt die Abhängigkeit von einem Parameter, während die anderen bei-
den Parameter auf den Nominalwert gesetzt sind. Zwischen den Parameter-
stützstellen ist das Ergebnis der polynomialen Approximation dargestellt.
Abbildung 5.13 zeigt den Polynomfit für einen Polynomkoeffizienten
der Elektrostatik. Die Elektrostatik ist im Unterschied zur Struktur-
mechanik unabhängig vom Elastizitätsmodul, dafür beeinflusst aber die
Opferschichtdicke die elektrostatischen Eigenschaften. Das Verfahren der
Kreuzvalidierung erlaubt die Bewertung aller Fits und garantiert die Ein-
haltung der definierten Fehlerschranken.
Für das Anwendungsbeispiel beliefen sich die maximalen Fehler aller
relevanten Polynomkoeffizienten auf unter 5 %. Die Normierung des Da-
tensatzes auf den Mittelwert 0 und die Varianz 1 erlaubt die Polynom-
koeffizienten untereinander zu vergleichen. Normiert man die relativen
Fehler auf den Polynomkoeffizienten mit dem größten Betrag, so liegen
alle relativen Fehler der Polynomkoeffizienten unter 0.1 %.
5.2.2. Optimierung
Ein wichtiger Einsatzbereich von parametrisierten Modellen ist die Opti-
mierung und Bewertung der Parameterwahl in der Designphase eines Sen-
sors. Parametrisierte ordnungsreduzierte Modelle erlauben die Bewertung
und Optimierung von dynamischen Systemgrößen. Anhand des Anwen-
dungsbeispiels wird aufgezeigt, wie die Modellparameter die dynamisch
simulierte Antriebsamplitude des Systems beeinflussen.
Die Parameter Elastizitätsmodul, Flankenfehlwinkel und Kantenver-
lust werden auf die Nominalwerte gesetzt, da diese Parameter Prozess-
parameter sind, die aus Fertigungsschwankungen resultieren und nicht
gezielt verändert werden können. Die Dicken der Opferoxid- und der
Epitaxieschicht können innerhalb gewisser Schranken verändert werden.
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Abbildung 5.14.: Amplitude (a) der Antriebsbewegung und Betrag des Gra-
dienten (b) der Antriebsbewegung in Abhängigkeit von den Parametern funk-
tionale Schichtdicke (PES) und Opferschichtdicke (POS)
Mit dem ordnungsreduzierten Modell wird das Einschwingverhalten für
eine Vielzahl von Parameterkombinationen der beiden Schichtdicken si-
muliert. Die Auswertung der Antriebsamplitude in Abhängigkeit von den
Parametern ist in Abbildung 5.14(a) dargestellt. Das prinzipielle Verhal-
ten der Antriebsamplitude ist anschaulich leicht zu verstehen. Die Re-
duktion der Opferschichtdicke verringert die Abstände der beweglichen
Struktur zum Substrat. Die Streufeldanteile, die einen Einfluss auf die
Antriebskraft haben, verringern sich dadurch. Im Fall der funktionalen
Schichtdicke sorgt die Erhöhung der Schichtdicke für größere Kammflä-
chen und damit für höhere elektrostatische Kräfte und eine größere An-
triebsamplitude.
Mit den simulierten Daten kann ganz gezielt der Nominalwert der An-
triebsamplitude bei fest vorgegebener Antriebsspannung über die Ein-
stellung der Parameterwerte gewählt werden.
Eine weiterführende Möglichkeit der parametrischen Ordnungsreduk-
tion ist die Ermittlung des Parameterpunktes, für den die Antriebsampli-
tude möglichst unempfindlich auf Prozessschwankungen der Schichtdicke
ist. Die Ermittlung des Punktes geschieht durch Anpassen einer Poly-
nomfunktion durch die ermittelten Punkte. Die Differenziation der Po-
lynomfunktion nach den beiden Parametern erlaubt die Darstellung des
Betrags der Gradientenfunktion. Abbildung 5.14(b) zeigt diese Gradien-
tenfunktion. Um innerhalb des Arbeitsbereichs möglichst unempfindlich
gegen Prozessschwankungen zu sein, muss die Gradientenfunktion mög-
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lichst klein werden. Aus diesem Grund ist es sinnvoll, die funktionale
Schichtdicke möglichst hoch zu wählen. Der Einfluss der Opferschichtdi-
cke ist gering.
Die beiden einfachen Beispiele zeigen die Möglichkeiten auf, die sich mit
der parametrischen Ordnungsreduktion in der Entwicklungsphase neuer
Mikrosysteme bieten. Die generierte Information ist prinzipiell auch mit
einer Vielzahl von nichtparametrisierten ordnungsreduzierten Modellen
möglich. Der Einsatz des parametrisierten Verfahrens ist aber von Vorteil,
da nach einmaliger Generierung des ordnungsreduzierten Modells keine
Finite-Elemente-Analyse mehr notwendig ist. Die gesamte Optimierung
lässt sich danach am Systemmodell durchführen.
5.2.3. Prozessschwankungen
Der zweite wichtige Einsatzbereich von parametrischen ordnungsredu-
zierten Modellen ist die Bewertung des Einflusses von Prozessschwan-
kungen auf das untersuchte Mikrosystem. Für das Anwendungsbeispiel
wurden vier der fünf Parameter innerhalb typischer Grenzen, die durch
den Fertigungsprozess vorgegeben sind, variiert.
Abbildung 5.15 zeigt die Verteilungsfunktionen für die einzelnen Para-
meter. Typischerweise definiert 3σ die Grenzen des für einen Modellpa-
rameter im Fertigungsprozess auftretenden Wertebereichs.
Bei der Erstellung der parametrisierten Modelle werden für jeden Pa-
rameter obere und untere Schranken gewählt. Diese Beschränkung erfor-
dert eine Vorverarbeitung der Daten. Die für jeden Parameter über eine
zufällige Normalverteilung erzeugten Werte können in Einzelfällen außer-
halb der Grenzen des parametrischen Modells liegen. Im ersten Schritt
wird eine Verteilung mit mehr als der gewünschten Anzahl von Punkten
erzeugt. Als Simulationsverteilung werden dann die ersten 1000 Punkte
gewählt, die innerhalb der Modellgrenzen liegen. Die durch diesen Vor-
gang abgeschnittene Parameterverteilung beeinflusst das Ergebnis nur
geringfügig.
Im Anwendungsbeispiel ist nur die Standardabweichung der Prozess-
schwankung der funktionalen Schichtdicke und der Schichtdicke des Op-
feroxids so groß, dass mögliche Parameterausreißer außerhalb der Mo-
dellgrenzen auftreten können. Im dargestellten Beispiel wurden die Mo-
dellgrenzen für die funktionale Schichtdicke ganz bewusst leicht verscho-
ben, um aufzuzeigen, dass für die Daten eine Vorverabeitung notwendig
werden kann. Für das Anwendungsbeispiel wurden dabei lediglich einige
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Abbildung 5.15.: Prozessstreuung der Modellparameter. Gewürfelte Vertei-
lung für die Parameter des ordnungsreduzierten Modells. Für jeden Parameter
sind der Mittelwert, die Standardabweichung σ und 3σ eingezeichnet. Zusätz-
lich sind die Grenzen des ordnungsreduzierten Modells eingezeichnet. Für den
Parameter funktionale Schichtdicke muss ein geringer Teil der Verteilung abge-
schnitten werden, da die zugehörigen Parameter außerhalb der Modellgrenzen
liegen.
Simulationspunkte abgeschnitten, die oberhalb der Grenze der funktio-
nalen Schichtdicke zu erkennen sind.
Für die in den Abbildungen dunkel eingezeichneten Verteilungsfunk-
tionen wurde jeweils eine zeitabhängige Simulation durchgeführt. Die
Durchführung von 1000 zeitabhängigen Simulationen erfordert schnell
rechnende Modelle. Simuliert wird das Einschwingverhalten des Drehra-
tensensors bei fest vorgegebener Antriebsspannung und zusätzlich aufge-
gebener Drehrate.
Ausgewertet werden für das Antriebsverhalten die Antriebsamplitude
und das zugehörige Antriebskapazitätssignal. Für das Detektionsverhal-
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Abbildung 5.16.: Streuung der Systemgrößen. Auswertung der Antriebsam-
plitude xact und des Antriebssignals Cact, sowie der Detektionsamplitude ydet
und des Detektionssignals Cdet in Abhängigkeit von den vorgegebenen Prozess-
parameterschwankungen. Alle Größen sind dargestellt als relative Größen mit
dem Mittelwert 1 und den Standardabweichungen σ und 3σ.
ten wird die Auslenkung in Detektionsrichtung aufgrund der Drehrate
ausgewertet und das zugehörige Detektionssignal. Alle Größen werden
im eingeschwungenen Zustand ermittelt.
Abbildung 5.16 zeigt die Verteilungen dieser Ausgangssignale mit den
zugehörigen Standardabweichungen. Anhand vorgegebener Spezifikati-
onsgrenzen kann überprüft werden, ob die durch die Prozessschwankun-
gen vorgegebenen Parametervariationen die Einhaltung der Spezifikati-
onsgrenzen von Funktionsparametern erlauben. Für die Antriebsamplitu-
de beispielsweise ist vorstellbar, dass als Spezifikationsgrenze ±10 % des
Nominalwertes vorgegeben ist. Die durchgeführten Simulationen zeigen
in diesem Fall, dass die vorgegebenen Modellparameterschwankungen die
Einhaltung dieser Spezifikation erlauben.
5.3. Bewertung 133
Prozess-
σ [%]parameter
PES 3.60
PE 1.77
PKV 1.61
POS 3.36
System-
σ [%]größen
xact 2.06
Cact 2.80
ydet 4.34
Cdet 5.10
Tabelle 5.3.: Schwankungsbreiten des Gesamtmodells. Darstellung der rela-
tiven Schwankungsbreiten der Prozessparameter PES, PE, PKV und POS und
der simulierten Systemgrößen xact, Cact, ydet und Cdet.
Tabelle 5.3 zeigt die Zusammenfassung der ermittelten Schwankungs-
breiten der Systemgrößen, die aus den Fertigungsschwankungen der Mo-
dellparameter resultieren. Gezielt kann ein System mit dieser Metho-
de dahingehend untersucht werden, welche Modellparameterschwankung
welchen Einfluss auf Funktionsparameterschwankungen hat. Idealerwei-
se kann damit ermittelt werden, welcher Prozessschritt optimiert wer-
den muss, um Spezifikationsgrenzen für Funktionsparameter einhalten
zu können.
5.3. Bewertung
5.3.1. Anwendungsbereiche
Die Methode der parametrischen Ordnungsreduktion ist eine wichtige
Erweiterung der Methode Ordnungsreduktion, die vor allem in der Ent-
wicklung von neuen Mikrosystemen zum Einsatz kommt. Die methodi-
sche Vorgehensweise erfordert gewisse Randbedingungen an die Modelle.
Die Parameterveränderungen von Modell zu Modell müssen so abbildbar
sein, dass für alle Modelle eine eindeutige Zuordnung der Modenformen
unabhängig von der Parameterwahl möglich ist und dass die Knoten ihre
Position im Modell behalten.
In der Entwicklung von Mikrosystemen zielen typische Fragestellungen
darauf ab, wie durch die geeignete Wahl von Parametern ein Mikrosystem
optimiert werden kann. Ziele der Optimierung sind hierbei vor allem die
Einhaltung von Spezifikationsgrenzen, die Reduktion von Störeinflüssen
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oder die Verbesserung des Signal-Rausch-Verhältnisses, die allesamt die
Simulation des zeitabhängigen Verhaltens des Mikrosystems erfordern.
Mit der Methode parametrische Ordnungsreduktion ist es möglich, Opti-
mierungsfragestellungen, die im Rahmen der Entwicklung neuer Systeme
auftreten, zu beantworten.
Nach der Definition des Designs eines neu entwickelten Mikrosystems
ist es wichtig, den Einfluss von Prozessschwankungen auf Systemgrößen
zu kennen. Die Entwicklung einer Auswerteschaltung erfordert die Kennt-
nis des Signalbereichs, innerhalb dessen das Sensorsystem arbeitet. Mit
der Methode parametrische Ordnungsreduktion kann der Einfluss von
Prozessschwankungen auf dynamische Modellgrößen simuliert und bei
der Entwicklung der Auswerteschaltung verwendet werden.
5.3.2. Fitalgorithmen
Die in 5.1.1 vorgestellten Fitverfahren eignen sich unterschiedlich gut für
die Verwendung im Rahmen der parametrischen Ordnungsreduktion. Das
Verfahren der Nächsten Nachbarn ist insgesamt zu ungenau, um verlässli-
che parametrische Modelle zu generieren. Die Methoden Gaußmodell und
polynomiale Regression sind beide sehr gut geeignet, um Modellgrößen in
ordnungsreduzierten Modellen zu approximieren. Die Abhängigkeit der
Modellgrößen von den Modellparametern ist in allen relevanten Modell-
größen ein relativ einfacher funktionaler Verlauf, dessen Approximation
mit diesen beiden Verfahren mit hoher Genauigkeit möglich ist.
5.3.3. Modellgenauigkeit
Die Genauigkeit der Fits für einzelne Modellgrößen kann lediglich als
Anhaltspunkt für die Genauigkeit des Gesamtsystems dienen. Zur Be-
wertung der Genauigkeit des Gesamtmodells ist es notwendig, den Ein-
fluss der einzelnen Größen auf die vollständige Bewegungsgleichung zu
berücksichtigen. Die Methode der Ordnungsreduktion selbst ist bereits
eine Näherung zur Beschreibung des Systems, die mit Fehlern im Bereich
weniger Prozent behaftet ist. Ausgehend von einer groben Fehlerabschät-
zung von rund einem Prozent wird an die Parametrisierung die Anfor-
derung gestellt, ebenfalls im Bereich dieses Fehlers zu bleiben, um keine
zusätzliche Ungenauigkeit ins Modell einzubringen.
Die Fehlerabschätzung wird durchgeführt für die Implementierung von
nichtlinearen Kräften über die Hin- und Rücktransformation wie in Ab-
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schnitt 3.5.1 beschrieben. Für diese Art der Implementierung sind die
größten Fehlereinflüsse auf das Modell zu erwarten, da bei der Auswer-
tung gefittete Größen mehrfach eingehen und sich die Fehler entsprechend
fortpflanzen. Vereinfacht kann die Differenzialgleichung geschrieben wer-
den in der Form
M˜ q¨ + D˜q˙ + K˜q = CF,i · q + ΦT g(Φq), (5.16)
wobei die Kräfte aufgrund der unterschiedlichen Implementierung unter-
teilt sind in lineare und nichtlineare Kräfte. g ist hierbei eine Polynom-
funktion auch mehrdimensionaler Art, für die die Summe der höchsten
Potenzen aller Dimensionen o sei. CF,i beschreibt einen beliebigen Term
der linearen Kraftberechnung. Ob es sich beim Produkt um die moda-
le Amplitude, Geschwindigkeit oder Beschleunigung handelt oder CF,i
lediglich als konstanter Term eingeht, ist unerheblich.
Im Folgenden werden die Terme auf ihren Fehlerbeitrag zur Bewe-
gungsgleichung abgeschätzt. Die Massenmatrix ist für das gesamte para-
metrische Modell auf 1 normiert und trägt damit keinen Fehler bei. Die
Dämpfungsmatrix ergibt sich als Multiplikation eines konstanten Terms
mit der Eigenfrequenz, die Steifigkeitsmatrix als Multiplikation eines kon-
stanten Terms mit dem Quadrat der Eigenfrequenz. Unter Verwendung
der Fehlerfortpflanzung (Bronstein u. a. 1999) ergibt sich damit unter der
Annahme, dass die Eigenkreisfrequenz ω mit einem Fehler ∆ω behaftet
ist,
D˜ ∼ ω ⇒ ∆D˜ ∼ ∆ω und K˜ ∼ ω2 ⇒ ∆K˜ ∼ 2ω∆ω. (5.17)
Die relativen Modellfehler, die über die Fehler der Fits für die Eigenkreis-
frequenzen eingekoppelt werden, ergeben sich folglich zu
∆D˜
D˜
= ∆ω
ω
und ∆K˜
K˜
= 2∆ω
ω
. (5.18)
Der maximale Fehler, der über die Systemmatrizen in die Bewegungs-
gleichung einfließt, ist gegeben durch den doppelten relativen Fehler, der
bei der Approximation der Eigenfrequenzen auftritt. Alle Eigenfrequen-
zen wurden gefittet und die Fehler mittels des Kreuzvalidierungsverfah-
rens wie in Abschnitt 5.2.1 beschrieben ermittelt. Der maximale relative
Fehler aller Eigenfrequenzen beläuft sich im Anwendungsbeispiel auf un-
ter 0.02 %. Der Gesamtfehler, der über die Systemmatrizen in die Bewe-
gungsgleichung einkoppelt, liegt damit deutlich unter 0.1 %.
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Die lineare Kraft ergibt sich definitionsgemäß aus einer Konstanten,
die mit der modalen Amplitude, Geschwindigkeit oder Beschleunigung
multipliziert wird. Der relative Fehler für die lineare Kraft steckt direkt
in der Konstanten Cl und ist gegeben durch
∆F˜l
F˜l
= ∆CF,i
CF,i
. (5.19)
Für das Anwendungsbeispiel wurden alle linearen Kraftterme gefittet und
der maximale relative Fehler ermittelt. Als Maximum wurde dabei ein
relativer Fehler von unter 0.1 % gefunden. Die entsprechenden reduzierten
Kräfte haben damit ebenfalls einen Fehler von weniger als 0.1 %.
Der größte Fehlereinfluss geschieht über die Implementierung der nicht-
linearen Kräfte. Der erste Schritt besteht darin, die modale Amplitude
umzurechnen in Finite-Elemente-Auslenkungen durch Multiplikation mit
der fehlerbehafteten Transformationsmatrix. Für den ermittelten Term
wird die Auswertung einer Polynomfunktion durchgeführt, indem die
Terme potenziert werden und mit fehlerbehafteten Polynomkoeffizienten
multipliziert werden. Abschließend wird der Term zurück transformiert.
Zur Vereinfachung wird nur der Einzelterm mit der höchsten Summe der
Potenzen o des Polynomfits dargestellt, für den der höchste Fehler zu
erwarten ist. Eine grobe Abschätzung des Fehlers ergibt sich über
F˜nl ∼ Φij(Φijqj)ock ∼ Φo+1ij qoj ck. (5.20)
Für den Fehler kann man durch Verwendung der maximal auftretenden
Fehler über die Fehlerfortpflanzung eine obere Fehlerschranke abschätzen
∆F˜nl ∼
(
(o+ 1)Φoijck∆Φij + Φo+1ij ∆ck)
)
qoj . (5.21)
Damit ergibt sich der maximale relative Fehler für jeden Polynomterm
zu
∆F˜nl
F˜nl
= (o+ 1) · ∆ΦijΦij +
∆ck
ck
. (5.22)
Der gesamte Fehler ergibt sich als Summe über alle Fehler jedes Polynom-
terms. Ein typischer Polynomfit der Elektrostatik hat eine Summe von
höchsten Potenzen von o = 6. Die Zahl der relevanten Polynomkoeffizien-
ten liegt bei rund zehn. Im Falle eines typischen Fehlers von 0.1 %, wie in
Abschnitt 5.2.1 ermittelt, ergibt sich damit ein theoretischer maximaler
Fehler von 7 %.
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In der Realität werden jedoch die Fehler nicht gleich skaliert addiert.
Der Hauptanteil der Fehleranteile in der Approximation der Transfor-
mationsmatrix ist, normiert auf die dominanten Terme, deutlich kleiner
als 0.1 %, der Gesamtfehler von 7 % kann aus diesem Grund als obere
Schranke betrachtet werden. Dennoch ist die Genauigkeit der Approxi-
mation der nichtlinearen Kräfte von entscheidender Bedeutung für die
Genauigkeit des Gesamtmodells.
5.3.4. Rechenaufwand
Die Ordnungsreduktion und die Optimierung des Anwendungsbeispiels
wurden auf einem PC mit einem Pentium-4-Prozessor mit 3GHz und
1GB Hauptspeicher simuliert. Alle Zeitangaben sind bezogen auf dieses
System.
Das Verfahren parametrische Ordnungsreduktion erfordert einen ho-
hen Speicheraufwand. Das Anwendungsbeispiel mit fünf Parametern und
rund 75000 Freiheitsgraden erfordert die Durchführung von knapp 350
Modalanalysen mit zugehöriger Datenextraktion für die Modalanalyse.
Die Gesamtdatenmenge, die damit für die Ordnungsreduktionsprozedur
notwendig ist, beläuft sich auf 13GB. Der Vorgang zur Generierung der
Datenmenge ist sehr stark modellabhängig und dauert im vorliegenden
Fall 90 Stunden. Ein Großteil dieser Datenmenge sind die Eigenvektoren.
Nach der Generierung des ordnungsreduzierten Modells und der da-
mit verbundenen Reduzierung der Bewegungsgleichungsterme auf moda-
le Terme können die Daten des Finite-Elemente-Modells gelöscht wer-
den. Im vorliegenden Anwendungsbeispiel reduziert sich der notwendige
Speicherbedarf deutlich auf unter 200MB, alle Fits bereits eingeschlossen.
Dies ist nur eine Größenordnung mehr als ein typisches nicht parametri-
siertes ordnungsreduziertes Modell.
Die Simulationsgeschwindigkeit wird von der Parametrisierung der Me-
thode Ordnungsreduktion nicht beeinflusst. Alle für die zeitabhängige
Simulation notwendigen Größen werden vor der Simulation ausgewertet
und dem Systemmodell als Konstanten übergeben. Eine Veränderung von
Parametern während der Simulation ist aus diesem Grund nicht möglich
aber auch nicht sinnvoll, da die üblicherweise verwendeten Parameter für
ein Sensorelement konstant sind.
Der Aufwand zur Durchführung einer Optimierung ist abhängig von
der Komplexität des Modells und vom Aufwand, der zur Simulation der
zu untersuchenden Modellgröße erbracht werden muss. Im vorliegenden
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Anwendungsbeispiel wurde Wert gelegt auf ein sehr präzises Modell, das
entsprechend relativ langsam rechnet. Für das Einschwingverhalten in
Abhängigkeit von zwei Parametern an knapp 450 Parameterstützpunkten
mit einer Modelleinschwingzeit von 0.5 s bei rund 70000 Zeitschritten
je Simulation ergab sich eine Gesamtsimulationsdauer von knapp zehn
Stunden.
Der Aufwand zur Bewertung mehrerer Modellgrößen in Abhängigkeit
von unterschiedlichen Prozessschwankungen ist verglichen mit der Op-
timierung höher. Neben den Antriebskräften müssen zusätzlich die Ka-
pazitäten in Antrieb und Detektion ausgewertet, sowie der Corioliseffekt
berücksichtigt werden. Die Auswertung an 1000 Parameterpunkten mit
der gleichen Einschwingzeit und Anzahl an Zeitschritten wie für die Op-
timierung erforderte eine Simulationsdauer von 40 Stunden.
6. Ergebnisse und Ausblick
6.1. Bewertung der entwickelten Methoden
Die vorgestellten Weiterentwicklungen der Methode Ordnungsreduktion
nach der Methode der modalen Superposition erlauben schnelle und sehr
genaue zeitabhängige Simulation von Mikrosystemen.
Die methodisch neuen Entwicklungen auf dem Gebiet der Berücksich-
tigung von Einflüssen der Aufbau- und Verbindungstechnik sowie der
Parametrisierung von ordnungsreduzierten Modellen eröffnen neue Mög-
lichkeiten in der Systemsimulation mikromechanischer Sensoren.
Ordnungsreduktion als Werkzeug im Entwicklungsprozess neuer Mi-
krosysteme ermöglicht die Bewertung des Designs neuer Mikrosysteme
und erlaubt die Charakterisierung von Musterständen, ohne in jedem
Iterationszyklus notwendigerweise einen Prototypen fertigen zu müssen.
Sie ist damit eine wichtige Methode zur Reduktion der Entwicklungszeit.
Die im Rahmen dieser Arbeit vorgestellten Weiter- und Neuentwicklun-
gen wurden in Form von standardisierten modularen Bibliothekselemen-
ten programmiert. Die Methode Ordnungsreduktion wird basierend auf
dieser Bibliothek standardmäßig als Simulationswerkzeug in der indus-
triellen Entwicklung neuer Mikrosysteme bei der Robert Bosch GmbH
genutzt.
6.1.1. Kräfte
Die Umsetzung linearer Kräfte wurde auf eine Vielzahl von typischen in
der Mikrosystemtechnik auftretenden Kräften erweitert. Für alle Kräfte
ist es dabei gelungen, die analytischen Gleichungen zur Berechnung von
Kräften auch auf die ordnungsreduzierte Beschreibung zu übertragen.
Lineare Kräfte können damit über sehr schnell zu berechnende Matrix-
Vektor- oder Vektor-Skalar-Multiplikationen ermittelt werden. Die prin-
zipielle Vorgehensweise zur Berechnung linearer Kräfte kann auch auf
weitere im Rahmen dieser Arbeit nicht beschriebene Kräfte erweitert
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werden. Neben der Verifikation von einfachen linearen Kräften wie Be-
schleunigungskräften anhand einfacher Modelle wurde für den Spezialfall
der Quadraturkraft das Simulationsmodell mit experimentellen Ergebnis-
sen verglichen. Die korrekte Umsetzung der linearen Kräfte konnte zum
Einen über Vergleich mit analytischen Berechnungen, zum Anderen auch
über Vergleich mit Messergebnissen verifiziert werden. In der Anwendung
der Kräfte in Sensormodellen hat sich zudem sehr gute Übereinstimmung
mit bestehenden Modellen und Messungen gezeigt.
Die Berechnung nichtlinearer Kräfte ist deutlich aufwändiger und der
Teil der ordnungsreduzierten Modellierung, der die Simulationszeit am
deutlichsten erhöhen kann. Grundsätzlich ist bei der Modellierung von
nichtlinearen Kräften ein Kompromiss zwischen Genauigkeit und Simu-
lationsaufwand zu finden, der abhängig von der Aufgabenstellung ist.
Neben der bereits im Rahmen anderer Arbeiten beschriebenen Model-
lierung nichtlinearer Kräfte über eine modale Kraft wurde im Rahmen
dieser Arbeit eine neue Methode entwickelt. Damit können Elektrostatik-
modelle, für die ein Finite-Elemente-Modell vorliegt, über eine während
der Simulation durchgeführte Transformation berücksichtigt werden. Der
Geschwindigkeitsvorteil, den diese Art der Modellierung von nichtlinea-
ren Kräften mit sich bringt, überwiegt in vielen Fällen die Nachteile,
die durch die gemachten Näherungen ins Modell einfließen. Die Umset-
zung der nichtlinearen elektrostatischen Kräfte in ordnungsreduzierten
Modellen erfüllt die Genauigkeitsanforderungen sowohl im Vergleich mit
bestehenden Modellen als auch mit Messdaten sehr gut.
Insgesamt hat sich die Umsetzung von linearen als auch nichtlinearen
Kräften nach den im Rahmen dieser Arbeit entwickelten Methoden in
der Anwendung als sehr genau und äußerst effizient herausgestellt.
6.1.2. Einfluss der Aufbau- und Verbindungstechnik
Sowohl die Berücksichtigung von Verpackungseinflüssen als auch die Be-
rücksichtigung von Einflüssen der Auswerteschaltung zielen darauf ab,
von der Sensorelementsimulation zur Gesamtsystemsimulation überzuge-
hen. Die Kopplung von Sensorelementmodellen mit der Auswerteschal-
tung ist über die Schnittstellengrößen einfach möglich und erfordert keine
Veränderung des ordnungsreduzierten Modells.
Die Methode zur Berücksichtigung von Einflüssen der Aufbau- und
Verbindungstechnik wurde detailliert vorgestellt und die sich damit bie-
tenden Möglichkeiten anhand von Anwendungsbeispielen dargestellt. Die
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vorgestellte Methode konnte im Rahmen der Entwicklung eines Drehra-
tensensors gezielt dafür eingesetzt werden, die Aufbau- und Verbindungs-
technik so zu verändern, dass die Spezifikationsgrenzen für Empfindlich-
keit und Offset des Mikrosystems eingehalten werden konnten.
Vor allem die immer weiter vorangetriebene Miniaturisierung führt da-
zu, dass die reine Sensorelementsimulation immer mehr durch die Ge-
samtsystemsimulation ersetzt werden wird. Ausreichend genaue Simula-
tionsdaten über ein Mikrosystem erhält man nur bei gleichzeitiger Si-
mulation von Sensorelement, Verpackung und Auswerteschaltung, da der
Einfluss dieser Bestandteile untereinander weiter zunehmen wird. Für die
Methode der Ordnungsreduktion wurden Möglichkeiten der Gesamtsys-
temsimulation aufgezeigt und mit Anwendungsbeispielen belegt. Die mit
dieser Methode erzielten Ergebnisse im Bereich der gekoppelten Simu-
lation von Sensorelement und Verpackung können bis heute mit keiner
anderen Methode in vergleichbarer Qualität erzielt werden.
6.1.3. Parametrische Ordnungsreduktion
Die Parametrisierung der Ordungsreduktion ist für zwei Bereiche der Si-
mulation von Mikrosystemen wichtig. In der Entwicklungsphase neuer
Sensoren ist ein System unter verschiedenen Gesichtspunkten zu opti-
mieren. Diese Optimierung erfordert die Veränderung typischer Größen
des Mikrosystems.
Eine zweite wichtige Eigenschaft bei der Prozessierung von Mikrosys-
temen ist, dass typische Prozessparameter aufgrund der Komplexität des
Fertigungsprozesses mit Schwankungen versehen sind. Die unterschiedli-
chen Schwankungsbreiten der Parameter beeinflussen die Systemgrößen
und können zu Ausbeuteverlusten führen. Um gezielt Aussagen über den
Einfluss von Prozessschwankungen auf das Verhalten des Mikrosystems
machen zu können, ist es notwendig, Modellparameter innerhalb gewisser
Grenzen zu variieren.
Die Änderung von Parametern an Modellen, die nach der Methode der
modalen Superposition erstellt wurden, war erst nach Neudurchführung
der Ordnungsreduktionsprozedur möglich. Grund hierfür ist die Notwen-
digkeit, numerische Verfahren bei der Modalanalyse eines komplexen Sys-
tems anwenden zu müssen, die die Mitführung von symbolischen Para-
metern nicht erlauben.
Im Rahmen der vorliegenden Arbeit wurde eine Methode entwickelt,
die für bestimmte Parameterwerte vorliegenden Modelle über Fitverfah-
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ren so zu verknüpfen, dass ein Modell vorliegt, dessen Parameter in-
nerhalb gewisser Grenzen frei gewählt werden können. Diese Methode
erlaubt dann die Durchführung von Designoptimierung und die Berück-
sichtigung von Fertigungsschwankungen.
6.2. Ausblick
Die in Zukunft weiter zunehmende Rechnerleistung und Methoden wie
die Ordnungsreduktion werden dazu führen, dass die über Simulation
mögliche Abbildung der Realität in Modellen weiter voranschreitet. Die
Zukunft wird dennoch auch davon bestimmt sein, den optimalen Kom-
promiss zwischen Genauigkeit und Geschwindigkeit der Simulation zu
finden. Moderne Simulationsmethoden, zu der auch die Ordnungsreduk-
tion zu zählen ist, erlauben eine immer detailliertere und komplexere
Abbildung der Realität und sind in der industriellen Forschung bereits
unerlässlich geworden.
Die Methode Ordnungsreduktion in der Entwicklung neuer Mikrosys-
teme hat sich bei der Robert Bosch GmbH als Standardmethode durchge-
setzt. Die entwickelten Werkzeuge und Methoden erlauben die Abbildung
der wichtigsten auftretenden Effekte.
Weitere Entwicklungen auf dem Gebiet der Ordnungsreduktion sind
vorstellbar auf dem Gebiet der Kopplung von Hardware und Software.
Die Kopplung eines ordnungsreduzierten Sensorelementmodells mit ei-
ner realen Auswerteschaltung erlaubt eine tiefergehende Verifikation des
Sensorelementmodells, kann aber auch genutzt werden, um die Auswer-
teschaltung in komplexen Testfällen zu prüfen. Zur Realisierung dieses
Verfahrens in Echtzeit ist eine weitere Verbesserung der Methodik mit
noch höheren Genauigkeiten und geringeren Simulationszeiten notwen-
dig.
Entscheidender Vorteil der Methode Ordnungsreduktion ist die Flexi-
bilität des Verfahrens. Die beschriebenen Vorgehensweisen zur Berück-
sichtigung unterschiedlichster Effekte werden auch auf in Zukunft neu
zu berücksichtigende Effekte anwendbar sein. Damit wird die Methode
ständig weiterentwickelt werden können und müssen, um die Anforde-
rungen, die an die Simulation von Mikrosystemen gestellt werden, auch
in Zukunft erfüllen zu können.
A. Generierung
Starrkörpermodell
Die beiden Vorgehensweisen zur Generierung von Starrkörpermodellen
werden anhand eines Beispiels veranschaulicht. Abbildung A.1 zeigt den
Aufbau eines Feder-Masse-Systems. Für die in Abbildung A.1 dargestellte
Geometrie ist das verallgemeinerte Eigenwertproblem
(−ωi2M +K)ϕi = 0 (A.1)
zu lösen, wobei
M = miδij , K =
k1 + k2 + k4 −k2 −k4−k2 k2 + k3 −k3
−k4 −k3 k3 + k4 + k5
 . (A.2)
Die Berechnung wird ohne Angabe der entsprechenden Einheiten durch-
geführt. Als mögliches Einheitensystem sind SI-Einheiten denkbar. Als
Werte werden m1 = m3 = 20, m2 = 1 sowie k1 = k5 = 10, k2 = k3 = 30
und k4 = 40 gesetzt, da eine symbolische Lösung zu aufwändig ist. Die
Werte wurden so gewählt, dass die sich ergebenden Eigenmodenformen
k1
m1
x1
k2
m2
x2
k3
m3
x3
k4
k5
Abbildung A.1.: Feder-Masse-System mit drei Freiheitsgraden. Die Massen
m1 = m3, m2  m1 sind über Federn k1 = k5, k2 = k3 und k4 gekoppelt.
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Abbildung A.2.: Eigenmodenformen des Feder-Masse-Systems. Lösung des
verallgemeinerten Eigenwertproblems.
sinnvoll als Starrkörpermoden genähert werden können. Damit sind
M =
20 0 00 1 0
0 0 20
 , K =
 80 −30 −40−30 60 −30
−40 −30 80
 . (A.3)
Die Lösung des verallgemeinerten Eigenwertproblems liefert drei Eigen-
vektoren, die zur Transformationsmatrix
Φ =
0.1561 0.1581 −0.02490.1574 0.0000 0.9875
0.1561 −0.1581 −0.0249
 (A.4)
zusammengefasst werden. Abbildung A.2 zeigt die drei Eigenmodenfor-
men.
Für die erste Mode wird die mittlere Auslenkung aller drei Massen ge-
wählt, für die zweite Mode der Betrag der Auslenkung einer der beiden
äußeren Massen und für die dritte Mode wird die Auslenkung der mitt-
leren Masse als Starrkörperbewegung gewählt. Wie in Abschnitt 3.6.1
beschrieben, werden die Skalierungsfaktoren bS,i aus den Eigenvektoren
extrahiert zu
bS,1 = 6.3870, bS,2 = 6.3246, bS,3 = 1.0126. (A.5)
145
Diese Koeffizienten liefern die Starrkörpermassen
MRB,1 = 40.7933, MRB,2 = 40.0000, MRB,3 = 1.0254 (A.6)
und die Starrkörperfederkonstanten
KRB,1 = 19.8952, KRB,2 = 240.0000, KRB,3 = 63.0754. (A.7)
Bei der Betrachtung der Bewegungsformen erkennt man, dass diese Wer-
te sehr gut mit den zu erwartenden Starrkörpermassen und -steifigkeiten
übereinstimmen. Für die erste Mode ergibt sich die Masse als Summe
m1 + m2 + m3 = 41, die Federsteifigkeit als Summe k1 + k5 = 20. Die
Masse der zweiten Mode ist gegeben durch m1 + m3 = 40, ihre Steifig-
keit als k1 + k2 + 2k4 + k3 + k5 + 2k4 = 240. Mode drei hat als Masse
m2 = 1 und als Steifigkeit k2 + k3 = 60. Die geringfügigen Abweichun-
gen resultieren aus der nicht idealen Bewegungsform, beispielsweise sind
auch die beiden Massen m1 und m3 für die dritte Mode leicht aus der
Ruhelage ausgelenkt. Diese Vorgehensweise entspricht der in Abschnitt
3.6.1 beschriebenen Extraktion eines entkoppelten Feder-Masse-Systems.
Die Erzeugung eines Starrkörpermodells mit gekoppelten Differenzial-
gleichungen wie in Abschnitt 3.6.2 beschrieben, erhält man durch Auf-
bringung von Testkräften. Die Testkräfte werden so gewählt, dass sie
lediglich die Einzelmassen auslenken. Im ursprünglichen Raum werden
die Kräfte Fi gewählt
F1 =
10
0
 , F2 =
01
0
 , F3 =
00
1
 . (A.8)
Nach Zusammenfassung der Testkräfte zur Testkraftmatrix und anschlie-
ßender Transformation in den Modalraum erhält man die Rotationsma-
trix
DR = ΦTF =
 0.1561 0.1574 0.15610.1581 0.0000 −0.1581
−0.0249 0.9875 −0.0249
 . (A.9)
Die Anwendung der Rotationsmatrix DR auf die Transformationsmatrix
Φ liefert die rotierte Transformationsmatrix
ΦR = ΦDR =
0.05 0.00 0.000.00 1.00 0.00
0.00 0.00 0.05
 . (A.10)
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Für die rotierte Transformationsmatrix wird wie oben beschrieben die
Skalierungsmatrix DS zur Normierung auf Einheitsauslenkungen ermit-
telt
DS =
20 0 00 1 0
0 0 20
 . (A.11)
Für die Starrkörpermassen- und Starrkörpersteifigkeitsmatrix ergibt sich
dann
MRB =
20 0 00 1 0
0 0 20
 , KRB =
 80 −30 −40−30 60 −30
−40 −30 80
 , (A.12)
was genau den ursprünglichen Matrizen entspricht.
Für die beschriebene Vorgehensweise ist damit die Kenntnis der Eigen-
moden und -frequenzen ausreichend, um ein Starrkörpermodell zu gene-
rieren. Analog lässt sich das Verfahren auch auf Mikrosysteme erweitern,
wobei immer beachtet werden muss, dass das Starrkörpermodell lediglich
eine idealisierte Beschreibung des Systems darstellt.
B. Quadraturmodellierung
Phasenbeziehungen vollresonanter Drehratensensoren
Für die Phasenbeziehungen eines quadraturbehafteten Sensorelements
gelten je nachdem, ob das System vollresonant oder off-resonant betrie-
ben wird, unterschiedliche Phasenbeziehungen. Die Abbildung dieser Ei-
genschaft erfordert die in Abschnitt 3.3.1 dargestellte Implementierung
der Quadratur als Kraft. Für ein einfaches Feder-Masse-Modell wird die
korrekte Implementierung mittels der Quadraturkraft verglichen mit der
fehlerhaften Modellierung der Quadratur als Anteil in den Eigenvekto-
ren. Die folgenden theoretischen Beschreibungen werden anhand des in
Abbildung 3.12 dargestellten Messelements durchgeführt.
Off-resonanter Betrieb
Die in-plane- und out-of-plane-Resonanzfrequenz werden so weit ausein-
anderliegend angenommen, dass die Frequenz, die zu einer vollresonanten
Anregung der in-plane-Bewegung führt, mit den zugehörigen Gütefakto-
ren eine quasistatische Anregung der out-of-plane-Bewegung hervorruft.
Abbildung B.1 zeigt die Phasenbeziehungen für den off-resonanten Be-
trieb. Als Antriebskraft wird eine sinusförmige Anregung angesetzt. Die
Frequenz der anregenden Kraft ist so gewählt, dass eine vollresonante
Anregung der Antriebsbewegung in-plane stattfindet. Für den vollreso-
nanten Betrieb erhält man eine Phasenverschiebung von 90° zwischen
anregender Kraft und resultierender Amplitude (im Folgenden als x-
Amplitude bezeichnet). Die Quadraturkraft wirkt proportional zur Aus-
lenkung in x-Richtung in out-of-plane-Richtung. Da die Resonanzfre-
quenz der out-of-plane-Bewegung sehr viel höher liegt, sind anregende
Kraft und resultierende out-of-plane-Auslenkung (im Folgenden als z-
Auslenkung bezeichnet) bei off-resonantem Betrieb in Phase.
Eine theoretisch vorstellbare Corioliskraft in z-Richtung wirkt propor-
tional zur in-plane-Geschwindigkeit, also zur Ableitung der x-Amplitude.
Die aus der Corioliskraft resultierende Amplitude in z-Richtung ist damit
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Abbildung B.1.: Phasenbeziehungen bei off-resonantem Betrieb.
bei off-resonantem Betrieb in Phase zur anregenden Kraft.
Damit ist zwischen Quadraturkraft und Corioliskraft genauso wie auch
zwischen Quadraturamplitude und Coriolisamplitude jeweils in Überein-
stimmung zur Definition der Quadratur ein Phasenunterschied von 90°.
Antriebsamplitude und Quadraturamplitude sind im off-resonanten Fall
phasengleich.
Vollresonanter Betrieb
Die in-plane- und out-of-plane-Resonanzfrequenz werden identisch ange-
nommen. Eine Möglichkeit, dies zu erreichen, ist durch die elektrostati-
sche Mitkopplung gegeben. Bei diesem Verfahren werden elektrostatische
Kräfte in z-Richtung eingekoppelt, die formal betrachtet zu einer Feder-
erweichung in out-of-plane-Richtung führen und die Resonanzfrequenz
dieser Bewegung verringern. Die korrekte Wahl der Mitkoppelspannung
führt dazu, dass die beiden Resonanzfrequenzen in Übereinstimmung
sind. Vollresonante Anregung der in-plane- als auch der out-of-plane-
Bewegung wird also bei der gleichen Frequenz erreicht.
Abbildung B.2 zeigt die Phasenbeziehungen für den resonanten Be-
trieb des Sensors. Als Antriebskraft wird wieder eine vollresonante si-
nusförmige Anregung angesetzt. Für den vollresonanten Betrieb erhält
man eine Phasenverschiebung von 90° zwischen anregender Kraft und
resultierender Amplitude in Antriebsrichtung. Die Quadraturkraft wirkt
auslenkungsproportional in out-of-plane-Richtung. Da die Resonanzfre-
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Abbildung B.2.: Phasenbeziehungen bei vollresonantem Betrieb.
quenz der out-of-plane-Bewegung mit der Resonanzfrequenz der Anre-
gung übereinstimmt, also resonante Anregung vorliegt, ist die aus der
Quadraturkraft resultierende z-Amplitude um 90° phasenverschoben.
Eine Corioliskraft wirkt proportional zur Geschwindigkeit in Antriebs-
richtung, also zur Ableitung der x-Amplitude. Die aus der Corioliskraft
resultierende Amplitude ist im Fall des resonanten Betriebs dann um 90°
verschoben.
Damit ist zwischen Quadraturkraft und Corioliskraft genauso wie auch
zwischen Quadraturamplitude und Coriolisamplitude jeweils ein Phasen-
unterschied von 90°. Antriebsamplitude und Quadraturamplitude sind
im resonanten Fall um 90° phasenverschoben.
Abbildung im ordnungsreduzierten Modell
Ergebnis der theoretischen Überlegungen ist, dass im Fall des off-reso-
nanten Betriebs keine Phasenverschiebung zwischen in-plane-Auslenkung
und von der Quadratur verursachten out-of-plane-Auslenkung festzustel-
len ist, während für den Fall des vollresonanten Betriebs eine Phasenver-
schiebung von 90° erwartet wird. Dieser Zusammenhang muss auch in
der ordnungsreduzierten Modellierung abgebildet werden können.
Zur Veranschaulichung der Notwendigkeit der Beschreibung des Qua-
dratureffekts in Form einer Kraft wird ein einfaches Feder-Masse-Modell
erstellt und die unterschiedlichen Umsetzungen der Quadratur verglichen.
Abbildung B.3(a) zeigt das einfache Modell.
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Abbildung B.3.: Feder-Masse-Modell Quadraturimplementierung. Masse-
schwinger mit zwei Freiheitsgraden x und z (a). Eigenvektoren des Systems
mit (graue Pfeile) und ohne Quadraturanteil (schwarze Pfeile) (b).
Für das Modell ohne Quadratur ergeben sich unter Vernachlässigung
der Dämpfung eine Massenmatrix sowie eine Steifigkeitsmatrix, die ein
vollständig entkoppeltes System beschreiben(
m 0
0 m
)(
x¨
z¨
)
+
(
k1 0
0 k2
)(
x
z
)
=
(
Fx
Fz
)
. (B.1)
Unter der Annahme einer auf 1 normierten Masse entspricht dieses Sys-
tem bereits dem zugehörigen ordnungsreduzierten Modell mit zwei moda-
len Freiheitsgraden. Die Eigenvektoren ϕ1 und ϕ2 des Systems sind, wie
Abbildung B.3(b) zu entnehmen ist, parallel zu den Koordinatenachsen
des Systems.
Die Berücksichtigung des Quadratureffekts geschieht über Nichtdiago-
nalelemente in der Steifigkeitsmatrix(
m 0
0 m
)(
x¨
z¨
)
+
(
k1 −k3
−k3 k2
)(
x
z
)
=
(
Fx
Fz
)
, (B.2)
wobei der Anteil k3 in realen Modellen deutlich kleiner ist als k1 und k2.
Diese Implementierung entspricht genau der aufgrund des Flankenfehl-
winkels auftretenden Quadratur. Eine Auslenkung in x-Richtung führt
aufgrund der nichtsymmetrischen Federquerschnitte zu einer Kraft in z-
Richtung.
Die Ordnungsreduktion für dieses Gleichungssystem liefert die in der
Abbildung B.3(b) dargestellten leicht aus den Koordinatenachsen ver-
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drehten Eigenvektoren ϑ1 und ϑ2. Für das Modell mit Quadratur wird
die Ordnungsreduktionsprozedur auf zwei Arten durchgeführt. Die erste
Ordnungsreduktion besteht darin, die Quadratur als Anteil in der Stei-
figkeitsmatrix zu belassen und bei der Ordnungsreduktionsprozedur die
Eigenvektoren des Systems mit Quadratur als Transformationsmatrix zu
verwenden.
Für die zweite Ordnungsreduktion wird die Quadratur in Form einer
Kraft, wie in Abschnitt 3.3.1 beschrieben, implementiert. Als Transfor-
mationsmatrix werden die Eigenvektoren ohne Quadraturanteil verwen-
det und der Quadratureffekt über zusätzliche Quadraturkräfte beschrie-
ben.
Für beide Modelle wird ein Systemmodell erstellt und die Bewegung
des Massekörpers bei aufgebrachter sinusförmiger Anregung in x-Rich-
tung simuliert. Für die modalen Güten des Systems wird angenommen,
dass die Dämpfung in z-Richtung deutlich größer als in x-Richtung ist.
Für die erste Simulation werden die folgenden Werte
m = 1, k1 = 100, k2 = 500, k3 = 1, Q1 = 100, Q2 = 10, (B.3)
in einheitenloser Darstellung gewählt.
Abbildung B.4(a) zeigt die Ergebnisse der zeitabhängigen Simulation
nach Erreichen des eingeschwungenen Zustands für den off-resonanten
Betrieb. Die in x-Richtung aufgebrachte Kraft führt, da vollresonant an-
getrieben wird, zu einer um 90° verschobenen Auslenkung in x-Richtung.
Die Quadraturkraft wirkt proportional zur Auslenkung in x-Richtung
und führt für alle drei Modellierungsarten zum identischen korrekten Er-
gebnis. Die z-Auslenkung, die sich aufgrund der Quadraturkraft ergibt,
ist in allen drei Simulationen in Phase mit der x-Auslenkung.
Im Unterschied dazu ergeben sich für den vollresonanten Betrieb des
Systems Differenzen. Vollresonanz wird in der Realität durch Mitkop-
pelkräfte erreicht. Für das einfache Beispiel genügt es, die Steifigkeit der
Federn anzupassen. Für k2 = 100 erhält man für die beiden Moden identi-
sche Eigenwerte und damit den vollresonanten Betriebsmodus. Abbildung
B.4(b) zeigt die Ergebnisse für diese Simulationen. Schon bei Betrachtung
der x-Auslenkung fällt auf, dass nur das Modell ohne Ordnungsreduktion
und das Modell mit Quadratur als Kraft die korrekte Phasenbeziehung
zwischen antreibender Kraft und resultierender Amplitude zeigen. Noch
deutlicher wird der Unterschied bei Betrachtung der aus der Quadratur
resultierenden z-Auslenkung. Die Phasenlagen des Modells ohne Ord-
nungsreduktion und des Modells mit Quadratur als Kraft entsprechen der
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Abbildung B.4.: Modellierung der Quadratur. Simulationsergebnisse für den
off-resonanten (a) und vollresonanten Betrieb (b). Die Quadratur muss in Form
einer Kraft modelliert werden, um korrekte Ergebnisse in der ordnungsredu-
zierten Modellierung zu erhalten.
Erwartung. Aufgrund der Resonanz in z-Richtung ist die z-Auslenkung
um 90° verschoben zur verursachenden Quadraturkraft. Diese Phasenbe-
ziehung kann durch das Modell, bei dem die Quadratur in den Eigenmo-
denformen berücksichtigt ist, nicht abgebildet werden.
Ursache für die Unterschiede zwischen den Modellen ist die Dämp-
fung. Der Ansatz, die modalen Güten für den Fall des Modells mit und
ohne Quadratur unverändert zu belassen, ist nicht korrekt und führt
zu falschen Simulationsergebnissen. Da jedoch in der Realität der Un-
terschied der Gütefaktoren für Modelle mit und ohne Quadratur nicht
ermittelt wird, ist die beschriebene alternative Vorgehensweise zur kor-
rekten Berücksichtigung von Quadraturkräften der einzig mögliche Weg.
Sowohl das hier dargestellte einfache Modell, als auch echte Sensormo-
delle konnten mit dieser Methode korrekt simuliert werden.
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Thesen
1. Die Ordnungsreduktionsprozedur für lineare Kräfte basiert auf ana-
lytischen Gleichungen. Eine im Finite-Elemente-Modell darstellba-
re lineare Kraft kann bereits vor der eigentlichen Systemsimulation
auf eine modale Darstellung reduziert werden. Die Umsetzung im
Systemmodell ist damit äußerst effizient und genau.
2. Lineare Kräfte, die ein auslenkungs-, geschwindigkeits- oder be-
schleunigungsabhängiges Überkoppeln von einer Mode auf eine an-
dere Mode verursachen, lassen sich in Form von Nichtdiagonalele-
menten in den Systemmatrizen berücksichtigen. Die Ermittlung der
Koeffizienten vor der Systemsimulation macht das Verfahren sehr
effizient.
3. Für nichtlineare Kräfte, die nur an wenigen Knoten des Finite-
Elemente-Modells angreifen, können Modelle im Finite-Elemente-
Raum angekoppelt werden. Die Implementierung geschieht mehr-
stufig. Modale Auslenkungen werden in den Finite-Elemente-Raum
transformiert, das Elektrostatikmodell im Finite-Elemente-Raum
ausgewertet und die resultierende Kraft in den Modalraum zurück
transformiert. Damit können bestehende Modelle elektrostatischer
Komponenten in der ordnungsreduzierten Modellierung berücksich-
tigt werden. Die Vorgehensweise wird vereinfacht und verkürzt in
vielen Anwendungsfällen die Simulationszeiten.
4. Die Modalanalyse kann im Fall eines Systems, das auf ein Feder-
Masse-Systeme zurückgeführt werden kann, verwendet werden, um
Starrkörpereigenschaften zu extrahieren oder Starrkörpermodelle
zu generieren.
5. Für ordnungsreduzierte Modelle, die nach der Methode der modalen
Superposition extrahiert wurden, kann sowohl eine modale Über-
tragungsfunktion als auch eine Übertragungsfunktion im Finite-
Elemente-Raum ermittelt werden.
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6. Die Aufbau- und Verbindungstechnik beeinflusst sowohl das Ver-
halten als auch die Ausgangsgrößen eines Mikrosystems. Störkräfte
(wie Beschleunigungen) oder eine Veränderung der mechanischen
Eigenschaften lassen sich über lineare Kräfte oder veränderte Rand-
bedingungen bei der Modalanalyse zur Extraktion des ordnungsre-
duzierten Modells berücksichtigen.
7. Der Einfluss der Aufbau- und Verbindungstechnik auf die elektro-
statischen Eigenschaften eines Systems kann über die ordnungsre-
duzierte Modellierung berücksichtigt werden. Damit wird die quali-
tative Bewertung des Einflusses der Aufbau- und Verbindungstech-
nik auf Sensorsystemgrößen ermöglicht.
8. Die Methode der modalen Superposition kann innerhalb gewis-
ser Grenzen und unter der Bedingung eines eindeutigen Finite-
Elemente-Netzes mittels Fitverfahren parametrisiert werden. Pa-
rametrische Ordnungsreduktion erlaubt die Untersuchung des Ein-
flusses von Parametern auf das zeitabhängige Systemverhalten.
9. Die Anwendung der Parametrisierung auf ordnungsreduzierte Mo-
delle erlaubt die Optimierung des Designs im Entwicklungsprozess
von Mikrosystemen und ist damit ein wichtiges Werkzeug.
10. Parametrische Ordnungsreduktion erlaubt die Abbildung von in der
Fertigung auftretenden Prozessschwankungen. Die Bewertung des
Einflusses von Prozessschwankungen auf Ausbeute oder Zuverläs-
sigkeit in der Fertigung von Mikrosystemen wird damit auf Modell-
ebene möglich.
