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Conversational agents are becoming an integral part of today’s technological
landscape. Their presence on our everyday devices (e.g. Siri on mobile phones and
tablets) and as stand-alone devices (e.g. Amazon Echo and Google Home) changes the
way people interact with each other and with their environments. Our investigation
of conversational agents as a new emerging form of interaction has led to a realization
that this new technology brings new challenges to the interaction design process that
are not necessarily considered in traditional interaction design contexts. In this paper,
we address some of the issues that our study revealed that we have found not to be
included in traditional interaction design, but which may be particularly relevant to
conversational agents. We also discuss this example of the emergence of a new
technology (CAs) as a challenge to design research in general. We argue that design
research has to pay serious attention to developments and changes in the
technological field since it might radically influence core aspects of design practice.
However, by doing this, design research could become a vehicle for research
innovation – provoking new ways of understanding what it means to do research and,
in parallel, new ways of understanding what is (or can be) designed.
conversational agents; voice assistants; voice; agent.

1

Introduction

During the last couple of years, we have been involved in a number of small studies relating to the
new emerging field of conversational agents (CAs). These studies have each had different characters
and focuses, such as: experimental studies, surveys, and analyses of existing and future consumer
technologies through the lens of conversational agents. These studies have led to a set of findings,
which we will briefly summarize in this paper. The primary finding that we will emphasize and
discuss is that new emerging technologies (such as CAs) have the capacity to influence the way
designing is practiced in a particular field, which, in our case, in interaction design. Our investigation
of conversational agents as a new emerging form of interaction has led to a realization that this new
This work is licensed under a Creative Commons Attribution-NonCommercial-Share Alike
4.0 International License.
https://creativecommons.org/licenses/by-nc-sa/4.0/

technology brings new challenges to the interaction design process that are not necessarily
considered in traditional interaction design1 contexts.
CAs exist in a multitude of different forms. What we will argue in this paper is that the design of
conversational agents involves several elements that are unconventional in relation to the field of
interaction design, which is focused on interactive technology. To make our case, we will first discuss
what conversational agents are and how they can be understood. We will then summarize some of
the relevant findings from our ongoing research project. Next, we will outline what can be seen as
traditional interaction design practice and explore how our findings might pose challenges for
traditional practice. Finally, we will discuss what this case study can tell us about the relationship
between design practice and the emergence of new technologies and what it may mean to the
design research community.

2

The Field of Conversational Agents

Conversational agents are commonly defined as voice-controlled assistants, typically embedded in
devices, that accomplish tasks on behalf of a user as a result of a vocal interaction. This definition is
broad and includes a variety of modern devices and software assistants (Cassell, 2000). We will often
refer to conversational agents simply as “agents” throughout the paper. By this action, we are not
suggesting a different type of device or service, we are merely shortening the term so that the text is
easier to read. Agents are becoming an integral part of today’s technological landscape and are
commonly experienced as part of our everyday devices (e.g. Siri on mobile phones and tablets) and
as stand-alone devices (e.g. Amazon Echo and Google Home).
During the past several years, we have seen many new agents reach the consumer market. These
new agents present designers with novel design challenges. Should the agent sound friendly or
aloof? How can always-listening agents’ be made to respect users’ privacy? One of our early
assumptions was that approaches to design, design practice, may have to be altered to better suit
the growing field of CAs.
We began our research on CAs around the same time the Amazon Echo was released. Since then,
Amazon has built a robust ecosystem of devices around the Echo, Echo Dot, Echo Look, and so forth. In
addition, many other companies have designed and released agents, including Siri and the HomePod
(Apple), Google Home (Google), Bixby (Samsung), among many others. Devices such as the Echo Look
and the Echo Show could be seen to fall somewhere between traditional interaction paradigms with
screens and physical devices, while at the same time leveraging agents to perform tasks.

Figure 1 The spectrum of agents

1

We use the notion of traditional quite loosely here. Interaction design is still a new field and it can be argued that there is
not a clear understanding of what the dominant or traditional practice would be. We will discuss this more in detail later.
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Most conversational agents exist somewhere in the middle of a spectrum with “agent” at one end
and “non-agent” at the other (see Figure 1). In this diagram, we intend for “agent” to mean the level
of control that can be achieved solely with voice that a device brings to the user. In other words,
most conversational agents are not entirely a pure voice-controlled agent since they retain some
physical means of interaction like a screen. But other examples clearly transcend the limits of
traditional physical interaction in that the agents exist primarily as voice-controlled assistants that
do not use screens or other traditional tools of interactivity. There is a middle-ground where we can
see a fusion between known, traditional and comfortable interaction methods and new alternative
forms of the interface or even no interface.
Designing conversational agents brings the challenge of balancing user familiarity and comfort with
new, different forms of interaction. This contrast of old and new is what makes the study of agents
fascinating and challenging to researchers and designers.
As we have studied this field, it has become apparent that the technologies driving conversational
agents change quickly. Amazon rolls out regular updates to its Echo, and it is already a far more
capable device than it was two years ago. In addition, we have learned that conversational agents
can be presented in any form factor; they are no longer limited to a landing screen on a phone or a
standalone speaker. The Google Assistant can be accessed in a chat application on a phone or
through voice. Amazon has released the Echo Dot, for connection to other speakers, and the Echo
Look for a camera and fashion advice.
This expansion of what agents can do and look like has fuelled our interest in studying what makes
agents successful. If they’re being sold in a wide variety of form factors, then what makes one better
than another? Does it even make sense to try and develop generalizable criteria for assessing their
overall character? If they’re rapidly improving in voice recognition and in autonomous capabilities,
are users capitalizing on even a fraction of the new features that are constantly introduced?
It seems to us that agents cannot simply be designed to meet the needs of the users they are
created to serve. For example, if the Echo were designed to meet existing needs of its users, then it
would either remain limited in its capacity and/or become obsolete as other artefacts and systems
emerge to serve more user needs. Thus, agents must be designed to evolve with their users. The
Echo’s physical form factor may remain the same, but then other aspects must change. This could be
seen to complicate the design process. Furthermore, because agents often interact with users
through dialogue, there is a certain level of human aspect introduced that presents a unique
relationship and complicates the design.
Through our research, we have found results related to the dynamics between users and
conversational agents. There are certain borders and social conventions that agents may seem to
cross or ignore at times, and other instances in which agents seem unhelpful to their users. The true
challenge of designing conversational agents does not only lie in the hardware or technologies
powering them. Instead, it also lies in the boundaries that are inherent between user and agent.
What is a user comfortable with? What do most consumers want from their agents? Do most people
even want a conversational agent at all? These questions led us to perform a set of studies that we
briefly present below.

3

Summary of Empirical Studies

In this section, we will summarize each of the three studies we have conducted to understand
conversational agents. These include: (1) an observational field study of how users interact with
physical agents (e.g. Amazon Echo, Google Home) in a home setting, (2) an artefact analysis of seven
conversational agents, and, most recently, (3) a survey study of users (n=74) to better understand
their comfort level when using conversational agents. It is important to note that the purpose of our
studies was to examine and understand conversational agents and not to explore how they influence
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design practice. However, while engaging in these studies some more general insights emerged that
led to this paper.
We will here only mention the purpose of our studies and the major findings and insights that we
gained. We will later in this paper in more detail three insights from these studies. These insights
should be seen as emerging from the three studies combined.

3.1

Observational Study of Agents in the Wild

In this study, we asked participants to perform everyday actions with an Amazon Echo in a home
environment. We asked them to phrase commands in certain ways that we knew the device would
not recognize, we hid the device from their view and asked participants to says commands, and we
played a variety of conversational agents’ voices for participants and asked them which ones were
the most pleasing. This was our first analysis of agents, and it allowed us to gauge user comfort
levels with interaction, revealing that users are often still uncomfortable asking their agents to help
them, unsure of how to word requests, and timid about managing the new interface. (The full write
up of this study is at the moment under review for publication.)

3.2

Artefact Analysis of Seven Agents

Following our study of agents in home environments, more agents had been introduced to the
market. We decided to conduct a comparative artifact analysis of a core set of agents in order to
survey the device landscape. We compared their physical embodiments, conversational quality, and
reactivity to users’ commands. This study yielded a set of contributions (which are currently under
review for publication). These include a qualitative, analytical framework for organizing and
evaluating conversational agents, which inspired an in-depth discussion of agent reactivity and
device-boundedness. We discuss these concepts in a later section in this paper.

3.3

Survey Study of Users

We conducted a survey of university-aged participants to understand how they feel about
conversational agents and how they currently use them. In addition, we wanted to know how they
anticipate being able to use agents in the future. This study led to some insights about what users
may or may not feel is inappropriate for an agent to do, as well as what users wish their agents could
do for them. This study laid the foundations for our concept of the client-agent relationship
discussed in more detail below. (A write up of this study is currently under review for publication.)
The combination of these three studies has allowed us to develop deeper insights about how
consumers use, understand and react towards conversational agents. Moreover, we believe that our
work has prepared us to envision certain gaps when it comes to traditional interaction design
practice. But before we discuss those gaps more in detail, let’s take a brief look at what we here call
traditional interaction design practice.

4

Traditional Interaction Design and Conversational Agents

We recognize that there is no standard form of design for Human Computer Interaction that we
could label “traditional.” The field of interaction design has changed drastically over the last three
decades. However, if we look at the field as it is defined today in some of its influential textbooks
(Dix, et al. 2004; Preece, Rogers & Sharp, 2015; Shneiderman, et al., 2018) it is possible to recognize
a core practice that contains certain elements.
Some of the fundamental elements of interaction design practice overlap with those of other design
fields, including: knowing the audience (client and user needs and desires), knowing the context for
design, and having a developed idea of purpose and intention. The process of designing also includes
the acts of sketching, prototyping, and testing the design (cf. Buxton, 2007; Cooper et al., 2014).
Even though some of the fundamental elements of interaction design practice are common to other
design fields, it has distinguishing features, too. One such feature is its focus on interface design.
Interaction is seen as something that takes place between a user and an interface, and the interface
1329

is commonly understood as a screen, keyboard and mouse. Even with newer technology, such a
gesture-based interaction, the focus remains on a surface with which a user physically interacts (e.g.
Nintendo Wii, Microsoft Kinect, and Gest).
One consequence of this focus on surfaces is that interaction design has been a popular field for
graphic designers since they have expertise designing the layout of a surface with information in a
way that creates effective functionality and beautiful aesthetics. Interaction design practice has
therefore been engaged with highly physical aspects of design, such as screens, input devices,
buttons, and so forth (Janlert & Stolterman, 2017). Interaction design practice has also been
primarily occupied with a view of interactivity as a form of control. That is, a user is supposed to
control a device either by giving commands and receiving information or by empowering the device
to perform certain actions.
However, as interaction designers and researchers shift their focus away from surfaces and toward
conversational agents whose interactivity is not mediated through a screen or surface, then these
fundamental elements of interaction necessitate reconsideration. When users interact with
conversational agents they no longer interact primarily via an interface or surface. This development
has led to what has been called “faceless interaction” (Janlert & Stolterman, 2017). Moreover, users
do not necessarily interact via commands to achieve actions. So, the nature of conversational agents
would seem to create new ways of understanding interaction and interactivity, which in turn create
new challenges for interaction design practice.

5

Some Aspects of CAs (Not) Covered by Traditional Interaction Design

Our studies of conversational agents have showed us that there are some aspects that are crucial
when it comes to the success of any form of interaction between people and conversational agents.
We do not claim that these three are the only ones, or that they are the most important ones, but
they emerged as influential during our studies.
The aspects we will discuss here are: (1) client-agent relationship, (2) proactivity vs. reactivity, and
(3) device-bound vs. omnipresence.

5.1

Client-Agent Relationship

In this section, we address the user of the conversational agent as a client of the agent. The term
“user” could be substituted for “client” throughout this section, but we chose to use the word
“client” to make the relationship less one-sided than a “user and device” relationship. The
relationship between a client and a conversational agent is quite unique. Most methods of
interaction with technology have resulted in fairly standard relationships between all users and their
devices. Clients using a laptop or desktop computer typically have an end-goal of productivity in
mind. Clients using tablets are often seeking entertainment. And clients using phones are typically
involved in some hybrid of both productivity (i.e. checking emails, texting, and phone calls) and
entertainment (i.e. watching videos, updating social media, and listening to music). However, the
uses for an agent have not been clearly defined yet. Do users actually ask Siri to play their music for
them? Would they trust their agents with an important and sensitive email? Can they use a
conversational agent to check their social media platforms? These same questions are constantly
being asked by consumers, and the confusion is a large part of the reason that conversational agents
are currently being underutilized. There is no clear relationship established that shows the user what
he or she should be using an agent for.
In addition, the relationship between a client and an agent is further complicated by the audible
component of agents. Because agents (the ones we have studied) can speak, they often feel closer
to the user than the screen of the phone itself. While scrolling through an app is viewed as a utility,
using an agent is viewed more as a dynamic relationship. Because of this, the relationships between
clients and agents involve many components that are shared with relationships between people. In
our research, we imagined a scenario in which an agent would overstep its boundaries slightly,
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pushing into an unwelcome dynamic of friendship. Perhaps the agent would share its opinion of a
text a client was asking it to send. Or perhaps the agent would even correct the user’s grammar in
his or her message. These actions would likely seem offensive to the user, despite the fact that they
are commonplace with other forms of interaction, such as text based, in the realm of human
interaction.
This is because, while there is no clearly defined scope of what consumers should be using agents
for, they are nonetheless seen as tools to accomplish some means. They are not friends, and they
are not even acquaintances. They may have access through a client’s phone to more information
than any one of the client’s actual friends, but they are forbidden from utilizing this information to
better assist the client. Such an act would seem creepy and would likely prevent the client from
using the agent altogether in the future.
The client-agent relationship is also complicated by the fact that people have nuanced preferences
and uses when it comes to their conversational agents.
Example: Suppose Leah needs to send an email to her friend Kasper with her phone. When
creating the email, Siri calls Leah by the casual nickname (“Lee-lee”) that that Kasper
sometimes uses. This nickname is an inside joke between the two friends and nobody else is
aware of it. Suddenly, it may seem to Leah as if Siri knows something that nobody else
knows; both personifying Siri and potentially making Siri unsettling.
Our studies would suggest that users are made uncomfortable by such overreach. While some users
may actually appreciate this attention to detail by the agents, the majority would be alarmed and
irritated at their agents.
This example is something that contemporary agents could reasonably do with access to
conversations between friends. It is also a sign that agents could “know” more about their users
than any other person. This is an unsettling prospect to many users, and it is one reason why we
propose the client-agent relationship as a difficult and unique design problem for conversational
agents. Agents must not overstep, in order for their users to continue to want them in their lives, but
they must also adapt to the variety of preferences that each user may have. While some may find
the nickname unnerving, others might find it entertaining. This variety of reactions forms the basis of
the client-agent relationship problem.

5.2

Proactivity vs. Reactivity

The technology behind conversational agents is rapidly improving and becoming more and more
capable. As this occurs, designers must decide what these improvements will be used for. Agents can
be more predictive of human behaviour, as evidenced by the rise in smart home equipment that
adjusts based on users’ habits and the predictive follow-up questions now asked by many
conversational agents. Now that the agents can be more proactive and predictive of users’ needs,
should they act on their newfound knowledge without consulting users first?
In our survey study, we found that the vast majority of users are still very uncomfortable with their
agents doing too much without their knowledge or supervision. For example, users still want to be
included on decisions. Hence, the agent on your phone confirms several times with you before it
ever actually sends a text to somebody. We find this quite limiting, since agents are capable of so
much more and their capabilities are only growing day by day.
But how do we design agents that can utilize their full skillsets while preventing user discomfort?
This is a second challenge for designing conversational agents.
Example: Nels arrives home after a long day, and, upon walking into his kitchen finds that his
Amazon Echo has apparently coordinated with his smart appliances to preheat the oven in
anticipation of his cooking dinner. The Echo App on his smartphone pinged the Echo (at
home) to let it know that Nels was on his way. In addition to preheating the oven, the Echo
assembled a playlist of “cooking songs” and, sensing his proximity, started playing one as
soon as Nels walked into the kitchen.
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Some people may find this convenient whereas others may worry about the oven running without
anyone in the house not to mention location tracking to coordinate activities. This advancement in
technology means that the user could save time after getting home from work, but it comes at the
cost of offloading responsibility to and trusting the agents.
Thus, we are left with the following design question: how much agent proactivity is acceptable?
Should agents be proactive or purely reactive? Again, these questions are personal to each user and
it is very likely that users would prefer a wide range of levels of proactivity. But how do we design for
all, when all have their own personal preferences about how much their agents should be involved
in their lives?

5.3

Device-Bound vs. Omnipresence

We have found that most problems currently discussed in human computer interaction design are
commonly solved with the design, prototyping, and implementation of an app. Screens have become
a wonderful method of interaction that seems comfortable to nearly all consumers and are easy for
developers to expand device functionalities. However, conversational agents present us with a new
interaction paradigm, known as “faceless interaction,” (Janlert & Stolterman, 2017). This lack of a
“face” or “surface” is due to the lack of a visual interface provided with conversational agents. The
goal of a conversational agent is to perform tasks without the aid of a screen to assist in the
communication process between the user and the agent. So what do we do when we are no longer
able to create an app to guide users through a new process? How do we let them know what they
can do with their agents, in a natural way?
These questions lead to the two main implementations of conversational agents that we have seen
thus far. There are “device-bound” agents, as well as “omnipresent” agents. These categorical
names are most certainly not concrete, as there are many agents that blur the lines between the
two in their implementations. An example of a device-bound agent is the Amazon Echo. The Echo
sits in a room and is inaccessible from most other devices. Conversely, an omnipresent agent would
be the Google Assistant, which can be accessed from Android phones, Google Home devices, as well
as several new offerings from the company. These two approaches don’t seem to have any
correlation to user satisfaction. They do, however, reveal interesting insights about the ways users
utilize the capabilities of their assistants.
Example: Suppose Anna arrives home, and, while standing in the entryway, she asks her
Amazon Echo to start playing music on the Bluetooth speaker system throughout the
apartment. As she moves into another room she wants to change the music, but she doesn’t
have another Echo device in that room. So, she can either walk back into the entryway to tell
Alexa to change the music or use the Alexa app on her smartphone, which would defeat the
purpose of the Echo as a conversational agent.
It seems as if it would be very convenient to install an Echo in every room. However, this
omnipresent approach is uncomfortable for many users, who dislike the prospect of having “always
listening” devices throughout their homes. Privacy is a significant concern for many users when it
comes to conversational agents, and they may not be willing to sacrifice privacy for convenience.
This example suggests reasons why both device-bound approaches and omnipresent approaches
have their merits to individual consumers. It is difficult to tell, at this point, if one or the other
approach will “prevail” or if there will be some balance struck. However, device-bound and
omnipresence is a critical aspect of design to consider when designing conversational agents.
Taken together, there three insights has shown us that with the emergence of the new technology of
conversational agents, new design challenges also appear. The insights are all a consequence of
changes in the ‘material’ that interaction designers work with when developing new applications and
solutions. When we compared these new challenges with what is covered in traditional interaction
design methods and text books, it became clear that none of these new challenges are traditionally
considered. Of course, some of these issues might be covered by more general techniques, such as
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careful traditional user research, but we are convinced that some of the emerging challenges are not
part of the everyday design practice in the field.
We take this observation as a sign that when the design ‘material’ in a field radically changes, design
approaches, methods and techniques also have to change.

6

Discussion and Implications

Our studies of conversational agents have led to insights about how this new technology influences
and challenges traditional interaction design practice, but has also led to some broader insights
about the relation between design and technology in general. We discuss these insights below.

6.1

Interaction design insights

One of the key insights from our investigation is that interaction design, as any other design field, is
strongly influenced by its ‘material’. When new technology emerges, the field has to deal with new
forms of materials. For interaction design, that means that moving from designing for a screen with
keyboard input doesn’t work so well for interaction with conversational agents. Interaction design
has moved through a number of interactivity paradigms (screen and keyboard based, gesture based,
and so forth) and with each of these different paradigms it is necessary to revisit the methodologies
and methods used to do design work.
A key insight is that interaction design practice is itself a design, and designers could benefit from
treating it as such. When interaction design is seen as natural process out there in the world (as
opposed to an artefact that has been socially designed and iterated on by designers and researchers
over time) then it becomes harder to see that the ways it has changed in relationship to different
interactive paradigms have been wrought by designers themselves. Even using the word evolution to
describe how it has changed undermines the effort to understand interaction design for what it is:
an artefact. We made it, and we’re constantly remaking it. But if we fail to acknowledge that, then it
becomes difficult to see how much agency we have when it comes to iterating on the approach in
order to accommodate new paradigms, such as conversation, and so forth.
Although traditional interaction design has, as our study shows, some limitations when it comes to
supporting conversational agent design, we do not want be mistaken for suggesting that it lacks
utility altogether. There are many useful design methods and tools that conversational agent
designers ought to use. However, in our view, the most useful methods and tools are those that
support designers interested in understanding how people make use of agents. For example, we
conducted brief field studies and surveys and we synthesized the data from these studies into
possible design insights. Field studies and surveys are applicable to a variety of design situations.
Interviews, focus groups, and diary studies could also be valuable ways of collecting data for
conversational agent design.
Usability may at first seem less apt for conversational agent design since conversational agents
require us to reconsider whether there is a computer interface involved. Lewis defines usability
testing as involving “… representative users attempting representative tasks in representative
environments, on early prototypes of computer interfaces” (Lazar, Feng, & Hochheiser, 2010). What
does it mean when conversation is the interface? In addition, how does usability testing account for
the fact that much of what people do with conversational agents seems innovative?
While there seem to be a few core activities people do with the assistance of an agent, we were
surprised by users’ creativity in use. For example, some users asked Alexa to tell jokes at a dinner
party. Others used Siri to convene in-car trivia games during long road trips. Conversation as an
interface could be seen to support innovative use cases. As designers and researchers, we are
inspired by this potential. And so we would be interested to ask how we might design future
conversational agents to support more user innovation.
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Ben Shneiderman (2009) identified creativity support as a grand challenge for future HCI research,
and we find this challenge to be especially relevant to our line of thinking here. But, on the other
hand, pushing creativity and innovation to the margins, it seems crucial to start studying how
conversational agents might be influencing conversations amongst humans. Alexa and Siri are
limited in how they make sense of and respond to user prompts. While it is possible to carry on a
conversation with each agent, the conversation seems to us to be qualitatively different than a
conversation one might have with another human. We know that other interactive devices have
implications for our interactions with other people in the real world. Conversational agents present a
uniquely focused interactive paradigm, which carries much potential for interaction designers and
researchers to borrow theoretical frameworks and methods from the field of conversation analysis.
In short, while some existing interaction design research techniques may be well suited for
conversational agent design, it seems to us that others might be limited in their utility. Moreover, it
would seem like there is a need to innovate design approaches in order to support an existing trend
in conversational agent use, which is innovative and creative use. Toward this end, it might be time
for interaction design research to look for new theoretical frameworks and methods from other
fields, such as conversation and discourse analysis. Through innovating new approaches to
compensate for existing limitations and borrowing strong, relevant approaches from other
disciplines we feel optimistic about the interaction design community’s ability to excel in the face of
coming design challenges.

6.2

Broader insights about design

How we do design is greatly influenced by technology development. Design work can be seen as a
reflective conversation with its material, as famously shown by Donald Schön (1987). Designers are
in conversation with technology (and thus technological development), but it is also important that
they are in conversation with design itself.
As design researchers – researchers interested in design processes as well as in designing – we are
aware of how we go about exploring questions, conducting experiments, and generating insights on
the basis of those experiments. However, even in this description it may be apparent that we are
committed to a certain kind of empirical, descriptive research that follows closely to traditional
understandings of what research is or ought to be. Take a standard definition of research such as “a
careful, systematic search.” In most intellectual communities, the care and systematicity of
research are well understood and agreed upon, but in design research there seem to be fewer
constraints. Even the measures of success are not well defined. What does it mean to do
interaction design research successfully (Fallman & Stolterman, 2010)? Is it the same as doing it
successfully in other fields?
By some measures, the approaches we have taken to conduct research may appear to fall short. For
example, when we conducted our first study of users with conversational agents we did so in order
to get a better sense for the problem space. This is design research with the dual goal of defining a
problem space and understanding users. Using this as a criterion, we see this study as a success since
it inspired us to think about how different conversational agents might provoke different reactions
from users, which motivated our subsequent artifact analysis.
When we conducted our artifact analysis of seven conversational agents, we did so partly as means
to familiarize ourselves with the design landscape. As researchers with an interest in doing design
work, it is imperative that we achieve some understanding of the artefacts in the design space.
Towards this end, designers curate exemplar collections and generate annotated portfolios. As
researchers we have different obligations. We must not only map the landscape of existing artefacts
with an eye towards generating design insights, but we must also create value for the research
community. Thus, we made the decision to develop an analytical framework that could be used to
generate a more abstract model of core constructs that make up conversational agents.
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We are aware that technological developments in some fields of design are examined in depth and
also influential to design practice. But we are convinced that, in some design communities, there is
an inherent resistance to the idea that technology and its development has the power to change
existing traditional and well-developed design practices.
We see this example of the emergence of a new technology (CAs) as a challenge to design research
in general. However, the realization that new technology imposes new requirements on the design
process does not mean that design is being limited or restricted. Instead, in our view it can result in
innovative approaches to designing that may also lead to new ways of presenting findings that do
not adhere to traditional methods of designerly or scholarly communication. By paying serious
attention to developments and changes in the technological field, design research could thus be
seen as a vehicle for research innovation – provoking new ways of understanding what it means to
do research and, in parallel, new ways of understanding what is (or can be) designed.

7

Conclusion

In this paper, we summarized three studies that we have conducted in order to understand how
people interact with conversational agents. These studies include: (1) A study of agents in the wild,
(2) an artefact analysis of conversational agents, and (3) a survey study of 76 users. These studies
inspired us to think about the complex, changing relationship between interaction design
approaches and the rapidly developing CA landscape. Based on this line of thinking, we synthesized a
set of generative insights to strengthen and improve interaction design as it pertains to CAs. These
insights include: (1) interaction design must be observant and willing to change its practice in
relation to changes in its ‘material’ (technology) and (2) in order to accommodate emerging
technologies, design practice must sometimes be altered in order to design new methods of
interaction.
Our aim has been to produce knowledge that is practically applicable and useful for designers.
Complex analytical frameworks and theories for designing conversational agents might be useful,
but design practitioners are constrained by time and other resources to apply such things in their
daily work. However, we have not tested the applicability of our insights in practice yet. This will be
an important next step in our work. We believe that the varied nature of our three studies and the
approach we took to synthesize insights at least has the potential for broad applicability across
design disciplines.
Even though our primary research focus has been on interaction design and its changing technology
we believe that our insights are of broader interest. We see our findings as supporting the idea that
any design practice, in any field, has to pay close attention to technological developments and how
the design ‘material’ in the field may be changing.
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