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Abstract
We develop higher order multipoint flux mixed finite element (MFMFE) methods for solving elliptic problems
on quadrilateral and hexahedral grids that reduce to cell-based pressure systems. The methods are based on
a new family of mixed finite elements, which are enhanced Raviart-Thomas spaces with bubbles that are curls
of specially chosen polynomials. The velocity degrees of freedom of the new spaces can be associated with the
points of tensor-product Gauss-Lobatto quadrature rules, which allows for local velocity elimination and leads to
a symmetric and positive definite cell-based system for the pressures. We prove optimal k-th order convergence
for the velocity and pressure in their natural norms, as well as (k+ 1)-st order superconvergence for the pressure
at the Gauss points. Moreover, local postprocessing gives a pressure that is superconvergent of order (k + 1) in
the full L2-norm. Numerical results illustrating the validity of our theoretical results are included.
AMS Subject Classification: 65N08, 65N12, 65N15, 65N30, 76S05
1 Introduction.
Mixed finite element (MFE) methods [16, 37] are commonly used for modeling of fluid flow and transport, as they
provide accurate and locally mass conservative velocities and robustness with respect to heterogeneous, anisotropic,
and discontinuous coefficients. A disadvantage of the MFE methods in their standard form is that they result in
coupled velocity-pressure algebraic systems of saddle-point type, which restricts the use of efficient iterative solvers.
To address this issue, there has been extensive work on developing modifications of MFE methods that can be
reduced to positive definite systems, such as hybridization [10,16] or relating them to cell-centered finite difference
or finite volume methods. In the latter approach, a common technique is to employ special quadrature rules, also
referred to as mass lumping, that allow for local velocity elimination, resulting in cell-centered pressure systems,
Early works [13,38,44] based on the lowest order Raviart-Thomas (RT0) spaces [36] were limited to two-point flux
approximations, which were not robust for general quadrilateral grids or tensor-valued coefficients. An extension
to higher order RT spaces, as well as the second order Brezzi-Douglas-Fortin-Marini (BDFM2) spaces [16] was
developed in [18], but was also limited to rectangular grids and diagonal tensor coefficients. The expanded MFE
method [6,7] was designed to handle full tensor coefficients and general grids, but suffered from reduced convergence
for problems with discontinuous coefficients.
More recently, a special MFE method, the multipoint flux mixed finite element (MFMFE) method [27, 47] was
developed, which reduces to cell-centered finite differences on quadrilateral, hexahedral and simplicial grids, and
exhibits robust performance for discontinuous full tensor coefficients. The method was motivated by the multipoint
flux approximation (MPFA) method [1–3, 21, 22], which was developed as a finite volume method. Unlike the
MPFA method, the variational formulation of the MFMFE method allows for its complete theoretical study of
well-posedness and convergence. The MFMFE method is based on the lowest order Brezzi-Douglas-Marini (BDM1)
space [14,35] on simplices and quadrilaterals, and an enhanced Brezzi-Douglas-Duran-Fortin (BDDF1) space [15,27]
on hexahedra. The method utilizes the trapezoidal quadrature rule for the velocity mass matrix, which reduces it
to a block-diagonal form with blocks associated with mesh vertices. The velocities can then be easily eliminated,
resulting in a cell-centered pressure system. A similar approach was also presented independently in [17] for simplicial
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grids, and a related formulation based on a broken Raviart-Thomas space was developed in [29, 30]. Motivated by
the work in [30], a nonsymmetric version of the MFMFE method designed to converge on general quadrilateral
and hexahedral grids was developed in [45]. A multiscale mortar MFMFE method on multiple subdomains with
non-matching grids was proposed in [46]. In [33], a local flux mimetic finite difference method was developed
on polyhedral grids, exploring connections to the MFMFE and MPFA methods, see also related work in [28, 40].
Furthermore, on simplicial grids and for problems with full tensor coefficients, using the MPFA principle, it was
shown in [41,42,48] that the RT0 MFE method can be related to a finite volume method with one pressure unknown
per element.
To the best of our knowledge, the aforementioned MPFA and MFMFE methods with theoretical convergence
proofs are limited to the lowest order approximation. In this paper we develop a family of arbitrary order symmetric
MFMFE methods on h2-perturbed quadrilateral and hexahedral grids. The main obstacle in extending the original
lowest order BDM1 and BDDF1 MFMFE methods to higher order is that the degrees of freedom of their higher order
versions cannot be associated with tensor-product quadrature rules. To circumvent this difficulty, we construct a
new family of mixed finite elements fulfilling this requirement. A key of the construction is the finite element exterior
calculus framework [11, 12], which is used in the extension of MFMFE to Hodge Laplace equations [31]. However,
we consider only the two and three dimensional cases with H(div) element in this paper, so no prerequisite of the
exterior calculus language is necessary. The new spaces are enhanced Raviart-Thomas spaces with bubbles that are
curls of specially chosen polynomials, so that each component of the velocity vector is of dimension Qk(Rd) and the
velocity degrees of freedom can be associated with the points of a tensor-product Gauss-Lobatto quadrature rule [4].
The application of this quadrature rule leads to a block-diagonal velocity mass matrix with blocks corresponding to
the nodes associated with the velocity degrees of freedom. This allows for a local elimination of the fluxes in terms
of the pressures from the surrounding elements, either sharing a vertex, or an edge/face. This procedure results in
a symmetric and positive-definite cell-based system for the pressures with a compact stencil, allowing for efficient
solvers to be used. The proposed technique allows for more straightforward and efficient implementation and results
in reduced computational time. We remark that the lowest order version of our new elements has the same number
of degrees of freedom as the elements used in previous MFMFE methods, but they are different elements. This
work is not a direct extension of the previous MFMFE methods to higher order, but a new framework for explicit
construction of higher order MFMFE methods.
We present well-posedness and convergence analysis of the proposed family of higher order methods. To this
end, we establish unisolvency and approximation properties of arbitrary order k of the new family of enhanced
Raviart-Thomas family of spaces. Since we study the symmetric version of the MFMFE method, which relies on
mapping to a reference element via the Piola transformation, the analysis is limited to h2-perturbed parallelograms
or parallelepipeds, similar to the restriction in the lowest order symmetric MFMFE method [27,47]. The convergence
analysis combines MFE analysis tools with quadrature error analysis, using that the Gauss-Lobatto quadrature rule
possesses sufficient accuracy to preserve the order of convergence. We establish convergence of k-th order for the
velocity in the H(div)-norm and the pressure in the L2-norm. We also employ a duality argument to show that the
numerical pressure is (k+1)-st order superconvergent to the L2-projection of the pressure in the finite element space,
which implies superconvergence at the Gauss points. Moreover, we show that a variant of the local postprocessing
developed in [39] results in a pressure that is (k + 1)-st order accurate in the full L2-norm. All theoretical results
are verified numerically.
The rest of the paper is organized as follows. The new family of finite element spaces and the general order
MFMFE methods are developed in Section 2. The error analyses for the velocity and pressure are presented in
Sections 3 and 4, respectively. Numerical experiments are presented in Section 5.
2 Definition of the method.
2.1 Preliminaries.
We consider a second order elliptic PDE written as a system of two first order equations,
u = −K∇p, ∇ · u = f in Ω, (2.1)
p = g on ΓD, u · n = 0 on ΓN , (2.2)
where Ω ⊂ Rd (d = 2, 3) is an open bounded polytopal domain with a boundary ∂Ω = Γ¯D ∪ Γ¯N such that
ΓD ∩ ΓN = ∅, with measure(ΓD) > 0. Here n is the outward unit normal vector field on ∂Ω, and K is symmetric
2
and uniformly positive definite tensor satisfying, for some 0 < k0 < k1 <∞,
k0ξ
T ξ ≤ ξTK(x)ξ ≤ k1ξT ξ, ∀x ∈ Ω, ∀ξ ∈ Rd. (2.3)
In applications related to modeling flow in porous media, p is the pressure, u is the Darcy velocity, and K represents
the permeability tensor divided by the viscosity. The above choice of boundary conditions is made for the sake of
simplicity. More general boundary conditions, including nonhomogeneous full Neumann ones, can also be treated.
Throughout the paper we will use the following standard notation. For a domain G ⊂ Rd, the L2(G) inner
product and norm for scalar and vector valued functions are denoted by (·, ·)G and ‖ · ‖G, respectively. The norms
and seminorms of the Sobolev spaces W s,p(G), s ∈ R, p ≥ 1 are denoted by ‖ · ‖s,p,G and | · |s,p,G, respectively.
Conventionally, the norms and seminorms of Hilbert spaces Hs(G) are denoted by ‖ · ‖s,G and | · |s,G, respectively.
We omit G in the subscript if G = Ω. For a section of the domain or element boundary S ⊂ Rd−1 we write 〈·, ·〉S
and ‖ · ‖S for the L2(S) inner product (or duality pairing) and norm, respectively. For a tensor-valued function M ,
let ‖M‖α = maxi,j ‖Mi,j‖α for any norm ‖M‖α. We will also use the space
H(div; Ω) = {v ∈ L2(Ω,Rd) : ∇ · v ∈ L2(Ω)}
equipped with the norm
‖v‖div =
(‖v‖2 + ‖∇ · v‖2)1/2 .
The weak formulation for (2.1)–(2.2) reads as follows: find (u, p) ∈ V ×W such that(
K−1u, v
)− (p, ∇ · v) = −〈g, v · n〉ΓD , v ∈ V, (2.4)
(∇ · u, w) = (f, w) , w ∈W, (2.5)
where
V = {v ∈ H(div; Ω) : v · n = 0 on ΓN}, W = L2(Ω).
It was shown [16,37] that (2.4) - (2.5) has a unique solution.
2.2 A finite element mapping.
Let Th be a finite element partition of Ω consisting of quadrilaterals in 2d or hexahedra in 3d, where h =
maxE∈Th diam(E). We assume Th to be shape regular and quasi-uniform [22]. For any element E ∈ Th there
exists a bilinear (trilinear) bijection mapping FE : Eˆ → E, where Eˆ = [−1, 1]d is the reference square (cube).
Denote the Jacobian matrix by DFE , and let JE = |det(DFE)|. Denote the inverse mapping by F−1E , its Jacobian
matrix by DF−1E , and let JF−1E = |det(DF
−1
E )|. For xˆ = F−1E (x) we have that
DF−1E (x) = (DFE)
−1(xˆ), JF−1E (x) =
1
JE(xˆ)
.
Denote by rˆi, i = 1, . . . , 2
d, the vertices of Eˆ, where rˆ1 = (0, 0)
T , rˆ2 = (1, 0)
T , rˆ3 = (1, 1)
T , and rˆ4 = (0, 1)
T in
2d, and rˆ1 = (0, 0, 0)
T , rˆ2 = (1, 0, 0)
T , rˆ3 = (1, 1, 0)
T , rˆ4 = (0, 1, 0)
T , rˆ5 = (0, 0, 1)
T , rˆ6 = (1, 0, 1)
T , rˆ7 = (1, 1, 1)
T ,
and rˆ8 = (0, 1, 1)
T in 3d. Let ri, i = 1, . . . , 2
d, be the corresponding vertices of element E. The outward unit
normal vector fields to the facets of E and Eˆ are denoted by ni and nˆi, i = 1, . . . , 2d, respectively, where facet is a
face in 3d or an edge in 2d. The bilinear (trilinear) mapping is given by
FE(rˆ) = r1 + r21xˆ+ r41yˆ + (r34 − r21)xˆyˆ, in 2d, (2.6)
FE(rˆ) = r1 + r21xˆ+ r41yˆ + r51zˆ + (r34 − r21)xˆyˆ + (r65 − r21)xˆzˆ + (r85 − r41)yˆzˆ
+ ((r21 − r34)− (r65 − r78))xˆyˆzˆ, in 3d, (2.7)
where rij = ri − rj . For the 3d case we note that the elements can have nonplanar faces.
Let φˆ(xˆ) be defined on Eˆ, and let φ = φˆ ◦ F−1E . Using the classical formula ∇φ = (DF−1E )T ∇ˆφˆ, it is easy to see
that for any facet ei ⊂ ∂E
ni =
1
Jei
JE(DF
−1
E )
T nˆi, Jei = |JE(DF−1E )T nˆi|Rd , (2.8)
where | · |Rd denotes the Euclidean vector norm in Rd. Another straightforward calculation shows that, for all
element types, the mapping definitions and the shape-regularity and quasi-uniformity of the grids imply that
‖DFE‖0,∞,Eˆ ∼ h, ‖JE‖0,∞,Eˆ ∼ hd, ‖DF−1E ‖0,∞,E ∼ h−1, and ‖JF−1E ‖0,∞,E ∼ h
−d, (2.9)
where the notation a ∼ b means that there exist positive constants c0, c1 independent of h such that c0b ≤ a ≤ c1b.
3
2.3 The Raviart-Thomas mixed finite element spaces.
Let Pk denote the space of polynomials of total degree ≤ k and let Qk denote the space of polynomials of degree
≤ k in each variable. We will make use of the Raviart-Thomas spaces for the construction of the spaces needed for
the proposed method. The RTk spaces are defined for k ≥ 0 on the reference cube as
VˆkRT (Eˆ) =
Qk +QkxˆQk +Qkyˆ
Qk +Qkzˆ
 , Wˆ k(Eˆ) = Qk(Eˆ). (2.10)
The definition on the reference square can be obtained naturally from the one above. It holds that
∇ˆ · VˆkRT (Eˆ) = Wˆ k(Eˆ) and vˆ · nˆeˆ ∈ Qk(eˆ) ∀vˆ ∈ VˆkRT (Eˆ), ∀eˆ ⊂ ∂Eˆ. (2.11)
The projection operator ΠˆkRT : H
1(Eˆ,Rd)→ VˆkRT (Eˆ) satisfies
for k ≥ 0, 〈(qˆ− ΠˆkRT qˆ) · neˆ, pˆ〉eˆ = 0, ∀pˆ ∈ Qk(eˆ),∀eˆ ⊂ ∂Eˆ, (2.12)
for k ≥ 1,
(
ΠˆkRT qˆ− qˆ, pˆ
)
Eˆ
= 0, ∀pˆ ∈

(
Pk−1(xˆ)⊗ Pk(yˆ)
Pk−1(yˆ)⊗ Pk(xˆ)
)
in 2d,Pk−1(xˆ)⊗Qk(yˆ, zˆ)Pk−1(yˆ)⊗Qk(xˆ, zˆ)
Pk−1(zˆ)⊗Qk(xˆ, yˆ)
 in 3d. (2.13)
The Raviart-Thomas spaces on any quadrilateral or hexahedral element E ∈ Th are defined via the transformations
v↔ vˆ : v = 1
JE
DFEvˆ ◦ F−1E , w ↔ wˆ : w = wˆ ◦ F−1E , (2.14)
where the contravariant Piola transformation is used for the velocity space. Under this transformation, the normal
components of the velocity vectors on the facets are preserved. In particular [16],
∀vˆ ∈ VˆkRT (Eˆ), ∀wˆ ∈ Wˆ k(Eˆ), (∇ · v, w)E =
(
∇ˆ · vˆ, wˆ
)
Eˆ
and 〈v · ne, w〉e = 〈vˆ · nˆeˆ, wˆ〉eˆ, (2.15)
which imply
v · ne = 1
Je
vˆ · nˆeˆ, ∇ · v(x) =
(
1
JE
∇ˆ · vˆ
)
◦ F−1E (x). (2.16)
The RTk spaces on Th are given by
VkRT,h =
{
v ∈ V : v|E ↔ vˆ, vˆ ∈ VˆkRT (Eˆ), E ∈ Th
}
,
W kh =
{
w ∈W : w|E ↔ wˆ, wˆ ∈ Wˆ k(Eˆ), E ∈ Th
}
.
(2.17)
Using the Piola transformation, we define a projection operator ΠkRT from V∩H1(Ω,Rd) onto VkRT,h satisfying on
each element
ΠkRTq↔ Π̂kRTq, Π̂kRTq = ΠˆkRT qˆ. (2.18)
Using (2.16), (2.12)-(2.13) and (2.18), it is straightforward to show that ΠkRTq · n is continuous across element
facets, so ΠkRTq ∈ H(div; Ω). Similarly, one can see that ΠkRTq ·n = 0 on ΓN if q ·n = 0 on ΓN , so ΠkRTq ∈ VkRT,h.
Details of these arguments can be found in [9, 16,27,43,47].
2.4 Enhanced Raviart-Thomas finite elements.
In this section we develop a new family of enhanced Raviart-Thomas spaces, which is used in our method. We
present the definitions of shape functions and degrees of freedom and discuss their unisolvency. The idea of the
construction is to enhance the Raviart-Thomas spaces with bubbles that are curls of specially chosen polynomials,
so that each component of the velocity vector is of dimension Qk(Rd) and the velocity degrees of freedom can be
associated with the points of a tensor-product Gauss-Lobatto quadrature rule.
4
2.4.1 Shape functions.
In this subsection we adopt a convention for compact notation that w−1 = 0 for a polynomial variable w unless it is
multiplied by w. For example, it holds that xˆ−1(xˆ, yˆ, xˆ2zˆ)T = (1, 0, xˆzˆ)T . For k ≥ 1 and integers d1, d2, d3, define
Bk1(Eˆ) = span

xˆd1 yˆd2 zˆd30
0
 : 0 ≤ d1, d2, d3 ≤ k, d2 = k or d3 = k
 ,
Bk2(Eˆ) = span

 0xˆd1 yˆd2 zˆd3
0
 : 0 ≤ d1, d2, d3 ≤ k, d1 = k or d3 = k
 ,
Bk3(Eˆ) = span

 00
xˆd1 yˆd2 zˆd3
 : 0 ≤ d1, d2, d3 ≤ k, d1 = k or d2 = k

on the reference element Eˆ. While the above construction was done explicitly in 3d, it translates naturally to 2d
by omitting the zˆ terms. We now define the space Bk as
Bk(Eˆ) =
d⋃
i=1
Bki . (2.19)
It is clear from the above definition that Qk(Eˆ,Rd) = Vˆk−1RT (Eˆ)⊕Bk(Eˆ) in both 2d and 3d.
For qˆ ∈ Bk(Eˆ), we then consider ∇ˆ × (xˆ× qˆ). Here, we use the regular curl and cross product operators in 3d.
The cross product applies to a 2d vector by representing the vector as a 3d one, with zeroed out third component,
resulting in a scalar function, i.e., xˆ × qˆ = xˆq2 − yˆq1 for qˆ = (q1, q2)T . In 2d, ∇ˆ× applies to a scalar function φ
by representing the scalar function as a 3d vector with zero first and second components, and the first and second
components of the result is defined as ∇ˆ×φ, i.e., ∇ˆ×φ = (−∂2φ, ∂1φ)T . Therefore, if qˆ = (q1, 0)T with q1 = xˆa1 yˆa2 ,
∇ˆ × (xˆ× qˆ) = xˆa1−1yˆa2
(
(a2 + 1)xˆ
−a1yˆ
)
.
We are now ready to construct a space isomorphic to Bk(Eˆ), which is better suited for the analysis as well as for
practical implementation. More precisely, we define
B˜ki (Eˆ) = ∇ˆ × (xˆ×Bki (Eˆ)), i = 1, . . . , d, and B˜
k
(Eˆ) = ∪di=1B˜
k
i (Eˆ).
One can check that in 2d,
B˜k1(Eˆ) = span
{
xˆa1−1yˆa2
(
(a2 + 1)xˆ
−a1yˆ
)
: 0 ≤ a1, a2 ≤ k, a2 = k
}
, (2.20)
B˜k2(Eˆ) = span
{
xˆb1 yˆb2−1
( −b2xˆ
(b1 + 1)yˆ
)
: 0 ≤ b1, b2 ≤ k, b1 = k
}
, (2.21)
and in 3d,
B˜k1(Eˆ) = span
xˆa1−1yˆa2 zˆa3
(a2 + a3 + 2)xˆ−a1yˆ
−a1zˆ
 : 0 ≤ a1, a2, a3 ≤ k, a2 = k or a3 = k
 , (2.22)
B˜k2(Eˆ) = span
xˆb1 yˆb2−1zˆb3
 −b2xˆ(b1 + b3 + 2)yˆ
−b2zˆ
 : 0 ≤ b1, b2, b3 ≤ k, b1 = k or b3 = k
 , (2.23)
B˜k3(Eˆ) = span
xˆc1 yˆc2 zˆc3−1
 −c3xˆ−c3yˆ
(c1 + c2 + 2)zˆ
 : 0 ≤ c1, c2, c3 ≤ k, c1 = k or c2 = k
 . (2.24)
We define the enhanced Raviart-Thomas space Vˆk(Eˆ) as
Vˆk(Eˆ) = Vˆk−1RT (Eˆ) + B˜
k
(Eˆ). (2.25)
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Theorem 2.1. The sum (2.25) is a direct sum, i.e., Vˆk(Eˆ) = Vˆk−1RT (Eˆ)⊕B˜
k
(Eˆ), and dim Vˆk(Eˆ) = dimQk(Eˆ,Rd).
Proof. We will prove that the space B˜k(Eˆ) is isomorphic to Bk(Eˆ). It suffices to show that the map qˆ 7→ ∇ˆ×(xˆ×qˆ)
is injective on Bk(Eˆ). To see it, suppose that a linear combination of the elements of (2.22)-(2.24) is zero. Note
that all elements in each space of (2.22)-(2.24) have distinct polynomials degrees. Therefore, for a component of
fixed degrees of xˆ, yˆ, zˆ in the linear combination, only one element of each space is used to generate the component.
This implies that
αxˆa1−1yˆa2 zˆa3
(a2 + a3 + 2)xˆ−a1yˆ
−a1zˆ
+ βxˆb1 yˆb2−1zˆb3
 −b2xˆ(b1 + b3 + 2)yˆ
−b2zˆ
+ γxˆc1 yˆc2 zˆc3−1
 −c3xˆ−c3yˆ
(c1 + c2 + 2)zˆ
 = 0,
with some coefficients α, β, γ and
a1 = b1 + 1 = c1 + 1, b2 = a2 + 1 = c2 + 1, c3 = a3 + 1 = b3 + 1. (2.26)
We will prove that α = β = γ = 0. If a2 = k, then β = 0 due to 0 ≤ ai, bi, ci ≤ k and (2.26). Comparing the
components of the above equation, we have
−αa1 − γ(a3 + 1) = 0, −αa1 + γ(a1 + a2 + 1) = 0,
and therefore α = γ = 0. Similarly, γ = 0 if a3 = k due to (2.26), and a similar argument gives
−αa1 − β(a3 + 1) = 0, −αa1 + β(a1 + a2 + 1) = 0,
which results in α = β = 0. Since this argument holds for any component of the same polynomial degrees, the map
qˆ 7→ ∇ˆ × (xˆ × qˆ) is injective on Bk(Eˆ), and therefore it is an isomorphism from Bk(Eˆ) to B˜k(Eˆ). This implies
that the monomials in (2.20)–(2.21) and (2.22)–(2.24) form a basis of B˜k(Eˆ). Note that every element of B˜ki (Eˆ) in
(2.20)–(2.24) contains at least one entry with a variable of degree k+ 1, therefore Vˆk−1RT (Eˆ)∩ B˜
k
(Eˆ) = {0}, i.e., the
sum (2.25) is a direct sum. This implies that dim Vˆk(Eˆ) = dimQk(Eˆ,Rd).
2.4.2 Degrees of freedoms and unisolvency.
Using the definition (2.25) of Vˆk(Eˆ) and the definitions of Vˆk−1RT (Eˆ) and B˜
k
(Eˆ), we have that for qˆ ∈ Vˆk(Eˆ),
in 2d: q1 ∈ Pk+1(xˆ)⊗ Pk(yˆ), q2 ∈ Pk+1(yˆ)⊗ Pk(xˆ),
in 3d: q1 ∈ Pk+1(xˆ)⊗Qk(yˆ, zˆ), q2 ∈ Pk+1(yˆ)⊗Qk(xˆ, zˆ), q3 ∈ Pk+1(zˆ)⊗Qk(xˆ, yˆ).
For the degrees of freedom of Vˆk we consider the following moments:
for k ≥ 1, qˆ 7→
∫
eˆ
qˆ · nˆeˆ pˆ, ∀pˆ ∈ Qk(eˆ),∀eˆ ∈ ∂Eˆ, (2.27)
for k ≥ 2, qˆ 7→
∫
Eˆ
qˆ · pˆ, ∀pˆ ∈

(
Pk−2(xˆ)⊗ Pk(yˆ)
Pk−2(yˆ)⊗ Pk(xˆ)
)
in 2d,Pk−2(xˆ)⊗Qk(yˆ, zˆ)Pk−2(yˆ)⊗Qk(xˆ, zˆ)
Pk−2(zˆ)⊗Qk(xˆ, yˆ)
 in 3d. (2.28)
The number of degrees of freedom given by (2.27) and (2.28) are 2d(k+1)d−1 and d(k−1)(k+1)d−1, respectively.
Therefore the total number of DOFs is d(k+ 1)d, which is same as the dimQk(Eˆ,Rd). We notice, that similarly to
classical mixed finite elements such as the Raviart-Thomas or Brezzi-Douglas-Marini families of elements, the first
set of moments (2.27) stands for facet DOFs, which will be required to be continuous across the facet. The second
set of moments (2.28) represents interior DOFs, and no continuity requirements will be imposed on these. These
new elements can be viewed as the Raviart-Thomas family with added bubbles, which are curls of specially chosen
polynomials.
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Theorem 2.2. Let Vˆk(Eˆ) be defined as in (2.25). For vˆ ∈ Vˆk(Eˆ) suppose that the evaluations of DOFs (2.27)
and (2.28) are all zeros. Then vˆ = 0.
Proof. Without loss of generality, we present the proof for Eˆ = [−1, 1]d. We prove the theorem in 3d, while the 2d
result can be obtained in the same manner. From the definition of shape functions of Vˆk(Eˆ), vˆ · nˆeˆ ∈ Qk(eˆ) for a
face eˆ of Eˆ. Therefore, vanishing DOFs (2.27) imply that
vˆ =
v1v2
v3
 =
(1− xˆ2)v˜1(xˆ, yˆ, zˆ)(1− yˆ2)v˜2(xˆ, yˆ, zˆ)
(1− zˆ2)v˜3(xˆ, yˆ, zˆ)
 , (2.29)
with
v˜1 ∈ Pk−1(xˆ)⊗Qk(yˆ, zˆ), v˜2 ∈ Pk−1(yˆ)⊗Qk(xˆ, zˆ), v˜3 ∈ Pk−1(zˆ)⊗Qk(xˆ, yˆ).
In addition, the vanishing DOFs (2.28) further reduce v˜i, i = 1, 2, 3, to
v˜1 = L
k−1
w (xˆ)w1(yˆ, zˆ), v˜2 = L
k−1
w (yˆ)w2(xˆ, zˆ), v˜3 = L
k−1
w (zˆ)w3(xˆ, yˆ), (2.30)
where w1 ∈ Qk(yˆ, zˆ), etc., and Lk−1w (t) is the monic polynomial of degree k − 1 on [−1, 1] orthogonal to Pk−2(t)
with weight (1− t2). Since all monomials in Vˆk(Eˆ) are of degree ≤ 3k, yˆkzˆk is not contained in w1(yˆ, zˆ). Similar
statements hold with zˆkxˆk, xˆkyˆk and w2(xˆ, zˆ), w3(xˆ, yˆ), respectively. Therefore we can write
w1(yˆ, zˆ) = yˆ
kp1(zˆ) + zˆ
kq1(yˆ) + w˜1(yˆ, zˆ), p1 ∈ Pk−1(zˆ), q1 ∈ Pk−1(yˆ), w˜1(yˆ, zˆ) ∈ Qk−1(yˆ, zˆ),
and similar expressions are available for w2 and w3. If p1 6= 0, v1 has monomials with factor xˆk+1yˆk. From the forms
of B˜ki (Eˆ), i = 1, 2, 3, this can be obtained only from a linear combination of elements in B˜
k
3(Eˆ) with c1 = c2 = k.
However, a linear combination of elements in B˜k3(Eˆ) which gives xˆk+1yˆkp1(zˆ) in the first component also has the
third component −(2k + 2)xˆkyˆkP1(zˆ) where P1(zˆ) is the anti-derivative of p1(zˆ) with P1(0) = 0. All terms in v3
having xˆkyˆk as a factor are obtained only from B˜k3(Eˆ). Furthermore, v3 does not contain any terms with factor
xˆkyˆk due to the form of w3 we discussed, therefore P1 = 0 and p1 = 0 as well. Applying a similar argument we can
conclude that q1 = 0, so w1 ∈ Qk−1(yˆ, zˆ). In addition, we can show that w2 ∈ Qk−1(xˆ, zˆ) and w3 ∈ Qk−1(xˆ, yˆ) by
similar arguments.
We now claim that ∇ · vˆ = 0. First, ∇ · vˆ ∈ Qk−1(Eˆ) holds from the definition of the shape functions. Then
the Green’s identity and the vanishing DOFs assumption give∫
Eˆ
∇ · vˆq dxˆ =
∫
∂Eˆ
vˆ · n q dsˆ−
∫
Eˆ
vˆ · ∇q dxˆ = 0 (2.31)
for any q ∈ Qk−1(Eˆ). In particular q = ∇ · vˆ gives ∇ · vˆ = 0. From the expression of vˆ in (2.30),
0 = ∇ · vˆ = L˜k(xˆ)w1(yˆ, zˆ) + L˜k(yˆ)w2(xˆ, zˆ) + L˜k(zˆ)w3(xˆ, yˆ)
where L˜k(t) = ddt ((1− t2)Lk−1w (t)). For 0 ≤ i ≤ k − 1, note that∫ 1
−1
L˜k(t)ti dt = −i
∫ 1
−1
(1− t2)Lk−1w (t)ti−1 dt = 0
by integration by parts and the definition of Lk−1w . From this observation we can obtain
0 =
∫
Eˆ
(∇ · vˆ)L˜k(xˆ)w1(yˆ, zˆ) dxˆ =
∫
Eˆ
(L˜k(xˆ)w1(yˆ, zˆ))
2 dxˆ,
which implies w1 = 0. We can conclude w2 = w3 = 0 with similar arguments, therefore vˆ = 0.
2.4.3 Mixed finite element spaces.
For k ≥ 1, consider the pair of mixed finite element spaces Vˆk(Eˆ)× Wˆ k−1(Eˆ), recalling that
Vˆk(Eˆ) = Vˆk−1RT (Eˆ)⊕ B˜
k
(Eˆ), Wˆ k−1(Eˆ) = Qk−1(Eˆ).
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Note that the construction of Vˆk(Eˆ) and (2.11) imply that
∇ˆ · Vˆk(Eˆ) = Wˆ k−1(Eˆ), and ∀vˆ ∈ Vˆk(Eˆ), ∀eˆ ⊂ ∂Eˆ, vˆ · nˆeˆ ∈ Qk(eˆ). (2.32)
Recall also that dimVˆk(Eˆ) = dimQk(Eˆ,Rd) = d(k + 1)d and that its degrees of freedom are the moments (2.27)
and (2.28). We consider an alternative definition of degrees of freedom involving the values of vector components
at the Gauss-Lobatto quadrature points; see Figure 1, where filled arrows indicate the facet degrees of freedom
for which continuity across facets is required, and unfilled arrows represent the ”interior” degrees of freedom, local
to each element. We have omitted some of the degrees of freedom from the backplane of the cube for clarity of
visualization. This choice gives certain orthogonalities for the Gauss-Lobatto quadrature rule which we will discuss
in details in the forthcoming subsections.
(a) Vˆ3(Eˆ) in 2d (b) Vˆ2(Eˆ) in 3d
Figure 1: Degrees of freedom of the enhanced Raviart-Thomas elements
The unisolvency of the enhanced Raviart-Thomas spaces shown in the previous section implies the existence of
a unique projection operator Πˆk∗ : H
1(Eˆ,Rd)→ Vˆk(Eˆ) such that
for k ≥ 1, 〈(Πˆk∗qˆ− qˆ) · neˆ, pˆ〉eˆ = 0, ∀eˆ ⊂ ∂Eˆ, ∀pˆk ∈ Qk(eˆ), (2.33)
for k ≥ 2,
(
Πˆk∗qˆ− qˆ, pˆ
)
Eˆ
= 0, ∀pˆ ∈

(
Pk−2(xˆ)⊗ Pk(yˆ)
Pk−2(yˆ)⊗ Pk(xˆ)
)
in 2d,Pk−2(xˆ)⊗Qk(yˆ, zˆ)Pk−2(yˆ)⊗Qk(xˆ, zˆ)
Pk−2(zˆ)⊗Qk(xˆ, yˆ)
 in 3d. (2.34)
The Green’s identity (2.31) together with (2.33) and (2.34) implies that(
∇ˆ · (Πˆk∗qˆ− qˆ), wˆ
)
Eˆ
= 0, ∀wˆ ∈ Wˆ k−1(Eˆ). (2.35)
Using (2.15), the above implies that(∇ · (Πk∗q− q), w)E = 0, ∀w ∈W k−1(E). (2.36)
Let Vkh ×W k−1h be the pair of enhanced Raviart-Thomas spaces on Th defined as in (2.17) and the projection
operator Πk∗ from V ∩H1(Ω,Rd) onto Vkh be defined via the Piola transformation as in (2.18).
Lemma 2.1. There exists a positive constant β, independent of h, such that
inf
w∈Wk−1h
sup
q∈Vkh
(∇ · q, w)
‖w‖‖q‖div ≥ β. (2.37)
Proof. We consider the auxiliary problem
∇ ·ψ = w in Ω, ψ = g on ∂Ω, (2.38)
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where g ∈ H1/2(∂Ω,Rd) is constructed such that it satisfies ∫
∂Ω
g ·n = ∫
Ω
w and g ·n = 0 on ΓN . More specifically,
we choose g = (
∫
∂Ω
w)φn, where φ ∈ C0(∂Ω) is such that ∫
∂Ω
φ = 1 and φ = 0 on ΓN . Clearly, such construction
implies ‖g‖1/2,∂Ω ≤ C‖w‖. It is known [25] that the problem (2.38) has a solution satisfying
‖ψ‖1 ≤ C
(‖w‖+ ‖g‖1/2,∂Ω) ≤ C‖w‖. (2.39)
As the solution ψ is regular enough, Πk∗ψ is well defined. Using (2.36), the choice q = Π
k
∗ψ ∈ Vkh yields
(∇ · q, w) = (∇ ·Πk∗ψ, w) = (∇ ·ψ, w) = ‖w‖2.
We complete the proof by exploiting the continuity bound ‖Πk∗ψ‖div ≤ C‖ψ‖1, which is stated in (3.22) below.
We also note that since Vk−1RT,h ⊂ Vkh, it follows from the definition of ΠkRT that
∇ · v = ∇ ·Πk−1RT v, ∀v ∈ Vkh, (2.40)
‖Πk−1RT v‖ ≤ C‖v‖, ∀v ∈ Vkh. (2.41)
2.5 Quadrature rule.
We next present the quadrature rule for the velocity bilinear form, which is designed to allow for local velocity
elimination around finite element nodes. We perform the integration on any element by mapping to the reference
element Eˆ. The quadrature rule is defined on Eˆ. We have for q, v ∈ Vkh,∫
E
K−1q · v dx =
∫
Eˆ
Kˆ−1
1
JE
DFEqˆ · 1
JE
DFEvˆ JEdxˆ =
∫
Eˆ
1
JE
DFTE Kˆ
−1DFEqˆ · vˆ dxˆ ≡
∫
Eˆ
K−1qˆ · vˆ dxˆ,
where
K = JEDF−1E Kˆ(DF−1E )T . (2.42)
It is straightforward to show that (2.3) and (2.9) imply that
‖K‖0,∞,Eˆ ∼ hd−2‖K‖0,∞,E , ‖K−1‖0,∞,Eˆ ∼ h2−d‖K−1‖0,∞,E . (2.43)
Let Ξk := {ξk(i)}ki=0 and Λk := {λk(i)}ki=0 be the points and weights of the Gauss-Lobatto quadrature rule on
[−1, 1]. If k is clear in context, we use (p, q)Q to denote the evaluation of Gauss-Lobatto quadrature with k + 1
points for (p, q). We also define
pˆi := (ξk(i1), ..., ξk(id)), wk(i) := λk(i1) · · ·λk(id) for i ∈ Ik ≡ {(i1, ..., id), ij ∈ {0, ..., k}}. (2.44)
For the method of order k, the quadrature rule is defined on an element E as follows(
K−1q, v
)
Q,E
≡ (K−1qˆ, vˆ)
Qˆ,Eˆ
≡
∑
i∈Ik
wk(i)K−1(pˆi)qˆ(pˆi) · vˆ(pˆi). (2.45)
The global quadrature rule can then be defined as(
K−1q, v
)
Q
≡
∑
E∈Th
(
K−1q, v
)
Q,E
.
Note that the method in the lowest order case k = 1 is very similar in nature to the one developed in [27, 47],
although we use different finite element spaces.
We next show that the evaluation at the tensor-product quadrature points is a set of DOFs of Vˆk(Eˆ), so the
bilinear form with the quadrature is not degenerate.
Lemma 2.2. For p ∈ Qk(Eˆ), if the evaluations of p vanish at all the quadrature nodes of the tensor product
Gauss–Lobatto rules on Eˆ, then p = 0.
The above statement is obvious, because the evaluations at the tensor product quadrature nodes become a set
of DOFs of Qk(Eˆ).
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Lemma 2.3. For qˆ ∈ Vˆk(Eˆ), if qˆ(pˆi) = 0 for all pˆi in (2.44), then qˆ = 0.
Proof. Without loss of generality, we present the proof for Eˆ = [−1, 1]d. It suffices to show that the vanishing
quadrature evaluation assumption implies that the moments in (2.27) and (2.28) vanish. Since qˆ ·ne ∈ Qk(e) ∀ e ⊂
∂Eˆ, the vanishing quadrature assumption for nodes on e implies that qˆ · ne = 0. Therefore the moments in (2.27)
vanish and qˆ is reduced to the form in (2.29), i.e.,
qˆ =
q1q2
q3
 =
(1− xˆ2)q˜1(xˆ, yˆ, zˆ)(1− yˆ2)q˜2(xˆ, yˆ, zˆ)
(1− zˆ2)q˜3(xˆ, yˆ, zˆ)
 ,
with
q˜1 ∈ Pk−1(xˆ)⊗Qk(yˆ, zˆ), q˜2 ∈ Pk−1(yˆ)⊗Qk(xˆ, zˆ), q˜3 ∈ Pk−1(zˆ)⊗Qk(xˆ, yˆ).
We want to show that all moments (2.28) of qˆ are zeros. To do it, we first express q˜1 as
q˜1 =
k−1∑
j=0
Ljw(xˆ)rj(yˆ, zˆ), rj(yˆ, zˆ) ∈ Qk(yˆ, zˆ), (2.46)
where Ljw is the Legendre polynomial of degree j with weight (1− xˆ2) as before. For fixed yˆ and zˆ, let us consider
the Gauss-Lobatto quadrature of q1v along xˆ with v ∈ Pk−2(xˆ). For fixed values of yˆ and zˆ, q1 is a polynomial of
degree ≤ k + 1, so this quadrature evaluation of q1v equals the integration of q1v in xˆ with the fixed yˆ and zˆ. In
particular, if v = Lmw (xˆ), 0 ≤ m ≤ k − 2, yˆ = ξk(i), zˆ = ξk(j), then the vanishing quadrature assumption and the
expression of q˜1 in (2.46) give
0 =
k∑
l=0
λk(l)q1(ξk(l), ξk(i), ξk(j))v(ξk(l)) =
∫ 1
−1
q1(xˆ, ξk(i), ξk(j))v(xˆ)) dxˆ =
∫ 1
−1
(1− xˆ2)(Lmw (xˆ))2rm(ξk(i), ξk(j)).
This implies that rm(yˆ, zˆ) = 0 for any yˆ = ξk(i), zˆ = ξk(j), 0 ≤ i, j ≤ k if 0 ≤ m ≤ k − 2, and therefore rm = 0
for 0 ≤ m ≤ k − 2 by Lemma 2.2. As a consequence, q1 = (1− xˆ2)Lk−1w (xˆ)rk−1(yˆ, zˆ) with rk−1 ∈ Qk(yˆ, zˆ) and its
evaluations at the DOFs given by the first component in (2.28) vanish. We can derive similar results for q2 and q3,
i.e., qˆ gives only vanishing moments for the DOFs (2.28). We can conclude that qˆ = 0 by the same argument as in
the previous proof of unisolvency.
The above result allows us to define a set of DOFs of Vˆk(Eˆ) as the evaluations of the vectors at the tensor-
product quadrature points pˆi, i ∈ Ik. Examples were given in Figure 1. Recall that for points on ∂Eˆ, some of
the vector components are facet degrees of freedom for which continuity across facets is required, while some are
”interior” degrees of freedom, local to each element. For convenience of notation, denote the set of points pˆi by
pˆi, i = 1, . . . , nk, nk = (k + 1)
d. Any vector qˆ(pˆi) at the node pˆi is uniquely determined by its d components
evaluated at this node. Since we chose the Gauss-Lobatto (or trapezoid, when k = 1) quadrature points for the
construction of the velocity degrees of freedom, we are guaranteed to have d orthogonal DOFs associated with each
node (quadrature point) pˆi, and they uniquely determine the nodal vector qˆ(pˆi). More precisely,
qˆ(pˆi) =
d∑
j=1
(qˆ · nˆij)(pˆi)nˆij , (2.47)
where nˆij , j = 1, . . . , d, are the outward unit normal vectors to the d hyperplanes of dimension (d−1) that intersect
at pˆi, each one parallel to one of the three mutually orthogonal facets of the reference element. Denote the velocity
basis functions associated with pˆi by vˆij , j = 1, . . . , d, i.e.,
(vˆij · nˆij)(pˆi) = 1, (vˆij · nˆim)(pˆi) = 0, m 6= j, and (vˆij · nˆlm)(pˆl) = 0, l 6= i, m = 1, . . . , d. (2.48)
The quadrature rule (2.45) couples only d basis functions associated with a node. For example, in 3d, for any node
i = 1, . . . , nk, (K−1vˆi1, vˆi1)Qˆ,Eˆ = K−111 (pˆi)wk(i), (K−1vˆi1, vˆi2)Qˆ,Eˆ = K−121 (pˆi)wk(i),(K−1vˆi1, vˆi3)Qˆ,Eˆ = K−131 (pˆi)wk(i), (K−1vˆi1, vˆmj)Qˆ,Eˆ = 0 ∀mj 6= i1, i2, i3. (2.49)
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By mapping back (2.45) to the physical element E, we obtain
(
K−1q, v
)
Q,E
=
nk∑
i=1
JE(pˆi)wk(i)K
−1(pi)q(pi) · v(pi). (2.50)
Denote the element quadrature error by
σE
(
K−1q, v
) ≡ (K−1q, v)
E
− (K−1q, v)
Q,E
, (2.51)
and define the global quadrature error by σ
(
K−1q, v
) ∣∣
E
= σE
(
K−1q, v
)
. Similarly, denote the quadrature error
on the reference element by
σˆE
(K−1qˆ, vˆ) ≡ (K−1qˆ, vˆ)
Eˆ
− (K−1qˆ, vˆ)
Qˆ,Eˆ
. (2.52)
The following lemma will be used to bound the quadrature error.
Lemma 2.4. For any qˆ ∈ Vˆk(Eˆ) and for any k ≥ 1,(
qˆ− Πˆk−1RT qˆ, vˆ
)
Qˆ,Eˆ
= 0, for all vectors vˆ ∈ Qk−1(Eˆ,Rd). (2.53)
Proof. Without loss of generality, we present the proof for Eˆ = [−1, 1]d. We show a detailed proof only for the
3d case because the 2d case is similar. Let vi, i = 1, 2, 3 be the i-th component of qˆ − Πˆk−1RT qˆ. Considering the
expression v1 with the basis of Legendre polynomials, the definition of shape functions in Vˆ
k(Eˆ) and the constraints
from (2.13) yield that v1 has the form
v1 = L
k−1(xˆ)p1(yˆ, zˆ) + Lk(xˆ)q1(yˆ, zˆ) + Lk+1(xˆ)r1(yˆ, zˆ) + Lk(yˆ)u1(xˆ, zˆ) + Lk(zˆ)w1(xˆ, yˆ) (2.54)
where Li is the standard i-th Legendre polynomial as before, p1, q1, r1 ∈ Qk−1(yˆ, zˆ),
u1 ∈ Pk+1(xˆ)⊗ Pk−1(zˆ) +Qk(xˆ, zˆ), w1 ∈ Pk+1(xˆ)⊗ Pk−1(yˆ) +Qk(xˆ, yˆ). (2.55)
From (2.12), the restrictions of v1 on xˆ = −1 and on xˆ = 1 are orthogonal to Qk−1(yˆ, zˆ), and it gives two equations
p1 + q1 + r1 = 0, p1 − q1 + r1 = 0, (2.56)
therefore q1 = 0 and r1 = −p1. A similar argument can be applied to v2 and v3. In summary, we have
v1 = (L
k−1(xˆ)− Lk+1(xˆ))p1(yˆ, zˆ) + Lk(yˆ)u1(xˆ, zˆ) + Lk(zˆ)w1(xˆ, yˆ), (2.57)
v2 = (L
k−1(yˆ)− Lk+1(yˆ))p2(zˆ, xˆ) + Lk(zˆ)u2(xˆ, yˆ) + Lk(xˆ)w2(yˆ, zˆ), (2.58)
v3 = (L
k−1(zˆ)− Lk+1(zˆ))p3(xˆ, yˆ) + Lk(xˆ)u3(yˆ, zˆ) + Lk(yˆ)w3(yˆ, zˆ), (2.59)
where u2, u3, w2, w3 belong to polynomial spaces similar to the spaces in (2.55) with variable permutation. To
prove (v1, q)Qˆ,Eˆ = 0 for q ∈ Qk−1(Eˆ), we will show
((Lk−1(xˆ)− Lk+1(xˆ))p1(yˆ, zˆ), q)Qˆ,Eˆ = 0, (Lk(yˆ)u1(xˆ, zˆ), q)Qˆ,Eˆ = 0, (Lk(zˆ)w1(xˆ, yˆ), q)Qˆ,Eˆ = 0. (2.60)
For the first equality, recall that the quadrature points of the Gauss-Lobatto rules are the two endpoints and the
zeros of ddtL
k(t) in [−1, 1]. It is clear that Lk−1 − Lk+1 vanishes at the two endpoints. In addition, Lk−1 − Lk+1
vanishes at the zeros of ddtL
k(t) in [−1, 1] from the identities
(k + 1)(Lk+1 − Lk−1)(t) = (2k + 1)(tLk(t)− Lk−1(t)) = (2k + 1) t
2 − 1
k
d
dt
Lk(t).
Therefore, the first equality in (2.60) holds. To prove the second equality in (2.60), let us consider a restriction
of the tensor product Gauss-Lobatto rule for fixed quadrature points of xˆ and zˆ. For fixed xˆ and zˆ, the product
Lk(yˆ)u1(xˆ, zˆ)q(xˆ, yˆ, zˆ) is a polynomial in yˆ of degree at most 2k−1, so evaluation of Lk(yˆ)u1(xˆ, zˆ)q(xˆ, yˆ, zˆ) with the
restricted Gauss-Lobatto rule is the same as the integration of the function in yˆ. However, this integration in yˆ is
zero because Lk(yˆ) and q ∈ Qk−1(xˆ, yˆ, zˆ) are orthogonal. Since (·, ·)Qˆ,Eˆ is a sum of these restricted Gauss-Lobatto
rules, (Lk(yˆ)u1(xˆ, zˆ), q)Qˆ,Eˆ = 0. The third equality in (2.60) follows from the same argument as the second equality.
Finally, the same argument can be used for v2 and v3, so the assertion is proved.
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2.6 The k-th order MFMFE method.
We first define an appropriate projection to be used in the method for the Dirichlet boundary data g. This is
necessary for optimal approximation of the boundary condition term. Moreover, the numerical tests suggest that
this is not a purely theoretical artifact, as without the projection we indeed see a deterioration in the rates of
convergence. For a facet eˆ ∈ ∂Eˆ, let Rˆk−1eˆ be the L2(eˆ)-orthogonal projection onto Qk−1(eˆ), satisfying for any
φˆ ∈ L2(eˆ),
〈φˆ− Rˆk−1eˆ φˆ, wˆ〉eˆ = 0 ∀ wˆ ∈ Qk−1(eˆ).
Let Rk−1h : L2(∂Ω) → W k−1h |∂Ω be such that for any φ ∈ L2(∂Ω), Rk−1h φ = Rˆk−1eˆ φˆ ◦ F−1E on all e ∈ ∂Ω. Recall
that, c.f. (2.11), if vˆ ∈ Vˆk−1RT (Eˆ), then vˆ · nˆeˆ ∈ Qk−1(eˆ) for all eˆ ⊂ ∂Eˆ. Then, using (2.12) and (2.15), we have that
∀φ ∈ L2(∂Ω), 〈φ−Rk−1h φ, v · n〉∂Ω = 0 ∀v ∈ Vˆk−1RT (Eˆ) (2.61)
and
∀v ∈ H1(Ω,Rd), 〈(v −Πk−1RT v) · n, Rk−1h φ〉∂Ω = 0 φ ∈ L2(∂Ω). (2.62)
The method is defined as follows: find (uh, ph) ∈ Vkh ×W k−1h , where k ≥ 1, such that(
K−1uh, v
)
Q
− (ph, ∇ · v) = −〈Rk−1h g, v · n〉ΓD , v ∈ Vkh, (2.63)
(∇ · uh, w) = (f, w) , w ∈W k−1h . (2.64)
Following the terminology from [27, 47] we call the method (2.63)-(2.64) a k-th order MFMFE method, due to its
relation to the MPFA scheme.
In order to prove that the method stated above has a unique solution, we first present several useful results.
Lemma 2.5. If E ∈ Th and q ∈ L2(E,Rd), then
‖q‖E ∼ h
2−d
2 ‖qˆ‖Eˆ . (2.65)
Proof. The statement of the lemma follows from (2.14):∫
E
q · q dx =
∫
Eˆ
1
JE
DFEqˆ · 1
JE
DFEqˆ JEdxˆ,∫
Eˆ
qˆ · qˆ dxˆ =
∫
E
1
JF−1E
DF−1E q ·
1
JF−1E
DF−1E q JF−1E dx,
and bounds (2.9).
Lemma 2.6. The bilinear form
(
K−1q, v
)
Q
is an inner product on Vkh and
(
K−1q, q
)1/2
Q
is a norm in Vkh
equivalent to ‖ · ‖.
Proof. Let q ∈ Vkh be given on an element E as q =
∑nk
i=1
∑d
j=1 qijvij . Using (2.3), (2.9), (2.50), and the basis
property (2.48), we obtain
(
K−1q, q
)
Q,E
=
nk∑
i=1
JE(pˆi)wk(i)K
−1(pi)q(pi) · q(pi) ≥ Chd
nk∑
i=1
d∑
j=1
q2ij .
On the other hand,
‖q‖2E =
 nk∑
i=1
d∑
j=1
qijvij ,
nk∑
k=1
d∑
l=1
qklvkl
 ≤ Chd nk∑
i=1
d∑
j=1
q2ij .
Hence, (
K−1q, q
)
Q
≥ C‖q‖2, (2.66)
12
and due to the linearity and symmetry, we conclude that
(
K−1q, v
)
Q
is an inner product and
(
K−1q, q
)1/2
Q
is a
norm in Vkh. Using (2.3),(2.43) (2.45), (2.65), and the equivalence of norms on Eˆ, we obtain(
K−1q, q
)
Q,E
=
∑
i∈Ik
wk(i)K−1(pˆi)qˆ(pˆi) · qˆ(pˆi) ≤ Ch2−d‖qˆ‖2Eˆ ≤ C‖q‖2E . (2.67)
Combining (2.66) and (2.67) results in the equivalence of norms
c0‖q‖ ≤
(
K−1q, q
)1/2
Q
≤ c1‖q‖. (2.68)
We now proceed with the solvability of the method (2.63)-(2.64).
Theorem 2.3. The k-th order MFMFE method (2.63)-(2.64) has a unique solution for any k ≥ 1.
Proof. Since (2.63)-(2.64) is a square system, it is enough to prove uniqueness of the solution. Letting f = 0, g = 0
and choosing v = uh and w = ph, one immediately obtains
(
K−1uh, uh
)
Q
= 0, which yields uh = 0 due to (2.68).
Next, we use the inf-sup condition (2.37) to obtain
‖ph‖ ≤ C sup
q∈Vkh
(∇ · q, ph)
‖q‖div = supq∈Vkh
(
K−1uh, q
)
Q
‖q‖div = 0
and thus ph = 0, which concludes the proof of the theorem.
2.7 Reduction to a pressure system and its stencil.
In this section we describe how the MFMFE method reduces to a system for the pressures by local velocity
elimination. Recall that the DOFs of Vˆk(Eˆ) are chosen as the d vector components at the tensor-product Gauss-
Lobatto quadrature points, see Figure 1. As a result, in the velocity mass matrix obtained from the bilinear form
(K−1uh,v), the d DOFs associated with a quadrature point in an element E are completely decoupled from other
DOFs in E, see (2.49). Due to the continuity of normal components across facets, there are couplings with DOFs
from neighboring elements. We distinguish three types of velocity couplings. The first involves localization of
degrees of freedom around each vertex in the grid. Only this type occurs in the lowest order case k = 1, similar to
the previously developed lowest order MFMFE method [27, 47]. The number of DOFs that are coupled around a
vertex equals the number of facets nv that share the vertex. For example, on logically rectangular grids, nv = 12
(faces) in 3d and nv = 4 (edges) in 2d. The second type of coupling is around nodes located on facets, but not
at vertices. In 2d, these are edge DOFs. The number of coupled DOFs is three - one normal to the edge, which
is continuous across the edge, and two tangential to the edge, one from each of the two neighboring elements. In
3d, there are two cases to consider for this type of coupling. One case is for nodes located on faces, but not on
edges. In this case the number of coupled DOFs is five - one normal to the face, which is continuous across the
face, and four tangential to the face, two from each of the two neighboring elements. The second case in 3d is for
nodes located on edges, but not at vertices. Let ne be the number of elements that share the edge, which also
equals the number of faces that share the edge. In this case the number of coupled DOFs is 2ne. These include ne
DOFs normal to the ne faces, which are continuous across the faces, and ne DOFs tangential to the edge, one per
each of the ne neighboring elements. For example, on logically rectangular grids, ne = 4, resulting in eight coupled
DOFs. Finally, the third type of coupling involves nodes interior to the elements, in which case only the d DOFs
associated with the node are coupled.
Due to the localization of DOF interactions described above, the velocity mass matrix obtained from the bilinear
form (K−1uh,v), is block-diagonal with blocks associated with the Gauss-Lobatto quadrature points. In particular,
in 2d, there are nv ×nv blocks at vertices (nv is the number of neighboring edges), 3× 3 blocks at edge points, and
2× 2 blocks at interior points. In 3d, there are nv × nv blocks at vertices (nv is the number of neighboring faces),
2ne × 2ne blocks at edge points (ne is the number of neighboring elements), 5× 5 blocks at face points, and 3× 3
blocks at interior points.
Proposition 2.1. The local matrices described above are symmetric and positive definite.
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Proof. For any quadrature point, the local matrix is obtained by taking v = v1, . . . ,vm in (2.63), where vi are the
velocity basis functions associated with that point. We have
(
K−1uh, vi
)
Q
=
m∑
j=1
uj
(
K−1vj , vi
) ≡ m∑
j=1
aijuj , i = 1, . . . ,m.
Using Lemma 2.6 we conclude that the matrix M = {aij} is symmetric and positive definite.
The block-diagonal structure of the velocity mass matrix allows for local velocity elimination. In particular,
solving the local linear systems resulting from (2.63) allows us to express the associated velocities in terms of the
pressures from the neighboring elements and boundary data. This implies that the method reduces the saddle-point
problem to an element-based pressure system.
Lemma 2.7. The pressure system resulting from (2.63)-(2.64) using the procedure described above is symmetric
and positive definite.
Proof. The proof follows from the argument presented in Proposition 2.8 in [47]. We present it here for the sake
of completeness. Denoting the bases of Vkh and W
k−1
h by {vi} and {wi}, respectively, we obtain the saddle-point
type algebraic system arising from (2.63)-(2.64),(
A BT
B 0
)(
U
P
)
=
(
G
F
)
, (2.69)
where Aij =
(
K−1vi, vj
)
Q
and BTij = − (∇ · vi, wj). The matrix A obtained by the above procedure is symmetric
and positive definite, as it is block diagonal with SPD blocks associated with quadrature nodes shown in Proposition
2.1. The elimination of U leads to a system for P with a symmetric and positive semidefinite matrix BA−1BT .
It follows immediately from the proof of Theorem 2.3 that BTP = 0 if and only if P = 0. Therefore, BA−1BT is
positive definite.
Remark 2.1. We note that while Vkh has more DOFs than V
k−1
RT,h with comparable accuracy, cf. Section 3, the
above reduction technique allows for local elimination of all velocity DOFs, resulting in a symmetric and positive
definite system only for the pressure DOFs in W k−1h . This is computationally more efficient than solving a saddle
point problem for the classical Raviart-Thomas MFE method in Vk−1RT,h ×W k−1h .
Remark 2.2. It was pointed out by an anonymous reviewer that it can be shown that the matrix B has a tensor
product structure if it is formed using the tensor product Gauss quadrature rule. This property can be exploited for
faster and low storage matrix-free assembly and application of the matrix BA−1BT , resulting in further gain in
efficiency. We thank the reviewer for noting this important property.
3 Velocity error analysis.
Although the proposed schemes can be defined and are well posed on general quadrilateral or hexahedra, for
the convergence analysis we need to impose a restriction on the element geometry. This is due to the reduced
approximation properties of the MFE spaces on arbitrary shaped quadrilaterals or hexahedra that our new family
of elements inherits as well. The necessity of said restriction is confirmed by the numerical computations. We recall
that, since the mapping FE is trilinear in 3d, the faces of an element E may be non-planar. We will refer to the faces
as generalized quadrilaterals. We recall the notation of ri, i = 1, . . . , 2
d, and edges rij = ri − rj from Section 2.2.
Definition 3.1. A (generalized) quadrilateral with vertices ri, i = 1, . . . , 4, is called an h
2-parallelogram if
|r34 − r21|Rd ≤ Ch2.
The name follows the terminology from [24,27]. Note that elements of this type in 2d can be obtained by uniform
refinements of a general quadrilateral grid. It follows from (2.6) that ∂
2FE
∂xˆ∂yˆ is O(h2) for h2-parallelograms.
Definition 3.2. A hexahedral element is called an h2-parallelepiped if all of its faces are h2-parallelograms.
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Definition 3.3. An h2-parallelepiped with vertices ri, i = 1, . . . , 8, is called regular if
|(r21 − r34)− (r65 − r78)|R3 ≤ Ch3.
It is clear from (2.7) that for h2-parallelepipeds, ∂
2FE
∂xˆ∂yˆ ,
∂2FE
∂yˆ∂zˆ and
∂2FE
∂xˆ∂zˆ are O(h2). Moreover, in case of regular
h2-parallelepipeds, ∂
3FE
∂xˆ∂yˆ∂zˆ is O(h3).
We next present some bounds on the derivatives of the mapping FE .
Lemma 3.1. Let j ≥ 0. Then the bounds
|JE |j,∞,Eˆ ≤ Chj+d, j ≤ α, where α = 1 in 2d, α = 4 in 3d, |JE |j,∞,Eˆ = 0, j > α, (3.1)
and
|DFE |j,∞,Eˆ ≤
{
Chj+1, j < d,
0, j ≥ d ,
∣∣∣∣ 1JEDFE
∣∣∣∣
j,∞,Eˆ
≤ Chj−d+1, |JEDF−1E |j,∞,Eˆ ≤
{
Chj+d−1, j ≤ d
0, j > d
(3.2)
hold if E is an h2-parallelogram or a regular h2-parallelepiped. Moreover, the estimates (3.2) hold for j = 0 if E is
a general quadrilateral or hexahedron and for j = 0, 1 if E is an h2-parallelepiped.
Proof. We begin with the proof of (3.1). In 2d, (2.6) gives
DFE = [r21, r41] + [(r34 − r21)yˆ, (r34 − r21)xˆ],
from which it can be shown easily that JE is a linear function satisfying (3.1). In 3d, (2.7) gives
DFE = [r21 + (r34 − r21)yˆ + (r65 − r21)zˆ + ((r21 − r34)− (r65 − r78))yˆzˆ;
r41 + (r34 − r21)xˆ+ (r85 − r41)zˆ + ((r21 − r34)− (r65 − r78))xˆzˆ;
r51 + (r65 − r21)xˆ+ (r85 − r41)yˆ + ((r21 − r34)− (r65 − r78))xˆyˆ].
(3.3)
It can be verified that JE is a polynomial of three variables of total power at most 4 with
(JE)xˆxˆxˆ = (JE)yˆyˆyˆ = (JE)zˆzˆzˆ = 0, (3.4)
and it can be written as JE =
∑
0≤r1+r2+r3≤4 αr1r2r3 xˆ
r1yˆr2zˆr3, where
|αr1r2r3 | ≤ Chr1+r2+r3+3, (3.5)
from which (3.1) follows immediately.
We proceed with the proof of (3.2). If E is a general quadrilateral or hexahedron, the bounds with j = 0 are
stated in (2.9). The estimates in 2d and for j = 1, 2 in 3d were shown in [24, 27, 47]. We now focus on the case
when E is a regular h2-parallelepiped and j > 2. Since FE is bilinear, |DFE |k,∞,Eˆ = 0, ∀k > 2, and (3.3) gives
|DFE |k,∞,Eˆ ≤ Chk+1, k = 0, 1, 2. (3.6)
Therefore, it follows from the product rule that for any j > 2,∣∣∣∣ 1JEDFE
∣∣∣∣
j,∞,Eˆ
≤ C
(∣∣∣∣ 1JE
∣∣∣∣
j,∞,Eˆ
|DFE |0,∞,Eˆ +
∣∣∣∣ 1JE
∣∣∣∣
j−1,∞,Eˆ
|DFE |1,∞,Eˆ +
∣∣∣∣ 1JE
∣∣∣∣
j−2,∞,Eˆ
|DFE |2,∞,Eˆ
)
. (3.7)
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We further compute the derivatives of
1
JE
:(
1
JE
)
xˆ
= − 1
J2E
(JE)xˆ,
(
1
JE
)
xˆxˆxˆ
= − 6
J4E
(JE)
3
xˆ +
6
J3E
(JE)xˆ(JE)xˆxˆ,(
1
JE
)
xˆxˆ
=
2
J3E
(JE)
2
xˆ −
1
J2E
(JE)xˆxˆ,
(
1
JE
)
xˆyˆ
=
2
J3E
(JE)xˆ(JE)yˆ − 1
J2E
(JE)xˆyˆ,(
1
JE
)
xˆxˆyˆ
= − 6
J4E
(JE)
2
xˆ(JE)yˆ +
4
J3E
(JE)xˆ(JE)xˆyˆ +
2
J3E
(JE)yˆ(JE)xˆxˆ − 1
J2E
(JE)xˆxˆyˆ(
1
JE
)
xˆyˆzˆ
= − 6
J4E
(JE)xˆ(JE)yˆ(JE)zˆ +
2
J3E
(JE)xˆzˆ(JE)yˆ +
2
J3E
(JE)xˆ(JE)yˆzˆ +
2
J3E
(JE)zˆ(JE)xˆyˆ − 1
J2E
(JE)xˆyˆzˆ,(
1
JE
)
xˆxˆyˆzˆ
=
24
J5E
(JE)
2
xˆ(JE)yˆ(JE)zˆ −
12
J4E
(JE)xˆ(JE)yˆ(JE)xˆzˆ − 6
J4E
(JE)
2
xˆ(JE)yˆzˆ −
12
J4E
(JE)xˆ(JE)zˆ(JE)xˆyˆ
+
4
J3E
(JE)xˆzˆ(JE)xˆyˆ +
4
J3E
(JE)xˆ(JE)xˆyˆzˆ − 6
J4E
(JE)zˆ(JE)yˆ(JE)xˆxˆ +
2
J3E
(JE)xˆxˆ(JE)yˆzˆ
+
2
J3E
(JE)yˆ(JE)xˆxˆzˆ +
2
J3E
(JE)zˆ(JE)xˆxˆyˆ − 1
J2E
(JE)xˆxˆyˆzˆ.
We note that due to (3.4) the higher order partial derivatives will consist of the same partials that appear above, while
the power of JE in the denominator will continue to grow. Therefore, it follows from (3.5) that
∣∣∣ 1JE ∣∣∣k,∞,Eˆ ≤ Chk−3,
which, combined with (3.6) and (3.7), implies that∣∣∣∣ 1JEDFE
∣∣∣∣
j,∞,Eˆ
≤ C (hj−3h+ hj−4h2 + hj−5h3) ≤ Chj−2.
To show the last inequality in (3.2), we note that using the cofactor formula for inverse of a matrix, one can verify
that JEDF
−1
E is of total degree 3, which implies that for every k > 3, |JEDF−1E |k,∞,Eˆ = 0. We also compute
((JEDF
−1
E )11)xˆxˆyˆ = 2
[
(y1 − y2) + (y3 − y4)
][
(z5 − z6) + (z7 − z8) + (z2 − z1) + (z4 − z3)
]
+ 2
[
(z1 − z2) + (z3 − z4)
][
(y6 − y5) + (y8 − y7) + (y1 − y2) + (y3 − y4)
]
,
with similar expressions for the rest of partial derivatives. Therefore |JEDF−1E |3,∞,Eˆ ≤ Ch5.
The above bounds allow us to control the norms of the velocity and permeability on the reference element.
Lemma 3.2. For all q ∈ Hj(E), there exists a constant C independent of h such that the bound
|qˆ|j,Eˆ ≤ Chj+
d−2
2 ‖q‖j,E (3.8)
holds for every j ≥ 0 if E is an h2-parallelogram or regular h2-parallelepiped, for j = 0, 1 if E is an h2-parallelepiped
and for j = 0 if E is a general quadrilateral or hexahedron.
Proof. The result in 2d was shown in [24, 47], while the cases j = 0, 1, 2 in 3d were proven in [27]. It then suffices
to prove the case j ≥ 3 for regular h2-parallelepipeds. Let
q˜ = q ◦ FE(xˆ), qˆ = JEDF−1E q˜.
As it was shown in the previous lemma |JEDF−1E |4,∞,Eˆ = 0, hence (3.2) implies that for r ≥ 3,
|qˆ|r,Eˆ ≤ C
(
h2|q˜|r,Eˆ + h3|q˜|r−1,Eˆ + h4|q˜|r−2,Eˆ + h5|q˜|r−3,Eˆ
)
. (3.9)
By change of variables and the chain rule, we have that |q˜|j,Eˆ ≤ Chj−3/2‖q‖j,E , which, combined with (3.9),
completes the proof.
Lemma 3.3. There exists a constant C independent of h such that the bound
|K−1|j,∞,Eˆ ≤ Chj−d+2‖K−1‖j,∞,E . (3.10)
holds with j ≥ 0 on h2-parallelograms and regular h2-parallelepipeds, with j = 0, 1 on h2-parallelepipeds and with
j = 0 on general quadrilaterals and hexahedra.
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Proof. The above result with j = 0 was already stated in (2.43). Moreover, for j = 1, 2 (3.10) was shown in [27,47],
so we focus on the case j ≥ 3 for h2-parallelograms and regular h2-parallelepipeds. By the use of a change of
variables, the chain rule, and (3.2), it is easy to see that
|Kˆ−1|j,∞,Eˆ ≤ Chj |K−1|j,∞,E . (3.11)
Using (3.2) and the definition of K−1 given in (2.42), we have
|K−1|j,∞,Eˆ ≤ C
∑
0≤α,β,γ≤j
α+β+γ=j
| 1
JE
DFE |α,∞,Eˆ |Kˆ−1|β,∞,Eˆ |DFE |γ,∞,Eˆ
≤ C
∑
0≤α,β,γ≤j
α+β+γ=j
hα−d+1hβhγ+1‖K−1‖j,∞,E ≤ Chj−d+2‖K−1‖j,∞,E ,
where we also used (3.11) for the second inequality.
Lemma 3.4. There exists a constant C independent of h such that on h2-parallelograms and regular h2-parallelepipeds
‖q−Πk∗q‖+ ‖q−Πk−1RT q‖ ≤ Chj‖q‖j , (3.12)
‖q−Πk∗q‖ ≤ Chj+1‖q‖j+1, (3.13)
‖∇ · (q−Πk∗q) ‖+ ‖∇ · (q−Πk−1RT q) ‖ ≤ Chj‖∇ · q‖j , (3.14)
for 1 ≤ j ≤ k. Moreover, (3.12) and (3.14) also hold on h2-parallelepipeds with j = 1.
Proof. We present the proof for Πk∗ only, as the argument for Π
k−1
RT is similar. Using (2.65) and (3.8), we have
‖q−Πk∗q‖E ≤ Ch
d−2
2 ‖qˆ− Πˆk∗qˆ‖Eˆ ≤ Ch
d−2
2 |qˆ|j+1,Eˆ ≤ Chj+1‖q‖j,E ,
where 1 ≤ j ≤ k. For the second inequality in the above, we used the fact that Πˆk∗ preserves all polynomials of
degree up to k, i.e., Pk(Eˆ) ⊂ Vˆk(Eˆ), and applied the Bramble-Hilbert lemma [19]. Summing over the elements
completes the proof of the first two statements of the lemma.
For the last inequality, it follows from (2.14) that∫
E
(∇ · (q−Πk∗q))2 dx = ∫
Eˆ
1
J2E
(
∇ˆ · (qˆ− Πˆk∗qˆ)
)2
JE dxˆ ≤ Ch−d|∇ˆ · qˆ|2j,Eˆ , (3.15)
where we have used (2.9), (2.35), and the Bramble-Hilbert lemma in the inequality. We also have
|∇ˆ · qˆ|j,Eˆ = |JE∇̂ · q|j,Eˆ ≤ C
j∑
i=0
|JE |i,∞,Eˆ |∇̂ · q|j−i,Eˆ ≤ C
j∑
i=0
hi+dhj−i−
d
2 |∇ · q|j−i,E ≤ Chj+ d2 ‖∇ · q‖j,E , (3.16)
where we used (3.1) and change of variables back to E in the second inequality. A combination of (3.15) and
(3.16), and a summation over all elements completes the proof of (3.14).
Let Qˆk−1 be the L2(Eˆ)-orthogonal projection onto Wˆ k−1(Eˆ), satisfying for any φˆ ∈ L2(Eˆ),(
φˆ− Qˆk−1φˆ, wˆ
)
Eˆ
= 0 ∀wˆ ∈ Wˆ k−1(Eˆ).
Let Qk−1h : L2(Ω)→W k−1h be the projection operator, satisfying for any φ ∈ L2(Ω),
Qk−1h φ = Qˆk−1φˆ ◦ F−1E on all E.
It follows from (2.32) that (
φ−Qk−1h φ, ∇ · v
)
= 0 ∀v ∈ Vkh. (3.17)
Using a scaling argument similar to (3.15)-(3.16), one can show that on h2-parallelograms and regular h2-parallelepipeds,
‖φ−Qk−1h φ‖ ≤ Chj‖φ‖j , 1 ≤ j ≤ k. (3.18)
Moreover, the above bound holds with j = 1 on general quadrilaterals and hexahedra and with j = 2 on h2-
parallelepipeds.
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Lemma 3.5. For general quadrilaterals and hexahedra there exists a constant C independent of h such that for any
finite element function ϕ
‖ϕ‖j,E ≤ Ch−1‖ϕ‖j−1,E , j = 1, . . . , k. (3.19)
Proof. Let ϕ˜ = ϕ ◦ FE(xˆ). Using (2.9), we have
|ϕ|1,E ≤ ‖DF−1E ‖0,∞,E‖JE‖1/20,∞,Eˆ |ϕ˜|1,Eˆ ≤ C‖DF
−1
E ‖0,∞,E‖JE‖1/20,∞,Eˆ‖ϕ˜‖Eˆ
≤ C‖DF−1E ‖0,∞,E‖JE‖1/20,∞,Eˆ‖JF−1E ‖
1/2
0,∞,E‖ϕ‖E ≤ Ch−1hd/2h−d/2‖ϕ‖E ≤ Ch−1‖ϕ‖E .
The general case follows by applying the above bound to any derivative of ϕ.
We will make use of the following continuity bounds for the mixed projection operators Πk∗ and Π
k
RT .
Lemma 3.6. There exists a constant C independent of h such that on h2-parallelograms and regular h2-parallelepipeds
‖Πk∗q‖j,E ≤ C‖q‖j,E , j = 1, . . . , k + 1, (3.20)
‖Πk−1RT q‖j,E ≤ C‖q‖j,E , j = 1, . . . , k, (3.21)
The above bounds also hold with j = 1 on h2-parallelepipeds. Furthermore, on general quadrilaterals or hexahedra
‖Πk∗q‖div,E + ‖Πk−1RT q‖div,E ≤ C‖q‖1,E . (3.22)
Proof. It follows from (3.12) and the triangle inequality that
‖Πk∗q‖0,E ≤ ‖q‖1,E .
Let PjE be the L2(E)-projection onto Pj(E,Rd). It is well known that [19] ‖q− PjEq‖E ≤ Chj+1‖q‖j+1,E . Using
(3.19), we have for any j = 1, . . . , k + 1,
|Πk∗q|j,E = |Πk∗q− Pj−1E q|j,E ≤ Ch−j‖Πk∗q− Pj−1E q‖0,E ≤ Ch−j(‖Πk∗q− q‖0,E + ‖q− Pj−1E q‖0,E) ≤ C‖q‖j ,
where we also used (3.12), (3.13) and (3.18). This completes the proof of (3.20). The proof of (3.21) is similar.
The proof of (3.22) uses a scaling argument similar to (3.15)-(3.16) for the divergence and a scaling argument using
(3.8) for the L2-norm. Details can be found in Lemma 3.6 in [27].
Remark 3.1. For the rest of the paper, all results are stated for h2-parallelograms and regular h2-parallelepipeds.
We note that the results also hold in 3d on h2-parallelepipeds with k = 1, except for the pressure superconvergence.
In the next two lemmas we bound two terms arising in the error analysis due to the use of the quadrature rule.
We use the notation ϕ ∈W k,∞Th if ϕ ∈W k,∞(E) ∀E ∈ Th and ‖ϕ‖k,∞,E is uniformly bounded independently of h.
Lemma 3.7. On h2-parallelograms and regular h2-parallelepipeds, if K−1 ∈W k,∞Th , then there exists a constant C
independent of h such that for all v ∈ Vkh,
| (K−1Πk∗u, v −Πk−1RT v)Q | ≤ Chk‖u‖k‖v‖. (3.23)
Proof. Let Pˆk be the L2(Eˆ)-orthogonal projection onto Pk(Eˆ,Rd). For any element E ∈ Th, we have(
K−1Πk∗u, v −Πk−1RT v
)
Q,E
=
(
K−1Πˆk∗uˆ, vˆ − Πˆk−1RT vˆ
)
Q,Eˆ
=
(
Pˆk−1(K−1Πˆk∗uˆ), vˆ − Πˆk−1RT vˆ
)
Q,Eˆ
+
(
K−1Πˆk∗uˆ− Pˆk−1(K−1Πˆk∗uˆ), vˆ − Πˆk−1RT vˆ
)
Q,Eˆ
.
The first term on right is equal to zero due to (2.53). For the second term we use Bramble-Hilbert lemma:∣∣∣∣(K−1Πˆk∗uˆ− Pˆk−1(K−1Πˆk∗uˆ), vˆ − Πˆk−1RT vˆ)
Q,Eˆ
∣∣∣∣ ≤ C|K−1Πˆk∗uˆ|k,Eˆ‖vˆ − Πˆk−1RT vˆ‖0,Eˆ .
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Using (3.10) and (3.8), we obtain
|K−1Πˆk∗uˆ|k,Eˆ ≤ C
k∑
i=0
|K−1|k−i,∞,Eˆ |Πˆk∗uˆ|i,Eˆ ≤ C
k∑
i=0
hk−i−d+2‖K−1‖k−i,∞,Ehi+(d−2)/2‖Πk∗u‖i,E
≤ Chk−d/2+1‖K−1‖k,∞,E‖Πk∗u‖k,E .
Therefore, using (3.8), (3.20) and (2.41), we get∣∣∣∣(K−1Πˆk∗uˆ− Pˆk−1(K−1Πˆk∗uˆ), vˆ − Πˆk−1RT vˆ)
Q,Eˆ
∣∣∣∣ ≤ Chk−d/2+1‖K−1‖k,∞,E‖u‖k,Eh(d−2)/2‖v‖0,E
≤ Chk‖K−1‖k,∞,E‖u‖k,E‖v‖0,E .
The proof is completed by summing over all elements.
Lemma 3.8. On h2-parallelograms and regular h2-parallelepipeds, if K−1 ∈ W k,∞Th , then there exists a constant C
independent of mesh size such that for all q ∈ Vkh and v ∈ Vk−1RT,h
|σ (K−1q, v) | ≤ C ∑
E∈Th
hk‖K−1‖k,∞,E‖q‖k,E‖v‖E . (3.24)
Proof. For each E ∈ Th we have
σE
(
K−1q, v
)
= σEˆ
(
Pˆk−1(K−1qˆ), vˆ
)
+ σEˆ
(
K−1qˆ− Pˆk−1(K−1qˆ), vˆ
)
.
The first term on the right is equal to zero, since the tensor-product Gauss-Lobatto quadrature rule is exact for
polynomials of degree up to 2k− 1. Using the Bramble-Hilbert lemma, (3.10) and (3.8), we bound the second term
as follows: ∣∣∣σEˆ (K−1qˆ− Pˆk−1(K−1qˆ), vˆ)∣∣∣ ≤ C|K−1qˆ|k,Eˆ‖vˆ‖Eˆ ≤ C k∑
i=0
|K−1|k−i,∞,Eˆ |qˆ|i,Eˆ‖vˆ‖Eˆ
≤ Chk−d/2+1‖K−1‖k,∞,E‖q‖k,Eh(d−2)/2‖v‖E
≤ Chk‖K−1‖k,∞,E‖q‖k,E‖v‖E .
Summing over all E ∈ Th, we obtain (3.24).
3.1 Optimal convergence for the velocity.
We subtract the numerical method (2.63)-(2.64) from the variational formulation (2.4)-(2.5) to obtain the error
equations:(
K−1u, v
)− (K−1uh, v)Q − (p− ph, ∇ · v) = −〈g −Rk−1h g, v · n〉ΓD , v ∈ Vkh, (3.25)
(∇ · (u− uh), w) = 0, w ∈W k−1h . (3.26)
Note that due to (2.35), it follows from (3.26) that
∇ · (Πk∗u− uh) = 0. (3.27)
If we take v = Πk∗u− uh in (3.25), then(
K−1u, Πk∗u− uh
)− (K−1uh, Πk∗u− uh)Q + 〈g −Rk−1h g, (Πk∗u− uh) · n〉ΓD = 0. (3.28)
Let w ≡ Πk∗u− uh then an algebraic manipulation of the above gives(
K−1w, w
)
Q
= − (K−1u, w)+ (K−1Πk∗u, w)Q − 〈g −Rk−1h g, w · n〉ΓD .
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Moreover, rewriting the right-hand side gives(
K−1w, w
)
Q
= − (K−1u, w −Πk−1RT w)− 〈g −Rk−1h g, w · n〉ΓD − (K−1(u−Πk∗u), Πk−1RT w) (3.29)
− (K−1Πk∗u, Πk−1RT w)+ (K−1Πk∗u, Πk−1RT w)Q + (K−1Πk∗u, w −Πk−1RT w)Q .
Testing (2.4) with w − Πk−1RT w and using that ∇ ·w = ∇ · Πk−1RT w = 0, see (3.27) and (2.40), we can rewrite the
first two terms in (3.29) as
− (K−1u, w −Πk−1RT w)− 〈g −Rk−1h g, w · n〉ΓD = 〈g, (w −Πk−1RT w) · n〉ΓD − 〈g −Rk−1h g, w · n〉ΓD = 0,
using that, due to (2.61)–(2.62), 〈Rk−1h g, (w − Πk−1RT w) · n〉ΓD = 0 and 〈g − Rk−1h g, Πk−1RT w · n〉ΓD = 0. For the
third term on the right in (3.29) we use (3.12) and (2.41) to get
| (K−1(u−Πk∗u), Πk−1RT w) | ≤ Chk‖K−1‖0,∞‖u‖k‖w‖.
To bound the fourth and fifth terms on the right in (3.29), we use (3.24), (3.20) and (2.41):
| − (K−1Πk∗u, Πk−1RT w)+ (K−1Πk∗u, Πk−1RT w)Q | = |σ(K−1Πk∗u,Πk−1RT w)| ≤ Chk‖K−1‖k,∞‖u‖k‖w‖.
For the last term on the right in (3.29) we use (3.23):
| (K−1Πk∗u, w −Πk−1RT w)Q | ≤ Chk‖K−1‖k,∞‖u‖k‖w‖.
Combining the above bounds, we obtain from (3.29) that(
K−1(Πk∗u− uh), Πk∗u− uh
)
Q
≤ Chk‖K−1‖k,∞‖u‖k‖Πk∗u− uh‖, (3.30)
implying that
‖Πk∗u− uh‖ ≤ Chk‖K−1‖k,∞‖u‖k. (3.31)
Bounds (3.31) and (3.27), together with (3.12) and (3.14), result in the following theorem.
Theorem 3.1. Assume that the partition Th consists of h2-parallelograms in 2d or regular h2-parallelepipeds in 3d.
If K−1 ∈W k,∞Th , for the velocity uh of the MFMFE method (2.63)-(2.64), there exists a constant C independent of
h such that
‖u− uh‖ ≤ Chk‖u‖k, (3.32)
‖∇ · (u− uh)‖ ≤ Chk‖∇ · u‖k. (3.33)
4 Error estimates for the pressure.
In this section we use a standard inf-sup argument to prove optimal convergence for the pressure. We also employ
a duality argument to establish superconvergence for the pressure.
4.1 Optimal convergence for the pressure.
Theorem 4.1. Assume that the partition Th consists of h2-parallelograms in 2d or regular h2-parallelepipeds in
3d. If K−1 ∈ W k,∞Th , then for the pressure ph of the MFMFE method (2.63)-(2.64), there exists a constant C
independent of h such that
‖p− ph‖ ≤ Chk (‖u‖k + ‖p‖k) . (4.1)
Proof. We first note that the RTk−1 spaces Vk−1RT,h × W k−1h on general quadrilaterals and hexahedra satisfy an
inf-sup condition similar to (2.37). The proof is the same as the argument in Lemma 2.1. Hence, using (3.25) and
(2.61), we obtain
‖Qk−1h p− ph‖ ≤
1
β
sup
06=v∈V k−1RT,h
(Qk−1h p− ph, ∇ · v)
‖v‖div
=
1
β
sup
06=v∈V k−1RT,h
(
K−1(Πk∗u− uh), v
)
Q
− (K−1(Πk∗u− u), v)+ σ(K−1Πk∗u,v)
‖v‖div
≤ C
β
hk‖K−1‖k,∞‖u‖k,
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where we used (3.31), (3.12), (3.24), and (3.20) in the last inequality. The result then follows from (3.18) and the
triangle inequality.
4.2 Superconvergence of the pressure.
In this subsection we prove superconvergence of the pressure, i.e., we show that ‖Qk−1h p − ph‖ is O(hk+1) for the
MFMFE method of order k. We also apply local postprocessing to obtain an improved approximation p∗h ∈ W kh
such that ‖p− p∗h‖ is O(hk+1).
The following bound on the quadrature error will be used in the superconvergence analysis.
Lemma 4.1. On h2-parallelograms and regular h2-parallelepipeds, if K−1 ∈ W k+1,∞Th , then for all q ∈ Vkh and
v ∈ V0RT,h, there exists a positive constant C independent of h such that
|σ (K−1q, v) | ≤ C ∑
E∈Th
hk+1‖K−1‖k+1,∞,E‖q‖k+1,E‖v‖1,E . (4.2)
Proof. For any element E we have σE
(
K−1q, v
)
= σˆEˆ
(K−1qˆ, vˆ). Since the quadrature rule is exact for polyno-
mials of degree up to 2k − 1 and k ≥ 1, then it is exact for polynomials of degree up to k. An application of the
Bramble-Hilbert lemma implies
∣∣σˆEˆ (K−1qˆ, vˆ)∣∣ ≤ C([ k∑
i=0
|K−1|i,∞,Eˆ |qˆ|k−i,Eˆ
]|vˆ|1,Eˆ + [ k+1∑
i=0
|K−1|i,∞,Eˆ |qˆ|k+1−i,Eˆ
]‖vˆ‖Eˆ),
where we used that vˆ is linear. Using (3.8) and (3.10) we obtain
σE
(
K−1q, v
) ≤ Chk+1‖K−1‖k+1,∞,E‖q‖k+1,E‖v‖1,E .
Summation over all elements completes the proof.
The following result establishes superconvergence of the pressure if the H2-elliptic regularity which is defined
below holds. Let φ be the solution of
−∇ ·K∇φ = −(Qk−1h p− ph) in Ω, φ = 0 on ∂Ω. (4.3)
We say that this problem satisfies H2-elliptic regularity if
‖K∇φ‖1 + ‖φ‖2 ≤ C‖Qk−1h p− ph‖ (4.4)
with constant C which may depend on K and Ω but is independent of φ. Some sufficient conditions for (4.4) can be
found in [26, 32]. In the proof of the theorem below, we follow the argument in [20] with appropriate modification
to deal with the quadrature terms.
Theorem 4.2. Assume that the partition Th consists of h2-parallelograms in 2d or regular h2-parallelepipeds in 3d.
Assume also that K−1 ∈ W k+1,∞Th , and that the H2-elliptic regularity (4.4) holds. Then, for the pressure ph of the
MFMFE method (2.63)-(2.64), there exists a constant C independent of h such that
‖Qk−1h p− ph‖ ≤ Chk+1(‖u‖k + ‖∇ · u‖k). (4.5)
Proof. The proof makes use of a duality argument. Let φ be the solution of (4.3). Denoting −K∇φ by u∗, (u∗, φ)
satisfy (
K−1u∗, v
)− (φ, ∇ · v) = 0, v ∈ H(div; Ω), (4.6)
(∇ · u∗, q) = − (Qk−1h p− ph, q) , q ∈ L2(Ω). (4.7)
Taking v = u− uh, q = −(Qk−1h p− ph) and adding the two equations gives(
K−1u∗, u− uh
)− (φ, ∇ · (u− uh))− (∇ · u∗, Qk−1h p− ph) = ‖Qk−1h p− ph‖2. (4.8)
Consider the discretization of (4.6)–(4.7) as in (2.63)–(2.64) and let (u∗h, φ
∗
h) be the solution of the discrete problem.
We now use the Galerkin orthogonality (3.25)–(3.26) with v = Πk−1RT u
∗
h and w = Qk−1h φ to get(
K−1u, Πk−1RT u
∗
h
)− (K−1uh, Πk−1RT u∗h)Q − (Qk−1h p− ph, ∇ ·Πk−1RT u∗h)− (∇ · (u− uh), Qk−1h φ) = 0, (4.9)
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where we used that (p−Qk−1h p,∇ · Πk−1RT u∗h) = 0 due to (3.17) and 〈g −Rk−1h g, Πk−1RT u∗h · n〉ΓD = 0 due to (2.61).
Subtracting (4.9) from (4.8) and using the symmetry of (K−1·, ·) and (K−1·, ·)Q gives(
K−1(u∗ −Πk−1RT u∗h), u
)− (K−1u∗, uh)+ (K−1Πk−1RT u∗h, uh)Q
− (φ−Qk−1h φ, ∇ · (u− uh))− (∇ · (u∗ −Πk−1RT u∗h), Qk−1h p− ph) = ‖Qk−1h p− ph‖2.
Since ∇ · Πk−1RT u∗h = ∇ · u∗h, and (∇ · (u∗ − u∗h), q) = 0 holds for all q ∈ W k−1h from the definition of u∗h, the last
term in the left-hand side vanishes. Therefore we have(
K−1(u∗ −Πk−1RT u∗h), u− uh
)− σ (K−1Πk−1RT u∗h, uh)− (φ−Qk−1h φ, ∇ · (u− uh)) = ‖Qk−1h p− ph‖2. (4.10)
with σ
(
K−1Πk−1RT u
∗
h, uh
)
=
(
K−1Πk−1RT u
∗
h, uh
)− (K−1Πk−1RT u∗h, uh)Q. Observe that the difference of (4.6) and its
discrete counterpart gives (
K−1u∗, Πk−1RT u− uh
)− (K−1u∗h, Πk−1RT u− uh)Q = 0,
because ∇ · (Πk−1RT u− uh) = 0. From this we obtain
σ
(
K−1Πk−1RT u
∗
h, uh
)
= σ
(
K−1Πk−1RT u
∗
h, Π
k−1
RT u
)− σ (K−1Πk−1RT u∗h, Πk−1RT u− uh)
= σ
(
K−1Πk−1RT u
∗
h, Π
k−1
RT u
)− (K−1Πk−1RT u∗h, Πk−1RT u− uh)+ (K−1Πk−1RT u∗h, Πk−1RT u− uh)Q
= σ
(
K−1Πk−1RT u
∗
h, Π
k−1
RT u
)
+
(
K−1(u∗ −Πk−1RT u∗h), Πk−1RT u− uh
)
− (K−1(u∗h −Πk−1RT u∗h), Πk−1RT u− uh)Q ,
and we can rewrite (4.10) further as(
K−1(u∗ −Πk−1RT u∗h), u−Πk−1RT u
)
+
(
K−1(u∗h −Πk−1RT u∗h), Πk−1RT u− uh
)
Q
− σ (K−1Πk−1RT u∗h, Πk−1RT u)− (φ−Qk−1h φ, ∇ · (u− uh)) = ‖Qk−1h p− ph‖2. (4.11)
We will show that the terms on left above can be bounded as follows:
| (K−1(u∗ −Πk−1RT u∗h), u−Πk−1RT u) | ≤ Chk+1‖Qk−1h p− ph‖‖u‖k, (4.12)
| (K−1(u∗h −Πk−1RT u∗h), Πk−1RT u− uh)Q | ≤ Chk+1‖Qk−1h p− ph‖‖u‖k, (4.13)
|σ (K−1Πk−1RT u∗h, Πk−1RT u) | ≤ Chk+1‖Qk−1h p− ph‖‖u‖k, (4.14)
| (φ−Qk−1h φ, ∇ · (u− uh)) | ≤ Chk+1‖Qk−1h p− ph‖‖∇ · u‖k, (4.15)
which, combined with (4.11), imply the statement of the Theorem. For (4.12), we note that
‖u∗ −Πk−1RT u∗h‖ ≤ ‖u∗ −Πk−1RT u∗‖+ ‖Πk−1RT (Πk−1RT u∗ − u∗h)‖ ≤ ‖u∗ −Πk−1RT u∗‖+ C‖Πk−1RT u∗ − u∗h‖
≤ ‖u∗ −Πk−1RT u∗‖+ C(‖Πk−1RT u∗ − u∗‖+ ‖u∗ − u∗h‖) ≤ Ch‖u∗‖1,
(4.16)
where we used (2.41), (3.12), and a bound for the discretization error
‖u∗ − u∗h‖ ≤ Ch‖u∗‖1, (4.17)
which is obtained in a manner similar to the velocity error estimate (3.32). Bound (4.12) follows from the use of
the Cauchy–Schwarz inequality, (4.16), (3.12), and (4.4). Bound (4.13) is obtained in a similar way, by adding and
subtracting u∗ in the first component and u in the second component, and using (4.17), (4.16), (3.12), (3.32), and
(4.4). Bound (4.14) follows from
|σ (K−1Πk−1RT u∗h, Πk−1RT u) | ≤ |σ (K−1(Πk−1RT u∗h −Π0RTu∗), Πk−1RT u) |+ |σ (K−1Π0RTu∗, Πk−1RT u) |
≤ C(hk‖u‖k‖Πk−1RT u∗h −Π0RTu∗‖+ hk+1‖u‖k‖u∗‖1) ≤ Chk+1‖Qk−1h p− ph‖‖u‖k,
where we used (3.24), (4.2), (3.21), (4.16), (3.12), and (4.4). Finally, (4.15) follows from (3.18), (3.33), and (4.4).
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Using the above result we can easily show superconvergence of the pressure at the Gauss points. For an element
E, let ||| · |||E denote the discrete L2(E)-norm computed by mapping to the reference element Eˆ and applying the
tensor-product Gauss quadrature rule with k points in each variable. It is easy to see that |||w|||E = ‖w‖E for
w ∈ W k−1h (E). Assuming continuous pressure p|E , let pI |E ∈ W k−1h (E) be the Lagrange interpolant of p|E at the
kd Gauss points. It is shown in [23, Lemma 4.3] that
‖Qk−1h p− pI‖ ≤ Chk+1‖p‖k+1. (4.18)
We now have
|||p− ph||| = |||pI − ph||| = ‖pI − ph‖ ≤ ‖pI −Qk−1h p‖+ ‖Qk−1h p− ph‖ ≤ Chk+1(‖u‖k + ‖∇ · u‖k + ‖p‖k+1),
using (4.18) and (4.5).
We next show that the above superconvergence result for ‖Qk−1h p− ph‖ can be used to compute a higher order
approximation to the pressure p in the L2(Ω)-norm, using a variant of the local postprocessing proposed in [39]. The
postprocessing idea is also utilized for a posteriori error estimation (see e.g., [34]). Let W˜ kh be the L
2-orthogonal
complement of W 0h in W
k
h . We now define p
∗
h ∈W kh by
Q0hp∗h = Q0hph, (4.19)
(∇p∗h,∇q)E = −(K−1uh,∇q)E , q ∈ W˜ kh (E),∀E ∈ Th. (4.20)
Theorem 4.3. Under the assumption of Theorem 4.2, there exists a constant C independent of h such that
‖p− p∗h‖ ≤ Chk+1(‖u‖k + ‖∇ · u‖k + ‖p‖k+1). (4.21)
Proof. Let Q˜kh be the L2 orthogonal projection onto W˜ kh . By the triangle inequality it is enough to estimate
‖Qkhp − p∗h‖. Let p˜h := p∗h − Q0hph. Considering the decomposition Qkhp − p∗h = (Q0hp − Q0hph) + (Q˜khp − p˜h), it is
sufficient to estimate ‖Q˜khp− p˜h‖ by Theorem 4.2. Recalling that ∇p = −K−1u, we have
(∇h(p− p∗h),∇hq) = −(K−1(u− uh),∇hq), ∀q ∈ W˜ kh ,
where ∇h is the element-wise gradient. From p − p∗h = (p − Qkhp) + (Q0hp − Q0hph) + (Q˜khp − p˜h) and by taking
q = Q˜khp− p˜h in the above equation, we get
‖∇h(Q˜khp− p˜h)‖ ≤ ‖∇h(p−Qkhp)‖+ ‖K−1(u− uh)‖ ≤ Chk(‖p‖k + ‖u‖k),
where we used the Bramble–Hilbert lemma, an inverse estimate, and (3.32). Since W 0h is the space of element-wise
constants on Th, Q˜khp − p˜h is orthogonal to element-wise constants. Then the element-wise Friedrichs’ inequality
yields ‖Q˜khp − p˜h‖E ≤ ChE‖∇h(Q˜khp − p˜h)‖E for all E ∈ Th. The conclusion follows by combining this and the
above inequality.
Remark 4.1. Instead of the postprocessing (4.19)-(4.20), one may use the postprocessing defined in [39] and obtain
a numerical pressure that is convergent of order O(hk+1). The error analysis is almost the same as the above.
5 Numerical results.
In this section we present numerical experiments on quadrilateral and hexahedral grids that validate the theoretical
results in the previous sections. The method has been implemented in the finite element library deal.II [8]. The
code is available in the deal.II code gallery [5]. In the first example we test the method on a sequence of meshes
obtained by a uniform isotropic refinement of an initial quadrilateral partition of the unit square. The boundary
conditions are chosen to be of Dirichlet type for simplicity. The test case is constructed with the full permeability
tensor coefficient
K =
(
(x+ 1)2 + y2 sin (xy)
sin (xy) (x+ 1)2
)
,
and the analytical solution
p = x3y4 + x2 + sin(xy) cos(xy).
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Figure 2: Computed solution for Example 1 on the third level of refinement
The computed pressure solution on the third level of refinement is shown in Figure 2 (left), where the colors
represent the pressure values and the arrows represent the velocity vectors. Similarly, Figure 2 (right) shows the
velocity solution, where colors represent the velocity magnitude. The numerical relative errors and convergence
rates are obtained on a sequence of six mesh refinements and are reported in Table 1 for the MFMFE methods of
order k = 2, 3, 4. We note that in all cases we see the predicted convergence rate of order O(hk) for all variables
in their natural norms, as well as superconvergence of the pressures at the Gauss points, i.e., |||p− ph||| is of order
O(hk+1). We also observe O(hk+1) convergence for the postprocessed pressure. We note that the deterioration of
the convergence rate of the divergence and the superconvergence rate of the pressure for the 4-th order method on
the finest grid is due to the fact that these errors are very small and roundoff errors start having a noticeable effect.
In the second example, we focus on a 3d case. We let K be a full permeability tensor with variable coefficients
K =
x2 + (y + 2)2 0 cos(xy)0 z2 + 2 sin(xy)
cos(xy) sin(xy) (y + 3)2,

and solve the problem with Dirichlet boundary conditions and the analytical pressure solution chosen as follows
p = x4y3 + x2 + yz2 + cos(xy) + sin(z).
The initial computational domain is obtained as a smooth map of the unit cube, i.e., we start with a 4× 4× 4 unit
cube mesh and then apply the following transformation to its points
x = xˆ+ 0.03 cos(3pixˆ) cos(3piyˆ) cos(3pizˆ)
y = yˆ − 0.04 cos(3pixˆ) cos(3piyˆ) cos(3pizˆ)
z = zˆ + 0.05 cos(3pixˆ) cos(3piyˆ) cos(3pizˆ).
The sequence of meshes on which we perform the convergence study is then obtained by a series of uniform
refinements of the initial grid, described above. Figure 3 (left) presents the pressure solution, computed on the
third level of refinement, where the colors represent the pressure values and the arrows depict the velocity vectors.
The velocity magnitude is also shown in Figure 3 (right). The computed numerical errors and convergence rates
shown in Table 2 once again confirm the theoretical results from the error analysis section. We see the optimal
O(hk) order of convergence for all variables, and also O(hk+1) superconvergence for the pressure.
In summary, the numerical experiments confirm the theoretical convergence results for the higher order MFMFE
method both on h2-parallelograms and regular h2-parallelepipeds.
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Figure 3: Computed solution for Example 2 on the third level of refinement.
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