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a b s t r a c t
In this article, we propose a non-standard, finite-difference scheme to approximate the
solutions of a generalized Burgers–Huxley equation from fluid dynamics. Our numerical
method preserves the skew-symmetry of the partial differential equation under study
and, under some analytical constraints of the model constants and the computational
parameters involved, it is capable of preserving the boundedness and the positivity
of the solutions. In the linear regime, the scheme is consistent to first order in time
(due partially to the inclusion of a tuning parameter in the approximation of a temporal
derivative), and to second order in space. We compare the results of our computational
technique against the exact solutions of some particular initial-boundary-value problems.
Our simulations indicate that the method presented in this work approximates well
the theoretical solutions and, moreover, that the method preserves the boundedness of
solutions within the analytical constraints derived here. In the problem of approximating
solitary-wave solutions of the model under consideration, we present numerical evidence
on the existence of an optimum value of the tuning parameter of our technique, for which
a minimum relative error is achieved. Finally, we linearly perturb a steady-state solution
of the partial differential equation under investigation, and show that our simulations still
converge to the same constant solution, establishing thus robustness of our method in this
sense.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Inmanyparticular situations, the numerical investigation of physical systems involves the simultaneous study ofmultiple
domains of interest. For instance, a computational investigation of a mediumwhere the energy is conserved throughout the
time requires the design of numerical methods to approximate not only the solutions of the problem, but also the local and
the total energy of the system, in such away that the discrete energy of themedium be constant at all times. The idea behind
this practice arises from two reasons at least: from a numerical perspective, the use of a numerical method that preserves
the properties of a system in several scenarios is a positive sign of the validity of the technique and its implementation; from
a physical point of view, the analysis of the dynamics of several physical characteristics may actually give more insight into
the problem under investigation (as is the case, for example, in the analysis of the process of supratransmission in nonlinear
media [1]). This avenue of computational research has proved to be fruitful, indeed. In fact, many numerical techniques to
approximate nonlinear wave equations have been designed specifically with this sole purpose in mind [2].
Nowadays, there are many numerical methods available in the specialized literature which guarantee the preservation
of physical properties that are inherent to the exact solutions of the problems under investigation. For instance, some
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computational techniques have been designed to approximate consistently the solutions of dissipative media [3], while
other methods have been developed with the property of mass conservation in mind [4]. The first problem is clearly a
generalization of the avenue of research mentioned above, in which the property of conservation of the energy of a system
is crucial to the design of appropriate computational techniques with physical relevance, while the second is an extension
of the same departing problem to the conservation of mass in a system. As an imminent consequence, onemay take this last
direction of research further and design numerical techniques to approximate solutions of media with variable mass, with
the time-dependent rate of change of the mass of the system as the motivating property.
On the other hand, several methods have been designed with the aim of preserving some mathematical characteristic
of the solutions of the governing equation, like the properties of positivity, boundedness, symmetry or monotonicity. In the
particular case of the properties of positivity and boundedness, the problems where these conditions play a central role are
diverse in their physical nature. Thus, the condition of positivity is crucial in the investigation of the population dynamics
of certain viruses in epidemiology [5], or in the study of the propagation of forest fires when the variable of interest is the
temperature measured in an absolute scale [6]. In turn, the condition of boundedness assumes an important part in the
study of the dynamics of populations with limited resources (such is the case for models in which a carrying capacity is
considered), or in the investigation of the evolution of the concentration of a certain component in a chemical substance [7].
The problemof designing finite-difference schemes that preserve one ormore of the properties of positivity, boundedness
and symmetry of physical problems, has been attacked successfully in some particular cases by employing the family of non-
standardmethods popularized byMickens [8]. This class of numerical techniques has allowedmany computationalmethods
to approximate solutions of epidemic models [5,9], of the Lotka–Volterra system [10], of the linear wave equation with
constant damping [11,12], of bioremediation problems [13], of predator–prey models [14], of the nonlinear heat equation
in a thin finite rod [15], among other problems of physical relevance. Motivated by this background, in the present work,
we design a non-standard, finite-difference scheme that preserves the positivity, the boundedness and the symmetry of the
solutions of a generalized Burgers–Huxley equation, under suitable, flexible conditions on themodel and the computational
parameters involved.We employ here the concept ofM-matrices to establish the properties of themethod. Our simulations
evince not only a good agreement between the exact solutions and their numerical approximations, but also the method
preserves in practice the properties of positivity and boundedness of the solutions.
Section 2 of this manuscript introduces the mathematical model under investigation in this work, namely, a nonlinear,
parabolic partial differential equation that generalizes the Burgers–Huxley equation from fluid dynamics. At this stage, we
provide some particular solutions of the differential equation under consideration, in the form of traveling-wave solutions.
Additionally, we notice the skew-symmetry of the generalized Burgers–Huxley equation when the power in the nonlinear
reaction term is an even, positive integer number. In Section 3, we present a finite-difference scheme to approximate
solutions of our mathematical model. Then, we rewrite our method in matrix form for the sake of convenience, and
establish that our technique is conditionally positivity- and boundedness-preserving and, moreover, that it preserves the
skew-symmetry of the generalized Burgers–Huxley equation. Most of the proofs of this section rely on the notion and
the properties of the M-matrices from linear algebra. Section 4, in turn, presents some numerical results and contrasts
them against the exact solutions presented previously, in order to assess the validity of the method. As a consequence, we
notice that the numerical simulations are in good agreement with the expected results and, moreover, we observe that the
properties of positivity and boundedness are preserved when the conditions derived in Section 3 hold. Finally, we close this
work with a brief section of concluding remarks and directions for further investigation.
2. Preliminaries
2.1. Mathematical model
Let α be a non-negative real number, let β, κ and δ be positive numbers with δ ≥ 1, and let γ be a real number in
(0, 1). Suppose that I is a (bounded or unbounded) interval in the set of real numbers. Throughout, uwill be a function that
depends on the spatial variable x ∈ I and the temporal variable t ≥ 0, which satisfies the advection–diffusion equation with
nonlinear reaction term
∂u
∂t
+ αuδ ∂u
∂x
− κ ∂
2u
∂x2
− βuf (u) = 0, (1)
for every x ∈ I and every t ≥ 0, where
f (u) = (1− uδ)(uδ − γ ). (2)
In the present manuscript, this model is called the generalized Burgers–Huxley equation, and it is a quantitative paradigm
which describes the interaction between reaction mechanisms, convection effects and diffusion transport. We immediately
identify here the constant κ as the coefficient of diffusivity, while α is the advection coefficient and β is the coefficient
of reaction. The function (2) is the factor of (nonlinear) reaction, and it will be fixed throughout this work, unless stated
otherwise.
It is worthwhile noticing that ourmathematicalmodel is actually a generalization of several important partial differential
equations from mathematical physics. For instance, the partial differential equation (1) is the classical heat equation if
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α and β are equal to zero. If the advection coefficient is equal to zero, then our model becomes a generalization of the
FitzHugh–Nagumo equation [16–18], which is a model employed in the study of the transmission of electric impulses in
nervous systems. On the other hand, if α is equal to zero and the function f assumes the general form f (u) = 1 − uδ ,
then the resulting equation is a generalized Fisher—KPP model [19], an equation that was investigated simultaneously and
independently by Fisher [20], and Kolmogorov, Petrovski and Piscounov [21], in the context of population dynamics. In the
frame of the Fisher—KPP equation, the casewhen δ equals 2 is of particular interest in the investigation of fluid dynamics, the
arisingmodel being identified as the Newell–Whitehead–Segel equation [22,23]. Finally, the partial differential equation (1)
is a generalized Burgers–Fisher equation [24] if f is the reaction function of the generalized Fisher—KPP equation.
As we mentioned above, we will assume that κ and β are positive real numbers. It is pragmatically important to notice
that the partial differential equation (1) may be conveniently simplified for its study. In fact, if we let ξ = x√β/κ and
τ = βt , then the model (1) can be written in terms of the new independent variables as
L(u) = 0, (3)
where
L(u) = ∂u
∂t
+ αuδ ∂u
∂x
− ∂
2u
∂x2
− uf (u), (4)
for every x ∈ I and every t ≥ 0. Here, the new coefficient α and the variables x and t have replaced the constant α/√βκ
and the variables ξ and τ , respectively. It is important to point out that this simplifiedmodel will be our equation of interest
in Section 4, which will be the proper scenario to perform some numerical simulations in order to assess the validity of the
method presented in this manuscript.
The proof of the following result is straightforward. The statement is valid for arbitrary, even functions f .
Proposition 1. If f : R→ R is an even function, thenL(−u) = −L(u). 
As a consequence of this result, if δ is an even positive integer, then the function u is a solution of (3) if and only if−u is
likewise a solution. This property of the operatorL is referred to as the property of skew-symmetry [25]. One of the aims of
this work is to design a finite-difference scheme that preserves the skew-symmetry of the problem under investigation.
2.2. Particular solutions
Throughout this section and for the rest of this work, we will let κ be equal to 1. Moreover, for computational purposes,
we may think of β as equal to 1, too, as it will be the case in Section 4.
Particular solution 1. The generalized Burgers–Huxley equation under investigation has a particular solution in the interval
I = [a, b], which satisfies the set of initial-boundary conditions
u(x, 0) =
γ
2
+ γ
2
tan h(a1x)
1/δ
, for every x ∈ I,
u(a, t) =
γ
2
+ γ
2
tan h(a1(a− a2t))
1/δ
, for every t ≥ 0,
u(b, t) =
γ
2
+ γ
2
tan h(a1(b− a2t))
1/δ
, for every t ≥ 0,
(5)
where
a1 = −αδ + δ

α2 + 4β(1+ δ)
4(1+ δ) γ , (6)
a2 = γα1+ δ −
(1+ δ − γ )(−α +α2 + 4β(1+ δ))
2(1+ δ) . (7)
Such a particular solution is given by the expression
u(x, t) =
γ
2
+ γ
2
tan h(a1(x− a2t))
1/δ
, (8)
for every x ∈ I and every t ≥ 0 (see [26]). Evidently, if we consider the entire set of real numbers as the interval I , then the
function (8) is a traveling-wave solution of the parabolic partial differential equation (1). These remarks will be important
in the investigation of the performance of the method presented in Section 3. 
Particular solution2. Let us consider once again the partial differential equation (1),with non-negative parameterα, a positive
value of β, γ being a real number in the interval (0, 1), and both κ and δ equal to 1. In this case, assume first that the spatial
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domain I is the entire real line. Then, the following function is a traveling-wave solution of the Eq. (1) which connects the
two steady-state solutions u = 0 and u = 1, independently of the value of γ :
u(x, t) = 1
2
− 1
2
tan h
[
β
r − α (x− vt)
]
, (9)
where the constant r and the wave velocity v are given by
r =

α2 + 8β, (10)
v = (α − r)(2γ − 1)+ 2α
4
. (11)
These solutions are the result of employing symbolic computations and some relevant nonlinear transformations [27–29].
Evidently, the formula (9) is the particular solution in the interval I = [a, b] of the associated initial-boundary-value problem
u(x, 0) = 1
2
− 1
2
tan h

βx
r − α

, for every x ∈ I,
u(a, t) = 1
2
− 1
2
tan h
[
β
r − α (a− vt)
]
, for every t ≥ 0,
u(b, t) = 1
2
− 1
2
tan h
[
β
r − α (b− vt)
]
, for every t ≥ 0. 
(12)
3. Numerical method
In the present section, we introduce a numerical method to approximate the solutions of (1). The presentation is
sufficiently general to account for families of functions f which properly include the nonlinear reaction factor (2). Evidently,
the problem on the existence of solutions for such families is a task outside the scope of the present work.
3.1. Finite-difference scheme
For the rest of this work, we will let M and N be positive integers, we will let a and b be real numbers such that a < b,
and let T be a positive real number. In order to approximate the solutions of the partial differential equation (3) in the
spatial interval I = [a, b] over the time period T , we fix uniform partitions a = x0 < x1 < · · · < xN = b and
0 = t0 < t1 < · · · < tM = T of [a, b] and [0, T ], respectively, each of them having norm equal to 1x = (b − a)/N
and1t = T/M .
For every n = 0, 1, . . . ,N and every k = 0, 1, . . . ,M , let ukn be an approximation of the exact value of the function u at
(xn, tk). With these conventions, we define the following discrete, linear operators, for every n = 1, . . . ,N − 1 and every
k = 1, . . . ,M − 1:
δtukn =
uk+1n − ukn
1t
, (13)
δ
(1)
t u
k
n =
uk+1n − uk−1n
21t
, (14)
δ(1)x u
k
n =
ukn+1 − ukn−1
21x
, (15)
δ(2)x u
k
n =
ukn+1 − 2ukn + ukn−1
(1x)2
. (16)
Notice that (13) and (14) provide consistent approximations of the exact value of ∂u
∂t at (xn, tk), of orderO(1t) andO((1t)
2),
respectively. In turn, the expressions (15) and (16) are consistent approximations of ∂u
∂x (xn, tk) and
∂2u
∂x2
(xn, tk), respectively,
both of order O((1x)2). Meanwhile, for every real number λ in the set (0, 1), the linear operator
δt,λukn = λδtukn + (1− λ)δ(1)t ukn (17)
is evidently the weighted approximation of ∂u
∂t (xn, tk), formed by the linear combination of (13) and (14). Moreover, it is an
easy task to establish that (17) is actually a consistent, first-order approximation in time, of the exact value of ∂u
∂t at (xn, tk+1).
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Fig. 1. Forward-difference stencil for the approximation to the partial differential equation (3) at time tk , using the finite-difference scheme (19). The
black circles represent known approximations to the actual solutions at the times tk−1 and tk , and the crosses denote the unknown approximations at the
time tk+1 .
Table 1
Expressions of the coefficients in the explicit presentation of the finite-difference scheme (19),
as given by Eq. (20).
k1 k2 k3 k4 k5
α(ukn)
δ1t
21x − R 1− λ2 + 2R−1tf (ukn) − α(u
k
n)
δ1t
21x − R 1− λ λ2
For the sake of convenience, we define the computational parameter
R = 1t
(1x)2
. (18)
Under these circumstances, the finite-difference scheme employed to approximate the exact solutions of the simplified
model (3) at the point xn and the time tk+1, is given by the discrete equation
δt,λukn + α(ukn)δδ(1)x uk+1n − δ(2)x uk+1n − uk+1n f (ukn) = 0, (19)
for every n ∈ {1, . . . ,N−1} and every k ∈ {1, . . . ,M−1}. Thismethod is clearly a non-standard, finite-difference technique
that, in the linear regime, approximates the solutions of (3) with a consistency of order O(1t + (1x)2). Moreover, some
easy algebraic manipulations establish the following equivalent expression of the scheme (19), where the coefficients are
those given in Table 1:
k1uk+1n+1 + k2uk+1n + k3uk+1n−1 = k4ukn + k5uk−1n . (20)
In this expression, the coefficients k4 and k5 are constants,while k1, k2 and k3 are functions of ukn, for every n ∈ {1, . . . ,N−1}.
This dependency of k1, k2 and k3 on ukn, however, is obviated for the sake of simplicity. As a corollary, the forward-difference
stencil of the method (19) is the one depicted in Fig. 1.
3.2. Matrix representation
For every k = 0, 1, . . . ,M , let uk = (uk0, uk1, . . . , ukN). The formula (20) readily induces a matrix representation of the
finite-difference scheme (19) if we impose suitable, discrete boundary conditions on a bounded and closed interval I of R.
In our investigation, we will impose the discrete, Dirichlet boundary data
uk0 = φ(tk), ukN = ψ(tk), (21)
for every k = 0, 1, . . . ,N , where φ and ψ are suitable, real functions defined on the non-negative, real axis. Additionally,
we suppose that φ and ψ satisfy the properties φ(t), ψ(t) ∈ (0, s1/δ), for every t ≥ 0, where s is a positive real number
such that s ≤ 1. Under these hypotheses, the numerical method (19) may be represented in vector form through
L(uk+1,uk,uk−1) = 0, (22)
where the function L : RN+1 × RN+1 × RN+1 → RN+1 is prescribed by the rule
L(uk+1,uk,uk−1) = Auk+1 − Buk − Cuk−1 − bk. (23)
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Here, 0 is the zero vector of dimension N + 1, A is the real matrix of size (N + 1)× (N + 1) given by
A =

1 0 0 0 · · · 0 0 0
k1 k2 k3 0 · · · 0 0 0
0 k1 k2 k3 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · k1 k2 k3
0 0 0 0 · · · 0 0 1
 , (24)
which is a function of the vector uk in view of the fact that k1, k2 and k3 are. In turn, the matrices B and C also have a size
equal to (N + 1)× (N + 1) and are defined by
B =

0 0 0 · · · 0 0 0
0 k4 0 · · · 0 0 0
0 0 k4 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · k4 0 0
0 0 0 · · · 0 k4 0
0 0 0 · · · 0 0 0

, C =

0 0 0 · · · 0 0 0
0 k5 0 · · · 0 0 0
0 0 k5 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · k5 0 0
0 0 0 · · · 0 k5 0
0 0 0 · · · 0 0 0

. (25)
Additionally, bk is the (N + 1)-dimensional, real vector defined by
bk = (φ(tk), 0, . . . , 0, ψ(tk))t . (26)
Our next proposition is valid for a general class of functions f , which includes (2) when δ is an even, positive integer.
Proposition 2. If f : R → R is an even function, then the identity L(−uk+1,−uk,−uk−1) = −L(uk+1,uk,uk−1) is satisfied
for every uk+1,uk,uk−1 ∈ RN+1. 
As a consequence of this result and Proposition 1, we conclude that the finite-difference scheme (19) preserves the
skew-symmetry of the model (3) under investigation, whenever δ is an even, positive integer number (we follow here the
nomenclature found in [25]).
3.3. Numerical properties
Inwhat follows, wewill say that a (not necessarily square)matrix A is positive if every entry of A is a positive real number;
such a fact will be denoted by means of A > 0. On the other hand, if s is any real number, we will say that A is bounded from
above by s if every entry of A is less than s, a fact that will be represented by A < s. Obviously, the n-dimensional, real vector
v satisfies v < s if and only if se− v > 0, where e is the n-dimensional vector all of whose components are equal to 1.
A square matrix A is a Z-matrix if all its off-diagonal entries are less than or equal to zero. We say that A is anM-matrix if
the following three properties are satisfied:
(i) A is a Z-matrix,
(ii) all the diagonal entries of A are positive, and
(iii) there exists a diagonal matrix Dwith positive diagonal elements, such that AD is strictly diagonally dominant.
Lemma 3 (Fujimoto and Ranade [30]). Every M-matrix is non-singular, and its inverse is positive. 
Let f : [0, 1] → R be the function defined by the expression (2), where δ and γ are real numbers satisfying δ ≥ 1 and
γ ∈ (0, 1). It is an easy exercise of real analysis to verify that this function satisfies −γ ≤ f (x) ≤ (1 − γ )2/4, for every
x ∈ [0, 1], that it is increasing in the interval (0, ((γ + 1)/2)1/δ) and decreasing in (((γ + 1)/2)1/δ, 1), that the maximum
andminimum values are attained at 0 and ((γ +1)/2)1/δ , respectively, and that the roots of the function occur at γ 1/δ and 1.
Lemma 4. Let uk be a positive vector of RN+1 satisfying uk < s1/δ , for some positive number s ≤ 1, let α be a non-negative
number, let λ belong to (0, 1), and let f : [0, s1/δ] → R be bounded from above by the positive number K . Then the matrix A
of (24) is an M-matrix if the following conditions are satisfied:
(a) αs1x ≤ 2,
(b) K1t < 1− λ/2.
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Proof. On the one hand, the positivity condition onuk guarantees that k3 is a non-positive function,while the assumption on
the upper boundedness of the same vector and the inequality (a) assure the same conclusion for the coefficient k1, whence
it follows that A has non-positive, off-diagonal entries. On the other hand, inequality (a) gives |k1| + |k3| = 2R. Using the
hypothesis (b), we obtain the chain of inequalities
|k1| + |k3| < 2R+ 1− λ2 − K1t ≤ k2. (27)
This means that the matrix A is strictly diagonally dominant, and that its diagonal entries are positive. We conclude that A
is anM-matrix. 
Let γ be a real number in (0, 1), and let δ ≥ 1. It is worth noticing that Lemma 4 is valid in particular for the function f
introduced in (2), for every positive, real number s ≤ 1.
Proposition 5 (Positivity). Let uk and uk−1 be positive vectors of RN+1 with uk < s1/δ , where s is a positive number with s ≤ 1.
Let f : [0, s1/δ] → R be bounded from above by the positive number K . Suppose that α is a non-negative real number, and that
λ belongs to (0, 1). Then the vector uk+1 obtained by means of (22) is positive if the inequalities (a) and (b) of Lemma 4 hold.
Proof. After Lemmas 3 and 4, the proof is immediate: ThematrixA in (24) has a positive inverse, and the (N+1)-dimensional
vector Buk + Cuk + bk of (22) is positive, whence the result follows. 
Let δ be a real number with δ ≥ 1, let s be a positive, real number such that s ≤ 1, let λ belong in (0, 1), and assume that
the function f : [0, s1/δ] → R is differentiable in the interior of its domain. Then the function G : [0, s1/δ] × [0, s1/δ] → R
given by
G(x, y) = s1/δ
[
1− λ
2
− f (x)1t
]
− (1− λ)x− λ
2
y, (28)
is differentiable in the interior of its domain. Moreover, the first-order partial derivatives of G are provided by
∂G
∂x
(x, y) = −s1/δ f ′(x)1t − (1− λ), (29)
∂G
∂y
(x, y) = −λ
2
. (30)
Evidently, the function (30) is always negative, and in order for (29) to be likewise negative in (0, s1/δ)×(0, s1/δ), we require
that the inequality s1/δ f ′(x)1t + 1− λ > 0 be satisfied for every x ∈ (0, s1/δ). Moreover, if G(s1/δ, s1/δ) ≥ 0, then Gwill be
positive in the interior of its domain. This last inequality holds if and only if f (s1/δ) ≤ 0.
The function G and its properties are essential tools in the proof of the following result.
Proposition 6 (Boundedness). Suppose that α is a non-negative number, and that λ belongs to (0, 1). Let uk and uk−1 be positive
vectors of RN+1 which are bounded from above by s1/δ , for some positive number s ≤ 1, and let f : [0, s1/δ] → R be bounded
from above by K > 0. If (a) and (b) in Lemma 4 are satisfied and if, additionally, the inequalities
(c) s1/δ f ′(x)1t + 1− λ > 0,
(d) f (s1/δ) ≤ 0,
hold, then the vector uk+1 obtained through (22) is a positive vector which is bounded from above by s1/δ .
Proof. Proposition 5 and the hypotheses (a) and (b) of Lemma 4 guarantee that uk+1 is positive. In order to verify the
boundedness condition, letwk+1 = s1/δe− uk+1. A simple substitution in (22) gives the identity
Awk+1 = As1/δe− Buk − Cuk−1 − bk. (31)
The first and the last component of the vector in the right-hand side of (31) are the numbers s1/δ − φ(tk) and s1/δ − φ(tk),
respectively, which are positive. On the other hand, for every n = 1, . . . ,N − 2, the (n+ 1)th component of the right-hand
side of (31) has the form G(ukn, u
k−1
n ), where both u
k
n and u
k−1
n belong to (0, s
1/δ), and G is given by (28). The hypotheses (c)
and (d), together with the discussion which precedes this proposition, imply that G(ukn, u
k−1
n ) is positive. Summarizing, the
right-hand side of (31) is a positive vector, and the matrix A is anM-matrix by Lemma 4. We conclude that the vectorwk+1
is positive or, equivalently, that uk+1 < s1/δ . 
It is interesting to notice that the function G may be negative in [0, s1/δ] × [0, s1/δ] if f assumes the expression (2) and
γ < s < 1. However, if s is equal to 1 or if s ≤ γ then G is again positive in the interior of [0, s1/δ] × [0, s1/δ]. As a
consequence, we have the following result.
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Fig. 2. Graphs of the exact solution (continuous line) and the approximations (circles) computed through the numerical method (19) versus x, of the
partial differential equation (3) subject to the initial-boundary conditions (5) on the interval [−20, 140], with parameters α = 0.01, γ = 0.5 and δ = 2.
The computational parameters 1x = 0.1,1t = 0.001 and λ = 0.9 were employed, and four times were considered, namely, (a) t = 0.08, (b) t = 0.8,
(c) t = 8 and (d) t = 80. The dotted line is the constant γ 1/δ .
Corollary 7. Suppose that α is a non-negative number, and that γ and λ both belong to (0, 1). Let uk anduk−1 be positive vectors
of RN+1 which are bounded from above by s1/δ , for some positive number s satisfying s ≤ γ or s = 1, and let f be given by (2).
Then uk+1 obtained through (22) is a positive vector which is bounded from above by s1/δ if
(a) αs1x ≤ 2,
(b) (1− γ )21t < 2(2− λ),
(c) sδ1t(2s− γ − 1) < 1− λ. 
Observe that (a) in Corollary 7 is trivially satisfied when the advection coefficient is equal to zero; otherwise, it is easy
to choose 1x small enough in order for such a constraint to hold. On the other hand, since γ and λ are positive numbers
which are less than 1, then (1− γ )2 < 1− γ < 2 < 2(2−λ), so that (b) holds by taking1t < 1. Finally, part (c) is trivially
satisfied if 2s ≤ 1 + γ (as it happens when s ≤ γ ), in which case, the number in the parenthesis of (c) is non-positive;
otherwise (as in the case when s is equal to 1), this condition is reached by taking1t sufficiently small.
It is useful to mention that the simulations in the next section were obtained bymeans of an implementation of Thomas’
technique for tridiagonal systems [31]. Additionally, it must be mentioned that a slight modification of our method can be
easily done in order to account for homogeneous Neumann boundary conditions. In fact, one only needs to set bk equal to
zero, and do the following changes in the matrix A = (ai,j) of (24): Redefine a1,2 = aN+1,N = −1.
4. Numerical results
Throughout this section, the function f will be given by (2).
Example 8. Let us consider the partial differential equation (3) with δ equal to 2, γ equal to 0.5, and an advection coefficient
α equal to 0.01. Consider the initial-boundary data provided by (5) on the spatial domain I = [−20, 140], in which case, the
exact solution is given by (8). In order to approximate the solutions of this initial-boundary-value problem over the time
period 80, we fix a uniform partition of the interval I , with norm 1x equal to 0.1, and a uniform partition of the temporal
interval [0, 80] with norm equal to 0.001. Computationally, the parameter λwill be equal to 0.9. Under these circumstances,
Fig. 2 presents a comparison between the actual solution of the initial-boundary-value problem under investigation against
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Table 2
Relative errors committed when approximating the exact solution of (3) subject to the initial-boundary conditions
(5) on the interval [−20, 140], with parameters α = 0.01, γ = 0.5 and δ = 2, by means of the finite-difference
scheme (19). Computationally, λ = 0.9, and several values of 1x and 1t were employed. Six different times were
considered for comparison purposes, namely, t = 2.5, 5, 10, 20, 40 and 80.
Time 1x = 1
1t
0.1 0.01 0.001 0.0001
2.5 1.7894× 10−3 1.9409× 10−4 3.6169× 10−4 3.8037×10−4
5 2.5870× 10−3 3.6822× 10−4 5.7714× 10−4 6.0146×10−4
10 2.9225× 10−3 1.4146× 10−3 1.4548× 10−3 1.4615×10−3
20 1.1326× 10−2 5.3108× 10−3 4.6949× 10−3 4.6337×10−3
40 4.2899× 10−2 1.7318× 10−2 1.4650× 10−2 1.4401×10−2
80 1.9397× 10−1 7.4834× 10−2 6.3295× 10−2 7.1182×10−2
Time 1x = 0.5
1t
0.1 0.01 0.001 0.0001
2.5 1.7619× 10−3 1.8348× 10−4 3.7242× 10−4 3.9214×10−4
5 2.5117× 10−3 3.9200× 10−4 6.2890× 10−4 6.5471×10−4
10 2.6978× 10−3 1.0673× 10−3 1.1448× 10−3 1.1557×10−3
20 9.2589× 10−3 3.0891× 10−3 2.4825× 10−3 2.4237×10−3
40 3.4839× 10−2 8.8806× 10−3 6.1919× 10−3 6.0123×10−3
80 1.7476× 10−1 3.4782× 10−2 2.1314× 10−2 9.1006×10−1
Time 1x = 0.1
1t
0.1 0.01 0.001 0.0001
2.5 1.7551× 10−3 1.9422× 10−4 3.8304× 10−4 4.0275×10−4
5 2.4898× 10−3 4.1062× 10−4 6.5193× 10−4 6.7796×10−4
10 2.6327× 10−3 9.6300× 10−4 1.0576× 10−3 1.0703×10−3
20 8.5959× 10−3 2.3720× 10−3 1.7811× 10−3 1.7256×10−3
40 3.2233× 10−2 6.1413× 10−3 3.4550× 10−3 3.2040×10−3
80 9.4971× 10−1 9.1541× 10−1 9.8005× 10−3 1.6896×10−2
the approximations obtained by the numerical method (19), for four different times, namely, t = 0.08, 0.8, 8 and 80. We
immediately notice that the results evidence a good agreement between the simulations and the exact solutions at the
four times considered. Moreover, the approximate solutions are always bounded between 0 and γ 1/δ . This last remark is in
agreement with the fact that the boundedness conditions of Corollary 7 are satisfied. More precisely, we have compared the
exact solutions and their corresponding approximations at different times, using several values of1x and1t , and employing
the relative differences between the numerical and the theoretical solutions through the standard ‖ · ‖2-norm in RN+1. The
results are summarized in Table 2, and they show that the approximations tend to improve as the computational parameters
1x and1t become smaller. 
Example 9. Consider the problem presented in the previous example, with the samemodel and computational parameters.
In this case, however, we will let α be equal to 1, and let γ be equal to 0.85. The results of the simulations in this example
are shown in Fig. 3. Once again, the numerical approximations seem to be in good agreement with the exact solutions, even
in this situation in which the value of α is relatively larger than the value used in the previous example. 
Example 10. Consider again the partial differential equation (3) with advection coefficient equal to 0.005, δ equal to 1, and
γ equal to 0.85. We impose the initial-boundary conditions (12) on the spatial interval I = [−60, 20]; computationally,
we choose 1x and 1t equal to 0.1 and 0.001, respectively, fix a time period of 80, and let λ be equal to 0.5. Fig. 4 presents
the exact solution of the problem as given by (9) and the corresponding approximations given by (19) versus x ∈ I , at
four different times: 0.08, 0.8, 8 and 80. The theoretical and the numerical results are seen to be in good agreement and,
moreover, the simulations are bounded in the interval (0, 1). Evidently, themodel and the computational parameters satisfy
again the boundedness conditions of Corollary 7. 
Next, we analyze the role of λ in the approximation of one of the traveling-wave solutions considered above.
Example 11. Consider the problem studied in Example 8, with 1t equal to 2. We consider four decreasing values of 1x
for which the boundedness conditions of Corollary 7 are satisfied (namely, 5, 2.5, 1 and 0.5), and compute the maximum
relative error under the ‖ · ‖∞-norm of RN+1, over a temporal period of length 80, committed when we approximate the
exact solution of the problem under investigation through our finite-difference method. In this example, the value of λ is
varied in the interval (0, 1). The results are presented in Fig. 5, and they show the fact that themaximum relative error attains
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Fig. 3. Graphs of the exact solution (continuous line) and the approximations (circles) computed through the numerical method (19) versus x, of the
partial differential equation (3) subject to the initial-boundary conditions (5) on the interval [−20, 140], with parameters α = 1, γ = 0.85 and δ = 2.
The computational parameters 1x = 0.1,1t = 0.001 and λ = 0.9 were employed, and four times were considered, namely, (a) t = 0.08, (b) t = 0.8,
(c) t = 8 and (d) t = 80. The dotted line is the constant γ 1/δ .
a minimum value for λ around the value 0.5. In fact, one can readily notice that, as the value of1x is decreased within the
region that guarantees the boundedness of solutions, the minimum value of the maximum relative errors is reached for a
critical value of λ close to 0.6. This is in perfect agreement with the fact that the graphs of the solutions to the problem under
investigation show a sharp wave front, in which case, an appropriate linear combination of the approximations of orders 1
and 2 of the partial derivative of uwith respect to time is recommended. 
We now carry out a study similar to that presented in [32], in which the behavior of the method around a bifurcation
point is computationally investigated.
Example 12. We investigate now the effect of linearly perturbing the steady-state solution u = 0 of the partial differential
equation (1) over the spatial interval I = [0, 100]; here, we set the parameters α, β, κ and δ all equal to 1, and let γ = 0.5.
Computationally, we let1x and λ be equal to 1 and 0.6, respectively. To that effect, we fix discrete, initial conditions of the
form u0n = u1n = 0, for every n ∈ {1, . . . ,N − 1}, and impose discrete, homogeneous Neumann boundary conditions on the
right end of the spatial interval. On the left endpoint of I , we linearly change the value of uk0 from 0 to ϵ over the time period
[0, 10], where ϵ is a positive, real number which is less than γ 1/δ; afterward, we impose discrete, homogeneous Neumann
boundary conditions, too. Next, we determine computationally the value of the steady-state solution, letting the algorithm
run for a period of time of length equal to 100. The results are displayed in Fig. 6 as time-dependent graphs of the maximum
value of the approximations over I , for several values of 1t and ϵ. In all cases, the results show that the solutions tend to
the steady-state solution u = 0 as t increases. These graphical observations have been verified numerically by letting the
algorithm run for periods of time of length 10000, and the results show that the solutions tend to the constant solution
u = 0, indeed. 
5. Conclusions
In this article, we developed a numerical method to approximate the solutions of a generalized version of the well-
known Burgers–Huxley equation from fluid dynamics. In the linear regime, the method is a non-standard, finite-difference
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Fig. 4. Graphs of the exact solution (continuous line) and the approximations (circles) computed through the numerical method (19) versus x, of the
partial differential equation (3) subject to the initial-boundary conditions (12) on the interval [−60, 20], with parameters α = 0.005, γ = 0.85 and δ = 1.
The computational parameters 1x = 0.1,1t = 0.001 and λ = 0.5 were employed, and four times were considered, namely, (a) t = 0.08, (b) t = 0.8,
(c) t = 8 and (d) t = 80.
Fig. 5. Graph of maximum relative error versus the computational parameter λ, obtained when approximating through (19) the exact solution of the
partial differential equation (1) subject to the initial-boundary conditions (5) on the interval [−20, 140], over a temporal period of length 80, with
parameters α = 0.01, γ = 0.5, and δ = 2. Computationally, we employed1t = 2, and four different values of1x, namely, 5 (continuous), 2.5 (dashed),
1 (dash-dotted) and 0.5 (dotted).
scheme that estimates the solutions of the equation under study, with a consistency of first order in time, and second order
in space. Our technique is capable of preserving the skew-symmetry of the problem under investigation, and it is able to
preserve the positivity and the boundedness of our partial differential equation under some constraints on themodel and the
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Fig. 6. Time-dependent graph of the maximum value of the approximate solution of a system described by (1) over the spatial interval I = [0, 100], with
function f given by (2) and parameter values α = β = κ = δ = 1, γ = 0.5,1x = 1 and λ = 0.6. Discrete, homogeneous Neumann conditions were
imposed on the right endpoint of [0, 100], while the left endpoint was linearly changed from 0 to ϵ during a period of time of length 10; afterward, we
impose discrete, homogeneous Neumann conditions. The system was initially given a constant profile u = 0, and several values of 1t were employed,
namely, (a) 0.5, (b) 1, (c) 2.5 and (d) 5. In each case, several values of ϵ were also used.
computational parameters of the method. The main results of this manuscript rely on the concept ofM-matrices and their
properties, and the derived constraints are noticed to be relatively flexible and easily satisfied for sufficiently small spatial
and temporal step-sizes. We obtained several simulations to compare the performance of the method against known, exact
solutions in some particular cases. Our results indicate that the method approximates well the solutions of the problems
considered and that, moreover, the properties of boundedness and positivity are actually preserved when the analytical
constraints are satisfied in practice.
After this article, several directions of further investigation still remain open. For example, the design of boundedness-
and positivity-preserving techniques to approximate numerically the solution of hyperbolic generalizations of the equation
investigated in the present work, is a natural question that arises in view of the physical limitations inherent to parabolic
partial differential equations. The partial differential equations
τ
∂2u
∂t2
+ ∂u
∂t
+ αuδ ∂u
∂x
− κ ∂
2u
∂x2
− g(u) = 0 (32)
and
τ
∂2u
∂t2
+

1− τ dg
du

∂u
∂t
+ αuδ ∂u
∂x
− κ ∂
2u
∂x2
− g(u) = 0, (33)
where
g(u) = βuf (u), (34)
are two such generalizations [33]. Obviously, the first model has a constant damping, while the second has a variable
damping coefficient. The problem of designing positivity- and boundedness-preserving, finite-difference schemes for these
two equations is a non-trivial mathematical problem, which the authors have not been able to solve satisfactorily, not even
for the former case.
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