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In the standard approach to studying cosmological structure formation, the overall expansion of
the Universe is assumed to be homogeneous, with the gravitational effect of inhomogeneities en-
coded entirely in a Newtonian potential. A topic of ongoing debate is to what degree this fully
captures the dynamics dictated by general relativity, especially in the era of precision cosmology.
To quantitatively assess this, we directly compare standard N-body Newtonian calculations to full
numerical solutions of the Einstein equations, for cold matter with various magnitude initial inho-
mogeneities on scales comparable to the Hubble horizon. We analyze the differences in the evolution
of density, luminosity distance, and other quantities defined with respect to fiducial observers. This
is carried out by reconstructing the effective spacetime and matter fields dictated by the Newtonian
quantities, and by taking care to distinguish effects of numerical resolution. We find that the fully
general relativistic and Newtonian calculations show excellent agreement, even well into the nonlin-
ear regime. They only notably differ in regions where the weak gravity assumption breaks down,
which arise when considering extreme cases with perturbations exceeding standard values.
I. INTRODUCTION
Our observable Universe appears to be, to a good
approximation, homogeneous, isotropic, and flat on
the largest scales, but with rich structure at smaller
scales. The usual approach in cosmology is to treat the
Universe on large scales as governed by a homogeneous
solution to the Einstein equations—the Friedmann-
Roberson-Walker (FRW) solution—with small devia-
tions away from homogeneity, which are treated per-
turbatively. Smaller scales, where deviations from ho-
mogeneity become large and lead to formation of clus-
ters of galaxies and other structures, are assumed to
be decoupled from the large-scale dynamics. However,
this treatment is only an approximation, as general
relativity (GR) is inherently a nonlinear system which
couples different scales. Recently, there has been
much interest in applying advances in numerically
solving the full Einstein equations to study inhomoge-
neous cosmologies [1–5]. Such studies are motivated
by assessing “backreaction” effects—that is the po-
tential for smaller-scale inhomogeneities to effect the
overall expansion of the Universe, a topic that remains
controversial [6–10] —and, in general, quantifying rel-
ativistic effects and their possible impact on making
measurements in the era of precision cosmology. Im-
petus for this is provided by ongoing and upcoming
cosmological surveys such as the Dark Energy Sur-
vey (DES) (see year-one results in [11]), the Dark En-
ergy Spectroscopic Instrument (DESI) [12], the Large
Synoptic Survey Telescope (LSST) [13], or the Euclid
space mission [14]. These surveys will provide vast ob-
servational data, from cosmological distances to lens-
ing observations, measured with unprecedented preci-
sion, for testing assumptions underlying the standard
cosmological model.
Studies utilizing full GR solutions have begun to ex-
plore the nonlinear effects that appear for sufficiently
large inhomogeneities. However, standard Newtonian
cosmology simulations also capture effects in collapse
and structure formation that are nonlinear in the am-
plitude of the inhomogeneities, so the important ques-
tion that remains to be answered is, how important
are effects that are both nonlinear and relativistic?
The goal of this work is to realize a meaningful com-
parison between standard Newtonian cosmology cal-
culations, and those utilizing full GR, that will allow
us to quantify how much the two types differ.
To do this, we directly compare Newtonian and full
GR cosmological simulations of cold matter in an ex-
panding Universe. For the former, we use standard
N-body techniques to evolve a set of particles on a
FRW background that source (through a Poisson-type
equation), and respond to, a Newtonian gravitational
potential. For the latter, we numerically solve the
nonlinear constraint (at the initial time) and evolu-
tion parts of the Einstein equations, using standard
grid-based methods. Given the computational ex-
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2pense of solving the full Einstein field equations, in-
stead of using entirely realistic initial conditions, we
focus on some simplified setups that contain inhomo-
geneities at a modest range of scales and allow us to
compare the two types of calculations as a function
of their amplitude. In this work we study a range of
cosmological models, including ones where the den-
sity fluctuations exceed the rms of the density field at
the corresponding scales in the standard ΛCDM cos-
mological model by factor of up to ∼ 100 (i.e., they
roughly correspond to rms ∼ 0.1 at a Gpc scale at
the present time). This is partly considered as a lim-
iting case, to see how large the amplitude of the inho-
mogeneities can be made before significant relativistic
effects arise. However, we also note that the possibil-
ity that high over(under)density structures are present
on scales larger than the baryon acoustic oscillations
have not been fully ruled out. For example, several
studies find evidence for a ∼ 300 Mpc underdensity in
the southern sky, detected both in the distribution of
galaxies [15] and x-ray galaxy clusters [16].
We carry out the comparison in terms of quanti-
ties defined with respect to a set of fiducial observers,
e.g. luminosity distance-redshift relations, both since
these are the most readily interpreted and relevant
quantities, and because this will obviate difficulties
associated with the different coordinates used in the
Newtonian and GR calculations. In order to facili-
tate this comparison, and to ensure that we are set-
ting up equivalent initial conditions in the two cases,
we make use of a dictionary that allows an effective
spacetime and set of matter fields to be reconstructed
from the evolution variables of the Newtonian simula-
tion [17, 18] (once the density fields have been suitably
constructed from the particles using the techniques
of [19]). We find that the Newtonian calculations,
suitably interpreted, in fact agree quite well with
the full GR results, well into the nonlinear regime.
We only find a significant difference in extreme cases
where the magnitude of the Newtonian potential is no
longer much smaller than 1. We also comment on the
possible differences that can arise due to using a fluid
versus particle description for matter, as is commonly
done in conjunction with the different approaches to
gravity.
Previous studies utilizing evolutions in full GR have
mainly focused on comparing to linear theory using
simple setups with perturbations initially at a single
length scale, and following the evolution of matter or
certain metric functions [1, 4], or evolved perturba-
tions at a range of length scales over an increase in
scale factor by a factor of a few, while also track-
ing light propagation [2, 3]. In this work we consider
initial inhomogeneities of both these types, evolved
through a ∼ 100× increase in scale factor. We also
use initial data that nontrivially solves the momen-
tum constraint of the Einstein equations. This con-
trasts with previous treatments that trivially satisfy
the momentum constraint by assuming a moment of
time symmetry—and hence include decaying, as well
as growing, perturbations—or do not solve the nonlin-
ear momentum constraint. In addition, as in [4], we
use a treatment that is not restricted to synchronous
gauge (geodesic slicing), where the lapse is set to unity
and the shift vector to zero, which will break down
when caustics form.1 This comes at the expense of
having to also keep track of the nontrivial evolution
of matter.
Tackling the problem from the other end, there has
also been work comparing N-body calculations to ex-
act solutions of the Einstein equations [21], and in-
corporating various relativistic effects into such cal-
culations, for example evolving additional metric de-
grees of freedom in the weak gravity limit [22, 23], or
including relativistic screening through a Helmholtz
equation [24]. In addition, as a way to probe the be-
havior of inhomogeneities on cosmic expansion in the
extreme relativistic limit, there have been studies us-
ing full GR solutions of black hole lattices [25–27].
The rest of this paper is organized as follows. In
Sec. II we review the relativistic-Newtonian matching
scheme that we will use in setting up equivalent initial
conditions and making comparisons. In Sec. III, we
describe the initial conditions for the various cases we
consider, outline how we perform the respective New-
tonian and GR calculations, and describe how we de-
fine and compute various “observable” quantities that
we will compare between the two cases. The results of
this comparison are given in Sec. IV. We conclude in
Sec. V and mention some directions for future work.
In the Appendix we describe results from resolution
studies used to assess numerical error. Unless other-
wise stated, we use units with G = c = 1 throughout.
II. RELATIVISTIC TRANSLATION OF
NEWTONIAN QUANTITIES
In this paper, we consider solutions of general rel-
ativity coupled to a matter model consisting of pres-
sureless fluid in a periodic domain, and compare this
to the N-body simulations of Newtonian gravity on the
1Geodesic slicing is also not strongly hyperbolic in the
Baumgarte-Shapiro-Shibata-Nakamura formulation of the Ein-
stein equations [20].
3background of an expanding FRW solution commonly
used in studies of structure formation. Properly inter-
preted, the quantities from such simulations should
agree both with linear perturbation theory for suf-
ficiently small perturbations around a homogeneous
FRW solution, and with nonlinear Newtonian gravity
on scales much smaller than the Hubble radius. In
[17, 18] a relativistic-Newtonian matching scheme is
laid out that we will use to set up equivalent initial
conditions and compare quantities between the GR
and Newtonian calculations. In this section we briefly
review this scheme.
For the Newtonian simulations we assume a back-
ground FRW solution with density ρ0, scale factor a,
and Hubble parameter H. We then calculate, on the
simulation domain, a density ρN , gravitational poten-
tial ψN , and a velocity v
i. From the density we can
also define a density contrast δN :
ρN = ρ0(1 + δN ). (1)
The gravitational potential ψN satisfies
∂i∂iψN = 4pia
2ρ0δN (2)
and the evolution of the density perturbation
δ˙N + ∂i((1 + δN )v
i) = 0 (3)
where the derivatives are with respect to comoving
coordinates and conformal time τ .
Under some simplifying assumptions the metric
that we can reconstruct from the Newtonian quan-
tities is:
ds2 = a2
[−(1 + 2ψN )dτ2 + (1− 2ψN )δijdxidxj] .
(4)
The quantities that make up the stress-energy ten-
sor T ab = ρuaub in the relativistic treatment are as
follows. The density is given by
ρ/ρ0 − 1 = δ = δN − 2ψN − 2dψN/d log(a) (5)
and the four-velocity is
ua = uτ (1, vi) (6)
where the time component can be calculated from the
normalization requirement uaua = −1 as
(uτ )−1 = a
√
1 + 2ψN − (1− 2ψN )δijvivj . (7)
We also note that along the trajectory of some ob-
server or particle, we can calculate the proper time as
tp =
∫
(uτ )−1dτ .
In the above, we have ignored the vector modes
of the metric, both because they are expected to be
small, and because determining them would require
the solution of additional elliptic equations that are
not typically solved in Newtonian simulations (though
see [28, 29]). This is the correspondence in [17], and
in the “abridged dictionary” of [18]. The goal of this
work will be to quantify how closely the spacetime
metric and matter fields constructed from the New-
tonian solution above match the full solution of the
Einstein equations.
III. METHODOLOGY
A. Initial conditions
In this section we detail the initial conditions we
use. We begin with the initial data for the Newtonian
simulations. We then outline how these translate into
the GR quantities and specify how we solve the con-
straint part of the Einstein equations to obtain fully
relativistic initial data for the GR calculations. For
convenience we will assume that at the initial time
a = 1.
For the Newtonian simulations, we specify the den-
sity perturbations and velocities {δN , vi}. We take
the density perturbations to be a sum over modes with
different amplitudes δ¯n, wave numbers kn, and phases
φn:
δN =
∑
n
δ¯n sin(kn · x + φn). (8)
For many of the cases we consider, we will use a simpli-
fied version of this where all of the components of the
density perturbations have the same amplitude and
wave number magnitude in each of the coordinate di-
rections:
δN = δ¯
∑
i
sin(kxi). (9)
For the velocity initial condition, we use the
Zel’dovich approximation (ZA) [30]:
v = H
∑
n
knδ¯n cos(kn · x + φn)/k2n. (10)
For comparison with previous work where initial data
were chosen to trivially satisfy the momentum con-
straint (e.g. [1, 2]), we also consider a case where the
velocity is initially zero: vi = 0.
Once we have specified {δN , vi}, we can calculate
ψN from Eq. (2), and thus ψ˙N , in order to calculate
4the relativistic quantities. Taking the time derivative
of Eq. (2), and combining it with Eq. (3) (dropping
the second-order term), we have that
∂i∂iψ˙N ≈ −3
2
H2(∂iv
i +HδN ). (11)
This can be inverted to give an approximation of ψ˙N
at the initial time. For the Zel’dovich approxima-
tion velocity profile this just gives ψ˙N = 0 and im-
plies that the density perturbation is evolving with
the Hubble flow: δ˙N = HδN . With these quantities
in hand we can apply the dictionary of Sec. II to cal-
culate everything else. For example, for the simple
density profile of Eq. (9) from Eq. (5), we have that
δ =
[
1 + 3(H/k)2
]
δN and δ = δN for the Zel’dovich
velocity profile and the zero velocity profile, respec-
tively.
In addition to the density, the rest of the quantities
for the GR initial data can be calculated from the
metric in Eq. (4). Note, however, that the Einstein
equations also impose constraints—the Hamiltonian
and momentum constraints—on the initial metric. We
solve these constraints in the conformal thin-sandwich
formalism using the code described in [31]. In this
formalism we specify the conformal three-metric γ˜ij ,
the trace of the extrinsic curvature K, the conformal
lapse α˜, the matter density ρ and the conformal three-
momentum p˜i:
γ˜ij = (1− 2ψN )δij ,
K = −3H(1− ψN − ψ˙N/H),
α˜ =
√
1 + 2ψN ,
p˜i = ρ0(1 + δ)α(u
τ )2vi,
(12)
as well as the traceless part of the time derivative of
the metric, which we set to zero ∂tγ˜
ij = 0. With
these free data, we solve the conformal thin-sandwich
equations2 for a conformal factor Ψ and shift vector
βi, such that the four-metric
gabdx
adxb = −Ψ12α˜2dt2+Ψ4γ˜ij(βidt+dxi)(βjdt+dxj)
(13)
satisfies the nonlinear constraint equations. Since
the conformal quantities already satisfy the constraint
equations to linear order, we expect the quantities
(Ψ − 1) and βi to be small and to scale like δ¯2 for
small initial inhomogeneities, which is true for all the
cases considered here. We will consider initial con-
ditions that consist of small perturbations on super-
2In contrast to [31], we do not conformally rescale the energy.
horizon scales, and our method for constructing ini-
tial conditions is in keeping with the assumption for
the validity of the Newtonian approximation that this
regime should be well described by linear perturbation
theory.
B. Newtonian simulations
We carry out N-body simulations using the
GADGET-2 code [32] in a mode for following the
evolution of collisionless matter. The code combines
two methods to compute gravitational forces: the
Fourier technique for the contribution from long-range
forces and the hierarchical tree method for short-range
forces. The positions and velocities of particles are ad-
vanced using leapfrog integration with an adjustable
time step. The Newtonian evolution of the particles
is decoupled from the background expansion which is
governed by the Friedmann equation.
We generate initial conditions by displacing parti-
cles from the positions given by regular mesh. The
displacement field is related to the gradient of the ini-
tial potential ψN (a = 1) through the Zel’dovich ap-
proximation [30]
δxi = − 1
4piρ0
∂iψN (a = 1), (14)
where ∂i is the derivative with respect to the initial
Lagrangian coordinates. Due to the nonlinearity of
the transformation between the Lagrangian and Eule-
rian coordinates, the density field generated by the
above displacement can slightly differ from the as-
sumed initial density. The relative deviations from
the analytic model given by Eq. (8) reach the percent
level for initial conditions with the highest amplitude
δ¯. In order to mitigate this problem, we alter parti-
cle masses in a way that they compensate differences
between the actual and assumed density field. This
correction makes the density field computed from the
particle position resemble the analytic model with rel-
ative errors in the density contrast δN of 10
−3.
The N-body code does not explicitly evolve the den-
sity field, which needs to be computed from the par-
ticle positions in a postprocessing analysis. We em-
ploy a method based on tracing the evolution of the
initial (Lagrangian) tessellation of the dark matter
manifold in phase space [19, 33]. The local density
is primarily determined by the expansion or contrac-
tion (in regions with no shell crossing, e.g. voids)
and superposition (in multistream regions, e.g. ha-
los) of tetrahedral volume elements defined by fixed
groups of particles (neighboring particles in the initial
5Lagrangian space). Assuming that every particle con-
tributes equally to the mass elements carried by all
adjacent tetrahedra leads to a straightforward means
of estimating the density at particle positions. Ad-
ditional assumptions regarding interpolation schemes
are required for estimating the density at arbitrary
points. Here we follow the approach outlined in [19].
The accuracy of the adopted density estimator has
some limitations. Less accurate density estimates can
be expected in multistream regions (e.g. halos) where
the density estimator does not fully comply with the
effective density of the Poisson solver in the N-body
code. However, as we shall see, the detailed properties
of the matter distribution in these regions are quite
sensitive to numerical resolution both in the GR and
N-body simulations.
C. GR simulations
To evolve the GR-hydrodynamic equations we use
the code described in [34]. The Einstein equations
are evolved in a periodic domain in the general-
ized harmonic formulation using a damped harmonic
gauge [35, 36] in a similar manner as in [37]. We
make our initial conditions compatible with this choice
of gauge by appropriately choosing ∂tgta (or equiva-
lently, the time derivatives of the lapse and shift) at
the initial time, so it does not affect the correspon-
dence with the Newtonian quantities on the initial
time slice. We use fourth-order Runge-Kutta time
stepping and standard fourth-order finite differences
for the spatial derivatives.
We note that stably evolving the Einstein equations
requires resolving the light-crossing time between grid
cells since this is the speed at which information prop-
agates. This is in contrast to Newtonian simulations,
where gravity is encapsulated in an elliptic equation,
and the necessary time resolution is set by the veloc-
ity of the particles. This is the primary reason that
solutions of full GR are much more computationally
expensive than their Newtonian counterparts. To deal
with the fact that the metric functions grow due to ex-
pansion, placing stricter limits on the time-step size
for numerical stability,3 we decrease dt in proportion
to the minimum of α−1 over the whole domain during
evolution.
Unlike some other approaches, we have not chosen a
synchronous gauge, which means that we do not have
to worry about the potential for coordinate problems
3In particular, with the gauge choice used here, the lapse grows.
from the formation of caustics, and we can use a gauge
that has been found to be robust in the strong field,
dynamical regime. However, it does mean that the
dust velocity will not be zero in these coordinates,
and the evolution of the dust will have to be kept
track of as well. The way we handle this is just to
evolve the hydrodynamic equations but with a fixed,
negligibly small pressure (P ∼ 10−12ρ) and to ignore
the energy evolution equation. The fluid equations
are evolved as in [34] using standard high-resolution
shock-capturing techniques that are second-order ac-
curate for smooth flows and reduce to first order in the
presence of shocks. We present details on convergence
and estimates of numerical error in the Appendix.
D. Particle versus fluid differences
Since we use a particle description of matter for the
Newtonian calculations and a fluid description for the
GR calculations, there will, in principle, be differences
between the two, irrespective of their treatment of
gravity. In the particle case we are approximating the
collisionless Boltzmann equation. Taking moments of
this equation, the evolution of the density will obey
the continuity equation, while the momentum density
will obey the Jeans equation. These can be thought
of as equivalent to the Euler equations governing a
fluid, but with an anisotropic effective pressure that
is nonzero in multistream regions and is set by the ve-
locity dispersion. On the other hand, when actually
evolving a fluid in the GR case, we take the pressure
to be zero. In order to quantify this, we measure the
velocity dispersion in the N-body calculation
σv =
〈|v − 〈v〉 |2〉1/2 , (15)
where 〈. . .〉 represent an average over momentum
space, for some representative cases below. In prac-
tice, we find these differences to be negligible for most
of the comparisons we make in this work, where the
velocity dispersion is zero (in single-stream regions)
or small, and to only be significant in the vicinity of
large collapsing regions at late times.
E. Calculating observables
To make a meaningful comparison between the
Newtonian and GR calculations, we want to utilize
observable quantities—that is, quantities defined in
terms of a set of fiducial observers. This is especially
important since we use different coordinates for the
two calculations. To facilitate this we will make use
6of a set of geodesics, both timelike and null, that are
defined with respect to the initial time slice where the
two calculations do make use of the same gauge (up
to small nonlinear corrections).
One quantity we will compare is the density ρ mea-
sured as a function of proper time, as seen by a chosen
set of observers comoving with matter (at the under-
densities, overdensities, etc.). In the GR simulations
this is calculated by integrating geodesics and evaluat-
ing ρ along their worldlines. In the Newtonian simula-
tions this can be calculated by saving {δN , vi, ψN , ψ˙N}
along different particle trajectories and using the for-
mulas in Sec. II. Even though the “observer” quanti-
ties are proper time and density, for convenience we
can translate this into an effective scale factor and
density contrast by making reference to the FRW so-
lution (but not referring to any global or averaged
quantities). The scale factor that a fiducial observer
would get by integrating the FRW solution as a func-
tion of proper time is just
ap := [3tpH(a = 1)/2 + 1]
2/3
. (16)
Likewise the density is ρFRW(tp) = ρ0(a = 1)a
−3
p ,
from which we can define a density contrast from only
the observer’s local quantities as
δobs(tp) := ρ(tp)/ρFRW(tp)− 1. (17)
We emphasize that this is just a convenient
parametrization of the density seen by an observer co-
moving with matter and will differ from the quantity
δN .
We also calculate null geodesics as a point of com-
parison, by directly integrating the geodesic equation
dka
dλ
+ Γabck
bkc = 0 (18)
where ka is the four-velocity, λ is an affine parameter,
and Γabc is the Christoffel symbol. For the Newtonian
simulations we also directly integrate the geodesic us-
ing the values from the reconstructed metric [Eq. (4)]
as a postprocessing step. This will, in some sense, in-
clude “relativistic” effects in the propagation of light,
but the viewpoint we are taking is that we want to
compare how similar the spacetime given by Eq. (4)
is to the spacetime that comes from solving the Ein-
stein equations, and tracing out geodesics is simply a
way to measure this.
From the four-velocity of each of these null
geodesics, we can compute a redshift with respect to
an emitter and observer comoving with matter
z = −1 + (uak
a)emit
(uaka)obs
. (19)
Following [38], for each primary null geodesic, we also
compute two neighboring null geodesics that are per-
turbed slightly in the directions orthogonal to the
geodesic’s initial four-velocity, and we calculate the
luminosity distance DL (or equivalently, the angular
distance, as the two quantities are related by the reci-
procity relation [39]) from its relation to the geodesic
deviation equation. See [38, 40] for details.
Below we shall primarily concentrate on com-
parisons between the Newtonian and fully general-
relativistic calculations of {ap(tp), δobs(tp)} along
specified timelike geodesics and {z(λ), DL(λ)} along
null geodesics.
F. Cases
In this study we compare the general-relativistic
and Newtonian evolution beginning from several dif-
ferent initial conditions, for an inhomogeneous, dust-
filled, expanding universe with vanishing global cur-
vature (the Einstein–de Sitter model, i.e. Ω = 1). We
consider several cases where the inhomogeneities are
initially at one length scale [Eq. (9)], and the velocity
is given by the Zel’dovich approximation [Eq. (10)].
We fix k = piH(a = 1)/2—i.e. the initial wavelength
is 4 times the initial Hubble radius—and consider vari-
ous magnitudes for the inhomogeneities: δ¯ = 5×10−4,
10−3, and 10−2. For comparison with previous work,
we also consider initial conditions equivalent to the
δ¯ = 10−3 case but with initial velocity that is identi-
cally zero.
In addition, we consider cases with inhomogeneities
at a range of length scales. In particular, we consider
a spectrum of inhomogeneities given by Eq. (8) where
δ¯n is nonzero for pi/2 ≤ kn/H(a = 1) ≤ 6pi, and given
by drawing from a normal distribution with zero mean
and σn = (kn/kmin)
−3/2, δ¯n ∼ δ¯PS × N (0, σ2n) with
δ¯PS = 10
−3 and 10−2. We also chose φn in Eq. (8)
from a uniform distribution on [0, 2pi], and again use
the Zel’dovich approximation for the initial velocity
profile.
For several cases we perform simulations with multi-
ple resolutions in order to estimate numerical errors,
which we discuss in detail in the Appendix. Unless
otherwise stated, results in the following are shown
from the highest resolution runs, utilizing 2563 parti-
cles for the Newtonian simulations, and between 1923
and 2563 grid cells for the GR simulations.
7IV. RESULTS
A. Single-wavelength initial conditions
We first focus on simpler initial conditions of the
form given by Eq. (9), where the inhomogeneities are
initially all at a wavelength that is 4 times the ini-
tial Hubble radius, and follow the evolution of these
inhomogeneities as they enter the horizon and grow.
To begin with we compare a case where the initial
velocity profile is zero to one where the velocity is
given by the Zel’dovich approximation. In the latter
case |δN | grows linearly with the scale factor in the
Newtonian picture, beginning at the initial time. The
zero-velocity initial data, on the other hand, includes
both growing and decaying density perturbations, and
so |δN | initially grows slower.
We show the density measured by some fiducial ob-
servers for these two cases in Fig. 1. Though the
sizes of the initial Newtonian density perturbations
δN are the same in both cases [given by Eq. (9)
with δ¯ = 10−3], they correspond to different densities
through the relation given by Eq. (5). However, mak-
ing use of this correspondence between the Newtonian
and GR calculations, as illustrated in Fig. 1, both give
fully consistent results, even as the perturbations be-
come nonlinear—as evidenced by the diverging of the
magnitude of the density contrast at the overdensi-
ties and underdensities. In what follows we will focus
on initial conditions given by the Zel’dovich approx-
imation velocity profile since this gives only growing
modes, and we will study how close the relativistic and
Newtonian calculations are in the nonlinear regime.
We can study how the difference between the calcu-
lations changes as a function of the magnitudes of the
initial inhomogeneities. In Fig. 2 we again focus on the
density measured by some fiducial observers and show
the fractional difference between the GR and either
Newtonian or linear perturbation results for a range
of values for δ¯. For δ¯ ≤ 10−3 a correction quadratic
in δ¯ to the density is evident in the GR versus linear
comparison, which reaches as high as tens of percent
at the end. However, the difference from the Newto-
nian results is roughly an order of magnitude smaller.
The < 1% difference from this case seems to be con-
sistent with being due to numerical truncation error,
as illustrated in the Appendix. Since |ψN | . 2× 10−3
for these cases, even though the deviations from the
background density are large, gravity is still weak.
The case with δ¯ = 10−2 is more extreme, with ini-
tial amplitude density perturbations that exceed the
equivalent values in the standard ΛCDM model by
roughly a factor of a 100. Figure 3 shows the initial
and final density contrast δN from N-body simula-
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FIG. 1. The density contrast as measured by an observer
comoving with matter at the point of maximum overden-
sity (black and red curves) or underdensity (blue and green
curves) for two cases with δ¯ = 10−3 in Eq. (9), and an
initial velocity profile that is either zero or given by the
Zel’dovich approximation. The general-relativistic (solid
lines) and Newtonian (dotted lines) calculations closely
track each other.
tions. Though the density at the point of maximum
underdensity, which develops into a void, is again very
close in the Newtonian and GR calculations, strong
differences can be seen in the maximum overdensity
at late times, with the Newtonian density exceeding
that of the GR. In fact, in the Newtonian case a mas-
sive halo forms around this point with ψN ∼ −0.2,
while in the GR case the fluid density grows without
bound, so the approximation of weak gravity is defi-
nitely breaking down. The divergence between the GR
and Newtonian densities coincides quite well with the
moment of halo formation predicted by the standard
theory of spherical collapse, i.e. a ≈ 56, at which the
linearly extrapolated density contrast equals 1.686.
Before that, the GR and Newtonian simulations re-
turn fully consistent densities at all times until a ≈ 50
when δ ≈ 10.
This discrepancy at halo formation is, of course, (at
least partially) due to just the differing treatments
of matter. In the particle case, after shell crossing
at a ≈ 59 at the point of maximum overdensity, the
velocity dispersion goes from zero, to having a value
of σv ≈ 0.2–0.3. In the pressureless fluid treatment,
there is nothing to halt the collapse, and we do not
continue the calculation beyond this point. Thus, for
this case we do not compare the GR and Newtonian
results past the point where multistream regions form.
Similar but less extreme differences can also be
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FIG. 2. The fractional difference between the density con-
trast δobs at an underdensity (top) or overdensity (bottom)
in the GR calculation compared to Newtonian simulations
(solid lines) or linear perturbation theory (dotted lines)
for various magnitudes of the initial inhomogeneities.
found in other overdense and underdense regions in
the δ¯ = 10−2 case. As shown in Fig. 4, roughly
10% differences appear at e.g. (x, y, z) = (pi/k) ×
(−1/2, 1/2, 1/2) and (pi/k) × (−1/2,−1/2, 1/2) (and
similarly at the permutations of the Cartesian direc-
tions). At both the overdense and underdense points
shown, |δobs| is larger in the Newtonian case. In con-
trast to the lower density cases, these differences do
not appear to be due to resolution effects (though
things do begin to become under-resolved at very late
times at the center of the halo; see the Appendix for
details).
We can also compare the propagation of light as
a measure of the differences between the two cases.
To illustrate this, we note that our setup has a line
FIG. 3. Two-dimensional slice of δN from the Newtonian
simulations at the initial (a = 1; top) and final (a = 60;
bottom) times from the δ¯ = 10−2 case.
of symmetry connecting the point of maximum over-
density and underdensity along which null geodesics
will propagate. Hence, we can consider beams of light
rays emitted by an observer at the overdensity (un-
derdensity) at specified intervals of proper time and
specified frequency, and calculate the redshift and lu-
minosity distance, as seen by observers comoving with
matter, as the beam propagates and finally reaches the
underdensity (overdensity). This is shown in Figs. 5
9100 101 102
ap
10-3
10-2
10-1
100
|δ G
R
/δ
O
th
er
−
1|
δ¯=10−2
Newt. partial UD
Linear partial UD
Newt. partial OD
Linear partial OD
FIG. 4. The fractional difference between the density
contrast δobs measured by an observer comoving with the
fluid initially at (x, y, z) = (pi/k)× (−1/2, 1/2, 1/2) (black
lines) and (pi/k) × (−1/2,−1/2, 1/2) (blue lines) in the
GR calculation compared to Newtonian simulations (solid
lines) or linear perturbation theory (dotted lines) for δ¯ =
10−2.
and 6 for initial conditions with δ¯ = 10−3 and 10−2,
respectively. In the former we can see that, similar to
the density contrast, at later times, once the perturba-
tions have entered the horizon and begun collapsing,
there are significant, order 10%, deviations from the
homogeneous value of DL, and also noticeable non-
linear corrections. However, again, the Newtonian
and GR calculations agree quite well, with differences
. 1%, compatible with being due to numerical error.
For the δ¯ = 10−2 case shown in Fig. 6, there are
even stronger effects from the inhomogeneities, with
order unity deviations away from the linear perturba-
tion value for DL, and also some cases where the light
rays are blueshifted as they approach the large, col-
lapsing overdensity, causing z to decrease. Again, the
nonlinear Newtonian and GR calculations track each
other quite well. However, there are noticeable dif-
ferences which can be likely ascribed to the violation
of the weak field regime, inside the halo of the New-
tonian simulation (see the cases demonstrating light
propagation inside the overdensity at late times: the
yellow curve at small redshifts and the light blue curve
at high redshifts).
Figure 6 demonstrates how the nonlinear phase of
evolution, both in GR and Newtonian simulations, de-
velops asymmetry between light propagation inside
the overdensity and underdensity. For the latter,
both simulations consistently show the emergence of
a super-Hubble flow—a linear relation between red-
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FIG. 5. The luminosity distance to the global maximum
(OD) or minimum (UD) of the density field in the model
with δ¯ = 10−3. Distances are computed for an ensemble
of observers located along the line joining the two critical
points. Approximate values of the scale factor at subse-
quent moments of light emission are provided in the bot-
tom right corner. The upper panel shows deviation of the
GR/Newtonian distances from the corresponding observ-
able based on the FRW metric and the bottom panel shows
the fractional difference between the GR and Newtonian
calculations. The shaded band indicates a linear scale of
the vertical axis. The general-relativistic (thick solid lines)
and Newtonian (dashed lines) simulations return consis-
tent distances with compatible deviations from the FRW
model and the predictions of linear Newtonian evolution
(thin black lines, shown only for the latest emission time).
shift and distance with the effective Hubble constant
Heff > H0 at z . 0.2. Homogeneity of the super-
Hubble expansion (in contrast to the local Hubble flow
at the overdensity) reflects the fact that matter evac-
uation not only increases the density contrast in voids
but also homogenizes the residual matter distribution
[41]. Our results demonstrate that both GR and New-
tonian simulations provide a consistent description of
this mechanism. In addition, we can see that the ef-
fective Hubble constant Heff at subsequent emission
times converges to its asymptotic value given by the
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FIG. 6. The same as Fig. 5 but for the case with δ¯ =
10−2. The green line shows the maximum super-Hubble
flow in empty voids, i.e. δN → −1, based on Newtonian
calculations.
maximum expansion in voids predicted in Newtonian
gravity (the green line in Fig. 6), i.e. Heff → (3/2)H
for Ωm = 1 [42].
B. Initial conditions with range of scales
We next consider more general initial conditions
that begin with variations over a range of length
scales, to further study possible coupling between
short and long length scales. In particular, we use
the power spectrum initial conditions described in
Sec. III F which have density variations on wave-
lengths ranging from 4 times to one-third the initial
Hubble radius at two different amplitudes, which we
label δ¯PS = 10
−3 and δ¯PS = 10−2. To illustrate this
we show a slice through the initial and final Newto-
nian density contrast from the higher amplitude case
in Fig. 7. As is evident in the bottom panel, this model
generates a network of halos with δN & 102 and voids
with δN ∼ −0.9.
As an indication of the evolution of these cases, in
Fig. 8 we show the density (relative to a FRW solu-
FIG. 7. Two-dimensional slice of δN from the Newtonian
simulations at the initial (a = 1; top) and final (a = 100;
bottom) times from the δ¯PS = 10
−2 case. The red and
green points indicate the positions of fiducial observers ini-
tially at points of maximum overdensity and underdensity,
respectively.
tion) seen by fiducial observers comoving with matter,
at the initial points of minimum and maximum den-
sity (marked in Fig. 7). As in the previous cases, there
is broad agreement between the Newtonian and GR
results even as the inhomogeneities become large. At
the point of maximum density, the velocity dispersion
becomes nonzero in the particle case at a ≈ 15 and
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FIG. 8. The density contrast as measured by an observer
comoving with matter at the points of maximum overden-
sity (black and red curves) and underdensity (blue and
green curves) shown in Fig. 7 for two cases with δ¯PS = 10
−3
and δ¯PS = 10
−2. The general-relativistic (solid lines) and
Newtonian (dashed lines) calculations closely track each
other except at the overdensity in the largest amplitude
case where a noisy multistream region forms. In such re-
gions the N-body density contrast is sensitive to the par-
ticular density estimator used, which we illustrate by also
including the cloud-in-cell density estimate, as well as the
one obtained from the potential through the Poisson equa-
tion (dotted lines), for one case.
eventually reaches a value of σv ∼ 0.04. As nonlin-
ear structure and multistream regions (in the N-body
case) form, the density value at the overdensity be-
comes noisy, as well as fairly sensitive to resolution
and the density estimator used. We illustrate this
latter point in Fig. 8 by also including the density
estimate for one of the N-body cases using two alter-
native methods: the cloud-in-cell method [32], and by
calculating the density from the gravitational poten-
tial through the Poisson equation. Because of this,
in what follows we will concentrate on comparing the
propagation of light rays in the respective spacetimes.
Since it does not have the discrete symmetry of
the initial conditions considered in Sec. IV A, for this
setup we consider a set of light rays with initial po-
sitions at the points of minimum and maximum den-
sity, as well as an intermediate point with δN = 0.
For each position we consider light rays with initial
velocities pointing in plus and minus each of the x,
y, and z coordinate directions that then propagate
throughout the simulations. We show the luminosity-
redshift values—again, as measured by observers co-
moving with matter—for a representative set of these
in Fig. 9 for δ¯PS = 10
−3 and Fig. 10 for δ¯PS = 10−3.
The effect of short and longer wavelength inhomo-
geneities is evident in higher and lower frequency com-
ponents of the deviations from the homogeneous val-
ues of DL versus z. In the higher amplitude case
(Fig. 10) strongly nonlinear effects are apparent, in-
cluding instances of decreasing redshift with increas-
ing luminosity distance and “lensing” which causes
DL to pass through zero. However, these features are
captured by both the full GR spacetime and the one
reconstructed from the Newtonian solution. Though
there are some evident quantitative differences be-
tween the values of DL obtained in the two cases,
these can be primarily attributed to numerical trunca-
tion error due to the small-scale structure eventually
not being well resolved. This is illustrated in the Ap-
pendix (in particular, Fig. 14), where we include lower
resolution results.
Figures 9 and 10 clearly demonstrate a difference
between light propagating primarily in voids (left pan-
els) or overdense regions (right panels). The cumula-
tive effect of tidal forces (corresponding to the Rie-
mann tensor in the GR calculations) makes the pho-
ton rays diverge in the former case or converge in the
latter. This in turn manifests itself as demagnifica-
tion (increased distances) or magnification (decreased
distances), respectively. Our results show that this cu-
mulative lensing effect is consistently described both
in fully GR computations and in (relativistic) ray trac-
ing on the effective spacetime of the Newtonian sim-
ulations.
V. DISCUSSION AND CONCLUSION
We have systematically compared cosmological
models of structure formation calculated using the full
Einstein equations, to those using Newtonian gravity
on a homogeneously expanding background. We con-
sidered a suite of globally flat cold dark matter mod-
els (Einstein–de Sitter models) with a range of den-
sity perturbations on scales comparable to the Hub-
ble horizon at the initial time. Starting with con-
sistent initial conditions based on the correspondence
between GR and Newtonian cosmology in the linear
regime of the density evolution, we evolved the models
to a highly nonlinear phase using both numerical GR
coupled to hydrodynamics and N-body techniques.
The GR and Newtonian simulations were then com-
pared in terms of the density field and the properties
of light propagation. The former was consistently cal-
culated for an ensemble of freely falling observers lo-
cated at various points of the initial density field. The
latter was quantified by solving the geodesic equations
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FIG. 9. The luminosity distance to the global minimum (left panels), the node point (middle panels) and the global
maximum (right panels) of the initial density field in the cosmological model with δ¯PS = 10
−3. Distances are computed
for observers located along photon rays emitted at the scale factor aem = 1 in the x, y and z directions. The upper panels
show deviations between the GR and Newtonian distances from the corresponding observables based on the unperturbed
FRW metric, and the bottom panels show the fractional difference between the GR and Newtonian results. Both the
GR and Newtonian simulations return consistent distances with nearly the same deviations from the FRW model.
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FIG. 10. The same as Fig. 9 but for the case with δ¯PS = 10
−2. The fractional differences are computed at the same
value of affine parameters and plotted as a function of redshift from the GR simulations. The corresponding fractional
differences in redshift are smaller than 10−2 at all times.
describing bundles of light rays emitted from a set of
sources, consistently defined in both simulations. Ev-
ery bundle of geodesics was then used to determine
cosmological distance as a function of redshift, as mea-
sured by free-falling observers located along the pho-
ton path.
Our comparison between GR and Newtonian simu-
lations in the highly nonlinear phase does not reveal
any significant differences, as long as the Newtonian
potential does not violate the weak field assumption.
Our resolution studies show that in most cases any ap-
parent differences between the GR densities and their
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counterparts from Newtonian simulations—typically
sub-percent in the level of the inhomogeneities—are
due to truncation error in the simulations. In general,
the fractional differences between the two decrease in
higher resolution runs. The only exception is one case
with high density regions with shell crossings. In this
one case, we were not able to continue the GR fluid
calculation past the time where shell crossing occurs
in the Newtonian N-body calculation. This is pre-
dominantly due to the lack of full conformity between
the treatment of matter in the hydrodynamical and
particle description. A more thorough comparison of
GR and Newtonian simulations into this regime will
probably require using particles (or hydrodynamics)
with both treatments of gravity. In the other cases
considered here, particle versus fluid differences due
to multistream regions were subdominant to numeri-
cal truncation error.
Despite some noticeable differences between GR
and Newtonian in regions where the weak gravity as-
sumption is violated, we do not see any dissimilar-
ities between gravitational collapse in the GR and
Newtonian frameworks. In particular, in the model
with the highest amplitude of the initial density field
(δ¯ = 10−2), the Newtonian evolution closely resembles
the GR collapse until δN ∼ 10. Taking the moment of
abrupt growth of density as the halo formation time
(the first shell crossing in Newtonian simulations), we
demonstrated that both GR and Newtonian simula-
tions point to the halo formation time that is consis-
tent with the standard spherical collapse model. This
is in contrast to [1] which considered a similar setup,
and reported a lag between gravitational collapse in
GR and the standard (Newtonian) spherical model.
Our study also suggests that the results of [2, 3] are
similarly in a regime where the observed nonlinear ef-
fects should be well captured by a nonlinear Newto-
nian calculation.
In our study we have made use of the “abridged dic-
tionary” of [17, 18] which relates the quantities from
a Newtonian cosmology calculation to the general-
relativistic spacetime metric and stress-energy ten-
sor that they should approximate. Though this cor-
respondence is only strictly applicable at the linear
level, as argued in [18], the corrections should be small
even with large inhomogeneities, as long as they oc-
cur on small scales and the gravitational potential re-
mains small. Our study demonstrates, for the first
time, by means of explicit comparison of fully GR
and Newtonian cosmological simulations, that indeed
this is the case, even beginning with inhomogeneities
on scales comparable to the Hubble horizon and con-
tinuing to the highly nonlinear regime of the density
evolution. The Newtonian simulations are able to ar-
rive at these solutions with considerably less computa-
tional expense, both because of the fewer number and
less complicated nature of evolution equations and be-
cause roughly 100 times fewer time steps have to be
taken. In most cases, we found the differences be-
tween the Newtonian and relativistic calculations to
be dominated simply by numerical errors. Though
here we focused on somewhat simplified setups with a
limited range of length scales, and hence less stringent
resolution requirements, production-level structure-
formation N-body simulations typically have numeri-
cal errors that are comparable or worse [43, 44], mean-
ing it will be quite challenging to make such errors
subdominant to any relativistic effects. Having said
that, we emphasize that we have focused on somewhat
simplified setups in this work, and our study does not
exhaust all possible initial conditions, nor probe the
effects of other types of matter or cosmological pa-
rameters such as dark energy, curvature, etc. Other,
more relativistic types of matter, e.g. neutrinos, may
exhibit stronger differences.
The close resemblance between our GR and Newto-
nian simulations is especially prominent in the com-
parison distances calculated from ray tracing (in both
cases, based on solving geodesic equations describing
bundles of light rays). Both simulations consistently
capture all effects, giving rise to noticeable deviations
from the observables based on the FRW metric includ-
ing the enhanced (suppressed) expansion in overdense
(underdense) regions (see Figs. 5 and 6) and the de-
magnification (magnification) in voids (overdensities)
(see Figs. 9 and 10). Although numerical errors ap-
pear to be larger for some cases featuring particularly
strong lensing, ray tracing yields remarkably similar
characterization of these lensing events in both simu-
lations.
Most observables used in cosmological inference are
not based on directly integrating the geodesic equa-
tion but are rather derived under a number of simpli-
fying assumptions, e.g. linearity of density evolution
and the Born approximation of thin lenses adopted
commonly in lensing calculations. However, it is not
obvious whether forgoing such approximations when
calculating observables can introduce significant cor-
rections or not, and this is something currently un-
der investigation (e.g. [45, 46]). Several recent studies
have attempted to address this problem by combining
fully GR cosmological simulations with full ray tracing
[3, 47]. Our results suggest, however, that any possible
corrections to the standard cosmological observables
may stem from inaccurate ray tracing adopted in the
standard framework rather than from a genuine differ-
ence between GR and Newtonian evolution of the den-
sity field. Therefore, to test the standard framework
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for calculating cosmological observables, it may be
worth further exploring the easier and computation-
ally less expensive strategy of using standard N-body
simulations to reconstruct a spacetime and directly in-
tegrating geodesics on it, as we do here (see [48, 49] for
work along these lines). The same strategy can also be
useful in theoretical considerations involving cosmo-
logical models with large-scale perturbations exceed-
ing the limits imposed by the standard ΛCDM model.
For example, our study shows that models with large-
scale local voids can feature substantially higher, lo-
cally measured, Hubble constants and thus are able
to reproduce basic properties of recently studied cos-
mological models with an observationally constrained
relation between the cosmological redshift and cosmic
scale factor, dubbed redshift remapping [50, 51].
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APPENDIX: NUMERICAL ERROR RESULTS
In this appendix we give some details on numerical
convergence and error estimates. It is important to
determine if the differences seen between the various
quantities compared between the Newtonian and GR
simulations are due to the differences in the underly-
ing equations or just to differences in the numerical
truncation error. In order to estimate this, we run
selected cases at multiple resolutions. For the Newto-
nian N-body simulations we use a low, medium, and
high resolution with 643, 1283, and 2563 particles, re-
spectively. For most of the GR calculations we use a
low, medium, and high resolution with a grid with 963,
1283, and 1923 cells, respectively. For the cases with
the largest amplitude inhomogeneities (the δ¯ = 10−2
and δ¯PS = 10
−2 cases) we use 1283, 1923, and 2563
grid cells. To illustrate convergence, in Fig. 11 we
show the magnitude of the generalized harmonic con-
straint violation for several cases. The convergence of
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FIG. 11. The volume average of the norm of the con-
straint violation Ca := xa − Ha as a function time
(parametrized by a volume-averaged measure of the effec-
tive scale factor), for simulations with δ¯ = 10−2 (top) and
δ¯PS = 10
−3 (bottom) at three different resolutions. The
decrease in constraint violation with increasing resolution
is consistent with roughly second-order convergence.
this quantity to zero with increasing resolution is a
nontrivial check that the constraint equations at the
initial time, and the evolution equations, are being
solved with sufficient resolution (see [52]).
The Newtonian and GR calculations will have dif-
ferent truncation error, with different dependence on
resolution. However, to give a rough estimate, we
show the difference between several quantities in the
Newtonian and GR simulations at multiple resolu-
tions. In Fig. 12 we show the difference in the density
contrast measured at the overdensity and underden-
sity for δ¯ = 10−3 and δ¯ = 10−2 (left and middle pan-
els; cf. Fig. 2), as well as some intermediate points
for δ¯ = 10−2 (right panel; cf. Fig. 4). For many of
the cases, the difference between the two calculations
decreases as the resolution of the respective simula-
tions is increased, indicating that the discrepancy is
primarily attributable to truncation error. However,
at late times in several of the δ¯ = 10−2 cases, differ-
ences in the density that are consistent with increasing
resolution are apparent.
We also show the dependency of the redshift-
luminosity relations on resolution in Fig. 13. Again,
for the δ¯ = 10−3 case shown in the top panel, the
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FIG. 12. The relative difference in density contrast δobs between the GR and Newtonian simulations, at three different
sets of resolutions. The left and middle panels show the points of maximum overdensity and underdensity for δ¯ = 10−3
and δ¯ = 10−2, respectively (similar to Fig. 2), while the right panel shows the same intermediate points from the δ¯ = 10−2
case as in Fig. 4.
difference between the GR and Newtonian results de-
creases noticeably with increasing resolution, indicat-
ing that the . 1% differences seen in Fig. 5 are likely
dominated by truncation error. Here we just show
the light rays beginning at the overdensity and ending
at the underdensity, but the reverse ones are similar.
However, for the δ¯ = 10−2 case shown in the bottom
panel, there are some significant differences in the lu-
minosity distance in the vicinity of the overdensity as
it collapses at later times, though the differences di-
minish as the light rays propagate farther away.
Finally, as an indication of the magnitude of trun-
cation error in the power-spectrum initial conditions
simulations, in Fig. 14 we show high- and medium-
resolution results for redshift versus luminosity for
δ¯PS = 10
−3 and δ¯PS = 10−2. Here it can be seen that
the difference between the GR and Newtonian values
is both comparable to the difference with resolution
and diminishes as the resolution is increased. This is
true both for δ¯PS = 10
−3 (top panel), where the dif-
ferences are small, and δ¯PS = 10
−2 (bottom panel),
where stronger resolution-dependent effects are evi-
dent at late times.
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