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a b s t r a c t
Given a univariate complex polynomial f and a closed complex domainD, whose boundary
C is a curve parameterized by a piecewise rational function, we propose two computational
algorithms for finding a univariate complex polynomial f˜ such that f˜ has a zero in D and
the distance between f and f˜ is minimal. Our approach is composed of two steps. First,
in the case of D consisting of one point α, we give explicit formulas of f˜ and the minimal
distance in terms of α. Next, the case of a general closed domain D is considered by using
the property that a nearest polynomial f˜ has a zero on the boundary C . The curve C is
parameterized piecewisely, and on each piece we search for the minimum of the distance
between f and f˜ . At this step we exploit the explicit formula of the minimal distance as a
function of a point α. Then the global minimum and the nearest polynomial are obtained
by comparing the piecewise minima. Some examples are presented: one of them confirms
that the distance between a nearest complex polynomial and a given polynomial is less
than that between a nearest real polynomial and the given polynomial.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we investigate the problem of finding a univariate complex polynomialf (z)which has a zero in a domain
D, and the distance betweenf (z) and a given polynomial f (z) is minimal. Denote by C[z] the polynomial ring in z over C.
Let {ej(z) | j = 1, . . . , n} be a set of linearly independent polynomials in C[z]. Suppose that the given polynomial f (z) does
not have a zero in D. Set
E = span{e1(z), . . . , en(z)} =

n−
j=1
cjej(z) | cj ∈ C, j = 1, . . . , n

, (1)
and
F = f (z)+ E =

f (z)+
n−
j=1
cjej(z) | cj ∈ C, j = 1, . . . , n

. (2)
Let R+ be the set of all positive real numbers. With some metric d(·, ·) : F × F → R+ ∪ {0}, we will study the following
problem.
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Problem 1. Findf∈ F such thatf has a zero in D and d(f ,f ) is minimal.
Notice that Problem 1 is equivalent to the following minimization problem:
Problem 2. Findf ∈ Z(D) such that
‖f − f ‖E = min
g∈Z(D)
‖g − f ‖E,
where the norm ‖ · ‖E is inherited from the metric d(·, ·). In Problem 2, and in what follows, Z(D) will mean the set of all
elements of F that have a zero in D:
Z(D) = {g ∈ F | g has a zero in D}. (3)
The problem to locate the zeros of a polynomial has attracted many researchers as it is closely related with the stability
and performance of systems arising frommany scientific and engineering areas, such as control theory and signal processing.
In practice, the coefficients of a polynomial contains errors and uncertainties since they are determined by measurements
and approximated with finite precision. As the loci of the zeros of a polynomial are sensitively affected by the perturbations
of its coefficients, it is important to study the problem to locate the zeros of a polynomial.
The sensitivity of the zeros with respect to the uncertainties of the polynomial coefficients has been studied widely; cf.
e.g. [5,13,14,24]. Ostrowski [14] introduced a continuous sensitivity analysis to study the uncertainties of the coefficients
as a continuity problem. Such a direction was developed significantly by Mosier [13], who introduced the notion of a ‘‘root
neighborhood’’ or ‘‘pseudozero set’’ of a polynomial, which means the set of all zeros of polynomials that are near to a given
polynomial. By representing coefficient uncertainties with real (or complex) intervals, Sekigawa and Shirayanagi [17–19]
studied the location of zeros of a real (or complex) interval polynomial. As noticed in [25], a nearest polynomial with a
given zero is needed in computing a pseudozero set. Besides its relationship to the pseudozero set or to the approximate
GCD problem, the computation of nearest polynomials with given properties has applications in control theory [1,2,15]. This
motivates our study in the problem of a nearest polynomial.
In the case where D consists of a single point α ∈ C and ek(z) = zk−1, k = 1, . . . , n, Hitz and Kaltofen [7] studied Prob-
lem 2 in (weighted) 2-norm. A similar problem with a real root in∞-norm was studied in [8]. In [26], Stetter generalized
these results in weighted p-norm, 1 ≤ p ≤ ∞. Based on Stetter’s work, Graillat [6] explored explicit formulas for a nearest
real and complex polynomial. Moreover, Rezvani and Corless [16] revisited the issue, correcting aminor omission from Stet-
ter’s formula, and extended the results to different polynomial bases, such as Lagrangian, Chebyshev, and Bernstein bases.
In the case of a complex domainD and a real monic polynomial f , Qiu and Davison [15] addressed the problem of stability
robustness computation of the polynomials with coefficients which are affine functions of the parameter perturbations.
Their numerical procedure is based on Hahn–Banach Theorem, and therefore it is applicable for any arbitrary norm. One
drawback of their approach is the limitation to the case of real coefficients. As shown in [1,2], their method is equivalent
to computing structured singular values for a special class of rank-one problems. Unfortunately, Chen et al. presented the
explicit formula for the minimal distance only, without considering that of a nearest polynomial. On the other hand, Hitz
and Kaltofen [7] proposed a symbolic–numeric approach for finding a nearest polynomial that has a zero in D in weighted
2-norm. Based on the results for a nearest approximate greatest common divisor by Karmarkar and Lakshman [9,10], Hitz
and Kaltofen’s algorithm makes use of the technique of parametric minimization, and thus it is a hybrid symbolic–numeric
algorithm. A similar problem for a real polynomial in weighted∞-norm is treated in [20,21]. Our primary aim of studying
Problem 1 is to extend the results of [20,21] to the complex case.
We propose two computational algorithms to compute the minimum distance, one based on numerical comparison
and the other based on symbolic comparison. Since purely numerical comparison may wrongly treat unequal values equal
due to the limited accuracy of numerical computation and data representation, an improved algorithm based on symbolic
comparison is also presented, which relies on the results in [3,4]. Emiris et al. [4] presented two algorithms, Sturm or
Bernstein based on Sturm sequences or Descartes’ rule of sign, for real root isolation of univariate integer polynomials.
Focusing on bivariate polynomials, Diochnos et al. [3] extended the results to multivariate case by binary segmentation and
studied three algorithms, i.e. GRID,M_RURandG_RUR, for all common real root isolation ofmultivariate integer polynomials.
For more details, the reader may refer to [3,4].
Our problem is closely related to those treated in [6,15,16,20,21,26], and the proof of the existence of a nearest complex
polynomial is similar to that in [20]. The main contribution of our paper is to construct explicit formulas for a complex
polynomialf (z) and its minimal distance ‖f − f ‖E for Problem 2 in various norms, and propose two algorithms to compute
them in∞-norm.
The rest of this paper is organized as follows. In Section 2, preliminary results and notations are given and the existence
results and some properties of minimizing solutions are revisited. In Section 3, explicit formulas for the minimization
problems are developed. Section 4 describes our computational algorithm. Some examples are given in Section 5. Finally,
Section 6 concludes the paper.
2. Theoretical background
In this section we provide preliminary results and notations to study Problem 2. Also we review, with some extensions
to the complex polynomial case, fundamental properties of polynomials related to Problem 1 or Problem 2.
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2.1. Preliminaries
We begin with some notations and preliminaries which will be used in this paper.
1. Throughout the paper, we will use the notation
Φ(z) = (e1(z), . . . , en(z))T ∈ Cn for every z ∈ C.
2. (Complex inner product)We will denote by ⟨·, ·⟩ the (standard) complex inner product on Cn:
⟨u, v⟩ = vTu =
n−
j=1
ujvj, u, v ∈ Cn.
3. (p-norm on E) Implicitly, ‖ ·‖E will mean a general norm for the linear space E defined by (1). In particular, the following
p-norm, ‖ · ‖p, 1 ≤ p ≤ ∞,will be used: for∑nj=1 cjej(z) ∈ E, n−
j=1
cjej(z)

p
= ‖(c1, . . . , cn)‖lp =
∑n
j=1 |cj|p)
 1
p , for 1 ≤ p <∞,
maxj=1,...,n |cj|, for p = ∞,
which is the ℓp-norm of the coefficient vector with respect to the basis {e1(z), . . . , en(z)}.
4. (Dual norm) The dual norm ‖ · ‖∗ associated to the norm ‖ · ‖ on a linear space E is defined by
‖u‖∗ = sup
v≠0
|⟨u, v⟩|
‖v‖ = sup‖v‖=1|⟨u, v⟩|. (4)
In particular, for 1 ≤ p ≤ ∞, ‖ · ‖∗p = ‖ · ‖q with 1p + 1q = 1, with the convention that q = ∞ if p = 1 and q = 1 if
p = ∞.
5. (Mixed norm ||| · |||) Let 1 ≤ r ≤ n− 1 and 1 ≤ p1, p2 ≤ ∞ be given. We define a mixed norm ||| · ||| in Cn by
|||u||| = max{‖u(1)‖p1 , ‖u(2)‖p2} for u = (u(1)T ,u(2)T )T ∈ Cn, (5)
where u(1) = (u1, . . . , ur)T and u(2) = (ur+1, . . . , un)T .
The dual mixed norm ||| · |||∗ is given by
|||u|||∗ = ‖u(1)‖q1 + ‖u(2)‖q2 ,
with 1 ≤ qj ≤ ∞, 1pj + 1qj = 1, for j = 1, 2, again with the convention that qj = ∞ if pj = 1 and qj = 1 if pj = ∞. See
[1,2] for more details.
6. (Weighted p-norm on E) Let ω = (ω1, . . . , ωn) ∈ Rn+ be a given weight for E, that is, ωj > 0 for j = 1, . . . , n. Since
g(z) = ∑nj=1 cjej(z) = ∑nj=1 cjωj [ωjej(z)], the weighted p-norm of g(z) with respect to the basis {e1(z), . . . , en(z)} and
weight ω is equal to the p-norm of g(z)with respect to the basis {ω1e1(z), . . . , ωnen(z)}.
7. (Modulus | · |) Let C(s) denote the field of rational function in s over C. For a polynomial p(z) ∈ C[z], we denote by
p(z) the polynomial whose coefficients are the complex conjugates of the coefficients of p(z). For a rational function
γ (s) = γ1(s)
γ2(s)
∈ C(s), we denote by γ (s) the rational function γ1(s)
γ2(s)
. Then, the real part, imaginary part and modulus of
p(γ (s)) are defined respectively by
Re p(γ (s)) = p(γ (s))+ p(γ (s))
2
, Im p(γ (s)) = p(γ (s))− p(γ (s))
2i
, (6)
and
|p(γ (s))| =

Re p(γ (s))2 + Im p(γ (s))2. (7)
The following result will be used in several places in our paper:
Proposition 3 ([16]). Let 1p + 1q = 1 with 1 ≤ p, q ≤ ∞ with the convention that q = ∞ if p = 1 and q = 1 if p = ∞.
Suppose u ∈ Cn and γ ∈ C are given such that ‖u‖q = 1 and |γ | = 1. Define v ∈ Cn as follows:
vj =

γ |uj|q−2uj, if uj ≠ 0,
0, if uj = 0, for 1 ≤ q <∞, (8)
vj =

γ uj0 , if j = j0,
0, if j ≠ j0, for q = ∞, (9)
where j0 is any, say the least, index with |uj0 | = 1. Then, we have
⟨u, v⟩ = γ with ‖v‖p = 1. (10)
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Remark 4. As indicated by Sekigawa in [20], if ω is a constant weight, the problem of finding a nearest polynomial in
weighted p-norm can be reduced to that of finding a nearest polynomial in p-norm with a modified basis. However, if the
weight ω is not a constant, but a vector-valued function in z, such a reduction may not be a trivial matter.
We will use the following strong version of Rouché’s Theorem:
Theorem 5 (Rouché’s Theorem). LetΩ be a domain inCwith a simple closed boundary Γ of finite length. Suppose that f (z) and
g(z) are holomorphic onΩ and that f (z)+ tg(z) has no zero on Γ for any t ∈ [0, 1]. Then the number of zeros of f (z) inside Γ
is equal to that of f (z)+ g(z), where zeros are counted as many times as its multiplicity.
Proof. See the proof in [12,17,19]. 
2.2. Existence of a nearest polynomial with complex coefficients
Throughout the paper, we will assume that the given univariate complex polynomials f (z), e1(z), . . . , en(z) and a closed
set D ⊂ C satisfy the following conditions, unless mentioned otherwise.
Assumption 6. (6a) n is finite, and span{e1(z), . . . , en(z)} ∼= Cn; that is, {e1(z), . . . , en(z)} is linearly independent.
(6b) The polynomial f (z) does not have a zero in D.
(6c) If D is unbounded, deg(ej) < deg(f ) for all j = 1, . . . , n.
Under Assumption 6, Problems 1 and 2 may have more than one solutions; but our aim is to find at least one solution if
it exists. The following theorem gives a sufficient condition for existence.
Theorem 7. Let f (z), {ej(z) | j = 1, . . . , n}, F and D satisfy Assumption 6. If Z(D) ≠ ∅, there is a solution to Minimization
Problem 2 (and Problem 1).
Proof. Consider the function G(z, c1, . . . , cn) : C× Cn −→ C defined by
G(z, c1, . . . , cn) = f (z)+
n−
j=1
cjej(z).
Then the rest of the proof will be omitted here since it is identical to that of Theorem 5 in [20] for the real polynomials. 
Remark 8. In Assumption 6, (1) if the number of ej(z)’s is not finite, or (2) ifD is unbounded, Theorem 7 does not necessarily
hold. Explicit counterexamples are constructed in Remark 6 in [20].
The following theorem provides a sufficient condition for Z(D) ≠ ∅ if Assumption 6 is satisfied.
Theorem 9. Suppose that f (z), {ej(z) | j = 1, . . . , n} and D satisfy Assumption 6 except (6c). Then, for every n ≥ 1, we have
Z(D) ≠ ∅.
Proof. Since e1 is not identically equal to zero over D, there exists α ∈ D such that e1(α) ≠ 0. Invoking that f /∈ Z(D), set
c = − f (α)e1(α) ≠ 0 and g(z) = f (z)+ ce1(z). Then, we have g(α) = 0, and thus g ∈ Z(D). This completes the proof. 
Remark 10. Theorems 7 and 9 guarantee that a nearest polynomial always exists. Indeed, it is possible that there may exist
more than one or even infinitely many nearest polynomials; for instance, see Remark 21 in [20].
2.3. Properties of a nearest polynomial
We will show that the zero off which solves Problem 1 (and Problem 2) is on the boundary C . This will be used in
developing our computational algorithm in Section 4.
From now on, we assume that D satisfies the following additional condition.
Assumption 11. Let D ⊂ C be a closed domain, that is, the closure of an open connected subset of C.
We denote the open disk centered at z ∈ C with radius r as B(z; r), and the interior of D ⊂ C as D◦, that is,
D◦ = {z ∈ D | ∃r > 0, such that B(z; r) ⊂ D}.
The next theorem implies that a nonzero nearest polynomial has no zero in the interior D◦ of D.
Theorem 12. Assume that f (z), {ej(z) | j = 1, . . . , n} andD satisfy Assumptions 6 and 11. Then there exists a solution,f ∈ Z(D),
to Minimization Problem 2 (and Problem 1), which takes zero on the boundary of D.
The proof of Theorem 12 follows from Lemma 12 in [20] by a field extension from the real to complex variables. In order
to expose its idea more clearly, we will reprove the theorem in the complex case.
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Proof. Suppose that g ∈ Z(D◦) and g is not the zero polynomial. We claim that there exists g ∈ Z(D◦) such that
d(g, f ) < d(g, f ). This claim combined with Theorems 7 and 9 gives the result of the theorem.
Let H(t, z) = f (z) + t(g(z) − f (z)). Then, H(0, z) = f (z), H(1, z) = g(z) and H(t, z) ∈ F for any t ∈ [0, 1]. Suppose
g(ζ ) = 0 for some ζ ∈ D◦. Since deg(g) < ∞, each zero of g is isolated, and therefore, there exists r > 0 such that
B(ζ ; r) ⊂ D, and g(ξ) ≠ 0 for all ξ ∈ B(ζ ; r) \ {ζ }.
Assume that H(t, z) does not have a zero on the boundary of B(ζ , r/2) for all t ∈ [0, 1]. Then Theorem 5 implies that the
number of zeros of H(0, z) = f (z) is equal to that of H(1, z) = g(z) in B(ζ , r/2) ⊂ D◦. This contradicts the assumption (6b)
that f does not have a zero in D. Therefore, there exists τ ∈ (0, 1) such that H(τ , z) has a zero, say η, on the boundary of
B(ζ , r/2), where bothH(0, z) = f (z) andH(1, z) = g(z)have no zero. Letg(z) = H(τ , z). Theng(z) = f (z)+τ∑nj=1 cjej(z)
with a zero η ∈ D◦ and d(g, f ) = τd(g, f ) < d(g, f ). This proves our claim, and therefore the proof is complete. 
3. Explicit solution formulas for the minimization problem
In this section we find explicit solution formulas for Problems 1 and 2. First, we consider the case where D consists of
one point and find explicit formulas for a nearest polynomial and its distance in different norms. Next, we consider the case
where D is a closed domain and develop an argument for computing a nearest polynomial having a zero on the boundary of
D and the minimal distance in∞-norm.
3.1. Solutions in q-norm with a given zero
We first consider the case where D = {α}. Let
u = µΦ(α) = µ(e1(α), e2(α), . . . , en(α))T with µ = 1‖Φ(α)‖∗ (11)
so that ‖u‖∗ = 1. Recalling that f /∈ Z(D), set γ = f (α)|f (α)| . Then, Proposition 3 implies that there exists a vector
v = (v1, v2, . . . , vn)T ∈ Cn satisfying
⟨u, v⟩ = γ , and ‖v‖ = 1. (12)
Set r = µ|f (α)|v ∈ Cn and define the polynomialf (z) by
f (z) = f (z)− n−
j=1
rjej(z) = f (z)− ⟨Φ(z), r⟩. (13)
Now we are in a position to state and prove the following theorem.
Theorem 13. Let D = {α}. Then the polynomialf (z) defined by (13) solves Problems 1 and 2with the minimal distance |f (α)|‖Φ(α)‖∗ .
Proof. From (11)–(13) it follows that ⟨Φ(α), r⟩ = |f (α)| ⟨u, v⟩ = |f (α)|γ = f (α), which implies thatf (α) = 0 and
‖f − f ‖E = ‖r‖ = µ|f (α)| = |f (α)|‖Φ(α)‖∗ .
It remains to prove that ‖f − f ‖E ≤ ‖g − f ‖E for all g ∈ Z(D). Write an arbitrary g ∈ Z(D) as follows:
g(z) = f (z)+
n−
j=1
cjej(z)
with c = (c1, . . . , cn)T . Then, since g(α) = 0, an application of Hölder’s inequality yields
|f (α)| = |g(α)− f (α)| =
 n−
j=1
cjej(α)
 = |⟨Φ(α), c⟩| ≤ ‖c‖ ‖Φ(α)‖∗,
from which it follows that
‖f − f ‖E = |f (α)|‖Φ(α)‖∗ ≤ ‖c‖ = ‖g − f ‖E .
This completes the proof. 
Owing to Theorem 13, (11), (12) and (13), we can give explicit formulas for a solutionf (z) of Problems 1 and 2 with the
minimal distance |f (α)|‖Φ(α)‖∗ . We consider the cases of ‖ · ‖ = ‖ · ‖p for 1 ≤ p ≤ ∞ in details.
Case 1. 1 < p ≤ ∞, 1 ≤ q <∞ and 1p + 1q = 1.
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In this case, we have
µ = 1‖Φ(α)‖∗ =
1
‖Φ(α)‖q =
1
n−
k=1
|ek(α)|q
 1
q
.
By (8), if ej(α) ≠ 0, one has the jth components of v and r as follows:
vj = γ |uj|q−2uj = f (α)|f (α)|
|ej(α)|q−2
‖Φ(α)‖q−2q
ej(α)
‖Φ(α)‖q =
f (α)
|f (α)|
|ej(α)|q−1
‖Φ(α)‖q−1q
ej(α)
|ej(α)| ,
and
rj = µ|f (α)|vj = f (α)n−
k=1
|ek(α)|q
|ej(α)|q−1 ej(α)|ej(α)| .
If ej(α) = 0, the j-th components of v and r are given by vj = rj = 0.
Therefore, (13) provides a solutionf of Problem 2 which is explicitly given byf (z) = f (z)− ⟨Φ(z), r⟩
= f (z)− f (α)n−
k=1
|ek(α)|q
n−
j=1
ej(α)≠0
|ej(α)|q−1 ej(α)|ej(α)| ej(z). (14)
Also, due to Theorem 13, the minimal distance is given by
Qn,p(α) = |f (α)|‖Φ(α)‖q =
|f (α)|
n−
k=1
|ek(α)|q
 1
q
. (15)
Here, and in what follows, ej(α)|ej(α)| can be written as e
i arg(ej(α)),while ej(α)|ej(α)| can be written as e
−i arg(ej(α)).
Remark 14. For p = q = 2, the results are the same as Theorem 2 in [7].
Case 2 (A special case of Case 1). p = ∞, q = 1.
In the next section we will develop computational algorithms for this special case in detail. For this purpose, (14) and
(15) can be written in the following explicit form:
f (z) = f (z)− ⟨Φ(z), r⟩ = f (z)− f (α)n−
k=1
|ek(α)|
n−
j=1
ej(α)≠0
ej(α)
|ej(α)| ej(z), (16)
with the minimal distance given by
Qn,∞(α) = |f (α)|‖Φ(α)‖1 =
|f (α)|
n−
k=1
|ek(α)|
. (17)
Remark 15. In (17), Qn,∞(α) depends on α. Suppose α varies along a rational parametric curve γl(s) whose definition can
be seen in Assumption 17. By replacing α with γl(s), one notices that
dQn,∞(γl(s))
ds
=
n−
j=1
d|f (γl(s))|
ds |ej(γl(s))| − |f (γl(s))| d|ej(γl(s))|ds
n−
k=1
|ek(γl(s))|
2 , (18)
if it exists. Since f (z) is a polynomial which does not vanish at z ∈ D, |f (γl(s))| is differentiable and dQn,∞(γl(s))ds exists for all
swith which ej(γl(s)) ≠ 0, j = 1, . . . , n.
Case 3. p = 1, q = ∞.
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In this case, let j0 be any index with |ej0(α)| = ‖Φ(α)‖∞. Then we have
µ = 1‖Φ(α)‖∗ =
1
‖Φ(α)‖∞ =
1
|ej0(α)|
.
By (9), one has the j0-th components of v and r as follows:
vj0 = γ uj0 =
f (α)
|f (α)|
ej0(α)
‖Φ(α)‖∞ =
f (α)
|f (α)|
ej0(α)
|ej0(α)|
,
and
rj0 = µ|f (α)|vj0 =
f (α)
|ej0(α)|
ej0(α)
|ej0(α)|
.
If j ≠ j0, the jth components of v and r are set as vj = rj = 0.
Due to (13), a solutionf (z) of Problem 2 is explicitly given by
f (z) = f (z)− ⟨Φ(z), r⟩ = f (z)− f (α)|ej0(α)| ej0(α)|ej0(α)| ej(z). (19)
Again, it follows from Theorem 13 that the minimal distance is given by
Qn,1(α) = |f (α)|‖Φ(α)‖∞ =
|f (α)|
|ej0(α)|
. (20)
3.2. Solutions in mixed norm with a given zero
In this subsection, we consider Problems 1 and 2 in the mixed norm ||| · ||| given by (5). First, let
Φ(1)(α) = (e1(α), . . . , er(α))T and Φ(2)(α) = (er+1(α), . . . , en(α))T .
Next, for j = 1, 2, set
u(j) = µ(j)Φ(j)(α), µ(j) = 1‖Φ(j)(α)‖qj
, µ = µ(1) + µ(2),
and
w =

µ(2)
µ
u(1)T ,
µ(1)
µ
u(2)T
T
= µ
(1)µ(2)
µ

Φ(1)(α)T ,Φ(2)(α)T
T ∈ Cn.
Since ‖u(j)‖qj = 1, j = 1, 2, we have |||w|||∗ = 1. Again, set γ = f (α)|f (α)| . Owing to Proposition 3, there exist
v(1) = (v1, . . . , vr)T ∈ Cr and v(2) = (vr+1, . . . , vn)T ∈ Cn−r
such that
⟨u(j), v(j)⟩ = γ and ‖v(j)‖pj = 1 for j = 1, 2.
Let v = (v(1)T , v(2)T )T . Then, ⟨w, v⟩ = γ and |||v||| = 1.
Set r = µ(1)µ(2)
µ
|f (α)|v, and define a polynomialfmix(z) by
fmix(z) = f (z)− n−
j=1
rjej(z) = f (z)− ⟨Φ(z), r⟩. (21)
Then,fmix(α) = 0 since
⟨Φ(α), r⟩ = µ
(1)µ(2)
µ
|f (α)|⟨Φ(α), v⟩ = |f (α)|⟨w, v⟩ = f (α).
Also, we have |||fmix − f ||| = |||r||| = µ(1)µ(2)µ |f (α)| = |f (α)|||Φ(1)(α)||q1+||Φ(2)(α)||q2 .
Therefore, similarly to Theorem 13, one can obtain the following theorem:
Theorem 16. Let D = {α}. Then the polynomialfmix(z) defined by (21) solves Problems 1 and 2 in mixed norm ||| · ||| with the
minimal distance |f (α)|||Φ(1)(α)||q1+||Φ(2)(α)||q2
.
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In order to obtain explicit solutions for Problem 2, we again consider the following cases for 1 ≤ pj, qj ≤ ∞ separately.
Case 1. 1 < pj ≤ ∞, 1 ≤ qj <∞, 1pj + 1qj = 1, j = 1, 2.
In this case, we have
µ(j) = 1‖Φ(j)(α)‖∗ =
1
‖Φ(j)(α)‖qj
=

1∑r
k=1 |ek(α)|q1
 1
q1
, if j = 1,
1∑n
k=r+1 |ek(α)|q2
 1
q2
, if j = 2.
By (8), if ej(α) ≠ 0, one has the j-th components of v and r as follows:
vj =

γ |uj|q1−2uj = f (α)|f (α)|
|ej(α)|q1−1
‖Φ(1)(α)‖q1−1q1
ej(α)
|ej(α)| , if j = 1, . . . , r,
γ |uj|q2−2uj = f (α)|f (α)|
|ej(α)|q2−1
‖Φ(2)(α)‖q2−1q2
ej(α)
|ej(α)| , if j = r + 1, . . . , n.
And thus, recalling that r = µ(1)µ(2)
µ
|f (α)|v,we have
rj =

f (α)
||Φ(1)(α)||q1 + ||Φ(2)(α)||q2
|ej(α)|q1−1
||Φ(1)(α)||q1−1q1
ej(α)
|ej(α)| , if j = 1, . . . , r,
f (α)
||Φ(1)(α)||q1 + ||Φ(2)(α)||q2
|ej(α)|q2−1
||Φ(2)(α)||q2−1q2
ej(α)
|ej(α)| , if j = r + 1, . . . , n.
If ej(α) = 0, the j-th components of v and r are given by vj = rj = 0.
Invoking (21), one has a solutionfmix(z) of Problem 2 in the following explicit form:fmix(z) = f (z)− ⟨Φ(z), r⟩
= f (z)− f (α)||Φ(1)(α)||q1 + ||Φ(2)(α)||q2
 r−
j=1
ej(α)≠0
|ej(α)|q1−1
||Φ(1)(α)||q1−1q1
ej(α)
|ej(α)| ej(z)
+
n−
j=r+1
ej(α)≠0
|ej(α)|q2−1
||Φ(2)(α)||q2−1q2
ej(α)
|ej(α)| ej(z)
 .
The minimal distance is given by
Qn,p1,p2(α) =
|f (α)| r−
k=1
|ek(α)|q1
 1
q1 +  n−
k=r+1
|ek(α)|q2
 1
q2
. (22)
Case 2. p1 = 1, q1 = ∞, 1 < p2 ≤ ∞, 1 ≤ q2 <∞, 1p2 + 1q2 = 1.
Let j0, 1 ≤ j0 ≤ r , be any index such that |ej0(α)| = ‖Φ(1)(α)‖∞. In this case, we have
µ(j) = 1‖Φ(j)(α)‖∗ =
1
‖Φ(j)(α)‖qj
=

1
|ej0(α)|
, if j = 1,
1∑n
k=r+1 |ek(α)|q2
 1
q2
, if j = 2.
By (8) and (9), one can choose
vj =

γ uj0 =
f (α)
|f (α)|
ej0(α)
|ej0(α)|
, if j = j0,
γ |uj|q2−2uj = f (α)|f (α)|
|ej(α)|q2−1
‖Φ(2)(α)‖q2−1q2
ej(α)
|ej(α)| , if j = r + 1, . . . , n and ej(α) ≠ 0,
0, otherwise.
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Recalling r = µ(1)µ(2)
µ
|f (α)|v,we arrive at the following formula:
fmix(z) = f (z)− ⟨Φ(z), r⟩ = f (z)− f (α)|ej0(α)| + ||Φ(2)(α)||q2
 ej0(α)|ej0(α)| ej0(z)
+
n−
j=r+1
ej(α)≠0
|ej(α)|q2−1
||Φ(2)(α)||q2−1q2
ej(α)
|ej(α)| ej(z)
 ,
with the minimal distance
Qn,1,p2(α) =
|f (α)|
|ej0(α)| + (
n−
k=r+1
|ek(α)|q2)
1
q2
. (23)
Case 3. pj = 1, qj = ∞, j = 1, 2.
Let j1 and j2, 1 ≤ j1 ≤ r, r+1 ≤ j2 ≤ n, be any two indices such that |ej1(α)| = ‖Φ(1)(α)‖∞, and |ej2(α)| = ‖Φ(2)(α)‖∞.
Due to (9), one can set
vj =

γ uj1 =
f (α)
|f (α)|
ej1(α)
|ej1(α)|
, if j = j1,
γ uj2 =
f (α)
|f (α)|
ej2(α)
|ej2(α)|
, if j = j2,
0, otherwise.
In this case, the components of r = µ(1)µ(2)
µ
|f (α)|v are given by
rj =

f (α)
|ej1(α)| + |ej2(α)|
ej1(α)
|ej1(α)|
, if j = j1,
f (α)
|ej1(α)| + |ej2(α)|
ej2(α)
|ej2(α)|
, if j = j2,
0, otherwise.
Consequently, invokingfmix(z) = f (z)− ⟨Φ(z), r⟩, one has
fmix(z) = f (z)− f (α)|ej1(α)| + |ej2(α)|
[
ej1(α)
|ej1(α)|
ej1(z)+
ej2(α)
|ej2(α)|
ej2(z)
]
.
Similarly, the minimal distance is given by
Qn,1,1(α) = |f (α)||ej1(α)| + |ej2(α)|
. (24)
3.3. A nearest complex polynomial with a zero in a given domain
Turning to the case where D is a closed domain, Theorem 12 implies that any zero of a nonzero polynomialf (z) which
solves Problem 2must lie on the boundary of D. By combining Theorem 12 and Case 2 in Section 3.1, we are able to develop
an algorithm for computing a solution to Problems 1 and 2 in∞-norm. To accomplish this, hereafter we further require the
following additional assumptions.
Assumption 17. (17a) f (z), e1(z), . . . , en(z) ∈ Q(i)[z].
(17b) The boundary C of D is a simple curve, C = ∪Ll=1Cl (L <∞) and Cl ∩ Ck = ∅ if l ≠ k,where each Cl is parameterized
by γl: Il → Cl. Here, γl(s) ∈ Q(i)(s) and Il ⊂ R is an interval.
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Parameterizing the boundary C appropriately, we substitute the parameterization γl(s), l = 1, . . . , L, for the
indeterminate α in the formula (17) for Qn,∞(α), obtaining an expression Qn,∞(γl(s)) as a function of the real parameter
s. The minima can be found at the stationary points of Qn,∞(γl(s)) or at the endpoints of Il. Thus we have to determine the
real roots of the equation:
dQn,∞(γl(s))
ds
= 0. (25)
Let Ml be the minima of Qn,∞(γl(s)) over Il. Since Qn,∞(α) in (17) contains absolute values, Qn,∞(γl(s)) is not necessarily
a piecewise rational function. Thus in order to compute Ml, we need to define several subsets of Il on which Qn,∞(γl(s)) is
differentiable. Set
∆l =
n
j=1
{s ∈ Il | ej(γl(s)) = 0}. (26)
Clearly, the cardinality of ∆l is finite, and Il \ ∆l is the union of a finite number of intervals, each of which can degenerate
to a point. According to Remark 15, Qn,∞(γl(s)) is differentiable at s if and only if ej(γl(s)) ≠ 0, 1 ≤ j ≤ n, namely s /∈ ∆l.
Therefore, Qn,∞(γl(s)) is differentiable on each interval of Il \∆l.
Set
Zl =

s ∈ Il \∆l | dQn,∞(γl(s))ds = 0

. (27)
Let sl,k ∈ Il be either a point in Zl or an endpoint of Il \ ∆l. We can check if ξl,k = γl(sl,k) is a zero for a candidate for the
polynomial that solves Problem 2 with ξl,k ∈ Cl. Then, we can easily find a polynomial with the smallest Qn,∞(ξl,k).
4. Computational algorithm
In this section, we propose two computational algorithms to solve Problems 1 and 2, based on the explicit formulas given
in the previous section. The difference between the algorithms is the way they determine the minima of Qn,∞(γl(s)). Also,
we analyze the computational complexity of our proposed algorithms.
4.1. Algorithm based on numerical comparison
In this subsection we propose an algorithm based on numerical comparison to compute a nearest polynomial having a
zero on the boundary C . In the algorithm, if S = ∅, we regard mins∈S{Q (s)} as∞, and if Q (s) is not defined at s = σ , we
regard Q (σ ) as∞.
Algorithm 18 (Nearest Polynomial).
Input: f (z), e1(z), . . . , en(z) ∈ Q(i)[z], a closed domain D ⊂ C and its boundary C satisfying Assumptions 6, 11 and 17.
Output: A nearest polynomialf (z) to f (z) and the minimal distanceM∗n,∞.
Step 1. For l = 1, . . . , L, carry out the following procedure for the segment Cl with the parameterization γl : Il → Cl:
If Il consists of only one point σ , thenMl = Qn,∞(γl(σ )). Otherwise, carry out (a) and (b).
(a) Compute∆l, express Il \∆l as the union of intervals, and then compute Zl.
(b) Compute the following:
Ml,1 = min
s∈∆l
{Qn,∞(γl(s))},
Ml,2 = min
s∈{inf Il,sup Il}∩Il
{Qn,∞(γl(s))},
Ml,3 = min
s∈Zl
{Qn,∞(γl(s))},
Ml = min{Ml,1,Ml,2,Ml,3}.
Step 2. Compute the minimal distanceM∗n,∞ = min{M1, . . . ,ML}.
Step 3. Set
sl0,k0 = arg ( mins∈Il
l=1,...,L
{Qn,∞(γl(s))}).
(If there are more than one such s satisfying Qn,∞(γl(s)) = M∗n,∞, choose any of them as sl0,k0 .) Then, substitute
ξl0,k0(= γl0(sl0,k0)) for α in (16), and computef (z).
Step 4. ReturnM∗n,∞ andf (z).
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In Step 1, to obtainMl,1, all the real roots of
∏n
j=1 ej(γl(s)) = 0 in Il are needed for constructing∆l; to obtainMl,3, all the
real roots of dQn,∞(γl(s))ds = 0 in each interval of Il \ ∆l are needed for constructing Zl. In order to compute all the real roots
simultaneously, the root-finding method can be chosen as, for instance, the homotopy method [11]. If ∆l = ∅, we regard
Ml,1 as∞, and if Zl = ∅, we regard Ml,3 as∞. Since Theorems 7 and 9 imply that a nearest polynomial always exists, the
output value ofM∗n,∞ is finite.
4.2. Algorithm based on symbolic comparison
Notice that when comparing approximate values of Qn,∞(γl(s)), Algorithm 18 may wrongly treat unequal values equal
due to the limited accuracy of numerical computation and data representation. To avoid this problem, we propose an
improved algorithm based on symbolic comparison. It consists of two steps: first, determine the place(s) where Qn,∞(γl(s))
exactly attains the minima over Il by symbolic methods in [3,4]; second, use numerical methods with sufficiently high
accuracy, such as the homotopy method [11], to compute the desired minimum point(s).
In order to use the results obtained in [3,4], we transform our problem into what they can deal with. For each l, set
x(l) = |f (γl(s))| and y(l)k = |ek(γl(s))|, k = 1, . . . , n. Then, we define a multivariate rational function Q by
Q (s, x, y1, . . . , yn) = xn−
k=1
yk
, (28)
which indicates Q (s, x(l), y(l)1 , . . . , y
(l)
n ) = Qn,∞(γl(s)).
Furthermore, let |f (γl(s))|2 = f
(l)
1 (s)
f (l)2 (s)
and |ek(γl(s))|2 = e
(l)
k,1(s)
e(l)k,2(s)
, where f (l)1 (s), f
(l)
2 (s), e
(l)
k,1(s), e
(l)
k,2(s) ∈ Q[s], k = 1, . . . , n.
Then, dx
(l)
ds = u
(l)(s)
x(l)
and dy
(l)
k
ds =
v
(l)
k (s)
y(l)k
, where u(l)(s), v(l)k (s) ∈ Q(s), u(l)(s) =
df (l)1 (s)
ds f
(l)
2 (s)−f (l)1 (s)
df (l)2 (s)
ds
2

f (l)2 (s)
2 and v(l)k (s) =
de(l)k,1(s)
ds e
(l)
k,2(s)−e(l)k,1(s)
de(l)k,2(s)
ds
2

e(l)k,2(s)
2 . Recalling (18), ultimately the numerator of dQn,∞(γl(s))ds has the form of
p(l)(s)
n−
k=1
y(l)1 · · · y(l)k
2 · · · y(l)n + x(l)2
n−
k=1
q(l)k (s)y
(l)
1 · · · y(l)k−1y(l)k+1 · · · y(l)n ,
where p(l)(s), q(l)k (s) ∈ Q[s]. Therefore, dQn,∞(γl(s))ds = 0 is equivalent to the following polynomial system
x2f (l)2 (s)− f (l)1 (s) = 0,
y2ke
(l)
k,2(s)− e(l)k,1(s) = 0, k = 1, . . . , n,
p(l)(s)
n−
k=1
y1 · · · y2k · · · yn + x2
n−
k=1
q(l)k (s)y1 · · · yk−1yk+1 · · · yn = 0.
(29)
Then, for each (s, x, y1, . . . , yn) ∈ (Il \∆l)× Rn+1+ satisfying (29), we have s ∈ Zl.
Similarly, if (s, x, y1, . . . , yn) ∈ Il × R+ × (R+ ∪ {0})n satisfies the following polynomial system
x2f (l)2 (s)− f (l)1 (s) = 0,
y2ke
(l)
k,2(s)− e(l)k,1(s) = 0, k = 1, . . . , n,
n∏
j=1
e(l)k,1(s) = 0,
(30)
then, we have s ∈ ∆l.
Write X = (s, x, y1, . . . , yn) ∈ Rn+2, and define ∆l,Zl andBl as∆l = {X ∈ Il × R+ × (R+ ∪ {0})n | X satisfies (30)},Zl = {X ∈ (Il \∆l)× Rn+1+ | X satisfies (29)},Bl = {X ∈ Il × R+ × (R+ ∪ {0})n | s ∈ {inf Il, sup Il} ∩ Il, x = x(l), y1 = y(l)1 , . . . , yn = y(l)n }.
In Step 1, we compute all common real roots of (29) and (30) in isolating interval representation by using one of the
symbolic methods, GRID, M_RUR and G_RUR that were studied in [3] and implemented in the MAPLE software SLV.1 Thus,
we assume that the points in ∆l andZl are represented in isolating interval representation.
1 http://erga.di.uoa.gr/soft/SLV/SLV_index.html.
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Remember that our main purpose is to accurately determine the minimum point(s) of Qn,∞(γl(s)) over ∆l, Zl and
{inf Il, sup Il} ∩ Il. We instead consider the sign of Q (X) − Q (Y) over X, Y ∈ ∆l ∪Zl ∪Bl where X ≠ Y, and thus convert
the original comparison problem to multivariate sign evaluation that has been well solved by Algorithm 1 in [3], so that we
can find the interval(s) where Qn,∞(γl(s)) attains theminima even if there are two or more values simultaneously attain the
minima.
In Step 2, we turn to numerical methods, such as homotopy method [11], to solve
∏n
j=1 ej(γl(s)) = 0 and dQn,∞(γl(s))ds = 0.
Among all real solutions and the endpoints of Il, we choose one sl0,k0 which lies in the interval(s) found in Step 1.
We summarize the computation process in Algorithm 19. Here, we regard a single point (x1, . . . , xn) ∈ Rn as
([x1, x1], . . . , [xn, xn]). IfX = ∅, we set Q (X) = ∞ for X ∈ X .
Algorithm 19 (Improved Algorithm of Nearest Polynomial).
Input: f (z), e1(z), . . . , en(z) ∈ Q(i)[z], a closed domain D ⊂ C and its boundary C satisfying Assumptions 6, 11 and 17.
Output: A nearest polynomialf (z) to f (z) and the minimal distanceM∗n,∞.
Step 1. Let l = 1. InitializeX = ∅ andL = ∅.
(a) If Il consists of only one point, setΩ =Bl. Otherwise, compute ∆l andZl using the symbolic methods in [3],
and setΩ = ∆l ∪Zl ∪Bl.
(b) WhileΩ is not empty do
i. Pop a point X fromX and a point Y fromΩ , and compute δ := sgn(Q (X)− Q (Y)).
ii. If δ = 1, updateX = {Y} andL = {l}.
iii. If δ = 0, add Y toX . In addition, if l /∈ L , push l intoL .
iv. If δ = −1, remove Y.
(c) If l = L, define S = {Xs | X ∈ X }, where Xs denotes the first component of X, Xs = [a, b] and a, b ∈ Q.
Otherwise, increment l by 1 and go to Step a.
Step 2. Select one l ∈ L arbitrarily, and solve∏nj=1 ej(γl(s)) = 0 and dQn,∞(γl(s))ds = 0 using homotopy method [11]. Among
all the solutions and the endpoints of Il, choose one sl0,k0 which satisfies sl0,k0 ∈

[a,b]∈S [a, b]. Then, substitute
ξl0,k0(= γl0(sl0,k0)) for α in (16) and (17), and computef (z) and Qn,∞(ξl0,k0).
Step 3. ReturnM∗n,∞ := Qn,∞(ξl0,k0) andf (z).
Remark 20. Algorithms 18 and 19 can be extended to finding a nearest complex polynomialf (z) having a zero in D in other
norms, simply by replacing (17) with (15), (20), (22), (23) and (24).
4.3. Computational complexity
In this section, we are going to analyze the computational complexity of Algorithms 18 and 19. For a polynomial
p(z) ∈ C[z] of degree d and a rational function γ (s) ∈ C(s), whose numerator and denominator are polynomials of
degree ≤ m, the degrees of the numerator and denominator of p(γ (s)) are at most md [21]. Thus, by (6), the degrees of
the numerators and denominators of Re p(γ (s)) and Im p(γ (s)) are at most 2md .
Let d be the maximum of the degrees of f (z) and ej(z)’s, and let m be the maximum degree of the numerators and
denominators of γ1(s), . . . , γL(s). Then, the degrees of the numerators and denominators of f (γl(s)) and ej(γl(s)) are at
mostmd. Thus, all degrees of (29), (30) and the numerator of
∏n
j=1 ej(γl(s)) are polynomials inm, n and d.
In Algorithm 18 as well as in Step 1 of Algorithm 19, the number of equations to be solved is 2L, whose degrees are of
polynomial order inm, n and d; the number of values to be compared is of polynomial order inm, n, d and L. For Algorithm18,
the most expensive steps are solving equations by homotopy method whose computational complexity was widely studied
by Shub and Smale [22,23]. [22] said that the problem of finding approximately a zero of a polynomial system of equations
can be solved in polynomial time, on the average; the number of arithmetic operations is bounded by cN4 where N is the
number of input variables and c is a universal constant. For Algorithm 19, in Step 1, the precise bit complexity bounds of
real root isolation and sign evaluation are unknown, though the bivariate version of real root isolation analyzed in [3] has a
best bound of OB(N12), and sign evaluation has a bound of OB(N5), where polylogarithmic factors are ignored and N bounds
the degree and the bitsize of the polynomials. In Step 2, since the number and degrees of the equations to be solved are 2
and of polynomial order inm, n and d, respectively, this is a polynomial-time step.
To summarize, Algorithm18 runs in polynomial time,whilewhether Algorithm19does or not depends on the complexity
of Step 1 that will be explored in future work.
5. Examples
In this section, two simple examples are demonstrated to confirm the effectiveness of our numerical scheme. Since
accurate computation is available there, we carry them out by applying Algorithm 18.
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Fig. 1. The closed unit disk in Example 21 and a partition of its boundary.
Example 21. Suppose 0 < n <∞ is given. Let f (z) = z2+2 be a given polynomial, ej(z) = z j−1, j = 1, . . . , n, and D be the
closed unit disk whose boundary C is the disjoint union of C1 = {1} and C2 = C \{1} (see Fig. 1). C1 and C2 are parameterized
by the rational functions γl : Il → Cl, l = 1, 2 which are defined by γ1(s) = s and γ2(s) = s−is+i , where I1 = {1} and I2 = R.
Notice that f (z) does not have a zero in D. Let F = f (z) + {∑nj=1 cjej(z) | cj ∈ C, for j = 1, . . . , n}. Then, we consider the
problem to find a nearest polynomialf (z) ∈ F to f (z)with a zero in D.
First, let us look at the case of l = 1, where I1 consists of one point. Since f (γ1(1)) = 3 and ej(γ1(1)) = 1 for j = 1, . . . , n,
we haveM1 = Qn,∞(γ1(1)) = |f (γ1(1))|∑n
j=1 |ej(γ1(1))| =
3
n .
Next, turn to the case of l = 2. Since |γ2(s)| = 1, we have
|f (γ2(s))| =
4s(s2 − 1)(s2 + 1)2 + i3s4 − 2s2 + 3(s2 + 1)2
 =
√
9s4 − 14s2 + 9
s2 + 1 ,
|ej(γ2(s))| = 1, j = 1, . . . , n.
Therefore, ∆2 = ∅, I2 \ ∆2 = R, and Qn,∞(γ2(s)) =
√
9s4−14s2+9
n(s2+1) . Next, we have
dQn,∞(γ2(s))
ds = 32s(s
2−1)
n
√
9s4−14s2+9(s2+1)2
= 0,
which has three real roots: s = 0, 1,−1 in I2 \∆2. That is Z2 = {0, 1,−1}. Since {inf I2, sup I2} ∩ I2 = ∅, we obtain
M2,1 = M2,2 = ∞,
M2,3 = min{Qn,∞(γ2(0)),Qn,∞(γ2(1)),Qn,∞(γ2(−1))} = 1n ,
M2 = min{M2,1,M2,2,M2,3} = 1n .
Thus,M∗2,∞ = min{M1,M2} = 1n , and the candidates for sl0,k0 are s2,1 = 1 and s2,2 = −1.
For s2,1 = 1, we have ξ2,1 = γ2(s2,1) = −i. A nearest polynomial, with the minimal distance 1n , is then given by Formula
(16). For this, observe that arg(ej(−i)) = − (j−1)π2 for j = 1, . . . , n, and thereforef1(z) = f (z)− f (−i)n ∑nj=1 ij−1ej(z).
Similarly, for s2,2 = −1, we have ξ2,2 = γ2(s2,2) = i, and arg(ej(i)) = (j−1)π2 for j = 1, . . . , n, and thereforef2(z) = f (z)− f (i)n ∑nj=1(−i)j−1ej(z).
Consider the special case of n = 2. In this case, the minimal distance is 12 and there are two nearest polynomials:f1(z) = z2 − i2 z + 32 = (z + i)(z − 3i2 ) which has zeros at −i and 3i2 ;f2(z) = z2 + i2 z + 32 = (z − i)(z + 3i2 ) which
has zeros at i and− 3i2 .
Consider another special case of n = 3. In this case, the minimal distance is 13 and there are two nearest polynomials:f1(z) = 43 z2 − i3 z + 53 = 13 (z + i)(4z − 5i)which has zeros at−i and 5i4 ;f2(z) = 43 z2 + i3 z + 53 = 13 (z − i)(4z + 5i)which
has zeros at i and− 5i4 .
Remark 22. If we set f (x) = x2+2 and n = 2 in Example 21, the case is treated by Sekigawa in Example 20 in [20] in search
of a real polynomial solution instead of a complex one. Following the algorithm in [20], one finds thatf (x) = x2 − x+ 1 is
a nearest real polynomial with minimal distance ‖f − f ‖∞ = 1. However, by the method proposed in this paper, we findf (z) = z2 − i2 z + 32 as a nearest complex polynomial with minimal distance ‖f − f ‖∞ = 12 . Thus one may find a nearest
complex polynomial which is closer to f than a nearest real polynomial.
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Fig. 2. The rectangle in Example 23, and a partition of its boundary.
Example 23. Let f (z) = 1, n = 2, e1(z) = 1, e2(z) = z and D be the rectangle with vertices±1+ i and±1. Let the boundary
of D be parameterized by the disjoint union of Cl, l = 1, . . . , 4 (see Fig. 2) as follows:
γ1 : I1 → C1, s → s,
γ2 : I2 → C2, s → 1+ is,
γ3 : I3 → C3, s → −s+ i,
γ4 : I4 → C4, s → −1+ i(1− s),
where I1 = I3 = (−1, 1] and I2 = I4 = (0, 1]. Let F = f (z)+ {c1e1(z)+ c2e2(z) | c1, c2 ∈ C}.
First, for l = 1, we have f (γ1(s)) = 1, e1(γ1(s)) = 1 and e2(γ1(s)) = s. Also we see that ∆1 = {0}, I1 \ ∆1 =
(−1, 0) ∪ (0, 1], and
Q2,∞(γ1(s)) = 1|s| + 1 =

1
−s+ 1 , if s ∈ (−1, 0),
1, if s = 0,
1
s+ 1 , if s ∈ (0, 1].
Notice that
dQ2,∞(γ1(s))
ds
=

1
(s− 1)2 , if s ∈ (−1, 0),
− 1
(s+ 1)2 , if s ∈ (0, 1],
has no real root in (−1, 0) ∪ (0,−1]. That is Z1 = ∅. Since {min I1, sup I1} ∩ I1 = {1}, we have
M1,1 = min
s∈∆1
{Q2,∞(γ1(s))} = 1,
M1,2 = min
s∈{inf I1,sup I1}∩I1
{Q2,∞(γ1(s))} = 12 ,
M1,3 = min
s∈Z1
{Q2,∞(γ1(s))} = ∞,
M1 = min{M1,1,M1,2,M1,3} = 12 .
Similarly, for l = 2, 3, 4, we have
M2 = min{M2,1,M2,2,M2,3} = min{∞,
√
2− 1,∞} = √2− 1,
M3 = min{M3,1,M3,2,M3,3} = min{∞,
√
2− 1, 1/2} = √2− 1,
M4 = min{M4,1,M4,2,M4,3} = min

∞, 1
2
,
1
2

= 1
2
.
Thus, M∗2,∞ = min{M1,M2,M3,M4} =
√
2 − 1, the minimal distance between f (z) andf (z), is achieved at s2,1 = 1 and
s3,1 = 1.
For s2,1 = 1, we have ξ2,1 = γ2(s2,1) = 1+ i. By Formula (16), a nearest polynomial is given byf1(z) = − (2−√2)(1−i)2 z +
(2−√2).
Similarly, for s3,1 = 1,wehave ξ3,1 = γ3(s3,1) = −1+i and a nearest polynomial given byf2(z) = (2−√2)(1+i)2 z+(2−√2).
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6. Conclusions
For a given complex polynomial f (z) and a prescribed closed domain D whose boundary is represented by a piecewise
rational function, we have proposed two algorithms for finding a univariate complex polynomialf (z) such thatf (z) has a
zero inD and ‖f − f ‖E is minimal. Our further research is directed to how to apply these results to actual applications such as
perturbed surface intersection, and exploring the complexity bounds of multivariate real root isolation and sign evaluation.
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