The hippocampus is one of the brain structures critically implicated in schizophrenia. Known schizophrenia-specific alterations in the hippocampal neurons are subtle. Their impact on the information processing in the hippocampus is poorly understood. A core difficulty is the lack of understanding of normal hippocampal functioning. Here, we focus on some simple but potentially fundamental characteristics of that functioning, and assess them in a model of the CA1 hippocampal network.
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The hippocampus is one of the brain structures critically implicated in schizophrenia. Known schizophrenia-specific alterations in the hippocampal neurons are subtle. Their impact on the information processing in the hippocampus is poorly understood. A core difficulty is the lack of understanding of normal hippocampal functioning. Here, we focus on some simple but potentially fundamental characteristics of that functioning, and assess them in a model of the CA1 hippocampal network.
In our study, network effects resulted from overlapping inputs to modeled CA1 principal cells; we did not consider explicit interactions between the cells. The overlap was determined on the basis of the known hippocampal anatomy [1] . We assumed that all the cells received their excitatory and inhibitory inputs synchronously, as if strongly modulated by ongoing theta and gamma rhythm [2] . Each cell was modeled by biophysically realistic multicompartment models of reconstructed CA1 principal cells using NEURON [3, 4] .
Our analysis of the network performance was motivated by our earlier model of the hippocampal network under normal and psychotic conditions [5] . When "normal", that attractor model network was able to generalize similar input patterns and discriminate distinct ones. Such behavior required time sufficient for the network dynamics to converge to appropriate steady states. In the present study, we complement that approach by assessing similar abilities of generalizing and discriminating of inputs. However here we used much more realistic neuronal models and did not take into account associative properties of the network. We characterized the network performance by its response to synchronous inputs within 40 milliseconds. If a modeled CA1cell spiked within this interval it contributed "1" to the output of the network, otherwise the cell contributed "0". In particular, we determined how the average distance between the output patterns depended on the average distance between the input patterns. We performed this analysis for CA3, entorhinal, and mixed input patterns.
