We show that the Steinitz representations of 3-connected planar graphs are correspond, in a well described way, to Colin de Verdière matrices of such graphs.
Introduction
Colin de Verdière [1] introduced a spectral invariant µ(G) of a graph G. Roughly speaking, µ(G) is the multiplicity of the second largest eigenvalue of the adjacency matrix of G, maximized by weighting the edges and nodes (the exact definition will be given in section 3). The matrix that attains this maximum will be called a Colin de Verdière matrix of G.
This spectral invariant has many interesting unexpected properties. The starting point of this paper are the facts, proved by Colin de Verdière, that a graph G is outerplanar if and only if µ(G) ≤ 2, and planar if and only if µ(G) ≤ 3.
Suppose that G is a 3-connected planar graph, and consider its Colin de Verdière matrix M . Then the appropriate eigenvalue of M has multiplicity 3. It was shown in [7] that one can use the corresponding eigensubspace to construct an embedding of G in the sphere with convex faces.
In this paper we go further by showing that after an appropriate rescaling of M , one gets a representation of G as the skeleton of a convex 3-polytope. We call such a polytope a Steinitz representation of G. Conversely, we show that every Steinitz representation P of G gives rise to a Colin de Verdière matrix. The correspondence is one-to-one up to certain scalings of M and projective transformations of P .
Our results can be applied to show that certain matrices associated with polyhedra have exactly one negative eigenvalue. For example, let P be a convex 3-polytope and v an interior point. Let us replace the edges of P by cables and connect v to each vertex by a rod. The resulting "tensegrity framework" can be in equilibrium with non-trivial stresses acting in each cable and rod. We show that the "Laplacian" constructed from these stresses has exactly one negative eigenvalue, thus verifying a conjecture of Connelly.
Notation
Let P be a convex polytope in R 3 containing 0 in its interior. The polar polytope P * is defined by
It is well known that P * is a convex polytope, and (P * ) * = P . Furthermore, the vertices, edges and facets of P * are in a one-to-one correspondence with the facets, edges and vertices of P , respectively. The skeleton of P is the graph G formed by its vertices and edges. The skeleton of P * is the planar dual G * of G. Let ij be an edge of G, and f g, the corresponding edge of G * . We assume that in this case f g is labeled so that if we walk from i to j, then f is on the right. (So if we start with f g, then ji is the right way to label the corresponding edge of G.)
For two vectors u, v ∈ R 3 , their vectorial product u × v is defined as the vector whose length is the area of the parallelogram spanned by u and v, it is orthogonal to both u and v, and u, v and u × v form a righthanded system. We'll need that this operation is alternating and distributive, and it satisfies the identity
Furthermore, u T (v × w) is the volume of the parallepiped spanned by u, v and w.
Colin de Verdière matrices
Let G = (V, E) be an undirected graph. Let M G denote the set of all
M2) M has exactly one negative eigenvalue (of multiplicity 1).
We say that a matrix M ∈ M G has the Strong Arnold Property, if the following condition also holds: (M3) If X = (X ij ) ∈ R V ×V is any symmetric matrix such that M X = 0 and X ij = 0 whenever i = j or ij ∈ E, then X = 0.
The Colin de Verdière number µ(G) of the graph G is defined as the maximum corank of any matrix in M G with the Strong Arnold Property. (In this paper, we restrict our attention to 3-connected planar graphs, in which case condition (M3) will play no essential role.) Every matrix attaining this maximum will be called a Colin de Verdière matrix of G.
From every Colin de Verdière matrix of G we can construct other such matrices by a symmetric scaling of the rows and columns by positive real numbers (we call this briefly scaling).
The Colin de Verdière number of a graph has a number of surprising graph-theoretical properties; we refer to the survey [4] for most of these. Perhaps the most basic is that µ(G) is minor-monotone, i.e., if H is a minor of G, then µ(H) ≤ µ(G).
Colin de Verdière characterized graphs with small µ. He proved that µ(G) ≤ 1 if and only G is a path; µ(G) ≤ 2 if and only if G is outerplanar; and µ(G) ≤ 3 if and only if G is planar. It is this latter result that is the starting point of our work. The "only if" part of the theorem is relatively easy, using Kuratowski's Theorem and the minor-monotonicity of µ. The original proof of the "if" part was quite involved; an elementary proof was given by Van der Holst [3] . It will be important for us that for 3-connected planar graphs, Holst's proof does not use the Strong Arnold Hypothesis (M3); thus, it implies: Proposition 1 Let G be a 3-connected planar graph and let M ∈ M G . Then the corank of M is at most 3.
Nullspace representations
Let G = (V, E) be any graph and let M ∈ R V ×V be any matrix satisfying (M1) and (M2), of corank r. Let a 1 , a 2 , . . . , a r be basis of ker M , and for each vertex i of G, let u i := (a 1,i , a 2,i , . . . , a r,i ) T ∈ R r . The system of vectors
The system of vectors (u i : i ∈ V ) is determined by M only up to a linear transformation of
Thus we may assume that each u i is a unit vector, i.e. we get a mapping of V into the unit sphere. Now assume that G = (V, E) is a 3-connected planar graph and let M be a Colin de Verdière matrix of G with corank 3. Let (u i : i ∈ V ) be the nullspace representation derived from M , with |u i | = 1.
We can extend this mapping to a mapping of the graph into the unit sphere by connecting u i and u j (ij ∈ E) by an appropriate shorter arc of a large circle through u i and u j . (It is not difficult to show that u i and u j cannot be antipodal points of the sphere, so that this arc is uniquely determined.) We call this mapping the nullspace mapping of G into the sphere (determined by M ).
The following fact was proved by Lovász and Schrijver [7] :
Theorem 2 The nullspace mapping is an embedding of G in the sphere. Furthermore, each facet f of the embedding is the intersection of a convex polyhedral cone C f with the sphere.
We say that a Colin de Verdière matrix M of a 3-connected planar graph G is properly scaled, if the vectors in its nullspace representation are the vertices of a convex polytope and the skeleton of this polytope is the given graph G. (The nullspace representation is only determined up to a linear transformation of R 3 , but this property is invariant under such transformations.)
Our main result is the following:
Theorem 3 Every Colin de Verdière matrix of a 3-connected planar graph can be scaled properly.
The construction will start with the polar polytope. Let G * = (V * , E * ) denote the dual graph of G.
Lemma 4
We can assign a vector w f to each f ∈ V * so that whenever ij ∈ E and f g is corresponding edge of G * , then
. It suffices to show that the vectors v f g sum to 0 over the edges of any cycle in G * . Since G * is a planar graph, it suffices to verify this for the facets of G * . Expressing this in terms of the edges of G, it suffices to show that
(where, as usual, N (i) denotes the set of neighbors of i). But this follows from (1) upon multiplying by u i , taking into account that u i × u i = 0 and
An immediate property of the vectors w f is that if f and g are two adjacent nodes of G * such that the corresponding facets of G share the vertex i ∈ V , then u T i w f = u T i w g . This follows immediately from (2), upon scalar multiplication by u i . Hence the inner product u T i w f is the same number α i for every facet f incident with u i . In other words, these vectors w f all lie on the plane u − i T x = α i .
Let P * be the convex hull of the vectors w f .
Lemma 5 Every vector w f is a vertex of P * , and the map f → w f is an isomorphism between G * and the skeleton of P * .
Proof. We proceed through two claims.
Claim 1 Let f ∈ V * , and let u ∈ R 3 , u = 0. The vector w f maximizes u T x over P * if and only if u ∈ C f .
First suppose that w f maximizes u T x over P * . Let i 1 , . . . , i s be the nodes of the facet of G corresponding to f (in this counterclockwise order). By Theorem 2, the vectors u it are precisely the extreme rays of the cone C f .
Let f g t be the edge of G * corresponding to i t i t+1 . Then u T (v f − v gt ) ≥ 0 for t = 1, . . . , s, and hence by (2),
This means that u is on the same side of the plane through u it and u i t+1 as C f . Since this holds for every i, it follows that u ∈ C f . Conversely, let u ∈ C f . Arbitrarily close to u we may find a vector u ′ in the interior of C f . Let w g be a vertex of P * maximizing (u ′ ) T x. Then by the first part of our lemma, u ∈ C g . Since the cones C h , h ∈ V * are openly disjoint, it follows that f = g. Thus (u ′ ) T x is optimized by w f . It follows that u T x too is optimized by w f . This proves Claim 1.
This claim immediately implies that every vector w f (f ∈ V * ) is a vertex of P * . To complete the proof, it suffices to show:
Claim 2 The vertices w f and w g form an edge of P * if and only if f g ∈ E * .
Let f g ∈ E * , and let ij be the edge of G corresponding to f g ∈ E * . Let u be a vector in the relative interior of the cone C i ∩ C j . Then by lemma 1, u T x is maximized by both w f and w g . No other vertex w h of P * maximizes u T x, since then we would have u ∈ C h by lemma 1, but this would contradict the assumption that u is in the relative interior of C f ∩ C g . Thus w f and w g span an edge of P * .
Conversely, assume that w f and w g span an edge of P * . Then there is a non-zero vector u such that u T x is maximized by w f and w g , but by no other vertex of P * . By lemma 1, u belongs to C f ∩ C g , but to no other cone C h , and thus C f and C g must share a face, proving that f g ∈ E * . This completes the proof of Claim 2 and of lemma 5.
Proof (of Theorem 3). The vectors w f are not uniquely determined by (2): we can add an arbitrary vector to each of them. Thus we may assume that the origin is in the interior of P * . Then the polar P of P * is welldefined, and its skeleton is isomorphic to G. Furthermore, the vertices of P are orthogonal to the corresponding facets of P * , i.e., they are positive multiples of the vectors u i .
The scaling of M constructed in this proof is almost canonical. There were only two free steps: one, the choice of basis in the nullspace of M (which accounts for an affine transformation of P ), and the translation of P * so that the origin be in its interior (which results in a projective transformation of P ). However, there might be many other proper scalings. For example, if P is simple (every facet is a triangle), then any scaling "close" to the one constructed above would also be proper.
The reverse construction
Let P be any polytope in R 3 , containing the origin in its interior. Let G = (V, E) be the skeleton of P . Let P * be its polar, and G * = (V * , E * ), the skeleton of P * .
Let u i and u j be two adjacent vertices of P , and let w f and w g be the endpoints of the corresponding edge of P * . Then by the definition of polar, we have u
This implies that the vector w f − w g is orthogonal to both vectors u i and u j , and hence it is parallel to the vector u i × u j . Thus we can write
where the labeling of w f and w g is chosen so that M ij < 0; this means that u i , u j and w g form a right-handed basis.
Let i ∈ V , and consider the vector
where the last sum extends over all edges f g of the facet of P * corresponding to i, oriented counterclockwise. Hence this sum vanishes, and we get that
Hence u i and u ′ i are parallel, and we can write u
with some real M ii . We complete the definition of a matrix M = M (P ) by setting M ij = 0 whenever i and j are distinct non-adjacent nodes of G.
Theorem 6
The matrix M (P ) is a properly scaled Colin de Verdière matrix for the graph G.
Proof. It is obvious by construction that M has the right pattern of 0's and negative elements. (3) can be written as
which means that each coordinate of the u i defines a vector in the null space of M . Thus M has corank at least 3.
For an appropriately large constant C > 0, the matrix CI − M is nonnegative and irreducible. Hence it follows from the Perron-Frobenius Theorem that the smallest eigenvalue of M has multiplicity 1. In particular, it cannot be 0 (which we know has multiplicity at least 3), and so it is negative. Thus M has at least one negative eigenvalue.
The most difficult part of the proof is to show that M has only one negative eigenvalue. Observe that if we start with any true Colin de Verdière matrix M of the graph G, and we construct the polytope P from its null space representation as in section 4, and then we construct a matrix M (P ) from P , then we get back (up to positive scaling) the matrix M . Thus there is at least one polytope P with the given skeleton for which M (P ) has exactly one negative eigenvalue.
Steinitz proved that any two 3-dimensional polytopes with isomorphic skeletons can be transformed into each other continuously through polytopes with the same skeleton (see [8] ). Each vertex moves continuously, and hence so does their center of gravity. So we can translate each intermediate polytope so that the center of gravity of the vertices stays 0. Then the polar of each intermediate polytope is well-defined, and also transforms continuously. Furthermore, each vertex and each edge remains at a positive distance from the origin, and therefore the entries of M (P ) change continuously. It follows that the eigenvalues of M (P ) change continuously.
Assume that M (P 0 ) has more than 1 negative eigenvalue. Let us transform P 0 into a polytope P 1 for which M (P 1 ) has exactly one negative eigenvalue. There is a last polytope P t with at least 5 non-positive eigenvalues. By construction, each M (P ) has at least 3 eigenvalues that are 0, and we know that it has at least one that is negative. Hence it follows that M (P t ) has exactly four 0 eigenvalues and one negative. But this contradicts proposition 1.
Next we show the Strong Arnold Property. Let X ∈ R V ×V be a symmetric matrix such that M X = 0 and X ij = 0 for i = j and for ij ∈ E. Every column of X is in the nullspace of M . We know that this nullspace is 3-dimensional, and hence it is spanned by the coordinate vectors of the u i . This means that there are vectors h i ∈ R 3 (i ∈ V ) such that X ij = u T i h j . We know that X ij = 0 if j = i or j ∈ N (i), and so h i must be orthogonal to u i and all its neighbors. Since u i and its neighbors obviously span R 3 , it follows that X = 0.
Finally, it is trivial by (4) that M is properly scaled.
An interesting consequence of these results is the following.
Theorem 7 Let P be a convex polytope in R 3 containing the origin. Let G = (V, E) be its skeleton, and u i (i ∈ V ), its vertices. Let M ∈ R V ×V be a symmetric matrix such that
Then M has exactly one negative eigenvalue and exactly three 0 eigenvalues.
In other words, (M1) and (1) imply (M2). As we have seen, this also implies (M3), thus M is a Colin de Verdière matrix for G. It is also clear that M is properly scaled.
Proof. It follows just as in the proof of Theorem 6 that every matrix M satisfying (M1) and (1) has at least one negative and at least three 0 eigenvalues. Furthermore, if it has exactly one negative eigenvalue, then it has exactly three 0 eigenvalues by Proposition 1.
Suppose that some such matrix M 1 has more than one negative eigenvalue. Using theorem 6, we can construct a matrix M 0 satisfying (M1), (M2) and (1) . All the matrices M t = tM 0 + (1 − t)M 1 satisfy (M1) and (1). Let t be the smallest number for which M t has at least 5 non-positive eigenvalues. Then M t must have one negative and at least four 0 eigenvalues. But, as we have seen, this is impossible.
Tensegrity frameworks
A tensegrity framework is a graph G embedded in R 3 with straight edges, with each edge labeled as "cable", "bar" or "strut". Let u i be the position of node i. A stress on a tensegrity framework is an assignment of a "stress" S ij to each edge ij, so that
(no condition if ij is a bar), and so that the framework is in equilibrium:
for every node i. If we extend the definition by letting S ij = 0 for distinct non-adjacent nodes and S ii = − j∈N (i) S ij , we get a symmetric matrix, the stress matrix associated with the stress. If the framework does not lie in one plane, then the stress matrix has corank at least 4. Indeed, each row-sum is 0, thus (1, . . . , 1) is in the nullspace; Furthermore,
showing that each coordinate gives a further vector in the nullspace. It is easy to check that these 4 vectors are linearly independent. Now consider special frameworks of the following kind. Let P be a convex polytope containing 0 in its interior. Let G = (V, E) be its skeleton. Replace each edge by a cable, and connect each vertex to 0 by a rod, to get a graph G ′ . Let us call such a framework a braced polytope. We prove the following conjecture of Connelly, who proved the 2-dimensional analogue [2] :
Theorem 8 If a stress on a braced polytope is non-zero on the cables, then its stress matrix has exactly one negative eigenvalue and exactly four 0 eigenvalues.
Proof. Consider the submatrix M of S obtained by deleting the row and column corresponding the special node 0. Then obviously M satisfies (M1). Furthermore, it satisfies (1):
(here N denotes neighborhood in G and N ′ denotes neighborhood in G ′ ).
Thus by Theorem 7, M has exactly one negative and exactly three 0 eigenvalues. By interlacing eigenvalues, S must have at least one negative eigenvalue. Thus S has at least 5 non-positive eigenvalues. But it cannot have more than 5, since then (again by interlacing) M would have at least 5 non-positive eigenvalues, contradicting Theorem 7.
Corollary 9
The stress matrix of any stress of a braced polytope has at most one negative eigenvalue.
Proof. Let S be this stress matrix. Note that we have a stress matrix S ′ which is non-zero on the cables: we can take the matrix M (P ) constructed in theorem 6, and reverse the computation in (5). Then Theorem 8 can be applied to the stress matrix S + tS ′ (t > 0), an hence S + tS ′ has exactly one negative eigenvalue. Since this holds for every t > 0, it follows that S has at most one negative eigenvalue.
Some further geometric properties
Let M = be a properly scaled Colin de Verdière matrix of G, and let P be the corresponding convex 3-polytope. Let P * be the polar polytope with 1-skeleton G * = (V * , E * ). The key relations between these objects are:
and w f − w g = M ij (u i × u j ) for every ij ∈ E and corresponding f g ∈ E * .
There are some consequences of these relations that are worth mentioning. First, taking the vectorial product of (9) with w g , we get (w f −w g )×w g = w f × w g on the left hand side and
on the right. Thus
The vector h i = (1/|u i | 2 )u i is orthogonal to the face i of P * and points to a point on the plane of this face. Taking the scalar product of both sides of (10) with h i , we get
The left hand side is 6 times the volume of the tetrahedron spanned by h i , w f and w g . Summing this over all neighbors j of u (equivalently, over all edges f g of the facet i of P * ), we get 6 times the volume V i of the cone spanned by the facet i of P * and the origin. On the right hand side, notice that the expression is trivially 0 if j is not a neighbor of i (including the case j = i), and hence we get by (8) using such a Steinitz representation, have any interesting special properties? Of particular interest is the Koebe-Andre'ev representation, in which ever edge touches the unit sphere (see Thurston [10] ). In this case, the definition of the matrix M is simpler: −M ij is the ratio between the length of the edge of the polytope and the corresponding edge of the polar. Let us note that the Koebe-Andre'ev representation is closely related to the Colin de Verdière number in another way too: it plays a key role in the study of graphs with µ(G) ≥ |V (G)| − 4 (Kotlov, Lovász and Vempala [5] ).
4. Lex Schrijver and the author proved [6] that a graph has µ(G) ≤ 4 if and only if it is linklessly embedable in R 3 . Let G be a linklessly embedable graph and M , a Colin de Verdière matrix for M . We can carry out the construction leading to Theorem 2, and obtain an embedding of the graph in S 3 . Is this embedding linkless? An affirmative answer would be quite interesting, because no efficient way is known to construct a linkless embedding for a graph, even if we know (from, say, the excluded minor characterization of Robertson, Seymour and Thomas [9] ) that G is linklessly embedable. Perhaps the methods of this paper can be extended to the four dimensional space and will help understand the structure of nullspace embeddings of linklessly embedable graphs.
