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In this study, it is demonstrated that moving sounds have an effect on the direction in which
one sees visual stimuli move. During the main experiment sounds were presented con-
secutively at four speaker locations inducing left or rightward auditory apparent motion. On
the path of auditory apparent motion, visual apparent motion stimuli were presented with
a high degree of directional ambiguity. The main outcome of this experiment is that our
participants perceived visual apparent motion stimuli that were ambiguous (equally likely
to be perceived as moving left or rightward) more often as moving in the same direction
than in the opposite direction of auditory apparent motion. During the control experiment
we replicated this ﬁnding and found no effect of sound motion direction on eye move-
ments. This indicates that auditory motion can capture our visual motion percept when
visual motion direction is insufﬁciently determinate without affecting eye movements.
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INTRODUCTION
Each of our senses provides us with qualitatively different impres-
sions about the objects and events that surround us. Frequently,
events elicit impressions in more than one sensory modality. For
example, the event of someone walking toward you can be per-
ceived by seeing the person moving toward you as well by hearing
the sound of footsteps getting louder. An interesting question that
arises here is how an observer combines visual and auditory sig-
nals into a uniﬁed multisensory percept. In the current study, we
attempted to address this question for the integration of auditory
and visual motion signals.
Psychophysical studies have shown that moving visual stim-
uli can substantially alter the way in which we perceive auditory
motion. For example, it has been demonstrated that visual motion
can induce an auditory motion after-effect (Kitagawa and Ichi-
hara, 2002) and that visual motion can capture the perceived
direction of moving sounds (Soto-Faraco et al., 2002, 2003, 2004,
2005; Sanabria et al., 2007). The ﬁndings of studies investigating
effects of moving sounds on perceived visual motion have been
somewhat inconsistent. Several studies showed little to no effect
of sound motion on perceived visual motion (Soto-Faraco et al.,
2003; Alais and Burr, 2004), while Meyer and Wuerger (2001) did
observe a bias in visual motion perception toward the direction
of sound motion when visual motion direction was ambigu-
ous. In addition, auditory motion has been shown to enhance
the sensitivity to visual motion when auditory and visual sig-
nals share the same direction and location (Wuerger et al., 2003;
Meyer et al., 2005) or when visual motion has biological prop-
erties (Brooks et al., 2007; Arrighi et al., 2009). Moreover, it has
been demonstrated that moving sounds can cause one to per-
ceive a static visual stimulus as moving (Hidaka et al., 2009, 2011;
Teramoto et al., 2010) and prolong binocular-dominance periods
formoving visual stimuliwith a congruentmotiondirection (Con-
rad et al., 2010). None of these studies, however, has measured eye
movements. Eye movements have been shown to inﬂuence how
ambiguous visual and tactile motion is perceived (Laubrock et al.,
2005; Carter et al., 2008). Therefore, it is possible that previously
shown effects of sound motion on visual motion perception are
mediated by direction speciﬁc effects of sound motion on eye
movements.
The main ﬁnding of this study is that ambiguous visual appar-
ent motion stimuli are perceived more often as moving in the same
than the opposite direction as simultaneously presented auditory
motion. Alike Meyer and Wuerger (2001), we observed a maxi-
mal effect of sound motion direction on visual motion perception
when visual motion direction was maximally ambiguous. The
ﬁndings of the main experiment were replicated by the control
experiment during which we also measured eye movements of
our participants. We did not observe an effect of sound motion
direction on eye movements, providing ﬁrst direct evidence that
capture of visual motion by auditory motion cannot be explained
by concomitant eye movements.
MATERIALS AND METHODS
PARTICIPANTS
Nineteen healthy volunteers participated in the main experiment
(age range, 20–31 years; 11 females) and 10 participants took part
in the control experiment (20–47 years, 8 females). All partic-
ipants had normal hearing and normal or corrected-to-normal
vision and gave their informed consent after being introduced to
the experimental procedure in accordance with the Declaration of
Helsinki.
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STIMULI AND PROCEDURE
Main experiment
Participants were seated in a darkened room 2.2 m away from
a white wall on which a beamer (Acer, PD322, 60 Hz) pro-
jected the visual stimulus with a width of 44.5˚ and a height
of 33.4˚. The background color of the stimulus was gray (lumi-
nance= 6.2 cd/m2) and the stimulus contained a black aperture
(luminance= 0.8 cd/m2) in its center, which had a radius of 5.6˚.
On the horizontal midline of the stimulus, four black speakers
(Trust 5.1 Surround Speaker Set SP-6210) were attached to the
wall. The far-left speaker was located 20.7˚ left from the image
center and the mid-left speaker 6.9˚ left from the image center.
The far-right speaker was located 20.7˚ right from the image cen-
ter and the mid-right speaker 6.9˚ right from the image center. The
inter-speaker distances were 13.8˚ between all adjacent speakers.
All images and sounds were generated using Presentation software
(version 12.2, Neurobehavioral Systems, Inc.).
During each trial we presented visual apparent motion stimuli
in the aperture that were similar to those employed by Williams
et al. (2003). Hence, in the aperture we presented visual stim-
uli consisting of columns of gray disks (radius = 0.3˚, lumi-
nance= 6.2 cd/m2) with a ﬁxed inter-column distance of 1.8˚
and a ﬁxed inter-row distance of 2.1˚. A visual apparent motion
stimulus consisted of two images. The ﬁrst image was presented
for 200 ms with a randomized horizontal position of the disk
columns and was followed by a second image that had the disk
columns shifted to the right. The degree of the rightward shift
varied from 8/30 of the inter-column distance to 22/30 of the
inter-column distance in steps of 1/30. This resulted in 15 types
of visual apparent motion. Based on the nearest-neighbor prin-
ciple for the binding occurring during visual apparent motion
(Shechter et al., 1988; Dawson, 1991), we expected participants
to consistently perceive rightward visual apparent motion for an
8/30 shift while consistently perceiving leftward visual apparent
motion for a 22/30 shift. A 15/30 shift was expected to equally
often induce a left and rightward visual apparent motion percept
(see Figure 1).
Trials contained one visual apparent motion stimulus. At the
end of each trial, participants indicated in a two-alternative forced-
choice regime which visual motion direction they had seen by
pressing the left and right mouse button when they perceived left
and rightward visual motion, respectively. Responses were made
using a conventional PC mouse. During the response period, the
gray disks disappeared and the next trial would start 500 ms after a
responsewasmade. Participants were instructed to ﬁxate the green
disk that persisted throughout the entire session at the center of
the image (radius= 0.4˚, luminance= 11.3 cd/m2).
Visual apparent motion was presented in three different audi-
tory conditions. During the no-sound condition, visual apparent
motion was presented without auditory stimulation. During the
left and rightward auditory motion conditions, visual apparent
motion was presented in conjunction with auditory apparent
motion stimuli. Leftward auditory motion trials contained white-
noise bursts (82–85 dB) which were presented for 80 ms with an
inter-stimulus interval of 20 ms at the far-right, mid-right, mid-
left, and far-left speaker consecutively and vice versa for rightward
auditory motion trials. Critically, the third sound was presented
FIGURE 1 | (A) A schematic depiction of the stimuli employed in this study
illustrating a rightward auditory motion trial during which the participant
perceived rightward visual apparent motion. Squares depict the four
speaker locations and the musical note symbols represent the location at
which a sound is being presented. The direction of auditory apparent
motion is depicted by the blue arrows and the direction of visual apparent
motion by yellow arrows. (B) An illustration of three possible endpoints of
visual apparent motion whose position is expressed as the distance from
the nearest left starting point divided by the inter-column distance. The
10/30 endpoints most likely induce rightward visual apparent motion and
the 20/30 endpoints most likely induce leftward visual apparent motion
while the 15/30 endpoints are as likely to induce left as rightward visual
apparent motion.
simultaneously with the onset of the second visual apparent
motion component, which leads to an overlap of perceived visual
and auditory motion in space and time.
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In total, each participant was presented 10 times with each of
the 15 visual apparent motion stimuli for each trial type in each
of two sessions (900 trials in total). The order of trials was fully
randomized. On average each session took around 15 min and
participants were allowed to take a short break in between the
two sessions. Participants were told before the experiment that
sounds would be presented during the experiment but that they
were irrelevant for the visual motion task.
Control experiment
Participants were seated in a dimly lighted room 55.5 cm away
from a 19′′ Samsung LCD monitor (width: 37.3˚, height of 30.2˚)
that was part of an SMI Remote eye-tracking Device (RED 4.2-
911-138). During the experiment they rested their heads on a chin
and forehead rest to ensure a constant eye-to-screen distance. The
eye tracker measured the location and radius of the left and right
pupil at 50 Hz using two infrared light sources and an infrared
camera. The horizontal and vertical gaze position was calculated
based on the average left and right pupil position. We used SMI’s
eye tracker software iView X (v2.8) and calibrated the eye tracker
using the standard RED nine-point calibration procedure.
The same type of visual stimulus was presented on this screen
as during the main experiment. The size of the stimuli, however,
differed. The radius of the aperture was 9.3˚, the gray disks had
a radius of 0.5˚, the inter-column distance of the disk array was
3.0˚, the inter-row distance of the disks was 3.5˚, and the green
ﬁxation disk had a radius of 0.6˚. During this experiment we used
a 5.1 speaker set (Creative Inspire 16160); we placed four satel-
lite speakers on a line 5 cm in front of the LCD monitor that ran
parallel to the monitor. The speakers were set up at a height that
put them on the same level as the horizontal midline of the LCD
monitor. The far-left speaker was located 49.2˚ left from the center
of the monitor and the mid-left speaker 16.4˚ left from the center
of the monitor. The far-right speaker was located 49.2˚ right from
the center of the monitor and the mid-right speaker 16.4˚ right
from the center of the monitor. The inter-speaker distance was
32.8˚ between all adjacent speakers. We used the same noise bursts
as during the main experiment (82–85 dB) and the timing of the
sounds and visual stimuli was the same as for themain experiment.
All visual stimuli and sounds were generated using Presentation
software (version 14.1, Neurobehavioral Systems, Inc.).
Participants received the same task instructions as for the main
experiment. We increased the number of stimuli per trial type to
30 (1350 trials in total). Subjects completed all trials during one
session that took about 1 h.
BEHAVIORAL ANALYSIS
Behavioral data from the main and the control experiment was
analyzed in the same way. For each participant, we calculated the
percentage of rightward visual apparent motion reports for each
of the rightward shifts separately for the threemain conditions.We
ﬁtted a logistic psychometric function to this data for each partici-
pant and condition separately (Draper and Smith, 1981). The tails
of each logistic function were ﬁxed to 0 and 100%, respectively.
An exemplary participant’s data and its ﬁtted curves are shown
in Figure 2. The ﬁtted logistic function for the no-sound condi-
tion was used to estimate the shift that induced left and rightward
visual apparentmotionwith an equal probabilitywithout auditory
inﬂuences. This was realized by determining the shift at which the
no-sound curve intersected with a 50% level of rightward visual
apparent motion perception (V50 of the logistic function). This
shift we refer to as the bistability shift and we determined this shift
for each participant separately.
The main aim of this study was to test whether the direction of
auditory motion affects the ratio of perceived left and rightward
visual apparent motion when visual apparent motion is bistable.
To this end, we estimated the proportion at which participants
perceived rightward visual motion for the two main auditory con-
ditions when a visual stimulus is presented using the individually
deﬁned bistability shift. This was realized by ﬁtting two logistic
functions to the data from left and rightward auditory motion
trials for each participant separately and comparing the ampli-
tude of these curves for the bistability shift (see Figure 2). If our
hypothesis is correct, then these values should be higher than 50%
for the rightward auditory motion condition and lower than 50%
for the leftward auditory motion condition. We assessed the effect
of auditory motion direction on the percentage reported right-
ward visual apparent motion during bistable visual stimulation
in a repeated-measures analysis of variance (ANOVA) and subse-
quent paired t -tests. We furthermore assessed in another ANOVA
the effect of auditory motion direction on the threshold and slope
of the ﬁtted logistic functions.
As an alternative analysis approach on the group level, we
used a bootstrap technique implemented in the “Palamedes” tool-
box for Matlab (Prins and Kingdom, 2009). Data of participants
were combined for estimates of the psychometric functions for
the three conditions leftward, no-sound, and rightward result-
ing in 380 trials (19 participants times 20 trials) per aspect-ratio
value for the main experiment and 300 (10 participants times
30 trials) for the control experiment. The toolbox contains a
function “PAL_PFLR_ModelComparison” that allows for com-
parisons between models with varying constraints on the model
parameters for the different conditions. In our case, we wanted
to know whether a model with differing thresholds or slopes
would demonstrate a more adequate ﬁt to the data than a model
with ﬁxed parameters across conditions. As in the other analy-
ses, the logistic function was used as model function. We used
the“Palamedes” toolbox to obtain maximum-likelihood estimates
in order to identify the best-ﬁtting parameters. Guess and lapse
rates were ﬁxed at 0 for the ﬁtting procedures. For model com-
parison with the “PAL_PFLR_ModelComparison” function, like-
lihood ratios between the unconstrained and constrained model
for the observed data are compared to a distribution of likelihood
ratios obtained via Monte-Carlo simulations from the constrained
model. We used 5000 simulations for our calculations and per-
formed model comparisons for threshold and slope using all three
conditions as well as pair-wise comparisons between conditions
for the threshold parameter.
RESULTS
BEHAVIORAL RESULTS
Main experiment
The average rightward shift at which the visual apparent motion
stimulus was estimated to be bistable was 0.495 (SD= 0.0126) of
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FIGURE 2 | (A) Left : This ﬁgure contains the plotted data for an exemplary
participant (main experiment) and the ﬁtted logistic functions for all three
conditions. The visual apparent motion percept of this participant was
estimated to be bistable for a shift of 0.477 of the inter-column distance. For
this bistability shift the participant was estimated to perceive the visual
apparent motion stimulus as moving rightward in 70% of the rightward
auditory motion trials and in 46% of the leftward auditory motion trials. Right :
Box-and-whisker diagrams depicting the group data for the main experiment
for the percent perceived rightward visual apparent motion at the bistability
shift which was estimated on an individual level. (B) Results of bootstrapping
analysis (N =5000) for group data comparing different models for thresholds
and slopes in the three conditions (Leftward, No-Sound, Rightward). The
histogram shows the distribution of likelihood ratios for the simulated data
(see Materials and Methods for details). The dotted line indicates the
likelihood ratio for the actual data. The results indicate that assuming varying
thresholds for the three conditions is a more adequate model than a ﬁxed
threshold for all three conditions (left panel ), whereas this is not the case for
slope (right panel ).
the inter-column distance. An ANOVA showed that the direction
of auditory motion signiﬁcantly affected the percentage of trials
in which a bistable visual stimulus was seen as moving rightward
(F = 7.8,p< 0.003Greenhouse–Geisser). The bistable visual stim-
ulus was estimated to be perceived as moving rightward in 57.2%
(SD= 13.0%) of the rightward auditory motion trials while being
perceived as moving rightward only in 47.0% (SD= 11.2%) of the
leftward auditory motion trials. Paired t -tests showed that bistable
visual apparentmotion induced a rightward visualmotion percept
more often during rightward auditory motion trials as compared
to leftward auditory motion trials (t = 4.3, p< 0.001 two-sided)
and no-sound trials (t = 2.4, p< 0.03 two-sided). The difference
between the leftward auditorymotion condition and the no-sound
condition, however, did not reach signiﬁcance (t = 1.2, p = 0.26).
Auditory stimulation was found to have an effect on the thresh-
old of the ﬁtted logistic function (F = 7.6, p< 0.004 Greenhouse–
Geisser) but not on the logistic function’s slope (F = 0.431,
p = 0.65 Greenhouse–Geisser). The V50 of the logistic func-
tion was 0.492 (SD= 0.0155), 0.495 (SD= 0.0126), and 0.505
(SD= 0.0146) of the inter-column distance for the leftward audi-
torymotion condition, the no-sound condition, and the rightward
auditory motion condition, respectively. The differences in thresh-
old between the left and rightward auditory motion condition
and between the rightward auditory motion condition and the
no-sound condition reached signiﬁcance (respectively: t = 3.5,
p< 0.004 two-sided; t = 2.5, p< 0.03 two-sided) while the dif-
ference between the leftward auditory motion condition and the
no-sound condition was not signiﬁcant (t = 1.2, p = 0.24 two-
sided). These ﬁndings indicate that the effects of auditory motion
found in our main analysis are due to a shift of the sigmoidal
psychometric function without a change of slope.
To conﬁrm our results with an alternative analysis approach,we
used a bootstrap technique implemented in the “Palamedes” tool-
box (Prins and Kingdom, 2009). In short, the toolbox compares
different models ﬁtted to the psychophysical data and obtains sig-
niﬁcance values through Monte-Carlo simulations (see Materials
and Methods for details and Kingdom and Prins, 2010). In our
case, we compared models where either threshold or slope values
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were ﬁxed across conditions (corresponding to the Null Hypothe-
sis that all thresholds/slopes are equal across conditions) to models
where parameters could vary freely between conditions. The mod-
els were compared on the group level, combining all participants’
data for a pooled estimate.
There was a highly signiﬁcant effect for the threshold parame-
ter (p< 0.001; in fact, none of the simulated values was larger than
the observed value, making p effectively 0, see Figure 2), meaning
that assuming the same threshold for the different conditions was
an inadequate model of the observed data. Performing the model
comparison for pairs of conditions, simulations showed that the
threshold for the rightward condition was different from both the
leftward and no-sound condition (p< 0.001). But no difference
between leftward and no-sound conditions was found (p = 0.30)
conﬁrming the abovementioned analyses. In contrast, for the slope
parameter, assuming the same slope values across conditions was
an adequate model of the observed data (p = 0.30).
Control experiment
The average rightward shift at which the visual apparent motion
stimulus was estimated to be bistable was 0.497 (SD= 0.0105)
of the inter-column distance. An ANOVA showed that the direc-
tion of auditory motion signiﬁcantly affected the percentage of
trials in which a bistable visual stimulus was seen as moving
rightward (F = 34.6 p< 0.001 Greenhouse–Geisser). The bistable
visual stimulus was estimated to be perceived as moving right-
ward in 68.5% (SD= 15.0%) of the rightward auditory motion
trials while being perceived as moving rightward only in 42.8%
(SD= 11.7%) of the leftward auditory motion trials. Paired t -tests
showed that bistable visual apparent motion induces a right-
ward visual motion percept more often during rightward audi-
tory motion trials as compared to leftward auditory motion tri-
als (t = 5.9, p< 0.001 two-sided) and no-sound trials (t = 3.9,
p< 0.005 two-sided). The difference between the leftward audi-
tory motion condition and the no-sound condition, however, did
not reach signiﬁcance (t = 1.9, p = 0.09).
Auditory stimulation was found to have an effect on the thresh-
old of theﬁtted logistic function (F = 12.3,p< 0.002Greenhouse–
Geisser) but not on the logistic function’s slope (F = 1.4, p = 0.27
Greenhouse–Geisser). The V50 of the logistic function was 0.493
(SD= 0.0134), 0.497 (SD= 0.0105), and 0.510 (SD= 0.009) of
the inter-column distance for the leftward auditory motion condi-
tion, the no-sound condition, and the rightward auditory motion
condition, respectively. The differences in threshold between the
left and rightward auditory motion condition and between the
rightward auditory motion condition and the no-sound condition
reached signiﬁcance (respectively: t = 4.1, p< 0.004 two-sided;
t = 3.3, p< 0.02 two-sided) while the difference between the left-
ward auditory motion condition and the no-sound condition was
not signiﬁcant (t = 1.7, p = 0.13 two-sided).
As for the main experiment, we also applied the bootstrap-
ping approach to the data of the control experiment. In the model
comparison, there was a highly signiﬁcant effect of the thresh-
old parameter (p< 0.001; again, none of the simulated values was
larger than the observed value,making p effectively 0, seeFigure 3),
meaning that assuming the same threshold for the different con-
ditions was an inadequate model of the observed data. Performing
FIGURE 3 | (A) Same as Figure 2A right but showing the results for the
control experiment. (B) In the control experiment, the bootstrapping
analysis (see Figure 2B) conﬁrmed the threshold effect. Additionally, this
analysis identiﬁed a difference in the slope parameter of the psychometric
function.
the model comparison for pairs of conditions, simulations showed
that the threshold for the rightward condition was different from
both the leftward and no-sound condition (p< 0.001). The differ-
ence between leftward and no-sound conditions was marginally
signiﬁcant (p = 0.05). In the control experiment, there was also a
signiﬁcant effect of the slope parameter (p = 0.003). The slope was
steeper for the rightward condition than the leftward (p = 0.001)
or no-sound condition (p = 0.007); there was no slope difference
between the leftward and no-sound condition (p = 0.53).
EYE-TRACKING ANALYSIS AND RESULTS
We analyzed horizontal and vertical gaze angle for epochs from
400 ms before trial onset until 1300 ms after trial onset using
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custom-made Matlab code. Time points were labeled as blinks
if the pupil diameter was smaller than one fourth of the median
pupil diameter or when the vertical gaze position deviated more
than six visual degrees from the ﬁxation dot. These time points
and the time within 60 ms from these time points were treated as
missing values and excluded from subsequent analyses. To correct
for imperfections of the calibration we redeﬁned the horizontal
and vertical gaze angle for the ﬁxation dot for each participant as
the mean of all of the participant’s valid horizontal and vertical
gaze angles.
For each participant and condition we calculated ﬁxation per-
formance by determining the percentage of time that his or her
gaze angle deviated less than 1˚ visual angle from the ﬁxation
dot position. On average ﬁxation performance was 71.0, 70.4, and
71.3% for the no-sound, leftward, and rightward auditory motion
conditions respectively. Two-sided paired sample t -tests indicated
that there was no signiﬁcant effect of condition on ﬁxation per-
formance (p> 0.05 for all comparisons). We also created density
plots for each condition after combining the data across all 10 par-
ticipants (Figure 4A). These density plots also did not show any
effect of condition on the distribution of gaze angle.
Additionally,we computed average event-related horizontal eye
movements (ERHEMs) for each subject, sound condition, and
visual apparent motion percept. First, we determined whether
ERHEMs differ between trials during which participants were pre-
sented with left and rightward moving sounds. To determine this
independently from the effect of visual apparent motion percept
we averaged the ERHEMs for left and rightward visual apparent
motion percept trials separately for the ERHEMs based on left and
rightward moving sound trials. This resulted in an ERHEM for
left and rightward sound motion for each subject (see Figure 4B
for the grand mean and SEM). We tested for each 100 ms time bin
after trial onset if there was a signiﬁcant difference between the
ERHEMs using a two-sided paired sample t -test (p< 0.05) across
participants. We did not observe a signiﬁcant difference between
these two ERHEMs for any of the 100-ms time bins which sug-
gests that sound motion direction had no effect on horizontal gaze
angle.
Second, we assessed if ERHEMs differed between trials dur-
ing which subjects perceived right and leftward visual apparent
motion. To determine this independently from effects of sound
condition we averaged the ERHEMs for the left and rightward
sound conditions separately for the ERHEMs based on left and
rightward visual apparent motion trials. This resulted in an
ERHEM for left and rightward visual apparent motion percept
for each subject (see Figure 4B for the grand mean and SEM).
We observed a signiﬁcant effect of visual apparent motion percept
for the three time bins between 600 and 900 ms after trial onset.
During this period, participant’s gaze was on average shifted more
to the right when participants perceived rightward visual apparent
motion as compared to when they perceived leftward visual appar-
ent motion. Note that this effect occurs 200 ms after all sounds and
visual apparent motion stimuli were presented.
DISCUSSION
The results of themain experiment show that the presence of right-
ward auditory motion causes visual stimuli to be perceived more
often as moving rightward when the visual stimulus direction is
ambiguous. Furthermore, we observed an increased likelihood of
perceiving leftward visual motion when comparing trials con-
taining leftward and rightward auditory motion. However, the
ratio of left and rightward visual apparent motion perception was
not found to differ between trials during which leftward auditory
motion was presented and trials without auditory stimulation.
Theﬁndings of themain experimentwere replicatedby the con-
trol experiment during which we also measured eye movements.
Again, visual motion perception was inﬂuenced in the direction
of auditory motion. In addition to a threshold shift, there was also
a hint toward a steeper slope of the psychometric function in the
rightward condition. Concerning eye movements, we observed a
shift in average horizontal gaze direction in the direction of the
perceived visual apparent motion. This effect occurred only after
all visual stimuli and sounds had been presented. After factoring
out the effect of visual apparent motion percept, sound direction
on its own was not found to have an effect on horizontal gaze
direction. Therefore, it appears unlikely that the effect of sound
motion on visual apparent motion perception observed in this
study is mediated by sound-evoked eye movements.
Our ﬁndings are in contrast to claims made by previous studies
that visual motion can capture auditory motion but not the other
way around (Soto-Faraco et al., 2002, 2003, 2004, 2005; Sanabria
et al., 2007). The lack of evidence in these studies for an effect of
auditory motion on visual motion perception is most likely due to
the fact that those studies employed visual stimuli that more reli-
ably conveyed information about the direction of motion than the
auditory stimuli. If audiovisual integration is based on Bayesian
inference (Battaglia et al.,2003;Deneve andPouget,2004;Knill and
Pouget, 2004), then bistable visual motion stimuli can be expected
to be more susceptible to auditory inﬂuences than visual stimuli
with unequivocal motion direction.
Our ﬁndings further support the emerging view that audi-
tory motion stimuli can affect visual motion perception (Meyer
and Wuerger, 2001; Meyer et al., 2005; Brooks et al., 2007;
Freeman and Driver, 2008; Hidaka et al., 2009, 2011; Conrad
et al., 2010; Teramoto et al., 2010). We propose that such an
effect of moving sounds on visual motion perception results
from sounds affecting neural activity in the visual cortex. This
would be in line with the ﬁnding that auditory motion enhances
visual responses in the visual motion complex hMT/V5+ when
its direction is congruent with that of visual motion stimuli
(Alink et al., 2008). Moreover, this result is supported by more
recent studies showing that the direction of moving sounds
can be decoded from activation patterns in the visual cortex
of sighted (Alink et al., in press) and blind subjects (Wolbers
et al., 2010) and that hMT/V5+ of congenitally blind subjects
responds selectively to sound motion (Saenz et al., 2008; Bedny
et al., 2010). Whether such effects of sound motion on the
visual cortex actually contribute to the quality of auditory motion
perception remains to be shown. One way of addressing this
question would be assessing the effect of disruptive transcra-
nial magnetic stimulation over hMT/V5+ on auditory motion
perception.
To summarize, the current study shows that the direction of
auditory motion can bias the direction of our visual motion
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FIGURE 4 | (A) Spatial distribution of ﬁxation recorded during the
control experiment based on the eye-tracking data of all 10 participants
plotted separately for the no-sound, leftward auditory motion, and
rightward auditory motion conditions. (B) Mean and SEM (across
participants) of the event-related horizontal eye movements (ERHEMs)
computed for trials during which participants were presented with left and
rightward auditory motion stimuli (upper graph) and mean and SEM of the
ERHEMs computed for trials during which participants perceived left and
rightward visual apparent motion (lower graph). The blue boxes (S1–S4)
indicate the time at which the four sounds were presented during a trial and
the yellow boxes (VAM1–VAM2) indicate the timing of the ﬁrst and second
visual apparent motion stimuli. The gray transparent box in the upper part
indicates the time period (600–900ms) during which there was a signiﬁcant
effect of visual apparent motion percept.
percept when visual motion direction is ambiguous. We did not
observe an effect of sound motion direction on eye movements.
Therefore, it appears that the effect of sound motion on visual
motion perception takes place at a perceptual level rather than
being induced by changes in eye position. Such a perceptual
interaction is in line with several neurophysiological ﬁndings
indicating that sound motion affects activation in the visual
cortex.
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