Un modelo de red inmunológica artificial basado en métodos de núcleo / A kernel-based model for artificial immune networks by Galeano Hurtas, Juan Carlos
A KERNEL-BASED MODEL FOR ARTIFICIAL IMMUNE NETWORKS
ENG. JUAN CARLOS GALEANO HUERTAS
ID: 299669
Thesis presented as a partial requirement for the degree of
MASTER OF SCIENCES
COMPUTER SCIENCE
Supervisor:
FABIO A. GONZA´LEZ O. Ph.D.
Associated Professor
NATIONAL UNIVERSITY OF COLOMBIA
SCHOOL OF ENGINEERING
DEPARTMENT OF COMPUTER AND INDUSTRIAL ENGINEERING
BOGOTA´ D.C.
2010
Approved by the School of Engineering in ful-
fillment of the requirements to grant the title of
Master of Sciences – Computer Science
Fabio A. Gonza´lez O. Ph.D.
Supervisor of the Thesis
Jonatan Go´mez P. Ph.D.
Member of the Jury
Germa´n J. Herna´ndez P. Ph.D.
Member of the Jury
National University of Colombia
Bogota´ D.C., July 2010

to my biggest and most loved masters
Luz Stella and Eduardo
my parents
Acknowledgments
I would like to thank professors from the Computer Science and Engineering Department
for giving me valuable examples of what academic work is; to my LISI-mates for allowing
me to adjust, along with them, the way I consider now the academic work; and to my
students for providing me a real scenario to test all these ideas.
ii
Abstract
An artificial immune network model is a bioinspired technique to machine learning,
which is defined upon some immune concepts and principles, mainly the so-called idio-
typic network theory. This kind of models are mostly feature-based techniques, that is,
they assume a vector representation of the input data. Similarity-based learning tech-
niques do not assume a particular representation of the input data. Instead of it, they
assume the existence of a similarity measure defined on the input space. Kernel methods
allow to define similarity-based learning techniques by decoupling data representation
from the algorithm dynamics. This work presents a strategy to build artificial immune
network models following a similarity-based approach through the use of concepts from
kernel methods.
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Resumen
Un modelo de red inmunolo´gica artificial es una te´cnica bioinspirada de aprendizaje de
ma´quina, que se define utilizando conceptos y principios inmunolo´gicos, principalmente
la teor´ıa de red idiot´ıpica. La mayor´ıa de estos modelos siguen el enfoque basado en
caracter´ısticas, lo cual significa que asumen una representacio´n vectorial de los datos de
entrada. Las te´cnicas basadas en similitud no asumen una representacio´n particular de
los datos de entrada, sino que asumen la existencia de una medida de similitud definida
sobre los objetos del dominio del problema. Los me´todos de nu´cleo permiten definir
te´cnicas de aprendizaje basadas en similitud, ya que separan la representacio´n de los
datos de la dina´mica del algoritmo. Este trabajo presenta una estrategia para construir
modelos de redes inmunolo´gicas artificiales, siguiendo el enfoque basado en similitud
por medio del uso de conceptos del a´rea de me´todos de nu´cleo.
iv
Contents
1 Introduction 1
2 Preliminaries 3
2.1 Similarity-based learning and kernel methods . . . . . . . . . . . . . . . 3
2.1.1 The strategy of kernel methods . . . . . . . . . . . . . . . . . . . 4
2.1.2 Basics on kernel functions . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Artificial immune networks . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.1 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Kernel methods in artificial immune networks . . . . . . . . . . . 10
3 A Kernelization Strategy for Artificial Immune Networks 12
3.1 What aspects need to be kernelized? . . . . . . . . . . . . . . . . . . . . 12
3.2 A kernel version of aiNet . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.1 Exploratory experiments . . . . . . . . . . . . . . . . . . . . . . . 15
4 An Artificial Immune Density Estimator 18
4.1 The probability density estimation problem . . . . . . . . . . . . . . . . 18
4.2 The AIDE algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2.1 Exploratory experiments . . . . . . . . . . . . . . . . . . . . . . . 22
4.2.2 Non-vector examples . . . . . . . . . . . . . . . . . . . . . . . . . 37
5 Conclusions 40
Bibliography 42
v
List of Algorithms
2.1 A general artificial immune network algorithm. . . . . . . . . . . . . . . 7
4.1 AIDE’s response algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . 22
vi
List of Figures
2.1 A representation of the kernel methods strategy. . . . . . . . . . . . . . 4
2.2 Genealogical tree of artificial immune network models. . . . . . . . . . . 8
3.1 Five clusters data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Output of the kernelized aiNet on two out of the five clusters. . . . . . . 17
3.3 Output of the kernelized aiNet on the five clusters data set. . . . . . . . 17
4.1 Comparison between AIDE and PWDE on a univariate Gaussian Distri-
bution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Comparison between AIDE and PWDE on a univariate mixture of two
Gaussian Distributions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3 Comparison between AIDE and PWDE on the Skewed Distribution. . . 29
4.4 Egg-shaped data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.5 Noisy-two-Gaussians data set. . . . . . . . . . . . . . . . . . . . . . . . . 32
4.6 Clustering partitions obtained by AIDE on the egg-shaped data set. . . 33
4.7 Clustering partition obtained by AIDE and a polynomial kernel function
on the egg-shaped data set. . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.8 Clustering partition obtained by AIDE and a Gaussian kernel function
on the egg-shaped data set. . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.9 Clustering partitions obtained by AIDE on the noisy-two-Gaussians data
set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.10 Clustering partition obtained by AIDE and a Gaussian kernel function
on the noisy-two-Gaussians data set. . . . . . . . . . . . . . . . . . . . . 37
vii
List of Tables
3.1 Parameters for the kernelized aiNet algorithm applied to the five clusters
data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.1 Parallel between a probability density estimator and artificial immune
systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Numerical comparison between AIDE and PWDE on univariate mixtures
of Gaussian distributions. . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3 Numerical comparison between AIDE and PWDE on bivariate mixtures
of Gaussian distributions. . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.4 Numerical comparison between AIDE and PWDE on the Skewed distri-
bution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.5 Numerical results for the partitions obtained by AIDE on the egg-shaped
data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.6 Numerical results for the partitions obtained by AIDE on the noisy-two-
Gaussians data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.7 Numerical results for the partitions obtained by AIDE on the Corel data
set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.8 Numerical results for the partitions obtained by AIDE on the Proteins
data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
viii
Chapter 1
Introduction
In this work, a similarity-based learning algorithm, based on the kernel methods strat-
egy [29, 30], is presented. The algorithm is intended to address the problem of non-
parametric probability density estimation for which it uses ideas from the Parzen window
method [2]. Besides, it could be used in on-line environments as it processes each train-
ing point just once, which is achieved by using some heuristics from artificial immune
systems [7].
The work began by stating the question of how to define an artificial immune network
(AIN) as a similarity-based technique. This means to define an AIN model, a particular
form of artificial immune system [7], so that it receives as input a function that computes
a (dis)similarity measure between training objects instead of receiving as input the
training objects themselves. For this purpose, we decide to define the model as a
kernel method, that is, the input function is assumed to compute a dot product in a
representation space of the training objects [30].
Most AIN models are feature-based techniques, which means they assume vector
representations of training objects, and they have mainly been applied in clustering
tasks [15]. Using the AIN jargon, training objects are called antigens and the elements
of the produced model (cluster prototypes, for instance), also represented as feature
vectors, are called antibodies [7]. The main idea of an AIN for clustering is to create
antibodies in dense zones of antigens, which is achieved by testing some initial antibod-
ies, created at random, against the training antigens, one at a time. When an antigen is
presented to the antibody pool, those with the high affinity, a measure defined usually
as a (dis)similarity measure based on distance [7, 15], with that antigen are selected.
Those selected antibodies are allowed to perform an affinity maturation process in order
to increase their affinity with the current antigen. That affinity maturation process is
usually defined as a two-step mechanism involving cloning of the antibody and mutation
of the antibody clones. Cloning mechanism consists in making a number of copies of
the antibody, while mutation implies to change some of the features of the antibody.
Finally, some strategies to remove useless antibodies and to create new ones, in order
to inject antibody diversity, are used. The process is repeated for each antigen in the
training set and, sometimes, for a number of generations [15].
Looking at the general training process, we identify the affinity maturation process
as critical for the kernelization of the model, particularly the mutation mechanism as
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it strongly depends on the object representation. To solve this problem, we propose
to represent each antibody as a linear combination of the training antigens, following
the idea from kernel methods to represent pattern functions [30]. With this, having
the set of training antigens, each antibody is a feature vector where each feature is a
coefficient in the linear combination. Taking this into account, a feature-based mutation
mechanism can be applied using the new representation.
Having a kernelization strategy for AIN models, we use it to create a kernel version
of the clustering aiNet algorithm. Through exploratory tests, we found this version of
the algorithm is still able to locate antibodies in dense zones of antigens, but the model
needs to store the whole training set. This is an undesirable behavior in general, but in
particular for the aiNet algorithm since it is aimed to compress the training data set [8].
Then, in this point we were challenged to add a mechanism to discard training antigens
to the kernelization strategy.
Some basic heuristics to discard training antigens can be used. However, this decision
seems to be application-dependent and may affect the model inspiration. Then, we
decide to focus on the problem of probability density estimation as it appears to be
basic for learning techniques from the statistical point of view [2]. The strategy defined
to discard antigens is a heuristic based on statistical principles for the affinity maturation
process that considers it as a simple mechanism where cloning and mutation are implicit.
This document is organized as follows: Chapter 2 presents, on one hand, a basic
introduction to kernel methods as a strategy to define similarity-based learning algo-
rithms and, on the other hand, a brief review of the artificial immune networks field. In
Chapter 3 the proposed strategy to kernelize AIN models is presented, along with the
kernelization of a known AIN and some exploratory experiments on synthetic data are
also provided. Chapter 4 introduces AIDE, a new immune-inspired algorithm aimed to
face the problem of probability density estimation, which uses the kernelization strategy
proposed in Chapter 3 along with a mechanism to discard training points following the
metaphor from immunology; experimental results on synthetic data using AIDE as a
density estimator and as a bridge to data clustering are also presented. Finally, Chapter
5 summarizes the contributions of this work and proposes ideas for future work.
2
Chapter 2
Preliminaries
2.1 Similarity-based learning and kernel methods
Machine learning (ML) aims to identify patterns in data coming from a source of interest
[2]. Here, a pattern is a relation between the variables describing the data [30]. Those
patterns can be used to get a better understanding of the data source and/or to make
predictions [2, 30]. Learning tasks are usually conducted so that a general model is
stated in terms of a set of parameters, which are estimated through an analysis on some
observations (examples) coming form the source of interest [13]. Such analysis is usually
performed as an iterative process and is referred to as a learning process [2, 30]. Thus,
an ML task is usually described as a process of statistical inference from a sample [2].
Among the ML techniques, two main approaches can be identified: the feature-based
approach and the similarity-based approach [23]. The former considers a process of data
representation as a previous step to the learning task, the latter uses only a similarity
measure on the data as input to the learning process [23].
Supervised learning and unsupervised learning can be considered as two families of
ML tasks [2]. On one hand, supervised learning tasks consist in finding a mapping from
an input space X to an output space Y , based on observations x ∈ X for which correct
outputs y ∈ Y are available [2]. An example of this is the classification task, where Y
is a finite set and the mapping is built so that each x ∈ X is assigned to one element in
Y [2].
On the other hand, in unsupervised learning tasks there are no correct outputs
associated to the observations, and then the problem consists in finding regularities in
X based on relationships between the available observations [2]. An example of this
is the data clustering task, where the goal is to find a partition of X so that similar
objects belong to the same zone defined by the partition [2].
The data representation process of the feature-based approach seeks to identify the
features that best describe the objects of the problem domain, so that similar objects are
represented as close points in the space defined upon those features, that is, a similarity
measure on the data can be defined as a function of the distance in such feature space
[13]. In contrast, the similarity-based approach does not assume the definition of the
similarity measure as a product of an explicit representation process [23].
For some problem domains, like text documents, images and biological sequences,
3
Figure 2.1: A representation of the kernel methods strategy.
The strategy considers two main components, namely, the kernel function and the learning algorithm,
each one independent from the other. The kernel function κ aims to map data into a proper feature
space where the algorithm A can identify patterns. Notice that the data is not assumed to be coded as
feature vectors, and the algorithm only uses the evaluations of the kernel function, represented by the
kernel matrix K, to find a pattern function F .
objects do not appear to be easily represented as feature vectors, but a similarity mea-
sure can still be defined. In such cases, the similarity-based approach seems to be a
good alternative [23].
2.1.1 The strategy of kernel methods
Kernel methods are presented as a unified approach to pattern analysis [30]. The defini-
tion of the approach begins with the assumption that the pattern identification process
can become easier if data are mapped to a proper feature space [30]. This mapping
corresponds to the data representation process mentioned before. However, such map-
ping is implicitly defined by a so called kernel function, which is related to the problem
domain [30].
The kernel methods approach can be represented as in Figure 2.1∗. Data is mapped
to a feature space through a kernel function κ, which computes the inner product of each
pair of data in the feature space. The kernel matrix K, which contains the evaluation
of κ for each pair of data in the input sample, is the input to the learning algorithm
A, which is designed to identify patterns in such space [30]. The kernel function κ has
the property of computing the inner product directly from the original data and the
algorithm is designed so that it does not need the coordinates of objects in the feature
space but only the values of κ [30].
In the case of supervised learning, the pattern function F is usually computed as
F (x) =
∑n
i=1 ακ (x, xi), where xi denotes a training sample and α is a coefficient that
must be estimated [30]. This is the case of the support vector machines, which are
kernel methods for classification or regression [30].
Kernel methods are also used for unsupervised learning, which includes kernel PCA
(Principal Component Analysis) and data clustering [30]. For the case of data clustering,
some basic computations like distance from center of mass can be stated in terms of
kernel function κ. This is useful, for instance, in the kernelized version of the k-means
algorithm [30].
∗This figure is a modified version of the one found in [30].
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These methods can be applied to, virtually, any kind of data, i.e., they do not require
the data to be represented as feature vectors [30]. This is due to the modularity of the
strategy since, as shown in Figure 2.1, data and the learning algorithm are decoupled
being the kernel function the link between them. From this point of view, the strategy
of kernel methods can be used to define similarity-based learning algorithms.
2.1.2 Basics on kernel functions
As mentioned in last Subsection, the strategy of kernel methods may be used to de-
fine similarity-based algorithms since dynamics of kernel algorithms are specified upon
evaluations of kernel functions without making reference to point coordinates.
The strategy of kernel methods indicates that kernel functions are intended to mea-
sure a similarity degree between objects [30]. However, for a similarity measure κ,
defined on the problem domain X, to be considered as a valid kernel function, it is
required the existence of a mapping function φ from X into a dot product space F such
that
κ (x, y) = 〈φ (x) , φ (y)〉
where the symbol 〈·, ·〉 denotes the dot product [30].
Shawe-Taylor and Cristianini [30] prove that for a function κ to be considered a
valid kernel function, it must satisfy the finitely positive semi-definite property, which
can be understood as to guarantee that any pair-wise matrix built upon evaluations of
κ on finite subsets of X is positive semi-definite [30].
The characterization of kernel functions provided by the finitely positive semi-
definite property leads to the establishment of a set of properties that allow the definition
of kernel functions based on pre-defined kernel functions. Some of those properties, as
presented in [30], state that having a valid kernel function κ1, the following constructions
yield to valid kernel functions too:
1. κ (x, y) = aκ1 (x, y), where a is a positive real number.
2. κ (x, y) = p (κ1 (x, y)), where p (·) denotes a polynomial with positive coefficients.
3. κ (x, y) = exp (κ1 (x, y)).
4. κ (x, y) = exp
(−‖x−y‖2/2σ2), where σ is a positive real number.
Notice that the construction 4 does not include an explicit reference to κ1. However, the
value ‖x− y‖2 refers to the norm in a feature space induced by κ1, thus, it is computed
as
‖x− y‖2 = κ1 (x, x) + κ1 (y, y)− 2κ1 (x, y) . (2.1)
Constructions 2 and 4 are called the polynomial and the Gaussian kernel respectively
[30], and will be used in following chapters.
2.2 Artificial immune networks
An artificial immune network (AIN) is a particular form of artificial immune system
(AIS) that uses as main source of inspiration the so-called immune (idiotypic) network
theory [7].
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Most AIN models are feature-based techniques [15], which means they assume vector
representations of training and model objects. Using the AIN jargon, training objects
are called antigens and the elements of the produced model (cluster prototypes, for
instance) are called antibodies or B-cells [7]. Antigens are usually regarded as points
and antibodies as hyper-spheres in a d-dimensional space, following the concept of shape
space introduced by Perelson [27], where the hypersphere radius is known as recognition
radius.
Algorithm 2.1, taken from [15], shows the general steps in the learning process of an
AIN model. The main idea of an AIN model is to test some initial antibodies, created
at random, against the training antigens, one at a time.
When an antigen is presented to the antibody pool, those with the high affinity, a
measure defined usually as a (dis)similarity measure based on distance [15], with that
antigen are selected. Those selected antibodies are stimulated and allowed to perform
an affinity maturation process in order to increase their affinity with the current antigen.
That affinity maturation process is usually defined as a two-step mechanism involv-
ing cloning of the antibody and mutation of the antibody clones [15]. Cloning mechanism
consists in making a number of copies of the antibody, while mutation implies to change
some of the features of the antibody.
Finally, some strategies to remove useless antibodies and to create new ones, in order
to inject antibody diversity, are used. The process is repeated for each antigen in the
training set and, sometimes, for a number of generations [15].
2.2.1 Models
Galeano-Huertas et al. present in [15] a review of models published up to 2005, in a
form of a genealogical tree. Figure 2.2 shows an updated version of that genealogical
tree. It can be noticed that several AIN models have been published since 2005 that
have made all the branches to grow, mainly the aiNet branch and the other models
branch. All those models, in general, still fit the steps stated in the Algorithm 2.1. A
brief review of these new models is presented below.
2.2.1.1 The Hunt & Cooke branch
The model presented by Trojanowski and Sasin in [33], addresses the problem of learning
binary patterns. Explicit rules for interaction, both of stimulation and suppression,
between antibodies and between antibodies and antigens are designed. Those rules are
used with different affinity measures in order to check the ability of the system to build
stable networks. Experiments with and without antigens are conducted, where it is
shown that the system is able to reach stable states, learning the antigenic patterns and
eliminating them.
2.2.1.2 The aiNet branch
ARIA [3] appears as a modified version, presented by Bezerra et al. of the aiNet
algorithm to perform data clustering. Authors preserve key features from aiNet like
the mutation operator and the suppression mechanism. They also use the minimal
spanning tree of the resulting network to identify clusters as a final step. Main difference
6
Algorithm 2.1 A general artificial immune network algorithm.
GAIN(A: antigen set)
1: initialization
1.1: assign B an initial set of B-cells
1.2: initialize network structure L
2: repeat until a stop criterion is met
2.1: antigen presentation:
2.1.1: calculate faffinity(a, b) for all a ∈ A, b ∈ B . Antigen/B-cell affinity
2.1.2: calculate fAstimulation(b, a) for all a ∈ A and b ∈ B . Antigen/B-cell stimulation
2.2: B-cell interaction:
2.2.1: calculate fBstimulation(b, b
′) and fBsuppression(b, b
′) for all b, b′ ∈ B
. B-cell/B-cell stimulation/suppression
2.3: affinity maturation:
2.3.1: calculate F (b) as
F (b) =
∑
a∈A
fAstimulation(b, a)
+
∑
b′∈B,b′ 6=b
fBstimulation(b, b
′)
+
∑
b′∈B,b′ 6=b
fBsuppression(b, b
′), for all b ∈ B
. Total stimulation
2.3.2: repeat fclonation(b) times .cloning and mutation
2.3.2.1: b′ = mutate(b) . create a clone and mutate it
2.3.3: calculate stimulation of all new B-cells
2.4: metadynamics:
2.4.1: update network structure L .deletion/creation of B-cells and links
3: return (B,L) . Return immune network
The algorithm, taken from [15], highlights three main components of an AIN: initialization (line 1);
dynamics (lines 2 to 2.3.3) and metadynamics (lines 2.4 to 2.4.1).
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with aiNet is the adaptation of antibody’s recognition radius, which is performed by
taking into account (estimating) the antigen density of the region where the antibody
is located. Experiments suggest this is a remarkable improve over aiNet.
A modified version of opt-aiNet to deal with dynamic environments, called dopt-
aiNet, is presented by de Franc¸a et al. in [11]. With dynamic environment authors refer
to functions varying in time. Main modifications consist in adding the idea of memory
cells related to local optima, different mutation operators and a limited number of cells
in the system.
Coello and von Zuben present in [5] an algorithm called omni-aiNet to perform
omni optimization. Omni optimization refers to the ability for tackling different kinds
of optimization problems: uni-objective uni-global, uni-objective multi-global, multi-
objective uni-global and multi-objective multi-global. The algorithm presented appears
as a modified version of opt-aiNet [6] combined with concepts introduced by dopt-aiNet
[11]. Main difference lies in the use of two mutation operators, one inherited from aiNet
and the other corresponding to the gene duplication introduced in dopt-aiNet [11].
In [4] Ciesieski et al. present a system for text document retrieval. The system
includes a clustering step where a modified version of aiNet is used. The modification
consists in making affinity and suppression thresholds time-dependent.
BIC-aiNet [9] is an AIN model for text document clustering, presented by de Castro
et al., that uses the biclustering paradigm, which involves to perform clustering on rows
and columns of a data set simultaneously. The model is presented as a descendant of
aiNet and as “direct brother” of copt-aiNet, where difference relies on the approach used
in each model to address the biclustering problem. Antigens are bit strings representing
presence and absence of words in the documents, while each antibody is a bicluster
represented as two vectors indicating the rows and the columns considered. There is no
affinity function, instead, a fitness function is defined on antibodies that aims to measure
the meaningfulness of a bicluster. Mutation operator consists in randomly adding to, or
removing from, a bicluster a row or a column. Suppression is performed by removing a
less fitted bicluster than another one with which the “intersection level” is greater than
a specified suppression threshold.
2.2.1.3 The other models branch
In [10] de Castro et al. present an idea based on immunology to train artificial neural
networks called ABNET. The algorithm determine a particular single-layer neural net-
work for the training sample including the connection weights between input and output
units. Both input patterns and connection weights are considered to be binary strings.
From the immune-inspiration point of view, weight vectors are regarded as antibodies
and input patterns as antigens. There are no explicit connections between antibodies,
though the algorithm is designed so that they compete to recognize as much antigens as
possible, so we can say there is interaction between them. The dynamics of the model
uses the Hamming distance as affinity measure, the stimulation-by-antigens function
(fAstimulation) is an indicator function since only one antibody is selected as a winner
element to perform the affinity maturation process. The stimulation and suppression
caused by other antibodies are implicitly modeled in the competitive interactions. The
cloning process consists in splitting an antibody, which represents the creation of a new
9
output unit in the neural network. Finally, the mutation operator consists in changing
a pre-specified number of bits of an antibody.
RABNET [20] is a real-valued version of ABNET presented by Knidel et al. Dif-
ferences with ABNET are induced by the elements representation. Then, the affinity
measure is the Euclidean distance, and the affinity maturation process is similar to the
weight updating rule of the SOM algorithm [13].
Dongmei et al. present in [12] IVINM, an improved version of the basic Varela’s
immune network model [34]. The improvement consists roughly in adding to the model
information regarding to the concentration of antigens during the response. The model
is used to design a control system called IVINC, where the error variable e (t) is regarded
as the antigenic environment and the response u (t) of the system is regarded as the
immune response. Then the system is considered to mount a proper response so that
the antigen concentration diminishes.
An AIN model to extract keywords from a corpus of documents is presented by
Romero and Nino in [28]. Antigens and antibodies represent words in the corpus. There
is a co-stimulation process between antibodies and the affinity measure is defined upon
information theory concepts, mainly, entropy.
VNIA is an algorithm based on the immune network theory presented by Zuo et
al. in [35] to solve function optimization problems. Representation is standard as
well as operators. However, the antibody repertoire is divided in populations, which
allows to solve multimodal problems. Dynamics involves interaction between antibody
populations, via the centers of them, and between antibodies of the same population.
The radius of each antibody is updated in each iteration, this is why the model is said to
be of “variable neighborhood”. Stimulation and suppression interactions are explicitly
modeled and depend explicitly on affinity measures. As the problem suggests, affinity is
regarded as a fitness measure, so antigenic environment is represented by the function
being optimized.
2.2.2 Kernel methods in artificial immune networks
Across the reviewed literature, only the work by Guzella et al. [18] takes into account
a relationship between kernel methods and artificial immune networks, then, this sub-
section refers only to that work.
Guzella et al. [18] give a brief discussion about the application of kernel methods
in negative/positive selection, dendritic algorithms and artificial immune networks. As
justification for the use of kernel methods in the context of AIN models, they cite the
work by Hart [19] where it is stated that “affinity between antibodies or B-cells and
antigens usually affects the structure of the networks”.
They present a kernel version of aiNet (kernel aiNet-1 in Fig. 2.2), which is applied to
synthetic data to analyze its compression quality in the context of the Stibor and Timmis
performance measure [32], concluding that“the use of properly adjusted kernel functions
can improve the compression quality of the algorithm”, but “such modification may not
be straightforward and may affect the biological inspiration of the algorithm” [32]. The
adaptation relies on the modification of the affinity function, which is described as “an
adapted distance function” and highlight three steps where the Euclidean distance is
used: the antibody-antigen affinity, the antibody mutation, and the antibody-antibody
10
affinity. Then, the derivation of this kernel aiNet follows from the substitution of the
Euclidean distance for its representation in terms of kernel functions.
Authors present experimental results of the application of the kernel aiNet on the
same data sets used by Stibor and Timmis [32], showing that better results can be
obtained by the use of kernel functions. Then they conclude that the“inadequate results
reported” by Stibor and Timmis in [32] are not due to the optimization criterion, but,
instead, related to the characteristics of the Euclidean distance in some data sets.
Authors conclude by saying that the introduction of kernel functions in AIS have
much impact in the dendritic cell and the immune network algorithms than in posi-
tive/negative selection algorithms. Additionally, as a future work they state the study
of the applications of kernel methods in the dendritic cell algorithms and the design of
mechanisms for self-adapting affinity (kernel) functions in the AIN algorithms, allow-
ing for instance, to transform different regions of the input space into different feature
spaces.
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Chapter 3
A Kernelization Strategy for
Artificial Immune Networks∗
3.1 What aspects need to be kernelized?
In order to define an AIN model as a kernel method, it is needed to define a way for
performing each process in a feature space induced by a kernel function, keeping in
mind that only a kernel function κ : A × A → < is available for the learning process,
and then, the whole training process needs to be defined in a way independent from the
objects representation.
Looking at the general training process (see Alg. 2.1), there are some aspects that do
not depend on the representation of the objects and some others do. The computation of
stimulation and suppression stimuli do not depend on the representation of antibodies,
they are computed from relationships between them. Cloning and deletion of antibodies
are also independent from the representation, since they constitute just copying and
deletion of objects. On the other hand, the computation of Ab-Ag affinity and Ab-Ab
affinity, which is central to the whole process since most of the decisions rely on it, is
usually defined in terms of a distance function [15], thus it depends on the representation
but it can be computed in the feature space in terms of the computation of the kernel
function. For such purpose it is needed to take into account the relations 3.1 to 3.3.
d (x, y) = ‖x− y‖ . (3.1)
‖x‖2 = 〈x, x〉 . (3.2)
‖x− y‖2 = 〈x, x〉+ 〈y, y〉 − 2 〈x, y〉 . (3.3)
Thus, the distance dF (x, y) = d (φ (x) , φ (y)) between x and y in the feature space
F can be computed using a kernel function κ as
dF (x, y) =
√
κ (x, x) + κ (y, y)− 2κ (x, y). (3.4)
∗Some of the information of this chapter was published by Galeano-Huertas and Gonza´lez in [14].
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However, the initialization and mutation processes depend on the representation
as they constitute the creation and modification of objects. The initialization process
may be defined, as in some AIN models, as taking a subset of the training data set to
be the initial antibody pool, since antibodies are usually represented in the same way
antigens are, plus a recognition radius. Thus, the more critical aspect to be defined for
accomplishing the kernelization of an AIN model is the mutation operator.
Since the available information is the kernel function κ, it can be considered that
antigens are implicitly represented as vectors in the feature space F . Thus, we propose to
represent each antibody as a linear combination of the training antigens in F , following
the idea of kernel versions of other learning algorithms as Kernel k-means [30] and
Kernel SOM [21]. That is, if A = {ak}nk=1 is the set of training antigens, an antibody b
may be represented as
b =
n∑
k=1
γkφ (ak) (3.5)
where γk is a real coefficient and φ is the implicit mapping associated to the kernel func-
tion κ. Given this representation, an antibody is totally determined by the coefficients
γk. This means that antibodies can be seen as coefficient vectors (γ1, . . . , γn), allowing
mutation to be defined as a modification on those coefficients.
Additionally, taking into account that
〈bi, bj〉 =
n∑
k=1
n∑
`=1
γikγj` 〈φ (ak) , φ (a`)〉 (3.6)
where bi and bj are antibodies, and
〈b, a〉 =
n∑
k=1
γk 〈φ (ak) , φ (a)〉 (3.7)
where b is an antibody and a is an antigen, along with the the relations 3.1 to 3.4, the
distance d (b, φ (a)) can be computed as the squared root of
d2 (b, φ (a)) =
n∑
k=1
n∑
`=1
γkγ`κ (ak, a`) + κ (a, a)− 2
n∑
k=1
γkκ (ak, a) (3.8)
and the distance d (bi, bj) can be computed as the squared root of
d2 (bi, bj) =
n∑
k=1
n∑
`=1
γikγi`κ (ak, a`) +
n∑
k=1
n∑
`=1
γjkγj`κ (ak, a`) +
−2
n∑
k=1
n∑
`=1
γikγj`κ (ak, aj). (3.9)
Hence, Ab-Ag and Ab-Ab affinity measures can be computed upon the kernel function
κ, and with this the kernelization process ends.
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3.2 A kernel version of aiNet
With the kernelization strategy introduced in Section 3.1 it is possible to define a kernel
version of a known AIN model. For this purpose, the known aiNet [8] model by De
Castro and Von Zuben will be used. This model is shown in Figure 2.2 as kernel aiNet-
2. As aiNet follows the general scheme presented in Algorithm 2.1, we will focus on the
affinity measure, the initialization process, and the mutation operator.
In the original aiNet model, data is required to be normalized in [0, 1] and therefore,
distance measures are bounded and so the affinity values. As the intention is to kernelize
that model, we want to have a bounded affinity measure. For that purpose we use the
Ab-Ag affinity given by
faffinity (b, φ (a)) = exp
(
−d (b, φ (a))
σ2
)
(3.10)
where b is an antibody, a is an antigen and d (b, φ (a)) is given by Equation 3.8. And
the Ab-Ab affinity given by
faffinity (bi, bj) = exp
(
−d (bi, bj)
σ2
)
(3.11)
where bi and bj are antibodies and d (bi, bj) is given by Equation 3.9.
The initial antibody pool in aiNet is built by generating a fixed number of antibodies
at random. As the representation proposed in Section 3.1 (Eq. 3.5) requires a set of
antigens, the initialization step can be performed by randomly selecting a set A0 ⊂ A
where each antigen represents an antibody b, i.e., if the `-th antigen is selected, the
corresponding antibody will be
b =
n∑
k=1
γkφ (ak)
where
γk =
{
1 if k = `
0 otherwise
.
As pointed out in Section 3.1, the proposed representation for antibodies allows to
adapt feature-based mutation operators. Then, in this adaptation a Gaussian muta-
tion scheme, which is used in some genetic algorithms for real-valued chromosomes, is
adopted. This is, if (γ1, . . . , γn) is the coefficient vector associated to the antibody b the
coefficient vector after mutation (γ∗1 , . . . , γ∗n) is computed as
(γ∗1 , . . . , γ
∗
n) = (γ1, . . . , γn) + (∆1, . . . ,∆n) (3.12)
where ∆k ∼ N (0, σ), 1 ≤ k ≤ n, and σ is a parameter that controls the expected size of
∆k. In the aiNet algorithm the antibody b∗ after mutating the antibody b is computed
as
b∗ = b+ α (a− b) (3.13)
where α is a parameter inversely proportional to the affinity between b and a. Following
this idea, the parameter σ of each ∆k (Eq. 3.12) is set to 1/faffinity(b,φ(a)).
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Figure 3.1: Five clusters data set.
There are 10 points per cluster and each cluster is well separated from each other. Clusters are named
by its location as: C for center, UL for upper-left, UR for upper-right, LL for lower-left, and LR for
lower-right.
Taking into account this adaptation and the one referred in Subsection 2.2.2 as kernel
aiNet-1, it can be noted that kernel aiNet-2 do perform completely in the feature space,
since antibodies are linear combinations of the images, through the implicit mapping
φ, of training antigens. In a different way, kernel aiNet-1 do not perform completely in
the feature space, since the antibodies are in the input space, that is, the same space
where antigens are represented. Thus, the kernelized version of aiNet presented in this
work can be used in a similarity-based setting.
3.2.1 Exploratory experiments
Some simple experiments were carried out in order to get insights on the suitability of
the kernelized model to detect clusters in data. For this purpose a version of the data
set used in [8] is employed (see Figure 3.1). It is a synthetic 2-dimensional data set
consisting of 5 clusters with 10 points per cluster.
Two experiments were carried out: the first one using clusters in the upper-left hand
(UL) and lower-right hand (LR), and the second one using the whole data set. Table
3.1 shows an explanation of each parameter considered along with the values used in
this setup.
For these experiments, the identity kernel was used, which means that no transfor-
mation of the input space is made. This has the purpose of the visual validation of the
algorithm’s performance.
Results Figures 3.2 and 3.3 show the output of the algorithm for the experiments
performed. Antigens are represented as circles and antibodies are represented as crosses.
Notice that in both experiments, antibodies are located in regions where antigens are
located, and regions free from antigens remain empty. This suggests that the algorithm
is able detect clusters. These results suggest the algorithm could perform well in spaces
where clusters appear to be well separated. As the model has been presented as a kernel
method, we could take advantages from the kernel trick in order to transform spaces
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Table 3.1: Parameters for the kernelized aiNet algorithm applied to the five clusters
data set.
Parameter Interpretation Value
Suppression threshold
If affinity between two B-cells is
greater than this threshold, one
of those cells is eliminated (sup-
pressed).
0.95
n
Number of B-cells taken into ac-
count to perform cloning and muta-
tion. The cells are selected in affin-
ity decreasing order regarding the
current antigen.
4
N
Maximum number of copies of a B-
cell that are generated in a single
response.
5
Number of generations
Times the whole set of antigens is
presented to the network.
10
qi
Proportion of B-cells becoming
memory cell. A memory cell is a
B-cell clone that has high affinity
with the current antigen.
0.5
Pruning threshold
Affinity between memory cells and
the current antigen is required to
be more than this threshold in or-
der to keep the B-cell in the im-
mune memory.
0.8
Interpretations are like in the original aiNet algorithm and were taken from [8].
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Figure 3.2: Output of the kernelized aiNet on two out of the five clusters.
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Clusters UL and LR were used as input data. Antigens are represented as circles and antibodies are
represented as crosses.
Figure 3.3: Output of the kernelized aiNet on the five clusters data set.
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Antigens are represented as circles and antibodies are represented as crosses.
of input data with different cluster structures into spaces where they appear to be well
separated.
It is important to highlight that even though the number of antibodies is low com-
pared to the number of antigens, each antibody is represented as a linear combination of
the all the antigens in the training set. This is an undesirable behavior in general, but
in particular for the aiNet algorithm since it is aimed to compress the training data set
[8, 18, 32]. Then, we are challenged to add a mechanism to discard training antigens to
the kernelization strategy. However, such mechanism seems to be application-dependent
and may affect the model inspiration. Thus, we propose to focus on the problem of
probability density estimation as it appears to be basic for learning techniques from the
statistical point of view [2, 13], which lead us to define a new algorithm that does not
use the whole training data set, but still using the same representation. These ideas
will be developed in the next chapter.
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Chapter 4
An Artificial Immune Density
Estimator∗
4.1 The probability density estimation problem
The problem of probability density estimation can be defined as follows: Given an
independent and identically distributed (i.i.d.) sample X = {xk}nk=1 drawn from an
unknown probability density function p (x), find an approximation (estimation), pˆ (x),
of p (x) [2]. For this purpose, a likelihood criterion is used, i.e., we look for a pˆ (x) that
makes sampling X from it as likely as possible [2]. Provided data in X are independent,
the likelihood of X given the estimation pˆ (x) is given by relation 4.1.
l (pˆ (·)) ≡ pˆ (X) =
n∏
k=1
pˆ (xk) . (4.1)
As we are interested in finding a pˆ (·) that maximizes l (·) given the sample X, this
function is usually denoted as l (pˆ (·) |X) [2]. In practical applications the logarithm of
the likelihood function, given by relation 4.2, is instead maximized in order to obtain
some computational simplifications [2].
L (pˆ (·) |X) ≡ log (l (pˆ (·) |X)) =
n∑
k=1
log pˆ (xk). (4.2)
The probability density estimation problem can be approached, at least, from three
points of view: the parametric, the semiparametric and the nonparametric [2]. In the
parametric approach, we assume (or know) that p (x) belongs to a particular probability
density family, p (x|θ), where each member is identified by a set θ of parameter values.
If θ∗ identifies the underlying distribution, then the estimation pˆ (·) can be denoted
as p
(
x|θˆ
)
, where θˆ is an estimation of θ∗ and hence we look for a θˆ that maximizes
L (pˆ (·) |X) [2]. The assumption of a particular probability density family may corre-
spond, from a machine learning point of view, to assuming that the sample forms a
single group [2].
∗Some of the information of this chapter was published by Galeano-Huertas and Gonza´lez in [16].
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In the semiparametric approach, we assume that the sample forms m groups each of
those can be represented by densities belonging to a particular probability density family
p (x|θ) [2]. In such situation, p (x) can be represented as a mixture of such densities,
which can be written as in relation 4.3, where p (x|θi) is the model of the i-th group, also
called a mixture component, and P (θi) is the proportion of the i-th component in the
mixture [2]. In this setting, we have to estimate both the parameters of each mixture
component and the proportion for each one, and m is regarded as a hyperparameter [2].
p (x) =
m∑
i=1
p (x|θi)P (θi) . (4.3)
In the nonparametric approach, the underlying assumption is just that similar inputs
have similar outputs [2]. Then the estimator looks for similar training data, using
a particular similarity function, and then interpolates from them to give the density
value. Differences between nonparametric methods come from the similarity measure
or the interpolation strategy [2].
Probably, the most popular nonparametric method is the so called Parzen window
method or kernel estimator [2], where the estimate pˆ (x) is computed as a linear com-
bination of influences from the whole sample X, i.e., all the xk have an effect on the
estimation of x. The general form of the kernel estimator is defined as in relation 4.4
[2]. There, the function Kh (·), called kernel function, determines the shape of the influ-
ences, h determines the width of the influences, and each wk is a coefficient that should
be estimated [2].
pˆ (x) =
n∑
k=1
γkKh (x, xk) . (4.4)
Notice that if Kh (·), in relation 4.4, happens to be a density function, so will pˆ (·) be,
subject to the constraint 4.5 [2]. Using a maximum likelihood criterion the coefficients
are estimated as in relation 4.6 [2].
n∑
k=1
γk = 1; γk ≥ 0. (4.5)
γk =
1
n
; k = 1, . . . , n. (4.6)
Perhaps the most used kernel function is the d-dimensional Gaussian kernel, which
is given by relation 4.7.
Kh (x, xk) =
(
1√
2pi
)d
exp
[
−‖x− xk‖
2
2h2
]
. (4.7)
Next section will present a strategy for solving the problem pointed out in Section
3.2 by using an immune-inspired heuristic that provides a non-parametric model, based
on the Parzen window method, built upon a small subset of sample X.
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4.2 The AIDE algorithm
Taking into account relations 4.4 and 4.7, the Parzen window method can be stated as
a kernel method, in the sense of the Section 2.1, since pˆ (x) computation is based on
the distance between x and each of the points in the training sample X. However, the
model is made up by the whole training data set, which could be too expensive for large
data sets [17]. This is basically the same drawback pointed out in Section 3.2. There,
we claimed the design of a strategy for addressing it is problem-dependent. Then, in
this section we define a kernelized version of the Parzen window method, that builds the
model upon a potentially small subset of sample X, by using the representation proposed
in Section 3.1, and an immune-inspired heuristic for discarding training points.
There exists methods for computing density estimations as the Parzen windows do
but without using the whole training data set, the reduced set density estimator [17]
follows such an approach by reducing the problem to that of selecting a reduced set
of training data as the support components of the estimation, along with the proper
weights of those components in the mixture [17]. Besides, in past years, the idea of
considering density estimation as an application domain for AIN has been implicitly
and explicitly mentioned. Nasraoui et al. [24, 25] designed stimulation functions and B-
cell influence zones based on Gaussian kernel functions; Stibor and Timmis [31] proposed
a measure for the compression quality of aiNet based on the Parzen window method,
and Alonso et al. [1] proposed a general quality measure for AIN performance using the
log-likelihood measure. Alonso et al. [1] explicitly relate AIN models to the problem
of probability density estimation by considering each antibody as a Gaussian mixture
component. In this work antibodies are considered the same way. Additionaly, Owens
et al. present in [26] an algorithm for anomaly detection based in some concepts related
to T-cell receptors, and show it can be considered as a Parzen window density estimator.
In this context, it is useful to notice that the i-th component in a Parzen window
model can be represented as (µi, σi, wi), where µi is a training point, σi = h and wi = 1/n
for all i. With this representation, the relation 4.4 can be rewritten as in relation 4.8
where K (x;µi, σi) is given by the relation 4.7 changing xi by µi and h by σi.
pˆ (x) =
m∑
i=1
wiK (x;µi, σi). (4.8)
where m = n.
Table 4.1 summarizes the parallel defined between a probability density estimator,
based on a mixture of components, and artificial immune systems. The metaphor starts
by defining the recognition process. As stated before, in the shape-space each antigen
ak is represented as a d-dimensional point xk, while each antibody bi is represented as
a component (µi, σi, wi). Thus, we define recognition by proximity, as an identification
of typical points in the statistical sense. Specifically, antibody bi recognizes antigen ak
if and only if
‖xk − µi‖ < 3σi. (4.9)
Following the immune inspiration, recognition happens with different levels of affinity,
which is a measure of the strength of the recognition. Here, we define affinity between
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Table 4.1: Parallel between a probability density estimator and artificial immune sys-
tems.
PDE AIS
training sample xk antigen ak
set of components antibody pool
mixture component (µi, σi, wi) antibody bi
mixture weight wi stimulation level of antibody bi
xk is a typical point according to i-th
component
antigen ak is recognized by antibody bi
component adding primary response
joint density of i-th component and
sample xk
affinity between antibody bi and
antigen ak
µi and σi updating rules affinity maturation process
antigen ak and antibody bi as
affinity (ak, bi) = wiK (xk;µi, σi) (4.10)
and consider two affinity levels: low affinity and high affinity, where bi recognizes ak
with low affinity if and only if
2σi ≤ ‖xk − µi‖ < 3σi (4.11)
and bi recognizes ak with high affinity if and only if
‖xk − µi‖ < 2σi. (4.12)
In the natural immune system, when an antibody recognizes an antigen with an affinity
high enough, the antibody gets stimulated and is allowed to perform the affinity mat-
uration process. In our model, one of the antibodies that recognize the antigen with
the higher affinity is stimulated and allowed to perform the affinity maturation process.
When the antibody bi is stimulated, its stimulation level si is increased by 1 and its
parameter wi is computed as in relation 4.13
wi =
si
m∑
j=1
sj
(4.13)
where m denotes the current size of the antibody pool, i.e., the current number of
components in the mixture. The affinity maturation process consists in a mechanism
that updates the µi and σi parameters of the selected antibody.
Algorithm 4.1 describes the behavior of this artificial immune system when an anti-
gen is presented to it. Given the previous definitions, we say that the system performs
a primary response on the antigen ak if and only if ak is not recognized by any antibody
in the system. In such case, the response consists in create a new antibody with the
shape (
xk, σ0, 1/
Pm
j=1 sj
)
(4.14)
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Algorithm 4.1 AIDE’s response algorithm.
response ( antigen ak )
1 if ( ak is not recognized ) I primary response
2 create a new antibody as
`
xk, σ0, 1/
Pm
j=1 sj
´
3 else I secondary response
4 if ( there are high affinity recognizers )
5 let recognizers be the set of high affinity recognizers
6 else
7 let recognizers be the set of low affinity recognizers
8 let b∗ a maximal antibody in the set recognizers I antibody selection
9 increase by 1 the stimulation level of b∗ I antibody stimulation
10 if ( b∗ recognizes ak with low affinity )
11 update µ∗ and σ∗ I affinity maturation
12 else
13 update σ∗ I affinity maturation
14 for each antibody bi in the system
15 increase by 1 its age ti
16 for each antibody bi in the system I metadynamics
17 if ( si/ti < α )
18 remove bi from the system
Behavior of the artificial immune estimator when an antigen is presented to it.
where, σ0 is a parameter called initial recognition parameter. A secondary response
happens when at least one antibody in the antibody pool recognizes ak. In such scenario
some antibodies will recognize ak with low affinity and some others will recognize it with
high affinity. We consider as recognizers those with low affinity only if no antibody in
the pool recognizes ak with high affinity, otherwise, the recognizers are those with high
affinity with ak. One of those recognizers with the higher affinity is stimulated and
allowed to perform the affinity maturation process. The affinity maturation process
depends on the affinity level: if the selected antibody b∗ recognizes ak with high affinity
the process updates its σ∗ parameter according to
σ∗
2
:=
{
r∗−1
r∗ σ
∗2 + 1dr∗ ‖xk − µ∗‖2 r∗ > 1
1
d ‖xk − µ∗‖2 r∗ = 1
(4.15)
where r∗ denotes the amount of antigens recognized by b∗ before presenting ak. Other-
wise, it updates also the µ∗ parameter according to
µ∗ :=
r∗
r∗ + 1
µ∗ +
1
r∗ + 1
xk. (4.16)
At the end, we removed from the system those antibodies that have recognized less
than 100α% of the antigens that have been presented since they were born, where α is
a parameter called natural death threshold.
4.2.1 Exploratory experiments
The experiments are intended to test the ability of AIDE for both building reliable prob-
ability density estimators and taking advantage from the kernel trick to solve clustering
tasks.
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4.2.1.1 Reliability experiments
Methodology The methodology used in this case consists in comparing the estima-
tions given by AIDE to the real density and/or the estimates given by the PWDE. For
this purpose synthetic data are used, generating several pairs of training/test data sets.
The comparison is made in terms of average squared difference between density values
and between likelihood of the sample regarding test data sets.
For the sake of clarity, the whole process is described with the following steps:
1. Generate m pairs of training/test sample sets{(
X(1), Y (1)
)
, . . . ,
(
X(m), Y (m)
)}
where
X(i) =
{
x
(i)
1 , . . . , x
(i)
ntraining
}
and Y (i) =
{
y
(i)
1 , . . . , y
(i)
ntest
}
with x(i)j and y
(i)
k drawn from p, 1 ≤ i ≤ m, 1 ≤ j ≤ ntraining, 1 ≤ k ≤ ntest and p
a particular density function.
2. Build for each X(i) a PWDE model and an AIDE model. These models are called
pˆPWDE and pˆAIDE.
3. Compute for each Y (i) density values using the real function p and the estimators
pˆPWDE and pˆAIDE.
4. Compute
D
(i)
technique =
1
ntest
ntest∑
k=1
[
p
(
y
(i)
k
)
− pˆtechnique
(
y
(i)
k
)]2
(4.17)
where the word “technique” represents PWDE or AIDE depending on the tech-
nique being used.
5. Finally, compute
Dtechnique =
1
m
m∑
i=1
D
(i)
technique (4.18)
which is the value to be used for comparison purposes.
Parameter value selection For the case of the PWDE only one parameter needs
to be set, namely, the bandwidth h. For the case of AIDE, two parameters need to
be set, namely, the initial recognition parameter σ0 and the natural death threshold
α. In this exploration α is set to 0.05. The parameters h and σ0 have to do with
the width of components building the estimator, then they are selected using the same
strategy, which consists in let the parameter to vary in a [min,max] range and selects
the minimum value that produces the higher average log-likelihood on a 10-folding cross
validation process on the training set under consideration. The min value in the range
is set to the minimum non-zero distance in the set
{
X(1), . . . , X(m)
}
, while the max
value in the range is set to the maximum distance in the same set. The log-likelihood
measure is used since we are dealing with a non-supervised learning problem.
23
Data sets Synthetic data were generated as samples drawn from single Gaussians
and mixtures of 2 Gaussians both unidimensional and bidimensional. For the 2D case,
the covariance matrix Σ is computed as σI2, so that data sets have different mean
vectors and different values for the parameter σ. In all these cases ntraining = 1000 and
ntest = 500.
The Skewed distribution, as mentioned in [17], which is given by
p (x) =
1
8
7∑
i=0
Ghi (µi, x)
where hi =
(
2
3
)i and µi = 3 (hi − 1), was also used. In this case ntraining = 200 and
ntest = 100.
Results Figures 4.1 and 4.2 show the shape of the real density and the densities as
estimated by AIDE and PWDE when trained with data drawn from 1D single Gaussian
distribution, and a mixture of 2 Gaussian distributions. Tables 4.2 and 4.3 summarize
the results for all the data sets used both 1D and 2D.
Figure 4.3 shows the shape of the real density and the densities as estimated by
AIDE and PWDE when trained with data drawn from the Skewed distribution. Table
4.4 shows the numerical results for the Skewed distribution.
The information reported about results include the average AIDE model size mea-
sured by the average number of antibodies (components in the mixture model) and the
average number of antigens, which is the real size of the model since some training anti-
gens need to be stored according to the kernelization strategy (remember that PWDE
needs to store the whole training data set); and the D value (Eq. 3.13), along with the
corresponding standard deviation, both for AIDE and PWDE.
For the tests made on univariate mixture of Gaussians, the number of antibodies
used to represent the target density functions is around 2, while the number of antigens
used to represent those to components is around 4% of the training data set. For the
case of bivariate mixture of Gaussians, the number of antibodies used to represent the
target density functions is around 3, while the number of antigens used to represent
those to components is around 14% of the training data set. And, finally, for the
case of the skewed distribution, the number of antibodies used to represent the target
density functions is around 3, while the number of antigens used to represent those to
components is around 9% of the training data set.
Regarding the D value, in general terms, DAIDE > DPWDE about one order of
magnitude, though for the case of bivariate mixture of Gaussians both measures have
the same order of magnitude in about a half of the tests made. These are satisfactory
results since despite PWDE outperformed AIDE in terms of the D value, AIDE needed
to store much less data than PWDE to estimate the target function.
Taking a look to the standard deviations of the estimated D values for both tech-
niques, it can be observed that the behavior of both techniques is similar for the uni-
variate case and the skewed distribution case, namely, the order of magnitude of the
standard deviation equals the order of magnitude of D. For the bivariate case, instead,
the order of magnitude of the standard deviation of PWDE is one order of magnitude
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Table 4.4: Numerical comparison between AIDE and PWDE on the Skewed distribution.
AIDE PWDE
DAIDE (s.d.)
AMS
DPWDE (s.d.)Ab Ag
1.24× 10−1 (6.54× 10−2) 3.60 18.63 4.38× 10−2 (2.46× 10−2)
Numerical Results. AMS stands for Average Model Size measured by the average number of antibodies
(Ab) and the average number of antigens (Ag); DAIDE and DPWDE were computed following Equation
4.18 with m = 30 and s.d. stands for standard deviation.
less than the D value in most of the tests made, while AIDE has the same behavior
observed in the univariate and skewed distribution cases.
4.2.1.2 Clustering experiments
Methodology The methodology used in this case consists in evaluating partitions
based on estimations made by AIDE, using different kernel functions, with respect to
pre-established partitions on synthetic data. The evaluation is made using partition
entropy as performance measure.
For the sake of clarity, the whole process is described with the following steps:
1. Let X represent a data set and let n be the size of X. Let κ be a particular kernel
function to be used.
2. Build an AIDE model for κ (X) and use it to assign labels to each point in X.
3. Finally, compute
E = −
k∑
i=1
c∑
j=1
cij
Ki
ln
(
cij
Ki
)
(4.19)
where k is the number of clusters found by AIDE, c is the number of classes in
the pre-established partition, cij is the number of points from the j-th class that
were assigned to the i-th cluster, and Ki is the size of the i-th cluster. This is the
measure used to evaluate the quality of the partition.
Remember that the model built in the second step is composed by a set of antibodies
(mixture components). For labeling purposes, each antibody is regarded as a prototype
of a cluster, so each point in X is assigned to the antibody with the highest affinity (Eq.
4.10).
Parameter value selection The strategy to select the values for the parameter σ0 is
similar to the one used for the density estimation experiments, which consists in let the
parameter to vary in a [min,max] range and selects the minimum value that produces
the higher average log-likelihood on a 10-folding cross validation process on the data
set X. The min value in the range is set to the minimum non-zero distance in the set
X, while the max value in the range is set to the maximum distance in the same set.
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Figure 4.4: Egg-shaped data set.
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The Egg-Shaped Data Set
class 1
class 2
Generated from a normalized Gaussian distribution with mean vector µ = 0 and covariance matrix
Σ = I. Class 1 corresponds to points that fall within a radius of |Σ|, while class 2 corresponds to points
that fall within a band between 2 |Σ| and 3 |Σ|.
The natural death threshold α is set to 0.05. For this exploration, three kind of kernel
functions are used, namely, the identity kernel
κI (x, y) = 〈x, y〉 , (4.20)
the polynomial kernel
κp (x, y) = (〈x, y〉+R)d , (4.21)
and the Gaussian kernel
κG (x, y) = exp
(
−‖x− y‖
2
2σ2
)
. (4.22)
Data sets Two different synthetic data sets were generated to performed this explo-
ration. Figure 4.4 shows the egg-shaped data set, which was generated using a nor-
malized Gaussian distribution with mean vector µ = 0 and covariance matrix Σ = I.
Figure 4.5 shows the Noisy-two-Gaussians data set, which was generated by mixing two
Gaussian distributions with mean vectors µ1 = (6, 3) and µ2 = (8, 5.5) and covariance
matrices Σ1 = Σ2 = 0.25I, and replacing the 30% of the data with samples drawn from
a uniform distribution on (0, 0)× (10, 15).
Results Figure 4.6 shows the clustering partitions obtained by AIDE on the egg-
shaped data set using different kernel functions. Figures 4.7 and 4.8 show magnified
versions of the partitions obtained using the polynomial and Gaussian kernel functions
where the expected partition was found. Table 4.5 summarizes the results for this data
set.
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Figure 4.5: Noisy-two-Gaussians data set.
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The Noisy-Two-Gaussians Data Set
class 1
class 2
class 3 (noise)
Generated by mixing two Gaussian distributions with mean vectors µ1 = (6, 3) and µ2 = (8, 5.5) and
covariance matrices Σ1 = Σ2 = 0.25I, and replacing the 30% of the data with samples drawn from a
uniform distribution on (0, 0)× (10, 15).
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Figure 4.7: Clustering partition obtained by AIDE and a polynomial kernel function on
the egg-shaped data set.
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AIDE Output on Egg-Shaped Data Set using the Polynomial Kernel Function
In this setting, the parameters of κp (Eq. 4.21) were set to R = 1 and d = 2.
Figure 4.8: Clustering partition obtained by AIDE and a Gaussian kernel function on
the egg-shaped data set.
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AIDE Output on Egg-Shaped Data Set using the Gaussian Kernel Function
In this setting, the parameter σ of κG (Eq. 4.22) were set to the average distance in X.
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Table 4.5: Numerical results for the partitions obtained by AIDE on the egg-shaped
data set.
Kernel Function Partition
Entropy
Model Size
Type Parameters Ab Ag
Identity − 0.0 11 252
Polynomial R = 1, d = 2 0.0 2 83
Gaussian
σ = min distance 0.69 1 1
σ = average distance 0.0 2 31
σ = max distance 0.0 9 267
Numerical Results. Parameters for the polynomial and Gaussian kernel functions are named according to
Equations 4.21 and 4.22. The model size is measured by the number of antibodies (Ab) and the number
of antigens (Ag) used to build the model. The partition entropy is computed following Equation 4.19.
Table 4.6: Numerical results for the partitions obtained by AIDE on the noisy-two-
Gaussians data set.
Kernel Function Partition
Entropy
Model Size
Type Parameters Ab Ag
Identity − 2.02 5 109
Polynomial
d = 2 1.69 6 105
d = 5 1.20 2 64
d = 10 1.08 2 4
Gaussian
σ = min distance 1.08 1 1
σ = average distance 0.54 3 49
σ = max distance 1.23 5 115
Numerical Results. Parameters for the polynomial and Gaussian kernel functions are named according
to Equations 4.21 and 4.22, for the case of the polynomial kernel function, parameter R was set to 1.
The model size is measured by the number of antibodies (Ab) and the number of antigens (Ag) used to
build the model. The partition entropy is computed following Equation 4.19.
Figure 4.9 shows the clustering partitions obtained by AIDE on the noisy-two-
Gaussians data set using different kernel functions. Figure 4.10 shows a magnified
version of the partition obtained using the Gaussian kernel function where the expected
partition was found. Table 4.6 summarizes the results for this data set.
In the graphical results each cluster found by AIDE is identified by a color. Numer-
ical results include the partition entropy (Eq. 4.19), the number of antibodies, which is
regarded as the number of clusters found, and the number of antigens used to represent
the model, which can be regarded as the model size.
For the case of the Egg-shaped data set, using the identity kernel, AIDE failed to
capture the expected partition but set apart one expected cluster from the other one,
which was split in 10 clusters. In this case, the model was built upon 13% of the training
data set. Using the polynomial kernel, AIDE captured the expected partition building
the model upon 4% of the training data set. Using the Gaussian kernel, AIDE captured
the expected partition building the model upon 2% of the training data set when the σ
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Figure 4.10: Clustering partition obtained by AIDE and a Gaussian kernel function on
the noisy-two-Gaussians data set.
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AIDE Output on Noisy-Gaussian Data Set using the Gaussian Kernel Function
In this setting, the parameter σ of κG (Eq. 4.22) were set to the average distance in X.
parameter was chosen as the average distance in the data set. Setting the σ parameter
to the minimum non-zero or the maximum distance in the data set, using the Gaussian
kernel AIDE failed to capture the expected partition, but in the first case it interpreted
the data set as one single cluster, while in the second case it set apart one expected
cluster from the other one, which was split in 8 clusters.
For the case of the Noisy-two-Gaussians data set, using the identity kernel, AIDE
failed to capture the expected partition but set apart one of the clusters from the other
one and from the noisy points, which was mainly assigned to a single cluster. Using the
polynomial kernel, AIDE failed to capture the expected partition with all the degrees
used; however, for the cases d = 2 and d = 10, AIDE set apart one of the clusters from
the other one and from the noisy points, which were divided in 3 clusters. For the case
of d = 5 almost all the points were assigned to a single cluster, but some noisy points
were set apart in an independent cluster. Using the Gaussian kernel, AIDE captured
the expected partition building the model upon 3% of the training data set. Notice
that in this case, the partition entropy is not zero, because some noisy points fall in the
Gaussian cluster regions. For the remaining cases of the Gaussian kernel, AIDE failed
to capture the expected partition, interpreting the data set as single cluster when σ was
set to the minimum non-zero distance in the data set, and showing a similar behavior
to the identity kernel when σ was set to the maximum distance in the data set.
4.2.2 Non-vector examples
These examples are intended to test the behavior of AIDE as a similarity-based tech-
nique. Here, the same methodology and parameter selection strategy used for the
clustering experiments (see Subsection 4.2.1.2) are followed.
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Data sets Two different data sets were used for this exploration. The first one, Corel
data set, is a set of 2500 images from the Corel database, classified in 25 categories
according to their contents, which are earth, butterfly, bird, volcano, flags, space, pen-
guins, plants, horses, wildcats, mountain, drinks, offices, tulips, roses, aviation, forest,
cats, beach, isles, cards, buses, fruit, dogs, and boats. Each category is composed of 100
images. This dataset has become a de facto benchmark in automatic image annotation
and retrieval research.
The second data set, Proteins data set, is a set of 4926 Gram-positive bacterium
protein sequences, classified in 2 categories, namely, secreted proteins (761 sequences)
and non-secreted proteins (4165 sequences). This set was taken from the Swiss-Prot
database (version 53.1).
Each one of these data sets are represented by a base kernel matrix. Corel data set
is represented by kernel matrix computed from a kernel function that is intended to
measure the similarity between histograms. Detailed information of this kernel function
can be found in [22]. Proteins data set is represented by a kernel matrix computed
from the p-spectrum kernel function using the Shogun tool-box, available in http://
www.shogun-toolbox.org/. Detailed information of this kernel function can be found
in [30].
Results Tables 4.7 and 4.8 show the obtained results for both data sets. In both
cases, AIDE model is composed of a single antibody failing to capture the expected
partitions. For the case of Corel data set, the behavior of AIDE seems to be the same
without regarding the used kernel function. This may suggest those image data are not
easily described as dense zones separated from non-dense zones in the space induced
by the base kernel function. For the case of Proteins data set, the use of a particular
kernel function seems to be an effect on the number of antigens used to determined
the antibody. Given that the p-spectrum kernel function can be regarded as a general
purpose string kernel, it can be said that the use of more specialized kernel functions
may allow AIDE to capture the expected partition.
Table 4.7: Numerical results for the partitions obtained by AIDE on the Corel data set.
Kernel Function Partition
Entropy
Model Size
Type Parameters Ab Ag
Identity −
3.22 1
2
Polynomial
d = 2
1
d = 5
d = 10
Gaussian
σ = min distance
σ = average distance
σ = max distance
Numerical Results. Parameters for the polynomial and Gaussian kernel functions are named according to
Equations 4.21 and 4.22. The model size is measured by the number of antibodies (Ab) and the number
of antigens (Ag) used to build the model. The partition entropy is computed following Equation 4.19.
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Table 4.8: Numerical results for the partitions obtained by AIDE on the Proteins data
set.
Kernel Function Partition
Entropy
Model Size
Type Parameters Ab Ag
Identity −
0.43 1
15
Polynomial
d = 2 12
d = 5 6
d = 10 5
Gaussian
σ = min distance 5
σ = average distance 5
σ = max distance 10
Numerical Results. Parameters for the polynomial and Gaussian kernel functions are named according to
Equations 4.21 and 4.22. The model size is measured by the number of antibodies (Ab) and the number
of antigens (Ag) used to build the model. The partition entropy is computed following Equation 4.19.
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Chapter 5
Conclusions
In this work, a strategy to kernelize AIN models was presented. To define the kernel-
ization strategy, the mutation operator was identified as a critical point in the process,
since it aims to modify the antibody representation. The main idea to achieve the
kernelization was to consider antibodies as linear combinations of antigens in a feature
space, which allows to use feature-based mutation operators as antibodies are totally
represented by the coefficients in the linear combination.
Using the proposed kernelization strategy, a kernel version of the known aiNet algo-
rithm was coded and applied on a synthetic data set to check the algorithm’s ability to
locate antibodies in antigen regions. No exhaustive validation of this kernel aiNet was
performed since the strategy makes it to lose its data compression property. This issue
suggests that along with the kernelization strategy proposed in this work, a mechanism
for discarding antigens is needed so that neither the properties of the algorithm nor the
ideas behind its conception be drastically affected.
In order to explore some ideas to such mechanism for discarding antigens, a new
immune-inspired algorithm that uses the representation of antibodies as linear combina-
tion of antigens and a mechanism for discarding antigens was designed. The algorithm,
called AIDE, Artificial Immune Density Estimator, addresses the problem of probability
density estimation following the idea of the non-parametric kernel estimator, known as
Parzen Window Density Estimator (PWDE).
Two aspects of the AIDE were empirically evaluated, namely, its ability for building
reliable estimators and its suitability for performing similarity-based data clustering. In
the first case, its performance was measured by the mean squared error with respect to
the real density and compared to the PWDE estimate. Results suggest AIDE may be
a competent algorithm since it manages to build the model on a low percentage of the
training data set, keeping the mean squared error one order of magnitude higher than
the PWDE, which stores the whole training data set. In the second case, the clustering
ability of AIDE, results on vector data suggest that AIDE can effectively take advantage
of the kernel trick to capture cluster structures using standard kernel functions. How-
ever, results on non-vector data suggest cluster structures may be difficult to recognize
by AIDE when the cluster structures are not well defined as dense regions separated
from non-dense regions, and that the algorithm’s performance strongly depends on the
selected kernel function. In this case, more suitable kernel functions may be needed.
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Though the reliability results are encouraging, we could not describe a process to
select the parameter values independent from the order in which the data set is presented
to the algorithm. Though we managed to set the parameter to reasonable values, via
likelihood, to get good results, the values were different for each sample drawn from the
same density function. The study of this issue could be a focus of future work.
The definition of AIDE suggests it could be used as an on-line learning algorithm
since it processes the data set just once. However, a mechanism for self-updating the
parameters is needed to achieve completely such property. We think that by modifying
the way initial σ parameter for new created antibodies so that it depends not on a
specified value, but on the model built at the moment of its creation, the on-line fea-
ture could be achieved and, probably, this could also solve the issue stated in the last
paragraph. This issue, as the last one, could be the focus of future work.
As a summary, the contributions of this work are:
1. The definition of a strategy to kernelize artificial immune network models making
possible for those algorithms to be applied in a wider range of applications. This
contribution is partially published in [14].
2. A new algorithm for the problem of probability density estimation that uses ideas
from immune concepts and the kernelization idea proposed, which enabled it to
be applied on vector and non-vector data as a basic step to solve other tasks like
data clustering. This contribution is partially published in [16].
And finally, the issue to be faced as future work is the definition of a mechanism for the
algorithm to self-tune the initial recognition parameter allowing it to be used in on-line
settings and making it less sensitive to data orderings as possible.
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