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1. Introduction
In 1964, the following conjecture was posed: For n  2 let p be a polynomial with zeros a1, . . . ,an in the closed unit
disk D. Is it true that for each j, there exists a zero of p′ in the disk |z − a j |  1? This conjecture, communicated to
W. Hayman by the Bulgarian mathematician L. Ilieff, became known as Ilieff’s conjecture. However, the problem was origi-
nally posed by Bl. Sendov, and is now known as Sendov’s conjecture. Though the problem has been solved in certain special
cases, it remains open. (See [25, Chapter 6] or [23] for results prior to 2002.) In particular, the conjecture has been proven
for low-degree polynomials, the case when the polynomial vanishes at 0, and in the case that the zeros of the polynomial
lie on the unit circle, in which case the bound can be strengthened. We are concerned with the connection between the
Sendov conjecture and a theorem that, on the surface, has very little to do with it. This theorem is Poncelet’s theorem.
Theorem 1 (Poncelet’s closure theorem). Let ellipses E1 and E2 with E1 contained in E2 be given. If there is one n-gon inscribed in E2
and circumscribing E1 , then for every point λ on E2 there is an n-gon inscribed in E2 with λ as one of the vertices that circumscribes E1 .
Taking E2 = ∂D, we say that a curve is an n-Poncelet curve if for every λ ∈ ∂D there is an n-gon with λ as one of the
vertices and all vertices on ∂D that circumscribes the curve. Usually, we refer to Poncelet curves rather than n-Poncelet
curves, as the number of vertices will be clear from the context.
Blaschke products provide the link between the Sendov conjecture and Poncelet’s theorem. Consider a Blaschke product b
of the following form:
b(z) = z
n−1∏
j=1
z − a j
1− a j z , for n 2, n ∈ Z and a j ∈ D \ {0}. (1)
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λ ∈ ∂D and a Blaschke product b of degree n, there exist n distinct points z j ∈ ∂D such that b(z j) = λ. (See Eq. (3) or, for
example, [3].) Now look at the partial fraction expansion
b(z)/z
b(z) − λ =
n∑
j=1
mj
z − z j , where z1, . . . , zn satisfy b(z j) = λ. (2)
The connection to our work on the Sendov conjecture is the following: Given a polynomial p of degree n for which p′
has zeros inside D, the function
b(z) = zp
′(z)
zn−1p′( 1z )
is analytic on D, has zeros at zero and the zeros of p′ , and maps ∂D to itself. Direct computation shows that b is a Blaschke
product. In case p has all of its zeros on ∂D, we will see (Lemma 13) that there exists γ ∈ ∂D such that
b(z)/z
b(z) − γ =
p′(z)
np(z)
.
Therefore, the Sendov conjecture is a question about how far the points b maps to γ are from the nonzero zeros of b.
Given a Blaschke product b of degree n of the form (1) above and γ ∈ ∂D, we denote by z1, . . . , zn the points that b
maps to γ . It follows from [3, Lemma 4] that there exist an outer function q and mj > 0 with
∑n
j=1mj = 1 such that
q(z) =∏nj=1(z − z j)mj and
b(z)/z
b(z) − γ =
q′(z)
q(z)
.
Thus, one can ask a “Sendov-like” question: Given a Blaschke product b and γ ∈ ∂D, how far is a point that b maps to γ
from the nearest zero of b? Is it at most a distance 1, as in the case when the b is associated with a polynomial? We will
answer this question in the negative in Section 5 and provide bounds on the distance of these points to the zeros of b. As
far as we know, this relation between Sendov’s conjecture and the Poncelet theorem is not described elsewhere. To better
understand this, consider the following.
Theorem 2. (See [17, Theorem 4.1].) Let m j > 0 and z j ∈ C be distinct. Let
F (z) = m1
z − z1 +
m2
z − z2 +
m3
z − z3 .
Then the zeros a and b of F are the foci of the ellipse that touches the line segments z1z2 , z2z3 , z3z1 at points ζ1, ζ2, ζ3 dividing these
segments in ratios m1 :m2 , m2 :m3 and m3 :m1 , respectively.
The numerical range of an n × n matrix E is W (E) := {〈Ex, x〉: ‖x‖ = 1} (see [14, p. 108] and [4]). We now compare
Theorem 2 to the following.
Theorem 3. (See [16, §1.3].) If E is a 2× 2matrix with distinct eigenvalues a1 and a2 , then W (E) is a closed elliptical disk with foci a1
and a2 .
The connection between these two theorems has been well studied; in particular, Gau and Wu’s work [7–10,26] and
Mirman’s papers [18–22] tie these theorems together using Poncelet’s theorem.
Gau and Wu’s work began with a study of the numerical range of matrices in a certain class, Sn , which is the set of all
n × n matrices E such that ‖E‖ 1, E has no eigenvalue of modulus one, and rank(I − EE) = 1. Early papers culminated
in a proof of the following very pretty theorem:
Theorem 4. (See [10, Theorem 3.1].) If z1,w1, . . . , zn+1,wn+1 ∈ ∂D arranged in order of increasing argument are distinct, then there
exists E ∈ Sn, unique up to unitary equivalence, with W (E) circumscribed by the two (n + 1)-gons z1 · · · zn+1 and w1 · · ·wn+1 .
The proof of Theorem 4, a proof Gau and Wu described as “lengthy” and involving “complicated algebraic derivations”,
follows from Theorem 2.1, Lemma 2.2, and Theorem 3.1 of [7] and also depends on work in [8,11,12]. Our primary goal,
in Section 2, is to simplify this proof. The authors’ proof of Theorem 2.1 in [7] is presented in two parts. The ﬁrst part is
Lemma 5 below. The second is to show that the (n + 1)-gons have vertices running over every point of ∂D. In Theorems 7
and 8, we show that this proof can also be simpliﬁed using Blaschke products.
Recall that a unitary matrix B is a unitary dilation of a matrix A if there exists a matrix V such that V V = I and
V BV = A. Some of the properties of such matrices are discussed in [16, pp. 57 ff.]. For the proof of the lemma below, we
refer the reader to the original paper [7, Lemma 2.2].
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distinct and form an (n+ 1)-gon that is inscribed in ∂D and circumscribed about W (A) with each side tangent to the boundary of the
numerical range at exactly one point.
The matrices A and B . Our interest is in the following class of contractions. For n 2 and a j ∈ D, consider the n×n matrix
A given by
aij =
⎧⎪⎪⎨
⎪⎪⎩
a j if i = j,
(
∏ j−1
k=i+1(−ak))
√
1− |ai |2
√
1− |a j|2 if i < j,
0 if i > j.
(If l < i, we interpret
∏l
k=i ck = 1.)
We say that the matrix A is in standard form. The Blaschke product with zeros a j and a zero at 0 is said to be the
Blaschke product associated with A. We look at the following dilation of A, denoted Bλ , for |λ| = 1:
bij =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
aij if 1 i, j  n,
λ(
∏ j−1
k=1(−ak))
√
1− |a j|2 if i = n + 1 and 1 j  n,
(
∏n
k=i+1(−ak))
√
1− |ai|2 if j = n + 1 and 1 i  n,
λ
∏n
k=1(−ak) if i = j = n + 1.
The columns of Bλ are an orthonormal set, so Bλ is a unitary dilation of A, and therefore A is a contraction [16, p. 59].
Finally, A ∈ Sn [9, p. 180].
The connection between Bλ and Blaschke products. A general ﬁnite Blaschke product is deﬁned, for |μ| = 1, by b(z) =
μ
∏n
j=1
z−a j
1−a j z . It will be convenient to take μ = 1. As above, we assume that b(0) = 0. The theorem below follows from [8,
Lemma 2.4].
Theorem 6. Let A be an n×n matrix in standard form. For each λ ∈ ∂D, let Bλ denote the corresponding unitary dilation. Let b be the
Blaschke product associated with A. Then the eigenvalues of A are the zeros of b(z)/z and the eigenvalues of Bλ are the n + 1 values
in ∂D mapped to λ under b.
To see that the points b maps to λ are distinct, write b(z) = z∏nj=1 z−a j1−a j z and compute the logarithmic derivative:
b′(z)
b(z) = 1z +
∑n
j=1
1−|a j |2
(z−a j)(1−a j z) . Since z = 1/z on ∂D, we get
z
b′(z)
b(z)
= 1+
n∑
j=1
1− |a j|2
|z − a j|2 . (3)
So b′ = 0 on ∂D and, from Theorem 6, the eigenvalues of Bλ are distinct.
In Section 2 we ﬁrst provide a simple description of the background necessary to prove Theorem 4 by giving a Blaschke
product version of the proof of [7, Corollary 2.8], stated as Theorem 7 below. Then we use these techniques and interpolation
results (see [3] and [13]) to simplify the proof of Theorem 4 and to extend Gau and Wu’s theorem. In Section 3, we consider
the question of which disks centered at the origin can be the union of regions bounded by Blaschke 3-ellipses. In Section 4,
we generalize a very nice result of Frantz [5] on curves tangent to line segments joining successive points under iterates of
an elliptic automorphism. In Section 5, we obtain Sendov-like estimates on the distance from the zeros of the derivative of
a polynomial p to the zeros of a particular outer function q, which necessarily lie on ∂D.
2. Blaschke products, Poncelet curves, and the numerical range
With the notation as in the introduction, we show how to obtain a short proof of Theorem 4. While our proof relies on
Lemma 5 and the connection between the matrices and Blaschke products, it uses none of the other machinery developed
by Gau and Wu in their proof of the original [10]. It does rely on an easy-to-prove interpolation result, established below.
Blaschke products and the numerical range. The following properties of the numerical range can be found in [16]: The
numerical range of an n × n matrix E is a compact, convex set containing the spectrum of E , denoted σ(E). If, in addition,
E is normal, then W (E) = co(σ (E)), where co(σ (E)) refers to the convex hull of σ(E). It is also known that the numerical
range is a unitary invariant. The following proof is a “Blaschke product” version of the proof of [7, Corollary 2.8].
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Proof. If w ∈ W (A), then there is a vector x of norm one such that 〈Ax, x〉 = w . Let x˜ = [ x0
]
. Then 〈Bλ x˜, x˜〉 = 〈Ax, x〉 = w .
Thus, W (A) ⊆⋂λ W (B(λ)).
We turn to the proof that
⋂
λ W (Bλ) ⊆ W (A). We claim that W (A) ∩ ∂D = ∅. To see this, note that if |〈Ax, x〉| = 1 for
some x with ‖x‖ = 1, we would have equality in the Cauchy–Schwarz inequality; that is |〈Ax, x〉| = ‖Ax‖‖x‖. Therefore, we
would have Ax = γ x for some γ ∈ ∂D, contradicting our assumption that A has no eigenvalue of modulus 1.
Our proof now takes its motivation from ideas in [14]. So suppose x /∈ W (A). Since W (A) is convex, we conclude that
there is a half-plane separating x from W (A). Consider the bounding line from the half-plane. Without loss of generality,
we may assume that this line is vertical. Denote the real part of w ∈ C by (w). Now choose a point on the boundary of
W (A) that is closest to this vertical line. Draw the line L that is parallel to the vertical line and passes through the closest
point. We may assume L = {w: (w) = α}, for some α with −1 < α < 1. So we may assume that (x) > α and (y) α
for y ∈ W (A). Let λ1 denote the point of intersection of the line L and the unit circle with negative imaginary part.
Now consider the Blaschke product b associated with A. Then b maps n+1 points to the same value as it maps λ1. If we
look at the matrix Bb(λ1) , it is a unitary dilation of A with one eigenvalue at λ1 and n other eigenvalues on the unit circle.
Locate the ﬁrst point (moving in order of increasing argument) connected to λ1 in the polygon, and call it λ2. If (λ2) < α,
then W (A) cannot be contained in W (Bb(λ1)), contradicting the ﬁrst part of this proof. On the other hand, if (λ2) > α,
then every point w ∈ D on the line segment λ1λ2 would satisfy (w) > α. But this segment joins two eigenvalues of Bb(λ1)
and we know (from Lemma 5) that it must be tangent to W (A) at some point z0. Thus, (z0) > α because it lies on the
line joining λ1 and λ2, and (z0) α because z0 ∈ W (A). This contradiction shows that (λ2) = α. So L is the line passing
through λ1 and λ2 and x /∈ W (Bb(λ1)). 
From Theorems 6 and 7 we obtain Theorem 8. (This theorem can also be proven using [7, Theorem 2.1] and [10, Theo-
rem 2.1(8)].)
Theorem 8. Let b be a Blaschke product of degree n+ 1 satisfying b(0) = 0. Then there exists A ∈ Sn such that the boundary of W (A)
is a convex curve C such that for each λ ∈ ∂D if z j ∈ ∂D (arranged in order of increasing argument) are the points at which b(z j) = λ,
then the line joining z j to z j+1 is tangent to C at precisely one point. Furthermore, every point on the curve C is obtained in this manner.
Proof. Form the matrix A in standard form with the zeros of b(z)/z. Let C be the boundary of the compact set W (A). By
Theorem 6 the eigenvalues of Bλ are the points z j , for j = 1, . . . ,n + 1, where b(z j) = λ and the points are arranged in
order of increasing argument. By Lemma 5, the line segment z j z j+1 is tangent to W (A) at precisely one point.
To obtain the ﬁnal statement, note that the eigenvalues of A are the zeros of b(z)/z and are contained in the interior
of W (A). By [4, Theorem 1], C is differentiable at every point. Choose a point on C and draw the tangent line to it. This will
intersect the circle in two points, w1 and w2. Assume that 0  arg(w1) < arg(w2) < 2π and W (A) lies in the half-plane
containing the arc from w2 to w1. Now there are n other points v1, . . . , vn that satisfy b(v j) = b(w1). Let vk denote the
immediate successor to w1. As in Theorem 7, W (A) ⊂ W (Bb(w1)) and since the line segment w1vk is tangent to W (A), we
see that w2 = vk . 
Blaschke products and Poncelet curves. Our proof of Theorem 4 depends on the interpolation results discussed below.
A more in-depth look at interpolation can be found in [13] and the result there includes the one stated below. Because that
proof is deeper (obtaining more than what we need) and our goal is to provide a simpliﬁcation of a proof of Gau and Wu,
we include a simple proof of the fact that we use here.
Two sets {z1, . . . , zn} and {w1, . . . ,wn} of points from ∂D are interspersed if 0  arg(z1) < arg(w1) < · · · < arg(zn) <
arg(wn) < 2π . In what follows, let H denote the open upper-half plane, H− the open lower-half plane, R the extended
real line, and C = C ∪ {∞}.
Theorem 9. Let a1, . . . ,an,b1, . . . ,bn ∈ R satisfy a1 < b1 < · · · < an < bn. Then the function F : C → C deﬁned by
F (z) = (z − b1) . . . (z − bn)
(z − a1) . . . (z − an)
has the property that F (H) = H, F (H−) = H− , and F (R) = R .
Proof. Assume that a1 > 0. It is clear that F (R) ⊆ R , because all a j,b j ∈ R.
We begin by writing the partial fraction expansion of F (z)/z as follows:
F (z)
z
=
n∑ k j
z − a j +
a
z
.j=1
U. Daepp et al. / J. Math. Anal. Appl. 365 (2010) 93–102 97So F (z) =∑nj=1 k j zz−a j +a. Now we compute the coeﬃcients. Clearly, F (0) = a and a ∈ R. To compute k j0 , multiply both sides
by z − a j0 and evaluate at a j0 to obtain
k j0 = (1/a j0)(a j0 − b j0)
∏
k = j0
(a j0 − bk)
(a j0 − ak)
.
Now a j0 > 0 and a j0 − b j0 < 0. All of the terms in the numerator of the product can be paired with a term in the denomi-
nator of the product with the same sign. Therefore, k j0 < 0.
Now compute the imaginary part of z/(z − a j0 ):

(
z
z − a j0
)
= −a j0(z)|z − a j0 |2
.
Thus, if z ∈ H , then because the imaginary part of each summand is multiplied by k j0 , the imaginary part of each summand
is positive. So F (H) ⊆ H . Similarly, F (H−) ⊆ H− . Since F maps C onto C , the result follows.
If a1  0, let T : C → C shift the values; T (z) = z− M , where M ∈ R is chosen to make the poles of F ◦ T positive. Apply
the proof above to F ◦ T . Then, noting that T is one-to-one and T (H) = H , T (R) = R , and T (H−) = H− , we may conclude
that F has the desired properties. 
Corollary 10. If {z1, . . . , zn}, {w1, . . . ,wn} are interspersed sets of points from ∂D, there exists a Blaschke product b of degree n that
maps 0 to 0 such that b(z j) = b(zk) and b(w j) = b(wk) for all j and k.
Proof. First map D to H conformally so that 0 is mapped to i. Note that the images of the points satisfy the conditions
of Theorem 9. Use Theorem 9 to obtain a function F that identiﬁes the images. Then map H back to D so that F (i) is
mapped to 0. Composing these three functions yields a rational function of degree n mapping D to itself, ∂D to itself, and
it is continuous on D. By [6, p. 6], this function is a Blaschke product. 
We now present our proof of Gau and Wu’s result:
Proof of Theorem 4. By Corollary 10 there is a Blaschke product b of degree n + 1 satisfying b(0) = 0, b(z j) = b(zk), and
b(w j) = b(wk) for all j,k. Let A ∈ Sn be the matrix in standard form having the zeros of b(z)/z as diagonal entries.
By Theorem 8, the boundary of W (Bb(z1)) and W (Bb(w1)) are the polygons with vertices z1, . . . , zn+1 and w1, . . . ,wn+1,
respectively, that circumscribe W (A) and the boundary of W (A) is a Poncelet curve.
For the uniqueness, one can follow the original proof or modify it slightly as follows: Choose A, A′ ∈ Sn with W (A) and
W (A′) circumscribed by the two polygons. By [8, Corollary 1.3], A and A′ have representations in standard form. Let b and
c denote the corresponding Blaschke products. There exist mj and m′j such that
b(z)
b(z) − b(z1) =
n+1∑
j=1
zm j
z − z j and
c(z)
c(z) − c(z1) =
n+1∑
j=1
zm′j
z − z j .
Getting a common denominator, there exists γ = 0 such that the numerators, p(z) =∑n+1j=1 zm j∏k = j(z − zk) and q(z) =∑n+1
j=1 γ zm′j
∏
k = j(z − zk) satisfy p(w j) = q(w j) for all j and p(0) = 0 = q(0). These degree-(n + 1) polynomials are equal
at n + 2 points and, thus, they are equal everywhere. So they, and consequently b and c, have the same zeros. Thus, the
eigenvalues of A and A′ are equal. 
Considering the case in which the polygons circumscribe an ellipse, it is clear that three polygons overdetermine the
ellipse. What if we have three or more polygons? Our result is a corollary of the following theorem.
Theorem 11. (See [13, Theorem 9].) Let z1, . . . , zn,w1, . . . ,wn ∈ ∂D satisfy argw1 < arg z1 < · · · < argwn < arg zn and let
v1, . . . , vn ∈ ∂D, λ ∈ ∂D such that λ = v j for all j. Then there exists a Blaschke product b of degree at most n such that b(w j) = v j
and b(z j) = λ.
Corollary 12. For j = 1, . . . ,n and k = 1, . . . ,m, let {z jk} be m interspersed sets of n points on ∂D. There exists a Poncelet curve C
that is circumscribed simultaneously by m polygons, Pk, such that for each k, the vertices of Pk include {z jk} for j = 1, . . . ,n.
Proof. Choose (m − 2)n additional points on ∂D such that, together with {z j1}, this set of (m − 1)n points is interspersed
with the set of remaining points,
⋃
1 jn,2km{z jk}. The former set plays the role of the z’s and the latter plays the
role of the w ’s in Theorem 11 above. By Theorem 11, there is a Blaschke product c of degree at most (m − 1)n such that
c(z jk) = c(zlk) for all j and l. Choosing a Möbius transformation T mapping D onto itself and c(0) to 0, we have a Blaschke
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(at most) (m − 1)n points and therefore each polygon has the original n points plus (m − 2)n other points as vertices. The
boundary of the numerical range of the matrix Bb(z1k) will circumscribe the numerical range of the matrix A corresponding
to b. Thus, the boundary of W (A) is the curve we seek. 
3. Circles and Poncelet ellipses
Three-inscribed circles can be characterized using Chapple’s formula (often attributed to Euler): Given a triangle inscribed
in ∂D and a circle with center a and radius R inscribed in the triangle, R = (1− |a|2)/2. Furthermore, Frantz [5] shows that
the 3-inscribed ellipses are precisely the Blaschke ellipses (allowing repeated zeros in the Blaschke product); that is, there
is a Blaschke product b vanishing at 0,a1,a2 such that the vertices of the triangles circumscribing the ellipse are three
points identiﬁed by b. We follow Frantz in calling such ellipses Blaschke 3-ellipses and note that these are the ellipses
{z: |z − a1| + |z − a2| = |1− a1a2|}. Thus, they are relatively large. In spite of this, we show that every disk centered at the
origin of radius greater than or equal to 1/2 is a union of regions bounded by Blaschke 3-ellipses. On the other hand, no
disk of radius less than 1/2 contains a Blaschke 3-ellipse. We begin with two lemmas.
Lemma 13. Let p be a polynomial of degree n with distinct zeros z1, . . . , zn ∈ ∂D. Then there exist a Blaschke product b and a
constant γ of modulus 1 such that b(0) = 0 and
b(z)/z
b(z) − γ =
p′(z)
np(z)
=
n∑
j=1
1/n
z − z j .
As a consequence, the nonzero zeros of b will be the zeros of p′ and the points mapped by b to γ will be the zeros of p.
We say that the Blaschke product above is associated with p.
Proof. Write
p′(z)
np(z)
= (z − a1) · · · (z − an−1)
(z − z1) · · · (z − zn) .
Taking a logarithmic derivative of p shows that
(z − a1) · · · (z − an−1)
(z − z1) · · · (z − zn) =
n∑
j=1
1/n
z − z j .
Consider
zp′(z)
np(z)
= z (z − a1) · · · (z − an−1)
(z − z1) · · · (z − zn) = (1/n)
n∑
j=1
z
z − z j .
Since the transformation z/(z − z j) maps ∞ to 1, 0 to 0, and z j to ∞, we see that (z/(z − z j)) 1/2 for all z in D and
for all j. Therefore, the same is true of G(z) := zp′(z)/(np(z)). So G(z)/(G(z)− 1) will be a rational function that maps D to
itself, has all poles outside D, and by the Gauss–Lucas theorem [17, p. 22], has all n zeros in the interior of the disk. Thus
αb(z) := G(z)/(G(z) − 1) for some unimodular constant α and some Blaschke product b (see [6, p. 6]). Since G identiﬁes
the z j , we see that b also identiﬁes them. Setting γ = α we get the result. 
Lemma 14. Given n distinct points w1, . . . ,wn ∈ ∂D there exists a Blaschke product b of degree n such that:
1. b vanishes at 0;
2. b identiﬁes the w j ’s;
3. b(z)/zb(z)−b(w1) = 1n (
∑n
j=1 1z−w j );
4. b is associated with a polynomial p of degree n;
5. there is a curve with foci at the nonzero zeros of b tangent to the midpoints of the line segments joining the vertices. When n = 3
this curve is an ellipse with foci at the nonzero zeros of b.
Proof. By Lemma 13, if we let p denote the monic polynomial with roots w j , for j = 1, . . . ,n, there is a Blaschke product b
associated with p. This Blaschke product satisﬁes (1)–(4) above. By [17, p. 9], the zeros of the function
∑n
j=1
mj
z−w j , for mj
nonzero real numbers, are the foci of the curve that touches each line segment w jwk in a point dividing the line segment
in the ratio mj :mk . Since mj =mk = 1/n in our case, this point is the midpoint. By Theorem 2, the curve is an ellipse. 
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Theorem 15. For every r satisfying 12  r < 1, the closed disk centered at the origin of radius r is the union of regions bounded by
Blaschke 3-ellipses.
Proof. Let r be a real number satisfying 12  r < 1 and let Cr = {z: |z| = r}. The upper horizontal tangent to Cr intersects
∂D at two points, w and −w , and Cr at the midpoint T . By Lemma 14 there exists a Blaschke product b(z) = z (z−a1)(z−a2)(1−a1z)(1−a2z)
such that b(w) = b(−w) = b(−i) and
b(z)/z
b(z) − b(w) =
1
3
(
1
z − w +
1
z + w +
1
z + i
)
= p
′(z)
3p(z)
, (4)
where p(z) = (z−w)(z+ w)(z+ i). By [3, Theorem 5] and Lemma 14, this Blaschke product determines a Poncelet ellipse P
with foci at a1 and a2 (see Fig. 1) tangent to the horizontal line at the midpoint T . We show that P is contained in Cr and
contains the origin, completing the proof.
From Eq. (4) we see that a1 and a2 are the zeros of p′ . Now
p′(z) = (z + w)(z + i) + (z − w)(z + i) + (z − w)(z + w)
= 3z2 + 2(1− 2(w))iz + 2(w) − |w|2.
Now |w|2 = 1 and p′ has roots a1 and a2, so a1a2 = −13 (1 − 2(w)) and a1 + a2 = −23 (1 − 2(w))i. This forces
a1 and a2 to be purely imaginary. In fact, a1 = 13 (2(w) − 1 +
√
(2(w) − 1)(2(w) + 2))i and a2 = 13 (2(w) − 1 −√
(2(w) − 1)(2(w) + 2))i.
Note that if a1 = a2, the ellipse is Cr . From Chapple’s formula, we know that r = 1/2 and the circle is a Poncelet
curve. Thus, for r > 1/2 we may assume a1 = a2. Now for 12  (w)  1 we have (a2) < 0 < (a1). Also, ( a1+a22 ) =
1
3 (2(w) − 1)  0. We conclude that the major axis of the ellipse is a subset of the diameter of Cr and the center of the
ellipse lies on the radial segment containing T . Therefore, the closed disk of radius r centered at the origin contains a circle
with center coinciding with the center of the ellipse with radius given by half the major axis of the ellipse. Thus the region
bounded by the ellipse is contained in the closed disk of radius r for 12  r  1. Using symmetry, given a radius of the
disk we can ﬁnd a Blaschke 3-ellipse contained in Cr and containing the radius. Thus the disk is the union of Blaschke
3-ellipses. 
If a matrix A ∈ Sn and W (A) is a circular disc centered at the origin, then the radius must be equal to cos(π/(n + 1)).
In fact, in this case, A is unitarily equivalent to the n × n Jordan block (see [9, Theorem 5.11] and [7, Theorem 4.5]). It was
pointed out to us that Corollary 16 follows from this fact with n = 2 and [7, Lemma 4.2]. We provide an alternate proof
here.
Corollary 16. Let A be in standard form such that W (A) is a (circular) disk centered at the origin. Then W (A) is the union of Blaschke
3-ellipses. Further, no disk centered at the origin of radius less than 1/2 contains a Blaschke 3-ellipse.
Proof. Consider the Blaschke product b associated with A. The points z j such that b(z j) = λ for some λ ∈ ∂D form a polygon
with sides z j z j+1 tangent to the circle. A Poncelet 3-circle centered at 0 circumscribed by a triangle with vertices on ∂D
has radius 12 . Every Poncelet circle centered at 0 circumscribed by a polygon with more than three vertices, all on ∂D, has
radius larger than the Poncelet circle inscribed in a triangle and we can apply the previous theorem.
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on ∂D containing λ circumscribing C1/2. Draw the two tangent lines from z = 1 to E , denoted t1 and t2, with t1 tangent to
the top half of E and t2 tangent to the bottom half, and draw two tangent lines from z = 1 to C1/2, denoted s1 and s2, with
s1 tangent to the top half of the circle and s2 tangent to the bottom half. The acute angle between the real axis and tangent
line t1 is less than the acute angle between real axis and tangent line s1. Similarly, the acute angle between s2 and the
real axis is greater than the acute angle between the real line and t2. So, the line segment with vertices on ∂D joining the
tangent lines t1 and t2 lies farther from the origin than the line segment joining s1 and s2. This third line segment cannot
intersect E , a contradiction. 
4. Finite Blaschke products and applications
In this section, we show how our results can be applied to a question related to dynamical systems. Linear fractional
maps T (z) = αz+β
δz+γ where αδ − βγ = 0 are classiﬁed according to their ﬁxed points. Such a map, if it is not the identity,
has one or two ﬁxed points in the extended complex plane (see, for example, [24, p. 5]). Automorphisms of D (analytic
bijections of D onto itself) are of the form Mα,θ (z) = eiθ α−z1−αz . Two automorphisms Mα,θ and Mβ,γ are said to be conjugate
to each other if there exists a linear fractional map S such that Mα,θ = S ◦ Mβ,γ ◦ S−1. An elliptic automorphism has one
ﬁxed point inside D, a ﬁxed point outside D, and is conjugate to R(z) = eiθ z for some θ . If M is an elliptic automorphism
satisfying Mn = id for some integer n > 0, then eiθ must be a root of unity.
Theorem 17. Let h = id be an analytic self-map of D. The following are equivalent:
1. There exists a Blaschke product b of degree n such that b ◦ h = b.
2. The function h is an elliptic automorphism for which there exists n > 1 such that hn = id and h j = id for j < n.
Moreover, if hn = id, there is a curve that is tangent to the polygonal boundary of the co{z,h(z), . . . ,hn−1(z)} for every point z ∈ ∂D.
The foci of this curve are the nonzero zeros of the Blaschke product.
Proof. That (1) implies (2) follows from [2, Theorem 3.1].
Now we show that (2) implies (1). Since h is elliptic, h has a ﬁxed point in D. Let a denote this ﬁxed point. Now n is
the smallest integer such that hn = id. Since h has two ﬁxed points, we may choose z0 so that |z0| = 1 and z0 is not a
ﬁxed point. Consider the orbit of z0: z j = h j(z0). Note that z j = zk for 0  j,k < n and j = k. Furthermore, zn = z0. Now
choose a point w0 between z0 and z1 on the unit circle so that w0 is not a ﬁxed point, and consider the orbit of w0.
These two orbits are interspersed, so (using Corollary 10) there exists a Blaschke product b of degree n such that b(0) = 0,
b(z j) = b(zk) and b(w j) = b(wk) for all j and k. So (b ◦ h)(z j) = b(z j), (b ◦ h)(w j) = b(w j), and since a is the ﬁxed point
of h, (b ◦ h)(a) = b(a). Therefore, multiplying by the denominators of b ◦ h and b, we obtain two polynomials of degree 2n
and they agree on 2n + 1 points. Thus, they are equal, establishing b ◦ h = b.
For each z ∈ ∂D, form the n-sided polygon joining the points in the orbit of h(z) in order of increasing argument. Then
the Blaschke product b will identify these points. Thus, these line segments are tangent to W (A), where A is the matrix in
standard form associated with b. 
In the case of three points, the polygons above will always be formed using successive points and therefore [3, Theo-
rem 1] shows that the line segment joining z to h(z) is tangent to the ellipse |z − a1| + |z − a2| = |1− a1a2|, where a1 and
a2 are the zeros of the identifying Blaschke product c of degree three with c(0) = 0. This recovers [5, Theorem 1], in the
case of three points. In addition, if h is conjugate to R1(z) = e2π i/nz or Rn−1(z) = e2π(n−1)i/nz the curve will also be tangent
to the line segment joining z0 to h(z0).
The work of Craighead and Carroll used above has been generalized by Chalendar and Mortini [1]. Proposition 2.4 of
their paper contains a description of Blaschke products b with b ◦ h = λb for h an elliptic automorphism.
5. Sendov’s conjecture and Blaschke products
We now study the special case of the Sendov conjecture in which the zeros of the polynomials lie on ∂D. If the polyno-
mial has distinct zeros on ∂D, the critical points will lie in D, by the Gauss–Lucas theorem. We consider a generalization of
the conjecture to outer functions that “look like” polynomials; that is, functions of the form q(z) =∏mj=1(z − z j)mj , where
mj > 0 need not be integers and z j ∈ ∂D.
Given a Blaschke product b and γ ∈ ∂D, if b(z) = γ what is the distance from the point z to the closest nonzero zero
of b? In general, the distance can be quite large: Let  with 0 <   1/2 be given and let C be the Blaschke product deﬁned
by C(z)/zC(z)−1 = z−1 + 1−z+1 . Then C(1) = C(−1) = 1, but C has only one nonzero zero and it is located at the point 1− 2 . If we
choose  to be small, we can make the distance to the nonzero zero, | − 1− (1− 2)|, close to 2. Thus, with the exception
of the case  = 1/2, there is no Sendov result for Blaschke products and the distance to the nonzero zeros. Of course, the
distance to 0 is still at most one in this case.
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ever, the distance from −1 to a zero of C1 is | − 1 − a| > 1, and we can make this as close to 2 as we wish by shifting
a along the real axis. If we assume that our Blaschke product maps 0 to 0, our matrices Bλ and A do provide interesting
estimates.
It is well known that Sendov’s conjecture holds if all zeros are on ∂D [25, Chapter 6]. Associated Blaschke products
provide an alternate proof.
Theorem 18. Let p be a polynomial with distinct zeros z1, . . . , zn+1 ∈ ∂D and let a1, . . . ,an be the zeros of p′ . Then for each j, there
exists a zero ak j such that |z j − ak j |
√
1− |ak j |2 and a zero ak′j such that |z j − ak′j |
√
1− |ak′j |2 .
Proof. By Lemma 14, p is associated with a Blaschke product b. From [3, Lemma 4] and Eq. (2), 1/mj = 1+∑nk=1 1−|ak |2|z j−ak |2 .
Lemma 14 implies that mj = 1/(n + 1). Thus ∑nk=1 1−|ak |2|z j−ak |2 = n, and the result follows. 
Recall that for an n×n matrix A = [a jk], the Frobenius norm is deﬁned by ‖A‖2 = (∑nj,k=1 |a jk|2)1/2. We will use a result
of Hoffman and Wielandt:
Theorem 19. (See [15, p. 368].) Let D and E be n × n matrices with D and D + E normal. Let {a1, . . . ,an} be the eigenvalues of
D in some order and let {λ1, . . . , λn} be the eigenvalues of D + E in some order. There is a permutation σ of {1, . . . ,n} such that∑n
j=1 |λσ( j) − a j |2  ‖E‖22 .
When the zeros of a polynomial p are close to 1 in modulus, Theorem 20 provides good distance estimates.
Theorem 20. Let p be a monic polynomial of degree n with distinct zeros in D and distinct and nonzero critical values. Let b be the
Blaschke product formed with the zeros a1, . . . ,an−1 of p′ and having an additional zero at zero. Then for each λ ∈ ∂D there exists a
function qλ such that:
(a) qλ vanishes at the n distinct points, λ1, . . . , λn where b(λ j) = λ.
(b) q′λ vanishes at precisely the zeros of p′ .
(c) There exists a function hλ , analytic in D, such that q′λ(z) = b(z)hλ(z) and qλ(z) = zhλ(z)[b(z) − λ].
(d) Let an = λ∏n−1j=1(−a j). There is a permutation σ of {1, . . . ,n} such that
n∑
j=1
|λσ( j) − a j|2 
n∑
j=1
(
1− |a j|2
)
 2
n−1∑
j=1
(
1− |a j|2
)
. (5)
Proof. Since b is the Blaschke product with zeros at 0 and the zeros of p′ ,
b(z) = z
(
p′(z)
zn−1p′(1/z)
)
.
By Eq. (3), there are n distinct points λ j ∈ ∂D with b(λ j) = λ. We deﬁne qλ(z) =∏nj=1(z− λ j)mj , where mj = λλ jb′(λ j) . By
[3, Lemma 4], mj > 0,
∑n
j=1mj = 1 and
b(z)/z
b(z) − λ =
n∑
j=1
mj
z − λ j .
Taking the logarithmic derivative of qλ(z) we see that
b(z)/z
b(z) − λ =
q′λ(z)
qλ(z)
.
Thus, (a) and (b) above hold. Equating the two expressions for b above and solving, we obtain p′(z)qλ(z) = q′λ(z)(zp′(z) −
λzn−1p′(1/z)). That implies q′λ(z) = p′(z) qλ(z)zp′(z)−λzn−1p′(1/z) , and the denominator does not vanish in D because all roots of
b(z) = λ are on ∂D and zn−1p′(1/z) does not vanish at the origin. Deﬁne hλ(z) = (zn−2p′(1/z)qλ(z))/(zp′(z)−λzn−1p′(1/z)).
Then q′λ(z) = b(z)hλ(z) and therefore qλ(z) = zhλ(z)(b(z) − λ), establishing (c).
Now we apply Theorem 19 to Bλ = Dλ + Eλ , where Dλ is the diagonal matrix and the diagonal entries are those of Bλ .
Then Dλ and Bλ are normal, so the theorem applies. From Theorem 6 the eigenvalues of Bλ are precisely the n points
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above, we compute ‖Eλ‖22 =
∑
j,k |e jk|2, where e jk denotes the jk-th entry of Eλ . Now ‖Eλ‖22 = ‖Bλ‖22 − ‖Dλ‖22. Since Bλ is
unitary and ‖Bλ‖22 = n, we have ‖Eλ‖22 = n−
∑n−1
j=1 |a j|2 −
∏n−1
j=1 |a j |2. Now
∏n−1
j=1 |a j |2 = |an|2 and the ﬁrst inequality holds.
For the second, we use induction to show 1 −∏k−1j=1 |a j |2 ∑k−1j=1(1 − |a j |2): The base step is trivial. Now (1 − |ak|2)(1 −∏k−1
j=1 |a j|2) 0, so
∑k
j=1(1− |a j |2) (1− |ak|2) + (1−
∏k
j=1 |a j |2) +
∏k
j=1 |a j |2 −
∏k−1
j=1 |a j |2. 
Corollary 21. Given a Blaschke product b with distinct zeros 0,a1, . . . ,an−1 ∈ D and λ ∈ ∂D, if b(λ j) = λ for j = 1, . . . ,n, then for
each j either there exists a zero of b, ak( j) , such that
|λ j − ak( j)|2 
n−1∑
j=1
(
1− |a j|2
)+ (1− ∣∣b′(0)∣∣2)
or ∣∣∣∣∣λ j − λ
n−1∏
j=1
(−a j)
∣∣∣∣∣
2

n−1∑
j=1
(
1− |a j|2
)+ (1− ∣∣b′(0)∣∣2).
Proof. Using the deﬁnition of an in Theorem 20 and Blaschke product deﬁned in this corollary we get |b′(0)| =∏n−1
j=1 |a j | = |an|. The corollary follows. 
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