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API aplikacijski programski vmesnik (ang. Application Programming Inter-
face)
ASCII nacˇin kodiranja znakov (ang. American Standard Code for Information
Interchange)
CPE Centralna Procesna Enota je osrednji del mikrokrmilnika ali mikropro-
cesorja, ki skrbi za izracˇunavanje in obdelavo podatkov ter upravljanje
strojne periferije
FIFO vrsta dogodkov, ki se obravnavajo v zaporedju vstopanja v vrsto (ang.
First In First Out)
FTP protokol sklada protokolov TCP/IP, ki se uporablja za komunikacijo v
racˇunalniških omrežjih (ang. File Transfer Protocol)
HTTP protokol sklada protokolov TCP/IP, ki se uporablja za komunikacijo v
racˇunalniških omrežjih (ang. HyperText Transfer Protocol)
ISR funkcija programske kode, ki obravnava dogodek strojne prekinitve
(ang. Interrupt Service Routine)
LCD tehnologija zaslona z uporabo tekocˇih kristalov (ang. Liquid Crystal
Display)
MUTEX ekskluzivno izkljucˇitveni semafor - programska struktura, ki omogocˇa
ekskluziven dostop do sistemskega vira (ang. MUTual EXclusion)
xv
xvi Seznam uporabljenih kratic
OSAL abstracijski sloj operacijskega sistema (ang. Operating System Abstrac-
tion Layer)
RFID tehnologija za brezžicˇni prenos podatkov med cˇitalcem in elektronsko
oznako v namen identifikacije (ang. Radio Frequency IDentification)
RTOS operacijski sistem, ki tecˇe v realnem cˇasu (ang. Real Time Operating
System)
SSL protokol sklada protokolov TCP/IP, ki se uporablja za varno šifrirano
komunikacijo v racˇunalniških omrežjih (ang. Secure Sockets Layer)
TCP/IP splošna oznaka za sklad protokolov, ki se uporablja v racˇunalniških
omrežnih komunikacijah (ang. Transmission Control Protocol/Internet
Protocol)
TELNET protokol sklada protokolov TCP/IP, namenjen oddaljeni komunikaciji
preko serijske konzole (ang. TErminaL over NETwork)
UART univerzalni serijski asinhroni vmesnik (ang. Universal Asynchronous
Receiver/ Transmitter)
UDP protokol sklada protokolov TCP/IP, ki se uporablja za komunikacijo v
racˇunalniških omrežjih (ang. User Datagram Protocol)
Povzetek
Razvoj programske opreme modernih vgrajenih elektronskih sistemov je obsežno
in zahtevno delo. Za doseganje hitrih in ucˇinkovitih rezultatov je potrebno razvoj
programske opreme poenostaviti z orodjem, ki standardizira razvojni proces. V
nalogi predstavimo postopek izdelave orodja, ki ga bomo imenovali programsko
razvojno ogrodje.
Pred pricˇetkom izdelave definiramo zahteve in cilje, ki jim moramo zadostiti in
jih dosecˇi pri izdelavi. Programskemu razvojnemu ogrodju dolocˇimo strukturo, ki jo
razdelimo na sistemske in aplikativne programske module ter na podporna orodja.
Sistemski programski moduli vsebujejo izvajalno osnovo. Aplikativni programski
moduli vsebujejo uporabniško aplikativno kodo. Podporna orodja nudijo metode
za objavljanje paketov izdelane programske opreme.
Uspešnost programskega razvojnega ogrodja v zakljucˇku potrdimo s primerom
uporabe v podjetju. Najprej navedemo nekaj uspešnih produktov, nato opravimo
analizo projektnega dela na podlagi realnih podatkov iz podjetja. Izdelano program-
sko razvojno ogrodje se dokazano izkaže kot ucˇinkovito orodje za razvoj programske
opreme vgrajenih elektronskih sistemov.
Kljucˇne besede: vgrajeni elektronski sistemi, programska oprema, programsko




Software development of modern embedded electronic systems is an extensive
and demanding job. In order to achieve fast and effective work process a software
tool for development process standardization is needed. We introduce a develop-
ment process of such tool. The tool will be called software development framework.
We determine and present the requirements and objectives our software deve-
lopment framework must meet before the development process begins. Afterwards
we define the structure divided into system and application software modules and
support tools. System software modules form the program execution basis. Appli-
cation software modules contain product user code. Support tools provide methods
for publishing packages of compiled software.
In conclusion we confirm the software development framework effectiveness by
applying it to a development process in an actual company. We present a number
of successful products and then perform an analysis of project work based on real
life data. The introduced software development framework has proven an effective
software tool for development of embedded electronic systems.





Programska oprema predstavlja temelj vsakega modernega vgrajenega elektron-
skega sistema. Z razvojem tehnologije postaja razvoj programske opreme obsežno
in zahtevno delo. Za doseganje hitrih in optimalnih rezultatov je potrebno razvoj
programske opreme poenostaviti z orodjem, ki omogocˇa hitro in ucˇinkovito delo.
Orodje mora ponujati standardizirane postopke in predpisovati množico preprostih
pravil za izdelavo programske opreme, zato bomo to orodje poimenovali program-
sko razvojno ogrodje.
1.1 Pomen programskih razvojnih ogrodij v razvojnem procesu
Razvojni procesi v modernih tehnoloških podjetjih so se v zadnjem desetletju precej
spremenili. Globalni trgi in konkurencˇnost so postali neusmiljeni in zahtevajo kon-
stanten in hiter razvoj novejših in modernejših produktov, ki bodo privlacˇili koncˇne
uporabnike. Na drugi strani pa moderni produkti postajajo vedno bolj napredni,
kompleksni in razvojno obsežni ter posledicˇno zahtevajo vedno vecˇ razvojnega cˇasa.
Cˇe je še pred cˇasom veljalo, da razvoj novega produkta zahteva kopico izvirnega
raziskovalnega dela, je danes doseg cilja in uspeh novega produkta bolj odvisen od
odlocˇitve, kako cˇim hitreje izbrati prave, že pripravljene, gradnike produkta in jih
na pravi nacˇin sestaviti in združiti v izvirni koncˇni produkt. Zahtevi po vedno hitrej-
šem razvoju produktov na eni strani in vedno vecˇji kompleksnosti na drugi strani




S tem izzivom se srecˇuje celotna panoga tehnološke industrije, od izdelovalcev in
razvijalcev koncˇnih produktov do ponudnikov gradnikov, tako strojnih kot program-
skih. Proizvajalci gradnikov se zavedajo, da danes ni vecˇ dovolj ponuditi napredno
strojno opremo, ampak je zelo pomemben dejavnik tudi dobra programska pod-
pora v obliki že pripravljenih knjižnic in programskih razvojnih ogrodij. Za boljše
razumevanje najprej definirajmo pojma programsko razvojno ogrodje in knjižnica:
Programsko razvojno ogrodje je programski sistem, ki predpisuje vnaprej dolo-
cˇeno množico pravil uporabe v zameno za vkljucˇene sistemske funkcije, ki optimalno
izkorišcˇajo strojno opremo.
Knjižnica je množica funkcij, ki skupaj nudijo zakljucˇeno funkcionalnost, vendar
ne delujejo kot zakljucˇen programski sistem.
Kadar govorimo o koncˇnem produktu s stališcˇa programskega razvojnega
ogrodja, moramo poznati osnovne gradnike takega produkta, ki so prikazani na
sliki 1.1. Temelj je strojna oprema produkta, na kateri tecˇe programska oprema,
ki je sestavljena iz programskega razvojnega ogrodja in aplikativne programske
opreme. Programsko razvojno ogrodje dalje delimo na vecˇ programskih modulov:
gonilnike, jedro, knjižnice in sistemske programske module. Aplikativna program-
ska oprema predstavlja glavno dodano vrednost, saj vsebuje programsko kodo, ki
izvaja funkcionalnost produkta.
Programska razvojna ogrodja in knjižnice omogocˇajo proizvajalcem koncˇnih
produktov hitrejši razvoj brez dolgotrajnega spoznavanja in potrebe po razumevanju
nove strojne opreme. Poleg hitrejšega razvoja pa programska razvojna ogrodja tudi
standardizirajo razvojni proces, saj razvijalce prisilijo in jih vodijo, da delo opravljajo
v okviru vnaprej dolocˇenih pravil. S standardizacijo razvojnega procesa se precej
olajša tudi organizacija razvojnega procesa znotraj podjetja, saj se delo lažje razdeli
med vecˇ razvijalcev, oziroma še vecˇ, mogocˇa je tudi relativno preprosta menjava
razvijalcev v cˇasu razvoja produkta. Uporaba programskega razvojnega ogrodja
locˇuje proces razvijanja programske opreme koncˇnega produkta na aplikativno
programsko opremo in na samo programsko razvojno ogrodje.










Slika 1.1: Sestava opreme koncˇnega produkta
Programska razvojna ogrodja so v zadnjem desetletju postala pomemben de-
javnik, ki kljucˇno vpliva na razvojne procese znotraj podjetja. Izbira produktnih
gradnikov, katerih proizvajalci nudijo dobro podporo z lastnimi programskimi ra-
zvojnimi ogrodji ali knjižnicami, mocˇno pospeši in standardizira razvojni proces in
s tem pripomore k vecˇji konkurencˇnosti podjetja na trgu.
1.2 Programska razvojna ogrodja na kljucˇ
Programska razvojna ogrodja so na trgu prisotna v vecˇ oblikah in distribucijah.
Programsko razvojno ogrodje lahko predstavlja operacijski sistem z osnovnimi funk-
cijami (npr. Micrium μC/OS-II [1], FreeRTOS [2], μC/OS-III [3]), operacijski sistem
z razširjenim naborom funkcij (npr. eCos [4], VxWorks [5], Linux [6]), lahko je na
voljo tudi kot kompleksna množica knjižnic (npr. Microchip MPLAB Harmony [7]).
Programska razvojna ogrodja so na voljo v razlicˇnih distribucijah, od brezplacˇnih,
do licencˇnih, vezanih na strojno opremo, in do popolnoma placˇljivih. Programska
razvojna ogrodja so lahko pripravljena za delovanje na tocˇno dolocˇenih strojnih
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arhitekturah ali pa so popolnoma prilagodljiva med arhitekturami. Programska ra-
zvojna ogrodja so na voljo kot programski paketi in zato jih imenujmo programska
razvojna ogrodja “na kljucˇ”.
Izbira pravega programskega razvojnega ogrodja zaradi široke ponudbe na trgu
zahteva tehten premislek in analizo ponujenih zmožnosti. Potrebno je upoštevati
vse lastnosti od podprtih strojnih arhitektur do možnosti razširitev v prihodnosti.
Velikokrat se izkaže, da je v zacˇetni fazi razvoja prakticˇno nemogocˇe predvideti
vse, kar bo potrebno podpreti v cˇasu razvoja produkta. Zato je priporocˇljivo že na
zacˇetku razvojnega procesa izbrati programsko razvojno ogrodje in strojno opremo,
ki ima veliko vecˇje zmogljivosti, kot je sprva potrebno glede na produktne zahteve.
Programskega razvojnega ogrodja “na kljucˇ”, ko je bilo dokoncˇno izbrano, tekom
razvoja produkta ne smemo spreminjati in posodabljati brez upravicˇenega razloga,
saj predstavlja zunanjo programsko opremo, ki ni popolnoma v naši domeni in
vsakršna sprememba ima lahko velik vpliv na stabilnost in izvajanje celotne opreme
koncˇnega produkta. Zavedati se moramo, da spremenjeno programsko razvojno
ogrodje “na kljucˇ” postaja deloma naše lastno in kot tako zahteva lasten razvoj.
S tem pa izgubljamo prednost locˇevanja razvoja programske opreme koncˇnega
produkta med aplikativno programsko opremo in programskim razvojnih ogrodjem.
Izbira programskega razvojnega ogrodja “na kljucˇ” ima svoje prednosti in slabo-
sti. Prednost je zmanjšan obseg razvoja, saj se razvojni proces osredotocˇi le na razvoj
aplikativne programske opreme in ne vecˇ na celoten programski sistem produkta.
Slabosti pa so zaprtost kode, prepustitev sistemskega dela programske opreme zu-
nanjemu partnerju in potreba po predimenzioniranju minimalne zahtevane strojne
opreme, kar zviša ceno koncˇnega produkta.
1.3 Razvoj lastnega programskega razvojnega ogrodja
Izdelava lastnega programskega razvojnega ogrodja je pomembna odlocˇitev, ki jo
sprejme razvojni oddelek tehnološkega podjetja in ima pomembne posledice za
1.3 Razvoj lastnega programskega razvojnega ogrodja 9
potek razvojnega procesa v prihodnosti podjetja. Izdelava lastnega programskega
razvojnega ogrodja predstavlja samostojen razvojni projekt, ki nima cilja v koncˇnem
produktu, ampak v optimizaciji razvojnega procesa na vecˇ koncˇnih produktih hkrati.
Razvoj lastnega programskega razvojnega ogrodja je kompleksna naloga, ki zahteva
precejšen del sredstev razvoja in se uvršcˇa med velike razvojne projekte.
Za uspešen razvoj lastnega programskega razvojnega ogrodja je potrebno defi-
nirati cilje in zahteve, ki so v skladu s splošnimi smernicami in vizijo tehnološkega
podjetja. Kasneje se dolocˇi še struktura programskega razvojnega ogrodja ter pro-
gramske module, ki bodo na razpolago razvijalcem aplikativne programske opreme.
Uspešnost lastnega programskega razvojnega ogrodja se izkaže cˇez cˇas v kolicˇini
uspešno zakljucˇenih koncˇnih produktov. V naslednjih poglavjih bomo predstavili
proces nacˇrtovanja lastnega programskega razvojnega ogrodja.
10 Uvod
2 Zahteve in cilji programskega razvojnega
ogrodja
Pred pricˇetkom izdelave lastnega programskega razvojnega ogrodja je potrebno
natancˇno definirati zahteve in cilje. Izdelava lastnega programskega razvojnega
ogrodja predstavlja pomemben del razvojnega procesa, saj bo programsko razvojno
ogrodje predstavljalo temelj za veliko razlicˇnih koncˇnih produktov. Dobro defini-
rane zahteve in cilji programskega razvojnega ogrodja pred pricˇetkom izdelave
predstavljajo razvojno prednost za razvoj koncˇnih produktov v prihodnosti.
Zahteve programskega razvojnega ogrodja predstavljajo minimalni zahtevani
nabor funkcionalnosti, ki jih mora razvojno okolje zagotavljati in jih dalje razdelimo
na zahteve strojne opreme in zahteve programske opreme. Med zahteve program-
skega razvojnega ogrodja spada predpisana minimalna zmogljivost strojne opreme,
izbira strojne arhitekture, predpisana odzivnost v realnem cˇasu ter minimalna koli-
cˇino sistemskega pomnilnika. Z zahtevami definiramo minimalen potreben nabor la-
stnosti strojne in programske opreme, ki ga moramo zagotavljati, da se programsko
razvojno ogrodje lahko uporabi pri razvoju programske opreme koncˇnega produkta.
Cilji programskega razvojnega ogrodja pa predstavljajo zmožnosti v smislu
olajšanja in optimizacije razvojnega procesa. Tudi cilje dalje razdelimo na cilje, ve-
zane na strojno opremo, in cilje, vezane na programsko opremo. Cilji programskega
razvojnega ogrodja so standardizacija razvojnega procesa, sistematiziran razvoj
programskih modulov, projektno organizirano delo ter hitrejši razvoj programske
opreme koncˇnih produktov. Cilji predstavljajo razloge za vpeljavo programskega
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razvojnega ogrodja v razvojni proces podjetja.
2.1 Strojna oprema
Zahteve in cilji programskega razvojnega ogrodja strojne opreme so tesno vezani na
logisticˇne in marketinške odlocˇitve znotraj podjetja. Pri dolocˇanju zahtev in ciljev
je potrebno upoštevati razlicˇne vidike, ki velikokrat niso pogojeni s samostojnimi
odlocˇitvami tehnicˇno razvojnih oddelkov, ampak predstavljajo kompromise med vecˇ
oddelki v podjetju. Dejavniki, ki vplivajo na dolocˇanje zahtev in predvsem ciljev
programskega razvojnega ogrodja so poslovne povezave med proizvajalci strojne
opreme, poslovni odnosi med distributerji strojne opreme, cenovna politika, nivo
podpore proizvajalca strojne opreme ter možnost izvedbe in razširljivost izbrane
strojne opreme. V osnovni delitvi zahteve in cilje strojne opreme programskega
razvojnega ogrodja lahko definiramo z dveh vidikov, financˇnega, ki je domena lo-
gisticˇnih in marketinških odlocˇitev, in izvedbenega vidika, ki je v domeni tehnicˇno
razvojnih odlocˇitev. Oba vidika sta enako pomembna in ju je potrebno uravnotežiti,
da dosežemo optimalno definicijo zahtev in ciljev.
2.1.1 Financˇni vidik
Razvoj programskega razvojnega ogrodja v razvojnem oddelku predstavlja vecˇji in
kompleksnejši razvojni projekt. Vecˇji razvojni projekti so financˇno bolj zahtevni za
nacˇrtovanje, tako zaradi cˇasovne razmejitve dela kot tudi zaradi višje kvalificiranosti
razvijalcev. Financˇni vidik je zato tisti, ki zaradi financˇnih omejitev definira zahteve
programskega razvojnega ogrodja.
Zahteve programskega razvojnega okolja s financˇnega vidika omejujejo na-
bor funkcionalnosti na minimalni zahtevani nabor, da bo zadostil najbolj aktualnemu
projektu koncˇnega produkta, ki bo izdelan s programskim razvojnim ogrodjem. Tem
omejitvam je najbolj podvržena ravno izbira strojne opreme, saj pri velikoserijski
proizvodnji cena strojne oprema predstavlja poglavitni del cene koncˇnega produkta.
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Financˇni vidik dodatno postavlja tudi omejitve o izvirnosti posameznih modulov
programskega razvojnega ogrodja in spodbuja vkljucˇitev že pripravljenih tujih knji-
žnic in funkcionalnih sklopov zaradi zmanjševanja razvojnih stroškov. Uporaba že
pripravljenih funkcionalnih sklopov pa zmanjšuje izvirnost lastnega programskega
razvojnega ogrodja in se približuje programskim razvojnim ogrodjem “na kljucˇ” in
posredno tudi slabostim, povezanih z njimi (poglavje 1.2). Posledica prevelikega
vpliva financˇnih omejitev je velikokrat izbira prešibke strojne opreme, ki ne bo mo-
gla zadostiti potrebam v prihodnosti, zato je še toliko bolj pomembno uravnotežiti
financˇni in izvedbeni vidik definicije zahtev in ciljev.
Cilji programskega razvojnega ogrodja s financˇnega vidika pa vkljucˇujejo
dolgorocˇni vpliv programskega razvojnega ogrodja na optimizacijo razvojnega pro-
cesa in izdelavo novih produktov. Dolgorocˇno gledano vpeljava lastnega program-
skega razvojnega ogrodja zmanjša stroške razvojnega procesa na podprti strojni
opremi, kar je eden od poglavitnih financˇnih ciljev izdelave programskega razvoj-
nega ogrodja.
2.1.2 Izvedbeni vidik
Izvedbeni vidik definicije zahtev in ciljev novega programskega razvojnega ogrodja
se ukvarja z nacˇinom in obsegom tehnicˇne izvedbe.
Zahteve programskega razvojnega ogrodja z izvedbenega vidika so v do-
meni tehnicˇno razvojnih oddelkov, ki pri dolocˇanju zahtev programskega razvojnega
ogrodja predvidevajo uporabo najnovejših tehnoloških orodij strojne in programske
opreme. Obenem tehnicˇno razvojni oddelki razmišljajo o podpori za široko upo-
rabnost razvojnega okolja tudi v prihodnosti. Med zahteve se zato vkljucˇi uporabo
mocˇnejše in bolj moderne strojne opreme, ki ima tudi višjo ceno. Pomemben faktor
s stališcˇa izvedbenega vidika dolocˇanja zahtev je tudi ponudba podpornih orodij, ki
so na voljo za izbrano strojno opremo. Boljša je podpora, ki je na voljo, lažje in bolj
razširljivo bo programsko razvojno ogrodje po koncˇanem razvoju.
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Cilji programskega razvojnega ogrodja z izvedbenega vidika so predvsem
standardizirati in poenotiti razvojni proces v podjetju in s tem izboljšati izvedbeno
ucˇinkovitost razvojnega procesa. Izvedbeni vidik se ukvarja izkljucˇno z optimalnim
delovnim procesom v smislu urejenosti, zahtevnosti in vzdrževanja, kar pa ni nujno
v skladu s financˇnim vidikom, ki poglavitno vlogo pri odlocˇitvi daje zmanjševanju
stroškov.
2.2 Programska oprema
Pri dolocˇanju zahtev in ciljev programske opreme se osredotocˇimo na lastnosti in vr-
ste programskih modulov, ki so osnovni gradniki programskega razvojnega ogrodja.
Cˇe za strojno opremo velja, da so zahteve in cilji pogojeni z razlicˇnimi vidiki, ki
vsak s svojega zornega kota postavljajo omejitve pri izbiri prave strojne opreme (po-
glavje 2.1), so pri programski opremi zahteve in cilji že konkretizirani na specificˇne
tehnicˇne zahteve, vezane na produkte, lastnosti produktov in na organizacijo ter
nacˇin uporabe programskega razvojnega ogrodja. V nadaljevanju se osredotocˇimo
na nekaj glavnih zahtev in ciljev programske opreme.
2.2.1 Cˇasovni odziv in hitrost izvajanja
Poglavitni zahtevi programskega razvojnega ogrodja sta cˇasovni odziv in hitrost
izvajanja procesov programske opreme. Obe zahtevi imata opraviti s cˇasovnimi
parametri izvajanja vendar vsaka na svoj nacˇin.
Cˇasovni odziv programskega razvojnega ogrodja definira hitrost odzivanja na
zunanje dogodke. Cilj je dosecˇi odziv, ki je cˇim bližje realnemu cˇasu. To pomeni,
da se produkt, na katerem tecˇe programska oprema, ki je izdelana na bazi našega
programskega razvojnega ogrodja, odziva na zunanji dogodek takoj, ko se zgodi, z
minimalno cˇasovno zakasnitvijo. V nekaterih primerih je izpolnjevanje te zahteve
preprosto (npr. odzivanje na zunanje digitalne signale, generiranje preprostih pe-
riodicˇnih signalov s strojno opremo), v drugih primerih pa lahko že bolj težavno
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(digitalno procesiranje analognih vhodnih signalov, generiranje poljubnega analo-
gnega signala). Zahteva cˇasovnega odziva je podana kot maksimalna dovoljena
zakasnitev odzivanja na zunanji dogodek, cilj programskega razvojnega ogrodja pa
je zagotoviti najvecˇjo možno odzivnost v realnem cˇasu. Odzivanje v realnem cˇasu
pa je mocˇno odvisno tudi od nacˇina izdelave aplikativne programske opreme.
Hitrost izvajanja programskega razvojnega ogrodja predstavlja skupno sistem-
sko hitrost celotne programske opreme, ki vkljucˇuje tako programsko razvojno
ogrodje kot tudi aplikativno programsko opremo ter podporna programska orodja.
Zahteve pri hitrosti izvajanja programskega razvojnega ogrodja so definirane z
zmogljivostjo koncˇnega produkta in zato jih je težko izpolniti pri neodvisnem ra-
zvoju splošnega programskega razvojnega ogrodja. Cilj programskega razvojnega
ogrodja je pripraviti programsko opremo do te mere, da jo bo naknadno pri razvoju
aplikativne programske opreme kar najbolje možno prilagajati. Hitrost izvajanja
programskega razvojnega ogrodja je neposredno povezana z zmogljivostjo strojne
opreme. Kadar pri produktu ni mogocˇe zagotoviti zadostne hitrosti izvajanja, to po-
meni, da je zmogljivost produkta premajhna in bo potrebno razmišljati o zamenjavi
strojne opreme.
2.2.2 Projektno delo
V sodobnih tehnoloških podjetjih razvoj programske opreme poteka po ustaljenih
smernicah projektnega dela. Projektno delo omogocˇa sistematicˇen in urejen ra-
zvoj programske opreme v razvojnih ekipah. Razvojne ekipe so sestavljene iz vecˇ
razvijalcev, kjer vsak razvija vsebinsko zakljucˇeno celoto programske opreme. Za
ucˇinkovito projektno delo je potrebno zagotoviti:
• optimalno število usposobljenih programerjev,
• razvojni proces razdeliti na neodvisne naloge,
• omogocˇiti vzporedni razvoj ter
• standardizirati razvojni proces.
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Uporaba programskega razvojnega ogrodja locˇuje razvoj na dva neodvisna sklopa:
• sistemske programske module (poglavje 4), ki skupaj sestavljajo osnovo pro-
gramskega razvojnega ogrodja in
• aplikativne programske module (poglavje 5), ki skupaj sestavljajo aplikativno
programsko opremo.
Uporaba programskega razvojnega ogrodja zahteva upoštevanje pravil in s tem
standardizacijo razvojnega procesa. Zahteve programskega razvojnega ogrodja
za projektno delo sovpadajo z razlogi, zakaj se odlocˇimo za programsko razvojno
ogrodje. Po sprejeti odlocˇitvi o vpeljavi programskega razvojnega ogrodja v razvojni
proces so tudi doseženi cilji v smislu doseganja projektnega dela. Programsko
razvojno ogrodje predstavlja idealno orodje za zagotavljanje projektnega dela na
programski opremi.
2.2.3 Neodvisnost programskih modulov
Programsko razvojno ogrodje je sestavljeno iz množice programskih modulov, ki
spadajo v vecˇ vsebinsko zakljucˇenih celot. Sistemski programski moduli (poglavje
4) integrirajo jedro in izvajajo osnovne sistemske naloge upravljanja s pomnilni-
kom, nadzora izvajanja in razhrošcˇevanja aplikativne programske opreme. Aplika-
tivni programski moduli (poglavje 5) sestavljajo aplikativno programsko opremo,
ki vsebuje funkcionalnost koncˇnega produkta in vkljucˇujejo aplikacijo, gonilnike in
knjižnice.
Zaradi množice razlicˇnih programskih modulov je zahteva po stopnji neodvisno-
sti programskih modulov zelo pomembna za preprosto in hitro vzdrževanje in tudi
za samo uporabo programskega razvojnega ogrodja. Vsak od programskih modulov
mora imeti jasno definiran vmesnik, s katerim se povezuje z drugimi programskimi
moduli. Imeti mora jasno definirano lastno spominsko strukturo za hranjenje podat-
kov ter mora omogocˇati varne socˇasne dostope do skupnih sistemskih virov. Upo-
števanje teh zahtev se pokaže kot zelo koristno, sploh dolgorocˇno, ko je potrebno
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programsko razvojno ogrodje kakorkoli nadgraditi oziroma odpravljati napake.
Cilj neodvisnosti programskih modulov je priprava programskih modulov, ki so
jasno definirani, imajo standardizirane vmesnike, njihov razvoj pa je neodvisen.
Uporaba neodvisnih programskih modulov omogocˇa tudi preprosto opcijsko vklju-
cˇevanje in izkljucˇevanje modulov iz programskega razvojnega ogrodja glede na
potrebe koncˇnega produkta.
2.2.4 Prilagodljivost in souporaba programskih modulov
Poleg neodvisnosti programskih modulov je potrebno zagotoviti tudi možnost pri-
lagajanja programskih modulov razlicˇnim konfiguracijam koncˇnih produktov. Med
samim razvojem ali vkljucˇevanjem že pripravljenega programskega modula je po-
trebno upoštevati in predvideti možnosti prilagajanja.
Kot primer lahko navedemo programski modul gonilnika komunikacijskega vme-
snika protokola MODBUS [8], ki lahko uporablja razlicˇne fizicˇne vmesnike, kot na
primer RS-485 ali RS-232. Cˇeprav je lahko vecˇina programskega modula popolnoma
enaka, se modul razlikuje v funkcijah, ki krmilijo fizicˇni vmesnik. Cˇe se pri razvoju
programskega modula predvideva možnost uporabe vecˇ fizicˇnih vmesnikov in se
temu primerno locˇi programske sklope že ob pricˇetku razvoja, potem tak modul
postane uporaben za veliko tipov fizicˇnih vmesnikov in ni vecˇ potrebe po locˇenih
programskih modulih. Pri tem ni nujno, da se ob razvoju pripravi podporo za vecˇ
fizicˇnih vmesnikov hkrati, ampak je potrebno pripraviti le programske sklope in
strukture ter tako omogocˇiti lahko prilagodljivost v prihodnosti, ki bo omogocˇala
souporabo modulov v razlicˇnih konfiguracijah. Cilj priprave prilagodljivih modulov
je hitra in preprosta adaptacija sistema programskega razvojnega ogrodja v razlicˇnih
koncˇnih produktih.
18 Zahteve in cilji programskega razvojnega ogrodja
2.3 Zahteve in cilji našega programskega razvojnega ogrodja
Do zdaj smo o zahtevah in ciljih programskega razvojnega ogrodja govorili splošno,
ker pa bomo v nadaljevanju predstavili proces izdelave našega lastnega program-
skega razvojnega ogrodja, navedimo glavne zahteve in poglavitne cilje, ki smo jih
postavili pred zacˇetkom izdelave.
Zahteve strojne opreme:
• po usklajevanju v podjetju izberemo 32-bitno družino mikrokrmilnikov Micro-
chip PIC32 (arhitektura MIPS);
• minimalna potrebna hitrost delovanja mikrokrmilnika: 40 MHz;
• minimalna potrebna kolicˇina sistemskega pomnilnika: 32 KB;
• serijski asinhroni vmesnik (UART) za implementacijo razhrošcˇevalnega vme-
snika.
Cilji strojne opreme so izbrati strojno arhitekturo, ki bo:
• zagotavljala kvaliteto industrijskih standardov in dolgorocˇno dobavljivost;
• nudila širok izbor razlicˇnih strojnih konfiguracij mikrokrmilnikov;
• nudila dolgorocˇno tehnicˇno in programsko podporo proizvajalca.
Zahteve programske opreme:
• podpora programskega jezika C;
• odziv v realnem cˇasu, ki je manjši ali enak 10 ms;
• izvajanje najvecˇ 20 opravil hkrati z možnostjo razširitve;
• uporaba jedra RTOS (po usklajevanju izberemo Micrium µC/OS-II [1]).
Cilji programske opreme:
• zmanjšanje stroškov razvoja programske opreme;
• uvedba projektnega dela;
• možnost neodvisnega vzporednega razvoja vecˇ koncˇnih produktov hkrati;
• standardizacija razvojnega procesa in souporaba delov programske kode;
• poenotiti nacˇine objavljanja in posodabljanja paketov programske opreme.
3 Struktura programskega razvojnega
ogrodja
Programsko razvojno ogrodje ima natancˇno dolocˇeno strukturo, ki ima deﬁnirane
standardne dele s programskimi moduli, ki omogocˇajo lahko in hitro prilagajanje
ter nadgrajevanje v prihodnosti. Programsko razvojno ogrodje razdelimo na pet
osnovnih delov in tri podporne dele, ki so predstavljeni na sliki 3.1. Osnovni deli
predstavljajo gradnike, ki so nujno potrebni za delovanje programskega razvojnega
ogrodja, podporni deli pa nudijo dodatne funkcionalnosti, ki pospešujejo razvojni

















Slika 3.1: Struktura program-
skega razvojnega ogrodja
Osnovni deli programskega razvojnega
ogrodja so:
• jedro,
• sistemski programski moduli,




Podporni deli programskega razvojnega
ogrodja so:
• zagonski nalagalnik (ang. bootloader),
• orodja za pripravo izhodnih paketov,
• orodja za vzdrževanje.
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3.1 Jedro
Jedro je osnovni in glavni del programskega razvojnega ogrodja, ki vsebuje osnovi
izvajalni programski proces. Izbira jedra je odvisna od zahtev programskega ra-
zvojnega ogrodja (poglavje 2). Stabilnost, zmogljivost in razširljivost so pomembni
faktorji pri izbiri jedra. Jedro je lahko lastne izdelave ali pa zunanji programski
paket. Izbiramo lahko med vecˇ razlicˇnimi izvedbami jedra [9]:
1. Zancˇno izvajanje (ang. superloop): Pri tej izvedbi celoten programski proces
poteka v “veliki” neskoncˇni zanki, ki se izvaja z maksimalno možno hitrostjo.
Ko imamo opravka z vecˇ programskimi moduli se ti izvajajo drug za drugim
v glavni zanki, kar pomeni, da izvajamo t.i. kooperativno vecˇopravilnost. Ko-
operativna vecˇopravilnost pomeni, da se razlicˇna opravila izvajajo drugo za
drugim v cˇasovnem zaporedju, kot je prikazano na sliki 3.2. Prednost koo-
perativne vecˇopravilnosti je preprosta implementacija in lahko vzdrževanje,
slabost pa velika cˇasovna soodvisnost posameznih opravil in vecˇja poraba pro-
cesnega cˇasa ter slabši cˇasovni odziv. Izvedba jedra z zancˇnim izvajanjem je





Slika 3.2: Zancˇno izvajanje
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2. Dogodkovno izvajanje (ang. event driven): Pri tej izvedbi programski pro-
ces poteka preko kombinacije dogodkov in zanj deﬁniranih akcij. Tak koncept
je nadgradnja zancˇnega izvajanja, saj, cˇe je pri zancˇnem izvajanju vecˇji pou-
darek na cˇim hitrejšem cˇasovnem izvajanju vseh opravil, je pri dogodkovnem
izvajanju poudarek na cˇim hitrejšem izvajanju samo tistih opravil, ki imajo
preko cˇakajocˇega dogodka deﬁnirano akcijo. Programski proces se tako v
izbranem cˇasovnem trenutku ukvarja le z opravili, ki imajo cˇakajocˇe akcije.
Slika 3.3 prikazuje princip dogodkovnega izvajanja za tri dogodke A, B in C ,
ki se zgodijo ob cˇasih tA, tB in tC . Opravilo A se izvede ob cˇasu tA, opravilo B
ob cˇasu tB in tako naprej. Obravnava socˇasnih dogodkov (tA = tB = tC) zaradi
eno-nitne narave procesa ni mogocˇa. Opravila se takrat izvedejo drugo za
drugim v cˇasovnih intervalih, ki so približno enaki trajanju izvajanja predho-
dno obravnavanega opravila. Zaporedje izvajanja opravil socˇasnih dogodkov
je odvisno od strukture kode programskega procesa.
Prednost dogodkovnega izvajanja je bolj ucˇinkovito izkorišcˇanje sistemskih vi-
rov termanjša poraba procesnega cˇasa, slabost pa vecˇja kompleksnost izdelave
in vzdrževanja, sploh bolj obsežnih sistemov. Izvedba jedra z dogodkovnim
izvajanjem je primerna za manj in srednje zmogljive strojne arhitekture in
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Slika 3.3: Dogodkovno izvajanje
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3. Operacijski sistem v realnem cˇasu (ang. RTOS): Izvedba je nadgradnja
dogodkovnega izvajanja programskega procesa. Pri tej izvedbi za izvajanje
procesa skrbi razvršcˇevalnik, ki preko razlicˇnih metodologij razvršcˇanja upra-
vlja z zaporedjem izvajanja opravil. Slika 3.4 prikazuje obravnavo dogodkov
A, B in C ob cˇasih tA, tB in tC . Pri tej izvedbi imamo opraviti s socˇasnim
(vecˇ-nitnim) izvajanjem vecˇ opravil, saj razvršcˇevalnik poleg razvršcˇanja iz-
vaja tudi preklope med opravili, tako da je v okviru omejitev odziva v realnem
cˇasu možna obravnava socˇasnih dogodkov (tA = tB = tC). Tako lahko med
izvajanjem akcije prvega opravila obravnavamo dogodek, ki sproži drugo ak-
cijo in s tem drugo opravilo. Izvedba je zaradi prilagodljivosti in nudenja
prave vecˇopravilnosti najbolj primerna za širok spekter modulov in zato tudi
najbolj primerna za uporabo v programskem razvojnem ogrodju. Slabost
izvedbe je vecˇja poraba sistemskih virov in potreba po predimenzioniranju
strojne opreme, saj razvršcˇevalnik potrebuje lastne sistemske vire, da lahko
izvaja svojo nalogo. Operacijskemu sistemu v realnem cˇasu bomo namenili
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Slika 3.4: Izvajanje z operacijskim sistemom v realnem cˇasu
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3.1.1 RTOS
Operacijski sistem v realnem cˇasu (v nadaljevanju RTOS) je skupek programskih
modulov, ki nudi izvajalno osnovo za sisteme vecˇjih kompleksnosti z namenom raz-
cˇlenitve programskih nalog v vecˇ manjših med seboj neodvisnih opravil za doseganje
lažjega vzdrževanja in bolj ucˇinkovitega izvajanja v realnem cˇasu [10, poglavje 4].
RTOS prav tako upravlja in predpisuje standardiziran dostop do strojne opreme in
skupnih sistemskih virov. RTOS se obicˇajno pridobi kot zakljucˇen programski paket
in ga je potrebno le vkljucˇiti v programsko razvojno ogrodje, alternativa izdelave
lastnega RTOS ni smiselna zaradi množice že pripravljenih rešitev na trgu, razen cˇe
moramo zagotoviti specificˇne nestandardne funkcionalnosti.
RTOS razdeli programske naloge na vecˇ programskih opravil [10, poglavje 5],
ki se med seboj izvajajo popolnoma neodvisno. Ko imamo opravka z vecˇ neodvi-
snimi opravili, se pojavi potreba po nacˇinu in principu razvršcˇanja vrstnega reda
izvajanja opravil. Neodvisnost izvajanja pomeni, da razlicˇna opravila med seboj ni-
majo neposrednih povezav, zato moramo poznati metode opravilne komunikacije in
opravilne sinhronizacije. Opravilna komunikacije je potrebna, kadar si morajo neod-
visna opravila med seboj izmenjavati podatke, opravilna sinhronizacija pa omogocˇa
kontroliran, socˇasen dostop do skupnih sistemskih virov.
Pri izbiri pravega RTOS je torej potrebno poznati osnovne omejitve in razlicˇne
izvedbe sistemov:
1. Nacˇin razvršcˇanja opravil: Poznamo vecˇ razlicˇnih pristopov k razvršcˇanju
opravil, vsak pristop ima svoje prednosti in lastnosti [11]. Naštejmo le najbolj
pogoste: kooperativno razvršcˇanje, prioritetno razvršcˇanje in cˇasovno razvr-
šcˇanje. Kooperativno razvršcˇanje daje poudarek socˇasnemu izvajanju vseh
opravil v cˇim hitrejšem cˇasu, prioritetno razvršcˇanje vpelje pojem prioritete in
daje poudarek cˇim hitrejšemu izvajanju opravil z višjo prioriteto pred opravili
z nižjo prioriteto, cˇasovno razvršcˇanje pa daje poudarek opravilom, ki izpol-
njujejo dolocˇen cˇasovni pogoj (cˇas izvajanja opravila, potrebni minimalni cˇas
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klicanja opravila, itd..) pred ostalimi opravili. Za vgrajene sisteme najboljšo
cˇasovno odzivnost dosega prioritetno razvršcˇanje, saj vpeljuje prioritete opra-
vil, kar omogocˇa uporabniku dober nadzor nad pomembnostjo dolocˇenega
opravila. Kooperativno razvršcˇanje ni ucˇinkovito, cˇasovno razvršcˇanje pa je
bolj primerno za strogo namenske sisteme kot za splošno uporabo.
2. Ponujene možnost opravilne komunikacije: Razlicˇni na trgu dostopni RTOS
nudijo razlicˇne implementacije mehanizmov opravilne komunikacije, ki v
osnovi nudijo enake funkcionalnosti le z razlicˇnimi zmogljivostmi [10, po-
glavje 7]. Najbolj osnovne implementacije opravilne komunikacije nudijo
podporo dogodkovnim zastavicam (ang. event flags) in dogodkovnim nabi-
ralnikom (ang. event mailbox), bolj napredne implementacije pa nudijo tudi
preproste ali izvedene sporocˇilne vrste z ali brez cˇasovne kontrole (ang. mes-
sage queue). Uporaba sporocˇilnih vrst je velik preskok naprej, saj sporocˇilne
vrste predstavljajo medpomnilnike FIFO v komunikaciji med opravili in s tem
omogocˇajo pomnjenje dogodkov, ki se zgodijo hitreje, kot pa jih je sistem
sposoben obdelati.
3. Ponujene možnosti opravilne sinhronizacije: Pri možnostih opravilne sin-
hronizacije imamo v osnovni obliki opravka z binarnimi in števnimi semaforji,
ki so na voljo v vecˇini implementacij RTOS [10, poglavje 6]. Binarni semafor
omogocˇa sinhronizacijo med opravili v smislu ekskluzivnega dostopa enega
opravila do sistemskega vira, števni semaforji nadgradijo ta koncept in nudijo
vecˇkratni omejen dostop do sistemskega vira. Bolj napredne implementacije
nudijo tudi vzajemno izkljucˇitveni semafor (ang. mutex), ki je nadgradnja bi-
narnega semaforja in vpeljuje tudi pojem lastništva sistemskega vira. Opravilo,
ki vkljucˇi mutex na sistemskem viru, pridobi zacˇasno lastništvo in hkrati tudi
višjo prioriteto, da lahko opravi operacijo nad sistemskim virom prioritetno z
namenom cˇim hitrejše sprostitve sistemskega vira za druga opravila.
4. Ponujene možnosti podporne programske opreme: Nekateri RTOS nudijo
le osnovno funkcionalnost razvršcˇevalnika opravil in možnost opravilne ko-
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munikacije in sinhronizacije, drugi pa ponujajo v paketu tudi upravljalnike sis-
temskega pomnilnika, dinamicˇne rezervacije pomnilnega prostora, podporne
razhrošcˇevalne module ter ne nazadnje tudi celotne programske knjižnice
protokolnih skladov in graficˇnih jeder. Dodatni moduli so velikokrat na voljo
kot razširitve in uporaba je povezana z višjimi stroški. Podporno programsko
opremo pri izdelavi programskega razvojnega ogrodja vkljucˇimo kot locˇen
osnovni del, tako da nas ta del zmožnosti RTOS ne zanima.
3.1.2 Arhitektura strojne opreme
Pri izbiri in integraciji jedra v programsko razvojno ogrodje je potrebno upošte-
vati tudi posebnosti strojne opreme, na kateri se bo programsko razvojno ogrodje
uporabljalo in temu primerno že v zacˇetku prilagoditi strukturo. Najpomembnejši
dejavnik predstavlja arhitektura centralne procesne enote (v nadaljevanju CPE) glav-
nega mikrokrmilnika ali mikroprocesorja. Arhitektura CPE vpliva na izbiro jedra,
saj moramo izbrati tako jedro, ki že in bo tudi v prihodnosti podpiralo vse razlicˇice
arhitektur CPE, ki jih želimo podpreti. Velikokrat je del jedra napisan v zbirnem je-
ziku izbrane arhitekture CPE za doseganje optimalnega ucˇinka. Podobno velja tudi
za visoko optimizirane knjižnice, kjer tudi dopušcˇamo, da je del napisan v zbirnem
jeziku.
Drugi dejavnik, ki ga je potrebno upoštevati in je povezan z arhitekturo bolj po-
sredno, je razpoložljiva podpora zunanjih orodij izbrane arhitekture. Pomembni so
predvsem kvaliteta, obseg, razširljivost in dostopnost podporne programske opreme
izbrane strojne arhitekture. Želja je izbrati tako strojno arhitekturo, ki bo nudila
najbolj stabilno in zanesljivo podporo, saj bomo na ta nacˇin veliko lažje zagotavljali
stabilnost programskega razvojnega ogrodja.
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3.2 Sistemski programski moduli
Sistemski programski moduli povezujejo celoten programski sistem programskega
razvojnega ogrodja v delujocˇo celoto. Sistemski programski moduli v okolje pro-
gramskega razvojnega ogrodja vpeljejo vse potrebne gradnike programske opreme,
kot so nadzor izvajanja, upravljanje in nadzor pomnilnika, procesiranje programskih
signalov ter podporo za razhrošcˇevalne in nadzorno-krmilne vmesnike. Sistemskim
programskim modulom se bomo podrobneje posvetili v poglavju 4.
3.3 Gonilniki strojne opreme
Gonilniki strojne opreme (ang. board support package) so del programskega ra-
zvojnega ogrodja, ki vzpostavlja povezavo med strojnimi vmesniki in programsko
kodo koncˇnega produkta. Gonilniki na eni strani upravljajo s strojno periferijo mi-
krokrmilnika, mikroprocesorja ali dodane strojne opreme modula, na drugi strani
pa ponujajo standardizirane programske aplikativne vmesnike (ang. application
programming interface, v nadaljevanju API), ki so na voljo aplikativni programski
opremi.
Pomembna je definicija in standardizacija oblike gonilnikov strojne opreme,
še posebej dela API. Standardizacija oblike API je potrebna za izpolnitev enega
od osnovnih ciljev programskega razvojnega ogrodja - standardizacije razvojnega
procesa.
Gonilniki strojne opreme so lahko popolnoma vezani na strojno opremo koncˇ-
nega produkta, tako da je potrebno za vsak novi koncˇni produkt pripraviti nove
gonilnike strojne opreme. Take gonilnike bomo imenovali specificˇni gonilniki. Ka-
dar pa imamo opraviti z gonilniki, ki so univerzalno uporabni med vecˇ razlicˇnimi
koncˇnimi produkti, pa bomo take gonilnike imenovali genericˇni gonilniki.
Izdelava specificˇnih in genericˇnih gonilnikov se razlikuje v pristopu k implemen-
taciji. Specificˇni gonilniki se pripravljeni za specificˇno uporabo na tocˇno dolocˇeni
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strojni opremi, zato so temu primerno lahko bolj ﬁksni in neprilagodljivi, zadošcˇa
že osnovna programska koda. Speciﬁcˇnega gonilnika ne moremo na preprost in
hiter nacˇin uporabiti na drugacˇni strojni opremi. Genericˇni gonilniki so že ob iz-
delavi pripravljeni za uporabo na vecˇ razlicˇnih konﬁguracijah strojne opreme in
temu primerno je potrebno prilagoditi strukturo programske kode. Pri genericˇnih
gonilnikih poleg osnovne programske kode gonilnika locˇimo tudi konﬁguracijo go-
nilnika. Osnovna programska koda gonilnika vsebuje vse potrebne funkcije, ki jih
mora gonilnik izvajati, konﬁguracija pa dolocˇi obnašanje teh funkcij. V konﬁgura-
ciji na primer dolocˇimo kanal strojnega vmesnika, ki je povezan s tem gonilnikom,
osnovna koda gonilnika pa se podredi konﬁguraciji in uporabi nastavitev kanala.
Na ta nacˇin z enako kodo genericˇnega gonilnika in le z razlicˇnimi konﬁguracijami
omogocˇimo vecˇ razlicˇnih komunikacijskih kanalov na istem strojnem vmesniku.
Slika 3.5 prikazuje umestitev genericˇnega in speciﬁcˇnih gonilnikov na primeru
komunikacijskega vmesnika protokola MODBUS [8]. Genericˇni gonilnik izvaja pro-
cese na nivoju protokola, kar pomeni, da izvaja pripravo in interpretacijo vsebine
komunikacijskih paketov. S konﬁguracijo genericˇnega gonilnika dolocˇimo nabor
podprtih funkcionalnosti protokola in vrsto ter število ﬁzicˇnih vmesnikov. Speciﬁcˇni
gonilniki pa neposredno upravljajo strojne vmesnike (RS-485, RS-232, oneWire) in
delujejo na nivoju vhodno/izhodnih operacij, torej izvajajo sprejemanje in pošiljanje












Slika 3.5: Primer uporabe razlicˇnih tipov gonilnikov
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pripravljeni za tocˇno dolocˇen tip strojnega vmesnika in strojne arhitekture, medtem
ko je genericˇni gonilnik neodvisen od strojne arhitekture.
3.4 Knjižnice
Knjižnice so osnovni del programskega razvojnega ogrodja, saj dodajajo dodatno
prednost v obliki razširjenih splošnih aplikativnih funkcionalnosti. Knjižnice predsta-
vljajo vsebinsko zakljucˇeni skupki programskih modulov, ki nudijo funkcionalnosti
vecˇjih in kompleksnejših podsistemov. Primeri knjižnic so sklad protokolov TCP/IP,
sklad protokolov USB, knjižnica šifrirnih algoritmov, graficˇno jedro z graficˇnimi ele-
menti, sklad protokolov NFC, itd... Knjižnice delimo glede na izvor na lastno razvite
knjižnice in tuje knjižnice.
Knjižnice so v programsko razvojno ogrodje vkljucˇene kot skupna deljena pro-
gramska koda, ki je na voljo vecˇ produktom hkrati. To pomeni, da mora biti knjižnica
razdeljena na skupno programsko kodo in projektno odvisno konfiguracijo, ki na-
stavi nacˇin delovanja in prevajanja knjižnice. Razlicˇna konfiguracija med projekti
lahko enake knjižnice prevede na popolnoma drugacˇen nacˇin za doseg drugacˇne
funkcionalnosti.
3.4.1 Lastne
Izdelava lastnih knjižnic je obsežno in kompleksno razvojno delo, ki ni vkljucˇeno v
izdelavo programskega razvojnega ogrodja. V nacˇinu izdelave locˇimo neodvisne in
odvisne knjižnice (poglavje 5.2), ki se razlikujejo med seboj po nacˇinu integracije
v programsko razvojno ogrodje. Ne glede na izbran tip knjižnice je pri izdelavi la-
stnih knjižnic potrebno upoštevati pravila izdelave neodvisnega sklopa programske
opreme.
Pravilno izdelana lastna knjižnica je vsebinsko zakljucˇen del programske opreme,
ki se ga lahko uporabi tudi izven programskega razvojnega ogrodja (neodvisna
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knjižnica) oziroma v drugem projektu v okviru enakega programskega razvojnega
ogrodja (odvisna knjižnica). Pri procesu priprave lastne knjižnice moramo biti
pozorni na to, da že pri izdelavi upoštevamo nekatere lastnosti programskega ra-
zvojnega ogrodja, na primer, cˇe je uporabljeno jedro RTOS, potem je pametno že
v knjižnici nacˇrtovati možnost podpore RTOS z implementacijo sloja abstrakcije
funkcij RTOS (ang. operating system abstraction layer ali krajše OSAL). Knjižnica
bo na ta nacˇin združljiva z okolji RTOS, podpora pa je preko konfiguracije knjižnice
opcijska in neodvisna od tipa uporabljenega RTOS.
3.4.2 Tuje
Pri izbiri tujih knjižnic moramo preucˇiti ponujene možnosti knjižnice in se prepri-
cˇati o ucˇinkovitosti ter kvaliteti implementacije. Pri izbiri tujih knjižnic moramo biti
vedno dovolj kriticˇni in nujno analizirati vsaj osnovne dele knjižnice, da se lahko
odlocˇimo o primernosti integracije knjižnice v programsko razvojno ogrodje. Pri
slednjem moramo biti še posebej pozorni, cˇe vkljucˇujemo knjižnice, ki so na voljo
preko brezplacˇnih komercialnih licenc. Kvaliteta in stabilnost tuje knjižnice pogoju-
jeta kvaliteto in stabilnost programskega razvojnega ogrodja in s tem tudi koncˇnega
produkta.
3.5 Aplikacija
Aplikacija je osnovni del programskega razvojnega ogrodja, ki je poleg gonilnikov
strojne opreme in knjižnic uporabniško dolocˇljivi del, ki je izven domene razvoja
programskega razvojnega ogrodja. V aplikaciji je implementirana funkcionalnost
koncˇnega produkta. Programsko razvojno ogrodje brez aplikacije nima funkcije.
Aplikacija izkorišcˇa vse prednosti in vse možnosti programskega razvojnega ogrodja.
Za uspešno in hitro implementacijo aplikacije mora programsko razvojno
ogrodje nuditi dobro definirane in dokumentirane vmesnike ostalih osnovnih de-
lov, predvsem gonilnikov strojne opreme in knjižnic. Poleg tega mora uporabnik,
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pisec aplikativne programske opreme, poznati tudi osnovne možnosti, ki jih nudi
jedro programskega razvojnega ogrodja, saj je le na ta nacˇin možen ucˇinkovit razvoj
programske kode.
Aplikacijo lahko v programsko razvojno ogrodje vpnemo na vecˇ razlicˇnih nacˇi-
nov, ki so lahko zelo podobni strukturam izvedbe jedra. Uporabniku programsko
razvojno ogrodje predstavlja ekvivalent jedra. Podrobnosti in možnosti razlicˇnih
nacˇinov implementacije aplikacije bodo predstavljene v poglavju 5.3. Aplikacijo
lahko sestavlja eno ali vecˇ opravil.
3.6 Zagonski nalagalnik
Zagonski nalagalnik (ang. bootloader) je eden od podpornih delov programskega
razvojnega ogrodja. Med podporne dele ga vkljucˇujemo zato, ker ni neposredno
del programskega razvojnega ogrodja, ampak nudi podporno funkcijo programski
opremi, razviti s programskim razvojnim ogrodjem. Zagonski nalagalnik omogocˇa
menjavo programske opreme modulov, ki je izvedena s programskim razvojnim
ogrodjem.
Zagonski nalagalnik predstavlja locˇeno aplikacijo, ki tecˇe na koncˇnih produktih
in vsebuje programsko kodo, ki se prva zažene ob zagonu koncˇnega produkta. Na-
loga zagonskega nalagalnika je preveriti integriteto glavne programske opreme, jo
po potrebi nadgraditi, oziroma popraviti s pomocˇjo varnostne kopije binarne slike,
nato pa zagnati osnovno programsko opremo koncˇnega produkta.
Zagonski nalagalnik bi lahko obravnavali locˇeno, vendar se zaradi združljivosti
pri prevajanju in razvoju zagonskega nalagalnika uporabljajo knjižnice in gonilniki
strojne opreme programskega razvojnega ogrodja. Upoštevati moramo, da mora pa-
meten zagonski nalagalnik tudi imeti možnost pridobitve nove binarne slike osnovne
programske opreme preko zunanjih vmesnikov, to pa že zahteva uporabo knjižnic,
bodisi za komunikacijske vmesnike bodisi za notranje pomnilniške medije. Zagonski
nalagalnik, ki uporablja enake knjižnice kot programsko razvojno ogrodje, je tako v
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najvecˇji možni meri združljiv z glavno programsko opremo, ki je razvita na podlagi
enakega programskega razvojnega ogrodja.
3.7 Orodja za pripravo izhodnih paketov
Med podporne dele programskega razvojnega ogrodja spadajo tudi orodja za pri-
pravo izhodnih paketov prevedene programske opreme. Izhodni paket prevedene
programske opreme predstavlja binarna slika, ki je primerna za nalaganje na koncˇni
produkt. Izhodni paket mora biti primeren za samostojno uporabo ali pa za uporabo
v kombinaciji z zagonskim nalagalnikom.
Izhodni paket je lahko preprosta izhodna binarna datoteka razvojne verige pre-
vajalnih in povezovalnih orodij, lahko pa je priprava izhodnega paketa povezana
tudi s kodiranjem podatkov ter dodatnimi preverjanji avtenticˇnosti strojne opreme
zaradi zašcˇite avtorskih in patentnih interesov podjetja. V tem primeru je priprava
izhodnega paketa lahko zapleten, vecˇstopenjski proces.
Proces priprave izhodnega paketa vkljucˇuje tudi oznacˇevanje verzij in dolocˇeva-
nje procesa in sistema locˇevanja delovnih, beta in uradnih verzij izhodnih paketov.
Ob upoštevanju vseh naštetih potreb je proces priprave izhodnega paketa vklju-
cˇen v programsko razvojno ogrodje kot podporni del. Standardiziran proces pri-
prave izhodnega paketa ni pomemben le zaradi poenotenja in s tem poenostavitve
nacˇina objavljanja izhodnih paketov med množico koncˇnih produktov, ampak je
kljucˇen tudi kasneje pri vzdrževanju starih projektov, kjer imamo opravka predvsem
z izhodnimi paketi, ki vsebujejo samo popravke kriticˇnih napak.
Proces priprave izhodnega paketa je v okviru programskega razvojnega ogrodja
transparentno vgrajen v razvojna orodja, tako da je produkt prevajanja osnovne
programske kode, izvedene s programskim razvojnim ogrodjem, vedno izhodni
paket, ki je izdelan v skladu s pravili procesa priprave izhodnega paketa. Uporabniku
programskega razvojnega ogrodja ni potrebno poznati podrobnosti in strukture
izhodnih paketov, dokler uporablja izhodne pakete v skladu s smernicami in pravili
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programskega razvojnega ogrodja oziroma uporablja zagonski nalagalnik, ki je prav
tako podporni del programskega razvojnega ogrodja.
3.8 Orodja za vzdrževanje
Med podporne dele programskega razvojnega ogrodja uvršcˇamo tudi orodja, ki so
namenjena vzdrževanju. Med ta orodja spadajo vzdrževalni moduli, ki služijo za
cˇišcˇenje zacˇasnih datotek, datotek neuporabljenih modulov, pravilniki za avtomat-
sko izdelavo dokumentacije in orodja za izdelavo ostalih podpornih delov, ki jih
je potrebno pripraviti pred prevajanjem programske kode (na primer binarne slike
vgrajenih spletnih strani, vgrajene graficˇne datoteke, pisave, itd...). Vzdrževalna
orodja niso nujno potrebni del programskega razvojnega ogrodja, vendar scˇasoma,
ko število koncˇnih produktov in kompleksnost programske kode raste, postanejo
nepogrešljiva.
4 Sistemski programski moduli
V tem poglavju bomo predstavili sistemske programske module (v nadaljevanju
sistemske module) našega programskega razvojnega ogrodja, ki izvajajo in nadzirajo
osnovne sistemske naloge. Sistemski moduli nudijo nabor funkcionalnosti, ki so
potrebne za razvoj aplikativne programske opreme. Sistemske module razdelimo v
skupine glede na podrocˇja in procese, ki jih upravljajo v programskem razvojnem
ogrodju:
1. integracija jedra v programsko razvojno ogrodje;
2. upravljanje in nadzor pomnilnika;
3. nadzor izvajanja;
4. signali;
5. sistemski moduli vezani na strojno opremo;
6. razhrošcˇevalni in nadzorno-krmilni vmesnik.
4.1 Integracija jedra v programsko razvojno ogrodje
Jedro našega programskega razvojnega ogrodja predstavlja RTOS (operacijski sis-
tem v realnem cˇasu) µC/OS-II [1] proizvajalca Micrium. Omenjeni RTOS je sa-
mostojni programski produkt in v izvirni obliki ni popolnoma združljiv z okoljem
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našega programskega razvojnega ogrodja, zato moramo RTOS povezati v okolje pro-
gramskega razvojnega ogrodja preko sistemskih modulov, ki omogocˇajo uporabo
funkcij RTOS v skladu z zahtevami in cilji našega programskega razvojnega ogrodja
(poglavje 2.3).
Sistemski moduli integracije RTOS sestavljajo t.i. abstrakcijski sloj operacijskega
sistema (ang. operating system abstraction layer oz. krajše OSAL). Ta programski
sloj navidezno locˇuje sistemske funkcije izbranega RTOS od enakovrednih sistem-
skih funkcij programskega razvojnega ogrodja. Cˇe bi želeli, na primer, zamenjati
RTOS v jedru, bi morali na novo razviti samo OSAL, preostalega dela programskega
razvojnega ogrodja pa ne bi bilo potrebno spreminjati, saj programsko razvojno





Slika 4.1: Preprosta funkcija wrapper
Nekateri sistemski moduli OSAL so izvedeni kot t.i. funkcije wrapper, ki nepo-
sredno preslikajo funkcije RTOS v funkcije OSAL. Graficˇna predstavitev funkcije
wrapper je prikazana na sliki 4.1. Med funkcije wrapper prištevamo:
1. Sistemski modul nadzora izvajanja opravil: Modul vsebuje funkcije wra-
pper za dodajanje, ustavljanje, prekinjanje in odstranjevanje opravil v okolju
RTOS. V okviru tega modula je implementiran tudi nadzor nad kriticˇnimi
odseki, kjer moramo zagotoviti neprekinjeno izvajanje (ang. critical section).
2. Sistemski modul opravilne sinhronizacije: Modul vsebuje funkcije wrapper
za dodajanje, nadzor in odstranjevanje binarnih in števnih semaforjev ter
ekskluzivno izkljucˇitvenih semaforjev (ang. mutex).
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3. Sistemski modul preproste opravilne komunikacije: Modul vsebuje funk-
cije wrapper za uporabo dogodkovnih zastavic. Dogodkovne zastavice predsta-
vljajo eno od najpreprostejših možnosti opravilne komunikacije. Komunikacija
med opravili oziroma prekinitvenimi rutinami (ang. ISR) poteka preko spo-
rocˇilnih bitnih zastavic, ki lahko zavzemajo eno od dveh binarnih vrednosti











Slika 4.2: Opravilna komunikacija preko dogodkovnih zastavic (povzeto po
[1])
4. Sistemski modul programskih cˇasovnikov: Modul vsebuje funkcije wrapper
za uporabo programskih cˇasovnikov. Programski cˇasovniki so del RTOS, nji-
hova uporaba pa je nujna pri implementaciji razlicˇnih programskih procesov,
zato jih vkljucˇimo v programsko razvojno ogrodje preko locˇenega sistemskega
modula.
Preostali sistemski moduli integracije jedra nadgradijo osnovne funkcije RTOS
v bolj napredne strukture OSAL. Bolj napredna struktura OSAL namesto prepro-
ste funkcije wrapper vsebuje razširitve, ki nadgradijo oziroma spremenijo osnovno
funkcijo RTOS, da ustreza zahtevam programskega razvojnega ogrodja. Graficˇna
ponazoritev nadgrajene funkcije wrapper je prikazana na sliki 4.3. Mednje prište-
vamo:
5. Sistemski modul napredne opravilne komunikacije z vrsto FIFO: Upora-
bljeni RTOS ponuja zelo preprosto strukturo sporocˇilnih vrst, kjer vrsto pred-
stavlja tabela kazalcev. Zaradi zahtev programskega razvojnega ogrodja smo








Slika 4.3: Nadgrajena funkcija wrapper
ta preprosti mehanizem nadgradili v napredne sporocˇilne vrste, kjer sporocˇilo
predstavlja podatkovna struktura poljubne velikosti. Na sliki 4.4 je prikazana
implementacija napredne opravilne komunikacije z vrsto FIFO, s katero smo
na našem preprostejšem sistemu programskega razvojnega ogrodja ponudili
funkcionalnost, ki je znacˇilna za višje operacijske sisteme (Linux, VxWorks).
Razloga za tako implementacijo sta dva; zmogljivejše orodje v okviru pro-
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Slika 4.4: Komunikacija preko naprednih sporocˇilnih vrst FIFO (povzeto po
[1])
6. Sistemski modul napredne opravilne komunikacije brez vrste FIFO: Upo-
rabljeni RTOS ponuja možnost t.i. sporocˇilnega nabiralnika, ki je v izbranem
RTOS izveden kot preprosti kazalec na podatke. Sporocˇilni nabiralnik ne zna
pomniti preteklih sporocˇil, ampak se vanj vedno shrani le najnovejši dogodek,
stari pa se izbriše. S tem modulom smo koncept nadgradili, da je sporocˇilo v
nabiralniku lahko struktura poljubne velikosti. Graficˇna ponazoritev modula
napredne opravilne komunikacije brez vrste FIFO je prikazana na sliki 4.5.










Slika 4.5: Komunikacija preko sporocˇilnega nabiralnika (povzeto po [1])
Funkcije sistemskih modulov integracije RTOS oz. sloja OSAL so na voljo upo-
rabniku programskega razvojnega ogrodja oziroma piscu aplikativne programske
opreme. Funkcije so dokumentirane in njihova uporaba je nujna za implementacijo
aplikativne programske opreme. Nujno so potrebne pri umestitvi opravil aplikativne
programske opreme v okolje programskega razvojnega ogrodja ter po potrebi za
izvedbo opravilne komunikacije in sinhronizacije.
4.2 Upravljanje in nadzor pomnilnika
Upravljanje in nadzor pomnilnika v vgrajenih elektronskih sistemih, ki temeljijo na
mikrokrmilnikih, predstavlja zaradi hudih omejitev strojne opreme poseben izziv.
Pri razvoju aplikativne programske opreme uporabljamo tri pristope upravljanja in
nadzora pomnilnika:
1. Staticˇna rezervacija pomnilnika: Vse pomnilniške strukture in velikosti do-
locˇimo v cˇasu prevajanja, kasnejše spreminjanje v cˇasu izvajanja ni mogocˇe.
2. Dinamicˇna rezervacija pomnilnika: Pomnilniške strukture se dolocˇijo dina-
micˇno po potrebi med izvajanjem programske opreme.
3. Mešana rezervacija pomnilnika: Pri dolocˇevanju pomnilniških struktur upo-
rabljamo staticˇni in dinamicˇni princip, odvisno od potreb.
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Programsko razvojno ogrodje mora uporabniku ponujati uporabo vseh treh pri-
stopov, saj ima vsak od treh pristopov svoje prednosti in slabosti. Primerjava lastnosti
vsakega od treh pristopov je navedena v tabeli 4.1.
Najvecˇji izziv predstavlja dinamicˇna rezervacija pomnilnika, saj pri sistemih z
majhno in omejeno kolicˇino pomnilnika prej ali slej pridemo do težav z drobljenjem
pomnilnega prostora. To pomeni, da cˇez cˇas ne bo vecˇ na voljo dovolj velikega bloka
pomnilnega prostora v kosu zaradi množice manjših rezerviranih blokov. Takrat
programska oprema ne more vecˇ delovati, ker ne more vecˇ pridobiti zahtevanega
kosa pomnilnega prostora. Poleg težav z drobljenjem se lahko pojavijo tudi težave
s cˇasovno nedolocˇljivostjo, kar pomeni, da cˇas trajanja iskanja prostega kosa po-
mnilniškega prostora ni deterministicˇen. Te lastnosti se posredno odražajo tudi
v programski kodi. Cˇasovno spremenljiva in nedolocˇljiva programska koda težko
zagotavlja konstantno cˇasovno odzivnost v realnem cˇasu.
Alternativo dinamicˇni rezervaciji predstavlja staticˇna rezervacija, ki nima težav
z drobljenjem in determinizmom, je pa po drugi strani zelo neucˇinkovita, saj je
staticˇno rezerviran blok pomnilnega prostora dolocˇen ob prevajanju in pomnilnik
zaseda ves cˇas, ne glede na potrebe v cˇasu izvajanja. Staticˇna rezervacija za ucˇinko-
vito delovanje v primerjavi z dinamicˇno potrebuje precej vecˇ pomnilnega prostora,
kar pri vgrajenih sistemih z omejenimi viri hitro postane problematicˇno.
Mešana rezervacija pomnilnika je tista, ki se uporablja najvecˇkrat in predstavlja
kompromis med obema nacˇinoma. Odlocˇitev o nacˇinu rezervacije pomnilnika je
tako prepušcˇena razsodnosti in izkušnjam uporabnika oziroma pisca aplikativne
programske opreme.
V našem programskem razvojnem ogrodju ne želimo prepušcˇati stabilnosti sis-
tema piscu aplikativne programske opreme, ker se to ne sklada z zahtevami in cilji
programskega razvojnega ogrodja. V programsko razvojno ogrodje zato dodamo la-
sten modul za upravljanje in nadzor pomnilnika. Uporabniku želimo ponuditi poleg
staticˇne rezervacije ob cˇasu prevajanja tudi možnost dinamicˇne rezervacije, saj le z
dinamicˇno rezervacijo lahko dosežemo pravo uporabnost programskega razvojnega







ucˇinkovitost visoka nizka srednja
poraba pomnilnika optimalna velika srednja
možnost drobljenja visoka brez brez
cˇasovni determinizem nizek odlicˇen zelo dober
1 z uporabo metode konstantnih blokov
Tabela 4.1: Nacˇini rezervacije pomnilnika
ogrodja. Velika prednost dinamicˇne rezervacije pomnilnega prostora je možnost
uporabljati pomnilni prostor le takrat, ko ga potrebujemo, torej v cˇasu izvajanja. Pri
dinamicˇni rezervaciji je možno enako kolicˇino pomnilnika dinamicˇno dolocˇevati in
sprošcˇati za vecˇ razlicˇnih potreb in ne samo za eno.
Programsko razvojno ogrodje mora torej zagotavljati stabilnost, deterministicˇ-
nost ter doseganje cˇasovnega odziva v realnem cˇasu, obenem pa mora ponujati še
prednosti dinamicˇne rezervacije pomnilnika. Za izpolnitev vseh zahtev izberemo
implementacijo mešane rezervacije pomnilnika z uporabo metode konstantnih
blokov [12]. Rezervacija pomnilnika z uporabo konstantnih blokov ponuja opti-
malno srednjo pot med staticˇno in dinamicˇno rezervacijo. Rezervacija pomnilnega
prostora z metodo konstantnih blokov uporablja za osnovni nabor staticˇno rezervi-
ran pomnilni prostor koncˇne velikosti, razdeljen v tabelo blokov, ki so med seboj
enake velikosti [13]. Za vecˇjo ucˇinkovitost nabor pomnilnega prostora razdelimo v
vecˇ tabel, ki se med seboj razlikujejo po velikosti bloka. Posamezno tabelo enako
velikih blokov bomo imenovali particija. Funkcionalnost spominskih particij sicer
ponuja tudi naše jedro preko uporabljenega RTOS µC/OS-II [1]. Notranja struktura
sistemskega modula upravljanja in nadzora nad pomnilnikom je prikazana na sliki
4.6.
Ko uporabnik želi uporabiti blok pomnilnika dolocˇene velikosti, sistemski modul




































Slika 4.6: Upravljanje pomnilnika z metodo konstantnih blokov
izbere najbolj primerno particijo (npr. A, B ali C) s primerjanjem zahtevane velikosti
pomnilnika in dejansko velikostjo bloka v particiji in uporabniku vrne kazalec na
prosti blok. Blok particije oznacˇi kot zaseden. Ko uporabnik sprosti prostor, se blok
v particiji sprosti in je zopet na voljo za ponovno uporabo. Rezervacija z metodo
konstantnih blokov uporablja staticˇno rezerviran pomnilni prostor v obliki particij
blokov razlicˇnih velikosti, katerih elemente uporablja za dinamicˇno rezervacijo zno-
traj aplikativne programske opreme. Ucˇinkovitost metode z uporabo konstantnih
blokov je sicer še vedno manjša od dinamicˇne rezervacije pomnilnega prostora, am-
pak nasprotno ta metoda ne trpi za posledicami drobljenja in slabega cˇasovnega
determinizma. Najvecˇja omejitev rezervacije s konstantnimi bloki je koncˇna maksi-
malna velikost pomnilnega prostora (npr. najvecˇji kos pomnilnega prostora, ki ga
lahko rezerviramo, je v primeru slike 4.6 enak velikosti bloka particije A) ter koncˇna
kolicˇina blokov, ki so na voljo v particijah (i, j, k). Koncˇna maksimalna velikost je
omejena z velikostjo bloka v particiji z najvecˇjimi bloki, kolicˇina blokov pa z dolžino
posameznih particij. Rezervacija pomnilnega prostora z uporabo konstantnih blokov
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ima tudi svojo konfiguracijo, ki je na voljo uporabniku programskega razvojnega
ogrodja. V konfiguraciji uporabnik dolocˇi dolžine in velikost blokov v posameznih
particijah. Od konfiguracije je tudi odvisna kolicˇina pomnilnika, ki ga bo modul za
upravljanje in nadzor pomnilnika staticˇno rezerviral ob prevajanju.
V okviru razhrošcˇevalnega in nadzorno-krmilnega vmesnika (poglavje 4.6) je na
voljo funkcija, ki uporabniku poda informacije o konfiguraciji in statisticˇne podatke
uporabe particij (trenutno število rezerviranih in prostih blokov v posameznih par-
ticijah, maksimalno število rezerviranih blokov v posameznih particijah v celotnem
cˇasu izvajanja, dejanska velikost uporabljenega in rezerviranega pomnilnika, itd..).
Ti podatki služijo pri optimizaciji in dolocˇanju konfiguracije particij (velikost in šte-
vilo blokov). Izpis 4.1 prikazuje stanje sistemskega modula upravljanja in nadzora
nad pomnilnikom v konkretnem koncˇnem produktu.
MODULE>memprint
Memory | Block info | Total | F | m
partition +----------+-----+------+------+ size | U | a
name | bytesize | all | used | free | bytes | L | x
-----------+----------+-----+------+------+-------+---+----
XXL | 1024 | 2 | 1 | 1 | 2048 | | 1
XL | 512 | 4 | 1 | 3 | 2048 | | 1
L | 256 | 4 | 1 | 3 | 1024 | | 3
M | 128 | 8 | 0 | 8 | 1024 | | 1
S | 64 | 52 | 0 | 52 | 3328 | | 2
XS | 32 | 32 | 2 | 30 | 1024 | | 3
Total memory assigned to mem. partitions : 10496 bytes
Total memory used in mem. partitions : 1856 bytes (17%)
Total memory free in mem. partitions : 8640 bytes (82%)
Exact memory allocation size : 1808 bytes
Izpis 4.1: Stanje sistemskega modula za upravljanje in nadzor pomnilnika prikazano
v razhrošcˇevalnem in nadzorno-krmilnem vmesniku
Sistemski modul za upravljanje in nadzor pomnilnika implementira rezervacijo
pomnilnega prostora z metodo konstantnih blokov, ker ta predstavlja najboljši kom-
promis med lastnostmi staticˇne in dinamicˇne rezervacije pomnilnega prostora.
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4.3 Nadzor izvajanja
Vsaka programska oprema je podvržena napakam pri delovanju. Napake so lahko
posledica napacˇno in neprevidno napisane programske kode ali pa posledica napak
in odpovedi strojne opreme. Ko se napake zgodijo, jih je potrebno najprej zaznati
nato pa primerno ukrepati. Dobro programsko razvojno ogrodje mora torej ponujati
sistem za nadzor izvajanja programske kode, tako programskega razvojnega ogrodja
samega kot aplikativne programske opreme.
Zelo ucˇinkovit sistem nadzora izvajanja programske kode je uporaba t.i. cˇasov-
nika watchdog. Cˇasovnik watchdog po izteku sproži ponastavitev (reset) programske
opreme. Cˇasovnik ves cˇas tecˇe v strojni opremi, naloga delujocˇe programske opreme
pa je redno ponastavljanje cˇasovnika, da se ta nikdar ne iztecˇe. Pri nekontroliranem
izvajanju programske opreme bo ponastavljanje cˇasovnika moteno in neredno, kar
bo povzrocˇilo iztek cˇasovnika in ponastavitev celotne programske opreme.
Omenjeni princip deluje v preprostih okoljih, ki temeljijo na programskem pro-
cesu “velike” zanke (poglavje 3.1) ali pa na kooperativni vecˇopravilnosti. Kadar
imamo opraviti s kompleksnim sistemom, ki temelji na principu socˇasnega izvajanja
vecˇ neodvisnih opravil v okolju RTOS, se moramo problema lotiti drugacˇe. Težava
pri sistemu, ki dopušcˇa socˇasno izvajanje vecˇ neodvisnih opravil, je ta, da cˇe tudi
samo eno opravilo od vseh v sistemu deluje brez težav, bo to opravilo ponastavljalo
cˇasovnik watchdog in programska oprema bo delovala naprej. Pri tej situaciji ni
pomembno, da so vsa preostala opravila prenehala kontrolirano izvajanje, saj bo
edino opravilo, ki deluje, redno ponastavljajo cˇasovnik watchdog in programska
oprema se ne bo ponastavila, cˇeprav se je zgodila napaka.
V sistemski modul nadzora izvajanja v okviru programskega razvojnega ogrodja
implementiramo nadzornika cˇasovnika watchdog [14]. Nadzornik je poseben del
programske kode, ki edina v celotnem sistemu opravlja funkcijo ponastavljanja cˇa-
sovnika watchdog, vsa opravila sistema pa komunicirajo z nadzornikom. Nadzornik
cˇasovnika watchdog ima definiran aplikativni vmesnik (ang. API), ki ga morajo
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spoštovati vsa opravila aplikativne programske opreme. Opravila komunicirajo z
nadzornikom preko treh funkcij:
1. Registracija opravila ob prvem zagonu: Opravilo se prijavi v nadzornika in
s tem aktivira nadzor izvajanja.
2. Javljanje nadzorniku: Vsako opravilo, ki se je registriralo nadzorniku, se
mora v predefiniranem obdobju redno javljati nadzorniku s svojim statusom.
Cˇe se katerokoli od prijavljenih opravil ne javi, bo nadzornik prenehal pona-
stavljati cˇasovnik watchdog in programska oprema se bo ponovno zagnala.
3. Odjava opravila iz nadzornika: Opravilo se odjavi iz nadzornika in tako
onemogocˇi nadzor.
Nadzornik cˇasovnika watchdog v svoji notranjosti redno preverja statuse vseh
prijavljenih opravil. Slika 4.7 prikazuje prehode med statusi opravil v obliki dia-
grama prehajanja stanj. Vsako opravilo ima lahko enega od treh statusov oziroma
stanj:
• AKTIVNO: Vsako opravilo, ki se je javilo kot aktivno, ima do pregleda statusa
s strani nadzornika status aktivnega opravila.
• SPANJE: Dokler opravilo cˇaka na dogodek in nima cˇakajocˇega dogodka v
vrsti dogodkov, se ne bo izvajalo, saj razvršcˇevalnik jedra RTOS opravila ne
bo uvrstil na listo aktivih opravil. Tako opravilo se ne more redno javljati
nadzorniku, zato javi svoj status SPANJE, preden se umakne z liste aktivnih
opravil jedra. Nadzornik cˇasovnika watchdog opravil, ki so v stanju spanja, ne
preverja in stanje teh opravil ne vpliva na ponastavljanje cˇasovnika.
• NEZNANO: Ko je nadzornik cˇasovnika watchdog po izteku cˇasa tn opravil pre-
gled vseh opravil, vsem aktivnim opravilom dolocˇi status NEZNANO. Naloga
aktivnih opravil je, da v cˇasu to javijo svoj status AKTIVNO. Ko bo nadzornik
naslednjicˇ opravil pregled statusa opravil, ne sme naleteti na status NEZNANO,
saj bo prisotnost tega stanja kateregakoli od opravil povzrocˇila, da nadzornik
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Slika 4.7: Nadzor izvajanja
ne bo ponastavil cˇasovnika in sledil bo ponovni zagon programske opreme. Iz
tega pogoja sledi, da mora biti cˇas ponastavitve opravila na AKTIVNO to krajši
od cˇasa preverjanja nadzornika tn. Priporocˇljivo je upoštevati enacˇbo to ≤ tn2 ,
saj ta pogoj zagotavlja zanesljivo ponastavljanje statusa opravil. Zavedati se
moramo, da sta periodicˇna procesa ponastavljanja statusa AKTIVNO iz strani
opravila (perioda to) in ponastavljanja statusa NEZNANO iz strani nadzornika
watchdog (perioda tn) med seboj neodvisna in ne nujno sinhronizirana, poleg
tega pa dopušcˇamo, da cˇas tn zaradi notranjih stanj opravila ni konstanten. V
tem primeru bo upoštevanje te enacˇbe zagotovilo, da bo opravilo vsaj enkrat
ponastavilo svoj status AKTIVNO v cˇasu ene periode tn.
Nadzornik cˇasovnika watchdog se izvaja v okviru glavnega nadzornega sistem-
skega opravila, ki je obvezno prisotno v sistemu programskega razvojnega ogrodja.
Cˇe se pojavijo težave v tem opravilu, se nadzornik ne bo redno izvajal, kar pomeni,
da se tudi cˇasovnik watchdog ne bo ponastavljal. Nadzornik cˇasovnika watchdog
na opisani nacˇin periodicˇno nadzira izvajanje programske opreme znotraj program-
skega razvojnega ogrodja. Izpis 4.2 prikazuje pregled delovanja in stanja opravil
programskega razvojnega ogrodja na konkretnem koncˇnem produktu, stanje nad-
zornika watchdog je izpisano v skrajnem desnem stolpcu.
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Kadar se zgodi napaka znotraj mikrokrmilnika kot posledica napacˇne uporabe
strojnih ukazov mikrokrmilnik sproži t.i. izjemno prekinitev (ang. exception). Izje-
mna prekinitev je neizbežna prekinitev izvajanja programske kode, ki bo povzrocˇila
ponovni zagon. Naloga programskega razvojnega ogrodja je pravilno zaznati in
obravnavati tudi take vrste prekinitev. Programsko razvojno ogrodje preko modula
izvajanja v tej situaciji iz mikrokrmilniškega jedra (registrov) izlušcˇi dostopne po-
datke jedra in jih preko enega od zunanjih fizicˇnih vmesnikov razhrošcˇevalnega in
nadzorno-krmilnega vmesnika (poglavje 4.6) tudi javi uporabniku. Informacije, ki
jih modul nadzora izvajanja javi preko zunanjih fizicˇnih vmesnikov, pripomorejo k
lažjemu identificiranju in odpravi napake.
MODULE>show tasks
Task name | Pri | Stack | Used stack | Free | State | WDT state
---------------+-----+-------+-------------+------+---------+-----------
uC/OS-II Tmr | 6 | 800 | 440 ( 55%) | 360 | P SEMA | OFF
SysCtrl | 19 | 1160 | 560 ( 48%) | 600 | READY | OFF
MsgRut | 20 | 2000 | 736 ( 36%) | 1264 | P QUE | ASLEEP
Graph | 23 | 4000 | 1664 ( 41%) | 2336 | P QUE | ASLEEP
I2CCon | 24 | 1000 | 616 ( 61%) | 384 | P FLAG | ASLEEP
miniADC | 25 | 720 | 408 ( 56%) | 312 | READY | ALIVE
Qtouch | 26 | 1200 | 904 ( 75%) | 296 | P FLAG | ASLEEP
SerCon | 28 | 2000 | 1352 ( 67%) | 648 | READY | ALIVE
uC/OS-II Stat | 62 | 600 | 320 ( 53%) | 280 | READY | OFF
Total tasks stack memory : 13480 bytes (51% used)
Tasks in system : 9 out of 20
Lowest priority : 63
Izpis 4.2: Stanje sistemskega modula za nadzor izvajanja prikazano v razhrošcˇeval-
nem in nadzorno-krmilnem vmesniku
Pod okrilje modula nadzora izvajanja spada tudi preverjanje delovanja strojne
opreme. Ker je uporabljena strojna oprema odvisna od produkta, je potrebno posto-
pek preverjanje delovanja strojne opreme primerno prilagoditi. V okviru preverjanja
delovanja strojne opreme se izvaja redno preverjanje statusnih registrov uporabljene
periferije mikrokrmilnika in nadzor zunanjih signalov. Tu še posebej izpostavimo
nadzor napajalne napetosti modula, ki je kriticˇen parameter za pravilno delovanje
produkta.
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Sistemski modul nadzora izvajanja vkljucˇuje funkcije za cˇasovno kontroliranje
izvajanje programske opreme preko nadzornika cˇasovnika watchdog. Nadzornik
cˇasovnika watchdog na eni strani upravlja s strojnim cˇasovnikom, na drugi strani
pa pregleduje statuse opravil programske opreme. Poleg tega modul nadzora izva-
janja upravlja tudi z izjemnimi prekinitvami, ki so posledica nepravilne uporabe ali
odpovedi strojne opreme. Modul ponuja funkcije, ki javljajo dodatne informacije o
vzrokih za izjemno prekinitev.
4.4 Signali
V okolju programskega razvojnega ogrodja imamo opraviti z vecˇjim številom med
seboj neodvisnih opravil. V sistemu se v dolocˇenih okolišcˇinah pojavi potreba po
javljanju pomembnih dogodkov, ki jih morajo upoštevati vsa opravila. Za javljanje
takih dogodkov vsem opravilom v sistemu vpeljemo t.i. signale. Signal predstavlja
sistemsko stanje programskega razvojnega ogrodja, ki ga morajo socˇasno upoštevati
vsa opravila aplikativne programske opreme.
Primeri signalov:
• Izklop sistema: signal se pojavi, ko se sistem kontrolirano zaustavi.
• Izpad napajanja: kriticˇni signal, ki se pojavi ob nenapovedanem izpadu na-
pajalne napetosti.
• Ponovni zagon (ang. reset) sistema: signal se pojavi, ko je bil sprožen kon-
troliran ponovni zagon sistema.
• Splošni programski signali: uporabniško dolocˇljivi signali, ki se pojavijo, ko
se zgodijo pomembni sistemski dogodki. Te signale lahko registrira in javi
tudi opravilo aplikativne programske opreme.
Opravila aplikativne programske opreme sistemske signale prejmejo preko stan-
dardnih komunikacijskih kanalov, ki jih ponuja programsko razvojno ogrodje (spo-
rocˇilne vrste, nabiralnik, zastavice). Naloga uporabnika oziroma pisca aplikativne
programske kode je, da implementira tudi procesiranje sistemskih signalov. V na-
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sprotnem primeru opravilo aplikativne programske opreme ne bo pravilno obrav-
navalo pomembnih sistemskih dogodkov, kar lahko povzrocˇi napacˇno delovanje.
Vsako opravilo ima preko funkcij sistemskega modula signalov na voljo dva
nacˇina obravnave signalov, ki se dolocˇita pri registraciji opravila v sistemski modul
signalov:
1. Obravnava signalov brez potrditve: Ko se pojavi sistemski signal, je opravilo
obvešcˇeno, da lahko opravi potrebne akcije.
2. Obravnava signala s potrditvijo: Ko se pojavi sistemski signal, je opravilo
obvešcˇeno, da lahko opravi potrebne akcije. Ko so akcije v opravilu zakljucˇene,


















Slika 4.8: Sistemski signali
Tipicˇen primer uporabe sistemskih signalov sta dogodka izklopa in ponovnega
zagona celotnega sistema programskega razvojnega ogrodja. Ko se sistem pricˇne
ugašati ali se bo zacˇel ponovno zaganjati, se vsem opravilom pošlje signal dogodka.
Slika 4.8 prikazuje obravnavo signala “IZKLOP” v aplikativni programski opremi s
šestimi opravili s potrjevanjem in brez. Vsako posamicˇno opravilo si lahko izbere
nacˇin obravnave, nekatera opravila lahko signal samo sprejmejo, druga pa zahtevajo,
da jih sistem pocˇaka, da zakljucˇijo svoje procese. Izjema je signal izpada napajanja,
48 Sistemski programski moduli
ki ne pozna obravnave signala s potrditvijo zaradi ocˇitnega razloga izpada napajanja
in omejenega cˇasa, ko je sistem še aktiven.
Sistemski modul signalov omogocˇa uporabo sistemskih splošnih signalov, ki jih
prejmejo vsa neodvisna opravila v sistemu. Opravila lahko signal samo sprejmejo,
lahko pa zahtevajo cˇakanje sistema, da zakljucˇijo obravnavo signala.
4.5 Sistemski moduli vezani na strojno opremo
Sistemski moduli, vezani na strojno opremo, so razviti z namenom optimalnega
izkorišcˇanja zmožnosti strojne opreme za katero razvijamo naše programsko ra-
zvojno ogrodje. Moduli so prilagodljivi in njihova uporaba je mocˇno odvisna od
konfiguracije strojne opreme koncˇnega produkta.
4.5.1 Skupni medpomnilnik
V sistemih, temeljecˇih na mikrokrmilnikih, je kolicˇina sistemskega pomnilnika
mocˇno omejena. Kadar moramo zagotoviti delovanje operacij in postopkov, ki zah-
tevajo vecˇje kolicˇine pomnilnika, lahko to že predstavlja problem, še posebej, cˇe
sistem programskega razvojnega ogrodja omogocˇa socˇasno delovanje vecˇ pomnilni-
ško zahtevnih operacij.
Sistemski modul skupnega medpomnilnika je razvit za uporabo v situacijah, ko v
razlicˇnih opravilih zacˇasno potrebujemo vecˇjo kolicˇino pomnilnika. Modul ponuja v
uporabo en medpomnilnik vecˇje velikosti (vsaj 20% celotnega pomnilnega prostora
mikrokrmilnika), ki ga imenujemo skupni medpomnilnik. Opravila lahko zahtevajo
uporabo skupnega medpomnilnika, sistemski modul pa preko uporabe mutexa za-
gotavlja ekskluzivni dostop. Slika 4.9 prikazuje mehanizem dostopa vecˇ opravil do
skupnega medpomnilnika, kjer opravilo A dostopa do skupnega medpomnilnika,
opravili B in C pa cˇakata na dostop preko mutexa.
Sistemski modul ponuja opravilom naslednje funkcije:
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Slika 4.9: Skupni medpomnilnik
• Zahteva po uporabi skupnega medpomnilnika: Ko opravilo poklicˇe to funk-
cijo, bo ali takoj dobilo dostop do skupnega medpomnilnika ali pa se bo izva-
janje opravila zaustavilo, dokler skupni medpomnilnik ne bo na voljo.
• Pridobitev dodeljene pomnilniške lokacije in velikosti skupnega medpo-
mnilnika: Preko te funkcije opravilo dobi podatka o kazalcu na skupni med-
pomnilnik in velikosti skupnega medpomnilnika.
• Sprostitev skupnega medpomnilnika: S klicem te funkcije modul sprosti
skupni medpomnilnik v uporabo drugim opravilom.
Potreba po skupnem medpomnilniku je najvecˇja pri graficˇnih aplikacijah, ker
je potrebno izvajati izrise in velike blokovne prenose podatkov med perifernimi
komponentami strojne opreme.
4.5.2 Blokovno optimizirani vhodni/izhodni medpomnilnik
Blokovno optimizirani vhodni/izhodni medpomnilnik je poseben sistemski modul v
okviru našega programskega razvojnega ogrodja, ki ponuja optimizirane funkcije, ki
omogocˇajo prenos oziroma obdelavo vecˇjih kolicˇin podatkov z uporabo blokovnega
prenosa preko manjših zacˇasnih internih medpomnilnikov. Sistemski modul za svoje
delovanje potrebuje en rezerviran medpomnilnik koncˇne velikosti, funkcije sistem-
skega modula pa potem izvedejo prenos podatkov poljubne velikosti preko tega
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zacˇasnega internega medpomnilnika. Klasicˇni pristop bi potreboval izdelavo na-
menske in za vsak problem specificˇne programske kode, modul pa ponudi možnost
standardizacije operacije prenosa vecˇjih kolicˇin podatkov.
Slika 4.10 prikazuje strukturo sistemskega modula blokovno optimiziranega
vhodno/izhodnega medpomnilnika. Sistemski modul v osnovi izvaja dva locˇena
procesa; branje iz izvora v blokih velikosti a-bajtov, ki se ponavlja s periodo Tx
ter pisanje na cilj v blokih velikosti b-bajtov, ki se ponavlja s periodo Ty . Procesa
branja in pisanja sta med seboj neodvisna, notranje funkcije sistemskega modula
pa ves cˇas izvajanja nadzirajo zasedenost zacˇasnega internega medpomnilnika. Mo-
dul preko funkcije inicializacije omogocˇa nastavljanje razlicˇnih velikosti prenosnih
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Slika 4.10: Blokovno optimizirani vhodno/izhodni medpomnilnik
Potreba po tem sistemskem modulu se pojavi v vgrajenih elektronskih sistemih
z omejeno kolicˇino pomnilnika pri operacijah, ki morajo na strani izvora in/ali na
strani cilja izpolnjevati zahtevi po velikosti in/ali po cˇasovnih omejitvah prenosa
bloka podatkov.
Primer uporabe modula blokovno optimiziranega vhodno/izhodnega medpo-
mnilnika je predvajanje zvocˇnih sekvenc, ki jih modul na strani izvora bere iz dato-
tecˇnega sistema, na strani cilja pa jih zapisuje v register periferne naprave kodeka
avdio, ki ima natancˇno dolocˇeno periodo zapisovanja, pogojeno z vzorcˇno frekvenco
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predvajanja zvoka. Druga primera, kjer se v koncˇnih produktih uporablja ta sistem-
ski modul, sta še šifriranje in dešifriranje podatkov ter izris graficˇnih elementov,
katerih velikost nekajkrat presega celotni sistemski pomnilnik, ki je na voljo.
4.6 Razhrošcˇevalni in nadzorno-krmilni vmesnik
Naše programsko razvojno ogrodje temelji na jedru RTOS. Pri uporabi RTOS se
vedno pojavi težava ucˇinkovitega razhrošcˇevanja. Klasicˇni pristop razhrošcˇevanja
preko razvojnih orodij s prekinitvenimi tocˇkami (ang. breakpoint) in koracˇnim
sledenjem izvajanja pri uporabi RTOS ni mogocˇ zaradi strukture sistema. Za razhro-






































Slika 4.11: Razhrošcˇevalni in nadzorno-krmilni vmesnik
Razhrošcˇevalni in nadzorno-krmilni vmesnik tako postane del programskega
razvojnega ogrodja kot sistemski modul in ni vecˇ zunanje orodje kot pri klasicˇnem
razvoju programske opreme vgrajenih sistemov. Razhrošcˇevalni in nadzorno-krmilni
vmesnik, poleg funkcij za razhrošcˇevanje, nudi tudi funkcije za nadzor in krmiljenje
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programskega razvojnega ogrodja [10, poglavji 9.2.5 in 9.2.6]. Razhrošcˇevanje je
namenjeno odkrivanju napak in optimizaciji programske kode v procesu razvoja.
Funkciji nadzora in krmiljenja se uporabljata kot glavni metodi vplivanja na delo-
vanje programskega razvojnega ogrodja.
Razhrošcˇevalni in nadzorno-krmilni vmesnik za svoje delovanje potrebuje fizicˇni
vmesnik, preko katerega je mogocˇa interakcija z uporabnikom ali drugim zunanjim
programskim sistemom. Zaradi preprostosti, dobre strojne podpore in razširljivosti
uporabimo serijsko komunikacijo preko strojnega asinhronega serijskega vmesnika
(ang. UART). Zaradi lažje berljivosti in uporabe strukturo podatkov kodiramo s
kodno tabelo ASCII. To izvedbo razhrošcˇevalnega in nadzorno-krmilnega vmesnika
v nadaljevanju imenujemo serijska konzola.
Serijska konzola omogocˇa hiter pregled in spreminjanje parametrov sistema ter
omogocˇa izvajanje nadzorno-krmilnih funkcij programskega razvojnega ogrodja. Se-
rijska konzola uporablja standardno serijsko komunikacijo, tako da vmesnik lahko
zelo hitro nadgradimo z dodatno strojno opremo in pripadajocˇimi strojnimi pod-
pornimi moduli, ki omogocˇajo, da je vmesnik dosegljiv preko razlicˇnih strojnih
protokolov (RS-232, USB CDC, brezžicˇni Bluetooth SPP, TELNET, itd...).
Ko želimo sistemski modul uporabljati kot razhrošcˇevalni pripomocˇek, imamo
na voljo dva pristopa, ki ju lahko v aplikativni programski opremi poljubno upora-
bljamo:
1. Pristop z uporabo razhrošcˇevalnih izpisov: Za sledenje programski kodi
uporabljamo v kodo vkljucˇene izpise in nato preko serijske konzole sledimo
delovanju kode v realnem cˇasu. Ta pristop je preprost in razumljiv za upo-
rabo, ima pa veliko slabost, saj izpisovanje v serijsko konzolo mocˇno upocˇasni
izvajanje programske kode. Uporaba razhrošcˇevalnih izpisov zahteva tudi
vecˇkratno prevajanje, saj moramo izpise vkljucˇevati in izkljucˇevati glede na
potek procesa razhrošcˇevanja.
2. Pristop z uporabo namenskih pomnilniških struktur in dogodkov: Pri tem
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pristopu v kodo vkljucˇimo namenske razhrošcˇevalne pomnilniške strukture in
definiramo dogodke, ki so dolocˇeni s pogoji, ki jih želimo v procesu razhrošcˇe-
vanja opazovati (ang. assertion). Pregled zajetih podatkov v razhrošcˇevalnih
pomnilniških strukturah se ravno tako izvaja preko serijske konzole, le da sle-
denje preko izpisov ni sprotno v realnem cˇasu, ampak se izvede le na zahtevo.
Prenos podatkov iz razhrošcˇevalnih pomnilniških struktur se lahko izvaja tudi
preko posebnega protokola, ki ga uporabljamo za cˇas razhrošcˇevanja. Ta pri-
stop zahteva vecˇ cˇasa za implementacijo in interpretacijo rezultatov, vendar
je bolj ucˇinkovit in minimalno vpliva na cˇasovni potek izvajanja kode.
Slika 4.11 prikazuje splošno strukturo razhrošcˇevalnega in nadzorno-krmilnega
vmesnika. Opravila aplikativne programske opreme se z razhrošcˇevalnim in
nadzorno-krmilnim vmesnikom lahko povezujejo preko pristopa z uporabo razhro-
šcˇevalnih izpisov. Opravilo preko možnosti opravilne komunikacije (poglavje 4.1)
razhrošcˇevalnemu in nadzorno-krmilnemu vmesniku posreduje oblikovane razhro-
šcˇevalne izpise, ki jih ta nato preko gonilnika fizicˇnega vmesnika posreduje upo-
rabniku ali zunanjemu programskemu sistemu. Drugi nacˇin povezave z opravili je
pristop z uporabo namenskih pomnilniških struktur in dogodkov. Opravila v tem
nacˇinu zapisujejo podatke v razhrošcˇevalne pomnilniške strukture, razhrošcˇevalni
in nadzorno-krmilni vmesnik pa te podatke obdela in jih pošlje preko gonilnika fizicˇ-
nega vmesnika na zahtevo uporabnika ali zunanjega programskega sistema. Izpis
4.3 prikazuje vsebino razhrošcˇevalnih pomnilniških struktur v koncˇnem produktu,
ki uporablja graficˇne knjižnice. Prikazani izpis se izvede na zahtevo z vnosom ukaza
“show graphics” v serijsko konzolo in je prilagojen za preprosto berljivost. Razhro-
šcˇevalni in nadzorno-krmilni vmesnik poleg opravil aplikativne programske opreme
uporabljajo tudi ostali sistemski moduli programskega razvojnega ogrodja (poglavja
4.1 - 4.5), pri katerih se uporablja zgolj nadzorno-krmilna funkcija.
Razhrošcˇevalni in nadzorno-krmilni vmesnik je kriticˇen in nujno potreben sis-
temski modul za dober in ucˇinkovit razvoj aplikativne programske opreme in za
nadzor ter krmiljenje programskega razvojnega ogrodja.
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5 Aplikativni programski moduli
V okviru našega programskega razvojnega ogrodja del razvoja pripada piscu aplika-
tivne programske opreme. V tem poglavju bomo podali informacije, kako pripraviti
in nacˇrtovati izdelavo ter vkljucˇiti aplikativno programsko opremo v programsko
razvojno ogrodje. Vsi predstavljeni aplikativni programski moduli so del realnih
koncˇnih produktov (poglavje 6).
Posvetili se bomo programskim modulom, ki sestavljajo aplikativno programsko
opremo, zato jih bomo imenovali aplikativni programski moduli (v nadaljevanju
aplikativni moduli). Aplikativni moduli so tesno povezani s sistemskimi moduli pro-
gramskega razvojnega ogrodja, ki so prestavljeni v poglavju 4. Aplikativne module
razdelimo v tri skupine; gonilnike, knjižnice in aplikacijo.
5.1 Gonilniki
Gonilniki predstavljajo glavno vez med strojno in programsko opremo. Programski
proces gonilnikov lahko razdelimo na tri osnovne operacije, ki jih izvajajo nad
strojnim vmesnikom:
• sprejemanje podatkov (branje),
• oddajanje podatkov (pisanje),
• nadzor in krmiljenje strojnega vmesnika (upravljanje).
Glavna naloga gonilnika je pravilno sprejeti oziroma oddati podatke preko stroj-
nega vmesnika v skladu s pravili komunikacijskega protokola. Vsakemu gonilniku
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definiramo dve strani, preko katerih se gonilnik vpne v programski sistem. Aplika-
tivna stran gonilnika je namenjena povezavi z ostalo aplikativno strojno opremo,
strojna stran gonilnika pa izvajanju osnovnih operacij gonilnika na strojnem vme-
sniku. Podatki so na aplikativni strani shranjeni v pomnilniku, na strojni strani pa
so shranjeni v registrih strojnega vmesnika.
Glede na nacˇin in širino implementacije treh osnovnih operacij gonilnika v na-
šem programskem razvojnem ogrodju dolocˇimo tri razlicˇne strukture gonilnikov, ki
se med seboj locˇijo po stopnji avtonomnosti in kompleksnosti izvedbe. Tako dolo-
cˇene strukture standardizirajo uporabo aplikativne in strojne strani gonilnika. Pisec
aplikativne programske opreme mora uporabiti eno od treh struktur. Odlocˇitev za
najbolj primerno strukturo je odvisna od razpoložljivih virov (pomnilnika, zmoglji-
vosti, kompleksnosti problema, itd...). Tabela 5.1 prikazuje primerjavo lastnosti







kompleksnost izvedbe visoka srednja nizka
funkcija branja prisotna prisotna opcijsko
funkcija pisanja prisotna prisotna opcijsko
funkcija upravljanja prisotna prisotna prisotna
poraba sistemskih virov visoka srednja nizka
lasten cˇasovni proces prisoten ni prisoten ni prisoten
komunikacija z vecˇ opravili možna ni možna ni možna
podatkovni medpomnilniki lastni del aplikacije ni podprto
standardizacija vmesnika visoka srednja nizka
robustnost visoka nizka nizka
Tabela 5.1: Podprte strukture gonilnikov v programskem razvojnem ogrodju
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5.1.1 Popolna struktura z lastnimi medpomnilniki
Popolna struktura z lastnimi medpomnilniki v popolnosti implementira vse tri
osnovne operacije gonilnika. Ta struktura nudi najbolj stabilno in dolgorocˇno razšir-
ljivo strukturo na racˇun najvecˇje porabe sistemskih virov. Struktura vsebuje lastna
locˇena medpomnilnika za branje in pisanje. Operacija upravljanja strojnega vme-
snika je implementirana kot strukturirana operacija preko vnaprej definiranega
aplikativnega vmesnika (ang. API) na aplikativni strani gonilnika.
Lastna medpomnilnika omogocˇata cˇasovno neodvisno izvajanje programskega
procesa gonilnika od programskega procesa povezanega z aplikativno stranjo gonil-
nika. Neodvisno izvajanje omogocˇa, da gonilnik izvaja lastni programski proces, ki
se ukvarja izkljucˇno s komunikacijskim protokolom. Ta pristop je najbolj primeren
za implementacijo gonilnikov komunikacijskih protokolov vodil, kjer so mogocˇe ko-
lizije in so potrebne arbitraže za dostop do vodila. Kolizije in arbitraže povzrocˇajo
cˇasovne zakasnitve, ki v primeru uporabe popolne strukture gonilnika ne vplivajo
na izvajanje ostale aplikativne programske opreme. Gonilnik popolne strukture ima
visoko stopnjo lastne avtonomnosti, kar pomeni, da gonilnik sam izvaja cˇasovno
odvisne operacije nad komunikacijskim vmesnikom. Gonilnik popolne strukture
lahko pripravimo tudi tako, da na aplikativni strani komunicira z vecˇ kanali hkrati,
saj ima vsak kanal svoj lasten podatkovni medpomnilnik, gonilnik pa vanj le kopira
vsebino svojega lastnega medpomnilnika. Gonilnik popolne strukture z lastnimi
medpomnilniki je predstavljen na sliki 5.1.
Poleg neodvisnega izvajanja lastni medpomnilniki tudi locˇujejo pomnilniški pro-
stor gonilnika od pomnilniškega prostora ostale aplikativne programske opreme.
Operaciji branja in pisanja predstavljata kopiranje vsebine medpomnilnika iz pro-
stora gonilnika v prostor aplikativne programske opreme in obratno. Ta koncept
povecˇuje stabilnost programske opreme, saj napake v programski kodi ostale apli-
kativne programske opreme ne vplivajo na stabilnost gonilnika.
Popolna struktura z lastnimi medpomnilniki nudi najbolj fleksibilno in vsestran-
sko izvedbo gonilnika, vendar je tudi najbolj zahtevna glede sistemskih virov. Po-












































strojna opremagonilnikaplikativna programska oprema
Slika 5.1: Gonilnik popolne strukture z lastnimi medpomnilniki
polna struktura je standardno vedno prisotna v višjih operacijskih sistemih (Linux,
Windows), pri uporabi v vgrajenih sistemih pa mora biti uporaba popolne strukture
utemeljena in upravicˇena s tehtnimi razlogi ravno zaradi velike porabe sistemskih
virov.
5.1.2 Omejena struktura z neposrednim prenosom podatkov
Omejena struktura z neposrednim prenosom podatkov predstavlja kompromis med
velikimi zahtevami po sistemskih virih pri popolni strukturi z lastnimi medpomnil-
niki in omejeno zmogljivostjo vgrajene strojne opreme. Struktura omogocˇa pre-
prostejšo uporabo, saj si deli medpomnilnike za branje in pisanje skupaj z aplika-
tivno programsko opremo povezano z aplikativno stranjo gonilnika, ter tako ponuja
neposredni prenos podatkov med gonilnikom in aplikativno programsko opremo.
Gonilnik z omejeno strukturo nima vecˇ visoke stopnje avtonomnosti, ampak predsta-
vlja le vmesnik aplikativne programske opreme do strojnega vmesnika. Aplikativna
programska oprema, ki uporablja gonilnik z omejeno strukturo z neposrednim pre-
nosom podatkov, mora sama implementirati cˇasovno logiko komunikacijskega proto-
kola, saj gonilnik ne omogocˇa implementacije lastnih cˇasovnih procesov. Operacija
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upravljanja ni strogo dolocˇena s standardiziranim vmesnikom, ampak je izdelava
funkcij upravljanja strojne opreme prepušcˇena piscu gonilnika. Gonilnik omejene
































strojna opremagonilnikaplikativna programska oprema
Slika 5.2: Gonilnik omejene strukture z neposrednim prenosom podatkov
Skupni podatkovni medpomnilniki lahko zmanjšujejo stabilnost celotne pro-
gramske opreme v primeru prisotnih napak v programski kodi aplikativne program-
ske opreme. Vsaka napaka v aplikativni programski opremi, ki se propagira v po-
datkovne medpomnilnike, lahko povzrocˇi nepricˇakovano delovanje gonilnika.
Omejena struktura z neposrednim prenosom podatkov se najvecˇkrat uporablja
v vgrajenih sistemih, saj predstavlja optimalni kompromis med porabo sistemskih
virov in zmožnostjo vgrajene strojne opreme.
5.1.3 Preprosta struktura z neposrednim prenosom dogodkov
Najpreprostejša struktura gonilnika ne omogocˇa neposrednih operacij branja in
pisanja, ampak se osredotocˇa zgolj na operacijo upravljanja strojnega vmesnika
s poudarkom na porocˇanju dogodkov. Gonilnik preproste strukture ne upravlja s
podatki, ampak preko aplikativne strani le posreduje dogodke strojne strani. Ena od
upravljalnih funkcij, ki je na voljo na aplikativni strani gonilnika, je dolocˇitev naslova
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sprejemnega in oddajnega medpomnilnika, ki se pri tej strukturi nahaja v aplikativni
programski opremi. Gonilnik nato preko svojih lastnih funkcij podatke zapisuje
oziroma bere neposredno iz nastavljenih medpomnilnikov. Programski vmesnik na
aplikativni strani gonilnika ni predpisan s strani programskega razvojnega ogrodja,
predpisani so zgolj metodologija in mehanizmi javljanja dogodkov med strojno in
aplikativno stranjo gonilnika. Gonilnik preproste strukture z neposrednim prenosom






























strojna opremagonilnikaplikativna programska oprema
Slika 5.3: Gonilnik preproste strukture z neposrednim prenosom dogodkov
Preprosta struktura gonilnika z neposrednim prenosom dogodkov je primerna
rešitev za preproste gonilnike, kjer komunikacija poteka predvsem na nivoju osnov-
nih komunikacijskih enot in ni dolocˇena s komunikacijskim protokolom (analogno
digitalne pretvorbe, branje tipk, krmiljenje LED, ipd...).
5.2 Knjižnice
Aplikativni moduli knjižnic so najobsežnejši del aplikativne programske opreme, saj
nudijo zakljucˇene sklope funkcionalnosti. Knjižnice standardnih kompleksnih sklo-
pov funkcionalnosti so v vecˇini primerov dostopne kot rešitve zunanjih avtorjev, v
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specificˇnih primerih pa smo primorani implementirati lastno knjižnico. Lastna knji-
žnica se izkaže kot zelo primerna rešitev, kadar imamo opraviti z vecˇ produkti enake
produktne družine v prodajnem portfelju tehnološkega podjetja. Knjižnice predsta-
vljajo vez med specifiko posameznih koncˇnih produktov in skupnimi lastnostmi





uporaba modulov programskega razvojnega ogrodja brez visoka
odvisnost od programskega razvojnega ogrodja brez visoka
kompleksnost izdelave visoka srednja
definicija API popolna delna
uporaba izven programskega razvojnega ogrodja možna ni možna
Tabela 5.2: Tipi knjižnic v programskem razvojnem ogrodju
Glede na izvor in nacˇin umestitve v programsko razvojno ogrodje knjižnice de-
limo na dva tipa. Neodvisne knjižnice implementirajo neodvisne zakljucˇene sklope
funkcionalnosti, odvisne knjižnice pa so razširitev obstojecˇih funkcionalnosti, ki
so že prisotne v programskem razvojnem ogrodju bodisi kot neodvisne knjižnice
bodisi kot sistemski ali aplikativni moduli. Primerjava lastnosti obeh tipov knjižnic
je predstavljena v tabeli 5.2. Odlocˇitev o izbiri tipa knjižnice je prepušcˇena piscu
aplikativne programske opreme, programsko razvojno ogrodje pa predpisuje nacˇin
vkljucˇitve in uporabo knjižnice.
Poudariti je potrebno, da za zagotavljanje lažjega vzdrževanja in standardizacije
programskega razvojnega ogrodja prepovedujemo kakršnokoli spreminjanje pro-
gramske kode knjižnice na nacˇin, ki bi koristil in je namenjen le specificˇni rešitvi
ene same aplikativne programske opreme. Posodobitve in popravki knjižnic mo-
rajo biti izvedeni celovito in neodvisno od posameznih programskih rešitev koncˇnih
produktov. Posodobljena knjižnica mora biti pripravljena za vse razlicˇice koncˇnih
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produktov, ki uporabljajo knjižnico v okviru programskega razvojnega ogrodja.
5.2.1 Neodvisne knjižnice
Neodvisne knjižnice so že po imenu sodecˇ neodvisne od programskega sistema v
katerega so vkljucˇene. Neodvisna knjižnica se vkljucˇi v, gledano s stališcˇa knjižnice,
zunanjo programsko opremo. Neodvisne knjižnice so torej samostojne programske
enote, ki so nacˇrtovane tako, da vkljucˇujejo vse potrebne programske module in se
ne navezujejo na programske module zunanjega programskega sistema.
Pri izdelavi oziroma vkljucˇevanju neodvisne knjižnice v okolje programskega
razvojnega ogrodja je potrebno preucˇiti nacˇine povezovanja programskih modulov
knjižnice in programskih modulov programskega razvojnega ogrodja. Programski
vmesniki (API) so potrebni pri povezovanju delov neodvisne knjižnice. Pri tem se
moramo posluževati razlicˇnih prijemov, od celovitih abstrakcijskih slojev, ovijalnih
oz. funkcij wrapper do t.i. funkcij callback. Slika 5.4 prikazuje umestitev neodvisne











Slika 5.4: Neodvisna knjižnica
Neodvisne knjižnice v vecˇini primerov predstavljajo knjižnice, ki jih v program-
sko razvojno ogrodje vkljucˇimo kot rešitve zunanjih avtorjev. Tipicˇni primeri zuna-
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njih neodvisnih knjižnic, ki smo jih vkljucˇili v naše programsko razvojno ogrodje,
so datotecˇni sistemi [16], protokolni sklad TCP/IP in knjižnice šifrirnih algoritmov.
Samostojna implementacija neodvisne knjižnice je obsežen razvojni proces, saj mo-
ramo ves cˇas ohranjati neodvisnost knjižnice, kar pomeni, da razvoj ni vezan na
programsko razvojno ogrodje. Neodvisna knjižnica lahko predstavlja tudi samo-
stojni produkt programske opreme.
5.2.2 Odvisne knjižnice
Odvisne knjižnice so po svoji strukturi odvisne od programskega razvojnega ogrodja
in ne obstajajo kot neodvisni programski paket. Programski moduli odvisnih knjižnic
uporabljajo sistemske module programskega razvojnega ogrodja. Odvisne knjižnice
so produkt razvoja aplikativne programske opreme koncˇnih produktov. Komple-
ksnost odvisnih knjižnic je lahko na visoki ravni, vendar je razvoj zaradi odsotnosti
množice univerzalnih programskih vmesnikov (API) hitrejši in preprostejši. Slika





Slika 5.5: Odvisna knjižnica
Odvisne knjižnice so velikokrat manj kompleksne in v najenostavnejši obliki
predstavljajo le skupek funkcij, ki opravljajo dolocˇeno zakljucˇeno funkcionalnost.
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Odlocˇitev, ali se funkcionalnost implementira kot knjižnica ali kot del aplikacije, je
odvisna od potreb po tej funkcionalnosti med razlicˇnimi koncˇnimi produkti. Odvi-
sne knjižnice imajo namrecˇ v okolju programskega razvojnega ogrodja, za razliko
od aplikacije, dolocˇeno mesto, ki je standardizirano in skupno vsem koncˇnim pro-
duktom.
5.3 Aplikacija
Aplikacija predstavlja centralni del aplikativne programske opreme, ki izvaja funk-
cije koncˇnega produkta. Brez aplikacije programsko razvojno ogrodje ne predstavlja
popolne programske opreme. Pisec aplikacije oziroma uporabnik programskega
razvojnega ogrodja mora poznati pravila in konvencije programskega razvojnega
ogrodja, da lahko uspešno implementira aplikacijo. Aplikacijo lahko sestavlja vecˇ
neodvisnih opravil. V tem primeru je vsako opravilo obravnavano kot locˇen aplika-
tivni modul. Množica vseh opravil oziroma aplikativnih modulov sestavlja aplikacijo.
V tem poglavju bomo navedli pravila in nacˇin umestitve aplikacije v okolje program-
skega razvojnega ogrodja.
5.3.1 Opravila v okolju RTOS
Naše programsko razvojno ogrodje v jedru uporablja RTOS (poglavje 3.1.1), ki s
svojim nacˇinom in metodologijo izvajanja programske kode že sam po sebi zahteva
upoštevanje smernic, ki so potrebne za implementacijo ali vkljucˇitev programske
kode v programski proces.
Osnovni gradnik sistema RTOS so opravila, ki predstavljajo neodvisne program-
ske procese. Programsko razvojno ogrodje zato že v okviru sistemskih modulov
temelji na konceptu opravil kot osnovnih gradnikov programske opreme. Enaka
pravila veljajo za implementacijo aplikacije. Nacˇrtovalec aplikacije mora z upo-
števanjem funkcijske specifikacije koncˇnega produkta aplikacijo razdeliti v enega
ali vecˇ opravil. Vsako od opravil je neodvisno od drugih opravil, zato je preko po-
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nujenih možnosti opravilne komunikacije potrebno deﬁnirati tudi vrsto in nacˇin
komunikacije med opravili.
Pravilna razdelitev aplikacije v enega ali vecˇ opravil je kljucˇnega pomena za
uspešno in stabilno izvedeno aplikativno programsko opremo. Programsko razvojno
ogrodje predpisuje spisek pravil, ki se jih je potrebno držati. Vsako opravilo se v
sistem programskega razvojnega ogrodja vkljucˇi z uporabo zahtevanih gradnikov.
Nekaj od teh gradnikov je pogojenih z uporabo RTOS, drugi predstavljajo integracijo
aplikacije s sistemskimi moduli programskega razvojnega ogrodja (glej poglavje 4).

























Slika 5.6: Povezave opravila aplikacije s programskim razvojnim ogrodjem
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5.3.2 Zahtevani gradniki
Vsako opravilo aplikacije, ki je vkljucˇeno v programsko razvojno ogrodje, mora
vsebovati sledecˇe gradnike (glej sliko 5.6):
1. Inicializacija: V inicializaciji se opravilo vkljucˇi v jedro RTOS z uporabo funk-
cij sistemskega modula integracije jedra v programsko razvojno ogrodje (po-
glavje 4.1), s katerimi dolocˇi svojo prioriteto izvajanja, potrebe po velikosti
sklada in opravilnega pomnilniškega prostora, dolocˇi in inicializira dele opra-
vilne komunikacije, programske cˇasovnike ter umesti opravilo v razvršcˇevalnik
RTOS ter nazadnje zažene proces opravila.
2. Registracija opravila v sistemski modul nadzora izvajanja: Vsako opravilo
se mora registrirati v sistemski modul nadzora izvajanja (poglavje 4.3). Regi-
stracija je nujna, saj mora programsko razvojno ogrodje ukrepati v primeru,
da se izvajanje programskega procesa opravila ne odvija kot pricˇakovano.
3. Registracija v sistemski modul signalov: Vsako opravilo mora pravilno
obravnavati in se odzivati na sistemske signale (poglavje 4.4). Opravilo mora
najprej opraviti registracijo v sistemski modul signalov, nato pa vsebovati
programsko kodo, ki obravnava sprejem sistemskih signalov.
4. Funkcija programskega procesa: V tej funkciji se izvaja vsa programska lo-
gika opravila, programska logika je lahko nacˇrtovana po cˇasovno (poglavje
5.3.3) ali dogodkovno (poglavje 5.3.4) orientiranem modelu izvajanja. Funk-
cija glavnega programskega procesa se nikdar ne zakljucˇi in se vedno izvaja v
neskoncˇni zanki.
5. Javljanje statusa sistemskemu modulu nadzora izvajanja: Opravilo se
mora v okviru funkcije glavnega programskega procesa periodicˇno javljati
modulu nadzora izvajanja (poglavje 4.3).
6. Podpora za razhrošcˇevalni in nadzorno-krmilni vmesnik: Vsako opravilo
mora ponujati nek nacˇin razhrošcˇevanja, bodisi preko preprostih izpisov na
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serijsko konzolo ali pa preko vkljucˇitve ali definicije razhrošcˇevalnih pomnil-
niških struktur in dogodkov (poglavje 4.6).
Zgoraj našteti gradniki povežejo opravilo aplikacije s sistemskimi moduli pro-
gramskega razvojnega ogrodja. Tako nacˇrtovana aplikacija izkorišcˇa vse prednosti,
ki jih ponuja programsko razvojno ogrodje.
5.3.3 Cˇasovno orientirani model izvajanja
Kadar programski proces opravila zahteva izvajanje nalog, ki so mocˇno odvisne
od sinhronih cˇasovnih procesov, uporabimo cˇasovno orientirani model izvajanja.
Cˇasovno orientirani model izvajanja temelji na cˇasovno enakomerno razporejenih
operacijah, ki se vedno izvajajo ne glede na notranje stanje programskega procesa.
Kadar pri cˇasovnem orientiranem modelu izvajanja dogodek predstavlja zunanji
signal, tega obdelamo šele, ko se je zgodila cˇasovna perioda preverjanja dogodkov,
zato je cˇasovni odziv na dogodke zgolj zadovoljiv. Pri cˇasovno orientiranem modelu
izvajanja locˇimo dva principa, ki se med seboj razlikujeta po nacˇinu razvršcˇanja
operacij: sinhrono in kooperativno izvajanje. Primerjava lastnosti obeh principov





odziv na dogodek zadovoljiv zadovoljiv
determinizem izvajanja odlicˇen dober
uporaba sistemskih virov zelo visoka srednja
kompleksnost izvedbe nizka srednja
ucˇinkovitost izvajanja nizka nizka
Tabela 5.3: Primerjava principov cˇasovno orientiranega modela izvajanja
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5.3.3.1 Sinhrono izvajanje
Sinhrono izvajanje v splošnem sestavlja množica cˇasovno sinhronih operacij z vna-
prej dolocˇenimi periodami klicanja. Operacije se izvajajo neodvisno druga od druge
preko uporabe strojnih ali programskih cˇasovnikov. Sinhrono izvajanje odlikuje
tocˇen cˇasovni determinizem in je primerno za izvajanje preprostejših a cˇasovno












dogodek I odziv I
t
tI1 tII1 tI2
Slika 5.7: Sinhrono izvajanje
Slika 5.7 prikazuje obravnavo dogodkov I in I I v aplikaciji s tremi opravili A, B
in C , ki se izvajajo sinhrono. Zaradi lažjega razumevanja bomo zanemarili cˇasovne
zakasnitve, ki nastanejo zaradi razvršcˇevalnika RTOS. Obravnava dogodka I se v
celoti izvede v opravilu A. Obravnava dogodka I I pa zahteva komunikacijo opravil
B in C . Opravila se izvajajo s periodami tA, tB in tC . Sinhrono izvajanje pogojuje
obravnavo dogodka ob klicu opravila, zato se bo dogodek I ob prvem nastanku na
sliki obravnaval šele, ko se bo opravilo A ponovno izvajalo v naslednji periodi. Enako
velja za drugi nastanek dogodka I . Posledicˇno sta cˇasa odzivanja na dogodek I ob
obeh pojavljanjih t I1 in t I2 razlicˇna zaradi sinhronega izvajanja opravil. Podobna
logika velja pri nastanku dogodka I I . V tem primeru se dogodek v opravilu B
obravnava ob naslednji periodi po nastanku, v opravilu C pa v naslednji periodi po
zakljucˇku procesa v opravilu B. Cˇas odziva na dogodek t I I1 je lahko precej daljši od
pricˇakovanega in je odvisen od period izvajanj opravil. Determinizem izvajanja je
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torej odlicˇen, odziv na dogodek pa zgolj zadovoljiv.
5.3.3.2 Kooperativno izvajanje
Kooperativno izvajanje je podobno sinhronemu, le da se operacije izvajajo druga
za drugo v skupni periodi. Cˇas izvajanja operacije je odvisen od vseh operacij,
ki se morajo izvesti v skupni periodi. Slabost kooperativnega izvajanja je manj
tocˇen in težko dolocˇljiv cˇasovni determinizem, prednost pa lažja umestitev množic
kompleksnejših cˇasovno kriticˇnih operacij. Kooperativno izvajanje je znacˇilno za












Slika 5.8: Kooperativno izvajanje
Slika 5.8 prikazuje obravnavo dogodkov I in I I v aplikaciji s tremi opravili A,
B in C , ki se izvajajo kooperativno. Zaradi lažjega razumevanja bomo zanemarili
cˇasovne zakasnitve, ki nastanejo zaradi razvršcˇevalnika RTOS. Obravnava dogodka
I se v celoti izvede v opravilu A. Obravnava dogodka I I pa zahteva komunikacijo
opravil B in C . Opravila se izvajajo s periodami tA, tB, opravilo C pa se v našem
primeru vedno izvaja v povezavi z opravilom B, zato njegova perioda ni pomembna.
Obravnava dogodka A pri obeh nastankih na sliki je enaka kot pri sinhronem izvaja-
nju (poglavje 5.3.3.1, slika 5.7), razlika pa se pojavi pri obravnavi dogodka I I , ki
zahteva komunikacijo med vecˇ opravili. Kooperativno izvajanje pomeni, da se bosta
obe opravili po zacˇetku obravnave izvedli v isti periodi drugo za drugim. To pa po-
meni, da je odziv na dogodek t I I1 krajši kot pri sinhronem izvajanju. Determinizem
izvajanja je še vedno dober, odziv na dogodek pa zgolj zadovoljiv.
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5.3.4 Dogodkovno orientirani model izvajanja
Ko imamo opraviti z izvajanjem nalog, ki zahtevajo hiter in deterministicˇen odziv
na nastale dogodke, uporabimo dogodkovno orientirani model izvajanja. Dogod-
kovno orientirani model izvajanja temelji na cˇim hitrejšem odzivanju na dogodek
in je vedno izveden v obliki avtomata koncˇnih stanj [17]. Slabost dogodkovno
orientiranega modela izvajanja se pokaže pri nastanku velikega števila socˇasnih
dogodkov. Takrat se mocˇno zmanjša cˇasovni determinizem, ker je potrebno vse do-
godke obdelati v enakem cˇasu, kar pa zaradi linearnega izvajanja programske kode
ni mogocˇe, tako da se dogodki obdelajo drug za drugim. Dogodkovno orientirani
model izvajanja je še posebej primeren za strojne module, kjer je pomembna nizka
poraba energije in visoka ucˇinkovitost programskega procesa. Kadar ni dogodkov,
programski proces dogodkovno orientiranega modela izvajanja ne izvaja operacij
in strojni modul je v stanju nizke porabe. Dogodke v okolju našega programskega
razvojnega ogrodja predstavljajo sporocˇila opravilne komunikacije in dogodki gonil-
nikov strojne opreme. Pri dogodkovno orientiranem modelu izvajanja locˇimo dva
principa, ki sta izpeljana iz teorije avtomatov stanj in se locˇita med seboj predvsem
po kompleksnosti izvedbe: preprosti avtomat in napredni avtomat koncˇnih stanj.





odziv na dogodek odlicˇen odlicˇen
determinizem izvajanja srednji srednji
uporaba sistemskih virov nizka srednja
kompleksnost izvedbe visoka zelo visoka
ucˇinkovitost izvajanja visoka zelo visoka
Tabela 5.4: Primerjava principov dogodkovno orientiranega modela izvajanja
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Slika 5.9 prikazuje obravnavo dogodkov I in I I v aplikaciji s tremi opravili A, B in
C , ki se izvajajo po dogodkovno orientiranem modelu. Zaradi lažjega razumevanja
bomo zanemarili cˇasovne zakasnitve, ki nastanejo zaradi razvršcˇevalnika RTOS.
Obravnava dogodka I se v celoti izvede v opravilu A. Obravnava dogodka I I pa
zahteva komunikacijo med opraviloma B in C . Iz slike je razvidno, da se opravila
izvedejo le ob nastanku dogodkov. Odzivi na dogodke t I in t I I so zato vedno enaki in
deterministicˇni. Kadar vecˇ dogodkov nastane istocˇasno, se obravnavajo po vrstnem








dogodek I odziv I
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tI tII tI
Slika 5.9: Dogodkovno orientirani model izvajanja
5.3.4.1 Preprosti avtomat koncˇnih stanj
Preprosti avtomat koncˇnih stanj definira množico stanj (analogija z Moorovom av-
tomatom). Prehod med stanji je odvisen od trenutnega stanja avtomata in novona-
stalega dogodka. Stanje avtomata je skupaj z drugimi pomnilniškimi strukturami
opravila shranjeno v pomnilniškem kontekstu opravila. Delovni podatki prehodov
med stanji avtomata so globalni in vezani na opravilo. Preprosti avtomat koncˇnih
stanj je namenjen implementaciji preprostejših dogodkovno orientiranih program-
skih procesov.
Slika 5.10 prikazuje delovanje preprostega avtomata koncˇnih stanj. Opravilo ima
dolocˇeno svoje notranje stanje, ki je odvisno od programskega procesa. Nastanek
dogodka I vedno povzrocˇi odziv I , dogodek se obravnava v cˇasu t I .
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opravilo





Slika 5.10: Preprosti avtomat koncˇnih stanj
5.3.4.2 Napredni avtomat koncˇnih stanj
Kompleksnejša izvedba dogodkovno orientiranega modela izvajanja je avtomat koncˇ-
nih stanj s hranjenjem podatkov dogodkov (analogija z Mealyevim avtomatom). Pri
tej izvedbi je prehod med stanji odvisen od trenutnega stanja avtomata, novonasta-
lega dogodka in podatkov, ki so pripeti k dogodku. Glavna razlika so torej podatki,
ki spadajo k dogodku. Prehodi med stanji avtomata so vezani na podatke, ki so del
dogodka in ne vecˇ na globalno stanje opravila.
Koncept lokalnih podatkov dogodka ponuja mnogo razlicˇnih možnosti izvedb,
saj je prehod med stanji razlicˇen pri enakem dogodku z razlicˇnimi podatki. V najbolj
naprednih nacˇinih uporabe omenjeni pristop omogocˇa navidezno obravnavo vecˇ
med seboj neodvisnih kompleksih vecˇstopenjskih operacij v okviru enega opravila.
opravilo













Slika 5.11: Napredni avtomat koncˇnih stanj
Slika 5.11 prikazuje delovanje naprednega avtomata koncˇnih stanj. Opravilo
ima dolocˇeno svoje notranje stanje, ki je odvisno od programskega procesa. Nastali
dogodek I sedaj vsebuje tudi dodatne podatke o dogodku. Ti dodatni podatki so
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del sporocˇila. Dogodek I s podatki a tako povzrocˇi odziv Ia v cˇasu t Ia, dogodek
I z drugacˇnimi podatki b pa povzrocˇi odziv I b v cˇasu t I b. Primer naprednega
avtomata koncˇnih stanj je komunikacija z gonilnikom vodila MODBUS, kjer dogodek
predstavlja informacijo o prejetem sporocˇilu, podatki pa vsebujejo vsebino sporocˇila.
Avtomat koncˇnih stanj s hranjenjem dogodkov je primerna rešitev za vecˇino
problemov, ki se pojavijo pri implementaciji aplikacij, vendar na racˇun vecˇje kom-
pleksnosti izvedbe. Podrobnosti te izvedbe presegajo obseg tega besedila [17], [18].
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6 Produkti izvedeni na programskem
razvojnem ogrodju
Do zdaj smo se ukvarjali s strukturami in izdelavo našega programskega razvojnega
ogrodja, v tem poglavju pa bomo uporabnost konkretizirali z navedbo nekaj koncˇnih
produktov enega od tehnoloških podjetij. Vsi našteti koncˇni produkti spadajo pod
vgrajene elektronske sisteme, ki temeljijo na mikrokrmilniški 32-bitni arhitekturi
z minimalno 32 KB vgrajenega delovnega pomnilnika (poglavje 2.3). Program-
ska oprema vseh naštetih koncˇnih produktov temelji na programskem razvojnem
ogrodju. Vsi produkti so tržno uspešni, nekateri na svetovnem trgu, drugi na ob-
mocˇju Slovenije. Pri vsakem produktu bomo na kratko navedli lastnosti in poseb-
nosti aplikativne programske opreme gledano s stališcˇa programskega razvojnega
ogrodja.
6.1 Graficˇni stenski termostat
Produkt graficˇnega stenskega termostata na sliki 6.1 je del vecˇjega sistema sloven-
skega proizvajalca toplotnih cˇrpalk. Modul je namenjen stenski montaži in poleg
funkcije termostata omogocˇa še krmiljenje toplotne cˇrpalke. Uporabniški vmesnik
je sestavljen iz barvnega 2,2 palcˇnega zaslona LCD in štirih osvetljenih kapacitivnih
tipk. Komunikacija poteka preko komunikacijskega protokola MODBUS RTU RS-
485. Modul vsebuje 8MB pomnilnika FLASH za shranjevanje graficˇnih elementov.
Aplikativno programsko kodo sestavljajo štiri opravila, ki so medsebojno pove-
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Slika 6.1: Graﬁcˇni stenski termostat (vir: Elektrina d.o.o.)
zana preko sporocˇilnih vrst.
1. Graﬁcˇno opravilo: Opravilo krmili zaslon LCD in upravlja menijski sistem
na zaslonu. Opravilo potrebuje gonilnik zaslona LCD, neodvisno tujo knji-
žnico datotecˇnega sistema [16] in sistemski modul blokovno optimiziranega
vhodno/izhodnega medpomnilnika (4.5.2) za izris graﬁcˇnih elementov.
2. Opravilo MODBUS: Opravilo izvaja operacije komunikacijskega protokola
MODBUS [8] od osnovnih komunikacijskih operacij do shranjevanja delov-
nih podatkov registra MODBUS. Opravilo potrebuje knjižnico datotecˇnega
sistema, genericˇni gonilnik MODBUS in speciﬁcˇni gonilnik (3.3) serijske asin-
hrone komunikacije protokola RS-485.
3. Senzorsko opravilo: Opravilo izvaja meritve senzorjev, ki so prisotni na
strojni opremi modula (temperatura, osvetljenost) ter izvaja izracˇune in ﬁltri-
ranje analognih velicˇin.
4. Opravilo tipk: Opravilo vsebuje logiko za krmiljenje in nadzor kapacitivnih
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tipk, za upravljanje uporablja specificˇni gonilnik krmilnika kapacitivnih tipk.
V okviru programskega razvojnega ogrodja je izvedeno še nadziranje sistema,
uporablja se dinamicˇna rezervacija pomnilnika s konstantnimi bloki (4.2) ter signali
za izvedbo ponastavitve (ang. reset) in zaustavitve programske opreme. Razhrošcˇe-
vanje in nadzor modula sta mogocˇa preko razvojne serijske konzole.
6.2 Vmesniki WEB za povezovanje naprav v oblacˇne storitve
Vmesniki WEB za povezovanje naprav v oblacˇne storitve predstavljajo družino štirih
koncˇnih produktov, od katerih sta dva prodajno uspešna (eden prikazan na sliki
6.2). Oba modula sta del vecˇjega sistema slovenskega proizvajalca toplotnih cˇrpalk
in skrbita za povezljivost razlicˇnih tipov toplotnih cˇrpalk v oblak. Povezava v oblak
omogocˇa daljinski nadzor in krmiljenje toplotnih cˇrpalk preko pametnih naprav
(mobilni telefon, tablica). Modul se povezuje v internet preko vmesnika ethernet, v
sistem toplotne cˇrpalke pa preko protokola MODBUS RTU na razlicˇnih fizicˇnih vme-
snikih. Vmesnik WEB vsebuje kartico microSD za shranjevanje delovnih podatkov
cˇrpalke.
Aplikativno programsko opremo sestavljata dve opravili, ki sta med seboj pove-
zani preko sporocˇilnih vrst:
1. Opravilo protokolnega sklada TCP/IP: Opravilo izvaja operacije, potrebne
za delovanje celotnega protokolnega sklada TCP/IP. Podpora vkljucˇuje proto-
kole TCP, UDP, SSL, HTTP in FTP. Opravilo uporablja za delovanje neodvisno
tujo knjižnico datotecˇnega sistema ter neodvisno tujo knjižnico protokolnega
sklada TCP/IP. Vsa komunikacija z oddaljenim strežnikom poteka preko ši-
frirane povezave SSL, zato je dodana tudi neodvisna tuja knjižnica šifrirnih
protokolov SSL.
2. Opravilo komunikacije MODBUS: Opravilo skrbi za komunikacijo vmesnika
WEB s toplotno cˇrpalko. Obenem opravlja še funkcijo shranjevanja delov-
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Slika 6.2: Vmesnik WEB (vir: Elektrina d.o.o.)
nih podatkov ter pošiljanja dogodkov iz smeri interneta na toplotno cˇrpalko.
Opravilo uporablja odvisno lastno knjižnico protokolnega sklada MODBUS
[8]. Za prenos vecˇjih kolicˇin podatkov uporablja sistemski modul skupnega
medpomnilnika (4.5.1).
V okviru programskega razvojnega ogrodja je izvedeno še nadziranje sistema
(4.3), uporablja se dinamicˇna rezervacija pomnilnika s konstantnimi bloki (4.2) ter
signali (4.4) za izvedbo ponastavitve (ang. reset) in zaustavitve programske opreme.
Razhrošcˇevanje in nadzor modula sta mogocˇa preko razvojne serijske konzole ali
vmesnika TELNET.
Razlicˇni produkti modulov WEB so si v osnovi zelo podobni, razlikujejo se le
v nacˇinu komunikacije MODBUS in ﬁzicˇni izvedbi, zato so še posebej primerni za
izdelavo s programskim razvojnim ogrodjem. Programsko razvojno ogrodje preko
svojih lastnosti na enostaven nacˇin omogocˇa pripravo razlicˇnih izhodnih paketov
za med seboj podobne produkte.
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6.3 Nadzorni modul za sistem dostopne kontrole
Nadzorni modul za sistem dostopne kontrole na sliki 6.3 je centralni modul sis-
tema kontrole dostopa. Nadzorni modul povezuje podrejene senzorske module
cˇitalcev brezkontaktnih kartic RFID in tipkovnic v centralni sistem. Nadzorni modul
sprejme konﬁguracijo delovanja preko zunanjega vmesnika ethernet in nato deluje
avtonomno. Modul preko konﬁguracije izvaja logiko upoštevanja dostopnih pravic
uporabnikov in krmili izhode (odpira vrata). Modul vsebuje kartico microSD za
hranjenje dogodkov. Modul vsebuje vecˇje število relejskih in digitalnih izhodov ter
vhodov, ki jih krmili locˇen 8-bitni mikrokrmilnik, ki komunicira z glavnim preko
lastno razvitega komunikacijskega protokola.
Slika 6.3: Nadzorni modul za sistem dostopne kontrole (vir: Elektrina d.o.o.)
Aplikativno programsko opremo sestavljajo tri opravila, ki so med seboj pove-
zana preko sporocˇilnih vrst:
1. Opravilo protokolnega sklada TCP/IP: Opravilo izvaja operacije, potrebne
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za delovanje celotnega protokolnega sklada TCP/IP. Podpora vkljucˇuje UDP,
TCP, SSL, HTTP, FTP ter lastno razviti namenski protokol sistema dostopne
kontrole. Opravilo uporablja za delovanje neodvisno tujo knjižnico datotecˇ-
nega sistema ter neodvisno tujo knjižnico protokolnega sklada TCP/IP. Vsa
komunikacija z oddaljenim strežnikom poteka preko šifrirane povezave SSL,
ki jo omogocˇa neodvisna tuja knjižnica.
2. Opravilo logike dostopne kontrole: Opravilo izvaja logiko, ki je potrebna za
delovanje dostopne kontrole. Opravilo operira izkljucˇno nad podatki v pomnil-
niku in ne krmili strojnih vmesnikov. Za delovanje potrebuje neodvisno tujo
knjižnico datotecˇnega sistema [16], ki ga uporablja za hranjenje dogodkov in
konfiguracije ter lastno razvito odvisno knjižnico, ki vsebuje logiko sistema
dostopne kontrole.
3. Opravilo komunikacije s podrejenimi moduli: Opravilo izvaja operacije,
potrebne za delovanje protokola s katerim komunicira s podrejenimi moduli.
Za izvajanje komunikacije potrebuje specificˇni gonilnik (3.3). Novejši sistemi
uporabljajo tehnologijo brezkontaktnih kartic MIFARE DESFIRE, ki zahtevajo
uporabno tuje neodvisne knjižnice šifrirnega algoritma DES.
V okviru programskega razvojnega ogrodja je izvedeno še nadziranje sistema
(4.3), uporablja se dinamicˇna rezervacija pomnilnika s konstantnimi bloki (4.2) ter
signali (4.4) za izvedbo ponastavitve (ang. reset) in zaustavitve programske opreme.
Razhrošcˇevanje in nadzor modula sta mogocˇa preko razvojne serijske konzole ali
vmesnika TELNET.
6.4 Vecˇnamenski industrijski graficˇni modul z zaslonom na do-
tik
Vecˇnamenski industrijski graficˇni modul z zaslonom na dotik na sliki 6.4 je namenjen
krmiljenju sistemov v industrijskih sistemih. Uporabnik lahko preko posebej razvite
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programske opreme upravlja z videzom in strukturo uporabniškega vmesnika na
modulu. Modul je razvit v dveh razlicˇicah, ki se razlikujeta po tipu komunikacijskega
vmesnika. Modul vsebuje 4,3 palcˇni barvni zaslon LCD z zaslonom na dotik.
Aplikativno programsko opremo sestavljajo tri opravila, ki so med seboj pove-
zana preko sporocˇilnih vrst:
Slika 6.4: Vecˇnamenski industrijski graﬁcˇni modul z zaslonom na dotik (vir: Elek-
trina d.o.o.)
1. Opravilo graﬁcˇnega jedra: Opravilo krmili barvni zaslon LCD ter izvaja vse
operacije, ki so potrebne za delovanje uporabniškega vmesnika. Za izvajanje
uporablja neodvisni tuji knjižnici graﬁcˇnih objektov in pisav, za dostop do
podatkov uporablja neodvisno tujo knjižnico datotecˇnega sistema [16].
2. Opravilo zaslona na dotik: Opravilo upravljanja s speciﬁcˇnim gonilnikom
zaslona na dotik.
3. Opravilo zunanjega komunikacijskega vmesnika: Opravilo opravlja opera-
cije povezane z zunanjim komunikacijskim vmesnikom. Pri prvi razlicˇici mo-
dula je zunanji komunikacijski modul vmesnik ethernet, pri drugi pa lastno
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razvita izpeljanka protokola I2C. Odvisno od tipa komunikacijskega vmesnika,
opravilo uporablja razlicˇne tuje in lastne knjižnice ter sistemske module.
V okviru programskega razvojnega ogrodja je izvedeno še nadziranje sistema
(4.3), uporablja se dinamicˇna rezervacija pomnilnika s konstantnimi bloki (4.2) ter
signali (4.4) za izvedbo ponastavitve (ang. reset) in zaustavitve programske opreme.
Razhrošcˇevanje in nadzor modula sta mogocˇa preko razvojne serijske konzole in
namenskega protokola, ki se izvaja preko zunanjega komunikacijskega vmesnika.
6.5 Modul avdio za uporabo v igralništvu
Modul avdio za uporabo v igralništvu na sliki 6.5 je namenski modul namenjen
uporabi v igralnih napravah znanega svetovnega proizvajalca igralnih avtomatov.
Modul poleg glavnega mikrokrmilnika vsebuje še zvocˇni kodek2 in digitalni ojacˇeval-
nik. Naloga modula je predvajati glasbene vzorce v realnem cˇasu. Modul omogocˇa
tri-kanalno mešanje glasbenih vzorcev. Modul predvaja glasbene vzorce, shranjene
na kartici microSD v obliki datotek WAVE PCM. Posebna razlicˇica modula omogocˇa
tudi predvajanje glasbenih datotek tipa OGG Vorbis.
Izvedba aplikativne programske opreme na tem modulu je zaradi visokih zahtev
po odzivanju v realnem cˇasu precej poenostavljena in je sestavljena iz enega opra-
vila, ki komunicira z gonilniki strojne opreme preko dogodkovnih zastavic (4.1).
Opravilo bere vsebino glasbenih datotek preko neodvisne tuje knjižnice datotecˇ-
nega sistema [16] in nato izvede prenos podatkov preko specificˇnega gonilnika do
strojne opreme zvocˇnega kodeka. Za prenos uporablja sistemski modul blokovno op-
timiziranega vhodno/izhodnega medpomnilnika (4.5.2). Posebna razlicˇica modula
vsebuje tudi neodvisno tujo knjižnico dekodiranja glasbenih datotek OGG Vorbis.
V okviru programskega razvojnega ogrodja je izvedeno še nadziranje sistema
(4.3), uporablja se dinamicˇna rezervacija pomnilnika s konstantnimi bloki (4.2) ter
2integrirano vezje, ki izvaja digitalno analogno pretvorbo glasbenih vzorcev
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Slika 6.5: Modul avdio za uporabo v igralništvu (vir: Elektrina d.o.o.)
signali (4.4) za izvedbo ponastavitve (ang. reset) in zaustavitve programske opreme.
Razhrošcˇevanje in nadzor modula sta mogocˇa preko razvojne serijske konzole.
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7 Zakljucˇek
V preteklih poglavjih smo si ogledali razloge za vpeljavo, strukturo in postopek iz-
delave programskega razvojnega ogrodja, nato smo predstavili nekaj konkretnih
produktov, v zakljucˇku pa bomo dodali še nekaj informacij o posledicah uporabe
programskega razvojnega ogrodja v realnem slovenskem tehnološkem podjetju.
Izdelava programskega razvojnega ogrodja predstavlja obsežen in kompleksen ra-
zvojni projekt, zato je pomembno, da ga razvojno upravicˇimo s prikazom rezultatov.
Na koncu se bomo ozrli še v prihodnost in našteli nekaj možnosti izboljšav.
7.1 Analiza razvojnega procesa
Za analizo bomo uporabili realne podatke slovenskega tehnološkega podjetja. Upo-
rabili bomo podatke o porabi cˇasa za izdelavo programske opreme. Za analizo
bomo izbrali šest projektov. Zaradi poslovnih skrivnosti podjetja bomo konkretne
informacije o projektih izpustili.
Projekte bomo razdelili v tri skupine, oznacˇene z rimskimi številkami (I , I I , I I I).
Vsaka od treh skupin vsebuje dva projekta; enega izvedenega s programskim ra-
zvojnim ogrodjem in enega izvedenega na klasicˇni nacˇin. Skupine so razdeljene po
kronološkem vrstnem redu izvedbe od najstarejše skupine I do najnovejše skupine
I I I . Vseh šest projektov je izvedenih na enaki strojni opremi (družina 32-bitnih
mikrokrmilnikov Microchip PIC32), tako da je cˇas trajanja izvedbe projektov ne-
posredno primerljiv in ustreza enakim kriterijem. Trajanje izvedbe posameznega
projekta je omejeno na interval od prvega zacˇetka dela na projektu do izdaje prve
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uradne verzije programske opreme. Delo na vsakem od šestih projektov bomo poleg
cˇasa izvajanja vrednotili še glede na vrsto razvijalca. Razvijalce bomo razdelili na
glavne, ki za podjetje predstavljajo višji strošek, in podporne, ki za podjetje predsta-






razvijalec glavni podporni skupaj glavni podporni skupaj
projekt I 1977 ur 17 ur 1994 ur 943 ur 112 ur 1055 ur
projekt II 384 ur 602 uri 986 ur 1503 ure 0 ur 1503 ure
projekt III 171 ur 436 ur 607 ur 895 ur 80 ur 975 ur



















projekt brez ogrodja - podporni razvijalec
projekt brez ogrodja - glavni razvijalec
projekt z ogrodjem - podporni razvijalec
projekt z ogrodjem - glavni razvijalec
Slika 7.1: Graficˇna predstavitev trajanja izvedbe projektov (vir: Elektrina d.o.o.)
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Po zbranih podatkih in opravljeni analizi v tabeli 7.1 in graficˇni ponazoritvi na
sliki 7.1 vidimo, da projekti, ki uporabljajo programsko razvojno ogrodje, za vsako
kronološko naslednjo izvedbo zahtevajo manj cˇasa. Standardiziran razvoj pa omo-
gocˇa, da vsako naslednjo izvedbo vedno vecˇji del razvoja izvajajo podporni razvijalci,
tako da se stroški razvoja nižajo. Izpostaviti pa moramo vecˇje število delovnih ur,
potrebnih za izvedbo prvega projekta (I) s programskim razvojnim ogrodjem, saj
je v ta cˇas izvedbe vkljucˇen tudi cˇas implementacije in adaptacije programskega
razvojnega ogrodja na arhitekturo strojne opreme. Za izdelavo novih koncˇnih pro-
duktov v prihodnosti je zato smiselno uporabiti arhitekturo strojne opreme, ki smo
jo že podprli v programskem razvojnem ogrodju.
Nasprotno projekti, izvedeni brez uporabe programskega razvojnega ogrodja,
izkazujejo približno enakomerno porazdelitev cˇasa razvoja ne glede na kronološki
zacˇetek izvedbe, zaradi višje kompleksnosti pa je tudi vecˇina dela omejenega na
glavne razvijalce.
Rezultat analize potrjuje tezo, da uporaba programskega razvojnega ogrodja
poenostavlja proces razvoja programske opreme vgrajenih elektronskih sistemov.
Razvoj koncˇnih produktov, ki uporabljajo programsko razvojno ogrodje in podprto
arhitekturo strojne opreme, je hitrejši in cenejši, medtem ko to ne velja za projekte,
ki so izvedeni s klasicˇnim razvojnim procesom na enaki arhitekturi strojne opreme.
Strošek razvoja programskega razvojnega ogrodja je torej dolgorocˇno upravicˇen
kljub višjim zacˇetnim stroškom.
7.2 Vpliv programskega razvojnega ogrodja na razvojni proces
Naše programsko razvojno ogrodje, ki smo ga predstavili v okviru teh poglavij, se
aktivno uporablja v uspešnem slovenskem tehnološkem podjetju. Od zacˇetne ideje
do prve izvedbe koncˇnega produkta, razvitega na programskem razvojnem ogrodju,
je minilo dobro leto dni, vendar se je ta vložek izplacˇal, saj so v preteklih štirih
letih s programskim razvojnim ogrodjem nastali številni uspešni koncˇni produkti.
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Podjetje se vsako leto razširi tako kadrovsko kot financˇno.
Programsko razvojno ogrodje je z enotno metodologijo izdelave izhodnih pake-
tov omogocˇilo poenostavitev upravljanja in izdaje uradnih verzij programske opreme
koncˇnih produktov ter objavo pri strankah na terenu.
Vpeljava in uporaba programskega razvojnega ogrodja je podjetju zaradi ve-
likega števila projektov omogocˇila nujno potrebno razširitev strokovnega kadra.
Standardiziran razvojni proces, ki ga nudi programsko razvojno ogrodje, je omogo-
cˇil hitro izobraževanje novo najetih kadrov z minimalnim vplivom na obremenitev
obstojecˇega kadra.
V cˇasu nastajanja tega besedila se programsko razvojno ogrodje stalno nadgra-
juje in optimizira v okviru številnih projektov, ki so v fazi aktivnega razvoja. Preko
posodobitev programskih paketov se optimizacije in nadgradnje selijo tudi na stare
produkte, ki so bili razviti na starejših verzijah tega istega programskega razvojnega
ogrodja. S tem je omogocˇen enoten in centraliziran napredek vseh koncˇnih pro-
duktov. Podjetje na ta nacˇin vzajemno dosega napredek preko razlicˇnih razvojnih
projektov in s tem dosega konkurencˇno prednost, saj posodablja tudi produkte, ki
so razvojno že zakljucˇeni in so v fazi vzdrževanja.
7.3 Razširitve, izboljšave in prihodnost
Programsko razvojno ogrodje se stalno posodablja in prilagaja novim zahtevam, ki
izhajajo iz potreb novih koncˇnih produktov. Razširitve in izboljšave so predvsem
posledica vpeljave podpore novim arhitekturam strojne opreme in posodabljanja
knjižnic. Nemalokrat se zgodi, da se zaradi nove zahteve del programskega razvoj-
nega ogrodja izkaže kot nezadosten, zato se ga v okviru izboljšav na novo razvije
oziroma posodobi. Pri vkljucˇevanju novih razširitev je potrebno posebno pozornost
nameniti združljivosti z obstojecˇimi funkcionalnostmi programskega razvojnega
ogrodja. Pri velikem številu integriranih sistemskih in aplikativnih modulov zagota-
vljanje združljivosti predstavlja kompleksno delo, ki zahteva veliko cˇasa.
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Programsko razvojno ogrodje je bilo prvotno namenjeno uporabi v mikrokrmil-
niških sistemih z vgrajenim pomnilnikom do velikosti 1 MB. Trenutno trendi v
razvoju mikrokrmilnikov narekujejo vedno vecˇje potrebe po pomnilniku in zmoglji-
vosti, tako da se zmogljivost teh sistemov približuje mejniku, kjer bo že mogocˇa
uporaba višje nivojskih operacijskih sistemov (Linux, Android, Windows Embedded).
Programsko razvojno ogrodje bo takrat uporabno le še v obliki posameznih pro-
gramskih modulov in ne vecˇ kot celota, saj ga bo nadomestil naprednejši operacijski
sistem. Razširitve in izboljšave programskega razvojnega ogrodja se zato že da-
nes prilagajajo tako, da se vedno vecˇji poudarek daje razvoju neodvisnih knjižnic
in v zadnjem cˇasu tudi neodvisnih programskih modulov. Programsko razvojno
ogrodje in njegovi deli bodo vedno aktualni, saj je v okviru razvoja lastnih knjižnic
in programskih modulov shranjeno znanje in konkurencˇna prednost podjetja.
7.4 Sklep
Programsko razvojno ogrodje predstavlja kljucˇno konkurencˇno prednost pri razvoju
programske opreme vgrajenih elektronskih sistemov. S strukturo programskih modu-
lov, ki ga sestavljajo, omogocˇa celovit in standardiziran razvojni proces. Z odlocˇitvijo
o vpeljavi programskega razvojnega ogrodja in s primernim nacˇrtovanjem zahtev
in ciljev, ki so v skladu z zahtevami in vizijo podjetja, podjetje pridobi hitrejši in
ucˇinkovitejši razvoj programske opreme.
Ob pravilnem nacˇrtovanju in vkljucˇitvi programskih modulov v celoto program-
sko razvojno ogrodje postane resnicˇno uporabno orodje, ki za uporabo ne zahteva
poglobljenih znanj iz strojnih arhitektur in procesov programiranja. Programsko ra-
zvojno ogrodje piscu aplikativne programske opreme predstavlja temelj, na katerem
nastane koncˇni produkt.
Analiza realnih podatkov iz slovenskega tehnološkega podjetja potrjuje ucˇinkovi-
tost in smiselnost vpeljave programskega razvojnega ogrodja v razvojni proces. Vsi
produkti, razviti na programskem razvojnem ogrodju (poglavje 6) so tržno uspešni
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in so prisotni na evropskih in svetovnih trgih v prodajnih kolicˇinah od nekaj sto pa do
nekaj tisocˇ. Razvoj teh produktov je bil opravljen v treh letih z dvema razvijalcema
aplikativne programske opreme in enim vzdrževalcem programskega razvojnega
ogrodja. Ekipa razvijalcev aplikativne programske opreme se je v zadnjem letu
razširila za še enega cˇlana. Doseg tako hitrih in uspešnih rezultatov brez uporabe
programskega razvojnega ogrodja ne bi bil mogocˇ, kar je potrdila tudi opravljena
analiza (poglavje 7.1).
Programsko razvojno ogrodje se je dokazano izkazalo kot ucˇinkovito orodje za
razvoj programske opreme vgrajenih elektronskih sistemov, ki uspešno prispeva h
konkurencˇnosti slovenskega tehnološkega podjetja v današnjem hitro razvijajocˇem
svetu.
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