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Abstract—Intelligent reflecting surfaces (IRSs) are regarded
as key enablers of next-generation wireless communications, due
to their capability of customizing the wireless propagation en-
vironment. In this paper, we investigate power-efficient resource
allocation for IRS-assisted multiuser multiple-input single-output
(MISO) systems. To minimize the transmit power, both the
beamforming vectors at the access point (AP) and phase shifts
at the IRS are jointly optimized while taking into account the
minimum required quality-of-service (QoS) of the users. To tackle
the non-convexity of the formulated optimization problem, an
inner approximation (IA) algorithm is developed. Unlike existing
designs, which cannot guarantee local optimality, the proposed
algorithm is guaranteed to converge to a Karush-Kuhn-Tucker
(KKT) solution. Our simulation results show the effectiveness of
the proposed algorithm compared to baseline schemes and reveal
that deploying IRSs is more promising than leveraging multiple
antennas at the AP in terms of energy efficiency.
I. INTRODUCTION
There has been a growing interest in green wireless com-
munications to reduce the power consumption of wireless net-
works over the past decade [1]. Various technologies for green
communications have been proposed including cloud radio
access networks (C-RANs), energy harvesting, and cognitive
radio (CR) networks [2]. However, these existing approaches
share two common disadvantages. First, the deployment of
centralized baseband unit (BBU) pools in C-RANs, equipping
energy harvesting transceivers, and the signaling overhead for
spectrum sensing in CR inevitably cause additional power
consumption. Second, while signal processing and energy
resources can be improved with these approaches, the wire-
less channels are treated as a “black box” which cannot be
controlled as would be desirable for green communications.
Thanks to the rapid evolution of radio frequency (RF)
micro-electro-mechanical systems (MEMS), the integration of
intelligent reflecting surfaces (IRSs) into wireless communica-
tion systems has been recently proposed [3], [4]. In particular,
with programmable reflecting elements, IRSs are able to
provide reconfigurable reflections of the impinging wireless
signals [5]. This unique property creates the possibility of cus-
tomizing favorable wireless propagation environments, which
can be exploited to further reduce the power consumption
of wireless systems. More importantly, typical IRSs consume
no power for operation as the reflecting elements are imple-
mented by passive devices, e.g., dipoles and phase shifters [6].
Furthermore, IRSs can be fabricated as artificial thin films
attached to existing infrastructures, such as the facades of
buildings, which greatly reduces the implementation cost. To
sum up, IRSs are promising candidates for power-efficient
green wireless communications, and, more remarkably, are
cost-effective devices with the ability to manipulate the radio
propagation environment [3]. Nevertheless, to further reduce
the power consumption of IRS-assisted wireless systems, the
IRSs have to be delicately designed and integrated with
conventional communication techniques, such as the transmit
beamforming at access points (APs).
There are several works on the design of green IRS-
assisted communication systems. For instance, the energy ef-
ficiency was maximized in [7], where suboptimal zero-forcing
beamforming was assumed at the AP. Hence, a significant
performance loss is expected as the joint design of the beam-
formers and reflecting elements was not considered. Besides,
the transmit power minimization problem was investigated for
multiuser multiple-input single-output (MISO) systems [8],
Internet-of-Things (IoT) applications [9], and simultaneous
wireless information and power transfer (SWIPT) systems
[10]. In [8]–[10], based on alternating minimization (AltMin)
and semidefinite relaxation (SDR) methods, the total transmit
power was minimized while taking into account the minimum
required quality-of-service (QoS) of the users. However, the
combination of AltMin and SDR techniques does not guar-
antee the local optimality of the corresponding algorithms. In
particular, the solutions generated by the Gaussian randomiza-
tion process needed when applying SDR are not guaranteed
to satisfy the QoS constraints and to monotonically decrease
the transmit power during AltMin.
In this paper, we study the power-efficient resource alloca-
tion design for IRS-assisted multiuser MISO systems. The IRS
is assumed to be implemented by programmable phase shifters.
We investigate the joint design of the beamforming vectors at
the AP and the phase shifts at the IRS for minimization of the
total transmit power while guaranteeing a minimum required
signal-to-interference-plus-noise ratio (SINR) at each user. In-
stead of employing the AltMin and SDR approaches, the inner
approximation (IA) method is proposed for tackling the non-
convexity of the formulated optimization problem. By convexi-
fying the non-convex constraints, a sequence of approximating
convex programs are solved in the IA algorithm. The proposed
IA algorithm is guaranteed to converge to a Karush-Kuhn-
Tucker (KKT) solution of the original optimization problem,
which is the main difference compared to existing algorithms
that cannot guarantee local optimality [8]–[10]. Our simulation
results reveal that the proposed IA algorithm outperforms
the state-of-the-art SDR-based AltMin algorithms in terms
of transmit power consumption. In addition, the deployment
of IRSs is shown to be more energy-efficient than equipping
multiple antennas at the AP.
Notations: In this paper,  =
√−1 denotes the imaginary
unit of a complex number. Vectors and matrices are denoted
by boldface lower-case and capital letters, respectively. Cm×n
stands for the set of all m× n complex-valued matrices; Hm
represents the set of allm×m Hermitian matrices; 1m denotes
the m × 1 all-ones vector; Im is the m-dimensional identity
matrix. AH stands for the conjugate transpose of matrix A.
The ℓ2-norm of vector a is denoted as ||a||2. The spectral
norm, nuclear norm, and Frobenius norm of matrix A are
represented as ‖A‖2, ‖A‖∗, and ‖A‖F , respectively. diag(a)
represents a diagonal matrix whose main diagonal elements
are extracted from vector a; Diag(A) denotes a vector whose
elements are extracted from the main diagonal elements of
matrix A. The eigenvector associated with the maximum
eigenvalue of matrix A is denoted by λmax(A). Rank(A)
and Tr(A) denote the rank and trace of matrix A; A  0
indicates that A is a positive semidefinite (PSD) matrix. For
a real-valued continuous function f(A), ∇Af denotes the
gradient of f with respect to matrix A. E[·] and ℜ(·) stand for
statistical expectation and the real part of a complex number,
respectively. A⋆ denotes the optimal value of an optimization
variable A.
II. SYSTEM MODEL
In this section, we first present the considered IRS-assisted
multiuser MISO system and formulate the optimization prob-
lem. Then, we discuss the existing approach for solving the
problem and its main limitations.
A. IRS-Assisted System Model
We consider downlink transmission in an IRS-assisted mul-
tiuser MISO wireless communication system, which consists
of an Nt-antenna AP, K single-antenna users, and an IRS, as
shown in Fig. 1. The IRS is implemented byM programmable
phase shifters. The baseband signal received at user k is given
by
yk =
(
hHk ΦF+ g
H
k
)∑
j∈K
wjsj + nk, ∀k ∈ K, (1)
where K = {1, · · · ,K}. The IRS-user k channel, AP-IRS
channel, and AP-user k channel are represented by hHk ∈
C
1×M , F ∈ CM×Nt , and gHk ∈ C1×Nt , respectively. Since
the IRS employs M phase shifters, the phase shift matrix
at the IRS is given by Φ = diag
(
eθ1, · · · , eθM), where
θm ∈ [0, 2π], ∀m ∈ {1, · · · ,M}, represents the phase shift of
the m-th reflecting element. The information-carrying signal
transmitted to user j is denoted by sj , where E
[|sj |2] = 1,
∀j ∈ K, without loss of generality. The beamforming vector
for user j is denoted bywj . Variable nk represents the additive
white Gaussian noise at user k with zero mean and variance
σ2k. Therefore, the received SINR at user k is given by
SINRk =
∣∣(hHk ΦF+ gHk )wk∣∣2∑
j∈K\{k}
∣∣(hHk ΦF+ gHk )wj∣∣2 + σ2k . (2)
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Fig. 1. IRS-assisted multiuser MISO system consisting of K = 3 users.
Our goal in this paper is to minimize the transmit power
while ensuring a minimum required QoS of the users. The pro-
posed power-efficient design of the beamformers and reflecting
elements is obtained by solving the following optimization
problem:
minimize
wk,Φ
f (wk;Φ) =
∑
k∈K
‖wk‖22
subject to SINRk ≥ γk, ∀k,
Φ = diag
(
eθ1 , eθ2, · · · , eθM ) ,
(3)
where γk is the predefined minimum required SINR of user
k.
Remark 1: There are two main challenges in solving prob-
lem (3). First, each IRS reflecting element in Φ has unit mod-
ulus, i.e.,
∣∣eθm∣∣ = 1, ∀m ∈ {1, · · · ,M}, which intrinsically
is a non-convex constraint. Second, the optimization variables
{wk}k∈K and Φ are coupled in the QoS constraint. These two
facts make problem (3) not jointly convex with respect to the
optimization variables, and hence, in general difficult to solve
optimally.
B. Existing Approach
To tackle the difficulties in solving problem (3), SDR-based
AltMin algorithms have been widely adopted in the literature
[8]–[10]. In particular, the optimization of {wk}k∈K and Φ
is decoupled and performed alternately by capitalizing on
AltMin. For a given Φ, the optimization of the beamformers
{wk}k∈K is formulated as
minimize
wk
f (wk) =
∑
k∈K
‖wk‖22
subject to SINRk ≥ γk, ∀k,
(4)
which is identical to the corresponding problem in conven-
tional wireless systems without IRSs, and therefore can be
optimally solved via second-order cone programming (SOCP)
[8]. On the other hand, the phase shift matrix Φ can be
optimized by solving the following feasibility check problem:
minimize
Φ
1
subject to SINRk ≥ γk, ∀k,
Φ = diag
(
eθ1 , eθ2, · · · , eθM ) . (5)
According to [8, eq. (44)], problem (5) can be reformulated
as
minimize
V∈HM+1
1
subject to Tr (RkV) ≤ γˆk, ∀k,
Diag (V) = 1M+1,
Rank (V) = 1,
V  0,
(6)
where γˆk =
∣∣gHk wk∣∣2 − γk (σ2k +∑j∈K\{k} ∣∣gHk wj∣∣2),
|x|2 = 1, v = [eθ1, · · · , eθM , x]H , and V = vvH . In
addition, Rk = −Tk,k + γk
∑
j∈K\{k}Tk,j , where Tk,j is
given by Tk,j =[
diag
(
hHk
)
Fwjw
H
j F
Hdiag (hk) diag
(
hHk
)
Fwjw
H
j gk
gHk wjw
H
j F
Hdiag (hk) 0
]
.
(7)
One common approach to handle problem (6) is to first drop
the non-convex rank-one constraint. The relaxed problem is
then convex with respect to V and can be solved by standard
convex program solvers such as CVX [11]. Unfortunately,
there is no guarantee that the obtained optimal solution V⋆
is a rank-one matrix. A Gaussian randomization approach is
therefore adopted to generate a unit modulus solution1 v,
i.e., |vi| = 1, ∀i ∈ {1, · · · ,M + 1}, [8]–[10]. Although the
optimal solution V⋆ of the relaxed problem satisfies the QoS
constraint, there is no guarantee that the randomized solution
v also fulfills the constraint. In other words, the randomized
solution v is not necessarily feasible for problem (5).
More importantly, in the AltMin procedure, we have
f
(
w
(t)
k ;v
(t)
)
(a)
= f
(
w
(t)
k ;v
(t+1)
) (b)
6≥ f
(
w
(t+1)
k ;v
(t+1)
)
,
(8)
where t is the iteration index. The equality in (a) is because
problem (5) only finds a v that does not affect the objective
value. On the other hand, the uncertainty in (b) means that the
objective function does not necessarily decrease after solving
problem (4) based on the v(t+1) that has been obtained form
problem (5). In particular, for problem (4), f
(
w
(t)
k ;v
(t)
)
and
f
(
w
(t+1)
k ;v
(t+1)
)
are optimal objective values based on the
two different sets of parameters v(t) and v(t+1), respectively.
When the parameter is updated from v(t) to v(t+1), the
feasible set of problem (4) changes. However, the relation
between the two feasible sets cannot be quantified as both v(t)
and v(t+1) may be infeasible for problem (5). Hence, there is
no guarantee how the optimal objective value f of problem (4)
improves when the parameter is updated from v(t) to v(t+1).
For the above mentioned two reasons, the state-of-the-art
SDR-based AltMin algorithm is not guaranteed to converge to
a locally optimal solution, as will be also verified in Section
IV-A. This motives us to develop a novel algorithm design for
solving problem (3) in the next section.
1Note that optimization variable Φ in problems (3) and (5) can be
determined once v has been obtained.
III. DESIGN OF IRS-ASSISTED MULTIUSER MISO
WIRELESS SYSTEMS
In the SDR-based AltMin algorithm, only one set of the
optimization variables is updated in each iteration, such that
local optimality cannot be guaranteed. Therefore, we develop
an algorithm that optimizes all optimization variables in each
iteration. To this end, we first reformulate problem (3) as
follows. The numerator of the SINR in (2) is rewritten as∣∣(hHk ΦF+ gHk )wk∣∣2 = 2ℜ [v˜Hdiag (hHk )FWkgk]
+ v˜Hdiag
(
hHk
)
FWkF
Hdiag (hk) v˜ + g
H
k Wkgk
= vHGHk WkGkv,
(9)
where Gk =
[
FHdiag (hk) gk
]
, Wk = wkw
H
k , and
v˜ =
[
eθ1 , eθ2, · · · , eθM ]H . Hence, the denominator can be
rewritten in a similar manner and problem (3) is reformulated
as
minimize
Wk∈HNt ,V∈HM+1
f(Wk) =
∑
k∈K
Tr (Wk)
subject to C1: γkσ
2
k + γk
∑
k∈K
Tr
(
WjGkVG
H
k
)
−Tr (WkGkVGHk ) ≤ 0, ∀k,
C2:Diag (V) = 1M+1, (10)
C3:Rank (V) = 1,
C4:Rank (Wk) = 1, ∀k,
C5:V  0, C6:Wk  0, ∀k.
Next, we leverage the IA method to tackle the non-convex con-
straints C1 and C3 in problem (10). In particular, the general
IA algorithm optimizes a sequence of approximating convex
programs. In each iteration of the algorithm, the non-convex
constraints are approximated by their convex counterparts.
A. IA Method for QoS Constraint C1
We take the term Tr
(
WjGkVG
H
k
)
as an example to
explain how we construct a convex constraint approximating
the non-convex QoS constraint C1. The term is rewritten as
Tr
(
WjGkVG
H
k
)
=
1
2
∥∥Wj +GkVGHk ∥∥2F
− 1
2
Tr
(
WHj Wj
)− 1
2
Tr
(
GkV
HGHk GkVG
H
k
)
.
(11)
Now, constraint C1 can be rewritten in form of a difference
of convex (d.c.) functions, where the last two terms in (11)
are non-convex with respect to Wk and V, respectively. To
facilitate IA, we construct a global underestimator for the non-
convex terms by first-order Taylor approximation. Specifically,
we have
Tr
(
WHj Wj
) ≥ − ∥∥∥W(t)j ∥∥∥2
F
+ 2Tr
((
W
(t)
j
)H
Wj
)
and
Tr
(
GkV
HGHk GkVG
H
k
) ≥ − ∥∥∥GkV(t)GHk ∥∥∥2
F
(12)
+ 2Tr
((
GHk GkV
(t)GHk Gk
)H
V
)
,
C1:
1
2
∥∥Wk −GkVGHk ∥∥2F + γk2 ∑
j∈K\{k}
∥∥Wj +GkVGHk ∥∥2F − γk ∑
j∈K\{k}
Tr
((
W
(t)
j
)H
Wj
)
− Tr
((
W
(t)
k
)H
Wk
)
− [1 + γk(K − 1)] Tr
((
GHk GkV
(t)GHk Gk
)H
V
)
+ γkσ
2
k +
1
2
∥∥∥W(t)k ∥∥∥2
F
+
[
1
2
+
γk
2
(K − 1)
]∥∥∥GkV(t)GHk ∥∥∥2
F
+
γk
2
∑
j∈K\{k}
∥∥∥W(t)j ∥∥∥2
F
≤ 0, ∀k.
(13)
where W
(t)
j and V
(t) are the solutions obtained in the t-
th iteration, at which the Taylor expansions are performed.
In addition, the term −Tr (WkGkVGHk ) in constraint C1
is upper bounded in a similar manner as (11) and (12),
and therefore the non-convex constraint C1 is approximated
by constraint C1 in (13), shown at the top of this page.
Note that compared to constraint C1, where the optimization
variables are coupled, the optimization variables are decoupled
in constraint C1, which is also jointly convex with respect to
{Wk}k∈K and V.
B. IA Method for Rank-One Constraint C3
Since it is difficult to directly derive an upper bound for the
rank-one constraint C3, we first rewrite the rank-one constraint
in equivalent form via the following lemma.
Lemma 1: The rank-one constraint C3 is equivalent to
constraint C˜3, given by
C˜3: ‖V‖∗ − ‖V‖2 ≤ 0. (14)
Proof: For anyX ∈ Hm, the inequality ‖X‖∗ =
∑
i σi ≥
‖X‖2 = max
i
{σi} holds, where σi is the i-th singular value
of X. Equality holds if and only if X has unit rank.
Now, constraint C˜3 is written in form of d.c. functions.
Therefore, by deriving the first-order Taylor approximation of
‖V‖2 as
‖V‖2 ≥
∥∥∥V(t)∥∥∥
2
+Tr
[
λmax
(
V(t)
)
×λHmax
(
V(t)
)(
V −V(t)
) ]
,
(15)
we obtain a convex approximation of constraint C˜3, which is
given by constraint C3 as follows:
C3: ‖V‖∗ − Tr
[
λmax
(
V(t)
)
λ
H
max
(
V(t)
)
×
(
V −V(t)
) ]
−
∥∥∥V(t)∥∥∥
2
≤ 0.
(16)
Therefore, a convex approximation C3 of the non-convex rank-
one constraint C3 is constructed and this constraint ensures
that C3 is satisfied when the IA algorithm converges.
C. Overall IA Algorithm
With the approximated convex constraints C1 and C3 at
hand, the optimization problem that has to be solved in the
(t+ 1)-th iteration of the overall IA algorithm is given by
minimize
Wk∈HNt ,V∈HM+1
f(Wk) =
∑
k∈K
Tr (Wk)
subject to C1,C2,C3,C4,C5,C6.
(17)
Algorithm 1 Inner Approximation (IA) Algorithm
1: Initialize V(0) with random phases and obtain W
(0)
k by
solving problem (4). Set the convergence tolerance ε and
iteration index t = 0;
2: repeat
3: For given W
(t)
k and V
(t), update W
(t+1)
k and V
(t+1)
as the optimal solution of problem (17) without C4;
4: t← t+ 1;
5: until
f
(
W
(t)
k
)
−f
(
W
(t+1)
k
)
f
(
W
(t+1)
k
) ≤ ε
We note that the remaining non-convexity of problem (17)
stems from the K rank-one constraints in C4. To tackle this
issue, we remove constraint C4 by applying SDR where the
relaxed version of (17) can be efficiently solved via standard
convex program solvers such as CVX [11]. The tightness of
this SDR is revealed in the following theorem.
Theorem 1: An optimal beamforming matrixWk satisfying
Rank (Wk) = 1 can always be obtained for problem (17).
Proof: Please refer to the Appendix.
The overall IA algorithm is summarized in Algorithm 1.
According to [12, Th. 1], the objective function f in (10) is
non-increasing in each iteration and the proposed algorithm is
guaranteed to converge to a KKT solution of problem (3). The
computational complexity of each iteration of the proposed IA
algorithm is given byO
(
log 1
ε
(
KNt
7
2 +M
7
2
))
, whereO (·)
is the big-O notation [13, Th. 3.12].
IV. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
IA algorithm. The system carrier center frequency is 2.4 GHz
while the noise power at each user is set to σ2k = −90 dBm,
∀k. The AP serves one sector of a cell with radius R, where
K users are randomly and uniformly distributed in this sector
and the IRS is deployed at the edge of the cell. The channel
matrix F between AP and IRS is modeled as
F =
√
L0d−α
(√
β
1 + β
FL +
√
1
1 + β
FN
)
, (18)
where L0 =
(
λc
4π
)2
is a constant with λc being the wavelength
of the carrier frequency. The distance between AP and IRS
is denoted by d and α = 2 is the path loss exponent. The
small-scale fading is assumed to be Ricean fading with Ricean
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Fig. 2. Convergence of different algorithms for R = 200 m, Nt =M = 10,
K = 3, and γ = 2 dB.
factor β = 1. FL and FN are the line-of-sight (LoS) and
non-LoS components, respectively. The LoS component is the
product of the receive and transmit array response vectors
while the non-LoS component is modeled by Rayleigh fading.
The channel vectors {hk}k∈K are generated in a similar way
as F. In addition, the direct links {gk}k∈K between AP and
users are modeled as pure non-LoS channels, i.e., α = 4 and
β = 0, since one of the motivations for deploying IRSs is
that the direct links are shadowed by obstacles. For the ease
of presentation, we assume that the SINR thresholds for all
users are identical γk = γ, ∀k. The number of random vectors
generated by the Gaussian randomization in the existing SDR-
based AltMin approach is 50 and the convergence tolerance
in the proposed IA algorithm is set to ε = 10−5.
A. Convergence Performance
The convergence of the SDR-based AltMin algorithm and
the proposed IA algorithm is investigated for a typical snapshot
and averaged over 500 realizations in Fig. 2, respectively.
As can be observed for the snapshot (upper half of Fig. 2),
the objective function fluctuates significantly during AltMin,
which confirms the analysis in Section II-B. In contrast, the
proposed IA algorithm guarantees a monotonic convergence,
which shows its superiority compared to the existing approach.
While the oscillation is smoothed over a large number of
realizations, the SDR-based AltMin algorithm still cannot
guarantee the convergence of the average objective value, as
shown in the lower half of Fig. 2. On the contrary, the proposed
IA algorithm converges within 100 iterations on average.
These results clearly show the motivation and importance of
the proposed IA algorithm.
B. Transmit Power Minimization
In Fig. 3, the average transmit power at the AP is plotted
for different algorithms. To show the effectiveness of the ap-
proach proposed in this paper, besides the SDR-based AltMin
algorithm, two additional baseline schemes are considered.
For baseline scheme 1, we evaluate the transmit power when
an IRS is not deployed. For baseline scheme 2, we adopt
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Fig. 3. Average transmit power achieved by different algorithms when R =
100 m, Nt = 4, M = 20, and K = 4.
an IRS implemented with random phases and optimize the
beamformers by solving problem (4). Since the SDR-based
AltMin algorithm cannot guarantee convergence, for a fair
comparison, we set the maximum iteration number equal to the
number of iterations required by the IA algorithm to converge.
First, we observe that the required average transmit power is
significantly reduced by deploying an IRS in the considered
multiuser MISO system. This shows the ability of IRSs to es-
tablish favorable channel conditions, which facilitates achiev-
ing the QoS of the users at lower transmit powers. Hence,
deploying IRSs is a promising approach for power-efficient
wireless systems. In addition, we note that the proposed IA
algorithm outperforms both the SDR-based AltMin algorithm
and the baseline scheme with random phases. This reveals the
effectiveness of the proposed optimization methodology for
jointly optimizing the beamformers and reflecting elements in
IRS-assisted systems.
C. Energy Efficiency Evaluation
IRSs are recognized as energy-efficient devices for im-
proving communication performance. In Fig. 4, we show the
energy efficiency versus the number of antenna elements at
the AP and the number of reflecting elements at the IRS. The
energy efficiency is defined as [14, eq. (32)]
η =
∑
k∈K log2 (1 + SINRk)
1
µ
∑
k∈K ‖wk‖22 + Ps +NtPt
, (19)
where 0 < µ ≤ 1 is the power amplifier efficiency, Ps is
the static power consumed by the AP and IRS controller,
and Pt accounts for the circuit power consumption introduced
by deploying one antenna element. We evaluate the average
energy efficiency versus the number of reflecting elements
for Nt = 4 transmit antennas (blue curves) and versus
the number of transmit antennas for M = 4 reflecting
elements (red curves). As can be observed, the energy effi-
ciency monotonically increases with the number of reflecting
elements. In particular, additional reflecting elements at the
IRS provide more degrees of freedom for creating a more
favorable propagation environment which allows a further
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Fig. 4. Average energy efficiency versus the number of transmit antennas, Nt ,
or reflecting elements, M , when R = 100 m, K = 4, µ = 0.32, Ps = 54
mW, and Pt = 100 mW.
reduction of the transmit power. Moreover, deploying more
reflecting elements does not consume additional power as they
are passive devices. On the other hand, the energy efficiency
of the system decreases as the number of transmit antennas
equipped at the AP becomes large. This is because more
circuit power is consumed if additional RF chains are deployed
for driving the additional transmit antennas, which outweighs
the transmit power reduction facilitated by employing more
antennas. This observation strongly encourages the application
of IRSs as power-efficient communication devices in next-
generation green wireless communication systems.
V. CONCLUSIONS
This paper studied the joint design of the beamforming vec-
tors at the AP and the phase shifts at the IRS in an IRS-assisted
multiuser MISO communication system. It was shown that the
proposed IA algorithm is an effective design approach that
effectively tackles the non-convexity of the formulated power
minimization problem. Different from existing algorithms that
do not guarantee local optimality, one particular contribution
of this paper is that the proposed IA algorithm is guaranteed to
converge to a KKT solution. Our simulation results revealed
that IRSs have significant potential for the establishment of
power-efficient green wireless communication systems.
APPENDIX
By relaxing the rank-one constraint C4 in problem (17),
the remaining problem is jointly convex with respect to the
optimization variables and satisfies Slater’s constraint qual-
ification. Hence, strong duality holds and the Lagrangian
function is given by
L =
∑
k∈K
Tr (Wk) +
∑
k∈K
δk
2
∥∥Wk −GkVGHk ∥∥2F
+
∑
k∈K
δkγk
2
∑
j∈K\{k}
∥∥Wj +GkVGHk ∥∥2F
−
∑
k∈K
δkγk
∑
j∈K\{k}
Tr
((
W
(t)
j
)H
Wj
)
(20)
−
∑
k∈K
δk Tr
((
W
(t)
k
)H
Wk
)
−
∑
k∈K
Tr (YkWk) + υ,
where υ denotes the variables that are irrelevant to Wk.
δk ≥ 0 and Yk ∈ HNt are the Lagrange multipliers associated
with constraints C1 and C6, respectively. Then, we reveal the
structure of Wk by examining the relevant KKT conditions
of problem (17), which are given by
K1: δ⋆k ≥ 0, Y⋆k  0, K2:Y⋆kW⋆k = 0,
K3:∇WkL (W⋆k) = 0.
(21)
With some basic algebraic manipulations, the KKT condition
K3 can be rewritten as
Y⋆k = INt −∆⋆k, (22)
where ∆⋆k = δ
⋆
kGkVG
H
k −
∑
j∈K\{k} δ
⋆
j γjGjVG
H
j +(
δ⋆k +
∑
j∈K\{k} δ
⋆
j γj
)(
W
(t)
k −W⋆k
)
. By exploiting [4, Ap-
pendix A], it can be proved that Rank (Y⋆k) = Nt − 1.
According to KKT condition K2, this implies that we have
Rank (Wk) = 1, which completes the proof.
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