The classical sampling Nyquist-Shannon-Kotelnikov theorem states that a band-limited continuous time function can be uniquely recovered without error from a infinite two-sided sampling series taken with a sufficient frequency. This short note shows that the function can be recovered from any one-sided semi-infinite half of any oversampling series, with the same boundary for admissible frequencies as in the classical theorem.
Introduction
This short note suggest a modification of the classical sampling theorem that is also known as Nyquist-Shannon theorem, Nyquist-Shannon-Kotelnikov theorem, Whittaker-Shannon-Kotelnikov theorem, Whittaker-Nyquist-Kotelnikov-Shannon theorem, which is one of the most basic results in the theory of signal processing and information science. This theorem states that any band-limited function can be uniquely recovered without error from a infinite two-sided equidistand sampling sequence taken with sufficient frequency. This result was obtained independently by four authors [19, 10, 9, 13] .
Numerous extensions of this theorem were obtained, including the case of nonuniform sampling and restoration of the signal with mixed samples; see some recent literature review in [1, 16, 17] . In particular, it is known that a bandlimited function can be recovered without error from a sample if a finite number of sample values is unknown. It is also known [7] that the function can be recovered without error if a infinite subsequence of the sample values located on the same distance is missing, with some
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additional constraints on the signal band and frequencies [7] . In this paper, we show that, with the same boundary for admissible frequencies as for the classical Nyquist-Shannon-Kotelnikov Theorem, any band-limited function can be uniquely recovered without error from any one-sided semi-infinite half of any oversampling equidistant sampling series, with the same boundary for admissible frequencies as in the classical theorem. This means that any one-sided semi-infinite half of equidistand oversampling series can be deemed redundant: the function still can be restored without error from the remaining part.
Some definitions
We denote by L 2 (D) the usual Hilbert space of complex valued square integrable functions
where D is a domain.
, we denote by X = Fx the function defined on iR as the Fourier transform of
Here
For
We denote by Z the set of all integers.
The main result
Theorem 1 Let Ω > 0 and τ ∈ (0, π/Ω) be given. Let {t k } k∈Z ⊂ R be a sequence such that 
Corollary 1 Theorem 1 implies that, for any finite set S, f is uniquely defined by the values
The fact that, for any finite set S, f ∈ L BL,Ω 2 (R) is uniquely defined by the values {f (t k )} k∈Z\S , is known; it was established in [6] by a different method. Theorem 1 extents this result: it shows that the same is also true for infinite sets S = {t : t > s}, for any given s ∈ Z. It is known that the same is not true for some other infinite sets. For example, if S = {t 2k+1 , k ∈ Z} and 2τ > Ω/π, then
is not uniquely defined by the values {f (t k )} k∈Z\S , since the frequency of the sample {f (t 2k )} k∈Z is lower than is required by the Nyquist-Shannon-Kotelnikov Theorem; see more detailed analysis in [7] .
Proofs
It suffices to proof Theorem 1 for s = 0 only; the extension on s = 0 is straightforward.
Let us introduce some additional notations first.
We denote by ℓ 2 the set of all sequences x = {x(k)} k∈Z ⊂ C, such that
Let T = {z ∈ C : |z| = 1}.
For x ∈ ℓ 2 , we denote by X = Zx the Z-transform
Respectively, the inverse Z-transform x = Z −1 X is defined as
For x ∈ ℓ 2 , the trace X| T is defined as an element of L 2 (T).
and X e iω = 0 for |ω| > W . We will call the the corresponding processes
Consider the Hilbert spaces of sequences ℓ 2 and ℓ 2 (−∞, 0).
Let ℓ BL 2 be the subset of ℓ 2 (−∞, 0) consisting of sequences {x(k)} k∈Z such that x = Z −1 X for some X e iω ∈ ∪ W ∈(0,π) L W (T). Let ℓ BL 2 (−∞, 0) be the subset of ℓ 2 (−∞, 0) consisting of traces {x(k)} k≤0 of all x ∈ ℓ BL 2 .
Lemma 1 For any
By Lemma 1, the future {x(k)} k>0 of a band-limited process x = Z −1 X, X ∈ L W (T), is uniquely defined by its history {x(k), k ≤ 0}. This statement represent a reformulation in the deterministic setting of the classical Szegö-Kolmogorov Theorem for stationary Gaussian processes [8, 14, 15, 18] .
Proof of Lemma 1. The proof follows from predictability results for band-limited discrete time processes obtained in [2, 3] . For completeness, we will provide a direct and independent proof. (This proof can be found in [4] ,π) . In this case,
Hence, by the property of the Hardy space, X / ∈ ∪ W ∈(0,π) L W (T); see e.g. Theorem 17.18 from [12] . This completes the proof of Lemma 1.
We are now in the position to prove Theorem 1. Consider a sequence of samples
Since t k = kτ , we have that
Here G is such that G e iν = τ −1 F (iν/τ ). We used here a change of variables ν = ωτ . Since
. By the assumption that τ < π/Ω, it follows that τ Ω < π and x ∈ ℓ BL 2 . By the Nyquist-Shannon-Kotelnikov Theorem, it follows that the function f is uniquely defined by the two-sided sequence {x(k)} k∈Z = {f (t k )} k∈Z . Further, Lemma 1 implies that a sequence x ∈ ℓ BL 2 is uniquely defined by its trace {x(k)} k≤0 . This completes the proof of Theorem 1.
5 Discussion and future developments 1. To apply the classical Nyquist-Shannon-Kotelnikov Theorem for the data recovery, one has to restore the Fourier transform F = Ff from the two-sided sampling series {f (t k )} k∈Z . This procedure is relatively straightforward. In contrast, application of Theorem 1 for the data recovery requires to restore Z-transform G e iν = F (iω/τ ) from an one-sided half of the sampling series.
By Lemma 1, this task is feasible; however, it is numerically challenging. Some numerical algorithms based on projection were suggested in [4] and [5] .
2. Some infinite equidistant sets of sampling points that can be redundant for recoverability of the underlying function were described in [7] . It could be interesting to find other infinite sets with this feature.
3. It could be interesting to investigate if recovery of f suggested in Theorem 1 is robust with respect to errors in location of the sampling points t k .
4. It is unclear if our approach based on predictability of discrete time processes is applicable to processes defined on multidimensional lattices. It could be interesting to extend this approach on process f (t), t ∈ R 2 , using the setting from [11] .
