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Abstract
Factor analysis is widely used to evaluate whether questionnaire items can be grouped into clusters rep-
resenting different dimensions of the construct under study. This review focuses on the appropriate use of
factor analysis. The Medical Outcomes Study Short Form-36 (SF-36) is used as an example. Articles were
systematically searched and assessed according to a number of criteria for appropriate use and reporting.
Twenty-eight studies were identified: exploratory factor analysis was performed in 22 studies, confirmatory
factor analysis was performed in five studies and in one study both were performed. Substantial short-
comings were found in the reporting and justification of the methods applied. In 15 of the 23 studies in
which exploratory factor analysis was performed, confirmatory factor analysis would have been more
appropriate. Cross-validation was rarely performed. Presentation of the results and conclusions was often
incomplete. Some of our results are specific for the SF-36, but the finding that both the application and the
reporting of factor analysis leaves much room for improvement probably applies to other health status
questionnaires as well. Optimal reporting and justification of methods is crucial for correct interpretation of
the results and verification of the conclusions. Our list of criteria may be useful for journal editors,
reviewers and researchers who have to assess publications in which factor analysis is applied.
Key words: Confirmatory factor analysis, Exploratory factor analysis, Health status, Methodological
quality, Principal component analysis, SF-36, Systematic review, Validation
Introduction
In psychosocial and medical sciences, constructs
such as ‘anxiety’ or ‘quality of life’ are usually
measured by means of multi-item health status
questionnaires. It is important that the validity of
these instruments is extensively tested before they
are used. An important step in the validation of
multi-item questionnaires is factor analysis. Fac-
tor analysis is a statistical technique which is
designed to reveal whether or not the pattern of
responses on a number of items can be explained
by a smaller number of underlying factors [1–3].
The aim may be either pure data reduction,
assessment of the factor structure (dimensions)
being measured by the questionnaire, or investi-
gating whether the questionnaire shows the same
dimensions across different groups (structural
reliability).
When no clear-cut ideas about the factor
structure (number of dimensions and their mutual
associations) exist, the factor structure of an
instrument can best be investigated by means of
exploratory factor analysis. If prior hypotheses
exist, based on theory or previous analyses, con-
firmatory factor analysis is more appropriate: it
can be used to test whether the data fit a pre-
meditated factor structure [1].
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There are two forms of exploratory factor
analysis: principal component analysis and com-
mon factor analysis [1, 2]. Principal component
analysis aims to explain all variance in the data set;
common factor analysis only explains the common
variance of all items, and not the unique variance
of the items. Whether this leads to different out-
comes is still a subject of discussion [1, 2, 4].
According to Floyd and Widaman [1] principal
component analysis is most appropriate for data
reduction, making it possible to represent the data
in a minimal number of dimensions (factors). This
method is useful when the aim is to group a set of
items in a few meaningful clusters for which
summary indices can be calculated. Common fac-
tor analysis provides valuable insights into the
multivariate structure of an instrument, by
explaining the covariance and correlation structure
among the measured items [1, 2]. It aims to iden-
tify a set of more general factors (latent variables)
that explain the covariances among the measured
variables. In common factor analysis, the factor
loadings can be interpreted as the regression
weights for predicting the items from the latent
variables, also producing correlations among these
[1]. In practice, both methods are used in similar
situations.
Confirmatory factor analysis makes it possible to
test whether a hypothesized factor structure of a
questionnaire (based either on empirical data or
on theory) is supported by actual data. Structural
equation modeling techniques are used to test
hypotheses about relationships between observed
variables (items) and factors. This requires formal
specification of a model to be estimated. The
goodness-of-fit of the model to the data can be
assessed by means of fit indices, while the esti-
mated coefficients provide information about the
associations between items and factors, and also
between factors [1].
Factor analysis is a complex, but flexible ana-
lytical procedure. When reading studies on factor
analysis, we encountered a wide variation in
methods used and in the ways the results were
presented and interpret. Our own need for guide-
lines to judge and interpret results of factor anal-
ysis made us initiate the present study. The quality
of results of factor analysis greatly depends on
whether researchers comply with the assumptions
underlying the methods and the principles that
have been developed for appropriate application.
Explicitness in rationale and details of the methods
used in every step of the procedure are necessary to
help other researchers to interpret, verify and
replicate the results. To the best of our knowledge,
no critical assessment of the quality of factor
analysis in the validation of health status ques-
tionnaires has yet been performed.
Since there is a wealth of multi-item question-
naires that can be used, we had to restrict our
selection in some way. Options were restriction to
a specific journal and evaluate all factor analyses
that were done on multi-item health status ques-
tionnaires, or examining all factor analyses in rel-
evant journals in a specific year (e.g. 2003), or
choose one specific health status questionnaire. We
choose for one, well known, health status ques-
tionnaire because of several advantages: only one
instead of many different health status question-
naires and its background (available data about
hypothesized structure) had to be described, rea-
sonings and discussions by the authors can be
judged better, and it facilitates comparability of
the results [not subject of this manuscript]. We
decided to restrict our analysis to the Medical
Outcomes Study Short Form-36 [5]. The SF-36 is a
generic, 36-item questionnaire that was designed in
the 1980s to measure the concept of health status.
It has been reported on in over 1000 publications
[6]. Exploratory factor analyses have been used to
determine the factor structure of the SF-36 [7–9].
The manual of this instrument [8] describes eight
subscales (dimensions) that can be calculated from
35 of the 36 items (one item about self-reported
health transition is not included in the scores): (1)
physical functioning (10 items); (2) social func-
tioning (2 items); (3) role limitations due to phys-
ical problems (4 items); (4) role limitations due to
emotional problems (3 items); (5) mental health (5
items); (6) energy/vitality (4 items); (7) pain (2
items); and (8) general health perception (5 items).
These 8 subscales were subjected to factor analysis
which resulted in the development of a physical
health subscale and a mental health subscale. This
factor analysis based on the 8 subscales and not on
the 35 individual items is called a second-order
factor analysis. Ware and Gandek [10] present an
excellent overview of the development and psy-
chometric evaluation of the reliability and validity
of the SF-36. In many studies the factor structure
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of the SF-36 has been assessed when applying the
questionnaire to different populations, with re-
spect to language, culture or health status.
The objective of this systematic review is, pri-
marily, to perform a critical assessment of the use
of factor analytical techniques in the construct
validity of health status questionnaires; the SF-36
is used as an example.
Methods
Searching for relevant studies
The electronic Medline (1966–August 2002) data-
base was used to search for relevant studies. The
following free-text words were used: ‘SF-36’ in
combination with ‘factor analysis’, ‘factor analy-
ses’, ‘factor analytical’, ‘principal component’ and
‘validity’, ‘exploratory’, ‘confirmatory’, ‘factor
structure’ or ‘latent structure’. Additionally, the
reference lists of all relevant studies were scanned.
Study selection
We included studies that evaluated the factor
structure of the SF-36, using exploratory factor
analysis (principal components analysis or com-
mon factor analysis) or confirmatory factor anal-
ysis, and were published in a peer-reviewed journal
(English language). Studies that evaluated the first-
order factor structure (of the 35 individual items)
and studies that evaluated the second-order factor
structure (of the 8 subscales) were selected. Studies
that reported on the factor structure of shorter
versions of the SF-36 (e.g. SF-12 [11]) were not
included. Two researchers, FP and HdV, checked
the titles and abstracts for eligibility. In case of
doubt the full paper was examined.
Checklist to evaluate the methodological quality
of factor analysis
We developed a checklist to score the methodo-
logical quality of the factor analysis in the identi-
fied studies. This checklist encompasses the choice
and justification of the methods used, items on
data quality, and detailed information on statisti-
cal entities. As it is difficult to apply the theoretical
criteria to empirical studies, we scored and
discussed five studies in a pilot run, in order to
compile detailed instructions on how to score the
items. The list of methodological criteria is pre-
sented in Table 1.
A. Choice and justification of the method of factor
analysis
1. Basic choice for exploratory and/or confirmatory
factor analysis
As mentioned in the introduction, it is important to
make a distinction between exploratory factor
analysis and confirmatory factor analysis, which
may provide answers to different research ques-
tions, and pose different requirements on the data
collected. The two techniques have different
assumptions about the data and how they should
be handled. For an elaborate account of explor-
atory factor analysis, we refer to Zwick and Velicer
[12]. In short, principal component analysis or
common factor analysis is applied to a set of items,
and this results in an (unrotated) factor structure.
To determine how many factors are meaningful, a
number of methods are available [13]. The factors
are rotated to facilitate interpretation. Orthogonal
(e.g. Varimax) rotation, which is often used, as-
sumes the factors to be uncorrelated. Oblique
rotation allows for correlations between the factors
[1]. The requirements for confirmatory factor
analysis have been extensively described by Bollen
[14]. The information to considered includes the
estimates of the parameters and their standard er-
rors, and the appropriate goodness-of-fit measures.
The choice of the method of factor analysis
(exploratory or confirmatory) is crucial. We as-
sessed whether the choice of the specific method
was appropriate for the research question that was
addressed. We considered exploratory factor
analyses to be appropriate if the aim of the study
(according to the authors) was to examine the
factor structure of the SF-36 in a patient popula-
tion or language in which the SF-36 had not yet
been used, without a prior hypothesis. If the aim of
the study (according to the authors) was to confirm
the existing first-order 8-factor structure or the
second order 2-factor structure, we considered
confirmatory factor analysis to be more appropri-
ate. If exploratory factor analysis was used, it
should be stated whether principal component
analysis or common factor analysis was performed.
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Table 1. Checklist and results
Item Description Scoring
+ ) ? 0 N.A.
A. Choice and justification of methods
1. Exploratory vs. confirmatory factor analysis
1.1 Is the type of factor analysis appropriate in view of the research question? 13 15 0 0 0
1.2 When both types of factor analysis were used, has this analysis strategy been
convincingly justified?
1 0 0 0 27
2. Exploratory factor analysis
2.1 Has the number of factors to be rotated been justified? 20 3 0 0 5
2.2 Has the choice of the rotation method been justified? 2 1 0 0 25
2.3 Is the interpretation of the final factor solution properly justified? 12 8 0 0 8
2.4 In the case of a non-orthogonal factor structure, has the association between factors
been discussed?
2 1 0 0 25
3. Confirmatory factor analysis
3.1 Has the model to be confirmed been well described? 6 0 0 0 22
3.2 Has the strategy to arrive at the ‘best’ model been well described? 6 0 0 0 22
3.3 Were the analysis results properly interpreted? 5 1 0 0 22
3.4 Has the association between factors been discussed? 3 3 0 0 22
4. Cross-validation
4.1 Has cross-validation been applied in case this was possible? 4 21 3
4.2 Has cross-validation been performed with different randomly drawn samples? 4 24
4.3 If applied, did the number of observations justify this procedure? 4 24
4.4 If applied, was the interpretation of the results convincing? 3 1 24
B. Sample size and data quality
1. Sample size
1.1 Has the number of observations been sufficient to justify the use of factor analysis?1 25 3 0 0 0
1.2 Has the number of observations been sufficient to perform cross-validation?2 25 3 0 0 0
2. Data quality: missing data procedures
2.1 Does the study report on the percentage of missings? 15 13 0 0 0
2.2 If this percentage is alarming (>25%), is there information about whether the
missing were considered random?
0 1 0 0 27
2.3 If missing data have been imputed, was the imputation method appropriate? 8 0 0 0 20
3. Data quality: distributional properties
3.1 Have the distributional properties (at least standard deviations in exploratory
factor analysis and kurtosis in confirmatory factor analysis) of the variables
been reported?
21 7 0 0 0
3.2 In case of undesirable distributional properties (lack of variance in exploratory
factor analysis and excessive kurtosis in confirmatory factor analysis), have they
been properly handled?
1 3 0 0 24
C. Full report of statistical entities
1. Exploratory factor analysis (N = 23) Yes No NA
1.1 Principal component analyses or common factor analyses 23 0 5
1.2 Criteria for retaining factors 16 7 5
1.3 Eigenvalues, percentage of variance accounted for by the (un)rotated factors 14 9 5
1.4 Rotation method 21 2 5
1.5 Rationale for rotation in case of oblique solutions 2 1 25
1.6 All rotated factor loadings 20 3 5
1.7 Factor inter-correlation in oblique solutions 2 1 25
2. Confirmatory factor analysis (n = 6)
2.1 Number of factors 6 0 22
2.2 Composition of factors 6 0 22
2.3 Orthogonal vs. correlated factors 4 2 22
2.4 Other model constraints (fixed and free parameters) 3 3 22
2.5 Methods of estimation 5 1 22
2.6 Overall fit 6 0 22
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2. Performance of exploratory factor analysis
Justification of the choice of methods within
exploratory analysis is required. This includes (1) a
justification of the number of factors to be rotated:
authors should have used and described at least
one of the criteria for retaining factors before
rotation; (2) a justification of the choice of the
rotation method (if orthogonal (e.g. Varimax)
rotation was used, no justification was required);
(3) an elucidation of the interpretation of the fac-
tor solution and a discussion of the consequences:
these should include a final choice for a specific
factor structure and a justification of this choice;
and (4) if factor analysis with non-orthogonal
rotation was used, the associations between factors
should be discussed.
3. Performance of confirmatory factor analysis
This is based on a hypothesized factor structure
(model). The following quality criteria are impor-
tant: (1) the factor structure to be confirmed
should be clearly described; (2) the strategy that
was applied to arrive at the best model should be
clearly described; (3) the results of the analyses
should be correctly interpreted; and (4) the asso-
ciations between factors should be discussed.
4. Performance of cross-valiadtion
Cross-validation means that the results of factor
analysis of one part of the data set are tested on
another part of the same data set. To ascertain
that these two parts are as comparable as possible,
it is essential that the two subsamples are selected
at random. Cross-validation gives an indication of
the stability of the factor structure, and it is a
requirement for both exploratory and confirma-
tory factor analysis. Obviously, splitting the data
randomly into two subsamples requires twice the
usual sample size. A potentially useful practice for
cross-validation is to perform exploratory factor
analysis on one half of the data set and then per-
form confirmatory factor analysis on the other half
to confirm the factor structure [15].
B. Sample size and data Quality
1. Sample size
The number of subjects included in the analysis is
another point that must be considered. Both
exploratory factor analysis and confirmatory fac-
tor analysis require a reasonable amount of data to
produce reliable results. The debate on the minimal
requirement is still ongoing [1]. Rules-of-thumb
vary from 4 to 10 subjects per variable, with a
minimum number of 100 subjects to ensure stabil-
ity of the variance–covariance matrix [16]. The re-
quired number of subjects per variable depends,
among other things, on the factor loadings, on the
number of variables per factor [17], and on the total
sample size, with a smaller sample size requiring
more subjects per variable [3]. We decided to set the
requirement to 7 subjects per item. For the SF-36
this means that in a first-order factor analysis
(focusing on the 35 individual items), at least 245
Table 1. Continued
Item Description Scoring
+ ) ? 0 N.A.
2.7 Relative fit 4 2 22
2.8 Parsimony 2 26
2.9 Any model modification to improve model fit to data 5 0 23
2.10 Factor loadings 4 2 22
2.11 Communality (or squared correlations of observed variables with the factors) 1 5 22
2.12 Factor correlations 3 3 22
* – Number of scores, for papers for which the question was relevant.
+ – The description is both informative and methodologically sound.
) – The description is informative, but methodologically doubtful.
? – The description is too unclear or too incomplete to answer the question.
0 – No relevant information about this item is given in the paper.
1Smallest subsample was scored.
2Largest subsample was scored.
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subjects should be available. For a second-order
analysis on the 8 subscale scores, 56 subjects would
be sufficient, but in that case we applied the rule-of-
thumb of a minimum of 100 subjects.
2. Missing data
It is important to provide information about the
number of missing values on each item, and how
the missing values were dealt with. For, an accu-
mulation of missing values due to paired missings
may seriously curtail the number of subjects on
which the variance–covariance matrix is based.
Missing values of more than 25% in any item was
considered to be the maximum, in which case,
information should be provided as to whether
missing values were considered to be random. If
the percentage of missing values was acceptable
(<25%) or if these were considered to be missing
at random, imputation of mean values was scored
as an acceptable method, but complete case anal-
ysis was considered to be inadequate.
3. Distributional concerns
Exploratory factor analysis requires a normal
distribution of the data. Confirmatory factor
analysis requires sufficient variation in the data.
However, only substantial violations of normality
or lack of variance, respectively, affect the results.
Nevertheless, we assessed whether the authors
described the distribution (means and standard
deviations) of the data, and how they dealt with
any violations of normality or lack of variance.
C. Full report of statistical entities
Floyd and Widaman [1] have developed a checklist
of statistical entities that should be reported in
order to enable a correct interpretation of the re-
sults. The Floyd and Widaman checklist focuses
mainly on the technical aspects of the procedures.
They explained the importance and interpretation
of all items in detail [1].
Methodological assessment of the papers
Two members of our review group (HA and CT)
independently evaluated the quality of the studies
according to the afore-mentioned checklist. Dis-
agreements were resolved by consensus, with or
without a third reviewer (HdV).
Results
The PubMed search yielded 83 publications. Based
on the abstracts, 34 studies were likely to meet the
inclusion criteria. Full reports were then obtained
from the library. Of the 34 studies 8 did not meet
our eligibility criteria for the following reasons: six
studies performed no factor analysis[10, 18–22],
and in two studies the factor analysis was not
performed on the SF-36 [23, 24]. A new search by
an independent reviewer yielded one additional
study [25] and another study [26] was identified by
correspondence with authors (both studies were
not available in PubMed). So, two eligible studies
were included during the reviewing process [25,
26].
Table 2 presents an overview of the character-
istics of the 28 included studies. Only six studies
performed a first-order factor analysis on the 35
items of the SF-36 [27–32]. Twenty-five studies
performed a second-order factor analysis on the
eight sub-scales of which three performed both
first-order and second-order factor analyses [25,
30, 31].
Table 1 shows how many papers satisfied the
various methodological criteria.
A. Choice and justification of methods
1. Explorartory vs. confirmatory analysis
Perhaps the most striking result of this review is
that in about half of the studies (15/28) the chosen
method was inappropriate. In all these cases
exploratory factor analysis was performed,
whereas confirmatory analysis would have been
more appropriate to answer the research question
at issue. Both exploratory and confirmatory anal-
yses were performed in only one study [33].
2. Exploratory analysis
Twenty-three studies performed exploratory anal-
ysis. Twenty studies used orthogonal rotation (15
used Varimax), for which no justification of the
method was considered to be necessary. Three
studies [25, 33, 34] used oblique rotation, one gave
no justification for this choice [34]. The interpre-
tation of the factor solution and its consequences
was properly justified in 12/20 studies. In three
studies [33, 35, 36], factor analysis was used to


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































used as weighing factors for the calculation of the
physical and mental health subscale scores.
Therefore, interpretation of the factor structure
was considered to be irrelevant in these studies.
Other goals of the factor analysis were confirma-
tion of a previously found factor structure in five
studies [7, 28, 30, 34, 37], psychometric testing of a
new version [38] or in a new population or language
in 15 studies [25–27, 29, 31, 32, 38–46], comparing
the properties of different questionnaires [47, 48],
and testing the stability of the factor structure over
time [49]. Two studies [9, 50] performed equiva-
lence testing of multiple language versions. Only
three studies used a non-orthogonal factor struc-
ture [25, 33, 34], and two of those [25, 34] discussed
the associations between factors.
3. Confirmatory factor analysis
Only six studies performed confirmatory factor
analysis [28–30, 32, 33, 49]. They all adequately
described the model to be confirmed and the
strategy used to arrive at the best model. Five of
these six studies interpreted the results correctly.
However, only half of the studies (3/6) described
the associations between the factors [28, 30, 49].
4. Cross-validation
Only four studies used a cross-validation design
[28, 30, 41, 49], while in all 28 studies there were
sufficient subjects to make cross-validation
possible. None of these four studies randomly
sub-divided their study population to perform
cross-validation on the same data set. In three
studies [28, 30, 41] the interpretation of the cross-
validation results was convincing.
B. Sample size and data quality
1. Sample size
In most studies (25/28) the number of subjects was
sufficient to perform factor analysis.
2. Data quality: missing data
Less than half of the studies (15/28) reported on
missing data on the individual items. In one of these
studies [49] the percentage of missing values raised
concerns (25%) and no information was presented
whether missings were missing at random. In eight
studies [25, 29, 30, 33, 43, 46, 48, 50] missing data
had been imputed by an acceptable method.
3. Distributional properties
The majority of studies reported the distribution
of the items (21/28). Four studies reported distri-
butional problems [26, 29, 30, 46]; one study
handled these adequately [30].
C. Full report of statistical entities [1]
With respect to exploratory factor analysis, all
studies stated whether they had performed prin-
cipal component analysis or common factor
analysis; criteria for retaining factors were pre-
sented in 16 of the 23 studies; eigenvalues and
percentage of variance accounted for by the fac-
tors were presented in 14 of the 23 studies; only
one study [26] failed to mention the rotation
method. Three studies used a non-orthogonal
method; two of these studies justified this method
[25, 33] and also two studies [25, 34] presented the
factor inter-correlations; almost all studies (20/23)
presented the rotated factor loadings.
With respect to confirmatory factor analysis, all
six studies mentioned the number of factors and
the composition of the factors. Four studies stated
whether they used orthogonal or correlated factors
[28–30, 49] and three studies [28, 30, 32] described
other model constraints. With respect to the fit,
only one of the six studies [49] failed to mention
the method of estimation. The overall fit was
presented by all studies. Four studies also men-
tioned the relative fit [28, 30, 32, 49]; parsimony
was discussed in only two studies [30, 49].
Five studies applied model modifications to im-
prove the fit [28, 30, 32, 49]. Factor loadings were
reported in four of these studies [28–30, 32, 49], and
the communalities of the items or the squared
correlations of observed variables with the factors
in only one study [49]. Three studies reported cor-
relations between the factors [28, 30, 49].
Discussion
As far as we know, this is the first critical assess-
ment of factor analysis that has been performed in
the field of health sciences. For this purpose, we
developed a checklist, based on landmark papers
on the use of factor analysis [1, 3, 4, 12, 14, 51].
Despite the pilot run to test the criteria list on five
studies, during the assessment of the studies, more
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adaptations to the rules had to be made before we
were able to compile detailed instructions on how
to decide on which issues were correctly reported
and/or justified, and which methods were consid-
ered to be appropriate.
Floyd and Widaman [1] remarked that ‘the
analytic technique used in a factor analysis ap-
pears to be the aspects of a factor analysis that
are least understood by practicing scientists, and
thus are often reported in insufficient detail in
methods sections of journal articles’. Therefore
their checklist focused on these technical aspects.
In our opinion, the choices between the various
possible methods of factor analyses are crucial,
and therefore we added the section on choice and
justification and the section on sample size and
data quality. We felt the need to make a dis-
tinction between whether an issue was correctly
reported and/or justified and whether an analysis
was performed appropriately. Specific results
needed to be reported. The reporting of methods
is a prerequisite for assessing whether the right
methods have been applied and to make replica-
tion of the study possible. In some cases we re-
quired a justification, especially when a number
of arbitrary choices can be made, e.g. with regard
to the number of factors to be rotated. If the
authors described the methods they used, and
justified their reasons for the choice of these
methods, we were satisfied. In other situations we
wanted to assess whether the method was
appropriate, i.e. the method of factor analysis
used. If the authors justified an exploratory
analysis when a confirmatory method would have
been appropriate for that specific research ques-
tion, we assessed the adequateness of the method
and not whether the authors did give a justifica-
tion.
We acknowledge that the checklist we used in-
cluded a number of criteria which required rather
subjective judgement. Therefore, we describe the
interpretation of the criteria in detail. Further-
more, in appendix A, we have presented the scores
of all the papers that were included, to make these
scores available and verifiable for readers.
With respect to the results, we were surprised by
the fact that most authors performed exploratory
factor analysis in situations in which a confirma-
tory factor analysis would have been more
appropriate. We have been rather accommodating
in scoring this item. One can argue that in case of
the SF-36 there is always a hypothesized factor
structure. If the authors used an open formulation
about exploring the factor structure in another
situation we tolerated explorative factor analysis.
The conclusion of an explorative factor analysis
has far less power than confirmatory factor anal-
ysis to support a hypothesized factor structure [1].
This is nicely illustrated by the papers of Dexter
et al. [25] and Wolinsky and Stump [32] who per-
formed exploratory factor analysis and confirma-
tory factor analysis, respectively, on the same
data-set. Dexter et al. [25] conclude that ‘In gen-
eral, the principal component analysis confirmed
the hypothesized underlying factor structure for
each subscale and the overall SF-36’, while the
factor loadings on the subscales General Health
and Mental Health were, in our opinion, far from
convincing. Wolinsky and Stump [32] conclude
that ‘There is a problem, associated with the ‘get-
ting sick’ and ‘getting worse’ items on the General
Health subscale’ and ‘An alternative is to specify a
nine-factor model that assigns ‘getting sick’ and
‘getting worse’ items to form their own construct,
which is labeled ‘health optimism’’. They conclude
that ‘A nine factor model including the separate
construct of health optimism provides the best fit
to the data’. It is recommendable to re-analyse
studies by performing confirmatory analysis to
determine whether the conclusions on the factor
structure of the SF-36 would remain the same.
Other remarkable findings were that the inter-
pretation of the final factor solution left much to
be desired, and cross-validation was seldomly ap-
plied. With respect to the more technical aspects,
the justification of which factors should be re-
tained was often poor and the eigenvalues or
percentages of variances accounted for by the
factors was often not reported. Half of the studies
in which confirmatory factor analysis was applied
failed to report model constraints and factor
loadings. Communalities of items were rarely
mentioned.
As there are thousands of publications on factor
analysis of instruments to measure health status,
we had to restrict our selection in some way, either
on the basis of specific journals, years of publica-
tion or specific instruments. This study focused on
the SF-36. By choosing for the SF-36, we covered
13 different journals and the year of publication
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varied from 1996 to 2002. The disadvantage of the
choice for one instrument is that researchers may
tend to imitate each other with regard to the
methods used. We included five studies that per-
formed factor analysis on the same data set [9, 28,
36] and [25, 32], respectively. As each research
group can use a different strategy for their factor
analyses (in both situations exploratory and con-
firmative factor analyses were used), we saw no
reason to exclude these studies. We also included
studies in which the same research groups ana-
lyzed different data sets: Jenkinson et al. [37, 38],
Thumboo et al. [31, 50] and Ware and co-workers
[7, 9, 28, 36, 39, 40]. In theory they may use dif-
ferent methods, depending on the specific purpose
of the factor analysis. However, 9 of the 28 studies
(32%) in this review were performed by members
of the IQOLA group [5, 7, 9, 10, 28, 36, 39, 40, 43],
who followed the methods as described and justi-
fied in the User’s manual [8].
By choosing for the SF-36 as the subject of our
methodological appraisal of factor analysis, we
cannot ignore the validating work that has been
done on the SF-36 and the methods that have been
used by the developers. In the User’s manual [8]
they justify their choice for principal component
analysis instead of common factor analysis and for
orthogonal instead of oblique rotation. Advanta-
ges of principal component analysis over common
factor analysis include (1) a simple additive model
of factor content facilitating the interpretation of
each scale; (2) summary measures that explain as
much of the variance in the eight subscales as
possible; (3) summary scales that are easy to esti-
mate statistically; and (4) summary scores that are
interpretable as physical and mental dimensions of
health.
Advantages of orthogonal factor rotation over
oblique factor rotation are that ‘factor loadings’,
which are product moment correlations between
scales and factors, can be squared and summed
across factors to estimate the amount of variance
in each scale accounted for by each factor, and the
amount of variance in each scale is explained by all
factors. As a result, factor content and implica-
tions for the interpretation of each scale are more
straightforward.
We agree with the developers of the SF-36 and
members of the IQOLA Project on these prefer-
ences for principal component analysis over com-
mon factor analysis and for orthogonoal rotation
instead of oblique rotation. However, we differ in
opinion with regard to their choice for exploratory
factor analysis instead of confirmatory factor
analysis in some situations.
The choice of method of factor analysis is very
much dependent on the purpose of the factor
analysis. The aim of factor analysis may be (1)
either pure data reduction; (2) assessment of the
factor structure (dimensions) being measured by
the questionnaire; (3) investigating whether the
questionnaire shows the same dimensions across
different groups (structural reliability); or (4) to
determine country-specific factor loadings to be
used as weighing factors for the calculation of the
physical and mental health subscale scores.
For example, principal component analysis is
adequate in the situation of development of an
instrument (second aim), and also to determine
factor loadings for the instrument to be used in
another situation (fourth aim). However, in order
to investigate whether the questionnaire shows the
same (known) dimensions across different cultural
populations or disease groups (third aim) confir-
matory factor analysis is more appropriate than
principal component analysis. Therefore we do not
agree with the frequently cited sentence of Gandek
and Ware [18] ‘Principal component analysis, a
type of factor analysis, was used in the IQOLA
Project to estimate the congruence between
hypothesized physical and mental health con-
structs and the SF-36 scales used to measure these
constructs’. It is this situation which, in our
opinion, requires confirmative factor analysis.
Nowhere do they justify why they prefer to use
exploratory factor analysis instead of confirmatory
factor analysis for this purpose.
As many studies were done by members of the
IQOLA project [10], the dependency of our results
forms a limitation of our study. It has conse-
quences for the generalisation of the results of our
methodological assessment to other instruments:
the type of shortcomings may be similar in other
instruments, but the frequency of occurrence
probably differs. Moreover, the generalisability of
our findings probably varies per methodological
criterion. Failure to use confirmatory factor anal-
ysis may be typical for the SF-36, because explor-
atory analysis is used by the IQOLA group. If we
had extended our methodological assessment to all
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health status questionnaires published in ‘Quality
of Life Research’ in the past 5 years, we would
have included more new measurement instruments,
which required exploratory factor analysis because
the factor structure is unknown yet.
The sub-optimal description of the method of
factor analysis will probably also occur in the
evaluation of other instruments.
This manuscript focussed on the quality of fac-
tor analysis performed on the SF-36. For that
reason we ignored alternative methods that are
available to examine the construct validity of
health status questionnaires. Many validation
studies on the SF-36 have been performed using
other methods, such as the multitrait-multimethod
approach [52, 53], and Rasch analysis [54]. Espe-
cially methods based on Item Response Theory,
including estimation of differential item function-
ing, are powerful methods to check cross cultural
equivalence of SF-36 translations [55] and the
dimensionality of scales.
By identifying shortcomings in factor analysis
and describing the specific points on which the
studies fail to meet the criteria, we aim to improve
the quality and reporting of future studies which
perform factor analysis on the SF-36 or other
health status questionnaires. To enable interested
readers to make a full interpretation and replica-
tion of the results, the specific choice of analytic
techniques requires justification, and the tech-
niques used in any study should be described in
sufficient detail. Moreover, as the interpretation of
the results of factor analysis is rather subjective, it
is important that a publication provides sufficient
information to support the conclusions.
In analogy of the CONSORT statement [56] and
the STARD statement [57, 58] to improve the
quality of reporting of randomized clinical trials
and diagnostic studies, respectively, journal edi-
tors, reviewers and authors could make use of our
list of criteria to check on the completeness of
reporting and the quality of performance of factor
analysis, especially in studies in which factor
analysis is the key element.
Conclusion
Ware [6] state that ‘A major objective in con-
structing the SF-36 was achievement of high
psychometric standards. Guidelines for testing
were derived from those recommended for use in
validating psychological and educational mea-
sures by the American Psychological Associa-
tion, the American Education Research
Association and the National Council on Mea-
surement in Education’. Despite the high stan-
dards used in the development of the SF-36, the
quality of factor analysis in exploring or con-
firming the factor structure of the SF-36 leaves
much to be desired. This critical assessment of
methods of factor analysis applied in relation to
the SF-36 showed that exploratory factor anal-
ysis is often used when confirmatory analysis
would have been more appropriate and might
have led to different conclusions. Furthermore,
crucial information on the methods and the re-
sults of factor analysis is lacking in many pub-
lications. With this assessment we hope to
contribute to the improvement of the application
and reporting of factor analysis in health sci-
ences research.
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