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ABSTRACT 
TRAVELLING-WAVE FREQUENCY CONVERSION 
Travelling-wave distributed amplifiers are providing gain over broad 
frequency ranges for microwave applications. Similar concepts are 
applicable to distributed mixers and, with the use of controlled feedback, 
to a multifunction component simultaneously emulating a mixer, amplifier 
and an oscillator. The concept of this new travelling-wave frequency 
converter is introduced and dat a for a discrete component test circuit is 
presented. To facilitate the converter operation a new three-port 
travelling-wave mixer is introduced and characterized. Four-port 
scattering and wave scattering transformations are derived as a method of 
analysis of the four-port distributed structure. This enables sequential 
circuit analysis on a small computer. 
Practical applications unique to the advanced automatic network 
analyser, including time domain measurements, are presented to 
characterize test circuits as well as to develop ancillary equipment such 
as a transistor test fixture. Automated error corrected transisto~ 
measurements and de-embedding are also di scussed. 
A piecewise linear quantum mechanical method of modelling the 
conduction channel of a short gate field effect transistor is given to aid 
the extrapolation of the distributed frequency converter concept to 
submicron and heterojunction structures. 
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This thesis represents a contribution by the author to the design of 
monolithic microwave integrated circuit functions and reports on the 
original research leading to the design and implementation of two unique 
system components. The fi rst component is a three-port trave 11 i ng-wave 
mixer, providing separate inputs for the signal and local oscillator. The 
concept enables a travelling-wave/distributed* amplifier to be operated 
simultaneously as an amplifier, mixer and oscillator without a significant 
increase in semiconductor substrate area or circuit complexity. This is 
done by considering the travelling-wave amplifier as a four-port device 
and is an extension of the author's work on monolithic receiver front ends 
for whic:h a patent was received in 1976 (Appendix A, reference claim 
two). This second device is a TRAVelling-wave Frequency convERTER or a 
TRAVFERTER. 
Travell i ng-wave ampl i fi ers are inherently broadband devices. 
Developed in 1936 by Perc i val [1], the concept was analysed in 
considerable depth in 1948 [2]. Experimental results were reported in 
1950 [3] and it has been utilised to twenty Gigahertz [4- = ,II ~'1 f r IP ,, ~ 
gallium arsenide monolithic microwave integrated circuits (MMIC's) using 
metal semiconductor fi el d effect transistors (MESFET's). Extensive 
analysis and test results of distributed amplifiers are contained in the 
literature [7-13] and one recent paper applies t~e theory to a two-port 
travelling-wave broadband mixer [14]. 
A fundamental advantage of travell i ng -wave ampl i fi ers over vari ous 
other broadband gain circui t s is the topography that lends itself to 
integrated circuit implementation. With the maturation of gallium 
arsenide technology, circuit functions are required that can be used in 
many applications as system building blocks yet require as little area as 
possible on the GaAs wafer to optimise the cost per function. 
*Little distinction is presently made between travelling-wave and 
distributed; therefore, these terms will be used interchangeably 
throughout this thesis. 
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Monolithic integration of an entire receiver front end by the author 
in 1976 [15J demonstrated the minimal level of integration necessary to 
reduce the costs of both production and custom systems. The same concept 
must now be applied to GaAs MMICls to meet the performance and cost 
demands of higher frequency systems. 
Extension of the travelling-wave amplifier and mixer theory into 
simultaneous realisation with controlled level oscillation yields an 
i ntegratab 1 e mi c row ave recei ver front end (frequency converter). Th is 
front end is capable of very large instantaneous tuning bandwidth (limited 
primarily by external tuning components) and requires little more GaAs 
wafer area than a travelling-wave MESFET amplifier alone. 
Two-port scattering parameter technique for circuit characterisation 
and analysi sis extended by the author to four-port appl ications in the 
thesi s. The four-port matri x more completely describes the travell ing-
wave amplifier. The four-port scattering matrix to wave scattering matrix 
transformations are derived. This enables circuit analysis of the four-
port distributed structure on small computers without resorting to nodal 
analysi s. 
Numerous practical applications of the modern automatic netwo rk 
analyser were found. This includes application of time domain analysis to 
the optimisation of broadband circuits and the automatic measurement of 
error corrected data under computer control with software de-embedding. 
A formal i sm that can potenti ally faci 1 i tate the modell i ng of 
submicron and heterojunction material structures by direct piecewise 
linear potential barriers is introduced by the author as a viable method 
for predicting new device performance. The concept suggests 
implementation of integrated functions as opposed to integrated circuits. 
A method is presented for the numerical solution of Schrodinger1s equation 
for complex barriers in one dimension. 
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CHAPTER 2 
TRAVELLING-WAVE MESFET CIRCUIT FUNCTIONS 
The basic travelling-wave circuit function is the amplifier. The 
distributed concept requires gain devices with relatively large input and 
output impedances to facilitate periodic loading of transmission line 
structures that absorb parasitic reactances of the gain device. The 
original distributed amplifier work applied travelling-wave techniques to 
vacuum tubes. Vacuum tubes, with extremely high input impedances and 
re1 ative1y hi gh output impedances, are closely approximated in termi na1 
characteristics by the metal semiconductor field effect transistor 
(MESFET's); therefore, vacuum tube distributed amplifier theory was 
directly applied to MESFET's. 
A very basic amplifier can be made by simply connecting a source and 
a load to a gain device as in Figure 2.1a,b; however, the source is not 
matched to the amplifier input resulting in reflection of power from the 
device, and the load is not matched to the output impedance of the device 
yielding less than optimum power transfer. The devi ~e will probably have 
little gain. The input reflection can be reduced bv n1ac i no a series 
inductor between the sou rce and devi c npu l. TO r i ll a w- pa 5 I 1'- • 
section of impedance Zo and shunting a resistor of RO from the device 
input to ground as in Fi gure 2.1c. The devi ce may now be dri ven from a 
generator with an output impedance of Zo = RO through any length of 
transmission line with a characteristic impedance of Zo without load 
reflections. Similar configuration of the output circuit results in a 
matched output condition; however, as the device impedances are not 
matched and lossy components have been introduced the gai n wi 11 be much 
smaller than the maximum available gain of the device. 
I 
To compensate for the low gain of one stage the input and output 
discrete transmission lines may be extended with additional gain devices 
as shown in Fi gure 2.1d. The vol tage induced at each node of the input 
line appears at the gate of a MESFET. The current in the drain of each 
device splits to the left and right in the output line. If the input and 
output line have equal phase velocities the components of current 
trave11 i ng to the ri ght sum vectori ally at the output. The components 
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travelling to the left do not add equally and are terminated in the 
matched load. 
(a) Simple Amplifier 
Zo 
(b) Equivalent Circuit 
Zo 
(c) Lowpass Input/Output Filters 
Zo 
(d) Travelling-Wave Amplifier 
Figure 2.1. Travelling-Wave Amplifier Evolution 
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Ideal gain devices with very large input impedances shunted by a 
small capacitor and only current sources in the output circuit would 
result in a distributed amplifier whose gain would increase as stages were 
added ad infinitum; however, the gain devices are not ideal so the inputs 
have finite loss and the output current sources are shunted by a 
moderately low resistance. These resistive losses result in a decreasing 
wave amplitude along the line as its length is increased. This means that 
the gain will increase with added stages to a point and will then decrease 
with added stages after that point. There is an optimum number of stages 
for a given type of gain device [13J. 
Distributed amplifiers are topographically simple due to the 
repetitive and planar (no crossovers) schematic as shown in Figure 2.2; 
however, because of the large component count the discrete component 
ci rcui t . is generally, di ffi cul t to fabri cate. The de vel opment of 
monolithic microwave integrated circuit technology has practically negated 
the disadvantage of a large component count. All of the components of a 
microwave di stributed ampl ifi er are small; therefore, circuit complexity 
becomes largely a lithographic problem and the main problem is then that 
of reducing the total semiconductor substrate area. Multistage MMIC 
distributed amplifiers require very little semiconductor area (typically 
1 ess than three mi 11 i meters square). 
Ld/2 Ld Ld/ 2 Ld/2 Ld/2 ---_ ... _---
OUTPUT 
nl. ---_ ...... _-




Figure 2.2. Distributed Amplifier Topography 
The reduction in substrate area has given the distributed amplifier 
MMIC a cost advantage as a general system component over various custom or 
narrow band designs. The same concepts can now be extended to other 
system components such as mixers and oscillators. The operating mode of 
the gain device does not change significantly in the travelling-wave 
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circuit from the mode used in the single device circuit. For a mixer a 
large local oscillator input is required to drive the device through 
operating regions where the gain characteristics of the device change with 
the peri od of the dri vi ng si gnal. Thi s change nonl i nearly modul ates a 
simultaneous input signal resulting in products of the local oscillator 
and input signal appearing at the output of the circuit. As the impedance 
levels are well defined at the terminals of the distributed circuit the 
negative resistance oscillator is relatively difficult to implement; 
therefore, a feedback oscillator is the best choice for a distributed 
circuit oscillator. As in a si ngle device oscillator the device output is 
routed back to the input through a frequency selective component. When 
the loop gain is greater than unity and there is no phase change in the 
loop (additive feedback) the circuit will oscillate. 
With the usual single gate FET mixer the local oscillator and signal 
are summed in a coupler before being applied to the gate (or source for a 
common gate mixer). This is the obvious method of feeding the two signals 
to a travelling-wave mixer; however, the author has fed the local 
oscillator to the terminated end of the input line by replacing the line 
termination with a local oscillator source. This eliminates the external 
coupler while still applying both signals to all stages in the mixer. The 
mixer products can now be taken from either end of the output line. 
The travelling-wave oscillator is configured by taking either output 
of the output transmission line and passing it through a frequency 
selective device and back into the input line at the opposing end of the 
amplifier. When the oscillator is turned lonl the oscillations will grow 
at the frequency of the feedback element bandpass. This growth will 
continue until the amplifier saturates thus reducing the amplifier gain. 
The steady state loop conditions wi 11 occur when the ampl i fi er has gone 
far enough into saturation to make the loop gain exactly unity. 
Secti on 2.A. Ampl ifi er 
Distributed or travelling-wave amplification with discrete devices 
utilizes lumped and semi-lumped distributed transmission line techniques 
to increase the gain-bandwidth product of an amplifier. The input and 
output capacitances of the two-port gain elements are combined with lumped 
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inductors (or short high impedance transmission line sections) to form 
artificial transmission lines going to the input and output ports. 
Incorporation of the unwanted gain device parasitics into the transmission 
line facilitates partial summing of transconductances without simultaneous 
summi ng of input and output capaci tances. 
The first distributed amplifiers were implemented with vacuum tubes 
for video frequency applications [3J; however, with the substitution of 
the MESFET as the gain element and by fabricating the amplifiers as 
monolithic microwave integrated circuits to minimize parasitic elements a 
unique circuit function has evolved. This circuit function has gain over 
an extremely broad bandwidth and the terminals are already matched to the 
system characteristic impedance (typically fifty ohms). 
A first order design of a distributed amplifier involves computing 
the artificial transmission line (Figure 2.3) components for the MESFET 
gate and drain lines. The characteristic impedance of the lines will be 
[16J 
~ 
Zo = C) eq. ( 2.1 J 
As Cgs is larger than Cds and the drain line impedance will generally 
equal the source line impedance to equalize the phase velocities, the 
capacitance C is chosen to equal Cgs• This defines the inductance L. A 
drain-to-source capacitance is then added to Cds to equalize the line 
capacitances and the same inductance is used in the gate and drain. A 
more involved design considers gate and drain line loss and the tradeoffs 
of adding stages fed with reduced power [13J. 
ONE SECTION ,--____ A'-__ -----.., 
Figure 2.3. Artificial Transmission Line 
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The cutoff frequency of the artificial transmission line is 




1T( LC) 1/2 
The cutoff frequency of the 1 i ne is 
eq.(2.2) 
A sampling of published literature on integrated travelling-wave 
amplifiers is presented in the references [7-13J. In all cases the 
distributed or travelling-wave amplifier is treated as a two-port device 
as shown in Figure 2.2. Opposing ends of gate and drain lines are 
terminated in the characteristic impedance of the lines. In actual fact 
the distributed amplifier is a four-port. As shown in Figure 2.4 a signal 
at port (1) is amplified at port (2) as in the usual two-port; however, a 
signal in port (3) is also amplified at port (4). There is some degree of 
isolation between ports (1) and (4) and ports (3) and (2) but very little 
isolation between ports (1) and (3) and ports (2) and (4) • 
...--JTrr'-----r--.rrnr"---"t------''TTT'--- - - - - -----'"TTT'--t-----'TTT'-_4 
PORT (4) PORT (2) 
In. In. 
I I I 
PORT (1) PORT (3) 
In. 
Figure 2.4. Four-Port Travelling-Wave Amplifier 
A simp 1 i fi ed express i on for the gain from input port (1) to output 
port (2) of the distributed amplifier can be obtained by considering that 
the current from each drain splits in two directions regardless of the 
input port, and the phase shifts between all gate nodes and all drain 
nodes are equal. Figure 2.5 illustrates this by replacing the artificial 
transmission lines with phase shifts Q(f) and transconductance gain blocks 
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G for an n-section amplifier. The current 12 out of port (2) due to an 
input E1/2 to port (1) assuming equal splitting of current to the left and 
to the right at the output of each gain block (that is, light line loading 
and matched terminations at the ends of the lines) is 
so 
and 
I = E1G2 e-j(n-l) Q(f) + E1G2 e- j (n-1) Q(f) 
2 4 4 
+ E1Gn e-j(n-l) Q(f) 
4 
n 
12 = ) 4' E1Gm e-j (n-l)Q(f) 
m=l 4 
= 
= nE1g e- j (n-1) Q(f) 
4 
eq.(2.3) 
where G1 = G2 = ••• Gn = g. Note that the gai n is not frequency dependent 
except for transmission line cutoff and device degradation. The equation 
for forward gain from input port (3) to the output port (4) is i d_ r. :~ ~: 
(4) ---........... -----1 e (f) 1--4-+----1 e (f) - .......... __ --_e (2) 
(1) -------*"---1 a (f) 1-----+--1 e (f) -~>--____ (3) 
19 (f) 19 (f) 
Figure 2.5. n-Section Ideal Distributed Amplifier 
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Consider now the gain from, input port (1) to output port (4). 
Va 1 tage out of port (4) due to an input to port (1) is 
so 
n 
I4 = ~ E1Gm e-j2(m-l)Q(f) 
m=l 4 








o)2 ~ e-j2 (m-1)Q(f) ~ j2(m-l)Q(f) 41 - --2-- • e 
= m= • 
eq.(2.4) 
\ 
\ : , 
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The gain then varies between ports (1) and (4) as a function of frequency. 
The frequency sensitive phase term Q(f) can be calculated for an 
artificial transmission line with a cutoff frequency of fc from the 
circuit in Figure 2.6. 
e 
5 
A 1 L 2 
GJ~I G) ~I , 
~- ----------------------~ 
Figure 2.6. Circui t for Calculation of Phase Shift 
between Terminal Nodes 
The loop equations for the circuit are 
and 
2 
( 2 2R) - + sL + a I 
sC 2 + ROsC 2 
a = 
sC 
This yiel ds 
I - ----2 -
where A is the determinant of the coefficient matrix 





The forward gain component of the scattering matrix is 
Substituting RO = (L/C)1/2, 
2 
= 
yi el ds 
1 
eq.(2.7) 
The phase term to be used in equation 2.4 is then 
Q(f) eq.(2.8) 
Making this substitution and solving for the port (1) to port (4) gain of 
the distributed amplifier results in the response curve of Figure 2.7 
where the gain is normalized to S21 of the amplifier. 
The nulls in this response are very deep because no attenuation is 
present in the gate and drain lines. All of the drain signal current then 
arrives at the terminating loads. In actual fact the gate and drain lines 
are lossy primarily because of FET gate loss and finite output impedance. 
The lines must actually be modelled as shown in Figure 2.8. 




-10 \ \ 
\ \ . \ -15 \ , \ 
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A \ 
-40 
\ , ! \ \ -45 \ \ , \ 
-50 
0 .1 .2 .3 .~ .5 .6 .7 .8 .9 
NORMAUZED FREQUENCY (F /FC) 
Figure 2.7. Computed Relative Frequency Response (S41/S21) 










(b) Lossy Drain Line 
Figure 2.8. Lossy Lumped Element Transmission Lines 
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Using similar substitut i ons for these lines as those used for the 
lossless line the transfer equation for the gate line is 
1 + j 
where B = 
and for the drain line 
Rg 
2-00 
R n o 
1 
• B eq.(2.9) 
[ 
00 ( ~ + RO) + 2 - 00 3] 
n 4R R n 
d d • 
eq.(2.10) 
Nominal values for Rg range from five to twenty ohms and for Rd from about 
two hundred and fifty to one thousand ohms. Plots of 521 for the gate and 
drain lines in Figures 2.9 and 2.10 are split into magnitude and phase. 
Approximate gain terms for the various amplifier configurations can 
now be derived by allowing the forward transfer term to equal a loss term 
1 times a phase shift term Q 
521 = 1 • exp (j Q) • 
Note that this method will yield a slightly pessimistic result (that is, a 
gai n somewhat small er than that deri ved from an exact analysi s) as the 
effects of the reflection coefficients are ignored. Also, gain peaking at 
or above the cutoff frequency of the transmission lines is not predicted 
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(b) Gate Line Phase Shift/Section 
Figure 2.9. Lossy Gate Line 
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(a) Drain Line Loss/Section 
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(b) Drain Line Phase Shift/Section 
Figure 2.10. Lossy Drain Line 
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The port (1) to port (2 ) gain of the distributed amplifier is then 
(referencing Figure 2.11) 
eq.(2.11) 
and the port (1) to port (4) gain is 
eRn ( ) ~ = .-.9. V G 1 m-1 1 m-1 exp -j[Q. (m-l) + Q • (m-l)] 
e. 2 ~ m d g d g 
1 m=l 
eq.(2.12) 
These gains normalized to (nGRo/2)2 at zero frequency and 
are plotted in Figure 2.12 for Rg = 00 and Rd = 10MO and in Figures 2.13 
and 2.14 for Rg = 150 and Rd = 2000. Note that the addition of circuit 
losses has a marked effect wi th an i n.crease in the number of stages in 
Fi gures 2.12 and 2.13. Null sin the S41 response are reduced as wi 11 be 
seen by comparing Figure 2.14 with Figure 2.7. 
4) 






1) 19. 9g 19• 9g 
(3) 
----------------____ -------e 
Figure 2.11. Generalized Distributed Amplifier with Lossy Lines 
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Figure 2.12. IS2ti versus Normalized Frequency for 
Rg = on and Rd = 10Mn. 
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Figure 2.13. IS2ti versus Normalized Frequency for 
Rg = 15'1 and Rd = 200'1. 
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o .05 .1 . 15 .2 .25 .3 .35 .4 .45 
NORMALIZED FREQUENCY (F IFC) 
Figure 2.14. \541 \ versus Normalized Frequency for 
Rg = 150 and Rd = 20m. 
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.5 
The travelling-wave amplifier can be designed and exactly analysed 
using a four-port scattering matrix and its associated four-port wave 
scattering matrix. For example, given a catalog of four-port elements as 
shown in Figure 2.15, a travelling-wave am plifier, Figure 2.16, can be 
configured. If the wave scattering matrix ' so al i t' a ena ~ t.. ¥... oJ 
matrix) of each component is [~n] and a transform of matrix [~n] is [5n] 





a) Ser ies Inductors 
b) Shunt Capac i tors 










Figure 2.16. Two Section Distributed Amplifier Configured 
from Four-Port Elements. 
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The transform pairs are derived in Appendix B. Also included in the 
appendix is the flowchart of the computer program for calculating Sn for 
each component, Cn for each Sn' multiplying the matrices and computing St 
from Ct. 
21 
Section 2.B. Mixer 
Non-linear components of multiple time variant voltages will be 
generated by a MESFET under particular bias and drive conditions. By 
appropriate assignment of source and load impedances and a non-linear 
model of the active element the gain of ~he various input and output 
components can be approximated [16-20J. 
A non-linear model of a MESFET, Figure 2.17, has components Cgs ' Rd 
and gm that will vary with d.c. bias and signal amplitude. If one 
component of the input is considerably larger than the other input and the 
d.c. bias remains constant, the non-linear model elements will vary more 
with the period of the large input than with the period of the small 
input. Cgs ' Rd and gm will then become functions of time Cgs(t}, Rd(t) and 
gm(t) where the time dependence is upon the large (local oscillator) 
input. Numerou s invest i gat ions [14,17] and the authorl s measurements 
indicate that the largest contributor to mixing is the transconductance 
gm(t). The capacitance Cgs(t) and source drain resistance Rd(t) values 
can be taken as the time average components Cgs and Rd. 
Cgd 
G. J[ I~~------~--~---D 
V c ttl cgs (tl t Vc (tJ gm (tl 
Figure 2.17. MESFET Mixer Model 
By applying a constant gate to source bias and a large local 
oscillator (LO) input superimposed on a lower level signal voltage, 
intermodu1ation current components that are a function of the non1 inear 
transconductance are generated in the source-drain circuit. 
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Assume the .instantaneous value of the time dependent transconductance 
has the form 
eq.(2.13) 
where 
e(t) = Vgs + el o sin wlot. 
Expanding 
eq.(2.14) 
where the terms 
eq.(2.15) 
result in amplifier gain and the terms 
hence 
eq.(2.16) 
result in mixer gain. The second order term k2el02sin2wlot indicates that 
the device can be used as a second harmonic mixe~ 
The mixer output terms due to a signal input erf cos wrf tare 
so 
( 




The output current due to difference terms is 
eq.(2.18) 
Pucel et al [17J define a method of analysis for single device 
MESFET mixers where all input and output frequency components can be 
terminated in the appropriate impedance to calculate mixer gain. For the 
non-linear MESFET model an analysis circuit considering linear and squared 
signal plus LO terms is shown in Figure 2.18. The impedances Zm are 
coupled to the input and output by ideal filters Fm to feed or terminate 
signal s at one specific frequency. Note that as the time dependence of 
the mixer is already considered in gm there is no need to retain the LO 
source and termination in this circuit so only Zl to Z6 impedances are 
retained in the analysis. This is not to say that the proper termination 








The circuit voltages and currents are related by 
eq.(2.19) 
where Ek = 0 for k # 1. 
Also 
where Zkl is the set of six-port circuit impedance parameters describing 
the transimpedances and mutual impedances of the MESFET. In matrix 
notation this can be written as 
[E] = [V] + [Zt] [I] 
= [Zm] [I] + [Zt] [I] eq.(2.20) 
where 
El 
r :~l 0 











[Zm] and [Zt] represent the mixer and the mixer terminations respectively. 
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These matrices are 
III 0 0 0 0 0 
0 Z22 0 0 0 0 
0 0 Z33 0 0 0 
[Z ] = m Z4I 0 Z43 Z44 0 0 
Z5I Z52 Z53 0 Z55 0 
Z61 Z62 Z63 0 0 Z66 
and 
ZI. 0 - 0 0 0 0 
0 Z2 0 0 0 0 
0 0 Z3 0 0 0 
0 0 0 Z4· 0 0 
0 0 0 0 Z5 0 
0 0 0 0 0 Z6 
Replacing the non-linear MESFET model in Figure 2.18 with an ideal 
non-linear travelling-wave amplifier section model, Figure 2.19, and 
neglecting all gain terms except go = Gamp and g1 = Gmix the matrix 
el ements are 
Zkk = RO 
Z41 = -gOR02 
Z51 = -g1R02 
Z61 = -g1Ro2 
Z52 = -goR02 
Z62 = -g1R02 
Z63 = -9OR02 
Z43 = Z53 = -g1 R02 
and Zl = RO for 1 = 1 to 6. 
A 
Figure 2.19. Two-Port Travelling-Wave Mixer Section 
Analysis Circuit 
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The set of equations for the simplified two-port travelling-wave mixer are 
then 
El 1 0 0 0 0 0 11 
0 0 1 0 0 0 0 12 
0 0 0 1 0 0 0 13 
0 = R • 0 -goRo 0 -g1 RO 1 0 0 14 
0 -g1Ro -goRo -g1RO 0 1 0 IS 
0 -g1RO -g1Ro -goRo 0 0 1 16 
1 0 0 0 0 0 II 
0 1 0 0 0 0 12 
0 0 1 0 0 0 13 
+ R • 0 0 0 0 1 0 0 14 
0 0 0 0 1 0 IS 
0 0 0 0 0 1 16 
eq.(2.21) 
The convers ion gai n is the rat i a of the IF power out of port (S) to 
the RF power into port (1) or 
IF power(S) 
-----= 
RF power( 1) 






I = 5 4 
The conversion gain of a travelling-wave mixer section is then 




The transfer function for the two terminal travelling-wave mixer 
actually contains phase (Q) and loss (1) t I m ~ ' ,at a re a I", 
frequency as in the amplifier. The simplified travelling-vlave mixer 
equivalent circuit in Figure 2.20 can be further reduced to the block 
equivalent in Figure 2.21 where y = 1 • exp[jQ(f)]. 
I r 
SIGNAL/LOCAL OSCILLATOR 




Figure 2.21. lock Equivalent Circuit of a Two-Port 
Travelling-Wave Mixer 
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Consider each gain element Gm as a conversion transconductance, let 
1 = 1 and retain only nonlinear terms for first order mixing so that 
The signal and local oscillator voltages into each gain block are shifted 
in phase from the input by (m-1)9g(f) where m is the stage number and 
9g(f) is the frequency dependent phase shift between stage inputs. The 
inputs to each Gm then contain phase components 
where p = 0 to m-1 and q = m-1 to o. 
The output current from each Gm is 
so 
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For a fixed bias Vgs the current im is proportional to vlo(t) • vrf(t) or 
so 
im a el o cos A • erf cos B. 










therefore, to eval uate the magnitude and phase of the output current at 
each product frequency the phase shift terms from gate line input to 
device input must be adjusted according to the frequency term being 
evaluated. The sum frequency t erm (wl o + wrf) out of Gm is then 
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i = m 10 rf exp j[pQ (10) - qQ (rf)] exp[j{w10 - wrf)t] Gee { } m 2 g g 
eq.{2.27) 
eq.{2.28) 
The amplitude and relative phase components of the sum and difference 
terms can be generalised by the equation 
where 




w10 > wrf wrf > w10 
(w10 + wrf) (w10 - wrf) (wrf - w1o) 
+1 +1 -1 
+1 -1 +l 
Table 2.1. Definition of Phase Term Signs 
for Mixer Element Output 
eq.(2.29) 
eq.{2.30) 
The intermediate frequency output current terms are then shifted in 
phase by the drain line sections by the amount W·Qd{if) where W is the 
number of phase shift sections between the mixer element output and the 
1 i ne termi nati on. 
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It must be reiterated that these gains are computed within a region 
of operation of the MESFET where the pinchoff voltage Vp < vgs(t) < a and 
where the conversion gain is a direct fun~tion of local oscillator drive 
1 eve 1. 
Assuming the output current from the mixer elements split equally to 
the left and the right in the output transmission line (reference Section 
2.A) the G1 current into the output termination will be 
i 01 . 
I = - exp[J(n - 1) Qd(if)] 
1 2 
were n is the total number of stages. 
The current out due to G2 is 
The current out due to Gn is 
The total current into the output termination is 
n 
IT = 2:: 
m=l 
exp{j [k· (m-l) 9g(10) + h· (m-l) 9g( rf)+( n-m) 9d
( if) l}. 
eq. (2.31) 
Assume the input and output lines to be below cutoff so the phase can 
be approximated by Q (f) = constant· frequency = cf. Also let Q = Qd d '. .. g 
an 101 = 102 = ••••• lon = 1 0 • For the sum i ntermedi ate frequency the 
current IT into the line terminating resistor is 
= exp[j(n-1)cf(IF)] eq.(2.32) 
2 
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This current magnitude does not change with frequency; therefore, there is 
no variation in this mixer configuration for sum frequency mixing in 
conversion gain with frequency relative to the gain as an amplifier. The 
conversion gain is a direct function of the local oscillator level. 
Identical terms are obtained for difference frequency mixing. The 
relative conversion gain for ideal lossless gate and drain transmission 




























o .1 .2 ~ ~ ~ A 3 ~ ~ 
NORMAUZEO SIGNAl. FREQUE.NCY (F /FC) 
RG-O AND ROD 1 E7 
eq.(2.33) 
Figure 2.22. Computed Two-Port Relative Conversion Gain as a Function 
of Signal Frequency with Lossless Transmission Lines: 
wn(LO) = 0.3, wn0F) = difference frequency. 
Consider the travelling-wave mixer as a three port device with the 
signal and local oscillator applied to opposing ends of the gate 
transmission line as shown i n Figure 2.23. Figure 2.24 is the block 
equivalent circuit for the 3-port mixer. The signal is fed into the left 
hand gate port and the local oscillator is fed to the right hand gate 
port. The output is taken from the right hand drain port. 
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Again using ideal transconductances for the gain blocks and letting 1 = 1 
the current out of G1 travelling to the output is 
11 = i;1 exp{j[k. (n-l) Qg(10) + (n-l) Qd(if)l}. 
The outputs from the other conversion gain blocks are 
i02 {. = -2- exp J[k 
and 
In = i;n exp{j[h • (n-l) • Qg(rf)l}. 
The total output current is then 
n 
IT = I 
m=2 2 
exp{j[k • (n-m) Qg(10) + h • (m-l)Qg(rf) + (n-m)Qd(if)l}. 
eq.(2.34) 
Again letting io1 = i02 = •••• ion = i o' Qd = Qg and assuming Q(f) = cf 
the output current sum frequency component is 
IT = :0 expjj[ 2ncf(10) + (n-l)Cf(rf)]} I exp [-j2mcf(10)] • 
) m=l eq.(2.35) 
I I 




Figure 2.23. Simplified Three-Port Travelling-Wave 






I F f (IF) 
~ Yd (f) Pd (f) 
t--< 
.- Y d (f) -
-'-- ,.-'--
G1 G2 Gn 
'---
Yg (f) Y 9 (f) t-- - Y 9 (f) - --SIGNAL LO f (LO) 
f (RF) 
Figure 2.24. Block Equivalent Circuit of a Three-Port 
Travelling-Wave Mixer 
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The output current amplitude is then a function of the local oscillator 
frequency. The relative conversion gain for lossless gate and drain lines 
is plotted in Figures 2.25 and 2.26 for various numbers of sections as a 
function of signal and oscillator frequencies. Note that the gain versus 
frequency curve is the same as the gain curve for the port (l) to port (4) 
gain of the amplifier with Qd = Qg. 
lWO 
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NORMAUZED SIGNAL FREQUENCY (F /FC) 
Figure 2.25. Computed Relative Conversion Gain as a Function of 
Normalized Signal Frequency for a Three-Port Mixer: 
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o .1 .2 .3 .4 .5 .6 .7 .8 .9 
NORMAUZED LOCAL OSCILlATOR FREQUENCY (F /FC) 
Figure 2.26. Computed Relative Conversion Gain as a Function 
of Normalized Local Oscillator frequency for a 
Three-Port Mixer: wn(rf) = 0.3 and 
wn( i f) = difference frequency. 
The difference frequency current component with f(lo) > f(rf) is 
. n , 
'0 




and with f(rf) > f(lo) 
= 
io 
exp {j [-2ncf( 1 0) 
n 
+ (n-l}cf(rf)] ~ exp [j2mcf(1o)] 
m=l eq.(2.37) 2 
Note that in both cases the magnitude of the current will be the same as 
in the sum frequency case and will change as a function only of the local 
oscillator frequency within the bounds that the signal and intermediate 
frequencies are well below the cutoff frequency of the gate and drain 
1 i nes. 
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Section 2.B.1. Two-Port Distributed Mixer with Lossy Lines 
The analysis of the mixer with gate and drain losses is complicated 
by the fact that the i ndi vi dua 1 convers i on tran sconductances are 
different because the local oscillator drive levels are different at each 
device; however, if all of the devices are driven within the bounds of 
zero volts Vgs and Vp the transconductance varies proportionately to the 
local oscillator drive as expressed in equation 2.16. The transconductance 
of a device is then reduced by the amount of gate line loss between the LO 
input and the device gate. 
Considering losses and referencing Figure 2.24 where y= 1 • exp{jQ) 
the current output due to G1 from port (2) wi th LO and RF inputs to port 
(1) is 
i01 1 
I ld(lOf)n- [oQ (Of)] 1 = - • exp J d 1 • 
2 
For the second device 
where 
= i 01 
2 
1 (10) • 1 (rf) • 1 (if)n-2 • A 
g g d 
and for the nth device 
i 
= ~ 1 (10)n-1 ·1 (rf)n-1 • B 
2 g 9 
where 
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The total output current is then 
n 
IT = L 
m=O 2 




Letting wn(lo) = 0.3 and varying wn(rf) from 0.3 to 0.6 varies the 
difference term wn(if) from 0 to 0.3. The relative conversion gain for 
io1 = i02 = •••• ion' Rg = 100 and Rd = 3000 is plotted against RF 

















.1 .2 .3 .4 .5 .6 .7 .8 .9 
NORMAUZED SIGNAL FREQUENCY (F /FC) 
Computed Relative Two-Port Conversion Gain Versus 
Normalized Signal (RF) Frequency for Rg = 100 and 
Rd = 3000, wn(lo) = 0.3, wn( i f) = Di fference frequency. 
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Section 2.B.2. Three-Port Distributed Mixer with Lossy Lines 
The three-port mi xer wi th the RF fed into port (1), the LO into port 
(2) and the IF taken from port (3) has an output current component due to 
G1 of 
i 
I = ~ 1 (10)n-1 • 1 (if)n-1 • A 
1 2 9 d 
where 
The output current from G2 is 
." 
i 
I = ~ 1 (10}n-2 • 19(rf) • 1 (if}n-2 • B 
2 2 9 d 
where 
and that due to Gn is 
ion 
I = - 1 (rf) • exp[j h·gg(rf)]. 
n 2 9 
The total current i s 
n 







The relative conversion gain \'Iith Rg = IOn and Rd = 200n is plotted 
in Figure 2.28 for a down converting mixer with wn(rf) from 0.3 to 0.6. 
In Figure 2.29 the same transmission line parameters are used but the 
local oscillator is varied from 0 to 1.0. 
TWO 
STAGE 
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NORMAUZED SIGNAl. FREQUENCY (F /FC) 
Figure 2.28. Computed Relative Conversion Gain of a Three-Port Mixer 
as a Function of Normalized Signal (RF) Frequency, 
wn(lo) = 0.3, Rg = lOn, Rd = 300n, 


















RELATIVE CONVERSION GAIN (DB) 
.1 .2 .J .~ .5 .6 .7 .8 
NORMAUZED LOCAL OSCILLATOR FREQUENCY (F /FC) 
---
.9 
Figure 2.29. Relative Conversion Gain of a Three-Port Mixer 
as a Function of Normalized Local Oscillator 
Frequency, Rg = lOn, Rd = 300n, 
f( if) = difference frequency. 
40 
41 
Section 2.C. Feedback Oscillator 
The travelling-wave amplifier can be made into an oscillator by 
placing a frequency selective circuit between the input and the output 
[21,22J. 
The feedback c i rcui t c an be represented by the block di agram in F i gu re 
2.30 where 
V3 V4 
G23 = V2 ' G34 = V1 
and V2=V1+V4. Defining G13 as V3/V1 and substituting 
eq. (2.40) 
the circuit is then an oscillator when G23G34=1. 
V3 
V4 
Figure 2.30. Feedback Circuit 
Let the feedback component be an LC seri es tuned ci rcui t with' oss 
component R (Figure 2.31) so that in the complex frequency plane 
Z(s) = ~C + sL + R 
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Figure 2.31. Simple Oscillator 
The voltage ratio from the input to output terminal of the feedback 
section is then 
eq.(2.41) 
where RL is the loading ' on the output of the G34 circuit. If G23 = K then 
K eq. (2.42) G13 = 1 _ ksCRL 
s2 LC + sRC + sRLC + 1 
For steady state oscillation the poles of G13 must lie at ±joo 
so 
2 sC{R+RL} - sKCRL + 1 = s2 + 002 
5 + LC 










The circuit will then oscillate when losses within the circuit are 
overcome by the gain of the amplifier. Upon startup the poles of G13 will 
lie well into the right hand plane. As the level of the oscillation 
increases the amplifier will begin to saturate thus reducing the gain 
until a steady state condition with the poles on the j-axis has been 
reached. 
This condition causes the amplifier to swing into very nonlinear 
regions of operation. The author has included a limiter in the feedback 
loop as shown in Figure 2.32. This reduces the loop gain as oscillations 







Figure 2.32. Oscillator with Non-Saturating Amplifier 
An oscillator has now been ma~e from the distributed amplifier 
(Figure 2.33). A local oscillator voltage is effectively applied to the 
gate line by the oscillator feedback path. Two ports remain unused for 
the introduction of a signal and the extraction of the mixer products. 
Figure 2.33. Non-Saturating Travelling-Wave Distributed Oscillator 
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Section 2.0. Travelling-Wave Frequency Conversion 
The travelling-wave amplifier can be made to oscillate in a 
control led manner such that an optimum local oscillator level is returned 
to the gate line along with a signal frequency from the opposite end of 
the gate line causing an intermediate frequency signal to be generated in 
the drain line. Comparable narrow band circuits have been implemented with 
single devices [23-25]. By controlling the level of the oscillation 
feedback component returned to the amplifier it is not driven into extreme 
nonlinear regions where the linear gain component is minimized [26]. 
An oscillator is made from a distributed amplifier by placing the 
feedback circuit between a drain output port and a gate input port as 
shown in Figure 2.34. Referencing Section 2.B, if the operating region of 
all active devices is maintained between the pinch off voltage and forward 
gate diode conduction the linear transconductance is 
eq.(2.44) 
and results in linear amplJfier gain. The second order term 
eq. (2 . : , 
results in mixing of the local oscillator and signal frequencies. The 









Figure 2.34. Non-Saturating Travelling-Wave 
Frequency Converter 
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The amplifier gain is a maximum at Vgs = 0 and a minimum at Vgs = Vp' 
The derivative of the mixer gain with respect to Vgs indicates a 
conversion minimum somewhere between Vgs = 0 and Vgs = Vp with positive k1 
and k2• The conversion maximum for this specific case (k2 > k1) occurs at 
approximately Vgs = V~ 
Maximum mixer conversion gain requires the maximum local oscillator 
drive level as Gmix is directly proportional to el o' With k2>k1>O maximum 
conversion gain occurs at Vp; however, allowance must be made for el o 
increasing the absolute peak value of Vgs' Linear transconductance Gamp 
must be reconciled with the bias point to establish if there is sufficient 
gain to allow oscil l ation with the feedback components to be used. 
The limiting level of the feedback limiter will establish the local 
oscillator excitation. Separate setting of Vgs sets the operating point. 
If the optimum conversion transconductance bias point does not yield 
suitable linear gain then Vgs will have to be increased (less negative) 
and the local oscillator level decreased to prevent forward gate 
conduction. 
For matched impedance RF input and IF output ports and flat frequency 
response diplexing filters are required at t he Ci11 ~ Ann ~ ~ ~~~ ~~~A 
and drain 1 ines to properly terminate the signal (RF input) and the IF 
output respectively. If this is not done the feedback filter reflects all 
incident waves not in the passband. If the gate and drain lines are 
considered lossless then twice the normal voltage can appear on the gate 
(resulting in a 6 dB increase) and all IF current on the drain can be 
reflected to the IF load where it can sum in phase. This circumstance can 
cause up to an apparent 12 dB increase in conversion gain. Conversely, if 
the voltages all interfere destructively, the conversion gain can go to 
zero. If the loading is not done through frequency selective elements the 
feedback filter is also loaded, increasing the loss in the feedback loop. 
This requires more gain to be added by the amplifier. This is done by 
i ncreasi ng the gate vol tage and thus generally decreases the 
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transconductance nonlinearity. Figure 2.35 is a block diagram for a 
travelling-wave frequency converter with gate and drain diplex filters. 
The reflection of the signal (RF) back into the gate line modifies 
Equati on 2.39 by the factor 
RF correction = p(rf) exp[2(n-m) Qd(lo) + ~R(rf)] +1 eq.(2.46) 
where p(rf) is the magnitude of the reflection coefficient and ~R(rf) is 
the phase of the reflection. The reflection of the IF voltage back into 
the drain line modifies the same equation by 
IF correction = p(if) exp[2(m-1) QR(if) + ~R(if)] + 1 eq. (11.0-4) 
where p(if) and ~R(if) are the magnitude and phase respectively of the 
reflecti on at port (4). 




Figure 2.35. Travelling-Wave Frequency Converter with 
Gate and Drain Line Oiplex Filters 
The gate line losses present yet another problem. Assuming identical 
devices throughout the amplifier/mixer, as the signal progresses down the 
lossy gate line the LO excitation at each gate is reduced, thereby 
causing a rapid decrease in conversion gain with gate loss. This LO 
gradient can be compensated to some extent by increasing dGmix/dvgs of all 
devices [27] as the local oscillator voltage drops; however, this change 
in device characteristics will probably have to be accompanied by an 
increase in Vgs and this will complicate the bias circuit design. 
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CHAPTER 3 
CIRCUIT DESIGN, FABRICATION AND TESTING 
Des i gn of a travell i ng wave frequency converter was undertaken to 
prove the concept that a readily integrable circuit can be configured to 
amplify, oscillate and mix simultaneously thereby ultimately reducing the 
size and cost of the functional block. This design was undertaken with 
discrete components realizing that the circuit performance would not be as 
good as that obtainable from an MM IC due to stray and parasitic elements. 
Fabrication was in soft board microstrip and strip bar. 
Super-Compact* running on an HP9000 series 5000 was used extensively 
for transmission line computations as the subprogram IITRLII has both closed 
form and Bryant-Weiss [28] analysis capability. Touchstone** running on 
an HP9836C with a floating point processor was used for circuit analysis 
and optimisation after initial circuit analysis by the four-port program. 
The four-port program was originally run in C-Basic on a Z-80 based 
microcomputer to demonstrate that a complex circuit can be handled by the 
program on a small computer. The program was then moved to the HP9836C in 
HP-Basic for convenience. It was noted that a four stage distributed 
amplifier with parasitics could be analysed on the microcomputer (with 64K 
bytes total memory) but was too complex to be analysed on Touchstone with 
1.9M bytes total memory. This is because the sequential analysis of 
cascaded ci rcuits does not requi re the hi story or future of the analysi s 
to be retained as the running wave-scattering matrix is continually 
updated. 
Artwork was generated in any of three different ways: 
* 
** 
(1 ) handcut rubyl i th on a manual coordi natograph 
(2) laid out and photoplotted on a Gerber system 
(3) rubylith cut on a standard Hewlett Packard plotter with a 
carbide tip IIpenll driven from a Series 200 computer plot file. 
Trademark of Compact Software, Inc. 
Trademark of EESof, Inc. 
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Software to produce pattern generator files for the Hewlett Packard 
system was written by the author. Artwork photographic reduction was done 
on a lOX microelectronics reduction camera (375mm X 375mm working field) 
or a 5X MIC reduction camera (300mm X SOOmm working field). The reduction 
was onto high resolution plastic negative processed lithographic film. 
Rogers RT Duroid (relative dielectric constant of 2.2) was used for 
the microstrip circuits. Kodak KPR negative photoresist was used for 
circuit definition. The boards were spray etched in ferric chloride. 
The HP8510 Automatic Network Analyzer was used extensively for both 
frequency and time domain analysis (reference Appendix E for Automatic 
Network Analyzer description). This instrument in the time domain mode 
was invaluable in locating unwanted discontinuties in the transistor test 
fixture (Appendix C) and in the PIN limiter (Section 3.C.!). Real time 
error corrected measurements in the frequency domain facilitated rapid 
dielectric resonator filter measurements (Section 3.C.2). 
The HP8566 Spectrum Analyzer was used for mixer, oscillator and 
converter tests. A large spurious free dynamic range enabled accurate 
measurement of mixer products and oscillator spectra. 
The following sections discuss the testing and correlation of test 
data to theory of a travelling-wave amplifier, oscillator, two-port mixer 
and three-port mixer. Also, the design and testing of components required 
to implement the TRAvelling-wave Frequency convERTER (filter and limiter) 
are covered. Finally, all the components are interfaced to yield the 
TRAVFERTER in Section 3.0. 
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Sect ion 3.A. Amp 1 ifi er 
A three stage distributed amplifier was selected to demonstrate the 
travelling-wave frequency converter concept for two reasons. First, 
because of package parasitics the artificial transmission lines must have 
a lower cutoff frequency than woul d be requi red if the unpackaged 
transistor chips were used. Three stages then result in sufficient gain 
to demonstrate three-port mixing and non-saturating feedback oscillation. 
Secondly, with a constant impedance artificial line (required for maximum 
bandwidth) the signal voltage at the gate of successive stages is ~educed 
by inductor and trans i stor gate losses. A poi nt is reached where 
increasing the number of stages actually decreases gain. 
The amplifier was designed before the transistor test fixture was 
completed; therefore, because of the differences between the 
manufacturer's data (averaged over many devices) and the data measured on 
a device from the same lot as used in the amplifier, there was some 
difference between the design performance and the actual performance. 
The gate capacitance is about 0.6 pF. 
inductor of [16] 
for Zo = 500 in the gate and drain lines. 
frequency of 
f = 1 . 
c 1T(LC) 1/2 
This results in a series 
eq. (3.1) 
This line has a cutoff 
eq.(3.2) 
The inductors were made 
(width of 0.7 mm on 0.787 mm 
length of the line is 
with one hundred ohm transmission lines 
RT Duroid). From Beyer et al [13] the 
eq.(3.3) 
where c is the velocity of light and Eeff is the effective dielectric 
constant (about 1.88 for a 1000 line on RT Duroid). The length of line 
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required is then 3.35 mm. The distributed capacitance of the transmission 
line is simulated as a lumped capacitance at each end of the line where 
1 Eeff 
C = = 0.075 pF. 
2Z0 c 
This capacitance adds to the gate capacitance so an iteration is made to 
recalculate the inductance required after increasing the gate capacitance 
by 2 X 0.075 pF. The new inductance is 1.9 nH or 4.2 mm of lOOn line. 
The line end capacitance is then 0.1 pF. The equivalent circuit for the 
three stage di stri buted amp 1 ifi er is shown in Fi gure 3.1. The frequency 
response for this amplifier analysed with manufacturer1s data is shown in 
Fi gure 3.2. The cal cul ated response wi th the data from the devi ce lot 
actually used is shown in Figure 3.3. 
6 . B 1.9 1.9 1.9 001F 1°'· 
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Figure 3.1. Three Stage Distributed Amplifier Equivalent Circuit 
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Figure 3.2. Amplifier Analysed with Manufacturer's Data 
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Figure 3.3. Calculated Response using Measured Data 
on the Device (measured device from same 
lot used to make the amplifier) 
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An optimum design for the measured data would have 2.75 nH inductors 
in the gate and drain because the gate capacitance ;s actually 1.1 pF. 
The computed frequency response for this amplifier ;s plotted in .Figure 
3.4. Note that there is not a considerable difference and, for the 
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Figure 3.4. Calculated Response for Circuit Optimised 
to Measured Device Data 
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The ampl i fi er was constructed on 0.254 mm (0.010 inch) RT Duroi d. 
Initially quarter wave lines at 7 GHz were used for bias isolation; 
however, they were changed to quarter wave lengths of 40 gauge wire at 
2 GHz to lower the low frequency cutoff of the amplifier. The input and 
output coupling is through chip capacitors. The amplifier was mounted in 
an aluminium package with 5MA connectors and capacitive bias feed throughs 
as shown in Pl ate 3.1. 
The computed response for the amplifier is plotted in Figure 3.5 for 
both port (1) to port (2) gain and port (1) to port (4) gain. The 
measured response for the same gains is in Figure 3.6. 
The measured and computed gains correlate closely, especially in 
that the difference between 521 and 541 is almost identical at 
approximately ten dB at mid band. This indicates that the amplifier gate 
and drain lines are consistent and the transistors are reasonably well 
matched. The amplifier displays the expected gain characteristics of a 
three-port travelling-wave amplifier. 
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Fi gure 3.6. Measured Frequency Response for Three Stage 
Travellin~Wave Amplifier 
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As the ul tim ate goal is to ope rate' the amp 1 i fi er as a non-
saturating oscillator in which the greatest gain is at Vgs = 0 and the 
best mixer performance is at Vgs = Vp it is necessary to know the 
saturation and gain characteristics of the amplifier. The data for these 
parameters measured at two GHz are in Fi gures 3.7 and 3.8 respectivel y. 
Even when operating at 2.5 volts Vds the one dB compression point 
is 14 dBm output with Vgs = -1.1 volt. The measurement was made at 
-1.1 volt Vgs because, as indica t ed by the gain reduction curve, the 
amplifier still has a gain of almost five dB. It is anticipated that 
mixer loss will be acceptable at this bias with a few dBm of feedback 
(local oscillator) power in the converter. 
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Figure 3.7. Measured Three Stage Travelling-Wave 
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Section 3.B. Mi xer 
The travelling-wave mixer is an amplifier with both a signal and a 
local oscillator voltage applied to the active devices. The primary 
difference between amplifier and mixer design is derived from changes in 
the FET parameters due to optimisation of bias voltages. Large amplifier 
gains are obtained with little negative bias on the FET gates; however, 
this is not a desirable bias point for mixer operation as it restricts the 
amplitude of the local oscillator voltage. 
The design value of gate bias must be cho~en to give moderate gain 
without allowing positive peaks of the local oscillator voltage to forward 
bias the gate diode. This premise will result in a maximum bias of about 
-0.3 to -0.6 volts for one to four milliwatts of local oscillator drive. 
Higher levels of local oscillator signal will result in greater non-linear 
products being generated in the individual devices; however, forward 
biasing the FET gates will cause excessive loss in the gate artificial 
transmission line thereby greatly reducing the amplifier and conversion 
gain. This is definitely not desirable if the amplifier/mixer is to be 
used at the same time as an oscillator. Decreasing the value of Vgs will 
also i ncrease the level of nonlinear products and letting Vgs equal Vp 
will maximize conversion gain but the linear gain component wi 1 ce 
reduced to the extent that simul taneous operation as an o sci 11 ator will 
not be possible. 
The conversion gain was calculated using the measured FET data in 
Appendix C. The transconductance values were fitted to a third order 
curve 
3 
gm (Vgs ) = I km (Vgs)m eq.(3.4) 
m=O 
yielding kO = 0.070 S, k1 = 0.0369 S/volt, k2 = 0.0315 S/volt2 and 
k3 = 0.0282 S/volt3• Referencing equation 2.32 the output voltage from an 
ideal two port mixer will be 
57 
The conversion gain for this case is 
eq.(3.5) 
This equation is plotted in Figure 3.9 for RO = son, e10 = 0.32 volts RMS 
(3 dBm into SOn) and n = 3. 
CONV. GAIN (08) 
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Figure 3.9 Calculated Two-Port Conversion Gain as a 
Function of Gate-to-Source Voltage, Vvs 
Note that as the local oscillator drive is 0.45 volts zero-to-peak 
and Vp is -1.45 volts the curve is strictly correct only between -0.45 and 
-1.0 volts as other non1 inear effects influence conversion gain outside 
these limits; however, in the case of Vgs approaching Vp the increase in 
nonlinear effects is desirable as long as the linear gain can be 
maintained high enough to allow the converter to oscillate. 
The primary importance of this graph is to stress salient points 
in the relationship between device nonlinear response and conversion 
efficiency. A conversion loss maximum occurs about 0.6 volts indicating 
maximum device linearity about that point. From this minimum point less 
convers i on loss occurs as gate-to-source bi as ; s reduced. At -1.2 vol ts 
equation 3.5 indicates a conversion loss of -7 dB. Both loss maximum and 
loss at -1.2 volts correspond reasonably with the measured results in 
58 
Figure 3.10 where the maxima occurs around -0.6 volt and -1.2 volt loss is 
about 4 dB. The reduction in conversion loss is due to nonlinear 
components other than transconductance (Rds' Cgs and Rg) and especially to 
driving the gate beyond pinchoff. The general characteristics of the 
measured curve closely approximate the calculated values. 
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Figure 3.10. Measured Conversion Loss as a Function of 
Gate-to-Source Voltage for the Two-Port Mixer 
(local oscillator frequency = 2 GHz) 
Con~ersion loss as a function of Vgs was also m~asured for the 
three-port mixer and is plotted in Figure 3.11. The data was measured at 
2 GHz. That represents an wn of approximately 0.35. Referring to Figure 
2.26 for a three stage mixer the conversion gain should be about 8 dB less 
than the conversion gain of a two-port mixer under similar operating 
conditions. The actual difference is 9 dB. Again, agreement with theory 
is very close. 
Conversion loss varies vlith the level of the local oscillator. 
This relationship holds while the gate-to-source is within the bounds 
stated above. The gate was biased at -1.2 volts and the local oscillator 
power was varied. This is plotted against conversion loss for the two-
port mixer in Figure 3.12. Under these conditions there is a straight 
line variation until the local oscillator power is about 0.25 volt zero-
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to-peak vol~age reducing the gate bias to -1.45 volts on negative voltage 
peaks; that is, conversion loss is reduced by increasing local oscillator 
p'ower until the negative peak equals the pinchoff voltage. After that 
point is reached, little reduction in loss is possible unless the bias 
point is changed. The three-port mixer conversion loss follows the same 
pattern as shown in Figure 3.13. 
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Figure 3.11. Measured Conversion Loss as a Function of 
Gate-to-Source Voltage for the Three-Port 
Mixer (local oscillator frequency = 2 GHz) 
The primary difference between the two-port and three-port mixers as 
indicated by equations 2.32 and 2.35 to 3.37 is that the three-port mixer 
conversion loss is a function of local oscillator frequency. The three-
port conversion loss was measured at various local oscillator frequencies 
with a low side RF signal and difference frequency IF. The result is 
plotted in Figure 3.14 where 2.6 GHz corresponds to approximately 
wn = 0.45. Comparison of this curve with the three stage computed data in 
Figure 2.29 shows good agreement between the experimental data and theory. 
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Figure 3.12. Measured Conversion Loss as a Function of Local 
Oscillator Power for the Two-Port Mixer 
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Figure 3.13. Measured Conversion Loss as a Function of Local 
Oscillator Power for the Three-Port Mixer 
(local oscillator frequency = 2 GHz.) 
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The computed conversion gain relative to a two port mixer is -1.5 dB 
at zero local oscillator frequency indicating an expected 5.5 dB 
conversion loss. This compares favorably with the 7 dB in Figure 3.14. 
The remai nder of the measured curve also fits the theory. 
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Figure 3.14. Measured Conversion Loss as a Function of Local 
Oscillator Frequency for the Three-Port Mixer 
Conversi on ga·i n as a functi on of RF si gnal frequency was measured 
for fixed IF frequencies. In Figure 3.15 the data for a local oscillator 
frequency of 900 MHz is plotted against an RF signal input of 1 to 3.2 
GHz. This indicates IF frequencies of 1.9 to 4.1 GHz for up conversion 
and 300 MHz to 2.3 GHz for down conversion. Note that as the IF 
approaches i ow frequency cutoff for the mi xer (about 300 MHz) the 
conversion gain decreases and as the IF approaches the high frequency 
cutoff the gain also decreases. A nominal value of 8 dB of conversion 
loss is obtained at a 900 MHz local oscillator frequency with -1.2 volts 
of gate bias and 3 dBm of local oscillator power. Similar results are 
obtai ned at a 1 oca 1 osci 11 at or frequency of 1.5 GHz (Fi gure 3.16) where a 
nominal value of conversion loss of 11 dB is measured. The data is in 
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Figure 3.15. Measured Conversion Loss of a Three-Port Mixer 
as a Function of Signal (RF) Frequency at a 
Local Oscillator Frequency of 0.9 GHz 
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Figure 3.16. Measured Conversion Loss of a Three-Port Mixer 
as a Function of Signal (RF) Frequency at a 
Local Oscillator Frequency of 1.5 GHz. 
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Section 3.C. Feedback Oscillator 
Design of the oscillator consisted of specifying and designing 
feedback components compatible with the amplifier/mixer. These feedback 
components were to provide frequency selectivity with only a moderate loss 
and to limit the power fed back into the amplifier/mixer input to a level 
yi el di ng good mi xi ng. The feedback components are then a fi 1 ter and a 
power 1 imiter. 
Section 3.C.1. L i mi ter 
A power limiter is required to provide the gain versus power 
reduction in the feedback loop of the oscillator to prevent the amplifier 
from being driven into extremely nonlinear operating regions. These 
regions are (1) extremely negative gate bias so that loop and amplifier 
gain is excessively reduced and (2) forward biasing the gate diode. 
Two types of power limiting were considered. These were diode 
clipping and PIN diode limiting. Diode clipping (Figure 3.17) limits 
average power on a cycle-to-cycle basis. As any voltage across the diode 
exceeds the built-in potential the diode conducts, hence reflecting the 
excess voltage. This method is very fast but introduces considerable non-
linearity into the circuit. This can cause problems in the mixer mode 
when both signal and local oscillator voltages appear across a diode and 
generate products that can then sum vectorally with products from the 
mi xer. 
I Cout 
Figure 3.17. Schottky Diode Clipper 
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Reflective PIN limiting (Figure 3.18) attacks rapidly as the initial 
mode of operation i s as a diode. Current id flows in the diode from an 
overvoltage vf>vd thus lowering the resistance. This is where the 
similarity to a diode clipper ends. As the potential is reversed the PIN 
diode retains a low resistance as the carriers previously generated cannot 
be quickly removed because they have a very long life time in the 
intrinsic region. The impedance measured across the PIN diode as a 
function of current is resistive. This type of limiter will then limit 
current without introducing excessive higher order products or reactive 
mistuning. 
PIN 
Figure 3.18. Reflective PIN Diode Limiter 
Two types of PIN limiter were constructed. The f Or t was the ~ I t 
diode limiter operating from its own bi as generated from overvoltage 
rectification. This is shown in Figure 3.19a. The second type, Figure 
3.19b , utilizes a Schottky barrier diode to rectify some of the 
overvoltage and the current then passes through the PIN diode to cause an 
increase in reflected power. The Schottky diode is not pushed far enough 
into conduction to cause excessive mixing products. This limiter operates 
at a much lower level than the straight PIN limiter as the Schottky 
barrier potential is less than the PIN barrier potential. 
The 1 imi ter was constructed in stri p bar (Pl ate 3.2) because radi al 
lead gl ass packaged diodes were used. The packages were 3.8 mm 
(0.15 inches) long so the transmission line was constructed 3.8 mm above 
the gr ound plane. The transmission line material was 0.25 mm. copper 
sheet. The 1 i ne was fi rst constructed wi thout the di odes inserted and 
checked on the HP8510 automatic network analyser in the time domain mode. 
This graphically illustrated the discontinuities at the SMA connector to 
strip bar transitions. 
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(a) Self Bias 
(b) Schottky Diode Detector Bias 
Figure 3.19. Transmission Line PIN Diode Limiters 
Plate 3.2. Strip Bar PIN Limiter 
The result of the time domain measurement is shown in Figure 3.20 The two 
peaks are reflections from the connector-to-line discontinuities. The 
magnitudes of the reflections are 0.08 and 0.10 relative to a normalised 
incident step function. Figure 3.21 is the frequency response of the 
strip bar transmission line. The Sl1 curve indicates a return loss of 
only 11 dB at 2 GHz with a transmission loss S21 of 0.71 dB. 
The diodes were then mounted between the strip bar and the ground 
plane close to the connectors. This increased the reflections. The bars 
were shaped at the connector transitions to reduce the local capacitance 
and increase the inductance depending upon the PIN diode to introduce 
compensating capacitance. The resulting inductance and lumped shunt 
capacitance results in a low pass filter section. The tuning was done 
while observing the results on the HP8510. 
0.10 
1'\ 
























Figure 3.20. Measured Time Domain Reflection Response of 
Strip Bar Transmission Line Before Tuning 
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Figure 3.21. Measured Frequency Domain Transmission and 
Reflection Response of Strip Bar Transmission 
Line Before Tuning 
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The result of the final adjustment is shown in Figure 3.22. The 
large return (4.5 percent of the incident amplitude) is due to the first 
low pass section reflecting the majority of the incident high frequency 
power above the cutoff frequency and is entirely acceptable. The standing 
67 
wave ratio Sl1 from the limiter as shown in Figure 3.23 is less than 1.2 
up to about 3 GHz. This represents a reasonable return loss of less than 
-20 dB. Figure 3.24 shows that the transmission loss even with the diodes 














1 \ I 
V! V V 
0.5 
TIME (NSEl:.) 
"' h / \ / \ 7 
\ / J 
\J 
1.0 
Figure 3.22. Measured Time domain Reflection Response of 




















Figure 3.23. Measured Standing Wave Ratio of 
















Fi gure 3.24. Measured Transmi ss i on Frequency Respon se for 
PIN Diode Limiter After Tuning 
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Time domain reflectometry (TOR) with the HP8510 is unique when 
compared _with conventional TOR in that level sensitive components such as 
the PIN limiter can be tested without introduction of relatively large 
test signal level s. As the HP8510 computes the time response from 
discrete frequency measurement of amplitude and phase responses, large 
dynamic range measurements are made whil e never applyi ng more than a 
-10 dBm (in this case) signal to the device under test. A conventional 
TOR test set would apply a very short rise time pulse with voltages large 
enough to affect the diodes if sufficient high frequency energy is to be 
introduced to obtain reasonable temporal resolution. 
The output power as a function of input power of the limiter measured 
at 2 GHz is shown in Figure 3.25. The effective limiting level is just 
over 4 dBm and it displays a gain reduction of 5 dB for a 10 dBm input. 
Hard limiting is obtained above about 8 dBm input. 
-
Il 






-6 -4 -2 0 2 4 6 6 10 12 
POWER INPUT (081.1.) 
Figure 3.25. Measured Limiter Power 
Transfer Characteristic 
Section 3.C.2. Filter 
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Virtually any two-port frequency selective device will work as an 
oscillator filter. The required specifications are that the insertion 
loss be low enough to allow all loop components to have a total gain 
greater than one and the selectivity be great enough to define the 
oscillation frequency. The stability must be compatible with the 
application. 
A two gigahertz dielectric resonator was used for the feedback 
filter [29]. A microstrip fixture with orthogonal fifty ohm transmission 
lines was constructed in 0.062 mm (1.57 inches) Duroid with SMA 
connectors. A photograph of the fixture is shown in Plate 3.3. The 
fixture was configured to allow each line to be terminated in fifty ohms 
so that off resonance a proper termi nat ion is seen at each port. After 
testing of the dielectric resonator and finding the desired resonator 
position on the fixture the lines were open circuited a quarter of a 
wavelength away from the tangent point of a concentric circle about the 
center of the resonator puck. The measured frequency and phase response 
of the filter are shown in Figure 3.26. The filter has a nominal 
insertion loss of 1.5 dB and a 3 dB bandwidth of 15 MHz representing a 
loaded Q of well over one hundred. By carefully cutting the stubs and 
tuning, an insertion loss of 0.7 dB was measured. 
IDSS (DB) 
Plate 3.3. Dielectric Resonator Filter 
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Figure 3.26. Measured Frequency Response of 
Dielectric Resonator Filter 
Section 3.C.3. Oscillator 
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The components of the oscillator were interconnected with semi-rigid 
coaxial cable as shown in Figure 3.27. A 10 dB directional coupler was 
inserted within the loop to provide a sample of the oscillation for power 
measurement and spectral analysis. The coupler was placed at the input of 
the amplifier as the signal level at that point determines if the 
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Figure 3.27. Travelling-Wave Feedback Oscillator 
(without limiter) 
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The oscillator was first connected without the limiter to simulate a 
normal oscillator configuration (Figure 3.27). The gate-to-source voltage 
was set at -1 volt to ensure that the gate inputs would not approach Vp or 
forward bias. Gain and saturation data for this bias point are contained 
in Figures 3.7 and 3.B. Non-saturating amplifier gain at this bias is 
nominally 6.5 dB. Just prior to oscillator testing, the filter loss vias 
measured to be 2.6 dB as the di el ectri c resonator had been moved and the 
filter retuned since the measurements in Section 3.C.2 had been made. The 
output power and spectrum were measured on a spectrum analyser. The 
analyser display is shown in Figure 3.2B. Power levels within the 1 0 0 
are shown in Fi gure 3.27. The 1.4 dBm out of the coupl er measured by the 
spectrum analyser indicates that the amplifier output level is 14.B dBm 
and the input level is 10.7 dBm. Referring to the amplifier gain 
saturation characteristic in Figure 3.7 these power levels represent 
approximately a 2.5 dB ampl ifier gain reduction due to saturation. The 
product of gains and losses within the loop is unity. 
The oscillator was then connected as shown in Figure 3.29 with the 
PIN diode limiter in the loop. The level measured out of the coupler as 
indicated in Figure 3.30 was -B.1 dBm. The amplifier input level is then 
1.2 dBm and, again referencing Figure 3.7, the amplifier is operating in 









Figure 3.28. Measured Output of Travelling-Wave Feedback 
Oscillator (no limiter in feedback circuit) 
OSCILLATOR 
OUTPUT---'" 
-B . idBm 
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Figure 3.29. Travelling Wave Feedback Oscillator 
(with 1 imiter) 
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The amplifier output is 7.7 dBm. In order for the loop gain to drop 
to unity the limiter must supply 2.4 dB of loss. Referring to Figure 
3.25, a 5.1 dBm 1 imiter input resul ts in approximately a 2.5 dBm output or 
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Figure 3.30. Measured Output Of Travelling-Wave Feedback 
Oscillator (with l,imiter in feedback loop) 
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As will be noted from Figures 3.28 and 3.30 the close-in spectrum is 
very cl .ean. The output was examined from 500 MHz to 13 GHz and no 
spurious responses were found. 
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Section 3.0. Frequency Converter 
The travelling-wave frequency converter consists of a limiting 
feedback oscillator with a signal fed into the unused input port and the 
desired product removed from the unused output port. Figure 3.31 is a 
block diagram of the converter. With the coupler removed all of the loop 
gain reduction must come from the limiter (assuming the amplifier gain is 
not reduced to the point where the loop gain is less than unity). 
MIXER 
e (RF) e (IF) 
FILTER 
LIMITER 
Figure 3.31. Travelling-Wave Frequency Converter 
The circuit will oscillate until t ate 
g a i n to jus t 1 e sst han the sum 0 f the 1 00 p , 0 sse s . The f i1 t e r los S \'Ia S 
measured to be 2.6 dB just after testing the converter. The limiter 
insertion loss is 0.7 dB and connecting cable and connectors contribute 
another one dB of loss; therefore, the ampl i fier gain can be reduced to 
about 5 dB. Referring to Figure 3.8, the amplifier has 5 dB of gain at a 
gate bias of about -1.1 volts. 
An RF signal was fed to the converter in Figure 3.31 while observing 
the difference frequency from the IF output. The gate bias was varied to 
peak the IF output. Maximum IF output was obtained at -0.95 volts gate 
bias. This corresponds to 6.25 dB of amplifier gain in~icating that the 
limiter was well into its nonlinear region having to reduce the loop gain 
by 2 dB. This occurs at a limiter input level of 6.2 dBm with an output 
of 4.2 dBm. The effective local oscillator level is then 4.2 dBm. 
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Referri ng to Fi gure 3.13, the expected convers i on loss wi th 4.2 dBm 
of local oscillator power at 2 GHz is about 12 dB. The measured 
conversion loss as a function of si gnal (RF) frequency varied from 14 to 
40 dB due to gate and drain line mismatches as described in Section 2.0. 
The nominal conversion loss for a typical frequency segment is shown in 
Figure 3.32 normalised to the minimum conversion loss at an RF frequency 
of 630 MHz. Note the cyclical vari ation due to line mismatches. The 
conversion loss at 630 MHz input was 14 dB. 
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Figure 3.32. Measured Converter Relative Conversion 
Gain without Diplexers 
There is a minima of conversion loss because the filter input is 
approximately a short circuit at this frequency and the connecting cable 
is approximat ely a quarter of a wave length. The impedance seen at 
port (4) is then an open circuit and the power is reflected back to 
port (2). Computer evaluation of equation 2.39 modified by equation 2.46 
and 2.47 to satisfy these circumstances was in good agreement with the 
measured results predicting a zero dB difference at the peak. 
Mathematical simulation was complicated by the multiple reflections back 
into the gate line because of the non-infinite mismatch presented by the 
limiter and mismatches from the filter of power passed by the limiter. 
This multiple reflection causes the rapid variation in conversion loss 
over narrow frequency ranges observed in Fi gures 3.32. 
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Fine grain variation was minimised by placing a 3 dB attenuator 
between the converter gate line and the limiter. The reduction in loop 
gain necessitated operating the gate at greater than -0.5 volts to obtain 
oscillation and mixing. The loss at -.25 volts was 25 dB. Considering 
loss due to reduced LO power and referencing Figure 3.11, the conversion 
loss should be 23.5 dB. The correction factor computed by inclusion of 
p(RF) = 0.5 and a low IF frequency (in this case 400 MHz) predicts an 
increase in loss of 4 dB. Therefore, the calculated loss is 27.5 dB. 
Again, the measurements and theory are in reasonable agreement. 
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CHAPTER 4 
EXTENDING OPERATING FREQUENCY 
The highest operating frequency of the MESFET travelling-wave device 
is established primarily by the FET. In general, narrow gate devices will 
have higher gain and even with gain roll-off the high frequency gain will 
be improved. Real ization of higher frequency devices requires not only 
advanced fabrication techniques but a1 so methods of modell ing the 
operating mechanisms [30-40J so that the devices can be analysed and hence 
optimised. 
The upper frequency limit of MESFET circuits, including travelling 
wave devices, is ' constantly being increased by new technological 
developments. The advances in molecular beam epitaxy (MBE) [41J and 
metalorganic chemical vapor deposition (MO-CVD) [42J have enabled the _ 
fabrication of heterojunction structures [43J with fine structure measured 
in lattice constants. A direct and basic formalism is required to analyse 
carrier dynamics within these systems and hence to eventually enable 
functional synthesis. Additionally, planar fabrication technology of 
MESFET's on very thin epitaxial layers is defining active carrier reg ions 
of less than a thousand lattice constants. Application of basically bulk 
property theory to this relatively small (definitely non-infinite) system 
requires the modification of many of the bulk defined parameters [44-48J. 
Again, a new formalism is possibly in order to bracket the extreme (small) 
end of lattice size. The bulk and quantum level models can then be 
connected to obtain a better understanding of intermediate phenomena. 
The advent of the large and fast digital computer has given the 
theoretician a new implement of formalism. Taken in the perspective of 
the overall development of quantum mechanical theory this is very 
important. Schrodinger developed his formalism in the trappings of well 
understood differential equations [49J whereas Heisenberg used the then 
new matrix methods [50J. Schrodinger's method thrived due to the 
acceptability of the mechanics of his formalism. Heisenberg's method is 
only now being used to any reasonable extent because the tools (computers) 
are available to manipulate the matrices. 
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Considerable qualitative insight into the characteristics of gases 
has been obtained by the solution of Schrodinger's equation for the 
hydrogen atom and the extrapolation by perturbation theory to heavier 
atoms [51]. Inclusion of the heavy atom model into a Kronig-Penny type 
infinite lattice [52-55] model has produced the definition of variables by 
which solid state materials are characterized and with which solid state 
devices are designed and analyzed. The reasons for use of an infinite 
lattice model is obvious in that the short lattice model is specialized 
and rather complex; however, the author proposes the use of a piecewise 
linear model for the crystal potential distribution to solve for the 
probability function from the Schrodinger wave equation. In this case 
there is no limitation placed upon the size and accuracy of the model 
except that dictated by the computer size and computational algorithms. 
The author proposes the systematic definition and solution of short 
lattice problems in terms of piecewise linear models. The use of 
piecewise linear models is basic to the derivation of the fundamental 
concepts and understanding of quantum mechanics. The first problems 
encountered in band theory are the square infinite potential well problem 
(representing a tightly bound electron with no possibility of ionisation) 
and the non-infinite square potential well problem (representing an atom 
with the possibility of a conduction level electron). The first probi' u 
addressed in transport mechanisms are the free electron (infinitely flat 
potenti al 1 ess than the el ectron energy) and the quantum barri er (tunnel 
diode model). The theories of semiconductor junctions and thermonic 
emission are based upon simple barrier models that [56-58] can possibly be 
enhanced by more careful modelling of the barrier shapes. In all of these 
examples closer fitting of the mathematical potential distributions to the 
predictions from theory will result in the solutions moving closer to 
quantitative results. 
The solution of the Schrodinger equation for a piecewise linear model 
yields the wave function tp (assuming a one dimension time independence). 
The probability function is then the wave function multiplied by its 
complex conjugate, tp*. This distribution can now be used to compute the 
expectation value of any dynamical quantity ~ described by 
* E ( ~) = tp • ~ ( x) • tp dx 
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where E(~) is the expectation value of ~ . 
Appendix 0 contains the derivation of the equations used to structure 
the problem matrix, and a summary of the computer program written to solve 
the wave equation for~. This is not represented to be a self-contained 
study of the definition and solution of small lattice problems but it is a 




A unique three-port travelling-wave mixer and extension of the 
concept to a frequency converter circuit based on the travelling-wave 
amplifier has been proposed, analyzed, constructed and tested. 
Correlation between theory and test data is very good. By using Schottky 
diode limiters the converter can be fabricated in monolithic microwave 
circuit technology with only minimal changes to existing travelling wave 
amplifier designs. 
Adjustment and characterisation of the test components has been 
facil itated by the HP8510 Automatic Network Analyzer. Practical 
application of the time domain capability has been found in accurately 
locating discontinuities in a broadband transistor test fixture and, most 
especially, a level sensitive PIN diode limiter. This task would have 
been virtually impossible with standard time domain reflectometry. 
The concept of complex circuit description by the four-port S-matrix 
has been carried to practical application by the derivation of transform 
pairs allowing analysis of large four-port circuits on small computers. 
The analysis method is not only applicable to travelling-wave amplifiers 
but also to various types of feedback circuits. 
MESFET circuits are being pushed higher in frequency primarily by the 
extreme reduct i on in devi ce geometri es. Th is is important in the 
monolithic microwave integrated circuit implementation of travelling-wave 
devices as device performance is directly related to active element 
characteristics. As the devices become smaller and also as small 
heterojunction structures are developed the bulk derived semiconductor 
characteristics are increasingly inaccurate in describing device 
performance. The author has proposed a return to fi rst pri nci pl es and 
direct application of the Schrodinger wave equation to complex potential 
structures to describe extremely small devices. The first step of this 
approach is the development of a simple formalism that allows rapid ; 
solutions to potentially useful quantum structures. Modelling by 
piecewise linear segments has been proposed, the simultaneous differential 
81 
equations extracted and a computer program written to solve the equations. 
Considerable work is needed to further develop the concept but initial 
results are encouraging. The development of integrated functions as 
opposed to integrated circuits is a remote yet plausible possibility 
foreseen by using this analysis technique and fabrication methods such as 
molecular beam epitaxy. 
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[57) ABSTRACT 
An FM tuner for feeding an IF section of a receiver 
circuit includes an antenna signal input circuit with 
broad band response to signals in a selected FM 
broadcast band. A mixer is connected to receive the 
signal from the input circuit and a variable local oscil-
lator is cormected to the mixer operating for high side 
injection to produce an IF signal centered within an 
RF band of minimal signal content and to produce an 
image displaced outside the response of the input cir-
cuit. An SWD filter connected to the output of the 
mixer has narrow band response at the IF frequency. 
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tive embodiment taken in conjunction with the accom-
SWD FM RECEIVER CIRCUIT panying drawings, in which: 
FIG. 1 illustrates in block diagram form an embodi-
This invention relates to an FM tuner, and more ment of the invention; 
particularly to a high fidelity FM tuner that may be 5 FIG. 2 illustrates operation of filters embodied in the 
executed extensively in integrated circuit form. invention; and . 
Broadcast or entertainment FM receivers of high FIG. 3 illustrates a circuit diagram of an embodiment 
quality generally are very expensive because of the of the invention. 
necessity for narrow frequency selectivity. Such filter- Referring now to FIG. 1, a VHF tuner is illustrated 
ing with minimum phase distortion generally involves 10 wherein the antenna 10 is connected by way of an input 
complex filter circuits with the result that FM systems filter 12 to a mixer 14. The second input of the mixer 
free of phase distortion are costly. 14 is supplied from a local oscillator 16. The output of 
Heretofore FM receivers with minimized phase dis- the mixer is then applied to a surface wave device filter 
tortion have utilized multi section high loss filters con- 18 whose output is connected to an IF strip generally 
nected in tandem. This requires signal amplification in IS indicated by amplifier 20. This superheterodyne ar-
order to compensate for the loss and thus raises the rangement differs from prior systems in that only the 
noise level. The present invention provides a good local oscillator 16 needs to be varied. Input filter 12 
signal-to-noise factor while minimizing phase distortion may be broad band to cover the particular broadcast 
through the use of an IF filter comprising a surface 20 band of interest without necessity for variable tuning. 
wave device (SWO) operated at frequencies which The input filter 12 may be variable. In any event, there 
minimize passage of unwanted signals and noise. is absent the nec~ity for close tracking conventionally 
In prior art VHF receivers, especially FM receivers, required hetween oscillator 16 and the input filter 12 to 
the systems generally include a first mixer which is achieve narrow band preselection over a wide broad-
preceded by multisection filters and narrow band pre- 25 cast band. 
selection filter designed to track a local oscillator to System operation as compared with prior systems can 
produce an IF frequency of, for example, 10.7 mHz. be illustrated by reference to FIG. 2 wherein a selected 
The use of such a low IF frequency requires the IF broadcast band, such as the FM band 24, occupies that 
filtering following the mixer to be performed with in- portion of the spectrum lying . between 88 and 108 
ductor-capacitor resonators or bulk mode resonators. 30 mHz. Normally, prior art systems employ an IF fre-
This causes band shaping to become difficult and ex- quency corresponding to the IF A frequency at 10.7 
tremely expensive if phase linearity is to be achieved. mHz. In such case with low side injection of the local 
The present invention is directed toward minimizing oscillator frequency at 89.3 mHz, the IFA frequency is 
the foregoing problems through the use of non tracking established for detection of a signal at 100 mHz. Nor-
broad band preselection and through the use of surface 35 mally, a fairly sharp filter which is represented by the 
wave device (SWD) IF filters to provide linear phase dotted outline 22 is utilized and the peak frequency is 
response with minimum package size and little or no varied simultaneously with variations in the frequency 
manual adjustment. in the local oscillator to tune in different frequencies 
More particularly in accordance with the present within band 24. The use of the local oscillator fre-
invention, there is provided an FM tuner having a 40 quency of 89.3 mHz results in an image band at 78.6 
broad band input signal filter to cover with substan- mHz. Normally, this is not sufficiently rejectable by the 
tially uniform response a given entertainment FM filter having the pass band 22. Feed through of un-
broadcast band. A local oscillator feeds a mixer also wanted components represented by the LOA image 
fed by the output of the input signal filter to produce an frequency at 78.6 mHz cannot'be readily avoided. 
IF signal substantially free from broadcast energy with 45 In accordance with the present invention, local oscil-
the local oscillator providing high side injection to lator 16 is selected for high side injection using an IF 
place image signals substantially outside the response frequency IF B which leads to the use of a SWD ruter 18 
band of the input signal fllter. An SWD filter is con- of size compatible with inexpensive packaging while 
nected as to apply the signal output from the mixer to having a controllable characteristic. It is necessary that 
an IF strip and to establish pass band response centered so for minimum phase distortion filter 18 have a gaussian 
at said IF frequency. attenuation characteristic to provide a linear phase 
In a more specific aspect, an FM tuner is provided for characteristic thereby minimizing phase distortion. 
feeding an IF section of a receiver circuit in which an Furthermore, the IF B frequency at 73.5 mHz is in the 
antenna signal input circuit is provided with broad center of a radio-astronomy listening band of 73to 74.6 
band input response for signals in a selected FM broad- 55 mHz, thus assuring the absence in the IF of feed 
cast band. A mixer is connected to receive the signals through interference. A broad band front end filter can 
from the input filter along with the output from a vari- be used if the mixer 14 is designed for high signal levels, 
able I~al oscilla~or w~ich . is ~o~ne~ted to the mixer i.e., . mini~um inte~odulation distortion inferring 
ope~atmg to proVide. hl~h Side Injection to 'p~oduce ~ m~lffium mter~pt pomt. This eliminates the preselect 
IF Signal centered Wlthm an RF band of mmlmum slg- 60 oscillator trackmg probtems and avoids excessive front 
nal content ~d producing an image ou~ide the re- end gain which ~eretofore has been required to com-
sponse of the mput filter. An SWD filter IS then pro- pensate for loss m narrow band tracking filters. By the 
vided having a narrow pass band at the IF frequency. use of a local oscillator at 173.5 mHz for detection of a 
The novel features believed characteristic of the signal at 100 mHz, the LOs image is at 247 mHz well 
invention are set forth in the appended claims. The 65 beyond the response range of the broad band resPonse 
invention itself. however, as well as further objects and characteristic 26 of filter 12. 
advantages thereof. will best be understood by refer- Referring now to the circuit of FIG. 3, an oscillator 




an IF signal to a SWD filter whose output is applied to that any FM IF system needs linear phase characteris-
an IF section of a receiver system. tics in order to minimize phase distortion of the signal. 
In the mixer circuit a VHF input signal such as de- At 10.7 mHz, the IF problem is very difficult to solve. 
rived from antenna 10 is applied to a low impedance In accordance with the present invention, it is readily 
tap on an inductor L2. The output signal if then applied S solved through the use of SWD 18 at 73.5 mHz. 
to the first gate of a dual gate field effect transistor An SWD could be constructed to operate at 10.7 
(DGFET) Q2. The inductor L2 is effectively tuned by mHz, but in such case it is very large and does not lend 
capacitors C7 and voltage variable capacitor VVC2. itself to the achievement of the objectives set out. With 
Capacitors C7 and VVC2 are connected in series to the IF set at 73.5 mHz or at some frequency within the 
ground to parallel inductor L2. The magnitude of ca- 10 range of from 60 to 80 mHz, the SWD size is reduced, 
pacitor VVC2 is controlled by a voltage applied typically to about 1 inch in length, % inch wide and 
through resistor R8. Capacitor C4 is provided to bypass 0.030 inch thick. The local oscillator may operate at 
any A.C. components to ground frequencies in the range of from 161.5 to 181.5 mHz to 
The source tenninal of Q2 is connected to ground tune the broadcast band with high side injection. The 
and to the Q2 substrate. The drain tenninal of Q2 is 15 image is then greatly displaced from the band of inter-
connected through inductor L3 to the source V cc. est, i.e., in the band of from 235 to 255 mHz. Use of 
Inductor L3 is connected in parallel with a capacitor 10.7 mHz IF with high side injection, the local oscilla-
C6. The low impedance tap on inductor L3 is con- tor would range from 98.7 to 118.7 mHz with the image 
nected to an SWD filter 18 whose output is then con- in the bapd from 109.4 to 121.4 which would not be 
nected to an IF amplifier strip. 20 readily eliminated. In contrast, the 235-255 mHz 
A variable voltage from battery B applied through image range can readily be eliminated. This pennits the 
resistor R8 serves to vary the frequency to which the use of a broad band front end filter with SWD IS as the 
input circuit is tuned. IF filter. The front end tuner comprising the present 
In the oscillator circuit, a D.C. voltage from battery B invention can be executed in large part in integrated 
is applied through resistor R7 to a variable tuned cir- 25 circuit fonn, selecting operating frequencies such that 
cuit. The oscillator is controlled in frequency by the LC feed through of unwanted signals is minimized. 
circuit comprising inductor LI, capacitor CS and the In FIG. 3, there is noted that the input filter compris-
variable capacitor VVCI. Resistor R7 is connected to ing inductor L2, capacitors C7 and VV is variable 
the tenninal common to capacitors VVCI and CS. The through the use of the tuning voltage applied through 
junction between inductor LI and capacitor CS is con- 30 resistor RS. Preferably the present invention involves a 
nected to the first gate of the DGFETQl. The source fixed broad band input filter havmg character 26 of 
tenninal of C is supported to a low impedance tap on FIG. 2. 
inductor LI and to the Ql substrate. The drain tenni- Having described the invention in connection with 
nal of Q 1 is connected to the second gate of Q2 and by certain specific embodiments thereof, it is to be under-
way of resistor R3 to the second gate of Q 1. The second 3S stood that further modifications may now suggest 
gate of QI is also connected through capacitor C2 to themselves to those skilled in the art, and it is intended 
ground and to the supply V cc by way of resistor R4. to cover such modifications as fall within the scope of 
Capacitors C2 and C3 and resistor R4 perfonn bypass the appended claims. 
functions for the V cc voltage. What is claimed is: 
In practice, the control voltage applied to the mixer 40 1. An FM tuner for feeding an IF section of a receiver 
through resistor RS and to the oscillator through res is- circuit which comprises: 
tor R7 may be from the same source. Depending upon a. an antenna signal input circuit including a broad 
the construction of the voltage variable capacitors, band pass input filter having an essentially flat 
they may be of the same magnitude or may be dis- response to signals in the 88 to 108 mHz FM broad-
placed one from another. 45 cast band, 
In an FM receiver it is necessary to use an IF filter b. a mixer connected to receive the signal from said 
which has a band pass of about 300 kHz. The FM input circuit, . 
broadcast band extends over a range of 20 mHz. SWD c. a variable local oscillator connected to said mixer 
18 acting as a filter may be provided at a minimal cost operating for high side injection to produce an IF 
with a pass band of the order of 300 kHz. Because of 50 ~ignal centered within the radio astronomy listen-
the band pass characteristics of the SWD, it is possible mg band of 73 to 74.6 mHz and an image fre-
to select the IF frequency such that the wide band filter quency displaced outside the response of said input 
may be employed on the front end of an FM receiver filter, and 
utilizing a SWD for an IF filter thereby pennitting a d. an SWD filter connected to the output of said 
simplified front end that may be constructed in inte- 55 mixer having a narrow pass band of 300 kHz cen-
grated circuit fonn. tered at the frequency of said IF signal, the output 
In the circuit of FIG. 3, for example, the oscillator of said SWD filter being the IF output of said tuner. 
components and mixer components may all be inte- 2. The combination set forth in claim I in which said 
grated on a single substrate except for inductors LI, L2 oscillator and said mixer exclusive of their inductance 
and L3. Fabrication techniques may allow excluding 60 components are executed in integrated circuit form on 
capacitor C6, resistor R4 and capacitor C3 from the a common substrate. 
circuit. The.circuit thus meets a criterion of low cost 3. The combination set forth in claim 1 in which said 
elements desired for the consumer market while pro- IF signal is about 73.5 mHz. 
viding an FM receiver of high perfonnance, particu- 4. An FM tuner which comprises: 
larly for entertainment type of reception. Over the 65 a. a first dual gate MOSFET, 
range of from 88 to 108 megacycles of broadcast sig- b. a voltage tuned oscillator circuit connected at its 
nals, the related IF pass band is maintained at about output to the second gate of said MOSFET, the 




able over a range of from about 161.5 to 181.5 
mHz, 
c. an antenna input signal circuit.connected to a first 
gate of said MOSFET by way of a voltage tuned 5 
resonant circuit responsive to pass signals within 














reject signals of the frequency of said oscillator and 
higher frequencies, and 
d. a SWD filter connected to receive signals from said 
MOSFET having a narrow band pass of about 300 
kHz centered at about 73.5 mHz. . ,. . ,. ,. 
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FOUR-PORT NETWORK ANALYSIS 
A foul"-port scattering matrix and the associated chain scattering 
matrix components are derived by the author. This matrix pair together 
with matrix multiplication facilitates the analysis of casca~ed four-port 
devices without the necessity of limited coupling assumptions. 
B-1 
Sect ion B.l. INTRODUCTION 
The two - p 0 r t s cat t e r i n g mat r i x inc 0 n j u n c t ion \'/ i t hit s c h a i n 
scattering matrix is used extensively for the analysis of devices composed 
of cascadable two-port elements; however, an increasingly important class 
of device requires a method of systematically treating cross coupling 
among four-ports. The most obvious devices to analyze with four-port 
elements are the distributed amplifier [B1J, [B2J, [B3J and the feedback 
amplifier [B4J. Niclas et al [B5J have suggested the use of a four-port 
hybri d matri x which is then used to compute the necessary S-parameters. 
The method herein presented by the author starts with the S-matrix thereby 
simplifying the use of measured parameters in an analysis. The output is 
al so inS-parameters by use of the wave scatteri ng-to-scatteri ng 
transformation. 
Section B.2. SCATTERING AND CHAIN SCATTERING MATRICES 
The convention for scatte rin g voltage wave di~~ctions incident to and 
reflected from a four-port device is shown in Figure B-1. From this the 















1 3 V3+ -
V4- -2 4 V4+ -
Figure B-1. FOUR-PORT SCATTERING MATRIX VOLTAGE WAVES 
8-2 
Figure B-2 gives the chain scattering matrix wave definitions for a 
two input two output element. The chain scattering matrix is defined such 
that ports (1) and (2) are inputs. Output ports (3) and (4) are cascaded 
to input ports (1) and (2) respectively of the next element. Cascading of 
elements is done by multiplying the chain scattering matrices of 
successive elements; that is, for n cascaded elements 
n 




















Figure B-2 FOUR-PORT CHAIN SCATTERING MATRIX VOLTAGE WAVES 
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The elements ~ are defined by the chain scattering matrix 
c+ 1 ~11 h2 h3 h4 c+ 3 
ci ~21 ~22 ~23 ~24 c3 
= 
c+ 
2 ~31 ~32 ~33 h4 c+ 4 
c2 ~41 ~42 ~43 ~44 c4 eq.(B-2) 
From Figures 8-1 and B-2 the chain scattering matrix components are 
equated to the scattering matrix components: 
+ + V+ - C- eq.(B-3a,b) V1 = C1 3 - 3 
Vi = Ci V-3 - C+ - 3 eq.(B-3c,d) 
+ + V2 = C2 V4 = C4 eq.(B-3e, f) 
V2 = C2 V4 = C4 . eq.(B-3g,h) 
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Section B.3. SCATTERING MATRIX AS f(~) 
Equation pairs are now obtained by substituting equation B-3 into equation 
B-2, arranging equation B-2 into the format of equation B-1 equating 
Snm = f(~kl) and arrangi ng equation B-1 into the format of equation B-2 














A = ~21~12 - fll ~22 eq.(B-4e) 
B = ~21f13 - fll ~23 eq.(B-4f) 
C = f21~14 - fll f24 eq.(B-4g) 
o = ~31~22 - ~21 ~32 eq.(B-4h) 
E = ~31~23 - ~21 ~33 eq.(B-4i) 
F = ~31~24 - ~21 ~34 eq.(B-4j) 
and 
G = B~31 - E~l1· eq.(B-4k) 
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AE - DB eq.(B-5c) 
D~33 
S24 = 
AF - DC eq. (B-5d) 
D~33 
where 
A = '43'31 - '33 '41 eq.(B-5e) 
B = '43'32 - '33 '42 eq.(B-5f) 
C = '43'34 - '33 '44 eq~(B-5g) 
o = +33+11 - +13 +31 eq.(B-5h) 
E = +33'12 - +13 +32 eq.(B-5i) 
and 
F = +33+14 - +13 +34 eq.(B-5j) 
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A = ~33~11 - h3 ~31' eq.(B-6e) 
Finally, a set of solutions for S4m = f(~kl) is 
S41 







~11 ~32 - ~31~12 eq.(B-7c) 
A 
S44 = 
~11 ~34 - ~31~14 eq. (B-7d) 
A 
where A = ~31~13 - ~11~33' eq.(B7-e) 
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Section B.4. Chain Scattering Matrix as f(S) 
The chain scattering matrix is obtained by solving for ~mn = f(Skl) 














S42S34 - S32S44 
A 
eq.(B-8d) 
where A = S32S41 - S42S31. eq.(B-8e) 
Equations for ~2n are 
~21 = 















where A = S31$12 - $11$32 eq.(B-ge) 
B = $31$13 - $11$33 eq.(B-9f) 
C = S31 $14 - $11$34 eq.(B-9g) 
o = S41 S32 - $31$42 eq.(B-9h) 
E = S41 $33 - S31 $43 eq.(B-9i) 
and 
F = $41$34 - S31 S44· eq.(B-9j) 



















A = S31 S42 - S41 S32· eq.(B-10e) 
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Comparable solutions for ~4m = f(Skl) are 





DB - AE eq.(B-llb) = 
OS31 
~43 = 




DC - AF eq. (B-lld) 
0$31 
where A = $31$22 - $21$32 eq.(B-lle) 
B = S31S23 - $21$33 
eq.(B-ll f) 
C = $31S24 - $21$34 eq.(B-llg) 
o = $41$32 - $31S42 eq.(B-llh) 
E = $41$33 - $31$43 eq.(B-ll i) 
and F = $41$34 - $31 S44' eq.(B-llj) 
8-10 
Section B.S. Cascaded Circuits 
Numerous elements can be used in a catalog for building circuits. 
Some of the most useful are illustrated in Figure B-3. The active device 
(Fi gure B-3a) and re'acti ve feedback (Fi gure B-3c) el ements have coupl i ng 
between ports (1) and (4) and ports (2) and (3). By repeatedly cascading 
active devices with shunt capacitors, shunt resistors and series inductors 
(or high impedance transmission lines) as in Figure B-4 a distributed 








(a) FEr (b) Series resistors 
: : I L~R I :: :: I X I :: 
(c) RL Feedback (d) Coupler 




Figure B-4. A Distributed Amplifier Configured 






Section B.6. Computer Program 
A computer program was written to assist the designer to input the 
circuit topography and compute the four-port frequency response. 
Referencing Figure B-5 the input is interactive and the elements are 
entered sequentially. Element definition consists of element type and 
component value(s). The analysis frequency and number of steps is then 
defi ned. 
The analysis procedure begins by computing the first analysis 
frequency, fl. The scattering matrices and chain scattering matrices for 
the first two elements are calculated for Fl and the chain scattering 
matrices are multiplied together. The resultant is stored for the next 
pass wi th the thi rd el ement. The chai n scatteri ng matri x for the thi rd 
element is calcu l ated and multiplied by the resultant matrix from the 
first pass. This process continues until the last element value has been 
computed and mul ti pl i ed. The resul tant ~T is used to compute the total 
scattering matrix ST. If there is another frequency at which the response 
is to be repeated the frequency is iterated and the process repeated after 






N • N+1 
YES 
Figure 8-5. Computer Program Flow Diagram 
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Section B.7. Concl us ion s 
The equation pairs to convert between the scattering matrix and the 
cascadable chain scattering matrix have been derived and a computer 
program has been written to (1) calculate the scattering matrices for 
elements, (2) compute the chain scattering matrices, (3) multiply the 
matrices and (4) compute the scattering matrix for the entire circuit. 
This program facilitates the analysis of rather complex circuits on a 
small computer with minimal memory. 
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APPENDIX C 
MESFET Measurements and Modelling 
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ABSTRACT 
MESFET Measurement and Modelling 
To enable the construction and analysis of the travelling-wave three-
port mixer and frequency converter the characteristics of the devices used 
were required. More data was needed than was supplied by the device 
supplier; therefore, the author built a test fixture and wrote the 
necessary software for de-embedding using the inverse of the chain 
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Secti on C.l. Introduction 
Most of the circuits addressed in this thesis are based on metal 
sem i conductor fi el d effect trans i s tors (MESFET ' s); therefore, thi s 
appendix covering the measurement and modelling of the MESFET is necessary 
to justify the models and model values used in the demonstration circuit 
design. 
Pucel et al [Cl], Sze [C2], and Liechti [C3] have given complete 
phenomenological descriptions of the junction and metal semiconductor FET 
for moderate gate widths. The basic operation of these devices as shown 
in Figure C-l depends upon reducing the conduction channel cross section 
by forcing a depleted region .into the channel with the application of 
reverse voltage to the gate diode. 
(a) Physical Construction 
son-nelll.AnHl 1 ..... 1 
QR lHTRIHIIC ~u 
(b) Symbol 
Figure C-l. The Metal Semiconductor Field Effect Transistor 
At microwave frequencies many parasitic and intrinsic components are 
required to model the FET device for inclusion in circuit designs. 
Additionally, the device has to be placed into some form of test media, 
usually a multilead package, and this also adds parasitics that mask the 
actual device characteristics. Therefore, a well defined test fixture is 
required to measure the d~¥ice performance such that any undesired 
parasitics can be calculated out of the measured data; that is, the 
desired information can be de-embedded [C4] from the measurements. 
The sequence of events necessary to obtain the device equivalent 
circuits needed for circuit designs in the thesis are (1) construct and 
characterize a broadband transistor test fixture, (2) make the 
C-2 
measurements and de-embed unwanted test fixture parasitics (this results 
in final test results) and (3) create and optimise a device equivalent 
circuit to mimic the measured results. This model is then used for the 
circuit design. The following sections address these points. 
Section C.2. Test Fixture and De-embedding 
The transistor test fixture must provide a controlled characteristic ,. 
mount for the device in which the transmission 1 ines in and out of the 
devi ce are i denti cal to the measurement system characteri stic impeaance 
(usually fifty ohms). Additionally, a direct ground return must be 
provided for the common terminal. Biasing is supplied through components 
external to the test fixture. The fixture then takes the form of a 
transmission line with a mounting gap supplied for the unit under test and 
some means of accurately determining the reference planes at the device. 
Plate C-l is a photograph of the completed transistor test fixture 
and plate C-2 shows the fixture opened with a transistor in place. The 
transistor mounts into slots (plate C-3) in the transmission lines (Figure 
C-2) and the common leads are shorted to ground by the central segment 
(Figure C-3). Figure C-4 is a planar assembly diagram for the test 
fixture configured to accept a device. Figures C-5 and C-6 are of the end 
plates and large spacer segment. The large spacer segments are also the 
outer conductor of the transmission line. 
Plate C-l. Transistor Test Fixture 
Plate C-2. Transistor Test Fixture with Top 
Secti on Removed 
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To adjust and throug h calibrate the fixture the central segment is 
removed and the fixture is bolted together with all large spacer segments 
in place. The fixture is then ideally just a piece of air line. The 
fixture in this configuration was tested in the time domain with the 
HP8510 Automatic Network Analyzer (Appendix E). The time response before 
any adjustments were made is shown in Figure C-7a. This shows capacitive 
discontinuities at the transitions from the connectors to the centered 
conductors. 
The teflon i nsul ato r s in the SMA connectors were cut back into the 
connectors to reduce the capacitance and introduce series inductance. 
This reduced the discontinui ty considerably as shown by Figure C-7b. 
Port ions of the residual discontinuities were then gated out (Figure C-8a) 
resu l ting in an effective VSWR for the test fixture of 1.1:1 or less up to 
about 15 GHz (Figure C-8b). The fixture is considered useable in the 
present configuration up to about 10 GHz with a VSWR of less than 1.05:1. 
0.01 r----r----r---~--~----.----,----,_--~----~--_, 
/\ A /" 
0.5 
TIME (NSEC.) 
Figure C-7. Time Domain Response of Test Fixture (a) Before 
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Figure C-8. Time Gated Response of the Transistor Test Fixture 
The primary contributors to band limiting discontinuities are the SMA 
connectors and the large diameter transitions necessary to change from the 
SMA bulkhead connectors to the transistor mount. The use of a larger 
connector type (preferably APC-7) is necessary to reduce the 
discontinuities and increase the useable fixture bandwidth. 
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A calibration of each port up to the plane defined by the end of each 
centre conductor/transistor mount was performed by terminating the fixture 
in the through configuration with a matched sliding load. This allows the 
analyzer to compute correction factors for the centre region of the Smith 
chart. A short circuit was defined with a shorting plate at the position 
of the central segment. A shielded open circuit was formed by withdrawing 
the opposing centre line/transistor mount. An end capacitance was 
estimated and placed into the calibration kit correction factors. This 
capacitance correction value was iterated until a short circuit at the end 
of the line yielded a point at zero resistance over the measurement range 
on the HP8510 Smi th chart output. 
The test fixture was reassembled with the central segment in place 
but with no device. The frequency response of the fixture was measured. 
Ideally, the measurements should show open circuits at the reference 
planes and zero transmission; however, the measurement data in Figure C-9 
shows, as expected, capacitive reactance at the end of the 1 ines due to 
end capacitance to the central segment. The approximate capacitance 
values are both 0.6 pF. The magnitudes of the transmission components S12 
and S21 are both less than 0.012. The effect of the transmission 
component on a transistor device is negligible in most cases; however, the 
end capacitance must be removed by post measurement processing. 
RADIUS = , 
(a) S" 
PADIUS = 0.02 
" " 
I 
\ .. \ 
RJlDIUS = 0 . 02 __ --r-_ 
RADIUS = , _-r-_ 
Figure C-9. Transistor Test Fixture with Centre Spacer in Place 
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(no device, no de-embeddi ng) Frequency = 0.5 to 5.5 GHz 
Removal of un\'/anted circuit parasitics and discontinuities after 
measurements have been made is de-embedding and can be considered to be 
the inverse of circuit analysis. The circuit resulting from the 
capacitances at the reference planes with a device in place is shown in 
Figure C-10. The measured S-matrix is for the entire circuit. The 
S-matrix of the device is the desired data. The measured S-matrix can be 
converted to the chain scattering matrix (reference Appendix B) and is 
equal to the product of the chain scattering matrices of the three 
cascaded components 
~T = 4Cl • ~FET . ~C2· 
C-ll 
Multiplying each side of the equation by the inverse of ~C1 and then the 
inverse of ~C2 yields 
'" _ '" -1 . A • A -1 "'FET - "'C1 'fT 'fC2· 
The device S-matrix is then calculated from the resultant chain scattering 





Figure C-10. Measured Circuit before De-Embedding 
The HP8510 Network Analyzer at the University of Natal microwave 
laboratory is interfaced to an HP9836C computer that facilitates control 
of measurements by computer software. A program was written to initiate 
device measurements, download the data to the computer, de-embed the 
desired information and transfer the resultant back into the HP8510 memory 
to be displayed and plotted. 
Before measuring device data the test fixture without a device was 
characterized to assure that the unwanted components were being removed 
and that the information remaining was due only to the device being 
tested. The resul t of th is measurement is shown in Fi gure C-11. Note 
that $12 and $21 are less than 0.02, a slight increase; however, the open 
circuit at ends of the lines are points over the frequency range at 
infinite resistance as they should be. From these measurements it is 
deduced that the de-embedding is working properly. 
RADIU5 = 0.02 _--r-_ 
tal 5" 
~-T-.:..;;RAD.;;::IU5 = , 
Figure C-ll. Transistor Test Fixture with Centre Spacer in 
Place (no device, with de-embedding) 
Frequency = 0.5 to 5.5 GHz. 
Section C.3. Device Measurements and Modelling 
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Device ~easurements and modelling of the devices will be treated in 
one section because little distinction between the processes was made in 
fact. The data was measured under computer control yielding de-embedded 
measurement data files. These files were then fed to a Touchstone 
program with the proper topology to simulate the measured device and 
approximate element values. The program was instructed to optimise the 
model to the measured S-parameter data. The derivation of the model and 






The low frequency intrinsic saturation model of an FET consists only 
of a high input impedance (or small capacitor) and a current source that 
is dependent upon the voltage across the input capacitor as in Figure 
C-12a. This low frequency model can be modified for higher frequency use 
by the addition of circuit parasites and by allowing for transit time by 
including a time delay term T in the transconductance gm so that 
I 
gm = gm· exp(jwT) 
as shown in Figure C-12b. A packaged MESFET model is obtained by adding 
package parasites to the high frequency chip model. All of the terminals 
of the chip must be bonded out to the package resulting in a series 
inductance. The non-grounded terminals (gate and source for common drain 
and drain and source for common gate connections) are usually transmission 
lines that become the outside leads. The transmission lines then connect 
to an external circuit where there is a small amount of discontinuity 
capacitance. Figure C-1 3 is the composite equivalent high frequency 
circuit for a packaged device. 
"" ~ ~r--_----4 SOURCE 
Vg _,- gmVg ! 
-,--
ORAIN 
(a) Low Frequency 
Intrinsic Model 
~I~--~_~_~~~~ 
,,~t ",."t T 
---.- I . 
~ __ ~ __ 4-_~ 
(b) High Frequency 
Model 
Figure C-12. Unpackaged MESFET Chip Equivalent Circuit Models 
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GATE_r--t 
1-----1~ ORA IN 
I I 
Figure C-13. Composite High Frequency Equivalent Circuit 
for a Packaged MESFET 
By comparing the equivalent circuit performance with that of the 
actual transistor it was determined that the series resistors in each lead 
were of minimal importance at low to moderate bias levels. As this was 
the range over which the device was to be used, the elements were removed 
from the model. 
The device used for testing the travelling-\-Iave frequency converter 
was the Dexce1 DXL 2501. The non-1 i near components of th is devi ce were 
i dent ifi ed by measuri ng the S-parameters at different bi as 1 evel s. The 
transistor model is shown in Figure C-14 and the resulting model component 
values for various gate bias levels are listed in Table C-l. Figures C-15 
through C-18 contai n plots of the measured and mode1l ed S-parameters. 
Figure C-19 shows the variation of gm' Cgs and Rds with gate bias. 
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Figure C-14. High Frequency Packaged MESFET 
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(A) (B) 
Figure C-15. $-Parameters for DXL 2501 with 
Vds = 2.2 v, Vgs = 0 v. 
(A) Measured Data (B) Computed from Model 
Frequency = 0.5 to 5.5 GHz. 
o -\ -3 -2 -o~ D -\ -3 
(A) (B) 
Figure C-16. $-Parameter for DXL 2501 with 
Vds = 2.2 v, Vgs = 0.3 v. 
(A) Measured Data (B) Computed from Model 
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(A) (B) 
Figure C-17. S-Parameters for DXL 2501 with 
Vds = 2.2 v, Vgs = -0.8 v. 
(A) Measured Data (B) Computed from Model 
Frequency = 0.5 to 5.5 GHz. 
-.5 ' o -I -3 -2 -.5 o -I -3 
(A) (B) 
Figure C-18. S-Parameters for DXL 2501 with 
(A) Measured Data (B) Computed from Model. 
Vds = 2.2 v, Vgs = -1.1 v., Frequency = 0.5 




Gate Bias gm Cgs Rds Tgm Cgd Rg 
(mmhos) (pf) (ohms) (n sec) ( pf) (ohms) 
Ov 70 1.02 160 3.4 0.0006 15 
-0.3v 61 0.90 185 4.0 0.0006 14 
-0.8v 47 0.76 235 5.2 0.0006 13 
-1.1v 30 0.70 290 7.0 0.0006 10 
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(A) Transconductance 
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a - .2 -.4 - .6 -.8 -1 -1.2 
GATE- TO-SOURCE VOLTAGE (VOLTS) 
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Figure C-19. Circuit Parameters from Transistor Model as a 
Function of Gate-to-Source Voltage 
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Section CA. Conclusions 
A transistor test fi xture has been made to measure devices in the 
lower microwave frequency range and software has been written to 
facilitate automatic de-embedded measurement. The automatic network 
analyzer operating under the control of a computer enables very rapid and 
accurate measurements. Data from such measurements has been used to 
design numerous circuits, primarily mixers and amplifiers, and 
computations based on the measured data are in excellent agreement with 
the test data on the circuits. 
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ABSTRACT 
Quantum Mechanical Modelling 
Solution of the Schrodinger wave equation for simple potential 
barriers is essential to the understanding of many quantum phenomena; 
however, extension of the quantum theory to real models is seldom done due 
to mathematical complexity. In this appendix the author presents a 
formalism enabling the solution of the wave equation for piecewise linear 
potentials. A computer program has been written to solve both closed 
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Section 0.1. Introduction 
Virtually all quantum mechanical conduction mechanism problems can be 
formulated in terms of spatial potential distributions. The fundamental 
problem in semiconductor conduction is the infinite periodic lattice 
represented by cascaded potential wells {Kronig-Penny model [01,02]}. The 
wells are the binding energy of the constituent atoms. The distance 
between the wells is the i nteratomic lattice spacing. Solution of the 
Schrodinger wave equation for this structure yields a probability 
distribution {~ *~} that is descriptive of various characteristics ~{x} of 
the system so that the expectation value may be found from the integral 
ex> 
E{ } = f ~{x} 10/12 dx 
-ex> 
where x is the spatial coordinate. 
The infinite potential lattice problem is usually considered for 
idealized square well models of constituent atoms and, as the solution for 
j even for this model is rather complex, the problem is solved only for 
the allowed conduction particle energy as a function of the crystal 
momentum. This solution then leads to the synthesis of material 
descriptors such as energy gaps and effective mass. Methods of analysis 
have been devi sed to eval uate these desct:'iptors for real materi al s. The 
calculated and derived descriptors are strictly valid only for bulk 
{infinite lattice} materials. 
Advanced material fabrication techniques are enabling the 
cons truct i on of devi ces that depe nd on very small geometri es for thei r 
operational characteristics. The smallest of these geometries are 
presently measured in te ns to hundreds of 1 att ice constants. The 
behaviour of conduction particles in systems of such size can definitely 
not be described by bulk derived characteristics. Indeed, greatly 
modified bulk derived quantities are falling short of describing the 
behaviour of devices the size of a thousand lattice constants. A return 
to the first principles of solid state theory is possibly in order to 
reduce the increasing complexity of a bulk theory being continually 
updated to solve systems describable by the quantum mechanical wave 
equation. 
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I n the following sections of this appendix the author proposes a 
straightforward method of modelling and analysing potential barrier 
problems. 
Section 0.2. Modelling 
The hydrogen atom is the only quantum mechanical system that is 
readily definable and solvable. Solution of the wave equation for even 
slightly more complex problems requires the application of perturbation 
theory. The binding forces of multiple atoms and the internal atomic 
forces are usually simpl i fied to a non-infinite potential well for the 
individual atom and a cascade of wells for the crystal problem. The model 
bears little resemblance to the actual r-n atomic bonding [03,04] and the 
various types and combinations [05-07] of interatomic bonding; however, 
the deviation is compounded by assuming an infinite lattice for the solid 
state formal i sm. The method provi des the framework for expl ai ni n9 
qual i tative performance but does not support design and synthesis with 
quantitative results. 
Direct solution of complex barrier problems represents an extremely 
complex alternative. The author proposes a vi able compromise between 
rough qualitative solutions and exact solutions. The basic proposal is 
for the accurate potenti al barriers to be modelled by rectangular 
potential barriers of width and height sufficient to approximate the exact 
barrier as closely as is required to obtain the desired accuracy. A 
formalism for the solution of this piecewise linear model is developed in 
Sect ion 0.3. 
To devise a general numerical method for the solution of the 
Schrodinger wave equation, thus obtaining the probability distribution for 
a particle within a defined system consider the non-infinite potential 
well problem defined in Figure 0-1. This roughly approximates in one 
dimension the electron binding energy of an atom. 
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Figure D-l. Non-Infinite Potential Well 
The well is defined for three regions. In region I the barrier height is 
V2 as it is also in region III. The region II height is VI. 
For an atom, such as hydrogen, the binding energy for the electron is 
less the further the electron is removed from the nucleus. The walls of 
the square well problem shoul d then be functions of l/xn• The actual 
potential curve can be broken into numerous rectangular barriers as shown 





Figure 0-2. Model of Atomic Binding Energy 
The solution of the rectangular barrier case will not be as accurate 
as that for the exact curve but if greater accuracy is desired more 
barrier segments can be used. 
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Section 0.3. System of Equations 
As discussed in Section 0-2 any potential distribution can be 
modelled with segments of constant potential barriers. (At this point 
only time independent one-dimensional solutions will be considered. 
Extension to two-dimensional time dependent systems will be under-taken in 
the near future.) The set of equations to be configured will assume a 
constant potential level from minus infinity to x = a of Va and n barriers 
to the right of x = a each of potential Vn with the last barrier extending 
to infinity at a level Vm• 
The time invariant Schrodinger wave equation is 
2m 
+ ---- (E-V ) ~ = a 
1;2 n n 
eq.(D-l) 
If the particle energy is greater than the barrier potential (E>Vn) then a 
general solution for the rectangular barrier is 
2 where kn = 2m (E-Vn) 
1;2 
An and Bn are comple~: 
An = AR(n) + j A1(n) 
and Bn = BR(n) + j B1(n). 
eq.(D-2) 
eq.(D-3) 
By letting exp{jk n x) = cos kn x + j sin kn x the real part of ~ is 
Re {~n}= AR(n) • cos knx - AI(n) • sin kn x 
+ BR(n) • cos knx + B1(n) • sin knx 
and the imaginary part is 
Im{~n} = AR(n) . sin knx + AI(n) . cos knx 




If the particle energy is less than the barrier potential (E<Vn) then 
kn is imaginary and 
\'1here 
Again, An and Bn are complex so 
Re {~n} = AR(n) exp(-knx) + BR(n) exp(knx) 





The solution to the wave equation within each barrier must be equated 
to the equations in adjacent barriers at the interfaces. The real and 




The derivatives must also be equated at the barrier interfaces. The 






Re{~n} = - AR(n) • kn sin knx - AI(n) • kn cos knx 
- BR(n) • knsin knx + BI(n) • kncos knx 
Im{~n} = AR(n) • k cos k x - AI(n) . k sin knx n n n 
- BR(n) • kncos knx - BI(n) • knsin knx 













Each boundary then yi elds four equations with eight variables. For 
an arbitrary set of barriers as in Figure 0-3 the terms AR(O) represent a 
wave travelling from left to right and the terms BR(3) and BI(3) are for a 
wave incident on the barrier set from the right; therefore, a matrix 
equation can be configured as follows: 
[A] • [B] = [C] 
where A is the coefficient matrix for the barriers with the two incident 
waves composing the C matrix. B is then the column matrix composed of the 
AR, AI, BR and BI terms. For a barrier problem with an incident IItest 
particle ll C is non-zero and the objective is to solve for B and insert the 
values back into the equations for. This then solves for a barrier 







Figure 0-3. Arbitrary Barrier Set 
For a problem with no incident particles C is identically zero and 
the system has no valid solution unless the determinate A is zero. Energy 
values where A is zero are lIallo\"Jed energies. 1I To solve for these 
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energi es a range of values is swept and the derivative of the solutions 
versus the energy level is computed. The minimas of the derivatives are 
further swept until the derivative approximates zero. 
To test actual transmission of a current carrying particle through a 
lattice an electric field is applied thereby "tilting" the static barrier 
and an incident particle is introduced; that is, AR(a) and AHa) are non-
zero. The system of equations is solved for AR(n) and AI(n) to compute 
the probability of the particle being at the exit of the set of barriers. 
Section 0.4. The computer program 
The system of equati ons was programmed by the author into a computer. 
The data entry is by interactive terminal connection. The program queries 
the operator to enter potential levels and intervals to define the 
barr i ers of the piece\'lise linear model. Statement of the 
i nci dent/transm i tted p robab i 1 i ties estab 1 i shes the method of da ta 
processing the wave function. If there are no defined unity probabilities 
(incident electrons) the coefficient matrix is tested for energy levels of 
valid solutions. If there is an incident electron defined the wave 
function is computed as a function of energy. In both cases the 
derivative of the determinate with respect to energy is required to 
establish validity of a solution. 
The simplied flow diagram for the program is shown in Figure 0-4. 
The data defining the problem is entered. The coefficient matrix is 
computed. If the problem has no incident particles [C] equals zero and if 
the determinate is zero a val id energy level has been tested. The next 
energy level is computed and tested. If the problem was to test for 
transmission of an incident particle the determinate of [A] must be non-
zero for a valid solution. If this is the case [C] and then [B] is 
computed enabling the calculation of 1jJ(x). The energy level is then 
incremented and the process repeated. 
HEIGHT (V) AND WIDTH (X) 










Figure 0-4. Quantum Mechanical Modelling Simplied 
Program Flow Oi agram 
Section 0.5. Conclusions 
0-8 
A formalism for the use of the digital computer for the numerical 
computation of solutions to the Schrodinger wave equation has been 
proposed and a program for one dimensional problems has been written by 
the author. Application of this technique to areas such as semiconductor 
0-9 
junctions and thermonic emission can lead to models more exactly 
describing observed phenomena thus increasing the understanding of 
potential structures causing the phenomena. Extension of this method into 
two dimensional structures will aid in the solution and explanation of 
planar heterojunction problems. The two dimensional method should be 
useful in 20EG HEMPT regions and some FET channels. Further extension to 
three dimensions will be helpful in the analysis of short channel FET 
devices. 
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Section E.1. Introduction 
The HP8510 network analyser has been used extensively by the author 
in developing the circuits analysed in this thesis. The following 
description of the principles and operation of the analyser is provided 
for the information of the reader and for completeness of this thesis. 
The network analyser (Pl ate E-1) is basically a mul ti-channel phase 
coherent receiver with a tracking signal source. When interfaced with 
various power splitters and couplers the channels can simultaneously 
measure forward, reverse and transmitted waves. As the phase and 
amplitude information is available on each channel parameters of the 
devi ce bei ng measured can be computed. The most common confi gu rat i on 
measures the forward and refl ected waves to and from a two port devi ceo 
From these measurements the two port scattering matrix can be computed. 
Plate E-1. HP8510 Automatic Network Analyser 
The automatic network analyser performs these operations under the 
supervision of a computer requiring the operator to input instructions 
relating to the desired data. The computer performs the routine 
"housekeeping." 
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The use of computers also facilitates extensive improvement in 
measu rement accuracy by measuri ng known high qual i ty components, 
calculating non-ideal characteristics of the measurement system, and 
applying corrections derived from these measurements to data from other 
devices. In other words, the accuracy of a known component can be 
transferred to the measurement accuracy of an unknm'ln component. 
With the measurement frequency accurately known and the phase and 
amp 1 i tude response measu red and corrected the F ou ri er trans form of the 
frequency domain yields the time domain response. A very useful 
measurement of thi s type transforms the Sl1 frequency domai n to a time 
domain response with the same information as time domain reflectometry. 
Section E.2. System Description 
The simplified block diagram of the HP8510 is shown in Figure E-l. 
There are four channels fed from the test set. The inputs are down 
converted first to 20 MHz and then to 100 KHz before being routed to phase 
detectors. The first conversion oscillator is followed by a comb 
generator and the oscillator is phase locked to the mixer output so the 
unit will frequency track the test source. The second local oscillator is 
the crystal controlled reference source. 
I 
/..-.ru.c.""'o-!---1'IIT SE'T'---+--------«I.ET1_1«RC AHALYlfJ ..... ---___ ~ 
Figure E-1. Simplified Block Diagram of the 
Network Analyser (HP8510) 
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The outputs of the synchronous detectors supply the raw data to be 
converted to a format compatible to the computer. Corrections and 
manipulation of the data to the required output form is then done by the 
processors. 
The test set supplies the first mixer inputs with the sampled signals 
necessary to make the desired measurement and there are many possible 
configurations. The most versatile and also the unit used for the 
measurements in this thesis is the twcrport scattering matrix test set. 
This unit enables full two port measurements to be made without the 
necessity of changing cable connections to the device. The simplified 
block diagram of the HP8514A test set is shown in Figure E-2. The RF 
input is switched bet\o/een port (l) and' port (2) measurements. In each 
case the RF is split into a reference and test channel. The reference 
channel is fed directly to a reference channel converter. The test 
channel feeds the device under test by \'1ay of a directional coupler. The 
coupler output sampling the reflected power is routed to the test channel 
converter. Sampled components of incident and reflected power to both the 
input and the output of the test device are available for processing. 
, .... __ ._- ... --------... 
:PORT PeAT 1 
: I 2 : 
~: OEV[CE : ...,.. ... : TEST : 
L ....... _ ........ 1 
Figure E-2. Simplified Block Diagram of the S-Parameter 
Test Set (HP8514A) 
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Sect ion E.3. Computation s 
Various levels of computations in the HP8510 are assigned to 
different processors within the equipment to optimise computational 
capability and speed to the desired measurement. For example, error 
correction is virtually a real time process due to the use of an array 
processor. 
Section E.3.a. Error Correction 
In a full two port measurement twelve error terms can be identified. 
Referencing Fi gure E-3 and associ ating the subscri pt F with measurements 
made from port (1) and R with those from port (2), the terms are defined 
as follows with S subscripts A meaning actual and M meaning measured 
value: 
ED - Non-ideal direct i vity of signal separation device. 
ER - Tracki ng error infrequency response between test and 
reference signal paths. 
ES - Source mismatch causing part of reflected component to 
return as incident signal. 
EL - Load mismatch causing some of the device output to be 
refl ected back into the devi ceo 
ET - Transmission tracking between input and output. 
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Figure E-3. Definition ' of Error Terms* 
* HP8510 manual page 71. 
Error correction equations are then derived in terms of these sources 
of error that are measured during system calibration by using well defined 
(nearly ideal) reference components. The correction factors when applied 
to measured quantities yield the actual error corrected frequency domain 
values. 
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Section E.3.b. Time Domain Analysis 
By measuring the vector frequency response H(f) of a circuit at 
specific frequencies, the Fourier transform can be used to compute the 
time domain response h(t). The HP8510 uses the Chirp-Z FFT for this 
computation. 
There are two modes of time domain operation. The first, Low Pass 
Mode, simulates conventional time domain reflectometry (TOR) with either 
an impulse or step driving response. The usual TOR requirement that the 
circuit have a very low frequency response applies and harmonic 
relationship of the test frequencies is necessary. The more frequencies 
used and the higher the upper frequency the better will be the resolution. 
A unique implementation of time domain response for network analysis 
is found in the Band Pass Mode in that devices with other than a low pass 
frequency response can be analysed. Although the Band Pass Mode response 
contains none of the impedance information that can be obtained from the 
Low Pass Mode response the "return" is proportional to the average 
reflection coefficient across the sampled frequency range for measurements 
of Sll and S22· Likewise, in S12 and S21 measurements the time axis 
represents average propagation time and the magnitude is proportional to 
average gain or loss. 
Section E.4. Conclusion 
The HP8510 Automatic Network Analyser represents the state of the art 
in microwave measurements at this time. Not only are very accurate 
conventional frequency domain measurement made in minimal time but options 
such as time domain ana lysis facilitate new possibilities for fault 
finding and device specification. 
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