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Self-closeness numbers of finite cell complexes
Nobuyuki Oda1 and Toshihiro Yamaguchi2
Abstract. We reformulate the inequalities among self-closeness numbers of spaces in cofibra-
tions making use of homology dimension and show that the self-closeness number of a space is less
than or equal to the homology dimension of the space. Then we prove a relation of self-closeness
numbers and the connectivity for manifolds satisfying Poincare´ duality. On the other hand we
determine the self-closeness numbers of the real projective spaces, lens spaces and a cell complex
defined by Mimura and Toda. Moreover, making use of the models of Sullivan and Quillen, we
show several properties of self-closeness number for finite cell complexes, and rational examples are
studied to obtain some precise results. Finally, we prove relations among self-closeness numbers
defined by homotopy groups, homology groups and cohomology groups.
keyword : self-homotopy equivalence, self-closeness number, cell complex, Sullivan model, Quillen
model
MSC-class : 55P10; 55P62; 55Q05; 55R05
1 Introdution
Choi and Lee [4] introduced the self-closeness number NE(X) of a space X by
NE(X) = min{ k | Ak♯ (X) = E(X)},
where Ak♯ (X) = { f ∈ [X,X ] | f♯ : πi(X)
∼=
−→ πi(X) for any i ≤ k} and E(X) is the set of
homotopy classes of self-homotopy equivalences of a space X (see Definition 2).
We studied self-closeness numbers of spaces in cofibrations [19] and fibrations [20]. This paper
is a continuation of [19] and the following topics are discussed and some interesting finite cell
complexes are studied as examples.
In Section 2 we improve and reformulate Theorems 3 and 4 of [19] by making use of the homology
dimension H∗- dim(X) of a space X in place of dim(X). For any 1-connected CW-complexes X
we show by Theorem 3: (1) NE(X) ≤ H∗-dim(X) + 1, and moreover, (2) If Hn(X) is a finitely
generated abelian group for n = H∗-dim(X), then NE(X) ≤ H∗-dim(X). Notice that if X is
not 1-connected it does not hold. For example, H∗- dim(RP
2n) = 2n − 1 and NE(RP 2n) = 2n
by Theorem 13. We note that RP 2n is not orientable. These results are interesting comparing
with the result of Theoem 11. Moreover, Theorem 5 shows: Let m ≥ 3 and B a 1-connected CW-
complex with H∗-dim(B) ≤ m − 2. Assume that Hm−2(B) is a finitely generated abelian group.
Let γ : Sm−1 → B be a generator of a direct summand Z ⊂ πm−1(B). If a is a non-zero integer,
then NE(B ∪aγ e
m) ≤ NE(B). We obtain a condition for NE(B ∪aγ e
m) = NE(B) by Theorem
6.
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In Section 3 we study manifolds which satisfy Poincare´ duality. The relation NE(X) ≤ dimX
holds for any 0-connected finite complex X by Theorem 2 of [4]. Let [r] be the integer part
of a rational number r. Making use of Theorem 5, we show the following result by Theorem
11 which gives a relation of self-closeness numbers and the connectivity for manifolds satisfying
Poincare´ duality: Let n ≥ 3. Let X be a connected closed n-manifold. If X is s-connected for some
1 ≤ s ≤ [n/2] and X 6≃ Sn, then NE(X) ≤ n− s− 1.
In Section 4 we determine self-closeness numbers of some complexes which are not determined in
our previous papers. We first determine the self-closeness number NE(RPn) for the real projective
space RPn by constructing self-maps so that we have NE(RPn) = n for any integer n ≥ 1 by
Theorem 13; In [19] we studied the case where spaces are 1-connected and RPn was not studied
there.
The self-closeness number of the Lens space L(m; q1, q2, · · · , qn) is determined by Theorem 14
as NE(L(m; q1, q2, · · · , qn)) = 2n+ 1 for m ≧ 2 and n ≧ 1.
Concerning the cell complexes defined by Mimura and Toda in [16, Section 4], we study a
related complex (S3 ∨ CP 2) ∪β e
12 for a map
β = a[[[w, ι3], w], ι3] + b[[ι3, h], h] + c[[w, h], w] : S
11 → S3 ∨ CP 2
for some integers a, b, c, where w = [ι3, ι2] ∈ π4(B) and h = h5 : S
5 → CP 2 is the Hopf map.
Then, we show that NE(B ∪β e
12) = 3 if and only if at least one of a, b, c is non-zero (Theorem
15).
In section 5 we investigate the self-closeness numbers in the category of rationalized 1-connected
finite CW-complexes. In our papers [19, 20] we already studied some properties of the self-closeness
numbers making use of the Sullivan and Quillen models [24, 22]; however, in this section we analyze
more precise results which were discussed in the previous papers.
In the rational homotopy theory, the formality (see Definition 6.1) is an important property
([5, 6, 18]). Let X0 be the rationalization ([11]) of a space X . We first show that (Theorem 21) if
H∗(X ;Q) ∼= H∗(Y ;Q) as graded algebras and X is formal, then NE(X0) ≥ NE(Y0).
Let m ≥ 3 and B a 1-connected CW-complex with H∗- dim(B) ≤ m − 2. Let γ : S
m−1 → B
be a generator of a direct summand Z ⊂ πm−1(B). Then NE((B ∪γ e
n)0) = n if and only if
(B ∪γ e
n)0 ∼ (B ∨ S
n)0 by Proposition 22.
A relation between Proposition 22 and formality is given by Theorem 24 which gives a relation
of self-closeness numbers and the formality property [5]: Let n ≥ 3 and B a 1-connected CW-
complex with H∗-dim(B) ≤ n − 2. Let γ : S
n−1 → B be a generator of a direct summand
Z ⊂ πn−1(B). Let B be a formal space with 2H∗-dim(B) < n. Then X = B ∪γ e
n is formal if
and only if NE(X0) = n. As we see in Remark 25 the condition of Theorem 24 is best possible.
For 1-connected n-manifolds X and Y , the connected sum X♯Y of X and Y [7, p. 108] is also
an n-manifold. We prove an inequality NE((X♯Y )0) ≤ NE((X ∨ Y )0) for 1-connected compact
closed orientable n-manifolds X and Y (Theorem 30). We also show that if X is a 1-connected
c-symplectic manifold, then NE(X0) = 2 (Theorem 32). We give examples of four cell complexes
which have the same homology groups and four different self-clossness numbers (Example 33).
Four attaching maps of a cell are considered in Example 34. We also give examples which satisfies
NE(X0) < NE(X) and examples which satisfy NE(X0) = NE(X) (Remark 35). The authors do
not know whether or not the relation NE(X0) ≤ NE(X) holds in general.
Finally, in Section 6 we define self-closeness numbers N∗E(X) and N
∗E(X) of a spaceX making
use of the homology group Hi(X) and the cohomology group H
i(X) in place of the homotopy
group πi(X), respectively. If X and Y have the same homotopy type, then the equalities N∗E(X) =
2
N∗E(Y ) and N
∗E(X) = N∗E(Y ) hold (Proposition 37). We prove various relations among NE(X),
N∗E(X) and N
∗E(X).
2 The inequality NE(X) ≤ H∗-dim(X)
In this paper, we consider based spaces and based maps and based homotopies. The symbol
f ≃ g : X → Y is a based homotopy relation and [f ] : X → Y is the homotopy class of f and
[X,Y ] is the set of homotopy classes [f ] : X → Y .
We define the homology dimension H∗- dim(X) of a space X by
H∗- dim(X) := max{ i ≥ 0 | Hi(X) 6= 0}.
We understand that H∗- dim(X) =∞ if Hi(X) 6= 0 for infinitely many i. Then, making use of the
homology dimension, we can improve Proposition 2 of [19] as follows:
Proposition 1 Let m ≥ 3 and B a 1-connected CW-complex with H∗-dim(B) ≤ m − 2. Let
γ = [r] : Sm−1 → B be a map and s an integer. Consider the following diagram:
Sm−1
γ // B
g

i // B ∪γ em
f

q // Sm
sιm

Sm−1
γ // B
i // B ∪γ em
q // Sm
If the two squares in the above diagram are homotopy commutative, then the following diagram is
homotopy commutative:
Sm−1
sιm−1

γ // B
g

Sm−1
γ // B
It follows that if γ : Sm−1 → B is a generator of πm−1(B) and g ∈ E(B), then sγ must be a
generator of πm−1(B).
Proof. The condition H∗- dim(B) ≤ m−2 implies Hm(B∪γ e
m) ∼= Z by the long homology exact
sequence for the cofibration. Then the induced homomorphism f∗ : Hm(B∪γ e
m) ∼= Z→ Hm(B∪γ
em) ∼= Z is the multiple by an integer s, and hence, making use of the Hurewicz isomorphism, the
induced homomorphism f♯ : πm(B ∪γ e
m, B)→ πm(B ∪γ e
m, B) is the multiple by s.
Let V m be the m-disc so that V m ⊃ Sm−1. Let r : (V m, Sm−1) → (B ∪γ e
m, B) be the
characteristic map of the m-cell. We may assume that g = f |B : B → B, the restriction of
f : B ∪γ e
m → B ∪γ e
m by the given diagram, and therefore, we may consider the following
commutative diagram.
πm(S
m)
id♯ =

πm(V
m, Sm−1)
p♯
∼=
oo
r♯

∂
∼=
// πm−1(Sm−1)
r♯

πm(S
m)
sιm♯

πm(B ∪γ e
m, B)
p♯
∼=
oo
f♯

∂ // πm−1(B)
g♯

πm(S
m) πm(B ∪γ e
m, B)
p♯
∼=
oo ∂ // πm−1(B)
3
The class [r] is a generator of πm(B ∪γ e
m, B) and ∂([r]) = [r]. Therefore we have f♯([r]) = s[r]
and hence
g ◦ γ = [g ◦ r] = g♯([r]) = g♯(∂([r])) = ∂(f♯([r])) = ∂(s[r])) = s∂([r])) = s[r] = γ ◦ sιm−1.

Choi and Lee [4] introduced the following concept:
Definition 2 For any 0-connected space X , the subset Ak♯ (X) of [X,X ] is defined by
Ak♯ (X) = { f ∈ [X,X ] | f♯ : πi(X)
∼=
−→ πi(X) is an isomorphism for any i ≤ k},
and the self-closeness number NE(X) of X by
NE(X) = min{ k | Ak♯ (X) = E(X)}.
If Ak♯ (X) 6= E(X) for any k = 0, 1, 2, 3, · · · or ∞, then we write NE(X) = Ø. See Example 1
of [4].
Let π∗- dim(X) := max{ i ≥ 0 | πi(X) 6= 0} be the homotopy dimension of X . We understand
that π∗- dim(X) = ∞ if πi(X) 6= 0 for infinitely many i. If X is a connected CW-complex, then
NE(X) ≤ π∗- dim(X) by the definition of NE(X) and the Whitehead theorem. We have the
following relation between NE(X) and H∗- dim(X).
Theorem 3 Let X be a 1-connected CW-complex. Then,
(1) NE(X) ≤ H∗- dim(X) + 1.
(2) If Hn(X) is a finitely generated abelian group for n = H∗- dim(X), then NE(X) ≤
H∗-dim(X).
Proof. (1) Let f : X → X be a map such that f♯ : πk(X) → πk(X) is an isomorphism
for k ≤ H∗- dim(X) + 1. Then by the Whitehead theorem we have f∗ : Hk(X) → Hk(X) is an
isomorphism for k ≤ H∗- dim(X) and hence f∗ : Hk(X) → Hk(X) is a bijection for all k ≥ 0. It
follows that f ∈ E(X). Therefore, we see NE(X) ≤ H∗- dim(X) + 1.
(2) Let f : X → X be a map such that f♯ : πk(X) → πk(X) is an isomorphism for k ≤ n =
H∗- dim(X). Then by the Whitehead theorem we have f∗ : Hk(X) → Hk(X) is an isomorphism
for k ≤ n− 1 and f∗ : Hn(X)→ Hn(X) is a surjection and hence a bijection by the condition that
Hn(X) is a finitely generated abelian group. It follows that f∗ : Hk(X) → Hk(X) is a bijection
for all k ≥ 0 and hence f ∈ E(X). Therefore, we see NE(X) ≤ n = H∗- dim(X). 
Example 4 If X is not 1-connected in Theroem 3, then the result does not hold: Let X = RP 2n
for n ≥ 1. Then H∗- dim(RP
2n) = 2n− 1 and NE(RP 2n) = 2n by Theorem 13.
Now, consider the following cofibration sequence:
Sm−1
aγ
−−−−→ B
i
−−−→ B ∪aγ e
m q−−−→ Sm
Σaγ
−−−−−→ ΣB,
where γ : Sm−1 → B is a generator of a direct summand Z of the homotopy group πm−1(B) and
a is a non-zero integer. Theorem 3 enables us to improve Theorem 3 of [19] making use of the
homology dimension as follows:
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Theorem 5 Let m ≥ 3 and B a 1-connected CW-complex with H∗-dim(B) ≤ m − 2. Assume
that Hm−2(B) is a finitely generated abelian group. Let γ : S
m−1 → B be a generator of a direct
summand Z ⊂ πm−1(B). If a is a non-zero integer, then NE(B ∪aγ e
m) ≤ NE(B).
Proof. We first show that if a self-map f : B ∪aγ e
m → B ∪aγ e
m satisfies f ◦ i ≃ i ◦ g for a
map g : B → B such that g ∈ E(B), then f ∈ E(B ∪aγ e
m). Consider the following diagram:
Sm−1
sιm−1

aγ // B
g

i // B ∪aγ em
f

q // Sm
sιm

Σaγ // ΣB
Σg

Sm−1
aγ // B
i // B ∪aγ em
q // Sm
Σaγ // ΣB
Since g ∈ E(B), there exists a map g : B → B such that g ◦ g ≃ 1B ≃ g ◦ g. There exists an integer
s such that q ◦ f ≃ (sιm) ◦ q. It follows that g ◦ aγ ≃ aγ ◦ sιm−1 ≃ saγ by Proposition 1 since
H∗- dim(B) ≤ m− 2. Then we see
aγ ≃ g ◦ g ◦ aγ ≃ g ◦ saγ ≃ sa(g ◦ γ).
Let us write πm−1(B) ∼= Z{γ}⊕G (direct sum decomposition) for some subgroup G by assumption.
Then we may write g ◦ γ = tγ + x for some integer t and some x ∈ G. It follows that
aγ = sa(tγ + x) = satγ + sax
or a = sat in Z and sax = 0. It follows that s = ±1 since γ is a generator of a direct summand Z,
and hence we see that the induced homomorphism
f∗ : Hd(B ∪aγ e
m)→ Hd(B ∪aγ e
m)
is an isomorphism for any d ≥ 0 by the five lemma. It follows that f is a homotopy equivalence.
Finally we prove that NE(B ∪aγ e
m) ≤ NE(B). Consider the following homology exact se-
quence:
· · · → Hd+1(B ∪aγ e
m, B)
∂
−−→ Hd(B)
i∗−−→ Hd(B ∪aγ e
m)
j∗
−−→ Hd(B ∪aγ e
m, B)→ · · · .
Since Hd+1(B ∪aγ e
m, B) = 0 for d + 1 ≤ m − 1 and Hd(B ∪aγ e
m, B) = 0 for d ≤ m − 1,
the induced homomorphism i∗ : Hd(B) → Hd(B ∪aγ e
m) is an isomorphism for d ≤ m − 2 and
i∗ : Hm−1(B) → Hm−1(B ∪aγ e
m) is an epimorphism. It follows that i♯ : πd(B) → πd(B ∪aγ e
m)
is an isomorphism for d ≤ m− 2 and i♯ : πm−1(B) → πm−1(B ∪aγ e
m) is an epimorphism by the
Whitehead theorem.
We know NE(B) ≤ H∗- dim(B) ≤ m− 2 by Theorem 3(2). Therefore, assume that NE(B) = k
for some natural number k ≤ m − 2. Suppose that a map f : B ∪aγ e
m → B ∪aγ e
m satisfies
f♯ : πd(B ∪aγ e
m)→ πd(B ∪aγ e
m) is an isomorphism for any 1 ≤ d ≤ k.
We may assume that dim(B) ≤ m − 1 by Proposition 4C.1 (p.429) of Hatcher [10], since
H∗- dim(B) ≤ m − 2. Therefore, we have a map g = f |B : B → B, the restriction of f :
B∪γ e
m → B∪γ e
m, by the cellular approximation theorem. Then we have the following homotopy
commutative diagram:
B
g

i // B ∪aγ em
f

B
i // B ∪aγ em
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which implies the following commutative diagram for any d ≥ 1:
πd(B)
g♯

i♯ // πd(B ∪aγ em)
f♯

πd(B)
i♯ // πd(B ∪aγ em)
Then g♯ : πd(B) → πd(B) is an isomorphism for any 1 ≤ d ≤ k and hence g ∈ E(B). It follows
that f ∈ E(B ∪aγ e
m) by the first part of this proof. Hence we have NE(B ∪aγ e
m) ≤ k = NE(B).

The following result is a reformulation of Theorem 4 of [19] making use of H∗- dim(B) in place
of dim(B).
Theorem 6 Let m ≥ 3. Let B be a 1-connected CW-complex with H∗- dim(B) ≤ m− 2. Assume
that Hm−2(B) is a finitely generated abelian group. If πm−1(B) ∼= Z and γ : S
m−1 → B is a
generator of πm−1(B) and a is a non-zero integer, then NE(B ∪aγ e
m) = NE(B).
Proof. We know NE(B ∪aγ e
m) ≤ NE(B) by Theorem 5. Therefore, we show that
NE(B ∪aγ e
m) ≥ NE(B)
in the following argument. Let NE(B ∪aγ e
m) = k for some integer k. We may assume that
1 ≤ k ≤ m− 2, since NE(B) ≤ H∗- dim(B) ≤ m− 2 by Theorem 3.
Let g : B → B be a map such that g♯ : πd(B) → πd(B) is an isomorphism for any 1 ≤ d ≤ k.
Consider the following diagram:
Sm−1
sιm−1

aγ // B
g

i // B ∪aγ em
h

q // Sm
sιm

Σaγ // ΣB
Σg

Sm−1
aγ // B
i // B ∪aγ em
q // Sm
Σaγ // ΣB
Since πm−1(B) ∼= Z, there exists an integer s such that g ◦ aγ ≃ saγ ≃ aγ ◦ sιm−1. Then we have
a self-map h : B ∪aγ e
m → B ∪aγ e
m which makes the above diagram homotopy commutative.
Consider again the following commutative diagram for any d ≥ 1:
πd(B)
g♯

i♯ // πd(B ∪aγ em)
h♯

πd(B)
i♯ // πd(B ∪aγ em)
Since i♯ : πd(B) → πd(B ∪aγ e
m) is an isomorphism for d ≤ m − 2 and g♯ : πd(B) → πd(B) is
an isomorphism for any 1 ≤ d ≤ k, we see h♯ : πd(B ∪aγ e
m) → πd(B ∪aγ e
m) is an isomorphism
for any 1 ≤ d ≤ k. Hence h ∈ E(B ∪aγ e
m) by our assumption NE(B ∪aγ e
m) = k. Therefore
g♯ : πd(B) → πd(B) is an isomorphism for any 1 ≤ d ≤ m − 2 and hence g ∈ E(B) by Theorem
3(2). It follows that NE(B) ≤ k = NE(B ∪aγ e
m). 
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3 Closed manifolds
A connected compact topological n-manifold without boundary is called a closed n-manifold. An
oriented closed n-manifold enjoys Poincare´ Duality. Any 1-connected manifold is orientable ([10,
Proposition 3.25]).
Proposition 7 Let X be a 1-connected closed n-manifold. Let x be a point of X. Then the
following results hold :
Hd(X − {x}) ∼=
{
0 if d ≥ n− 1
Hd(X) if 0 ≤ d ≤ n− 2
Proof. For the sequence
X − {x}
ix−−→ X
jx
−−→ (X,X − {x}),
we have the long homology exact sequence of the pair (X,X − {x}). In the exact sequence we
see H1(X) = 0 since X is 1-connected, and hence we have Hn−1(X) = 0 by the Poincare´ duality
(see 6.18 Poincare´ Duality Theorem of Vick [27]). We see Hn(X − {x}) = 0 and the induced
homomorphism jx∗ : Hn(X) ∼= Z→ Hn(X,X −{x}) ∼= Z is an isomorphism (see 6.5 Theorem and
6.7 Corollary of Vick [27]). It follows that
Hd(X − {x}) ∼=
{
0 if d ≥ n− 1
Hd(X) if 0 ≤ d ≤ n− 2

Proposition 8 Let X be a 1-connected closed n-manifold. Then X ≃ B∪αe
n for some subcomplex
B such that B ≃ X−{x} for a point x of X with dim(B) < n and an attaching map α : Sn−1 → B.
Proof. We choose a neighborhood Int(Dn) of x so that
x ∈ Int(Dn) = en ⊂ X = B ∪α e
n,
where B = X \ Int(Dn) and α : Sn−1 → Dn \ Int(Dn) ⊂ B is the inclusion. Then B ≃ X − {x}.
Therefore, we have the result by Proposition 7 and Proposition 4C.1 (p.429) of Hatcher [10]. 
Remark 9 If X is not 1-connected, then the following examples are interesting.
(1) Let X = (S1)×n (n ≥ 2). Then π1(X) ∼= H1(X) ∼= H
1(X) ∼= Zn. It follows that Hn−1(X) ∼=
H1(X) ∼= Z
n and H1(X) ∼= Hn−1(X) ∼= Z
n.
(2) The real projective space RP 2k+1 (k ≥ 1) is orientable. Let X = (RP 2k+1)×n. Then,
π1(X) ∼= H1(X) ∼= (Z/2)
n. It follows that H1(X) ∼= Hn(2k+1)−1(X) ∼= 0.
Lemma 10 Let n ≥ 3. Let X be a 1-connected closed n-manifold. If X = B ∪α e
n with B0 6≃ ∗,
then the attaching map α : Sn−1 → B is of infinite order. Therefore, there exists a generator γ of
a direct summand Z ⊂ πn−1(B) such that α = aγ for some non-zero integer a.
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Proof. If α is of finite order, then we see the rationalization X0 of X decomposes as X0 ≃
B0 ∨S
n
0 (see Proof of Proposition 1.3 (p.55) of [11]). This contradicts the fact that there exists an
isomorphism
D : Hp(X ;Q) ∼= Hn−p(X ;Q)
given by D(x) = µ ∩ x for any x ∈ Hp(X ;Q) by the Poincare´ duality, where µ ∈ Hn(X ;Q)
is the fundamental class (see 6.18 Poincare´ Duality Theorem and 6.30 Proposition of Vick [27]),
since for any non-zero element x ∈ Hp(X ;Q), there exists an element y ∈ Hn−p(X ;Q) such that
〈µ ∩ x, y〉 6= 0 and we have a formula:
0 6= 〈µ ∩ x, y〉 = 〈µ, x ∪ y〉 = 0.
Here, we note that x ∪ y = 0 since X0 ≃ B0 ∨ S
n
0 and
〈µ, z〉 = ε∗(µ ∩ z) (µ ∈ Hn(X ;Q), z ∈ H
n(X ;Q),
where ε∗ : H0(X ;Q)→ H0(P ;Q) = Q is induced by the map ε : X → P , where P is a point.

Let [r] be the integer part of a rational number r.
Theorem 11 Let n ≥ 3 and 1 ≤ s ≤ [n/2] be integers. If X is s-connected closed n-manifold and
X0 6≃ S
n
0 , then NE(X) ≤ n− s− 1.
Proof. We have X = B ∪aγ e
n with B0 6≃ ∗, where γ : S
n−1 → B is a generator of the
direct summand of Z ⊂ πn−1(B) and a is a non-zero integer by Proposition 8 and Lemma 10. We
see Hn−2(B) = Hn−2(X) is an abelian group of finite type, since X has a homotopy type of a
finite complex by Theorem 1 of Milnor [15] or Corollary A.12. (p.529) of Hatcher [10] (see also
Application 1 (p.36) of Milnor [14] and Theorem 2 (p.384) of Borisovich et al. [3] for differentiable
manifolds). Then, by Theorem 5, we have NE(X) ≤ NE(B). Since H∗- dim(B) = H∗- dim(X −
{x}) for a point x of X by Proposition 8, we have H∗- dim(B) ≤ n − s − 1 by Proposition 7 and
the Poincare´ duality. It follows that NE(X) ≤ n− s− 1 by Theorem 5. 
Proposition 12 Let KB be the Klein bottle, T 2 = S1 × S1 the torus and RP 2 the real projective
plane. Then NE(KB) = 1, NE(T 2) = 1 and NE(RP 2) = 2.
Proof. Since π1(KB) ∼= 〈α, β | αβαβ
−1〉, π2(KB) ∼= 0 by the fibration S
1 → KB → S1
and π1(T
2) ∼= Z ⊕ Z, π2(T
2) ∼= 0, we have NE(KB) = NE(T 2) = 1. We see π1(RP
2) ∼= Z/2,
π2(RP
2) ∼= Z by the fibration S0 → S2 → RP 2; however we need geometrical consideration to
determine NE(RP 2) = 2 as in Theorem 13. 
4 Real projective spaces, lens spaces and a cell complex of
Mimura and Toda
4.1 Self-closeness numbers of real projective spaces
We can not apply Theorems 3 and 4 of [19] to determine NE(RPn), since these theorems assume
1-connectedness for the spaces. Therefore, in this section we determine NE(RPn) by constructing
special self-maps of RPn.
8
As is written on p.232 of Munkres [17], the m-sphere Sm is decomposed by the cells
en+, e
n
− (n = 0, 1, 2, · · · ,m).
The characteristic map q± : (V
n, Sn−1)→ (En±, S
n−1) of en± is defined by
q±(t1, t2, · · · , tn) = (t1, t2, · · · , tn,±
√
1− t21 − · · · − t
2
n).
Theorem 13 NE(RPn) = n for any integer n ≥ 1.
Proof. Let S1 = {(x, y) | x2 + y2 = 1 } ⊂ R2. Let (cos 2πt, sin 2πt) ∈ S1 for 0 ≤ t < 1. Let
k ∈ Z be any integer. We define fk : S
1 → S1 by
fk(cos 2πt, sin 2πt) = (cos 2kπt, sin 2kπt).
Then the following diagram is commutative:
S1
p1

fk // S1
p1

RP 1
gk // RP 1
where RP 1 ∼= S1 and p1(cos 2πt, sin 2πt) = (cos 4πt, sin 4πt) and fk = gk.
Let n ≥ 2. By the construction of the suspension space, we have a map fnk : S
n → Sn of degree
k, which induces the map gnk : RP
n → RPn for any odd integer k such that the following diagram
is commutative:
Sn
pn

fnk // Sn
pn

RPn
gnk // RPn
It follows that gnk♯(pn ◦ sιn) = pn ◦ ksιn. We note that the following diagram is homotopy commu-
tative if k is odd (n ≥ 2):
S1
i

1S1 // S1
i

RP 2
i

g2k // RP 2
i

RPn
gnk // RPn
where i : S1 = RP 1 → RP 2 is the inclusion map. Therefore, gnk♯ : π1(RP
n) → π1(RP
n) is the
identity if k is odd (n ≥ 2). If n ≥ 2 and k is odd, then gnk : RP
n → RPn induces an isomorphism
gnk♯ : πs(RP
n)→ πs(RP
n) for any s < n, but gnk is not a homotopy equivalence if k 6= ±1. 
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4.2 Self-closeness numbers of lens spaces
We refer the reader to Section 8 of Olum [21] for the generalized lens space L(m; q1, q2, · · · , qn).
Let C be the field of complex numbers and (z0, z1, · · · , zn) ∈ C
n+1 be any element of complex
(n+ 1)-dimensional vector spacce. We write the complex numbers in the polar form as
z0 = r0e
iα0 , z1 = r1e
iα1 , · · · , zn = rne
iαn .
Then, the (2n+ 1)-dimensional sphere S2n+1 ⊂ Cn+1 is defined by the formula
r20 + r
2
1 + · · ·+ r
2
n = 1.
Let m ≧ 2 and n ≧ 1 be fixed integers and let q1, q2, · · · , qn be n integers relatively prime to
m. A homeomorphism γ : S2n+1 → S2n+1 is defined by
γ(z0, z1, · · · , zn) = (z0e
2πi/m, z1e
2πiq1/m, · · · , zne
2πiqn/m)
Let Γ = {1, γ, γ2, · · · , γm−1} be the cyclic group generated by γ, where we identify
γ = (e2πi/m, e2πiq1/m, · · · , e2πiqn/m).
Then the lens space L(m; q1, q2, · · · , qn) is defined by the orbit space
L(m; q1, q2, · · · , qn) = S
2n+1/Γ
Let L(m) = S1/{ei2π/m} be the orbit space. Then we may consider the subspaces:
L(m) ⊂ L(m; q1) ⊂ L(m; q1, q2) ⊂ · · · ⊂ L(m; q1, q2, · · · , qn−1) ⊂ L(m; q1, q2, · · · , qn).
Let pn = pnC : S
2n+1 → L(m; q1, q2, · · · , qn) be the natural projection. We have a fibration
(n ≥ 1):
Z/m
in−−−−→ S2n+1
pn
−−−−→ L(m; q1, q2, · · · , qn).
We see π1(L(m; q1, q2, · · · , qn)) ∼= Z/m and
π2n+1(L(m; q1, q2, · · · , qn)) ∼= Z{[pn]},
where [pn] is the homotopy class of the map pn : S
2n+1 → L(m; q1, q2, · · · , qn).
Theorem 14 Let m ≧ 2 and n ≧ 1. Then NE(L(m; q1, q2, · · · , qn)) = 2n+ 1.
Proof. For any integer d, we define fd = f
n
d : S
2n+1 → S2n+1 by
fd(r0e
iα0 , r1e
iα1 , · · · , rne
iαn) = (r0e
iα0d, r1e
iα1 , · · · , rne
iαn).
If d = ms+ 1 for some integer s, then we have
fd(γ(r0e
iα0 , r1e
iα1 , · · · , rne
iαn)) = γfd(r0e
iα0 , r1e
iα1 , · · · , rne
iαn).
Therefore, a map gms+1 = g
n
ms+1 : L(m; q1, q2, · · · , qn) → L(m; q1, q2, · · · , qn) is induced by the
map fms+1 : S
2n+1 → S2n+1 and we have the following homotopy commutative diagram:
S2n+1
pn

fsm+1 // S2n+1
pn

L(m; q1, q2, · · · , qn)
gsm+1 // L(m; q1, q2, · · · , qn)
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Now, we consider the case n = 0, namely L(m): Let S1 = {ei2πt | t ∈ R} ⊂ C. Let ei2πt ∈ S1
for 0 ≤ t < 1 and k ∈ Z any integer. Then f0k : S
1 → S1 is defined by f0k (e
i2πt) = ei2πtk and the
following diagram is commutative:
S1
p0

f0sm+1 // S1
p0

L(m)
g0sm+1 // L(m)
where L(m) ∼= S1 and p0(e
i2πt) = ei2πtm and f0k = g
0
k. The following diagram is homotopy
commutative:
S1 = L(m)
i

1S1 // S1 = L(m)
i

L(m; q1)
g1sm+1 //
∩

L(m; q1)
∩

L(m; q1, q2, · · · , qn)
gnsm+1 // L(m; q1, q2, · · · , qn)
where i : S1 = L(m) → L(m; q1) is the inclusion map (see p.144 Example 2.43 Lens spaces [10]).
It follows that
gnsm+1♯ : π1(L(m; q1, q2, · · · , qn))→ π1(L(m; q1, q2, · · · , qn))
is the identity homomorphism. Let L = L(m; q1, q2, · · · , qn). We have the following commutative
diagram between the covering space:
Γ = Z/mZ
×(ms+1)

i // S2n+1
fnms+1

pn // L
gnms+1

Γ = Z/mZ
i // S2n+1
pn // L
π1(L)
gnms+1♯

∆
∼=
// Γ = Z/mZ
×(ms+1)

π1(L)
∆
∼=
// Γ = Z/mZ
where ∆(α) = α · e0 by (3.2.8) Proposition (p.69) of tom Dieck [26].
We see that gnms+1 induces the identity homomorphism for g
n
ms+1♯ : π1(L)
∼= Z/mZ→ π1(L) ∼=
Z/mZ, gnms+1♯ : πk(L)
∼= 0 → πk(L) ∼= 0 (2 ≤ k ≤ 2n) and the multiplication by ms + 1 for
the induced homomorphism gnms+1♯ : π2n+1(L)
∼= Z{[pn]} → π2n+1(L) ∼= Z{[pn]}. Therefore,
NE(L(m; q1, q2, · · · , qn)) = 2n+ 1. 
4.3 A cell complex defined by Mimura and Toda
To show that there exists a 4-cell complex which is not p-universal, Mimura and Toda [16, Theorem
4.2] constructed a 4-cell complex Kq = (S
3 ∨ CP 2) ∪qα e
12 for any integer q and the sum of the
11
Whitehead products
α = [[[w, ι3], w], ι3] + [[ι3, h], h] + [[w, h], w] : S
11 → S3 ∨ CP 2
where w = [ι3, ι2] ∈ π4(S
3 ∨ CP 2) and h = h5 : S
5 → CP 2 is the Hopf map. The complex we
study in this section is a modification of the complex Kq of Mimura and Toda, that is, we study
a related complex (S3 ∨ CP 2) ∪β e
12 with a map
β = a[[[w, ι3], w], ι3] + b[[ι3, h], h] + c[[w, h], w] : S
11 → S3 ∨ CP 2
for some integers a, b, c. Then, the following result is obtained.
Theorem 15 Let B = S3 ∨ CP 2 and ι3 : S
3 ⊂ B and ι2 : S
2 ⊂ B be the homotopy classes of the
inclusions and ω = [ι3, ι2] : S
4 → B the Whitehead product. Let h : S5 → CP 2 ⊂ B the composite
of the Hopf map and the inclusion. Consider the following sum of three Whitehead products :
β = a[[[w, ι3], w], ι3] + b[[ι3, h], h] + c[[w, h], w] : S
11 → B
for some integers a, b, c. Then, NE(B ∪β e
12) = 3 if and only if at least one of a, b, c is non-zero.
Proof. In Section 4 of [16], it is proved that
π2(B) ∼= Z{ι2}, π3(B) ∼= Z{ι3}, π4(B) ∼= Z{ω} ⊕ Z/2 and π5(B) ∼= Z{h} ⊕ Z/2⊕ Z/2.
Here, Z{α} means that α is a generator of the free part Z.
Let f : B ∪β e
12 → B ∪β e
12 be a map. Let g = f |B : B → B be the restriction of f . Consider
the following diagram obtained by Proposition 2 of [19]:
S11
sι11

β // B
g

i // B ∪β e12
f

q // S12
sι12

Σβ // ΣB
Σg

S11
β // B
i // B ∪β e12
q // S12
Σβ // ΣB
If g♯(ι2) = λι2, g♯(ι3) = µι3 and g♯(h) ≡ κh modulo 2-torsion for some integers λ, µ and κ as in
[16, Section 4], then it is proved κ = λ3, g♯(ω) = λµω and
g♯(β) = aλ
2µ4[[[w, ι3], w], ι3] + bλ
6µ[[ι3, h], h] + cλ
5µ2[[w, h], w]
by the argument of [16, Section 4]. Moreover, by the above diagram, we have
g♯(β) = sβ = s(a[[[w, ι3], w], ι3] + b[[ι3, h], h] + c[[w, h], w]).
(=⇒) We note that if a = b = c = 0, then NE(B ∪β e
12) = NE(B ∨ S12) = 12. It follows that if
NE(B ∪β e
12) = 3, then at least one of a, b, c is non-zero.
(⇐=) Conversely, assume that at least one of a, b, c is non-zero.
We see: if a 6= 0 then λ2µ4 = s; if b 6= 0 then λ6µ = s and if c 6= 0 then λ5µ2 = s.
If λ = ±1 and µ = s = 0, then f♯ : πk(B ∪β e
12) → πk(B ∪β e
12) is an isomorphism for k ≤ 2
and f 6∈ E(B ∪β e
12). Therefore, NE(B ∪β e
12) 6= 2.
If a 6= 0 or b 6= 0 or c 6= 0, then λ2µ4 = s or λ6µ = s or λ5µ2 = s. Therfore, if f♯ : πk(B∪βe
12)→
πk(B ∪β e
12) is an isomorphism for k ≤ 3, then λ = ±1 and µ = ±1 and hence s = ±1. It follows
that g∗ : H∗(X ;Z)→ H∗(X ;Z) is an isomorphism and hence f∗ : H∗(B∪βe
12;Z)→ H∗(B∪βe
12;Z)
is an isomorphism by the homology exact sequence obtained by the diagram above and the five
lemma. Hence we have f ∈ E(B ∪β e
12) and NE(B ∪β e
12) = 3. 
12
Remark 16 Assume that all of a, b, c are non-zero in Theorem 15. Then, only the condition λ 6= 0
and µ 6= 0 implies f ∈ E(B ∪β e
12) as follows: by an similar argument as in the proof of Lemma
4.1 of [16], we have
s = λ2µ4 = λ6µ = λ5µ2.
If λ 6= 0 and µ 6= 0, then the relation λ6µ = λ5µ2 implies λ = µ. Therefore the relation λ2µ4 = λ6µ
implies λ6 = λ7 and hence λ = 1. It follows that λ = µ = 1 and s = λ2µ4 = 1 and we have
f ∈ E(B ∪β e
12).
5 Rational homotopical properties
In this section, we assume that spaces X are 1-connected CW complexes of finite type. The space
X0 means the rationalization of X [11]. Then π∗(X0) = π∗(X) ⊗ Q and H∗(X0;Z) = H∗(X ;Q).
We assume familiarity with rational homotopy theory as in the text [6].
Let M(X) = (ΛV, d) be the Sullivan minimal model of X [24] and let L(X) = (LU, ∂) be the
Quillen minimal model of X [25]. Since they are minimal, that is, the differentials are decom-
posable, dV ⊂ Λ>1V and ∂U ⊂ L>1U , we have V n ∼= Hom(πn(X),Q) and U
n ∼= Hn+1(X ;Q),
respectively [25, p.34]. Then [X0, Y0] ∼= [M(Y ),M(X)], which is the homotopy set in the category
of differential graded algebras over Q and [X0, Y0] ∼= [L(X), L(Y )], which is the homotopy set in
the category of differential graded Lie algebras over Q.
Definition 17 ([5]) A space X is said to be formal if there is a quasi-isomorphism M(X) →
(H∗(X ;Q), 0).
Example 18 It is known that the following spaces are formal:
(a) the n-sphere Sn [12, §1]
(b) the Eilenberg-Mac Lane spaceK(G,n) (n > 1), where G is a finitely generated abelian group.
(c) the one-point union of formal spaces [12, Lemma 1.6]
(d) the product space of formal spaces [7, Example 2.87]
(e) symmetric spaces [6, p.162]
(f) compact Ka¨hler manifolds [5, Main Theorem]
(g) (m− 1)-connected compact n-manifolds with n ≤ 4m− 2 for m ≥ 2 [7, Proposition 3.10]
(h) a space X such that the differential of Quillen minimal model is quadratic [25, II.7.(5)]
(i) a space X such that H∗(X ;Q) ∼= Q[x1, .., xn]/(f1, .., fn) where f1, .., fn is a regular sequence
[25, II.7.(8)]([9, Theorem 5]). For example, homogeneous spaces G/H with rankG = rankH .
Remark that all the spaces B ∪ en in Theorem 16 of [19] are formal.
Remark 19 Notice that for any commutative graded algebra H over Q, there uniquely exists a
minimal DGA M and a quasi-isomorphism M → (H, 0). Then M is the Sullivan model M(X) of
a formal space X with H∗(X ;Q) = H . Thus a formal space having a Q-cohomology algebra H is
uniquely determined up to rational homotopy.
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Remark 20 If a map f : M(X) → M is a quasi-isomorphism for some DGA M , namely, f∗ :
H∗(M(X)) ∼= H∗(M), then we have [M(X),M(X)] = [M,M ] (see [8, Chapter X]). Thus we
have E(M(X)) = E(M) (see [20, p.305]). For example, when X is formal, we have E(M(X)) =
E(H∗(X ;Q), 0) and NE(M(X)) = NE(H∗(X ;Q), 0).
Theorem 21 Let H∗(X ;Q) ∼= H∗(Y ;Q) as graded algebras. If X is formal, then NE(X0) ≥
NE(Y0).
Proof. Let (ΛZ, d) be the bigraded model of H∗(X ;Q) [12, p.242], in which d is minimal. Then
the (non-minimal) model of Y is given as the filtered model (ΛZ,D = d+ σ) for some derivation
σ : ΛZ → ΛZ of degree +1 [12, Theorem 4.4]. In particular, σ is zero when Y is formal.
Let n = NE(X0). Suppose that a map f : Y0 → Y0 induces π≤n(f) : π≤n(Y0) ∼= π≤n(Y0). Then
we have
f∗ : H≤n(Y ;Q) = H≤n(ΛZ,D) ∼= H≤n(Y ;Q) = H≤n(ΛZ,D) (∗)
by the rational Whitehead theorem (f∗ : Hn(Y ;Q)→ Hn(Y ;Q) is surjective, and hence bijective).
Let g : (ΛZ, d)→ (ΛZ, d) be the map of minimal models induced by the DGA-map
(f∗, 0) : (H∗(Y ;Q), 0) = (H∗(ΛZ,D), 0)→ (H∗(Y ;Q), 0) = (H∗(ΛZ,D), 0).
Then g∗ = f∗ and therefore we have g|Z≤n : Z
≤n ∼= Z≤n from (∗). It is obtained by the rational
Whitehead’s theorem since Zi is the dual space of πi(X0). From the assumption, g is a DGA-
isomorphism. Thus f∗(= g∗) is an isomorphism. Then f is a homotopy equivalence or f ∈ E(Y0).

Proposition 22 Let n ≥ 3 and B a 1-connected CW-complex with H∗- dim(B) ≤ n − 2. Let
γ : Sn−1 → B be a generator of a direct summand Z ⊂ πn−1(B). Then the following are equivalent :
(i) NE((B ∪γ e
n)0) = n.
(ii) (B ∪γ e
n)0 ∼ (B ∨ S
n)0.
Proof. (i) =⇒ (ii) holds by Theorem 5 (cf. [19, Theorem 15]).
(ii) =⇒ (i) is obvious. 
Remark 23 In Proposition 22, the condition E(B0) ( E(X0) is not equivalent to (ii). For example,
let B = S2 ∨ S3 and L(B) = (L(u1, u2), 0) with |ui| = i. Let X = B ∪ e
4 = S3 ∨ CP 2 and
L(X) = (L(u1, u2, u3), ∂) with |u3| = 3, ∂(u1) = ∂(u2) = 0 and ∂(u3) = [u1, u1]. Then there is a
map f ∈ E(L(X)) such that f(u3) = au3 + b[u1, u2] for any a ∈ Q
∗ and b ∈ Q. Thus we have
Q∗ ×Q∗ = {(c1, c2) | ci ∈ Q
∗} ∼= E(B0) ( E(X0) ∼= {(c1, c2, b)} = Q
∗ ×Q∗ ×Q
where a = c21 for f(ui) = ciui (i = 1, 2) but X0 6∼ (B ∨ S
4)0.
Theorem 24 Let n ≥ 3 and B a 1-connected CW-complex with H∗-dim(B) ≤ n − 2. Let γ :
Sn−1 → B be a generator of a direct summand Z ⊂ πn−1(B). Let B be a formal space with
2H∗-dim(B) < n. Then X = B ∪γ e
n is formal if and only if NE(X0) = n.
Proof. The ‘if part’ is obvious by Proposition 22 and Example 18(c). The ‘only if part’ holds as
follows: Suppose that NE(X0) 6= n. Then the condition (ii) of Proposition 22 does not hold. Then,
since H∗(B ∪γ e
n;Q) ∼= H∗(B ∨ Sn;Q) as graded algebras from (H∗(B;Q)⊗H∗(B;Q))n = 0 and
(B ∪ en)0 6∼ (B ∨ S
n)0, in which B ∨ S
n is formal, we see that X is not formal by Remark 19. 
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Remark 25 The condition of Theorem 24 is best possible. For example: Let B = S2, X = CP 2
and n = 4. Then, 2H∗- dim(B) = 4 = n and X = CP
2 is formal but NE(X0) = NE((S
2 ∪[ι2,ι2]
e4)0) = 2. We note that CP
2
0 6∼ (S
2 ∨ S4)0.
Example 26 Let B = S3∨S5 with x and y the homotopy generators of π3(S
3)⊗Q and π5(S
5)⊗Q,
respectively. Let B ∪α e
12 be a CW complex with
α = [x, [x, [x, y]]] + [y, [x, y]] : S11 → B (Whitehead product).
Then
H∗(B ∪α e
12;Q) ∼= H∗(S3 ∨ S5 ∨ S12;Q) (∗)
as graded algebras. However
NE((B ∪α e
12)0) = NE(B0) = 5 < NE((S
3 ∨ S5 ∨ S12)0) = 12
since E((B ∪α e
12)0) = E(L(B) ∗L(w), ∂) = E(L(u, v, w), ∂) (∼= Q
∗) with |u| = 2, |v| = 4, |w| = 11,
∂(u) = ∂(v) = 0 and ([25, p.84])
∂(w) = [u, [u, [u, v]]] + [v, [u, v]].
Here L(V ) ∗ L(U) = L(V ⊕ U) (free product [25, p.17]). Indeed, for any map
f ∈ [(B ∪α e
12)0, (B ∪α e
12)0] = [L(u, v, w),L(u, v, w)],
we may set
f(u) = λu, f(v) = µv and f(ω) = κω (λ, µ, κ ∈ Q)
by the dimensional reason. If f♯ : π3((B ∪α e
12)0) → π3((B ∪α e
12)0) is an isomorphism, then we
have λ 6= 0. We see
f(∂ω) = f([u, [u, [u, v]]] + [v, [u, v]])
= [f(u), [f(u), [f(u), f(v)]]] + [f(v), [f(u), f(v)]]
= λ3µ[u, [u, [u, v]]] + λµ2[v, [u, v]] and
∂(f(ω)) = ∂(κz) = κ∂(ω) = κ([u, [u, [u, v]]] + [v, [u, v]]).
Since f(∂ω) = ∂(f(ω)), we have κ = λ3µ = λµ2. Therefore, the case λ 6= 0 and µ = κ = 0 can
happen, and we conclude that NE((B ∪α e
12)0) = 5.
Finally, we see E(B0) ∼= Q
∗ × Q∗ and if f ∈ E((B ∪ en)0) then λ 6= 0 and µ 6= 0, and hence
λ2 = µ. It follows that
E((B ∪ en)0) = {(λ, µ, κ) ∈ Q
∗ ×Q∗ ×Q∗ | µ = λ2, κ = λ5} ∼= Q∗.
Notice that S3 ∨ S5 ∨ S12 is formal but B ∪α e
12 is not by (∗) and Remark 19.
Therefore, if B = S3 ∨ S5 and α = [x, [x, [x, y]]] + [y, [x, y]], then the following are equivalent:
(a) B ∪α e
12 is formal,
(b) (B ∪α e
12)0 ≃ (S
3 ∨ S5 ∨ S12)0,
(c) E(B0) ( E((B ∪α e
n)0),
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(d) E((B ∪α e
n)0) ∼= Q
∗ ×Q∗ ×Q∗ and
(e) NE((B ∪α e
12)0) = 12.
In general, if β = a[x, [x, [x, y]]] + b[y, [x, y]] for a, b ∈ Q, then we have the following table:
case self-equivalences formal NE((B ∪β e
12)0)
(i) ab 6= 0 E((B ∪β e
12)0) ( E(B0) no 5
(ii) a 6= 0, b = 0 or a = 0, b 6= 0 E((B ∪β e
12)0) = E(B0) no 5
(iii) a = b = 0 E((B ∪β e
12)0) ) E(B0) yes 12
Next we consider closed (compact without boundary) manifolds.
Lemma 27 Let X be a 1-connected closed n-manifold. Then a map f : X → X preserve the
fundamental class Ω ∈ Hn(X ;Q) up to scalar multiple (that is, f∗(Ω) = λΩ for λ 6= 0 ∈ Q ) if and
only if the rationalized map f0 is a homotopy equivalence, namely f0 ∈ E(X0).
Proof. Since ‘if part’ is obvious, we have to prove ‘only if part’: For any a 6= 0 ∈ Hk(X ;Q), there
is an element b ∈ Hn−k(X ;Q) such that a · b = Ω by the rational Poincare´ duality [7, Definition
3.1]. If f∗(a) = 0, we have f∗(Ω) = f∗(a · b) = f∗(a)f∗(b) = 0. It contradicts the assumption.
Thus f∗(a) 6= 0, and hence, f∗ : H∗(X ;Q)→ H∗(X ;Q) is isomorphic. Therefore f0 : X0 → X0 is
a homotopy equivalence. 
Corollary 28 Let X = ∨ki=1Xi be the one-point union of 1-connected closed n-manifolds Xi with
the fundamental classes Ωi. Then a map f : X → X induces f
∗(Ωi) =
∑k
j=1 aijΩj (aij ∈ Q) for
i = 1, .., k with det(aij) 6= 0 for the k × k-matrix (aij) if and only if f0 ∈ E(X0).
Remark 29 A spaceX is called a Poincare´ duality space if H∗(X ;Q) satisfies the Poincare´ duality
[6, p.511]. The results of Lemma 27 and Theorem 32 are generalized to Poincare´ duality spaces.
See Proof of Lemma 10.
Let X and Y be 1-connected closed n-manifolds. Then the connected sum X♯Y of X and Y
[7, p. 108] is also an n-manifold.
Theorem 30 NE((X♯Y )0) ≤ NE((X ∨ Y )0) for 1-connected closed n-manifolds X and Y .
Proof. Let M(X) = (ΛVX , dX) and M(Y ) = (ΛVY , dY ). There is a DGA-map induced by the
pinching map p : X♯Y → X ∨ Y
ψ : (M(X ∨ Y )⊗ Λ(v), d) = (Λ(VX ⊕ VY ⊕ Z ⊕Q(v)), d)→M(X♯Y )
where d|VX = dX , d|VY = dY , |v| = n − 1 and d(v) = wX − wY . Here wX and wY are cocycles
representing the fundamental classes ofM(X) andM(Y ), respectively and Z is made of generators
inductively requiring the multiplications x · y = 0 for x ∈ H∗(X ;Q) and y ∈ H∗(Y ;Q). Due to [7,
Example 3.6], H≤n(ψ) is an isomorphism, that is,
ψ is the (n)-minimal model of X♯Y . (∗)
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Suppose that m := min{NE((X ∨ Y )0), n− 2}. Here NE((X♯Y )0) ≤ n− 2 by Theorem 11.
For f ∈ [(X♯Y )0, (X♯Y )0] = [M(X♯Y ),M(X♯Y )], assume that
f♯ : π≤m((X♯Y )0) ∼= π≤m((X♯Y )0).
Then f∗ : (VX ⊕ VY ⊕ Z ⊕Q(v))
≤m ∼= (VX ⊕ VY ⊕ Z ⊕Q(v))
≤m. Notice that f∗(v) = av + g for
some a ∈ Q− 0 and g ∈ Λ(VX ⊕ VY ⊕ Z) if n− 2 = m. Thus we obtain f
∗ : (VX ⊕ VY ⊕ Z)
≤m ∼=
(VX ⊕ VY ⊕ Z)
≤m.
Let f : (X ∨ Y )0 → (X ∨ Y )0 be the map induced by f : (X♯Y )0 → (X♯Y )0 and the pinching
map p : X♯Y → X ∨ Y as in the following commutative diagram:
(X♯Y )0
p0

f // (X♯Y )0
p0

(X ∨ Y )0
f // (X ∨ Y )0
From the assumption, we have f
∗
: M(X ∨ Y ) ∼= M(X ∨ Y ). Then f
∗
(wX − wY ) = bwX − cwY
for some b, c ∈ Q where b 6= 0 or c 6= 0 from Corollary 28. We see:
f
∗
(d(v)) = f
∗
(wX − wY ) = bwX − cwY + α for an element α with dim(α) = n;
d(f
∗
(v)) = d(av + g) = ad(v) + d(g) = a(wX − wY ) + d(g).
Therefore, by the relation f
∗
(d(v)) = d(f
∗
(v)), we have a = b = c (6= 0), since non-exact cocycles
of M(X ∨ Y )n are only wX and wY (Here, an element α is said to be exact if there exists an
element β such that d(β) = α). Therefore we have
f∗ : (Λ(VX ⊕ VY ⊕ Z ⊕Q(v)), d) ∼= (Λ(VX ⊕ VY ⊕ Z ⊕Q(v)), d),
which induces H≤n(f) : H≤n((X♯Y )0) ∼= H
≤n((X♯Y )0) from the property (∗) of ψ. Since
H>n(X♯Y ;Q) = 0, we obtain f ∈ E((X♯Y )0). 
Example 31 (1) We consider the case where H∗(X ;Q) and H∗(Y ;Q) are generated by only
one element as follows: Let M(X) = (Λ(x, x′), dX) with |x| even, dX(x) = 0, dX(x
′) = xk
for some k ≥ 2 and M(Y ) = (Λ(y, y′), dY ) with |y| even, dY (y) = 0, dY (y
′) = ym for
some m ≥ 2. Here (k − 1)|x| = (m − 1)|y| = n. Then M(X♯Y ) ∼= (Λ(x, y, u, v), d) with
d(x) = d(y) = 0, d(u) = xy and d(v) = xk−1 − ym−1 by an argument similar to the proof
of Theorem 30. When |x| ≤ |y|, we have NE((X♯Y )0) = |x| ≤ |y| = NE((X ∨ Y )0) since
f∗(y) 6= 0 if f∗(x) 6= 0 for any map f : X → X . For example, X = CP 2n and Y = HPn.
(2) If X is a 1-connected n-manifold and Y0 ≃ S
n
0 for some n ≥ 2, then we have (X♯Y )0 ≃ X0.
Thus NE((X♯Y )0) = NE(X0) ≤ n = NE((X ∨ Y )0). For example, X = CP
n and Y = S2n.
A 2n-manifold X is said to be symplectic if it possesses a nondegenerate 2-form w which is
closed, that is, dw = 0 [7, Definition 4.76]. The nondegeneracy condition is equivalent to saying
that wn is a true volume form on X [7, p.182]. For example, Ka¨hler manifolds are symplectic [7,
Example 4.80]. The reader is referred to [2] and [7] for the examples of (non-formal) 1-connected
symplectic manifolds. A 2n-manifold X is cohomologically-symplectic (or c-symplectic) if there
is a class ω ∈ H2(X ;Q) such that ωn is a top class for X (Definition on p.263 of Lupton and
Oprea [13], Definition 4.76 (p.182) of Fe´lix, Oprea and Tanre´ [7]). A symplectic manifold is a
cohomologically-symplectic manifold.
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Theorem 32 If X is a 1-connected c-symplectic manifold, then NE(X0) = 2.
Proof. When dimX = 2n, the fundamental class is given as Ω = [wn] for an element w ∈
H2(X ;Q) since X is c-symplectic. Then the result follows by Lemma 27. 
For any elements x, y, z of an graded Lie algebra L, the Lie bracket [ , ] : L⊗ L→ L satisfies
(i) antisymmetry: [x, y] = (−1)|x||y|+1[y, x]
(ii) Jacobi identity: (−1)|x||z|[x, [y, z]] + (−1)|y||x|[y, [z, x]] + (−1)|z||y|[z, [x, y]] = 0 ([25, p.14]).
Example 33 (Four cell complex) Let B = S3 ∨ S2 and ι2 : S
2 → S3 ∨ S2 = B and ι3 : S
3 →
S3 ∨ S2 = B be the inclusions. Let X = B ∪α e
4 ∪β e
6 for the attaching maps:
α = a[ι2, ι2] : S
3 → S2 ⊂ S3 ∨ S2 = B,
β = b[[ι2, ι3], ι2] + ch5 : S
5 → S3 ∨CP 2 = B ∪α e
4 (a = 1)
with a, b, c ∈ Z. Here h5 : S
5 → CP 2 is the Hopf map and we define c = 0 if a 6= 1. Let E∗(X) be
the subgroup of E(X) whose elements induce the identities on homology groups ([1]), that is,
E∗(X) := {f ∈ E(X) | H∗(f) = idH∗(X)}.
Then we obtain the following table, where the numbers (1) – (4) in the table are dicussed after
the table:
case E(X0)/E∗(X0) X formal NE(X)
(i) a = b = c = 1 Q∗ · · · (2) S3 ∨ CP 2 ∪[[ι2,ι3],ι2]+h5 e
6 no · · · (4) 2· · · (1)
(ii) a = c = 1, b = 0 (Q∗)×2· · · (2) S3 ∨ CP 3 yes · · · (3) 3
(iii) a = c = 0, b = 1 (Q∗)×3· · · (2) (S3 ∨ S2) ∪[[ι2,ι3],ι2] e
6 ∨ S4 no · · · (4) 4 · · · (1)
(iv) a = b = c = 0 (Q∗)×4· · · (2) S3 ∨ S2 ∨ S4 ∨ S6 yes · · · (3) 6
(1) When f♯(ι2) = λι2, f♯(ι3) = µι3 (λ, µ ∈ Z) for a map f : X → X , we have
f♯([[ι2, ι3], ι2]) = λ
2µ[[ι2, ι3], ι2] and f♯(h5) = λ
3h5.
Here, the last relation is obtained by Proposition 2 of [19].
The case (i): Suppose abc 6= 0. Then if λ 6= 0, we have µ 6= 0 from λ2µ = λ3 by Proposition 2 of
[19] making use of a similar argument as in the proof of Theorem 15, that is, the relation
s([[ι2, ι3], ι2] + h5) = λ
2µ[[ι2, ι3], ι2] + λ
3h5 (for some integer s)
implies s = λ2µ = λ3. Thus we have NE(X) = 2.
The case (iii): If a = c = 0 and b = 1, then we have s = λ2µ. Therefore, if λ 6= 0 and µ 6= 0, then
s 6= 0. Then we have NE(X) = 3.
(2) We determine E(X0)/E∗(X0) by making use of the Quillen models: L(X) is given by (L(u1, u2, u3, u5), ∂)
with |ui| = i, ∂(u1) = ∂(u2) = 0, and
(i) ∂(u3) = [u1, u1] and ∂(u5) = [[u1, u2], u1] + [u1, u3],
(ii) ∂(u3) = [u1, u1] and ∂(u5) = [u1, u3],
(iii) ∂(u3) = 0 and ∂(u5) = [[u1, u2], u1],
(iv) ∂(u3) = 0 and ∂(u5) = 0.
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Let a DGL-map f : L(X) → L(X) be given by f(ui) = λiui for λi ∈ Q
∗ (i = 1, 2, 3, 5). Then,
E(X0)/E∗(X0) is determined as follows:
The case (i): We have λ3 = λ
2
1 and λ5 = λ
2
1λ2 = λ1λ3 from ∂ ◦ f = f ◦ ∂. If f ∈ E(L(X)), then we
may set λ := λ1 = λ2 6= 0. Thus we have E(L(X))/E∗(L(X)) ∼= Q
∗ with elements f such that
f(u1) = λu1, f(u2) = λu2, f(u3) = λ
2u3, f(u5) = λ
3u5 for λ ∈ Q
∗.
The case (ii): λ3 = λ
2
1 and λ5 = λ1λ3 from ∂ ◦ f = f ◦ ∂. Thus we have E(L(X))/E∗(L(X)) =
{(λ1, λ2)} ∼= (Q
∗)×2 with elements f such that
f(u1) = λ1u1, f(u2) = λ2u2, f(u3) = λ
2
1u3, f(u5) = λ
3
1u5 for λi ∈ Q
∗.
The case (iii): λ5 = λ
2
1λ2 from ∂ ◦ f = f ◦ ∂. Thus we have E(L(X))/E∗(L(X)) = {(λ1, λ2, λ3)}
∼=
(Q∗)×3 with elements f such that
f(u1) = λ1u1, f(u2) = λ2u2, f(u3) = λ3u3, f(u5) = λ
2
1λ2u5 for λi ∈ Q
∗.
The case (iv): there is no restriction for {λi} from ∂◦f = f ◦∂. Thus we have E(L(X))/E∗(L(X)) =
{(λ1, λ2, λ3, λ5)} ∼= (Q
∗)×4 with elements f such that
f(u1) = λ1u1, f(u2) = λ2u2, f(u3) = λ3u3, f(u5) = λ5u5 for λi ∈ Q
∗.
Remark that the map g ∈ E(L(X)) with g(u3) = u3 + [u1, u2] and g(ui) = ui for the other i is an
element of E∗(L(X)).
(3) By Example 18(c), the one-point union of formal spaces is formal.
(4) H∗(X ;Q) = Λ(x) ⊗ Q[y, z]/(xy, xz, y3, yz, z2) = H∗(S3 ∨ CP 2 ∨ S6;Q) where |x| = 3, |y| = 2
and |z| = 6. Since S3 ∨CP 2 ∨ S6 is formal and X0 6∼ (S
3 ∨CP 2 ∨ S6)0, the space X is not formal
by Remark 19.
Example 34 (Four attaching maps of a cell) Let B = S3∨CP 4 and ι2 : S
2 → CP 4 → S3∨CP 4 =
B and ι3 : S
3 → S3 ∨ CP 4 = B be the inclusions. Let h9 : S
9 → S9/S1 = CP 4 ⊂ S3 ∨ CP 4 = B
be the natural map. Let X = B ∪α e
10 for the attaching map
α = a[[[ι2, ι3], ι3], [ι2, ι3]] + bh9 : S
9 → B = S3 ∨ CP 4
with a, b ∈ Z. Let f : X → X be a map and g = f |B : B → B be the restriction of f . When
g♯(ι2) = λι2, g♯(ι3) = µι3 (λ, µ ∈ Z), we have
g♯([[[ι2, ι3], ι3], [ι2, ι3]]) = λ
2µ3[[[ι2, ι3], ι3], [ι2, ι3]] and g♯(h9) = λ
5h9
The last relation is obtained by Proposition 2 of [19]. Now, we determine NE(X).
The case (i): Suppose ab 6= 0. Then if λ 6= 0, we have µ 6= 0 from λ2µ3 = λ5 by Proposition 2 of
[19] as in the proof of Theorem 15, and hence we have NE(X) = 2.
The case (ii): Let H2(X) = Z{x2}, H3(X) = Z{x3}, H10(X) = Z{x10}. Suppose that f∗(x2) =
λx2, f∗(x3) = µx3 and f∗(x10) = κx10. Then we have a relation k = λ
2µ3 by Proposition 2 of [19].
It follows that NE(X) = 3.
We obtain the following table:
case E(X0)/E∗(X0) X H
∗(X;Q) formal NE(X)
(i) ab 6= 0 Q∗ · · · (5) (S3 ∨ CP 4) ∪α e
10 (1) no · · · (4) 2
(ii) a 6= 0, b = 0 (Q∗)×2 · · · (5) (S3 ∨ CP 4) ∪α e
10 (1) no · · · (4) 3
(iii) a = 0, b 6= 0 (Q∗)×2 · · · (5) S3 ∨ CP 5 (2) yes · · · (3) 3
(iv) a = b = 0 (Q∗)×3 · · · (5) S3 ∨ CP 4 ∨ S10 (1) yes · · · (3) 10
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where (1) = Λ(x)⊗Q[y, z]/(xy, xz, y5, yz, z2) and (2) = Λ(x)⊗Q[y]/(xy, y6) with |x| = 3, |y| = 2
and |z| = 10.
(3) By Example 18(c), the one-point union of formal spaces is formal.
(4) See Remark 19 for formal spaces.
(5) L(X) is given by (L(u1, u2, u3, u5, u7, u9), ∂) with |ui| = i, ∂(u1) = ∂(u2) = 0, and
(i) ∂(u3) = [u1, u1], ∂(u5) = 3[u1, u3], ∂(u7) = 4[u1, u5] + 3[u3, u3] and
∂(u9) = a[[[u1, u2], u2], [u1, u2]] + b(5[u1, u7] + 10[u3, u5]),
(ii) ∂(u3) = [u1, u1], ∂(u5) = 3[u1, u3], ∂(u7) = 4[u1, u5] + 3[u3, u3] and
∂(u9) = [[[u1, u2], u2], [u1, u2]],
(iii) ∂(u3) = [u1, u1], ∂(u5) = 3[u1, u3], ∂(u7) = 4[u1, u5] + 3[u3, u3] and
∂(u9) = 5[u1, u7] + 10[u3, u5],
(iv) ∂(u3) = [u1, u1], ∂(u5) = 3[u1, u3], ∂(u7) = 4[u1, u5] + 3[u3, u3] and ∂(u9) = 0.
(Refer p.94 of [25] for the Quillen model of CPn.)
Let a DGL-map f : L(X) → L(X) be given by f(ui) = λiui for λi ∈ Q
∗ (i = 1, 2, 3, 5, 7, 9).
Then, E(X0)/E∗(X0) is determined as follows:
The case (i): λ3 = λ
2
1, λ5 = λ1λ3, λ7 = λ1λ5 = λ3λ3 and λ9 = λ
2
1λ
3
2 = λ1λ7 = λ3λ5 from ∂ ◦ f =
f ◦ ∂. If f ∈ E(L(X)), then we have λ := λ1 = λ2 6= 0. Thus we have E(L(X))/E∗(L(X)) ∼= Q
∗
with elements f such that f(u1) = λu1 and
f(u2) = λu2, f(u3) = λ
2u3, f(u5) = λ
3u5, f(u7) = λ
4u7, f(u9) = λ
5u9.
The case (ii): λ3 = λ
2
1, λ5 = λ1λ3, λ7 = λ1λ5 = λ3λ3 and λ9 = λ
2
1λ
3
2 from ∂ ◦ f = f ◦ ∂. Thus we
have E(L(X))/E∗(L(X)) = {(λ1, λ2)} ∼= Q
∗×2 with elements f such that f(u1) = λ1u1, f(u2) =
λ2u2 and
f(u3) = λ
2
1u3, f(u5) = λ
3
1u5, f(u7) = λ
4
1u7, f(u9) = λ
2
1λ
3
2u9.
The case (iii): λ3 = λ
2
1, λ5 = λ1λ3, λ7 = λ1λ5 = λ3λ3 and λ9 = λ1λ7 = λ3λ5 from ∂ ◦ f = f ◦ ∂.
Thus we have E(L(X))/E∗(L(X)) = {(λ1, λ2)} ∼= Q
∗×2 with elements f such that f(u1) =
λ1u1, f(u2) = λ2u2 and
f(u3) = λ
2
1u3, f(u5) = λ
3
1u5, f(u7) = λ
4
1u7, f(u9) = λ
5
1u9.
The case (iv): λ3 = λ
2
1, λ5 = λ1λ3, λ7 = λ1λ5 = λ3λ3 from ∂ ◦ f = f ◦ ∂. Thus we have
E(L(X))/E∗(L(X)) = {(λ1, λ2, λ9)} ∼= Q
∗×3 with elements f such that f(u1) = λ1u1, f(u2) =
λ2u2, f(u9) = λ9u9 and
f(u3) = λ
2
1u3, f(u5) = λ
3
1u5, f(u7) = λ
4
1u7.
Remark 35 As for the relation between NE(X) and NE(X0), we have the following examples:
(1) NE(S5 ×M(Z/2, 3)) = 5, NE((S5 ×M(Z/2, 3))0) = NE(S
5
0 ) = 5.
(2) NE(S5 ×M(Z/2, 7)) = 7, NE((S5 ×M(Z/2, 7))0) = NE(S
5
0 ) = 5.
(3) NE(M(Z/2,m)) = m, NE(M(Z/2,m)0) = NE(∗) = 0.
6 Self-closeness numbers defined by homology or cohomol-
ogy groups
Choi and Lee [4] introduced the submonoid Ak♯ (X) of [X,X ] making use of the homotopy groups
of a space X . If we use the homology group Hi(X) and the cohomology group H
i(X) in place of
the homotopy group πi(X) in Definition 2, we have definitions of A
k
∗(X) and A
∗
k(X), respectively.
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Definition 36 The homology self-closeness number N∗E(X) and the cohomology self-closeness
number N∗E(X) of a space X is defined by
N∗E(X) := min{ k | A
k
∗(X) = E(X)} and N
∗E(X) := min{ k | A∗k(X) = E(X)}.
If Ak∗(X) 6= E(X) (resp. A
∗
k(X) 6= E(X)) for any k = 0, 1, 2, 3, · · · or ∞, then N∗E(X) (resp.
N∗E(X)) is not defined by Definition 36. In this case we define, temporarily, N∗E(X) = Ø (resp.
N∗E(X) = Ø). In Definition 36 the connectivity of the space X is not assumed to define N∗E(X)
and N∗E(X).
Proposition 37 If X and Y have the same homotopy type, then the equalities N∗E(X) = N∗E(Y )
and N∗E(X) = N∗E(Y ) hold.
Proof. Assume that X ≃ Y (homotopy equivalent). Then there exist maps ϕ : X → Y and
ψ : Y → X such that ψ ◦ ϕ ≃ 1X and ϕ ◦ ψ ≃ 1Y .
Assume that N∗E(X) = k (resp. N
∗E(X) = k) and for a map f : Y → Y , the induced
homomorphism f∗ : Hi(Y )→ Hi(Y ) (resp. f
∗ : Hi(Y )→ Hi(Y )) is an isomorphism for any i ≤ k.
Then the composite ψ ◦ f ◦ ϕ : X → X induces a homomorphism
(ψ ◦ f ◦ ϕ)∗ = ψ∗ ◦ f∗ ◦ ϕ∗ : Hi(X) ∼=
ϕ∗ // Hi(Y ) ∼=
f∗ // Hi(Y ) ∼=
ψ∗ // Hi(X)
(resp. (ψ ◦ f ◦ ϕ)∗ = ϕ∗ ◦ f∗ ◦ ψ∗ : Hi(X) ∼=
ψ∗ // Hi(Y ) ∼=
f∗ // Hi(Y ) ∼=
ϕ∗ // Hi(X) )
which is an isomorphism for any i ≤ k. Hence ψ ◦ f ◦ ϕ ∈ E(X). Let g : X → X be the homotopy
inverse of ψ ◦ f ◦ ϕ, that is,
g ◦ (ψ ◦ f ◦ ϕ) ≃ 1X ≃ (ψ ◦ f ◦ ϕ) ◦ g.
X
ϕ

ψ◦f◦ϕ // X
g
oo
Y
f
// Y
ψ
OO
Let f = ϕ ◦ g ◦ ψ. Then we see
f ◦ f ≃ (ϕ ◦ g ◦ ψ) ◦ f ◦ (ϕ ◦ ψ) = ϕ ◦ g ◦ (ψ ◦ f ◦ ϕ) ◦ ψ ≃ ϕ ◦ 1X ◦ ψ = ϕ ◦ ψ ≃ 1Y ;
f ◦ f ≃ (ϕ ◦ ψ) ◦ f ◦ (ϕ ◦ g ◦ ψ) = ϕ ◦ (ψ ◦ f ◦ ϕ) ◦ g ◦ ψ ≃ ϕ ◦ 1X ◦ ψ = ϕ ◦ ψ ≃ 1Y .
Therefore, we have f ∈ E(Y ). Hence N∗E(Y ) ≤ k = N∗E(X). Similarly, we have N∗E(X) ≤
N∗E(Y ). It follows that N∗E(X) = N∗E(Y ). (resp. Hence N
∗E(Y ) ≤ k = N∗E(X). Similarly, we
have N∗E(X) ≤ N∗E(Y ). It follows that N∗E(X) = N∗E(Y ).) 
Remark 38 (1) The inequalities N∗E(X) ≤ dim(X) and N
∗E(X) ≤ dim(X) do not always
hold for non-simply connected space X as we see in the case X = RP 2n for n ≥ 1: If
n ≥ 1 and k is odd and k 6= ±1, then g2nk : RP
2n → RP 2n in the proof of Theorem 13
induces an isomorphism for any g2nk♯ : πs(RP
2n) → πs(RP
2n) for any s < 2n, and hence
g2nk∗ : Hs(RP
2n) → Hs(RP
2n) is an isomorphism for any s < 2n by Proposition 40(1) and
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therefore an isomorphism for any s. However, g2nk is not a homotopy equivalence. Therefore,
we see N∗E(RP
2n) = Ø and N∗E(RP 2n) = Ø for any n ≥ 1.
If X is not 1-connected, then the condition that f∗ : H∗(X) → H∗(X) (or f
∗ : H∗(X) →
H∗(X)) is an isomorphism does not always imply f ∈ E(X); therefore, in this case, N∗E(X) =
Ø (or N∗E(X)= Ø).
(2) If X is 1-connected and Hk(X) and πk(X) are finitely generated abelian groups for any k,
then we have N∗E(X) = NE(X) ≤ dim(X) by Corollary 42 and Theorem 2 of Choi and Lee
[4].
We also have a relation N∗E(X) ≤ N∗E(X) + 1 by Proposition 43.
(3) The self-closeness number NE(X) in Definition 2 is homotopy invariant as we see by an
argument similar to the proof of Proposition 37. In Definition 2 we assumed that X is a
0-connected space to define NE(X). If X is not 0-connected, then NE(X) is not defined
when the components which do not contain base point have non-zero homotopy groups. If
X is a 0-connected CW-complex, then NE(X) is determined for some k = 0, 1, 2, 3, · · · or
∞ as is discussed in Choi and Lee [4].
Example 39 (1) It is not difficult to prove: NE(Sn) = N∗E(S
n) = N∗E(Sn) = n and
NE(CPn) = N∗E(CP
n) = N∗E(CPn) = 2.
(2) If X =
∨∞
n=1 S
n, then N∗E(X) =∞.
Our method used in the discussion of Section 2 can be effectively applied in the section to prove
some relations among NE(X), N∗E(X) and N
∗E(X).
Proposition 40 Let n ≥ 2. Let f : X → X be a self-map.
(1) If X is a 0-connected space and f♯ : πi(X)→ πi(X) is an isomorphism for any i ≤ n and
Hn(X) is a finitely generated abelian group, then f∗ : Hi(X) → Hi(X) is an isomorphism
for any i ≤ n.
(2) If X is 1-connected and f∗ : Hi(X)→ Hi(X) is an isomorphism for any i ≤ n and πn(X)
is a finitely generated abelian group, then f♯ : πi(X) → πi(X) is an isomorphism for any
i ≤ n.
(3) If f∗ : Hi(X)→ Hi(X) is an isomorphism for any i ≤ n, then f
∗ : Hi(X)→ Hi(X) is an
isomorphism for any i ≤ n.
Proof. (1) If f♯ : πi(X)→ πi(X) is an isomorphism for any i ≤ n, then f∗ : Hi(X)→ Hi(X)
is an isomorphism for any i ≤ n − 1 and f∗ : Hn(X) → Hn(X) is surjective (by the Whitehead
theorem, (7.13) Theorem of Whitehead [29]) and hence an isomorphism since Hn(X) is a finitely
generated abelian group.
(2) If X is 1-connected and f∗ : Hi(X) → Hi(X) is an isomorphism for any i ≤ n, then
f♯ : πi(X)→ πi(X) is an isomorphism for any i ≤ n− 1 and f∗ : Hn(X)→ Hn(X) is surjective
(by the Whitehead theorem) and hence an isomorphism since πn(X) is a finitely generated abelian
group.
(3) Suppose that f∗ : Hi(X)→ Hi(X) is an isomorphism for any i ≤ n. We have a funtorial short
exact sequence (the universal coefficient theorem):
0 −→ Ext(Hq−1(X),Z) −→ H
q(X) −→ Hom(Hq(X),Z) −→ 0
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for any q by Corollary 53.2 (p.323) of Munkres [17] or 3 Theorem (p.243) of Spanier [23]. By the
naturality of the above exact sequence and the five lemma, we see that f∗ : Hi(X)→ Hi(X) is an
isomorphism for any i ≤ n. 
In the following we assume that each ofNE(X), N∗E(X) andN∗E(X) are defined as 0, 1, 2, 3, · · ·
or ∞ when we discuss equalities or inequalities among them.
Theorem 41 (1) NE(X) ≤ N∗E(X) if X is 0-connected and Hk(X) is a finitely generated
abelian group for k = N∗E(X).
(2) N∗E(X) ≤ NE(X) if X is 1-connected and πk(X) is a finitely generated abelian group for
k = NE(X).
(3) N∗E(X) ≤ N
∗E(X) for any space X.
Proof. (1) Let k = N∗E(X). Assume that f♯ : πi(X) → πi(X) is an isomorphism for any
i ≤ k. Then by Proposition 40(1), we see f∗ : Hi(X) → Hi(X) is an isomorphism for any
i ≤ k since Hk(X) is a finitely generated abelian group. It follows that f ∈ E(X) and hence
NE(X) ≤ N∗E(X).
(2) Let k = NE(X). Assume that f∗ : Hi(X) → Hi(X) is an isomorphism for any i ≤ k. Then
by Proposition 40(2), we see f♯ : πi(X)→ πi(X) is an isomorphism for any i ≤ k since πk(X) is
a finitely generated abelian group. It follows that f ∈ E(X) and hence N∗E(X) ≤ NE(X).
(3) Let k = N∗E(X). Assume that f∗ : Hi(X)→ Hi(X) is an isomorphism for any i ≤ k. Then
by Proposition 40(3), we see f∗ : Hi(X) → Hi(X) is an isomorphism for any i ≤ k. It follows
that f ∈ E(X) and hence N∗E(X) ≤ N
∗E(X). 
Corollary 42 N∗E(X) = NE(X) if X is 1-connected and Hk(X) and πk(X) are finitely generated
abelian groups for any k.
Proof. We have the result by Parts (1) and (2) of Theorem 41. 
Proposition 43 N∗E(X) ≤ N∗E(X) + 1 if Hq(X) is finitely generated for any q.
Proof. By 12 Theorem of Spanier [23] (p.248), if Hq(X) is finitely generated abelian groups for
any q, we have the following exact sequence:
0→ Ext(Hq+1(X),Z)→ Hq(X)→ Hom(H
q(X),Z)→ 0.
Let k = N∗E(X). Assume that f
∗ : Hi(X)→ Hi(X) is an isomorphism for any i ≤ k + 1. Then
by the above exact sequence, we see f∗ : Hi(X) → Hi(X) is an isomorphism for any i ≤ k. It
follows that f ∈ E(X) and hence N∗E(X) ≤ k + 1 = N∗E(X) + 1. 
Example 44 Let n ≥ 2 and X = Sn ∨M(Z/2, n). Then we have NE(X) = N∗E(X) = n and
N∗E(X) = n+ 1.
Theorem 45 (1) If X is 1-connected and Hk+1(X) = 0 for k = NE(X), then N∗E(X) ≤
NE(X).
(2) If X is 0-connected and πk+1(X) = 0 for k = N∗E(X), then NE(X) ≤ N∗E(X).
(3) Let X be a space such that Hi(X) is finitely generated for any i. If H
k+1(X) is free for
k = N∗E(X), then N
∗E(X) ≤ N∗E(X).
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Proof. (1) Assume that NE(X) = k. Suppose that f : X → X is a map such that f∗ : Hi(X)→
Hi(X) is an isomorphism for any i ≤ k. By the Whitehead Theorem (7.13) on p.181 of [29], we
see that f♯ : πi(X)→ πi(X) is an isomorphism for any i ≤ k (and epimorphism for i = k + 1). It
follows that f is a homotopy equivalence.
(2) Assume that N∗E(X) = k. Suppose that f : X → X is a map such that f♯ : πi(X)→ πi(X) is
an isomorphism for any i ≤ k. By the Whitehead theorem (7.13) of [29], we see that f∗ : Hi(X)→
Hi(X) is an isomorphism for any i ≤ k (and epimorphism for i = k + 1). It follows that f is a
homotopy equivalence.
(3) Assume that N∗E(X) = k. Suppose that f : X → X is a map such that f
∗ : Hi(X)→ Hi(X)
is an isomorphism for any i ≤ k. By 12 Theorem (p.248) of Spanier [23], we have a funtorial short
exact sequence
0 −→ Ext(Hq+1(X),Z) −→ Hq(X)
h
−−→ Hom(Hq(X),Z) −→ 0
for any q. We see Ext(Hk+1(X),Z) = 0, since Hk+1(X) is free. It follows then that f∗ : Hi(X)→
Hi(X) is an isomorphism for any i ≤ k and hence f is a homotopy equivalence. 
Choi and Lee proved the following relation in Theorem 3 of [4]:
NE(X × Y ) ≥ max{NE(X), NE(Y )}.
We can show the following relations for N∗E(X × Y ) and N
∗E(X × Y ):
Proposition 46 Let X and Y be any spaces. Then,
(1) N∗E(X × Y ) ≥ max{N∗E(X), N∗E(Y )}.
(2) N∗E(X × Y ) ≥ max{N∗E(X), N∗E(Y )}.
Proof. (1) Let N∗E(X × Y ) = k and max{N∗E(X), N∗E(Y )} = N∗E(X). Assume that a map
f : X → X satisfies f∗ : Hi(X)
∼=
−−→ Hi(X) for any i ≤ k. Then
(f × 1Y )∗ : Hi(X × Y ) =
⊕
0≤t≤i
Hi−t(X)⊗Ht(Y )⊕
⊕
0≤t≤i−1
Tor(Hi−1−t(X), Ht(Y ))
Φ
−−−→
⊕
0≤t≤i
Hi−t(X)⊗Hi(Y )⊕
⊕
0≤t≤i−1
Tor(Hi−1−t(X), Ht(Y )) = Hi(X × Y )
is an isomorphism for any i ≤ k, where Φ = ⊕(f∗ ⊗ 1Y ∗)⊕ Tor(f∗, 1Y ∗). Then there exists a map
G : X × Y → X × Y such that (f × 1Y ) ◦G ≃ 1X×Y ≃ G ◦ (f × 1Y ).
Let iX : X → X × Y be the inclusion and pX : X × Y → X the projection. Consider the
following commutative diagram:
X × Y
f×1Y // X × Y
G // X × Y
pX

f×1Y // X × Y
pX

X
iX
OO
f // X
iX
OO
pX◦G◦iX // X
f // X
Since (f × 1Y ) ◦ iX = iX ◦ f and pX ◦ (f × 1Y ) = f ◦ pX , we have
(pX ◦G ◦ iX) ◦ f = pX ◦G ◦ (f × 1Y ) ◦ iX ≃ pX ◦ 1X×Y ◦ iX = 1X ;
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f ◦ (pX ◦G ◦ iX) = pX ◦ (f × 1Y ) ◦G ◦ iX ≃ pX ◦ 1X×Y ◦ iX = 1X .
Therefore, f ∈ E(X) and hence N∗E(X) ≤ k = N∗E(X × Y ).
(2) Let N∗E(X×Y ) = k and max{N∗E(X), N∗E(Y )} = N∗E(Y ). Assume that a map f : Y → Y
satisfies f∗ : Hi(Y )
∼=
−−→ Hi(Y ) for any i ≤ k. Then
(1X × f)
∗ : Hi(X × Y ) =
⊕
0≤t≤i
Hom(Hi−t(X), H
t(Y )) ⊕
⊕
0≤t≤i−1
Ext(Hi−1−t(X), H
t(Y ))
Ψ
−−−→
⊕
0≤t≤i
Hom(Hi−t(X), H
i(Y ))⊕
⊕
0≤t≤i−1
Ext(Hi−1−t(X), H
t(Y )) = Hi(X × Y )
is an isomorphism for any i ≤ k, where Ψ = Hom(1X∗, f
∗) ⊕ Ext(1X∗, f
∗). Then there exists a
map G : X × Y → X × Y such that (1X × f) ◦G ≃ 1X×Y ≃ G ◦ (1X × f). Then by an argument
similar to Part (1), we have N∗E(Y ) ≤ k = N∗E(X × Y ).
In the formula of Exercise 3.6.1 (p.90) of Weibel [28]:
0→
⊕
p+q=n−1
Ext(Hp(P ), H
q(Q))→ Hn(Hom(P,Q))→
⊕
p+q=n
Hom(Hp(P ), H
q(Q))→ 0,
if we use the singular chain complex P = S∗(X) and the singular cochain complexQ = Hom(S∗(Y ),Z)
and the isomorphism
Hom(S∗(X)⊗ S∗(Y ),Z) ∼= Hom(S∗(X),Hom(S∗(Y ),Z)),
then we have the above Ku¨nneth formula. 
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