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TRANSFER PRINCIPLES FOR BOUNDS OF MOTIVIC
EXPONENTIAL FUNCTIONS
RAF CLUCKERS, JULIA GORDON, AND IMMANUEL HALUPCZOK
Abstract. We study transfer principles for upper bounds of mo-
tivic exponential functions and for linear combinations of such
functions, directly generalizing the transfer principles from [7] and
[13, Appendix B]. These functions come from rather general os-
cillatory integrals on local fields, and can be used to describe e.g.
Fourier transforms of orbital integrals. One of our techniques con-
sists in reducing to simpler functions where the oscillation only
comes from the residue field.
1. Introduction
After recalling concrete motivic exponential functions and their sta-
bility under taking integral transformations, we study transfer princi-
ples for bounds of motivic exponential functions and their linear combi-
nations. In this context, transfer means switching between local fields
with isomorphic residue field (in particular between positive and mixed
characteristic). By the word concrete (in the first sentence), we mean
that we work uniformly in all local fields of large enough residue field
characteristic, as opposed to genuinely motivic as done in [7]; this set-
ting is perfectly suited for transfer principles, which are, indeed, about
local fields.
Our results relate to previously known transfer principles (from [7],
[1], and [13, Appendix B]) as follows. The principle given by Theorem
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3.1 below, which allows to transfer bounds on motivic exponential func-
tions, generalizes both the transfer principle of [7, Proposition 9.2.1],
where, one can say, the upper bound was identically zero, and the
transfer principle of [13, Theorem B.7], where the case without oscilla-
tion is treated. A generalization to C exp (instead of C ) of Theorem B.6
of [13](which contains a statement about uniformity across all comple-
tions of a given number field rather than a transfer principle) is left to
future work, since it requires different, and deeper, proof techniques.
The results in this paper are independent of the transfer principles
of [1] about e.g., loci of integrability, and in fact, our proofs are closer
to the ones of [7], and can avoid the heavier machinery from [1].
After Theorem 3.1, we give some further generalizations which treat
C-linear combinations of motivic exponential functions, uniformly in
the complex scalars. Specifically, we obtain transfer principles for linear
(in-)dependence and for upper bounds of linear combinations of motivic
exponential functions (or rather, their specializations for any local field
F with large residue field characteristic), see Theorem 3.2, Proposition
3.3 and Corollary 3.4.
A key proof technique that we share with [7] consists in reducing
from general motivic exponential functions to simpler functions where
the oscillation only comes from additive characters on the residue field.
We recall these classes of functions with their respective oscillatory
behavior in Section 2.
Let us finally mention that the transfer principles of [7] have been
applied in [4] and [14, Appendix] to obtain the Fundamental Lemma
of the Langlands program in characteristic zero (see also [11]), and
the ones of [1] have been used in [3] to show local integrability of
Harish-Chandra characters in large positive characteristic. The results
of this paper may apply to a wide class of p-adic integrals, e.g. orbital
integrals and their Fourier transforms. We will leave the study of such
applications to future work.
Acknowledgments. The authors are grateful to T. Hales, F. Loeser
and J. Denef whose influence on the subject of motivic integration is
and has always been very important. Special thanks to T. Hales for
suggesting to look at a statement like Proposition 3.3.
2. Motivic exponential functions
In a nutshell, motivic functions are a natural class of functions from
(subsets of) valued fields to C, built from functions on the valued fields
that are definable in the Denef-Pas language; the class is closed un-
der integration. Motivic exponential functions are a bigger such class,
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incorporating additive characters of the valued field. These functions
were introduced in [7], and the strongest form of stability under inte-
gration for these functions was proved in [1]. (Constructible functions
without oscillation and on a fixed p-adic field were introduced earlier
by Denef in [10].) We start with recalling three classes of functions, C ,
C e, and C exp, which have, so to speak, increasing oscillatory richness,
and each one is stable under integration, see Theorem 2.8.
Motivic functions. We recall some terminology of [6] and [7], with
the same focus as in [2] (namely uniform in the local field, as opposed
to an approach with Grothendieck rings).
Fix a ring of integers Ω of a number field, as base ring.
Definition 2.1. Let LocΩ be the collection of all triples (F, ι,̟), where
F is a non-Archimedean local field which allows at least one ring ho-
momorphism from Ω to F , the map ι : Ω → F is such a ring homo-
morphism, and ̟ is a uniformizer for the valuation ring of F . Here,
by a non-Archimedean local field we mean a finite extension of Qp or
Fp((t)) for any prime p.
Given an integer M , let LocΩ,M be the collection of (F, ι,̟) in LocΩ
such that the residue field of F has characteristic at least M .
For a non-Archimedean local field F , write OF for its valuation ring
with maximal ideal MF and residue field kF with qF elements.
We will use the Denef-Pas language with coefficients from Ω[[t]] for
our fixed ring of integers Ω. We denote this language by LΩ.
Definition 2.2. The language LΩ has three sorts, VF for the valued
field, RF for the residue field, and a sort for the value group which we
simply call Z, since we will only consider structures where it is actually
equal to Z. On VF, one has the ring language and coefficients from
the ring Ω[[t]]. On RF, one has the ring language. On Z, one has the
Presburger language, namely the language of ordered abelian groups
together with constant symbols 0, 1, and symbols ≡n for each n > 0
for the congruence relation modulo n. Finally, one has the symbols ord
for the valuation map from the valued field minus 0 to Z, and ac for
an angular component map from the valued field to the residue field.
It was an important insight of Denef that one has elimination of
valued field quantifiers for first order formulas in this language LΩ,
and this was worked out by his student Pas in [12]. Indeed, quantifier
elimination is a first step to understanding the geometry of the defin-
able sets and functions. Another geometrical key result and insight by
Denef ([9], [12], [6]) is the so-called cell decomposition, which is behind
Proposition 4.4.
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The language LΩ is interpreted in any (F, ι,̟) in LocΩ in the obvious
way, where t is interpreted as ̟ and where ac is defined by
ac(u̟ℓ) = u¯ and ac(0) = 0
for any u ∈ O×F and ℓ ∈ Z, u¯ being reduction modulo MF . We will
abuse notation by notationally identifying F and (F, ι,̟) ∈ LocΩ.
Any LΩ-formula ϕ gives a subset ϕ(F ) of F
n×kmF ×Z
r for F ∈ LocΩ
for some n,m, r only depending on ϕ, by taking the F -rational points
on ϕ in the sense of model theory (see Section 2.1 of [2] for more
explanation). This leads us to the following handy definition.
Definition 2.3. A collection X = (XF )F∈LocΩ,M of subsets XF ⊂ F
n×
kmF × Z
r for some M,n,m, r is called a definable set if there is an LΩ-
formula ϕ such that XF = ϕ(F ) for each F in LocΩ,M (see Remark
2.5).
By Definition 2.3, a “definable set” is actually a collection of sets
indexed by F ∈ LocΩ,M ; such practice is often used in model theory
and also in algebraic geometry. A particularly simple definable set
is (F n × kmF × Z
r)F , for which we use the simplified notation VF
n ×
RFm × Zr. We apply the typical set-theoretical notation to definable
sets X, Y , e.g., X ⊂ Y (if XF ⊂ YF for each F ∈ LocΩ,M for some M),
X × Y , and so on, which may increase M if necessary.
Definition 2.4. For definable sets X and Y , a collection f = (fF )F
of functions fF : XF → YF for F ∈ LocΩ,M for some M is called
a definable function and denoted by f : X → Y if the collection of
graphs of the fF is a definable set.
Remark 2.5. For a definable set X as in Definition 2.3, we are usually
only interested in (XF )F∈LocΩ,M for M sufficiently big, and thus, we
often allow ourselves to replace M by a larger number if necessary,
without saying so explicitly; also the uniform objects defined below in
Definitions 2.6, 2.7, and so on, are only interesting for M sufficiently
large. In model theoretic terms, we are using the theory of all non-
archimedean local fields, together with, for each M > 0, an axiom
stating that the residue characteristic is at leastM . Note however that
a more general theory of uniform integration which works uniformly in
all local fields of mixed characteristic (but not in local fields of small
positive characteristic), is under development in [5] and will generalize
[8].
For motivic functions, definable functions are the building blocks, as
follows.
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Definition 2.6. Let X = (XF )F∈LocΩ,M be a definable set. A collection
H = (HF )F of functions HF : XF → R is called a motivic function on
X if there exist integers N , N ′, and N ′′, nonzero integers aiℓ, definable
functions αi : X → Z and βij : X → Z, and definable sets Yi ⊂
X × RFri such that for all F ∈ LocΩ,M and all x ∈ XF
HF (x) =
N∑
i=1
#Yi,F,x · q
αiF (x)
F ·
( N ′∏
j=1
βijF (x)
)
·
( N ′′∏
ℓ=1
1
1− qaiℓF
)
,
where Yi,F,x is the finite set {y ∈ k
ri
F | (x, y) ∈ Yi,F}.
We write C (X) to denote the ring of motivic functions on X.
The precise form of this definition is motivated by the property that
motivic functions behave well under integration (see Theorem 2.8).
Motivic exponential functions. For any local field F , let DF be the
set of the additive characters ψ on F that are trivial on the maximal
idealMF of OF , nontrivial on OF , and such that, for x ∈ OF , one has
(2.6.1) ψ(x) = e(TrkF /Fp(x¯))
with x¯ the reduction of x moduloMF and where qF is an integer power
of the prime number p, and where e : Fp → C sends a ∈ {0, . . . , p− 1}
to exp(2πia
p
) for some fixed complex square root i of −1. Expressions
involving additive characters of p-adic fields often give rise to exponen-
tial sums, and this explains the term “exponential” in the definition
below.
Definition 2.7. Let X = (XF )F∈LocΩ,M be a definable set. A collection
H = (HF,ψ)F,ψ of functionsHF,ψ : XF → C for F ∈ LocΩ,M and ψ ∈ DF
is called a motivic exponential function on X if there exist integers
N > 0 and ri ≥ 0, motivic functions Hi = (HiF )F on X, definable sets
Yi ⊂ X × RF
ri and definable functions gi : Yi → VF and ei : Yi → RF
for i = 1, . . . , N , such that for all F ∈ LocΩ,M , all ψ ∈ DF and all
x ∈ XF
(2.7.1) HF,ψ(x) =
N∑
i=1
HiF (x)
( ∑
y∈Yi,F,x
ψ
(
giF (x, y)+eiF (x, y)
))
,
where ψ(a+v) for a ∈ F and v ∈ kF , by abuse of notation, is defined as
ψ(a+ u), with u any unit in OF such that u¯ = v, which is well defined
by (2.6.1). We write C exp(X) to denote the ring of motivic exponential
functions on X. Define the subring C e(X) of C exp(X) consisting of
those functions H as in (2.7.1) such that all giF are identically van-
ishing. Note that for H ∈ C e(X), HF,ψ does not depend on ψ ∈ DF
because of (2.6.1), so we will just write HF instead.
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Compared to Definition 2.6, the counting operation # has been re-
placed by taking exponential sums, which makes the motivic exponen-
tial functions a richer class than the motivic functions. Indeed, note
that the sum as above gives just #(YiF )x in the case that giF = 0 and
eiF = 0.
Integration. To integrate a motivic function f on a definable set X,
we need a uniformly given family of measures on eachXF . ForX = VF,
we put the Haar measure on XF = F so that OF has measure 1; on kF
and on Z, we use the counting measure and forX ⊂ VFn×RFm×Zr we
use the measure onXF induced by the product measure on F
n×kmF ×Z
r.
To obtain other motivic measures on definable sets X, one can also use
measures associated to “definable volume forms”, see Section 2.5 of [2],
[6, §8], and Section 12 of [8].
Maybe the most important aspect of these motivic functions is that
they have nice and natural properties related to integration, see e.g. the
following theorem about stability, which generalizes Theorem 9.1.4 of
[7] (see also Theorem 4.1.1 of [7]).
Theorem 2.8 ([1, Theorem 4.3.1]). Let f be in C (X × Y ), resp. in
C e(X × Y ) or in C exp(X × Y ), for some definable sets X and Y , with
Y equipped with a motivic measure µY . Then there exist a function I
in C (X), resp. in C e(X) or C exp(X) and an integer M > 0 such that
for each F ∈ LocΩ,M , each ψ ∈ DF and for each x ∈ XF one has
IF (x) =
∫
y∈YF
fF (x, y) dµYF , resp. IF,ψ(x) =
∫
y∈YF
fF,ψ(x, y) dµYF ,
whenever the function YF → C : y 7→ fF (x, y), resp. y 7→ fF,ψ(x, y), is
in L1.
Proof. The cases C and C exp are treated in [1], Theorems 4.3.1 and
4.4.3. The proof for C exp in [1] goes through also for C e. (A more
direct and simpler proof for C e can also be given, by reducing to the
case for C using residual parameterizations as in Definition 4.5.1 of
[1].) 
3. Transfer principles for bounds and linear
combinations
In this section, we state the main results of this article.
The following statement allows one to transfer bounds which are
known for local fields of characteristic zero to local fields of positive
characteristic, and vice versa.
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Theorem 3.1 (Transfer principle for bounds). Let X be a definable
set, let H be in C exp(X) and let G be in C e(X). Then there exist M
and N such that, for any F ∈ LocΩ,M , the following holds. If
(3.1.1) |HF,ψ(x)|C ≤ |GF (x)|C for all (ψ, x) ∈ DF ×XF
then, for any local field F ′ with the same residue field as F , one has
(3.1.2) |HF ′,ψ(x)|C ≤ N · |GF ′(x)|C for all (ψ, x) ∈ DF ′ ×XF ′.
Moreover, one can take N = 1 if H lies in C e(X).
As mentioned in the introduction, the case where G = 0 is [7, Propo-
sition 9.2.1], and the case that both H and G lie in C (X) is [13, The-
orem B.7].
We also show the following strengthening of Theorem 3.1, for linear
combinations.
Theorem 3.2 (Transfer principle for bounds of linear combinations).
Let X be a definable set, let Hi be in C
exp(X) for i = 1 . . . , ℓ, and
let G be in C e(X). Then there exist M and N such that, for any
F ∈ LocΩ,M , the following holds for any c = (ci)i in C
ℓ. If
(3.2.1) |
ℓ∑
i=1
ciHi,F,ψ(x)|C ≤ |GF (x)|C for all (ψ, x) ∈ DF ×XF
then, for any local field F ′ with the same residue field as F , one has
(3.2.2) |
ℓ∑
i=1
ciHi,F ′,ψ(x)|C ≤ N · |GF ′(x)|C for all (ψ, x) ∈ DF ′ ×XF ′.
Moreover, one can take N = 1 if the Hi lie in C
e(X).
The key improvement of Theorem 3.2 (compared to Theorem 3.1) is
that the choice of M and N works uniformly in c.
Although in our proofs, the integer N of Theorems 3.1 and 3.2 ap-
pears naturally, it is not unconceivable that one can take N close to 1
even when H does not lie in C e(X).
The first statement of the following proposition allows to transfer lin-
ear (in-)dependence of motivic exponential functions; its proof follows
quite directly from transfer of identical vanishing of motivic functions
(the G = 0 case of Theorem 3.1). The second statement describes how
the coefficients in a linear relation can depend on the local field, the
additive character, and parameters; see below for more explanation.
Proposition 3.3 (Transfer principle for linear dependence). Let X
and Y be definable sets and let Hi be in C
exp(X × Y ) for i = 1 . . . , ℓ.
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(1) There exists M such that, for any F, F ′ ∈ LocΩ,M with kF ∼=
kF ′, the following holds:
If for each ψ ∈ DF and each y ∈ YF the functions Hi,F,ψ(·, y) :
XF → C for i = 1, . . . , ℓ are linearly dependent, then, also for
each ψ ∈ DF ′ and each y ∈ YF ′, the functions Hi,F ′,ψ(·, y) are
linearly dependent.
(2) Let moreover G be in C exp(X×Y ). Then there exists a definable
set W and functions Ci and D in C
exp(W×Y ) such that the fol-
lowing holds for M sufficiently big. For every F ∈ LocΩ,M , for
every ψ ∈ DF , and for every y ∈ YF , if the functions Hi,F,ψ(·, y)
(on XF ) are linearly independent and
GF,ψ(·, y) =
ℓ∑
i=1
ciHi,F,ψ(·, y)
for some ci ∈ C, then DF,ψ(·, y) is not identically zero on WF ,
and for all w ∈ WF
DF,ψ(w, y)ci = Ci,F,ψ(w, y).
The second part of the proposition, essentially, states that the co-
efficients ci are ratios of motivic exponential functions. However, our
proof needs an additional parameter w to write the ci as ratios: both,
Ci and D depend on w and only their quotient is independent of w,
for w with DF,ψ(w, y) nonzero. Note that despite this complication,
the proposition permits to apply transfer principles to the constants
ci. (One of course does not need w if there is a definable function
h : Y →W such that DF,ψ ◦ hF is nowhere zero.)
Proposition 3.3 naturally applies also in case that the Hi and G
are in C exp(Z) for some definable subset Z of X × Y , instead of in
C exp(X × Y ). Indeed, one can extend the Hi by zero outside Z and
apply the proposition to these extensions.
Finally, we note the following corollary of Theorem 3.2, showing that
the complex coefficients of a linear relation between motivic exponen-
tial functions stay the same (regardless of their motivic interpretation
as in Proposition 3.3 above) in situations where these coefficients are
independent of the additive character. This independence is a strong
assumption, but note that it in particular applies to arbitrary linear
relations of motivic non-exponential functions.
Corollary 3.4 (Transfer principle for coefficients of linear relations).
Let X be a definable set and let Hi be in C
exp(X) for i = 1 . . . , ℓ. Then
there exists M such that, for any F ∈ LocΩ,M , the following holds for
any c = (ci)i in C
ℓ.
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If
ℓ∑
i=1
ciHi,F,ψ = 0 on XF for all ψ ∈ DF ,
then, for any F ′ ∈ LocΩ,M with kF ∼= kF ′, one also has
ℓ∑
i=1
ciHi,F ′,ψ′ = 0 on XF ′ for all ψ
′ ∈ DF ′.
Proof. Just apply Theorem 3.2 with G = 0. 
4. Proofs of the transfer principles
Before proving Theorem 3.1, we give a proposition relating the square
of the complex modulus of a motivic exponential function to the com-
plex modulus of a function where the oscillation only comes from the
residue field.
Proposition 4.1. Let H be in C exp(X) for some definable set X. Then
there exist H˜ in C e(X) and integers M and N such that for all F ∈
LocΩ,M the following hold for all x ∈ XF .
(1) There is ψ1 in DF (depending on x) such that
1
N
|H˜F (x)|C ≤ |HF,ψ1(x)|
2
C.
(2) For all ψ in DF , one has
|HF,ψ(x)|
2
C ≤ |H˜F (x)|C.
The proof of Proposition 4.1 uses an elementary result from Fourier
analysis, which we now recall.
Lemma 4.2. Consider a finite abelian group G with dual group Gˆ and
with |G| elements. For any function f : G→ C one has
1
|G|
‖fˆ‖sup ≤ ‖f‖sup ≤ ‖fˆ‖sup
where ‖ · ‖sup is the supremum norm and fˆ the Fourier transform of f ,
namely
fˆ(ϕ) =
∑
x∈G
f(x)ϕ(x) for ϕ ∈ Gˆ.
Proof. Clearly one has
‖f‖sup ≤ ‖f‖2 ≤
√
|G|‖f‖sup,
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and similarly for fˆ , where ‖·‖2 is the L2-norm, namely ‖f‖2 =
√∑
g∈G |f(g)|
2
C.
By Plancherel identity one has√
|G|‖f‖2 = ‖fˆ‖2.
The lemma follows. 
Corollary 4.3. Consider a finite abelian group G with dual group Gˆ.
Consider a function
f : Gˆ→ C : ϕ 7→
s∑
j=1
cjϕ(yj)
for some complex numbers cj and some distinct yj ∈ G. Then there
exists ϕ0 ∈ Gˆ with
sup
1≤j≤s
|cj|C ≤ |f(ϕ0)|C.
Note that Corollary 4.3 generalizes Lemma 9.2.3 of [7], a basic in-
gredient for proving the transfer principle [7, Proposition 9.2.1].
We will use the simple fact that for n complex numbers ai, one has
(4.3.1)
n∑
i=1
|ai|
2
C ≤ (
n∑
i=1
|ai|C)
2 ≤ n ·
n∑
i=1
|ai|
2
C.
Proof of Proposition 4.1. Recall that we allow ourselves to increase M
whenever necessary without further mentioning. By “for every F ” we
shall always mean for F ∈ LocΩ,M .
Consider a general H in C exp(X) and write it as in (2.7.1):
(4.3.2) HF,ψ(x) =
∑
i
HiF (x)
( ∑
y∈Yi,F,x
ψ
(
giF (x, y) + eiF (x, y)
))
.
We will start by grouping the summands of the sum over y according to
the value of giF (x, y) modulo OF . This is done as follows. For each x ∈
XF , the union of the images AF,x :=
⋃
i giF (Yi,F,x) is finite. Therefore,
the cardinality #AF,x is bounded by some N
′ > 0 (independently of
x and F ), and by cell decomposition (in the form of Theorem 7.2.1 of
[6]), there exists a definable set X ′ ⊂ X × RFt (for some t ≥ 0) and
a definable function g′ : X ′ → VF inducing a bijection X ′F,x → AF,x
for every F and x (where X ′F,x is the fiber of X
′
F over x ∈ XF ). This
allows us to write H as
(4.3.3) HF,ψ(x) =
∑
x′∈X′
F,x
ψ(g′F (x
′))H ′F (x
′).
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for a suitable H ′ ∈ C e(X ′); indeed, we can take H ′ such that
H ′F (x
′) =
∑
i
HiF (π(x
′))
∑
y∈Yi,F,x
giF (x,y)=g
′
F (x
′)
π(x′)=x
ψ
(
eiF (x, y)
)
,
where π : X ′ → X is the projection and with notation as in (2.7.1)
concerning ψ(ξ) for ξ ∈ kF , which does not depend on ψ since it is
fixed by (2.6.1).
This construction ensures that for x′, x′′ ∈ X ′F,x with x
′ 6= x′′, we
have g′F (x
′) 6= g′F (x
′′). We can even achieve that for such x′, x′′ we have
(4.3.4) ord(g′F (x
′)− g′F (x
′′)) < 0,
by modifying giF and eiF in (4.3.2) in such a way that g
′
F (x
′) 6= g′F (x
′′)
already implies (4.3.4). To this end, replace giF (x, y) by the arithmetic
mean of the (finite) set AF,x ∩ (giF (x, y) +OF ) and change eiF , using
the additivity of ψ, to make up for this modification.
Let G′ be a function in C e(X ′) such that for all F ,
(4.3.5) G′F = |H
′
F |
2
C.
Such G′ exists by multiplying (uniformly in F ) H ′F with its complex
conjugate which is constructed by replacing the arguments (appearing
in H ′) of the additive character on the residue field by their additive
inverses, similarly to the proof of Lemma 4.5.9 of [1]. Now define H˜
such that
(4.3.6) H˜F (x) = N
′ ·
∑
x′, πF (x′)=x
G′F (x
′)
for each F and each x ∈ XF , and let N be N
′2. We claim that H˜
and N are as desired. Firstly, H˜ lies in C e(X) by Theorem 2.8. From
(4.3.1), (4.3.3) and (4.3.5) it follows that
|HF,ψ(x)|
2
C ≤ |H˜F (x)|C for all (ψ, x) in DF ×XF .
We now show that for each x ∈ XF there is ψ1 in DF such that
(4.3.7)
1
N
|H˜F (x)|C ≤ |HF,ψ1(x)|
2
C.
Fix F and x ∈ XF . From Corollay 4.3, applied to a large enough finite
subgroup G of F/OF so that G contains g
′
F (x
′) mod OF for all x
′ with
π(x′) = x, one finds ψ1 in DF such that
sup
x′, πF (x′)=x
|H ′F (x
′)|C ≤ |HF,ψ1(x)|C.
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Hence, from (4.3.1) again,∑
x′, πF (x′)=x
|H ′F (x
′)|2C ≤ N
′|HF,ψ1(x)|
2
C,
and thus
1
N
H˜F (x) =
N ′
N
∑
x′, πF (x′)=x
|H ′F (x
′)|2C ≤
N ′2
N
|HF,ψ1(x)|
2
C = |HF,ψ1(x)|
2
C.
This shows (4.3.7). 
We will also use the following generalization of Proposition B.8 of
the appendix B of [13]. Intuitively, it says that functions in C e(S) (for
arbitrary definable S) only depend on value group and residue field
information.
Proposition 4.4. Let H be in C e(S×B) for some definable sets S and
B. Then there exist a definable function f : S×B → RFm×Zr×B for
some m ≥ 0 and r ≥ 0, which makes a commutative diagram with both
projections to B, and a function G in C e(RFm × Zr × B) such that,
for some M and all F in LocΩ,M , the function HF equals the function
GF ◦ fF , and such that GF vanishes outside the range of fF .
Proof. The proof is similar to the one for Proposition B.8 in Appendix
B of [13]. Let us write S ⊂ VFn ×RFa×Zb for some integers n, a and
b. It is enough to prove the lemma when n = 1 by a finite recursion ar-
gument. The case n = 1 follows from the Cell Decomposition Theorem
7.2.1 from [6]. Indeed, this result can be used to push the domains of
all appearing definable functions in the build-up of H into a set of the
form RFm × Zr, forcing them to have only residue field variables and
value group variables. 
Proof of Theorem 3.1. By Proposition 4.1 it is enough to consider the
case that H lies in C e(X) and to show that one can take N = 1 in this
case. Suppose that X is a definable subset of VFn×RFm×Zr. In the
case that n = 0, the proof goes as follows. By quantifier elimination,
any finite set of formulas needed to describe H and G can be taken to
be without valued field quantifiers. It follows that
(4.4.1) HF1 = HF2 and GF1 = GF2
for F1 and F2 in LocΩ,M with kF1
∼= kF2 and M large enough, and up
to identifying kF1 with kF2. This implies the case n = 0 with N = 1.
Now assume n > 0. By Proposition 4.4, there is a definable function
(4.4.2) f : X → RFm
′
× Zr
′
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for some m′, r′, and H˜ ∈ C e(RFm
′
× Zr
′
) and G˜ ∈ C e(RFm
′
× Zr
′
),
such that H = H˜ ◦ f and G = G˜ ◦ f and such that H˜ and G˜ vanish
outside the range of f . We finish the case of H in C e(X) by applying
the case n = 0 to H˜ and G˜. 
In order to prove Theorem 3.2, we will need the corresponding strength-
ening of Proposition 4.1, which goes as follows.
Proposition 4.5. Let Hi be in C
exp(X) for some definable set X and
for i = 1, . . . , ℓ for some ℓ > 0. Then there exist integersM and N , and
functions H˜i,s in C
e(X) for i, s = 1, . . . , ℓ, such that for all F ∈ LocΩ,M
the following conditions hold for all x ∈ XF and all c = (ci)i in C
ℓ.
(1) There is ψ1 in DF (depending on x and c) such that
1
N
|
ℓ∑
i,s=1
cic¯sH˜i,s,F (x)|C ≤ |
∑
i
ciHi,F,ψ1(x)|
2
C.
(2) For all ψ in DF , one has
|
∑
i
ciHi,F,ψ(x)|
2
C ≤ |
ℓ∑
i,s=1
cic¯sH˜i,s,F (x)|C.
Proof. We start by applying the construction from the beginning of the
proof of Proposition 4.1 to each of our functions Hi,F,ψ, i.e., we write
each of them in the form
(4.5.1) Hi,F,ψ(x) =
∑
x′∈X′
F,x
ψ(g′F (x
′))H ′i,F (x
′),
where X ′ ⊂ X×RFt has finite fibers X ′F,x which are bounded uniformly
in x ∈ XF and in F , H
′
i lies in C
e(X ′), g′ : X ′ → VF is definable, and
such that
(4.5.2) ord(g′F (x
′)− g′F (x
′′)) < 0
for any x′, x′′ ∈ X ′F,x with x
′ 6= x′′.
We can do this in such a way that neither X ′ nor g′ depends on i.
Indeed, first do the construction for each Hi,F,ψ separately, yielding sets
X ′i and functions g
′
i. Then let X
′ :=
⋃˙
iX
′
i be the disjoint union, set
g′F (x
′) := g′i,F (x
′) if x′ ∈ X ′i and extend H
′
i,F (x
′) from X ′i to X
′ by 0.
Finally, note that the same construction as in the proof of Proposition
4.1 allows us to assume that (4.5.2) holds on the whole of X ′.
Let G′i,s be functions in C
e(X ′) such that
(4.5.3)
ℓ∑
i,s=1
cic¯sG
′
i,s,F (x
′) = |
ℓ∑
i=1
ciH
′
i,F (x
′)|2C.
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(for all F and all x′ ∈ X ′F ). Such G
′
i,s exist by a similar argument
to the one explained for G′ in the proof of Proposition 4.1. Now use
Theorem 2.8 for each i to define H˜i,s in ∈ C
e(X) satisfying
(4.5.4) H˜i,s,F (x) = N
′ ·
∑
x′∈X′
F,x
G′i,s,F (x
′),
where N ′ ∈ N is some constant which we will fix later.
We claim that for a suitable choice of N ′, the functions H˜i,s are as
desired. Indeed, we have the following, where the relations “≈1” and
“≈2” are explained below.
∣∣∣∣∣
∑
i
ciHi,F,ψ(x)
∣∣∣∣∣
2
C
(4.5.1)
=
∣∣∣∣∣∣
∑
x′∈X′
F,x
ψ(g′F (x
′))
∑
i
ciH
′
i,F (x
′)
∣∣∣∣∣∣
2
C
≈1
∣∣∣∣∣∣
∑
x′∈X′
F,x
∣∣∣∣
∑
i
ciH
′
i,F (x
′)
∣∣∣∣
∣∣∣∣∣∣
2
C
≈2
∑
x′∈X′
F,x
∣∣∣∣
∑
i
ciH
′
i,F (x
′)
∣∣∣∣
2
C
(4.5.3)
(4.5.4)
=
1
N ′
∣∣∣∣
ℓ∑
i,s=1
cic¯sH˜i,s,I,F (x)
∣∣∣∣
C
The two sides of “≈2” differ at most by a constant, by the simple
fact (4.3.1) and since the sets X ′F,x are finite sets which are bounded
uniformly in x ∈ XF and F . At “≈1”, we have “≤”, which already
implies (2) of the proposition for a suitable choice of N ′, and we obtain
an estimate in the other direction in the same way as in the proof of
Proposition 4.1: By Corollary 4.3, and using (4.5.2), for each F and
each x, there exists a ψ1 ∈ DF such that∣∣∣∣∣∣
∑
x′∈X′
F,x
ψ1(g
′
F (x
′))
∑
i
ciH
′
i,F (x
′)
∣∣∣∣∣∣
C
≥ sup
x′∈X′
F,x
∣∣∣∣
∑
i
ciH
′
i,F (x
′)
∣∣∣∣;
now use once more that the cardinality of X ′F,x is uniformly bounded
to replace the supremum over x′ by the sum, and to obtain (1) of the
Proposition. 
Proof of Theorem 3.2. By Proposition 4.5 it is enough to consider the
case that the Hi lie in C
e(X) and to show that one can take N = 1
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in this case. But this case is proved as the proof for the corresponding
case of Theorem 3.1. 
It remains to prove Proposition 3.3. We do this by reducing to
the transfer principle of [7, Proposition 9.2.1]. The main ingredient
for this reduction is the following classical result, which shows that a
finite collection of functions being linearly dependent is equivalent to
some other function that can be constructed from this collection being
constantly zero.
Lemma 4.6. Let fi be complex-valued functions on some set A for
i = 1, . . . , n. Then there exists nonzero c = (ci)
n
i=1 in C
n such that
the function
∑n
i=1 cifi is identically vanishing on A if and only if the
determinant of the matrix
(fi(zj))i,j
is identically vanishing on An, where the zj are distinct variables, run-
ning over A for j = 1, . . . , n.
Proof. The implication “⇒” is easy, so let us assume that the given
determinant is identically vanishing on An. Choose as many points
z1, . . . , zr in A as possible such that the rows
(f1(z1), . . . , fn(z1))
...
(f1(zr), . . . , fn(zr))
are linearly independent. By the assumption on the determinant D,
we have r < n, hence there exists a linear dependence between the
columns, i.e., there are complex numbers a1, . . . , an, not all zero, such
that
(4.6.1) a1f1(zj) + · · ·+ anfn(zj) = 0
for every j ≤ r.
Now we claim that this implies
(4.6.2)
∑
aifi = 0 on A,
with ai as in (4.6.1). To verify this, choose any other point z in A. By
the choice of z1, . . . , zr, the row
(f1(z), . . . , fn(z))
can be written as a linear combination of the rows
(f1(zj), . . . , fn(zj)).
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This implies that (4.6.1) also holds for
(f1(z), . . . , fn(z)),
but this implies (4.6.2). 
Proof of Proposition 3.3. (1) Consider the function D in C exp(Xℓ×Y )
given by
DF,ψ(x1, . . . , xℓ, y) = det((Hi,F,ψ(xj , y))ij).
For each F , ψ and y, by Lemma 4.6, DF,ψ(·, y) is identically zero on
XℓF iff the Hi,F,ψ(·, y) for i = 1, . . . , ℓ are linearly dependent. Thus
the statement we want to transfer is that DF,ψ is identically zero on
XℓF × YF for all ψ. This follows from [7, Proposition 9.2.1] (which is
the case of Theorem 3.1 with G = 0).
(2) Set W := Xℓ and define D in C exp(W × Y ) as in (1).
Consider F , ψ, w = (x1, . . . , xℓ), y such that d := DF,ψ(w, y) 6= 0.
Then there exist unique c1, . . . , cℓ ∈ C such that
(4.6.3) GF,ψ(xj, y) =
∑
i
ciHi,F,ψ(xj , y) for 1 ≤ j ≤ ℓ.
By Cramer’s rule, the products ci · d are polynomials in GF,ψ(xj , y)
and Hi,F,ψ(xj , y), so there exist functions Ci in C
exp(W × Y ) such
that ci = Ci,F,ψ(w, y)/DF,ψ(w, y). These Ci (and this D) are as re-
quired: As noted in the proof of (1), if F , ψ and y are such that the
Hi,F,ψ(·, y) are linearly independent, then there exists a w ∈ WF such
that DF,ψ(w, y) 6= 0, and if GF,ψ(·, y) is a linear combintation of the
Hi,F,ψ(·, y), then for such a w, the coefficients ci from (4.6.3) are the
desired ones. 
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