Let (P 1 , · · · , P n ) be an n-tuple of projections in a unital C * -algebra A. We say (P 1 , · · · , P n ) is complete in A if A is the linear direct sum of the closed subspaces P 1 A, · · · , P n A. In this paper, we give some necessary and sufficient conditions for the completeness of (P 1 , · · · , P n ) and discuss the perturbation problem and topology of the set of all complete n-tuple of projections in A. Some interesting and significant results are obtained in this paper.
work to the set of C * -algebras and rings. They gave some equivalent conditions for decomposition R = P R ∔ Q R or R = R P ∔ R Q in [9] and [10] for idempotent elements P and Q in a unital ring R. They also characterized the Fredhomness of the difference of projections on H in [11] . For n ≥ 3, the question remains unknown so far. But there are some works concerning with this problem. For example, the estimation of the spectrum of the finite sum of projections on H is given in [1] and the C * -algebra generated by certain projections is investigated in [13] and [15] , etc.. Let P n (A) denote the set of n-tuple (n ≥ 2) of non-trivial projections in A and put PC n (A) = {(P 1 , · · · , P n ) ∈ P n (A) | P 1 A ∔ · · · ∔ P n A = A}.
It is worth to note that if A = B(H) and (P 1 , · · · , P n ) ∈ P n (B(H)), then (P 1 , · · · , P n ) ∈ PC n (B(H)) if and only if Ran(P 1 ) ∔ · · · ∔ Ran(P n ) = H (see Theorem 1.2 below).
In this paper, we will investigate the set PC n (A) for n ≥ 3. The paper consists of four sections. In Section 1, we give some necessary and sufficient conditions that make (P 1 , · · · , P n ) ∈ P n (A) be in PC n (A). In Section 2, using some equivalent conditions for (P 1 , · · · , P n ) ∈ PC n (A) obtained in §1, we obtain an explicit expression of P i 1 ∨ · · · ∨ P i k for {i 1 , · · · , i k } ⊂ {1, · · · , n}. We discuss the perturbation problems for (P 1 , · · · , P n ) ∈ PC n (A) in Section 3. We find an interesting result: if (P 1 , · · · , P n ) ∈ P n (A) with A = n i=1 P i invertible in A, then P i A −1 P j < (n − 1) A −1 A 2 −1 , i = j implies P i A −1 P j = 0, i = j, i, j = 1, · · · , n in this section. We show in this section that for given ǫ ∈ (0, 1), if (P 1 , · · · , P n ) ∈ P n (A) satisfies condition P i P j < ǫ, then there exists an n-tuple of mutually orthogonal projections (P ′ 1 , · · · , P ′ n ) ∈ P n (A) such that P i −P ′ i < 2(n−1)ǫ, i = 1, · · · , n, which improves a conventional estimate: P i − P ′ i < (12) n−1 n!ǫ, i = 1, · · · , n (cf. [8] ). In the final section, we will study the topological properties and equivalent relations on PC n (A).
1 Equivalent conditions for complete n-tuples of projections in C * -algebras
Let GL(A) (resp. U (A)) denote the group of all invertible (resp. unitary) elements in A. Let M k (A) denote matrix algebra of all k × k matrices over A. For any a ∈ A, we set a A = {ax| x ∈ A} ⊂ A.
Definition 1.
1. An n-tuple of projections (P 1 , · · · , P n ) in A is called complete in A, if (P 1 , · · · , P n ) ∈ PC n (A).
Theorem 1.2. Let (P 1 , · · · , P n ) ∈ P n (A). Then the following statements are equivalent:
(1) (P 1 , · · · , P n ) is complete in A.
(2) H ψ = Ran(ψ(P 1 )) ∔ · · · ∔ Ran(ψ(P n )) for any faithful representation (ψ, H ψ ) of A with ψ(1) = I.
(3) H ψ = Ran(ψ(P 1 )) ∔ · · · ∔ Ran(ψ(P n )) for some faithful representation (ψ, H ψ ) of A with ψ(1) = I.
j =i P j + λP i ∈ GL(A), i = 1, 2, · · · , n and ∀ λ ∈ [1 − n, 0).
(5) λ j =i P j + P i ∈ GL(A) for 1 ≤ i ≤ n and all λ ∈ C\{0}.
(6) A = n i=1 P i ∈ GL(A) and P i A −1 P i = P i , i = 1, · · · , n.
P i ∈ GL(A) and P i A −1 P j = 0, i = j, i, j = 1, · · · , n.
(8) there is an n-tuple of idempotent operators (E 1 , · · · , E n ) in A such that E i P i = E i , P i E i = P i , i = 1, · · · , n and E i E j = 0, i = j, i, j = 1, · · · , n,
In order to show Theorem 1.2, we need following lemmas. Lemma 1.3. Let B, C ∈ A + \{0} and suppose that λB + C is invertible in A for every λ ∈ R\{0}. Then there is a non-trivial orthogonal projection P ∈ A such that
is invertible in A for any λ ∈ R\{0, 1}. Since λ → λ 1 − λ is a homeomorphism from R\{0, 1} onto R\{−1, 0}, it follows that σ(C 1 ) ⊂ {0, 1}. Note that B 1 and C 1 are all non-zero. So σ(C 1 ) = {0, 1} = σ(B 1 ) and hence P = B 1 is a non-zero projection in
Lemma 1.4. Let B, C ∈ A + \{0}. Then the following statements are equivalent:
(1) for any non-zero real number λ, λB + C is invertible in A.
(2) B + C is invertible in A and B(B + C) −1 B = B.
(3) B + C is invertible in A and B(B + C) −1 C = 0.
(4) B + C is invertible in A and for any B ′ , C ′ ∈ A + with B ′ ≤ B and
The assertion (2) ⇔ (3) follows from
In the same way, we get that for any
and consequently, (X + λY ) * (X + λY ) ≥ B + C if |λ| > 1 and (X + λY ) * (X + λY ) ≥ λ 2 (B + C) when |λ| < 1. This indicates that (X + λY ) * (X + λY ) is invertible in A.
Noting that B + C ≥ (B + C) −1 −1 · 1, we have, for any λ ∈ R\{0},
Therefore, B + λC is invertible in A, ∀ λ ∈ R\{0}.
Now we begin to prove Theorem 1.2.
(1)⇒(6) Statement (1) implies that there are
and so that A = n i=1 P i is invertible in A. Therefore, from A = P 1 A ∔ · · · ∔ P n A and
we obtain idempotent operators
Using these relations, it is easy to check that
for any non-zero complex number λ i , i = 1, · · · , n. Particularly, for any λ ∈ [1−n, 0),
and so that λ j =i P j + P i ∈ GL(A) since ψ is faithful and ψ(1) = I.
and
Applying Lemma 1.4 to j =i P j and P i , 1 ≤ i ≤ n, we can get the implications (5)⇒(6) and (6)⇒ (7) easily. 
H and put A = B(H (4) ),
is, (P 1 , P 2 , P 3 ) is not complete in A.
(2) According to the proof of (3)⇒(4) of Theorem 1.2, we see that for (P 1 , · · · , P n )
Conversely, if P 1 − P 2 ∈ GL(B(H)), then from 2(P 1 + P 2 ) ≥ (P 1 − P 2 ) 2 , we get that P 1 + P 2 ∈ GL(B(H)) and so that P 1 − λP 2 , P 2 − λP 1 ∈ GL(B(H)), ∀ λ > 1 by Remark 1.5 (2). Thus, for any λ ∈ (0, 1], P 1 − λP 2 and P 2 − λP 1 are all invertible in B(H). Consequently, H = Ran(P 1 ) ∔ Ran(P 2 ) by Theorem 1.2.
2 Some representations concerning the complete n-tuple of projections
We first statement two lemmas which are frequently used in this section and the later sections.
is an isolated point. Then there is a unique element B † ∈ A + such that
Proof. The assertion follows from Proposition 3. Lemma 2.3. Let P ∈ A be an idempotent element. Then
(2) R = P (P + P * − 1) −1 is a projection in A satisfying P R = R and RP = P .
Moreover, if R ′ ∈ A is a projection such that P R ′ = R ′ and R ′ P = P , then R ′ = R.
and E i = P i A −1 , 1 ≤ i ≤ n are idempotent elements satisfying conditions
By Lemma 2.3,
Q i = 1. Thus,
Proof. Keeping the symbols as above. We have
P ir and
is an isolated point and so that 0 ∈ σ(A 0 ) is also an isolated point. So we can define P i 1 ∨· · ·∨P i k to be the projection
Proof. Using the symbols P i , Q i , E i as above. According to (2.1),
according to the definition of
E ir is an idempotent element in A, it follows from Lemma 2.3 that
we obtain that
Combining this with (2.4), we can get (2.2).
Note that
3 Perturbations of a complete n-tuple of projections
Recall that for any non-zero operator C ∈ B(H), the reduced minimum modulus
We list some properties of the reduced minimum modulus as our lemma as follows.
Lemma 3.1 (cf. [17] ). Let C be in B(H)\{0}, Then
For a ∈ A + , put β(a) = inf{λ| λ ∈ σ(a)\{0}}. Combining Lemma 3.1 with the faithful representation of A, we can obtain
(2) β(c) ≥ c −1 when aca = a for some c ∈ A + \{0}.
Let E be a C * -subalgebra of B(H) with the unit I. Lemma 3.3. Let (T 1 , · · · , T n ) be an n-tuple of positive operators in E with Ran(T i ) closed, i = 1, · · · , n. Let H 0 , H 1 ,Ĥ be as above and T,T be given in (3.1). Suppose thatT is invertible in B(H 0 ). Then
(3) {T 1 a 1 , · · · , T n a n } is linearly independent for any a 1 , · · · , a n ∈ E with T i a i = 0, i = 1, · · · , n.
(2) According to (1), 0 is an isolated point of σ
Noting that Ker
with the inverse G and
(3) By Lemma 3.1 (3) and Lemma 2.1, there is
The following result duo to Levy and Dedplanques is very useful in Matrix Theory: Lemma 3.4 (cf. [7] ). Suppose complex n × n self-adjoint matrix C = [c ij ] n×n is strictly diagonally dominant, that is,
and positive.
Then for any δ ∈ [η, (n − 1) −1 ρ 2 ), we have
Proof.
(1) Let (ψ, H ψ ) be a faithful representation of A with ψ(1) = I. We may assume that H = H ψ and E = ψ(A).
Ran(S i ) and
Then for any λ < ρ 2 − (n − 1)δ, we have j =i S ij ≤ (n − 1)η < ρ 2 − λ. It follows from Lemma 3.4 that S 0 is positive and invertible. Therefore the quadratic form
is positive definite and hence there exists α > 0 such that for any (
, by Lemma 3.1 and
Therefore,Ŝ − λI is invertible. Similarly, for any λ > ρ 2 + (n − 1)δ, we can obtain that λI −Ŝ is invertible.
S i , the assertion follows from Lemma 3.3 (2).
(3) By (2) and Lemma 2.1,
T i = ET i , i = 1, · · · , n. So T i A ⊂ EA, i = 1, · · · , n and hence
Since for any a 1 , · · · , a n ∈ A with T i a i = 0, i = 1, · · · , n, {S 1 ψ(a i ), · · · , S n ψ(a n )} is linearly independent in E, we have {T 1 a 1 , · · · , T n a n } is linearly independent in A.
Let P 1 , P 2 be projections on H. Buckholtz shows in [3] that Ran(P 1 ) ∔ Ran(P 2 ) = H iff P 1 + P 2 − I < 1. For (P 1 , · · · , P n ) ∈ P n (A), we have Corollary 3.6. Let (P 1 , · · · , P n ) ∈ P n (A) with
Proof. For any i = j,
P i is invertible in A and so that
Combing Corollary 3.6 with Theorem 1.2 (3), we have Corollary 3.7. Let P 1 , · · · , P n be non-trivial projections in B(H) with
Let (P 1 , · · · , P n ) ∈ P n (A). A well-known statement says: "for any ǫ > 0, there is δ > 0 such that if P i P j < δ, i = j, i, j = 1, · · · , n, then there are mutually orthogonal projections P ′ 1 , · · · , P ′ n ∈ A with P i − P ′ i < ǫ, i = 1, · · · , n". It may be the first time appeared in Glimm's paper [5] . By using the induction on n, he gave its proof. But how δ depends on ǫ is not given. Lemma 2.5.6 of [8] states this statement and the author gives a slightly different proof. We can find from the proof of [8, Lemma 2.5.6] that the relation between δ and ǫ is δ ≤ ǫ (12) (n−1) n! .
The next corollary will give a new proof of this statement with the relation δ = ǫ 2(n − 1) for ǫ ∈ (0, 1).
, 1 ≤ i < j ≤ n, then there are mutually orthogonal
Proposition 3.5 (1). So the positive element A † exists by Lemma 2.1. Set P = A † A = AA † ∈ A. From AA † A = A and A † AA † = A † , we get that P i ≤ P , i = 1, · · · , n and AP = P A = A, A † P = P A † = A † . So A ∈ GL(P AP ) with the inverse A † ∈ P AP . Let σ P AP (A † ) stand for the spectrum of A † in P AP . Then
Now by Proposition 3.5, P A = AA = P 1 A ∔ · · · ∔ P n A. Thus, by using P i ≤ P , i = 1, · · · , n, we have P AP = P 1 (P AP ) ∔ · · · ∔ P n (P AP ) and then
1 , · · · , P ′ n are mutually orthogonal projections and moreover, for 1 ≤ i ≤ n,
Note that 0 < (n − 1)δ < 1/2. Applying Spectrum Mapping Theorem to (3.2), we get that
Thus
Applying Theorem 1.2 and Corollary 3.8 to an n-tuple of linear independent unit vectors, we have: Corollary 3.9. Let (α 1 , · · · , α n ) be an n-tuple of linear independent unit vectors in Hilbert space H.
(1) There is an invertible, positive operator K in B(H) and an n-tuple of mutually orthogonal unit vectors
, 1 ≤ i < j ≤ n, then there exists an n-tuple of mutually orthogonal unit vectors (
It is easy to check that K is invertible and positive in B(H) with γ i = Kα i , i = 1, · · · , n and (γ 1 , · · · , γ n ) is an n-tuple of mutually orthogonal unit vectors. This proves (1).
(2) Note that
, 1 ≤ i < j ≤ n. Thus, by Corollary 3.8, there are mutually orthogonal projections
Now we give a simple characterization of the completeness of a given n-tuple of projections in C * -algebra A as follows.
Theorem 3.10. Let P 1 , · · · , P n be projections in A. Then (P 1 , · · · , P n ) is complete if and only if A = n i=1 P i is invertible in A and
Proof. If (P 1 , · · · , P n ) is complete, then by Theorem 1.2, A is invertible in A and
Now we prove the converse.
Thus by Proposition 3.5 (3),
Note that P i A −1 P j = 0, i = j, i, j = 1, · · · , n, we have
is complete in A by Theorem 3.10.
Some equivalent relations and topological properties on PC n (A)
Let A be a C * -algebra with the unit 1 and let GL 0 (A) (resp. U 0 (A)) be the connected component of 1 in GL(A) (resp. in U (A)). Set
(2) (P 1 , · · · , P n ) and (P ′ 1 , · · · , P ′ n ) are called to be unitarily equivalent, denoted by
It is well-know that
and if U (A) is path-connected,
Lemma 4.2. Let (P 1 , · · · , P n ) be in PC n (A) and C be a positive and invertible element in A with
we get that
The assertion follows.
Since C = A −1/2 satisfies the condition given in Lemma 4.2, we have the following:
Theorem 4.4. Let (P 1 , · · · , P n ) and (P ′ 1 , · · · , P ′ n ) ∈ PC n (A). Then the following statements are equivalent:
(2) there is D ∈ GL(A) such that for 1 ≤ i ≤ n, P i DD * P i = P i and
Proof. The implication (3)⇒(1) is obvious. We now prove the implications (1)⇒ (2) and (2)⇒ (3) as follows.
(1)⇒ (2) Let U i ∈ A be partial isometries such that
Proposition 4.5. For P n (A), PC n (A), PI n (A) and PO n (A), we have
(2) PC n (A) is a clopen subset of PI n (A).
(3) PO n (A) is a strong deformation retract of PC n (A).
(4) PC n (A) is locally connected. Thus every connected component of PC n (A) is path-connected.
Clearly, F is continuous on PI n (A). By means of Theorem 3.10, we get that PC n (A) = F −1 ( (−1, 1) ) is open in PI n (A) and PC n (A) = F −1 ({0}) is closed in PI n (A). (3) Define the continuous mapping r : PC n (A) → PO n (A) by
This means that PO n (A) is a retract of PC n (A). For any t ∈ [0, 1] and i = 1, · · · , n, put
Similar to the proof of Lemma 4.2, we have
is a continuous mapping from
Then by Corollary 3.11, there is δ ∈ (0, 1/2) such that for any (R 1 , · · · , R n ) ∈ P n (A) with
It follows from [17, Lemm 6.5.9 (1)] that there exists a projection f i ∈ C * (a i ) (the C * -subalgebra of B generated by a i ) such that
This means that PC n (A) is locally path-connected.
(5) There is a continuous path P (t) = (P 1 (t), · · · , P n (t)) ∈ PC n (A), ∀ t ∈ [0, 1] such that P (0) = (P 1 , · · · , P n ) and P (1) = (P ′ 1 , · · · , P ′ n ). By [12, Corollary 5.2.9.], there is a continuous mapping t → U i (t) of [0, 1] into U (A) with U i (0) = 1 such that P i (t) = U i (t)P 1 U * i (t), ∀ t ∈ [0, 1] and i = 1, · · · , n. Set . Then D ∈ GL 0 (A) and D * P i D = P ′ i , i = 1, · · · , n. Conversely, if there is D ∈ GL 0 (A) such that D * P i D = P ′ i , i = 1, · · · , n. Then U = (DD * ) −1/2 D ∈ U 0 (A) and P i DD * P i = P i , U P ′ i U * = (DD * ) 1/2 P i (DD * ) 1/2 , i = 1, · · · , n. Thus, (P ′ 1 , · · · , P ′ n ) ∼ h (U P ′ 1 U * , · · · , U P ′ n U * ) and ((DD * ) 1/2 P 1 (DD * ) 1/2 , · · · , (DD * ) 1/2 P n (DD * ) 1/2 ) ∼ h (P 1 , · · · , P n )
by Lemma 4.2. Consequently, (P ′ 1 , · · · , P ′ n ) ∼ h (P 1 , · · · , P n ).
As ending of this section, we consider following examples:
Example 4.6. Let A = M k (C), k ≥ 2. Define a mapping ρ : PC n (A) → N n−1 by ρ(P 1 , · · · , P n ) = (Tr(P 1 ), · · · , Tr(P n−1 )), where 2 ≤ n ≤ k and Tr(·) is the canonical trace on A. By Theorem 1.2, (P 1 , · · · , P n ) ∈ PC n (A) means that A = Note that U (A) is path-connected. So, for (P 1 , · · · , P n ), (P ′ 1 , · · · , P ′ n ) ∈ PC n (A), (P 1 , · · · , P n ) and (P ′ 1 , · · · , P ′ n ) are in the same connected component if and only if ρ(P 1 , · · · , P n ) = ρ(P ′ 1 , · · · , P ′ n ). The above shows that PC k (A) is connected and PC n (A) is not connected when k ≥ 3 and 2 ≤ n ≤ k − 1.
Example 4.7. Let H be a separable complex Hilbert space and K(H) be the C * -algebra of all compact operators in B(H). Let A = B(H)/K(H) be the Calkin algebra and π : B(H) → A be the quotient mapping. Then PC n (A) is path-connected.
In fact, if (P 1 , · · · , P n ), (P ′ 1 , · · · , P ′ n ) ∈ PC n (A), then we can find (Q 1 , · · · , Q n ), (Q ′ 1 , · · · , Q ′ n ) ∈ PO n (A) such that (P 1 , · · · , P n ) ∼ h (Q 1 , · · · , Q n ) and ( 
Note that R 1 , · · · , R n , R ′ 1 , · · · , R ′ n ∈ K(H). So there are partial isometry operators V 1 , · · · , V n in B(H) such that
V i . Then V ∈ U (B(H)) and V R i V * = R ′ i , i = 1, · · · , n. Put U = π(V ) ∈ U (A). Then (U Q 1 U * , · · · , U Q n U * ) = (Q ′ 1 , · · · , Q n ) in PO n (A). Since U (B(H)) is path-connected, we have (Q 1 , · · · , Q n ) ∼ h (Q ′ 1 , · · · , Q ′ n ) in PC n (A). Finally, (P 1 , · · · , P n ) ∼ h (P ′ 1 , · · · , P ′ n ). This means that PC n (A) is path-connected.
