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Zusammenfassung
Dieser Report enthalt die Ausarbeitungen von Vor-
tragen aus einem Seminar gleichen Namens, das am
3./4. Juli 1995 am Institut fur Programmstrukturen
und Datenorganisation unter Leitung von Walter Ti-
chy, Ernst Heinz, Paul Lukowicz und Lutz Prechelt
stattfand.
Die Artikel geben einen Uberblick uber die mogliche
Funktion und den Stellenwert experimentellen Vor-
gehens in verschiedenen Teilen der Informatik, sowie
einerseits deren wissenschaftstheoretische Grundlage
und andererseits ihre bisherige praktische Umsetzung.
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Einfuhrung
Zahlreiche Erlebnisse und Beobachtungen im Umfeld
der wissenschaftlichen Informatik-Forschung haben in
unserer Arbeitsgruppe schon seit langerer Zeit ein un-
angenehmes Gefuhl im Hinblick auf die methodische
Korrektheit groer Teile dieser Forschung erzeugt.
Um dieses Gefuhl entweder zu bestatigen oder zu
widerlegen, entstand vor etwa einem Jahr die Stu-
die [1]. Darin wurden uber 400 Artikel aus an-
gesehenen Journalen untersucht. Bei etwa 40 Pro-
zent der Informatikartikel aus dieser Stichprobe, die
einen nicht theoretisch-formal validierbaren Entwurfs-
vorschlag machen (fur ein System, eine Sprache oder
Formalismus, etc.) und folglich eine experimentelle Un-
tersuchung und Auswertung dieses Vorschlags benoti-
gen, ndet sich keinerlei solche Auswertung. Bei vielen
weiteren ist die Auswertung erheblich zu knapp.
Diese Beobachtungen bestatigen, da der Einsatz von
Experimentation in der wissenschaftlichen Informa-
tik bislang bei Weitem zu kurz kommt. Um diesem
Zustand an der Wurzel (sprich: in der Ausbildung
des Nachwuchses) abzuhelfen, haben wir das Semi-
nar durchgefuhrt, dessen Ergebnisse in diesem Bericht
prasentiert werden. Das Seminar sollte einen Quer-
schnitt bieten durch viele Aspekte experimentellen Ar-
beitens, die in der Informatik relevant sind:
1. Ein beispielhaftes Experiment in der Informatik |
und die Folgen. Das Experiment von Knight und Leve-
son zur Prufung der Fehlerunabhangigkeitshypothese
bei der N-Versions-Programmierung ist ein Musterbei-
spiel fur ein sauberes Laborexperiment in der Infor-
matik und bildet deshalb den gewissermaen gloriosen
Einstieg in das Seminar. Interessant ist auch, wie die
beiden Forscher fur ihr Resultat angegrien wurden.
2. Die Grundlagen von Wissenschaft und Experimen-
tation. Diese Exkursion in die wissenschaftstheoreti-
schen Grundlagen dient dazu, den Boden kennenzu-
lernen, auf dem alle Experimentation sich bewegt und
ihre Bedeutung und Funktion zu begreifen.
3. Versuchsentwurf und -durchfuhrung.
4. Statistische Techniken zur Experimentauswertung.
Diese beiden Vortrage hatten einen Uberblick ge-
ben sollen uber mathematische und organisatorische
Aspekte des Experimentierens | leider sind sie wegen
Krankheit der Seminarteilnehmer ausgefallen und des-
halb auch nicht in der Ausarbeitung enthalten. Zum
Trost hier Verweise auf entsprechende Literatur:




ware Engineering Metrics and Models\, Benja-




Allyn and Bacon, Needham Heights, MA, 6th editi-
on, 1994, Kapitel 7-9,11-13.
David S. Moore and George P. McCabe:
"
Introduction
to the Practice of Statistics\, W.H. Freeman and Com-
pany, New York, 1993, Kapitel 6 und 8.
5. Ein Experiment zur Kosteneektivitat von Inspekti-
onsverfahren. Dieses Experiment reprasentiert ein Mit-
telding zwischen Laborexperiment (vollstandig kon-
trollierte Bedingungen) und Beobachtung in einer rea-
len Situation (kaum Einunahme). Es illustriert zu-
gleich das Spannungsfeld zwischen wissenschaftlicher
Genauigkeit und wirtschaftlichen Randbedingungen, in
dem Experimentation sich meist bewegen mu.
6. Die Aussagekraft von Experimenten, oder: Sind
Fludiagramme besser als Pseudokode? In diesem Bei-
trag geht es um die Frage der Zuverlassigkeit von
Aussagen, die mit Experimenten gewonnen werden.
Als Beispiel wird ein Paar von zwei Artikeln mit wi-
derspruchlichen Resultaten betrachtet. Einmal werden
strukturierte Fludiagramme fur wirksamer als Pseu-
dokode fur das Programmverstandnis befunden, ein
andermal nicht. Und beide Experimente haben so ih-
re Schwachen: : : Verdeutlicht die Notwendigkeit der
Wiederholung von Experimenten.
7. Natur-, Ingenieur- und Humanwissenschaft: Unter-
schiede beim experimentellen Arbeiten.Die Randbedin-
gungen fur das Experimentieren wie auch die Aussage-
kraft der Ergebnisse unterscheidet sich erheblich zwi-
schen diesen drei Kategorien von Wissenschaften: Von
rein theoriebasiertem, exakt reproduzierbarem Arbei-
ten z.B. in der Physik, uber technologie- und appara-
tabhangiges Arbeiten in Ingenieurwissenschaften wie
auch weiten Teilen der Informatik, bis hin zu den ex-
trem schwer reproduzierbaren und verallgemeinerbaren
Kontexten, in denen Menschen handeln, wie imBereich
des Software Engineering. Dieser Beitrag klart die prin-
zipiellen Unterschiede imVorgehen durch Vergleich von
Beispielen und behandelt als Schwerpunkt die
"
Bench-
mark\-Problematik in der Informatik am Beispiel von
Sprachverarbeitung: Aufgabe, Vorgehen, Starken, Pro-
bleme.
8. Herausforderung Software Engineering: Beobach-
ten und Messen auerhalb des Labors. Das
"
Experi-
mentieren\ im Sinne kontrollierter Laborversuche ist
im Hauptbereich des Software Engineering, dem Pro-
grammieren im Groen, fast unmoglich. Eine prakti-
kable Arbeitsweise erzwingt oftmals, kontrollierte Ex-
perimente durch Beobachtung einer nur zum Teil ent-
worfenen und nur mavoll beeinubaren Situation zu
ersetzen. Wie man dennoch zu Erkenntnissen gelangen
kann, ist Gegenstand dieses Beitrags. Die Vorgehens-
weise von Laborexperimenten zu Fragen des Softwa-
re Engineering wird ebenfalls an einem Beispiel vorge-
stellt.
Literatur
[1] Walter F. Tichy, Paul Lukowicz, Lutz Prechelt und
Ernst A. Heinz. Experimental Evaluation in Com-
puter Science: A Quantitative Study. Journal of Sy-
stems and Software, pp. 9-18, Januar 1995. (Auch
als TR 17/94, Fakultat fur Informatik, Universitat
Karlsruhe, August 1994.)
2
Ein beispielhaftes Experiment in
der Informatik | und die Folgen
Thomas Bruckner
Zusammenfassung
Im Januar 1986 veroentlichten John C. Knight und
Nancy G. Leveson unter dem Titel
"
An Experimental
Evaluation of the Assumption of Independence in Mul-
tiversion Programming [1]\ einen Bericht uber ihr kon-
trolliertes Experiment zur Fehlerunabhangigkeitshypo-
these in der N-Versionsprogrammierung (NVP). Dieser
Bericht sorgte fur einigen Wirbel in der Gemeinde der
NVP-Befurworter, weil Knight und Leveson nachwei-
sen konnten, da die Fehlerunabhangigkeitshypothese
der NVP fur ihr spezielles Experiment nicht zutreend
war.
Obwohl das Knight/Leveson-Experiment als Muster-
beispiel fur ein sauberes Laborexperiment in der In-
formatik betrachtet werden kann, wurden die Auto-
ren in den darauffolgenden Jahren fur Ihre Ergebnis-
se immer wieder und mit zunehmender Scharfe kriti-
siert bzw. angegrien. Nachdem sich die Anfeindungen
der NVP-Befurworter immer weiter von den in ihrem
Bericht gezogenen Schlufolgerungen entfernten, sahen
sich Knight und Leveson gezwungen, im Januar 1990
eine oentliche Stellungnahme [2] dazu abzugeben.
Die vorliegende Seminararbeit fat Experimentbe-
richt [1] und Stellungnahme [2] zusammen und dient
als Einstieg und Motivation fur das Seminar
"
Experi-
mentelle Methoden in der Informatik\.
1 Einfuhrung
Fehlertoleranz wird in der Informatik vor allem bei je-
nen Systemen gefordert, die in derart kritischen An-
wendungsbereichen zum Einsatz kommen, da bei ei-
nem Versagen erhebliche Gefahren fur Menschen und
Sachwerte entstehen. Beispiele sind Kernkraftwerke,
Flugsicherungssysteme, rechnergesteuerte Rontgenge-
rate usw. Ein weitverbreiteter Ansatz zur Verbes-
serung von Zuverlassigkeit und Sicherheit derartiger
Systeme ist die Verwendung replizierter Subsysteme,
d.h. kritische Systemkomponenten werden durch ei-
ne bestimmte Anzahl funktionsgleicher Komponenten
vervielfaltigt. Bezogen auf die Softwareentwicklung be-
deutet dies, da n Versionen ein und derselben Kom-
ponente vorliegen, die i.d.R. von n unterschiedlichen
Entwicklern entworfen und implementiert werden. Je-
de dieser Komponenten erhalt dieselbe Eingabe (be-
reitgestellt von einem sogenannten 1:n-Verteiler) und
sollte im Idealfall eine Ausgabe liefern, die zu den
Ausgaben der ubrigen Versionen aquivalent ist. Soll-
ten sich die Ausgaben der Komponenten jedoch unter-
scheiden, so wahlt man per Mehrheitsentscheidung die
von den meisten Komponenten berechnete Ausgabe als
Endergebnis aus. Diese Methode wird auch als diver-
sitare Programmierung oder N-Versions-Programmie-
rung (NVP) bezeichnet.
Man geht gema der Fehlerunabhangigkeitshypothe-
se davon aus, da das gleichzeitige Auftreten eines
Fehlers in mehreren der Komponenten derart unwahr-
scheinlich ist, da das Gesamtsystem in der Praxis na-
hezu keine Ausfalle zeigt. Sei die Wahrscheinlichkeit,
da eine bestimmte Komponente Ki zu einem Zeit-
punkt t bei der Eingabe von x ein Fehlverhalten zeigt,
mit P (Ki(x) = Fehler) bezeichnet. S sei das aus den
Komponenten K1 bis Kn bestehende Gesamtsystem.
Dann ergibt sich bei statistischer Unabhangigkeit der
Fehler und gleicher Fehlerwahrscheinlichkeit der Ver-
sionen die Fehlerwahrscheinlichkeit des Systems S
zum Zeitpunkt t zu
P (S(x) = Fehler) =
nY
i=1
P (Ki(x) = Fehler)
=

P (K(x) = Fehler)
n
Die Fehlerwahrscheinlichkeit des Systems nimmt dem-
nach unter den genannten Voraussetzungen exponen-
tiell mit der Anzahl der replizierten Komponenten ab.
Einige Befurworter der NVP waren deshalb der Mei-
nung, man konne dadurch Softwareentwicklungskosten
einsparen, da man statt einer einzigen, intensiv ge-
testeten Softwarekomponentemehrere billigere und un-
zuverlassigere Komponenten in NVP-Manier koppelt.
Auch die Testphase liee sich ihrer Ansicht nach erheb-
lich verkurzen, indem sich die diversen Komponenten
ohne menschliches Zutun gegenseitig testen.
Die Fehlerunabhangigkeitsvoraussetzung kann aber
nur dann gegeben sein, wenn sich die Komponenten
in ihrem Inneren (verwendete Algorithmen und Da-
tenstrukturen, Umsetzung in Programmtext etc.) hin-
reichend voneinander unterscheiden. Idealerweise soll-
te deshalb bereits die Spezikation in diversen For-
mulierungen vorliegen. Aus praktischen und nanzi-
ellen Grunden wird allerdings meist eine gemeinsa-
me Spezikation verwendet. Entwurf, Implementati-
on und Test erfolgen dann fur jede Komponente ge-
trennt. Es mu deshalb darauf geachtet werden, da
die Spezikation genugend Spielraum fur diversitare
Programmierung bietet. Sie sollte lediglich beschrei-
ben, was zu tun ist, aber nicht festlegen, wie es zu
tun ist. Die Spielraume fur die Verwendung von Daten-
strukturen sind jedoch schon dadurch beschrankt, da
die Endergebnisse der einzelnen Komponenten fur den
Mehrheitsentscheid vergleichbar sein mussen. In vielen
3
Fallen ist es daruber hinaus empfehlenswert, bereits
Zwischenergebnisse miteinander zu vergleichen, um im
Fehlerfall so fruh wie moglich korrigierend eingreifen
zu konnen1.
N-Versionsprogrammierung kann den oben angegebe-
nen theoretischen Zuverlassigkeitsgewinn nur dann er-
bringen, wenn die Fehlerunabhangigkeitsannahme zu-
trit. Je wahrscheinlicher das gleichzeitige Fehlverhal-




Anla fur das von John C. Knight2 und Nancy
G. Levenson3 durchgefuhrte Experiment war die Ver-
mutung, da Fehler oftmals weniger von den Program-
mierern abhangen, sondern eher von der Schwierigkeit
der Problemstellung an der jeweiligen kritischen Stel-
le. Demnach ware die Fehlerwahrscheinlichkeit gerade
bei schwierig umzusetzenden Teilproblemen besonders
hoch und damit auch die Wahrscheinlichkeit, da meh-
reren Programmierern an diesen Stellen ein Fehler un-
terlauft.
Fur ihr Experiment baten Knight und Leveson Stu-
denten ihrer Vorlesungen, ausgehend von einer gege-
benen Spezikation ein einfaches Anti-Raketen-System
zu programmieren. Eingabe fur dieses System waren
bis zu 100 geordnete Punkte im zweidimensionalen
Raum (Radarechos) und eine bestimmte Anzahl Pa-
rameter. Die Aufgabe des Systems bestand darin, an-
hand der Eingabe die Gultigkeit 15 sogenannter Ab-
fangjager-Startbedingungen (Launch Interceptor Con-
ditions, LICs) zu prufen und gegebenenfalls ein Start-
signal fur Abfangjager zu setzen. Die erste Startbedin-
gung lautete beispielsweise:
LIC 1: Es gibt mindestens eine Menge zweier
konsekutiver Datenpunkte, die eine Distanz groer
LENGTH1 auseinanderliegen.
(0 <= LENGTH1)
In einem ersten Verarbeitungsschritt sollten alle 15
Startbedingungen gepruft und die Ergebnisse in den so-
genannten Erfullbarkeitsvektor (Conditions Met Vec-
1Die Schnittstellen, an denen die Komponenten Zwischener-
gebnisse austauschen, werden auch Cross Check Points genannt.
2University of Virginia, Charlottesville
3University of California, Irvine

















Ein weiterer Eingabeparamter, die sogenannte Lo-
gische Verknupfungsmatrix (Logical Connector Ma-
trix, LCM) gab an, welche logischen Operationen an-
schlieend auf die Elemente des Erfullbarkeitsvektors
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Ergebnis der Verknupfung der Startbedingungen des
Erfullbarkeitsvektors gema Logischer Verknupfungs-
matrix sollte die sogenannte Vorlauge Entriegelungs-
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Die Diagonalelemente der Vorlaugen Entriegelungs-
matrix waren Bestandteil der Eingabe und legten fest,
welche der Startbedingungen fur die nachfolgenden Be-
rechnungen tatsachlich relevant waren (PUM[i; i] =
wahr).
Eine Transformation dieser Matrix sollte den Endgulti-
gen Entriegelungsvektor (Final Unlocking Vector,
FUV) ergeben, nach der Regel
FUV[i] = wahr , PUM[i; i] = falsch _
8j PUM[i; j] = wahr
Die eigentliche Ausgabe des Programms, das Abschu-
signal fur den Abfangjager, sollte genau dann auf wahr
4
^ = logisches und, _ = logisches oder,  = nicht verwendet
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gesetzt werden, wenn alle Elemente des Endgultigen
Entriegelungsvektors wahr waren.
Knight und Leveson wahlten diese (nicht ganz
triviale) Aufgabe hauptsachlich aus zwei Grunden:
Zum einen ware ein solches Anti-Raketen-System in
der Realitat ein auerst sicherheitskritisches System
und somit ein Kandidat fur die Anwendung von NVP-
Techniken. Zum anderen wurde die Aufgabe bereits
in fruheren Experimenten anderer verwendet ([4], [5]).
Schwachstellen und Miverstandlichkeiten in der Spe-
zikation waren nach Meinung von Knight und Leveson
dort grotenteils beseitigt worden.
Es wurden keine softwaretechnischen Methoden vor-
gegeben. Die Studenten durften ihre in entspre-
chenden Vorlesungen erworbenen Kenntnisse frei
nutzen. Knight und Leveson gaben jeweils eine kur-
ze Einfuhrung in das Experiment und ermahnten die
Studenten, sich nicht gegenseitig abzusprechen und das
Ergebnis auf diese Weise zu verfalschen. Informationen
von anderer Seite (Literatur oder klarende Gesprache
mit am Experiment nicht direkt beteiligten Personen)
durften jedoch beliebig eingeholt werden.
Von den 27 Versuchsteilnehmern strebten 14 den aka-
demischen Grad Bachelor of Science an, 8 den Grad
Master of Science und 4 den Doktorgrad. Die Studen-
ten, die den Grad Bachelor of Science bereits erreicht
hatten, stammten aus den unterschiedlichsten Fach-
richtungen.
Vor Erreichen des Bachelor of Science hatten die Stu-
denten Mathematikvorlesungen im Umfang von 12{45
Wochenstunden und Informatikvorlesungen im Um-
fang von 6{45 Wochenstunden besucht. Studenten
hoherer Quartale gaben daruber hinaus weitere 0{19
Wochenstunden Mathematik und 0{30 Wochenstun-
den Informatik an, die sie im Rahmen ihres Studiums






sionelle Programmierpraxis\. Vier Teilnehmer stuften
ihre Kenntnisse der im Experiment verwendeten Pro-
grammiersprache Pascal als
"
mittelmaig\ ein, 18 als
"
umfangreich\ und 4 als
"
sehr gut\.
Die Studenten erhielten je 15 zufallig ausgewahlte Re-
ferenzdatensatze zur Kontrolle. Es wurde auerdem er-
wartet, da jeder Teilnehmer sein Programm mit wei-
teren, selbst entworfenen Testfallen intensiv testete.
Bestand ein abgegebenes Programm einen Akzeptanz-
test von 200 zufallig gewahlten Testfallen, wurde es in
die Reihe der Experimentobjekte aufgenommen. Bis zu
diesem Zeitpunkt hatten die Studenten nach eigenen
Angaben 1{35 Stunden fur das Lesen der Spezikation
benotigt (11,3%), 4{50 Stunden fur Entwurf und Im-
plementation (32,9%) sowie weitere 4{70 Stunden fur
die Testphase (55,8%).
Nachdem die 27 Programme eingereicht worden wa-
ren, wurde ihr Praxiseinsatz mittels einer Million wei-
terer Testfalle simuliert. Aus fruheren Experimenten
stand ein Referenzprogramm (das sogenannte Goldpro-
gramm) zur Verfugung, das sich als auerst zuverlassig
erwiesen hatte. Somit konnte die Simulation vollauto-
matisch als Vergleich der Ausgaben der 27 Programme
mit den Ausgaben des Goldprogramms erfolgen.
Gepruft wurden die 15 Elemente des Erfullbarkeitsvek-
tors, die 15  15 Elemente der Vorlaugen Entriege-
lungsmatrix und das eigentliche Startsignal, d.h. insge-
samt 241 Wahrheitswerte. Ein Fehler wurde registriert,
wenn einer der 241 Werte falsch war (keine Uberein-
stimmung mit der Ausgabe des Goldprogramms) oder
das Programm abbrach (z.B. Division durch Null).
3 Ergebnisdaten des
Experiments
Die eingereichten Programme besaen insgesamt ho-
he Qualitat, wie die folgende Tabelle der individuellen
Fehlerraten verdeutlicht:
Version Fehler P (Erfolg) Version Fehler P (Erfolg)
1 2 0,999998 15 0 1,000000
2 0 1,000000 16 62 0,999938
3 2297 0,997703 17 269 0,999731
4 0 1,000000 18 115 0,999885
5 0 1,000000 19 264 0,999736
6 1149 0,998851 20 936 0,999064
7 71 0,999929 21 92 0,999908
8 323 0,999677 22 9656 0,990344
9 53 0,999947 23 80 0,999920
10 0 1,000000 24 260 0,999740
11 554 0,999446 25 97 0,999903
12 427 0,999573 26 883 0,999117
13 4 0,999996 27 0 1,000000
14 1368 0,998632
Bemerkenswert hoch war allerdings die Anzahl der
Testfalle, die bei mehr als einem Programm zu Fehlver-
halten fuhrten (korrelierte Fehler). Die folgende Tabel-
le zeigt, mit welcher Wahrscheinlichkeit und Haugkeit
Programme beim selben Testfall ein falsches Resultat
lieferten:









Demnach trat sogar zweimal der Fall auf, da acht von
unterschiedlichen Programmierern entwickelte Pro-
gramme gleichzeitig versagten. Waren diese Program-
me Teil eines redundanten Systems gewesen, waren
mindestens neun weitere Programme notig gewesen,
um diese Fehler zu kompensieren. Jeder der korrelier-
ten Fehler trat daruberhinaus in Programmen beider
5
beteiligter Universitaten auf. Da diese immerhin 3000
Meilen voneinander entfernt liegen, durften Abspra-




Um zu mathematisch gesicherten Erkenntnissen zu ge-
langen, untersuchten Knight und Leveson die ermittel-
ten Fehler auf stochastische Unabhangigkeit. Stochasti-
sche Unabhangigkeit zweier Zufallsgroen ist gegeben,
wenn gilt:
P (AjB) = P (A) und P (BjA) = P (B)
Die Wahrscheinlichkeit fur das gemeinsame Fehlverhal-
ten zweier Programme mu demnach gleich sein der
Wahrscheinlichkeit fur das Fehlverhalten nur eines der
Programme.
Knight und Leveson hatten sich bei der Generierung
der Testfalle an Empfehlungen der Firma Boeing fur
kritische Testsituationen orientiert, jeder Testfall ent-
sprach einer Ausnahmesituation. Da die Testfalle in-
nerhalb dieses Rahmens zufallig generiert wurden und
mogliche Fehlerursachen a priori unbekannt waren,
nahmen Knight und Leveson gleiche Fehlerwahrschein-
lichkeit fur alle Testfalle an.
Im Falle der Gultigkeit der Fehlerunabhangigkeitshy-
pothese gilt fur die Wahrscheinlichkeit PkeinFehler, da
jedes der N Programme ein korrektes Ergebnis liefert
(pi := Fehlerwahrscheinlichkeit des Programmes i):
PkeinFehler := P0 := (1  p1)(1   p2)    (1  pN )
Die Wahrscheinlichkeit, da ein bestimmtes Programm
i versagt, die ubrigen N 1 Programme jedoch korrekt
arbeiten, berechnet sich zu:
(1  p1)    (1  pi 1)pi(1  pi+1)    (1  pN ) =
P0pi
1  pi
Demnach gilt fur die Wahrscheinlichkeit P1, da genau
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1  pN
Die Wahrscheinlichkeit, da der gegebene Testfall bei
mehr als einem Programm zu einem Fehler fuhrt, ist:
Pmehr = 1  P0   P1
Pmehr ist unabhangig vom betrachteten Testfall. Der-
selbe Testfall kann zu unterschiedlichen Zeitpunkten




betrachtet werden. Dies fuhrt zu einer Binomialvertei-
lung der ZufallsvariableK =
"
Anzahl der Testfalle, bei
denen mindestens zwei Programme ein falsches Resul-
tat liefern\:








Eine Binomialverteilung lat sich durch die standar-
disierte Normalverteilung N(0,1) approximieren, wenn





eine Verteilung, die durch N(0,1) angenahert werden
kann.
Bei Gultigkeit der Fehlerunabhangigkeitsannahme stel-
len die obigen Formeln ein korrektes Modell fur die zu
erwartenden Experimentergebnisse dar (Nullhypothese
des Experiments). Ware Z normalverteilt, mute der
Wert dieser Zufallsvariable bei Einsetzen der Experi-
mentdaten mit 99%iger Sicherheit kleiner als 2,33 sein
(99% der Standardnormalverteilung).
Knight und Leveson untersuchten in ihrem Experi-
ment N = 27 Programme anhand von n = 1:000:000
Testfallen und konnten dabei K = 1255 Testfalle er-
mitteln, bei denen mindestens zwei der Programme
eine falsche Ausgabe lieferten. Die Wahrscheinlichkeit
Pmehr konnten sie mit Hilfe der beobachteten Fehler-
wahrscheinlichkeiten der Programme abschatzen. Mit
diesen Werten erhielten sie Z = 100; 51 > 2; 33, woraus
sie folgern konnten, da die Nullhypothese mit 99%iger
Sicherheit zu verwerfen war. Also war die Fehlerun-
abhangigkeitshypothese mit 99%iger Kondenz nicht
erfullt.
5 Analyse der Fehler
Knight und Leveson untersuchten anschlieend, welche
Programmfehler die Ursachen fur beobachtetes Fehl-
verhalten waren. Als Programmfehler denierten sie
hierbei einen Programmteil, der bei mindestens einem
Testfall eine falsche Ausgabe verursachte. In der folgen-
den Tabelle ist fur jede Programmversion die Anzahl
der gefundenen Fehler aufgefuhrt. Jeder dieser Fehler
hatte den Akzeptanztest von 200 zufallig ausgewahlten
Testfallen ohne Auffalligkeiten uberstanden:
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Version Fehler Version Fehler
1 1 15 0
2 0 16 2
3 4 17 2
4 0 18 1
5 0 19 1
6 3 20 2
7 1 21 2
8 2 22 3
9 2 23 2
10 0 24 1
11 1 25 3
12 2 26 7
13 1 27 0
14 2  45
Bei den individuellen (nichtkorrelierten) Fehlern han-
delte es sich meist um allgemeine Fluchtigkeitsfehler.
Die folgende Funktion beispielsweise gibt fur den Fall
a = b kein gultiges Ergebnis zuruck:
function max(a,b) : integer) : integer;
begin
if a > b then max := a;
if a < b then max := b;
end;
Ein ahnlicher Fehler in einem der 27 Programme fuhrte
bei 607 von 1 Million Testfallen zu einer Fehlausgabe.
Bemerkenswert ist, da selbst vermeintlich schwerwie-
gende Fehler wie die Verwendung falscher Indizes nur
geringe Auswirkungen zeigten:
bsp3pkte(x[i], y[i], x[j], y[i], x[k], y[k]);
Im obigen Prozeduraufruf sollte der Index des vierten
Argumentes
'
j`heien. Dennoch konnte bei einem mit
einem ahnlichen Fehler behafteten Programm nur in
1297 Testfallen ein Fehlverhalten beobachtet werden.
Fehler, die von mehreren Programmautoren auf ahnli-
che Weise begangen wurden (korrelierte Fehler), lieen
sich oft auf mangelndes Fachwissen zuruckfuhren und
standen meist in engem Zusammenhang zur Semantik
der Aufgabenstellung. Mehrere Autoren berucksichtig-
ten beispielsweise nicht, da die folgende mathemati-
sche Aquivalenz bei begrenzter Maschinengenauigkeit
keine Gultigkeit besitzt:
;  2 [0; 2] : cos() = cos() ,  = 
Als Teilproblem zur Uberprufung der Startbedingun-
gen (LICs) war fur drei gegebene Punkte A;B und C
zu bestimmen, ob diese auf einer Linie liegen. Ausge-
hend vom allgemeinen Fall bestimmten zahlreiche Pro-
grammierer den Winkel ' zwischen AB sowie AC und
bejahten die Kollinearitat im Fall ' = 0. Liegt je-
doch A in der Mitte der drei kollinearen Punkte, so
ist ' = 180. Dieser Spezialfall wurde zuweilen verges-
sen, was bei einem der Programme 231 Fehlausgaben
verursachte, bei einem anderen lediglich 37.
6 Schlufolgerungen
Knight und Leveson folgerten aus ihren Ergebnissen,
da die Fehlerunabhangigkeitshypothese fur ihr spe-
zielles Experiment mit 99%iger Kondenz abzulehnen
sei. Sie verallgemeinerten nicht auf alle Problemstellun-
gen und Entwicklungsmethoden, befurchteten jedoch,
da die von vielen NVP-Befurwortern theoretisch an-
genommene Zuverlassigkeit replizierter Software in der
Praxis unter Umstanden nicht erreicht werde. Ihrer
Meinung sollte mit dem Einsatz von NVP in sicher-
heitskritischen Bereichen solange gewartet werden, bis
ein schlussiger Beweis fur die Gultigkeit der Fehleru-
nabhangigkeitsannahme im allgemeinen Fall erbracht
worden sei.
Aufbauend auf der bereits erwahnten Analyse der ge-
fundenen Programmfehler stellten Knight und Leve-
son die Vermutung an, trotz intensivster Testphasen
auftretende, korrelierte Fehler seien eher problem- als
programmiererabhangig. Zufallige, individuelle Feh-
ler wurden mit hoher Wahrscheinlichkeit bereits vom
Ubersetzer erkannt, wahrend bei komplexeren Feh-
lern, die die Semantik der Problemstellung betref-
fen, die gangigen Prufmanahmen versagten. Auer-
dem sei nicht auszuschlieen, da eine ahnliche Ausbil-
dung der Programmierer und die Nutzung derselben
Sekundarwissensquellen zu einer vergleichbaren Vorge-
hensweise bei der Losung eines Problems fuhren konn-
ten und damit auch zu vergleichbaren Fehlern. In jedem
Fall sei weitere Forschung bezuglich des Auftretens kor-
relierter Fehler sinnvoll und notwendig.
7 Die Nachgeschichte
Die Veroentlichung des Knight/Leveson-Experiments
sorgte fur einigen Wirbel in der betroenen Gemeinde
der NVP-Befurworter. Immerhin hatten Knight und
Leveson gewagt, an den Grundpfeilern der NVP zu
rutteln, wofur sie von deren Verfechtern in der Folge-
zeit wiederholt und mit zunehmender Scharfe in Wort
und Schrift angegrien wurden.
Die Hauptkritiker waren Professor Algirdas Avizienis
von der University of California, Los Angeles (UCLA),
der sich durch zahlreiche Veroentlichungen zur NVP-
Methodik einen Namen gemacht hatte, sowie dessen
fruhere Studenten John Kelly, Michael Lyu und Mark
Joseph. Sie fuhrten vor allem zwei Hauptargumente
ins Feld, mit denen sie versuchten, die Ergebnisse von
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Knight und Levenson zu torpedieren, um deren Ex-
periment als unbrauchbar und unwissenschaftlich ab-
zuqualizieren. Zum einen behaupteten sie, in eigenen
Experimenten zu ganzlich anderen Ergebnissen gekom-
men zu sein, zum anderen warfen sie Knight und Leve-
son vor, keine fur NVP geeigneten softwaretechnischen
Methoden verwendet zu haben, weshalb die Ergebnisse
ihres Experiments keine praxisrelevante Aussagekraft
besaen.
Zunachst versuchten Knight und Leveson, Miver-
standnisse und Fehlinterpretationen ihrer Arbeit in
personlichen Gesprachen auszuraumen. Weil die Kri-
tik jedoch ungeachtet dessen an Heftigkeit und Un-
sachlichkeit weiter zunahm, sahen sie sich letztend-
lich im Jahr 1990 (also vier Jahre nach der Publika-
tion ihres Experiments!) gezwungen, eine Gegendar-
stellung zu veroentlichen [2]. Ausgehend von Zitaten
aus Veroentlichungen der Avizienis-Gruppe versuch-
ten sie, Falschaussagen uber ihr Experiment zu wider-
legen und das in der Fachwelt entstandene Bild der
Unwissenschaftlichkeit zurechtzurucken.
Mark Joseph beispielsweise hatte in seiner Disserta-
tion behauptet, mehrere an der UCLA durchgefuhrte
Experimente hatten die von Knight und Leveson be-
richteten hohen Fehlerraten nicht bestatigt [6]. Knight
und Leveson gaben dazu eine Tabelle an, in der sie die
wichtigsten Ergebnisse der in Frage kommenden Ex-
perimente den Daten ihres eigenen Experimentes ge-
genuberstellten5 :
K+L Chen Kelly NASA UCLA
Anzahl Versionen 27 7 18 20 6
; Fehlerzahl 1.6 k.A. k.A. k.A. 1.8
Anzahl Testfalle 1.000.000 32 100 921.000 1000
; indiv. Fehlerrate 0,0007 k.A. 0,27 0,006 k.A.
; Fehlerrate 3 Vers. 0,00004 0,1 0,2 0,002 k.A.
Stat. Unabhangigkeit nein n.g.
6 n.g. nein n.g.
Wie man dieser Tabelle entnehmen kann, liegt sowohl
die individuelle als auch die korrelierte Fehlerrate (hier
angegeben fur 3 Versionen) des Knight/Leveson - Ex-
perimentes deutlich unter den Fehlerraten der ubrigen
Experimente. Daruber hinaus wurde die statistische
Unabhangigkeit der Fehler meist gar nicht getestet.
Obwohl die Zahlen eindeutig anderes belegen, versuch-
te die Avizienis-Gruppe, die Experimente in eine von
ihnen gewunschte Richtung zu deuten.
Professor Avizienis behauptete in einem anlalich
des 11. Welt-Computer-Kongresses zur Fehlertoleranz
veroentlichten Artikel, da die Bemuhungen von
Knight und Leveson die Fallstricke der verfruhten Su-
che nach numerischen Experimentalergebnissen auf-
wiesen [7]. Knight und Leveson stellten hierauf in ihrer
5Zwei der angefuhrten Experimente stammten aus der Zeit
vor Knight und LevensonsUntersuchung (Chen, 1978, und Kelly,
1983), die anderen beiden Experimente wurden in den Jahren
1987 (UCLA/H) bzw. 1989 (NASA) veroentlicht.
6n.g. = nicht getestet
Stellungnahme die Frage, weshalb Avizienis dann trotz
des von ihm angenommenen fruhen Entwicklungssta-
diums der NVP fur einen Einsatz derselben in sicher-
heitskritischen Systemen pladiere.
Hauptangrispunkt der NVP-Befurworter waren
auerdem die von Knight und Leveson verwendeten
softwaretechnischen Methoden. Avizienis, Joseph und
andere vertraten die Auffassung, das Knight/Leveson -
Experiment hatte ein grundlegend anderes Ergebnis
gehabt, wenn nur fur die NVP geeignete Softwareent-
wicklungsmethoden angewandt worden waren. Mit ge-
eigneten Methoden meinten sie hierbei in erster Li-
nie die von ihnen entwickelten und in zahlreichen Pu-
blikationen veroentlichten Paradigmen. Zitat Profes-
sor Avizienis:
"
Die numerischen Ergebnisse von Knight
und Leveson messen einzig die Qualitat ihrer von Ge-
legenheitsprogrammierern erstellten Software\ [7].
Interessanterweise lat sich uber die von Avizienis
vorgeschlagenen Entwicklungsmethoden sagen, da sie
einen stark restriktiven Entwurfsproze vorsehen, der
potentiell mogliche Diversitat an vielen Stellen ein-
schrankt. Er selbst stellt in seinem zum UCLA-
Experiment veroentlichten Bericht fest:
"
Zwei Fak-
toren wurden im Rahmen dieser Untersuchung festge-
stellt, die die tatsachliche Diversitat einschranken [: : : ]
Durch Bilder veranschaulichte Algorithmen wurden im
allgemeinen implementiert, indem das entsprechende
Bild von oben nach unten umgesetzt wurde. Im nach-
hinein lat sich sagen, da ein zweiter Grund fur den
Mangel an Diversitat eine Uberspezikation der logi-
schen Beschreibung [: : : ] war.\ [8]
Dennoch schrieben Professor Avizienis und Michael
Lyu in einem Artikel, den sie anlalich einer Konferenz
uber digitale Systeme im Luftfahrtbereich veroent-
lichten:
"
Wie man sieht, hatte das Knight/Leveson -
Experiment einen eher kleineren Mastab, da die Spe-
zikation sechs Seiten lang war und in 327 Zeilen pro-
grammiert werden konnte. Der Mastab des UCLA-
Experimentes mit 64 Seiten Spezikation und minde-
stens 1250 Quelltextzeilen war bedeutend groer.\[9]
Knight und Leveson zeigten sich besonders betroen,
wenn den in ihrem Experiment verwendeten Program-
men mangelnde Qualitat unterstellt wurde. In der Tat
war die durchschnittliche Fehlerrate von 0,07% sehr ge-
ring. Die schlechteste Fehlerrate betrug lediglich 0,9%.
Die 27 Programmewaren ihrer Meinung nach demnach
nicht unzuverlassiger als die meisten von
"
professio-
nellen\ Programmierern entwickelten, und mindestens
ebenso gut wie die in den Experimenten ihrer Kritiker
erstellte Software.
Abschlieend bemerkten sie in ihrer Stellungnahme,
da bis dato noch nicht eindeutig experimentell nachge-
wiesen worden sei, da NVP eine besonders hohe Zu-
verlassigkeit oder zumindest eine hohere Zuverlassig-
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keit als andere Softwareentwicklungsmethoden garan-
tiert. Solange kein Beweis fur diese Hypothese gefunden
sei, werfe das Vertrauen auf diese Methode und ihre
Anwendung in sicherheitskritischen Systemen grundle-
gende ethische und moralische Fragen auf. Angrie auf
ihre Person oder ihre Papiere anderten daran nichts.
8 Zusammenfassung
Die Reaktionen auf das Knight / Leveson - Experi-
ment sind symptomatisch fur den vergleichsweise nied-
rigen Stellenwert, den heute ein wissenschaftlich ex-
akt durchgefuhrtes Experiment in der Informatik hat.
Wahrend die experimentelle Vorgehensweise in tradi-
tionellen Naturwissenschaften wie Physik, Chemie und
den davon abgeleiteten Ingenieurwissenschaften (wie
z.B. Maschinenbau, Elektrotechnik) als Weg zur Er-
langung wissenschaftlicher Erkenntnisse allgemein an-
erkannt ist, kann man bei Informatikern eher ein stark
polarisiertes Verhalten beobachten: Scheint zum Nach-
weis einer Vermutung eine Ableitung aus mathemati-
schen Axiomen moglich zu sein, so wird diese mit allen
Mitteln der Kunst gesucht. Auf diese Weise ist man
auf der sicheren Seite, die konsequent logische Vorge-
hensweise der Mathematik hat sich seit Jahrhunderten
bewahrt.
Lat sich die Fragestellung jedoch nicht in mathema-
tische Formeln gieen (wie es bei eher praktisch ori-
entierten Subdisziplinen wie der Softwaretechnik auf-
grund der starken interdisziplinaren Verknupfung in
der Regel der Fall ist), wird in Zweifelsfallen auf die
eigene Intuition vertraut. Es werden vermeintlich plau-
sible Annahmen getroen, ein (experimenteller) Nach-
weis ihrer Gultigkeit wird meist gar nicht erst versucht.
Selbst wenn, wie im Beispiel des Knight/Leveson-
Experiments, spatere Untersuchungen das Gegenteil
beweisen, wird an der Gultigkeit der aufgebauten
Theorie eisern festgehalten.
Bemerkenswert ist, da selbst eindeutig widerlegbare
Falschaussagen der Avizienis-Gruppe von den Lekto-
ren wissenschaftlicher Fachverlage und Kongresse nicht
zuruckgewiesen wurden und ihren Weg in diverse Pu-
blikationen nden konnten. Dies mag ein Zeichen dafur
sein, da selbst hier das wissenschaftliche Experiment
einen zu geringen Stellenwert besitzt.
Vielleicht konnen die im Seminar
"
Experimentelle Me-
thoden in der Informatik\ gesammelten Aufsatze ihren
Beitrag zur Bewutseinsbildung hinsichtlich der Be-
deutung experimenteller Verfahren in der Informatik
leisten.
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Was ist Wissenschaft? Der Artikel versucht eine
Annaherung an die Frage aus zwei Richtungen.
Zunachst wird die wissenschaftliche Methode anhand
eines Fallbeispiels gegenuber anderen Methoden des
Wissenserwerbs abgegrenzt. Der zweite Teil fuhrt in
die Grundbegrie der Wissenschaftstheorie ein. Die
Wissenschaftsmodelle Induktivismus und Falsikatio-
nismus werden vorgestellt und die Probleme ihrer Re-
informen werden erlautert. Mit den Wissenschaftpro-
grammen nach Lakatos und der von Kuhn gepragten
Vorstellung von Wissenschaft als Paradigma, folgen
zwei Modelle, die einen Teil dieser Probleme aufgrei-
fen. Zum Abschlu erfolgt eine Einordnung in die In-
formatik.
1 Einleitung
Was ist Wissenschaft? Dieser Artikel will das Verstand-
nis fur die Frage scharfen. Verstandnis setzt aber Wis-
sen voraus. Deshalb beschaftigt sich ein Teil des Ar-
tikels mit wissenschaftstheoretischen Modellen. Diese
Modelle versuchen, die Rollen von Beobachtungen, Ex-
perimenten, Hypothesen und Theorien zu klaren. Da-
bei stehen empirische Wissenschaften im Vordergrund.
Bevor wir uns jedoch mit diesen Theorien beschafti-
gen, sprechen wir das intuitive Verstandnis von Wis-
senschaft an. Dazu betrachten wir zunachst ein Bei-
spiel:
In einem Artikel in der Los Angeles Times vom 9. Mai,
1982 behaupteten religiose Gruppen, sie hatten auf
Schallplatten von Rock-Bands Botschaften des Teufels
gehort als sie diese ruckwarts abspielten. Viele Befrag-
te stutzten diese Behauptung. Dies waren aufrichtige
Einzelpersonen, die glaubten, die Botschaften gehort
zu haben. In einigen Staaten der USA wurde darauf-
hin eine Kennzeichnungspicht fur diese Schallplatten
erlassen. Das kam einer Anerkennung der Behauptung
gleich.
Obwohl die betroenen Rock-Bands die Vorwurfe
zuruckwiesen, blieben die Mitglieder der religiosen
Gruppe blieben bei ihrer Behauptung, die Botschaften
gehort zu haben.
In der oben beschriebenen Situation, erscheinen die Be-
hauptungen der religiosen Gruppen unwissenschaftlich:
Die Begrundung dafur lauft unserer Vorstellung von
Wissenschaft in dieser Form vollig zuwider, weil sie we-
der objektive Beobachtungen , Nachprufbarkeit noch
methodisches Vorgehen beinhaltet.
1.1 Nicht wissenschaftliche Methoden
des Wissenserwerbs
Wissenschaft ist nicht die einzige Mehode zur Wissens-
gewinnung. Der Abschnitt stellt funf dieser Methoden
vor und setzt sie in Beziehung zu der wissenschaftlichen
Methode.
1. Beharrlichkeit: Diese Methode beinhaltet Aber-
glaube und Gewohnung. Anschauungen werden
nicht hinterfragt, sondern als Tatsachen betrach-
tet. Gewohnung bewirkt, da Dinge und Sachver-
halten, die wir oft wahrnehmen auch als wahr an-
genommen werden.
2. Intuition: Erkenntnis ergibt sich spontan und nicht
etwa durch Nachdenken oder Ableitung . Intuition
gestattet es nicht genaues Wissen von ungenauen
Wissen zu trennen.
3. Autoritat: Die Informationsquelle wird hoch ein-
geschatzt und respektiert, so da Kritik gegenuber
dem Wissen fehlt. Eine solche Informationsquelle
kann beispielsweise ein geistlicher Wurdentrager
oder der Staat sein. Im oben genannten Artikel
spielte Autoritat eine Rolle, als einige Staaten ei-
ne Kennzeichnungsplicht einfuhrten.
4. Rationalismus: Erkenntnis wird nur durch Uberle-
gung gewonnen. So gewonnene Erkenntnis ist min-
destens genauso wahr wie durch Wahrnehmung er-
zielte Erkenntnis.
5. Empirismus: Erkenntnis gewinnt man durch
Wahrnehmung. Vermutungen konnen nur durch
Wahrnehmungen abgesichert werden.
Auch wenn die beiden letztgenannten Methoden fur
sich genommenunwissenschaftlich sind, sind sie zusam-
men wesentliche Bestandteile der Wissenschaft. Hypo-
thesen stellt man nach Uberlegung auf, eas ein ratio-
naler Vorgang ist. Grudlage dieser Uberlegungen sind
meist empirische Beobachtungen. Dies fuhrt uns zum
Induktivismus, der im nachsten Abschnitt behandelt
wird.
2 Induktivismus
Kommen wie nun zu den wissenschaftstheoretischen
Modellen. In der Reinform wie hier dargestellt, ist
der Induktivismus leicht zu kritisieren. Es kommt
aber darauf an Grundkonzepte vorzustellen und nicht
vollstandige Methoden fur die wissenschaftliche Praxis
zu liefern.
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Der Induktivismus geht davon aus, da Wissenschaft
mit Beobachtung beginnt. Voraussetzungen sind ge-
sunde Sinne und ein unvoreingenommener Beobachter.
Unter solchen Voraussetzungen gemachte Beobachtun-
gen sind eine tragfahige, objektive Grundlage fur wis-
senschaftliche Erkenntnis. Idee des Induktivismus ist
es, einzelne Beobachtungsaussagen zu sammeln und
dann durch Uberlegung induktiv auf allgemeine Satze
zu schlieen. Es genugt aber nicht, sich nur auf wenige
Beobachtungen zu stutzen. Deshalb wird gefordert, da
Beobachtungen unter einer Vielfalt von Bedingungen
wiederholt werden. So gelangt man zum allgemeinen
Induktionsprinzip:
"
Wenn eine groe Anzahl von As unter einer
groen Vielfalt von Bedingungen beobachtet
wird und wenn alle diese beobachteten As
ohne Ausnahme die Eigenschaft B besitzen,
dann besitzen alle As die Eigenschaft B.\
Durch experimentieren kann der Induktivist gezielt die
Bedingungen der Beobachtung variieren. So bekommt
er systematisch eine Vielfalt von Beobachtungsaussa-
gen, wie es das Induktionsprinzip fordert.
2.1 Erklarung und Vorhersage
Die Erklarung und Vorhersage von Phanomenen ge-
schieht deduktiv, nachdem durch Induktion allgemei-
ne Satze gewonnen wurden. Dabei kommt logisches
Schlieen zur Anwendung. Als eine Pramisse treten
die allgemeinen Satze und Theorien auf. Als zweite
Pramisse nimmt man die Anfangsbedingungen. Durch
einen logischen Schlu kommt man zur Vorhersage.
Beispiel:
1. Reines Wasser gefriert bei 0 Grad Celsius.
2. Der Kuhler meines Autos enthalt nahezu reines
Wasser.
3. Wenn die Temperatur unter 0 Grad Celsius sinkt,
















Abbildung 1: Schema des Induktivismus
2.2 Kritik am Induktivismus
Trotz seines formalen Ansatzes weist der Induktivismus
einige Mangel auf, die ihn als Wissenschaftsmodell we-
nig geeignet erscheinen lassen.
Zum einen gibt es ein logisches Problem beim Schlu
von einer endlichen Anzahl von Beobachtungen auf all-
gemeine Satze, welche sich auf alle Situationen bezie-
hen. Auch wenn n Beobachtungen gemacht werden,
da A die Eigenschaft B besitzt, kann nicht ausge-
schlossen werden, da A in der n + 1-ten Beobach-
tung die Eigenschaft C hat. Beispiel: Es ist nicht aus-
geschlossen, da es auch schwarze Schwane gibt.
Auch ein Ruckzug auf Wahrscheinlichkeiten hilft hier
nicht weiter. Man kann nicht sagen, eine Theorie wird
wahrscheinlicher falls man mehr stutzende Beobach-
tungen macht, also eine breitere Basis fur die Induk-
tion hat. Da die Menge der tatsachlich gemachten Be-
obachtungen endlich ist und einer unendlichen Menge
von potentiellen Beobachtungen gegenubersteht, ist die
Wahrscheinlichkeit jedes durch Induktion gewonnenen
allgemeinen Satzes stets gleich Null.
Ein zweites Problem ergibt sich, falls man versucht das
Induktionsprinzip aus der Erfahrung heraus zu bewei-
sen. Dies konnte wie folgt aussehen:
Das Induktionsprinzip war bei A gultig,
das Induktionsprinzip war bei B gultig, usw.
Daraus folgt, da das Induktionsprinzip im-
mer gultig ist.
Man wurde versuchen, das Induktionsprinzip durch
sich selbst zu beweisen. Ein solcher Beweis ist nicht
zulassig, da er auf einen Zirkelschlu beruht.
Weitere Argumente gegen den Induktivismus betreen
die Rolle der Beobachtung. Die Grundannahme, da
Beobachtung der Theorie vorausgeht, erweist sich als
falsch. Wie ist es einem Beobachter moglich, unwichti-
ge Aspekte wie etwa die Farbe seiner Schnursenkel aus
der Beobachtung auszuklammern? Der Beobachter hat
ein Vorwissen, eine Theorie, die ihm bei diesen Ent-
scheidungen hilft. Die Theorie geht der Beobachtung
voraus und nicht umgekehrt.
Auch geht der Induktivismus davon aus, da die Be-
obachtung eine objektive Grundlage fur die Indukti-
on liefert. Bild 2 zeigt fur uns eine Projektion einer
Treppe. Der Eindruck, ob wir die Treppe von oben
oder von unten sehen, wechselt sprunghaft von Zeit
zu Zeit. Der entscheidende Punkt ist , da es Kultur-
kreise gibt, in denen es nicht ublich ist, zweidimen-
sionale Abbildungen von raumlichen Gegenstanden zu
machen. Dort sehen die Menschen lediglich Strichmu-






















wir, kommen sie zu einer anderen Wahrnehmungserfah-
rung. Sie hangt vom Vorwissen, den Erwartungen und
der Stimmung des einzelnen Beobachters ab. Aus die-
sen beiden Grunden, der Theoriegeleitetheit und der
Subjektivitat der Wahrnehmung, folgt, da Beobach-
tung keine objektive Grundlage fur Wissenschaft sein
kann.
3 Falsikationismus
Im vorangegangen Abschnitt haben wir gesehen, wie
die Theorieabhangigkeit der Beobachtung dem Induk-
tivisten ernsthafte Probleme bereitete. Der Falsika-
tionismus, ein anderes Wissenschaftsmodell, das ma-
geblich von Karl Popper erarbeitet wurde, nimmt die
Probleme des Induktivismus auf:
"
Der Falsikationismus geht davon aus, da
Beobachtungen generell theoriegeleitet sind
und damit Theorie voraussetzen. Gleicher-
maen wird auf den Anspruch verzichtet, da
Theorien auf der Basis von Beobachtungen als
wahr oder wahrscheinlich betrachtet werden
konnen.\
Wie aber soll bei dieser Einschrankung nun Wissen-
schaft noch moglich sein? Eine kurze Antwort gibt das
folgende Zitat: \Es bleibt uns nichts anderes ubrig, als
Bestehendes dadurch schrittweise zu verbessern, da
wir aufzeigen, was daran falsch ist\ [3]. Man will al-
so aus Fehlern lernen. Einen Fehler hat man gemacht,
wenn eine Hypothese als falsch nachgewiesen wird. Das
kann beispielsweise durch eine Beobachtung gesche-
hen, die der Hypothese widerspricht. Man sagt:
"
Die
Hypothese wurde falsiziert\. Dabei sehen wir schon
ein logisches Argument, das den Falsikationismus un-
terstutzt: Es reicht schon ein Gegenbeispiel aus, um ei-
ne Hypothese zu verwerfen. Es gibt also keine logischen
Probleme mit der Bergrundung der Methodik wie beim
Induktivismus.
3.1 Wissenschaftlicher Fortschritt
Der angestrebte Fortschritt ergibt sich hierbei durch
den Wettbewerb der Hypothesen untereinander. Falsi-
zierte Hypothesen scheiden aus. Hypothesen, die sich
bewahren sind zwar nicht bewiesen, aber sie werden auf
Zeit anerkannt. Werden solche Hypothesen dann doch
als falsch nachgewiesen, so hat sich ein neues Problem
ergeben, das auf einem hoheren Niveau liegen sollte
als das Alte. Bemerkenswert ist es, da Falsikationen,
die Fehlschlage sein konnen, potentiell wertvolle wis-
senschaftliche Arbeiten sind.
Die oben vorgestellte Methode ist nur eine erste
Annaherung. Tatsachlich ist die Qualitat von Falsi-
kationen unterschiedlich. Falsiziert man beispielswei-
se sehr kuhne, unwahrscheinliche Hypothese, gewinnt
man nicht so viel als wurde man eine behutsame Hy-
pothese falsizieren. Behutsam und und kuhn beziehen
sich dabei jeweils auf das Hintergrundwissen, was die
Gesamtheit aller anerkannten Hypothesen ist. Wenn ei-
ne kuhne Hypothese sich bewahrt, kann dies auch als
Fortschritt betrachtet werden. Sie hat dann ein uner-
wartetes Ergebnis gebracht. Ein Beispiel fur eine solche
Bewahrung war die Entdeckung der Radiowellen durch
H. Hertz im Jahre 1886. Durch sie bestatigte Hertz die
Maxwallschen Gleichungen, eine damals kuhne Hypo-
these. Allerdings ist es heute keine Leistung mehr, Ra-
dio zu horen.
Eine weitere Moglichkeit die Wissenschaft im Sinne der
Falsikation voranzubringen, besteht darin, bekann-
te Hypothesen durch falsizierbarere auszutauschen.
Meist ist dies dann eine allgemeinere Hypothese. Bei-
spielesweise bietet die Hypothese
"
Alle Planeten be-
wegen sich in geschlossenen Bahnen um ihre jeweilige
Sonne\ mehr Moglichkeiten zur konkreten Falsikati-
on als die Behauptung
"
Der Mars bewegt sich auf ei-
ner geschlossenen Bahn um die Sonne\. Oensichtlich
gewinnt man durch die Falsikation der allgemeinen
Hypothese mehr Erkenntnis.
3.2 Praktische Konsequenzen
Der Falsikationismus hat durchaus praktische Konse-
quenzen. So folgt aus der Forderung nach falsizier-
baren Hypothesen etwa, da diese moglichst eindeutig
und prazise Formuliert zu formulieren sind. Vorallem
die Prazision bezieht sich auf genaue quantitative An-
gaben. Es ist somit einfacher, Ansatzpunkte fur mogli-
che Falsikationen zu nden.
Eine weitere Richtlinie gibt es zur Frage der Modi-
kation von Hypothesen. Da Hypothesen nur durch fal-
sizierbarere ersetzt werden sollten, ist es im Fall ei-
ner Falsikation nicht erlaubt, ad-hoc Modikationen
vorzunehmen. Solche ad-hoc Modikationen fugen der
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ursprunglichen Hypothese zur Abwehr der Falsikati-
on eine weitere Bedingung hinzu. Die Falsizierbarkeit
wird dadurch nicht verbessert.
3.3 Kritik am Falsikationismus
Der Falsikationismus besitzt ahnliche Probleme wie
der Induktivismus. Der erste Kritikpunkt besteht im
Vergleich der Falsizierbarkeit zweier Hypothesen. Es
gibt prinzipiell unendlich viele Beobachtungen, die ei-
ne Hypothese falsizieren konnten. Damit lat sich der
Falsizierbarkeitsgrad als rationales Entscheidungskri-
terium bei der Wahl von Hypothesen nicht objektiv
begrunden.
Ein weiteres Problem ergibt sich aus der wissenschaft-
lichen Praxis. Meistens sind die Hypothesen wesent-
lich komplexer als hier angedeutet. Auerdem werden
sie oft von einer groen Anzahl von Hilfshypothesen
begleitet. Diese beziehen sich etwa auf die Anwend-
barkeit mathematischer Werkzeuge oder den Gebrauch
von Geratschaften. Im Fall einer Falsikation, ergibt
sich dann die Frage, welche von den vielen Hypothe-
sen falsiziert wurde. Hier leistet der Falsikationismus
keine Hilfestellung.
Wie wir schon im Induktivismus gesehen haben, ist
die Wahrnehmung fehlbar. Dies wirkt sich jedoch nicht
nur auf die Unbeweisbarkeit von Theorien aus, sondern
auch darauf, da sie im Grunde nicht endgultig falsi-
zierbar sind. Die Beobachtungen, die man bei der Fal-
sikation macht, konnen falsch sein. Damit ware die
Falsikation hinfallig.
3.4 Theorienwechsel
Ein Wissenschaftsmodell sollte in der Lage sein, histo-
rische Situationen der Wissenschaft zu erklaren. Ins-
besodere der Ubergang von einer Theorie zu einer an-
deren verdient dabei Aufmerksamkeit. Gelingt es nicht
einen historischen Theorienwechsel zu erklaren, so kann
man nicht erwarten, da das Modell fur gegenwartige
Entscheidungen hilfreich ist.
Bei strikter Anwendung eignet sich der falsikationisti-
sche Ansatz nicht zur Erklarung von Theorienwechsel:
Kommt eine neue Theorie auf, dann werden manche
ihrer Hypothesen zuerst falsiziert. Wurde man nun
radikal falsikationistisch vorgehen, mute man diese
Theorie verwerfen. Betrachten wir als historisches Bei-
spiel die kopernikanische Wende. Kopernikus behaup-
tete unter anderem, da sich die Erde um die eigen
Achse dreht. Das stand im Gegensatz zum ptolemais-
chen Weltbild, das die Erde als x annahm. Auerdem
war zu jener Zeit noch die aristotelische Mechanik all-
gemein anerkannt. Nach ihr konnten Korper sich nur
bewegen, falls eine Kraft in die entsprechende Richtung
auf sie einwirken. So kam es zu folgendem Einwand ge-
gen Kopernikus Theorie: Falls sich die Erde drehe, so
mute sich die Oberache in jedem Augenblick um eine
betrachtliche Strecke fortbewegen. Nun lat man einen
Stein von der Spitze eines Turms herunterfallen. Da
sich die Erde dreht, mute der Stein in einiger Entfer-
nung vom Fu des Turmes aufschlagen. Das trit nicht
zu. Damit war die Theorie des Kopernikus falsiziert
und hatte gema den Forschriften des Falsikationis-
mus aufgegeben werden mussen. Ganz im gegensatz
dazu brachten die Kopernikanischen Hypothese ganze




Bisher haben wir Wissenschaftsmodelle vorgestellt, die
den lokalen Zusammenhang zwischen Theorien und
Hypothesen beim Fortschritt der Wissenschaft erklart
haben. Dabei wurden die Theorien undierenziert be-
trachtet. Das hatte unter anderem Probleme bei der
Erklarung von Theorienwechseln mit sich gebracht. Die
nun folgenden Ansatze stukturieren die Theorien, so
da feinere Mechanismen im wissenschaftlichen Fort-
schritt erklart werden konnen.
4.1 Struktur der Forschungsprogram-
me
Die Forschungsprogramme von Lakatos konne als ei-
ne Fortfuhrung des Falsikationismus betrachtet wer-
den. Wie bereits erlautert treten in realer Forschung
Hypothesen stets zusammen mit einer Reihe von Hilfs-
hypothesen auf. Diese Struktur wird nun prazisiert.
Lakatos unterscheidet zwischen dem harten Kern ei-
nes Forschungsprogramms und dessen Schutzgurtel.
Im harten Kern stehen die Grundannahmen und
zentralen Hypothesen des Forschungsprogrammes. Im
Schutzgurtel sind die Hilfshypothesen, Anfangsbedin-
gungen, Werkzeuge mathematischer und technischer
Natur sowie Techniken zur Anwendung der Werkzeuge
enthalten.
Zu dieser Struktur gibt es noch eine positive und ne-
gative Heuristik, die die Aktivitaten in Forschungspro-
grammen regeln. Die negative Heuristik besagt, da
der harte Kern unveranderbar ist. Das ist eine metho-
dologische Entscheidung der Wissenschaftler des For-
schungsprogrammes. Wissenschaftler, die sich nicht an
diese Entscheidung halten schlieen sich aus dem For-
schungsprogramm aus. Die positive Heuristik besagt,
da der Schutzgurtel verandert werden darf. Man kann
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Hilfshypothesen hinzufugen oder abandern. Tritt eine
Falsikation einer Hypothese plus Hilfshypothesen auf,
so wird diese zunachst in den Schutzgurtel gelenkt.
Das bedeutet, da der Schutzgurtel so modiziert wird,
da die Falsikation nicht mehr auftritt. Diese beiden
Heuristiken ermoglichen ein gezielteres Vorgehen als
der reine Falsikationismus. In diesem Sinne sind For-





















4.2 Entwicklung von Forschungspro-
grammen
Forschungsprogramme durchlaufen laut Lakatos im
allgemeinen zwei Phasen:
1. In ihrer progressiven Phase fuhren ihre For-
schungsaktivitat en zur Entdeckung neuer Phano-
mene.
2. In ihrer degenerativen Phase hingegen werden kei-
ne neuen Phanomene mehr entdeckt.
Die Entwicklung eines Forschungsprogrammes vollzieht
sich wie folgt: Zu Beginn stehen die Grundannah-
men alleine im Kern, der Schutzgurtel ist fast leer. Es
kommt daher zu vielen Falsikationen. Diese bewirken
aber nicht das Verwerfen der Grundannahmen, diese
sind durch die negative Heuristik geschutzt, sondern
sie fuhren erst zum Aufbau des Schutzgurtels. Es wer-
den mathematische Hilfsmittel und Geratschaften fur
Experimente entwickelt. Nun tritt das Forschungspro-
gramm in seine progressive Phase. Mit Hilfe der Werk-
zeuge des Schutzgurtels werden neue Phanomene ent-
deckt. Nach einer gewissen Zeit sinkt die Entdeckungs-
rate stark ab und das Forschungsprogramm tritt in sei-
ne degenerative Phase ein. Es wird dann meist von ei-
nem progressiveren Pendant abgelost.
4.3 Kritik den Forschungsprogramme
nach Lakatos
Auch hier stellt sich die Frage der Vergleichbarkeit
von Forschungsprogrammen. Lakatos versucht mit
seinem Ansatz, Forschungsprogramme in eine Hiera-
chie bezuglich ihrer Progressivitat einzuordnen. Das
zentrale Entscheidungsproblem ist die Frage wann ein
Programmdegenerativ ist. Ein solches Programmkann
namlich durch eine Anderung seines Schutzgurtels
durchaus wieder in eine progressive Phase eintreten.
Dies ist also kein vollstandig objektives Kriterium, um
sich zwischen unterschiedlichen Programmen zu ent-
scheiden.
5 Kuhns Paradigmen
Die Forschungsprogramme aus dem vorigen Abschnitt
kann man sich gut als kleine Forschungsvorhaben vor-
stellen, an denen nur wenige Wissenschaftler beteiligt
sind. Das nun folgende Wissenschaftsmodell vertritt ei-
ne globalere Sicht auf die Wissenschaft und bezieht eine
groere wissenschaftliche Gesellschaft mit ein.
5.1 Struktur der Paradigmen
Das Paradigma ist bei Kuhn der zentrale Begri. Es
steuert die Aktivitaten in der jeweiligen Wissenschaft
und strukturiert die Theorien. Den einzelnen Wissen-
schaftsrichtungen werden jeweils unterschiedliche Pa-
radigmen zugeordnet. Paradigmen umfassen dabei:
1. allgemeine theoretische Annahmen und Gesetze,
2. mathematische und reale Werkzeuge,
3. Techniken zur Anwendung der Gesetze und
4. allgemeine methodologische Vorschriften.
"
Das
Paradigma mu der Realitat angepat werden\,
"
Fehlgeschlagene Versuche, ein Paradigma an die
Realitat anzupassen, mussen als ernsthaftes Pro-
blem betrachtet werden\ [1]
5.
"
stillgeschwiegenes Wissen\. Dies ist meist fach-
spezische Methodik, die in der Ausbildung des
Wissenschaftlers durch praktische Ubung vermit-
telt wird.
Die ersten Drei Punkte entsprechen etwa dem harten
Kern und dem Schutzgurtel der Forschungsprogramme
und geben somit die Struktur vor.
5.2 Entwicklung von Paradigmen
Wissenschaft entwickelt sich nach Kuhn in etwa wie
folgt:
{ Vor-Wissenschaft { normale Wissenschaft
{ Krise { Revolution { Neue Normalwissen-
schaft { Neue Krise {
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Diesen Stadien besitzen jeweils eine Orientierungsfunk-
tion fur die Wissenschaftler. In einer vorwissenschaft-
lichen Situation gibt es meist Debatten uber die Grun-
dannahmen des Paradigmas. Die notigen Werkzeuge
stehen noch nicht zur Verfugung. Ein normales, fach-
wissenschaftliches Arbeiten ist nicht moglich.
In der Normalwissenschaft wird gema der allgemei-
nen methodologischen Vorschriften an der Anpassung
des Paradigmas an die Realitat und an dessen Kon-
kretisierung gearbeitet. Der Wissenschaftler kann sich
auf Details konzentrieren, ohne die Grundannahmen
zu hinterfragen. Die Probleme, die dabei entstehen,
haben nach Kuhn den Charakter des Ratsel Losens.
Diese Ratsel konnen sowohl theoretischer als auch ex-
perimenteller Natur sein. Gelingt es nicht, ein Ratsel
zu losen, so bedeutet das lediglich, da noch oene Pro-
bleme existieren. Die Grundannahmen bleiben vorerst
unverandert. Dies ist der Schutzmechanismus des Pa-
radigmas gegenuber Falsikationen. Erst wenn es sich
hartnackig allen Losungsversuchen widersetzt, bezeich-
net man es als Anomalie des Paradigmas. Treten ver-
starkt Anomalien auf so gerat das Paradigma in ei-
ne Krise. Dann wird der methodologische Zwang ge-
lockert. Es kommt zu immer kuhneren Losungsversu-
chen, aus denen oft neue, rivalisierende Paradigmen
entstehen. Jetzt wird eine Abgrenzung versucht und
dazu werden stillgeschwiegenes Wissen und methodo-
logische Grundlagen formuliert.
Schlielich kommt es zu einem sprunghaften Wechsel
der Wissenschaftler von einem Paradigma zu einem
neuen. Dieser Vorgang ist einer Revolution vergleich-
bar, weil quasi aus einm alten Paradigma ausgebrochen
wird.
5.3 Kritik an Kuhns Paradigmen
Wie auch in vorhergehenden Ansatzen gibt es keine ob-
jektiven Kriterien, die dem Wissenschaftler helfen eine
Wahl zu tree. Meist sind bei rivalisierenden Paradig-
men ihre Grundannahmen so verschieden, da sie sich
nicht mehr vergleichen lassen.
5.4 Kuhns Paradigmen in der Informa-
tik
Es soll kurz versucht werden, Kuhns Paradigmen auf
die Situation in der Informatik anzuwenden. Meiner
Ansicht nach stellt sich die Situation recht uneinheit-
lich dar. Die Normalwissenschaft ist voll im Gang, was
die breite Anwendung der Informationstechnik zeigt.
Gleichzeitig aber eine Debatte uber ihre intellektuelle
Substanz gefuhrt [4]. Sie wird vorallem durch den Ver-
such der Standortbestimmung gegenuber anderen Pa-
radigmen gepragt. Dies sind erstens die Mathematik als
Formalwissenschaft, die sich in der Theorie der Infor-
matik wiederndet. Zweitens die empirischen Wissen-
schaft, die in der Abstraktion zum Ausdruck kommt.
Hier werden Modelle mit Hilfe der formalen Methoden
der Theorie entwickelt und auf Tauglichkeit mit em-
pirischen Mitteln uberpuft. Drittens die Ingenierswis-
senschaten, die sich im Design konkreter Systeme er-
geben. Die wissenschaftstheoretischen Modelle, die wir
vorgestellt haben, besiten voralem in der Abstraktion
ihre Gultigkeit. Tabelle 4 zeigt die drei Komponenten












Abbildung 4: Komponenten der Informatik am Beispiel
der Softwaretechnik
6 Schlubemerkung
Wir haben gesehen, da inituitive Vorstellungen von
Wissenschaft vor allem in Hinblick auf die Objekti-
vitat nicht zu halten sind. Eines der Kernprobleme
ist dabei die Erfahrungsabhangigkeit unserer Wahrneh-
mung. Mit dem Falsikationismus haben wir eine Me-
thode kennengelernt, die verscht Bestehendes dadurch
schrittweise zu verbessern, da sie aufzeigen, was daran
falsch ist. Die beiden Ansatze von Lakatos und Kuhn
strukturieren die Theorien und versuchen so, die kom-
plexen Zusammenhange ,die der realen Wissenschaft
zugrundeligen, zu erklaren. Letzten Abschnitt haben
wir gesehen, da dir Informatik auch einen empirischen
Zug tragt. Damit ist es fur den Informatiker genauso
wichtig wie fur den Physiker, die Grundlagen empiri-
scher Wissenschaften und deren Probleme zu verste-
hen.
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Die Aufgaben der Wissenschaftstheorie werden an-
hand zentraler Fragen erlautert. Diese Fragen geben ein
Gerust zur Einordnung der verschiedenen Ansatze von
Lakatos, Kuhn und Feyerabend. Bezuge zwischen den
Standpunkten werden erlautert, und es wird versucht,
eine einheitliche Sicht aufzuzeigen. Die Informatik soll
darin ihren Platz zwischen anderen Wissenschaften n-
den.
1 Einleitung
Wissenschaftstheorie beschaftigt sich mit den Grundla-
gen jeder Einzeldisziplin: sie beschreibt die Aufgaben
und Ziele der Wissenschaft und die Methoden diese
zu erreichen. Gibt es Fragen, die jeden Wissenschaft-
ler, unabhangig vom jeweiligen Fach, betreen? War-
um ist Wissenschaftstheorie interessant? Was ist Wis-
senschaft uberhaupt? Was unterscheidet die Wissen-
schaftliche Methode eigentlich von anderen Moglich-
keiten des Erkenntnisgewinns? Gibt es diese anderen
Moglichkeiten uberhaupt?
Zumindest eine Frage kann hiermit als positiv beant-
wortet werden: Diese Fragen sollten wohl fur alle Wis-
senschaftler interessant sein!
Inwieweit die Wissenschaftstheorie die anderen Fragen
beantworten kann, und welche Ansatze es dazu gibt
soll im Folgenden erlautert werden. Auerdem soll die
Informatik als Wissenschaft unter den anderen einge-
ordnet werden.
2 Zentrale Fragen der Wissen-
schaftstheorie
Die Darstellung der verschiedenen Positionen folgt
[CHA 94], Kap. 9-11,13.
2.1 Die Frage nach der Methodik: Ra-
tionalismus versus Relativismus
Diese Frage betrit die sog.Wissenschaftliche Methode,
also eine konkrete Anleitung, um wissenschaftliche Er-
kenntnis zu gewinnen. Hier wird nicht auf verschiedene
methodische Ansatze eingegangen, sondern vielmehr
sollen hier die beiden Extrempositionen bezuglich der
Beantwortbarkeit dieser Frage behandelt werden. Die
Frage nach der Existenz allgemeingultiger Mastabe
zur Beurteilung wissenschaftlicher Arbeit beantwortet
der wissenschaftstheoretische Rationalist im Gegensatz
zum Relativisten positiv.7
Fur den Rationalisten sind Mastabe des wissen-
schaftlichen Arbeitens aus verschiedenen Grunden un-
erlalich:
 Nur so kann eine Denition und Abgrenzung der
Wissenschaft gegeben werden. Nur Erkenntnisge-
winn in Ubereinstimmung mit diesen Methoden
ist Wissenschaft.
 Durch Denition der sog. Wissenschaftlichen Me-
thode werden dem forschenden Wissenschaftler
konkrete Handlungsregeln und Modelle vorgege-
ben.
 Unter anderem sollen dem Wissenschaftler durch
die Wissenschaftliche Methode Kriterien an die
Hand gegeben werden, die ihm das Auswahlen
einer Theorie aus mehreren konkurrierenden
ermoglichen. (Theorienauswahl)
 Dem Wissenschaftshistoriker wird damit ein Mo-
dell gegeben, um den Wechsel von Theorien und
Paradigmen in der Wissenschaftsgeschichte zu ver-
stehen. Dieser sog. Theorienwechsel bezieht sich
im Gegensatz zur o.a. Theorienauswahl auf die hi-
storische Entwicklung der Wissenschaft.
Die Unterscheidung zwischen Theorienauswahl und -
wechsel erscheint vielleicht zunachst wenig sinnvoll.
Zu bedenken ist aber, da die Mastabe histori-
scher Theorienwechsel nicht notwendigerweise diessel-
ben sein mussen, nach denen ein heutiger Wissenschaft-
ler seine Theorien auswahlt. Schlielich gibt es auch
Theorienwechsel in der Wissenschaftstheorie.
Wurde Erkenntnis nicht mit der Wissenschaftlichen
Methode gewonnen, so sollte ihr nicht das Vertrauen
entgegengebracht werden, welches ublicherweise wis-
senschaftlicher Erkenntnis zugedacht wird. (Die Fra-
ge, ob unwissenschaftlich gewonnene Erkenntnis uber-
haupt als solche zu bezeichnen ist, hangt naturlich von
der Denition des Wortes Erkenntnis ab. Es ist aber
denkbar, Erkenntnis (im Gegensatz zu Wahrheit) nur
auf wissenschaftliche Ergebnisse zu beziehen.)
7Die Position des wissenschaftstheoretischenRationalisten ist
nicht zu verwechseln mit der des erkenntnistheoretischen Ratio-
nalisten. Dem zweiten ist die allgemein unter des Namen Ra-
tionalismus bekannte Haltung zu eigen, die ausgehend von Des-
cartes (1596-1650) besagt, da Erkenntnis nur durch Nachden-
ken gewonnen werden kann, Sinneseindrucke unterliegen zu sehr
Tauschungen. (Ursprunge bei Platons Ideenlehre.) Die Positi-
on des wissenschaftstheoretischen Rationalisten hangt zunachst
nicht mit dieser erkenntnistheoretischenPosition zusammen,und
wird im Folgenden einfach nur Rationalismus genannt.
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Der Grund fur das oentliche Vertrauen gegenuber
wissenschaftlich gewonnener Erkenntnis ist nur durch
das Einhalten dieser Methode zu rechtfertigen. Den-
noch darf der Wissenschaftler den Ergebnissen bishe-
riger wissenschaftlicher Arbeit kein absolutes Vertrau-
en entgegenbringen, sondern mu sie vielmehr kritisch
gerade diesen Mastaben unterziehen. Diese Haltung
impliziert allerdings weder bestimmte Ansichten uber
die Existenz einer objektiven Welt, noch uber die Auf-
gaben von Wissenschaft selbst.
Demgegenuber verneint der Relativist die Existenz
solch allgemeiner Mastabe. Wissenschaft ist fur ihn
ein viel zu kompliziertes Netzwerk aus Interessen ein-
zelner Personen und der jeweiligen ihn fordernden Ge-
sellschaft, als da allgemeingultige Mastabe ange-
geben werden konnten. Diese Einusse auf Wissen-
schaftler sind weltweit und uber die Zeit betrachtet zu
vielfaltig, als jemals in ein einheitliches Modell einge-
bracht werden zu konnen. Damit uberlat der Relati-
vist die Frage nach der Art der Wissenschaft weitge-
hend der subjektiven Empndung.
Es sind zwei Hauptstromungen zu unterscheiden:
"
Individueller Relativismus\
Zuruckgehend auf den Ausspruch des Protagoras
(480 - 410 v. Chr.)
"
Der Mensch ist das Ma al-
ler Dinge\ nehmen die Vertreter dieser Stromung
an, da es im wesentlichen von den Entscheidun-
gen Einzelner abhangig ist, was Wissenschaft ist,
und wie ihre Weiterentwicklung beeinut wird.
"
Soziologischer Relativismus\ Das Handeln der
Wissenschaftler wird in erster Linie von der
sie umgebenden Gesellschaft bestimmt, da sie
dem modernen Wissenschaftler erst das Arbeiten
ermoglicht. Unabhangig davon, inwieweit sich der
einzelne Wissenschaftler dieses Einusses bewut
ist, wird so Zweck und Art der Forschung be-
stimmt.
Insgesamt kann die Wissenschaftstheorie also nicht alle
Ursachen fur Theorienwechsel angeben, weil auch psy-
chologische bzw. soziologische Faktoren eine entschei-
dende Rolle spielen.
2.2 Die Frage nach der Aufgabe der
Wissenschaft: Realismus versus In-
strumentalismus
Die bisherige Betrachtung beantwortet nicht die Frage
nach den Aufgaben der Wissenschaft. Selbst der Er-
kenntnisgewinn ist als vornehmlicher Sinn der Wissen-
schaft keineswegs unumstritten. (Es sei beispielswei-
se auf den Positivismusstreit der 60er Jahre verwie-
sen (Habermas, Adorno, Albert), zuruckgehend auf die
Idee der Kritischen Theorie von Horkheimer (1937).)
Doch selbst wenn dem Erkenntnisgewinn Prioritat ein-
geraumt wird, gibt es ein breites Spektrum an verschie-
denen Positionen uber die Aufgaben der Wissenschaft.
Die beiden Pole markiert der Realismus einerseits und
der Instrumentalismus andererseits.
Fur den Realisten bedeutet wissenschaftliche Arbeit
Wahrheitssuche: also die Suche nach der wahren Be-
schreibung der uns umgebenden Welt. Die in den Theo-
rien vorkommenden Begrie besitzen hier Pendants in
der realen Welt (Korrespondenztheorie der Wahrheit).
Dazu mu der Realist zwei Annahmen machen, ohne
die sein Standpunkt keinen Sinn hatte:
Voraussetzung des Begris der Wahrheit:
Der Realist deniert Wahrheit als fehlerfreie Cha-
rakterisierung der realen Welt, die er als existent
annehmen mu.
Voraussetzung einer unabhangigen Welt:
Fur den Realisten gibt es eine unabhangige, reale
Welt, und diese mu (zumindest teilweise) erkenn-
bar sein. Fur ihn existiert Erkenntnis demnach un-
abhangig vom Menschen.
Diese Annahmen scheinen intuitiv gerechtfertigt zu
sein. Um zu erlautern, wieso sie explizit erwahnt wer-
den, soll nun die Korrespondenztheorie der Wahrheit
erlautert werden. Auf ihr basieren der Realismus und
der spater beschriebene Objektivismus.
Die zentrale Aussage der Korrespondenztheorie ist die
Denition von Wahrheit als Ubereinstimmung mit der
Wirklichkeit. Dieser Wahrheitsbegri ist allerdings kei-
neswegs so unproblematisch, wie seine intuitive Deni-
tion erwarten lat. Einige der wichtigsten Kritikpunkte
lauten:
 Bei der naiven Denition von Wahrheit in einer






ist nicht wahr.\ auf. Ein Ausweg ist die auf den
Logiker Alfred Tarski (1936) zuruckgehende Tren-
nung zwischen Objekt- und Metasprache.[TAR 36]
Die Metasprache beschreibt Aussagen, die in der
Objektsprache abgefat sind. Diese Trennung ist
uns beispielsweise aus der formalen Logik bekannt,
um selbstbezugliche Aussagen wie die erwahnte zu
vermeiden. Begrie zur Beschreibung von objekt-
sprachlichen Aussagen zahlen zur Metasprache.
Als eingangiges Beispiel mag die Semantik von
Formalen Sprachen dienen: Die Bedeutung von re-
servierten Wortern oder Kontrollkonstrukten ei-
ner Programmiersprache kann nicht allein in der-
selben Sprache deniert werden, der sie angehoren.
Die Metasprache ist also in diesem Sinne machti-
ger als die Objektsprache. (Die Begrie Formale
Sprache und Semantik gehen ebenfalls auf Tarski
zuruck.)
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Demzufolge gehort auch der Begri der Wahrheit
der Metasprache an. Weiterhin konnte Tarski zei-
gen, da Begrie der Metasprache nicht sinnvoll
in der Objektsprache deniert werden konnen.
Die gangige Sprache, in der Aussagen abgefat
werden, ist die Umgangsprache. Es folgt, da
Wahrheit in der Umgangssprache nicht sinnvoll
deniert werden kann, dazu benotigten wir eine
Metasprache um die Umgangssprache herum, um
eben uber diese umgangssprachlichen Aussagen zu
reden. Diese Metasprache (fur eine Umgangsspra-
che) gibt es nicht, und kann auch nicht geschaen
werden, denn in welcher Sprache sollte sie abgefat
sein? Denn um die Bedeutung umgangssprachli-
cher Aussagen festzulegen, mu wieder die Um-
gangssprache bemuht werden. Die Trennung zwi-
schen Objekt- und Metasprache kann also im All-
tag nicht durchgefuhrt werden.
Als Ausweg erscheint die Moglichkeit, Aussagen
eben nicht in der Umgangssprache auszudrucken,
sondern in einer formalen Sprache, was in der In-
formatik ja auch geschieht: Algorithmen werden in
Formalen Sprachen notiert, damit sie als objektive
Problemlosung existieren. Inwieweit diese Forma-
len Sprachen aber geeignet sind, als Ausdrucks-
mittel der Mehrzahl der Wissenschaftler und der
Vielzahl wissenschaftlicher Betatigungsfelder zu
genugen, bleibt hier eine oene Frage.
Allgemeiner mag gelten, da Aussagen bestimm-
ter Theorien eben nur in der Terminologie dieser
Theorien abgefat werden konnen. Das aber ent-
spricht keiner Trennung der Sprachebenen.
Damit bleibt der Begri der Wahrheit in der nai-
ven Verwendung problematisch.
 Ein ebenfalls auf die Sprache bezogener pro-
minenter Kritikpunkt kommt aus der Richtung
des logischen Positivismus: Wittgenstein (1945)
zeigt in seinen Philosophischen Untersuchungen
am Beispiel des Begries Spiel, da sich umgangs-
sprachliche Begrie einer exakten Denition, die
hinreichend und notwendig zugleich ist, entzie-
hen. Wittgenstein begrundet darauf seine radikale
Sprachkritik.[WIT 45]
 Ein anderes Problem der Verwendung der Korre-
spondenztheorie ergibt sich aus der Anwendung
der experimentellen Methode: Experimente sind
keine alltaglichen Situationen, sondern im Hin-
blick auf bestimmte Theorien konstruierte, kunst-
liche Anordnungen. Insofern kann eingewendet
werden, da so gewonnene Erkenntnis auch kon-
struiert ist und sich nicht unbedingt auf allgemei-
nere Gegebenheiten beziehen mu. Weiterhin ge-
hen wissenschaftliche Theorien ja gerade uber
"
un-
mittelbar\ beobachtbare Ereignisse hinaus. (Da
aber der Begri der unmittelbaren Beobachtung
ohnehin problematisch ist, zeigt die Existenz di-
verser Sinnestauschungen. Zudem ist die Unmit-
telbarkeit physikalischer Beobachtung bei moder-
nen Meanlagen ohnehin nicht gegeben.) Wie
steht es dann mit der Existenz theoretischer Be-
grie?
Da dieser Einwand keineswegs artiziell ist, zeigt
z.B. die Formulierung eines Sachverhalts durch
zwei aquivalente Begrisbildungen: In der Quan-
tenmechanik erwies sich die Heisenbergsche Matri-
zenmechanik mit der Schrodingerschen Wellenme-
chanik als gleichwertig. Aber welche der Begris-
bildungen soll nun Anspruch auf reale Existenz er-
heben?
In der Geschichte der Erklarungen des Phanomens
Licht gibt es wechselnde Positionen bezuglich des
Teilchen- oder Wellencharakters des Lichts. Gera-
de der Welle-Teilchen-Dualismus zeigt in seinem
auerhalb der Mathematik schwer vorstellbaren
Charakter die ganze Problematik des Korrespon-
denzbegries: hier wird eher die Modellhaftigkeit
moderner physikalischer Beschreibungen deutlich.
 Ein darauf basierender Kritikpunkt ist die
Veranderlichkeit wissenschaftlicher Theorien. Als
menschliches Produkt sind sie immer wieder
Veranderungen unterworfen. Die reale Welt, die sie
beschreiben sollen, unterliegt zumindest nicht den-
selben Veranderungen, so da eine direkte Korre-
spondenz zwischen realer Welt und Theorie zwei-
felhaft ist.
Dem Instrumentalisten stellen sich diese Probleme
nicht, da er auf die Korrespondenztheorie verzichten
kann. Sein Ziel der Wissenschaft ist das Bereitstellen
theoretischer Konstrukte, die Verknupfungen zwischen
Beobachtungen zulassen. Diese Konstrukte sollen An-
wendungen des Wissens ermoglichen. Eine reale Exi-
stenz der theoretisch postulierten Begrie ist nicht nur
unwahrscheinlich, sondern auch sinnlos. Beschreibun-
gen sollen sich nur auf beobachtbare Ereignisse bezie-
hen, alle theoretischen Konstrukte haben nichts mit der
Realitat zu tun. Es reicht aus, Gesetzmaigkeiten fest-
zustellen und zu beschreiben. Real existente Ursache
zu suchen, wird nicht als sinnvoll erachtet, da die Kluft
zwischen Wahrnehmbaren und Nicht-Wahrnehmbaren
durch die Wissenschaft ohnehin nicht als uberbruckbar
angenommen wird.
Die Beschrankung des Existenzgedankens auf beob-
achtbare Ereignisse erinnert etwas an den Positivismus,
und in der Tat kann ein Standardargument gegen den
Positivismus auch hier angebracht werden: Alle Beob-
achtung ist theorieabhangig und damit doch beeinut
von unseren Gedanken, die ja per denitionem nichts
mit der beobachtbaren Realitat zu tun haben durften.
Der Instrumentalist benutzt zwar Theorien zur Losung
anwendungsbezogener Probleme und ist damit auf Vor-
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hersagen seiner Theorien angewiesen, die reale Exi-
stenz der zu diesen Vorhersagen beteiligten theoreti-
schen Konstrukte bezweifelt er; folglich mu er sich
doch sehr wundern, wenn z.B. Molekule
"
sichtbar\ ge-
macht werden, oder Elektronen in Paul-Fallen direkt
nachgewiesen werden.
2.3 Die Frage nach der Erkenntnis: Ob-
jektivismus versus Individualismus
Im vorigen Abschnitt ist die Frage nach der Existenz-
form der Erkenntnis angerissen worden; konkret ausfor-
muliert: Existiert Erkenntnis unabhangig vom (erken-
nenden) Menschen, oder ist sie ein allein geistiges Pro-
dukt in unseren Kopfen? Die erste Position wird vom
Objektivisten eingenommen der seine Haltung durch
folgende Argumente begrundet:
 Es gibt objektive Eigenschaften von Dingen un-
abhangig davon, ob wir uns dieser Qualitaten
bewut sind oder nicht. Selbst wenn alle Men-
schen blind waren und so direkt keine Far-
ben wahrnahmen, so behielten die Gegenstande
doch die Eigenschaft, Licht in verschiedenen Wel-
lenlangen zu reektieren. Umgekehrt kann auch ei-
ne Aussage falsch sein, selbst wenn sie allen als
plausibel erscheint.
 In der Wissenschaftsgeschichte gibt es viele Bei-





ihrer\ Theorien nicht be-
wut waren. Beispielsweise fuhrte Planck 1900 das
spater nach ihm benannte Wirkungsquantum ein.
Dies bildete die Grundlage der von Heisenberg,
Schrodinger, Dirac und vielen anderen ausgear-
beiteten Quantenmechanik. Ein wesentliches Po-
stulat darin sind die von Heisenberg formulierten
Unscharferelationen, die einen vollkommenen De-
terminismus in der Physik ersetzen. Dennoch hielt
Planck an einer streng deterministsichen Sichtwei-
se der Physik fest. (s. [PLA 37])
Die objektiven Entwicklungsmoglichkeiten einer
Theorie werden also oft nicht vomEntdecker selbst
ausgeschopft, sondern von anderen Forschern.
Popper vergleicht die Entwicklungsmoglichkeiten
einer Theorie mit Nistkasten fur Vogel. Diese
Nistkasten konnen genutzt werden oder nicht. Sie
existieren aber unabhangig von der Nutzung.
Grundsatzlich setzt der hier geschilderte Objektivis-
mus die Existenz einer realen Welt voraus, zumin-
dest sofern die objektive Erkenntnis sich auf die Na-
tur bezieht. Insofern mu sich der Objektivist mit den
Einwanden gegen die Korrespondenztheorie auseinan-
dersetzen.
Dem Individualisten stellen sich diese Probleme nicht,
da er die Korrepondenztheorie nicht voraussetzen mu.
Fur den wissenschaftstheoretischen Individualisten exi-
stiert Erkenntnis nur als Uberzeugung einzelner. 8
Eine Uberzeugung gilt dann als wahre Erkenntnis,
wenn ausreichend Beweismaterial vorliegt. Wobei aus-
reichend und Beweismaterial eigentlich erst noch de-
niert werden muten, was aber dann leicht wieder
einen
"
realistischen Touch\ bekommen konnte. Den-
noch ist dieser Ansatz fur Informatiker interessant, da
er gewisse Ubereinstimmung mit der sog. Konstrukti-
ven Mathematik / Logik zeigt.[TaD 88] In diesem lo-
gischen System sind nur konstruktive Beweise zuge-
lassen. Die Existenz eines Objektes mit bestimmten
Eigenschaften kann nur durch Angabe eine Algorith-
mus' beweisen werden, der die Berechnung des Objek-
tes zulat. So entsteht eine Korrespondenz (Curry-
Howard-Isomorphismus) zwischen der Pradikatenlogik
n-ter Stufe (Typentheorie) und dem lambda-Kalkul re-
spektive dem Funktionalen Programmieren.[THO 91]
Es ist leicht erkennbar, da die Idee des ausreichenden
Beweismaterials ein gewisses Axiomensystem benotigt,
denn in irgendeiner Form mu ja ein Anfangspunkt ge-
geben sein, von dem aus erst bewiesen werden kann. Al-
lerdings ist die Annahme eines a-priori-Wissens in den
Naturwissenschaften nicht unproblematisch. Selbst so
plausibles a-priori-Wissen wie die Konstanz von Raum
und Zeit ist schon in der Speziellen Relativitatstheo-
rie nicht mehr zu nden. Auch ist das Kausalgesetz
seit den Heisenbergschen Unscharferelationen uninter-
essant geworden, da die Pramissen gewisser Wenn-
dann-Aussagen einfach nicht mehr mit ausreichender
Exaktheit zu quantizieren sind.(s. [HEI 28] S. 28, oder
auch S. 36 ebenda.)
3 Einordnung bestehender
Ansatze
In diesem Abschnitt sollen die als bekannt angenom-
menen Ansatze von Lakatos und Kuhn in die beschrie-
benen Positionen eingeordnet werden. Weiterhin wird




Lakatos betont deutlich eine rationalistische Position.
Fur ihn ist das Hauptproblem der Wissenschaftstheo-
rie
"
... das Problem der Aufstellung allgemeiner Be-
dingungen fur die Wissenschaftlichkeit einer Theorie.\
8Diese Position hat mit der herkommlichen Bedeutung des




Losung uns einen Leitfaden dafur
in die Hand geben (sollte), wann die Anerkennung ei-
ner wissenschaftlichen Theorie vernunftig ist und wann
nicht.\ (vgl. [LAK 82b], S. 182f.) Dementsprechend
lehnt er einen relativistischen Standpunkt ab:
"
Wenn
man ... eine Theorie nur aufgrund der Anzahl, des
Glaubens und der Lautstarke ihrer Anhanger beurtei-
len kann\, dann lage \Wahrheit ... in der Macht.\ (vgl.
[LAK 74], S. 172)
Lakatos gibt aber nicht dogmatisch ein bestimmtesKri-
terium an, dem eine als wissenschaftlich zu bezeichnen-
de Theorie genugen mu, vielmehr stellt er einen Ma-
stab auf, dem sich konkret ein Mastab zur Theori-
enbeurteilung stellen mu. Diesem Mastab entspricht
Lakatos' Methodologie. Lakatos fordert, da eine vor-
geschlagene Methodologie mit der Wissenschaftsge-
schichte konfrontiert werden soll. Die zur Debatte ste-
hende Methodologie kann nur so gut sein, inwieweit sie
in der Lage ist, Theorienwechsel guter Wissenschaft zu
erklaren. Gute Wissenschaft ist fur Lakatos in erster
Linie die Physik, also mu eine Methodologie Theori-
enwechsel der Physik erklaren. Die Enge dieses Stand-
punkts kann als Ansatzpunkt der Kritik dienen.
Dementsprechend nennt Lakatos ein gewisses For-
schungsprogramm besser als ein dazu konkurriendes,
wenn es progressiver ist. Dabei erlautert er den Begri
"
Progressivitat\ eines Programms nur mit dem Ma
von neuartigen Voraussagen dieses Programmes. Diese
neuartigen Voraussagen sind fur Lakatos der Weg des
wissenschaftlichen Fortschritts, also das Ziel aller For-
schungsprogramme. Die Mittel dieses Ziel zu erreichen
sind die oben erwahnten Methodologien.
Diese konkrete Zielvorgabe furWissenschaft kennzeich-
net Lakatos auch als Realisten: das Ziel von Wissen-
schaft ist Wahrheit. Und somit ist Lakatos auch als
Objektivist zu bezeichnen, denn sein Ziel von Wis-
senschaft lat sich nicht ohne die Annahme einer ob-
jektiven Welt sinnvoll erreichen. Existenz besteht un-
abhangig von erkennenden Subjekt:
"
Doch der objekti-
ve wissenschaftliche Wert einer Theorie ist unabhangig
vom menschlichen Bewutsein ... .\ ([LAK 82a], S. 1)
3.2 Kuhns Paradigmen
Kuhn nimmt im Gegensatz zu Lakatos eine relati-
vistische Position ein. Das heit nicht, da er uber-
haupt keine Kriterien zur Theorienbeurteilung nennt.
Die von ihm aufgefuhrten Kriterien lauten u.a.: Genau-
igkeit der Voraussage, Anzahl der gelosten Probleme,
sowie: Einfachheit, Anwendungsbreite und Vertraglich-
keit mit anderen Spezialgebieten. Kriterien wie diese
bilden die Werte der
"
Scientic Community\. Dadurch
sind aber diese Kriterien und ihre Gewichtungen kei-
neswegs unveranderlich, wie das ein Rationalist fordern
wurde, sondern sie variieren entsprechend dem histori-
schen und kulturellen Hintergrund, in dem die wissen-
schaftliche Geimeinschaft eingebettet ist. Es gibt fur
Kuhn keine hohere Norm, als Billigung dieser Wer-
te durch die Gemeinschaft. Insofern kann man Kuhn
als \soziologischem Relativisten\ bezeichnen. Dement-
sprechend ist er auch davon uberzeugt, da die Werte
der Gemeinschaft letztlich soziologisch (und naturlich
auch psychologisch) festgestellt werden mussen.
3.3 Die anarchistische Erkenntnistheo-
rie von Feyerabend
Eine Zusammenfassung ndet sich in [CHA 94], Kap.
12. Feyerabends Ansatz basiert auf seiner Feststellung,
da die bisherigen wissenschaftstheoretischen Modelle
nicht in der Lage sind, die historische wissenschaftliche
Entwicklung zu erklaren. Er zieht daraus den Schlu,
da Wissenschaft zu kompliziert und vielfaltig sei, als
da sie jemals durch ein Modell erklart werden konne.
Bis hierher ein typisch relativistischer Ausgangspunkt.
Die Eigenwilligkeit des Feyerabendschen Ansatzes liegt
in der Radikalitat seiner Folgerung:
"
Anything goes\
kann als einzige Regel fur wissenschaftliches Arbei-
ten angegeben werden. (Also strenggenommen uber-
haupt keine Regel.) Demgegenuber ist der rationalisti-
sche Standpunkt nicht nur wirklichkeitsfern, sondern
nach Feyerabend sogar schadlich, denn:
1. Er engt durch dogmatische Regeln die Kreativitat
des einzelnen Forschers ein. Egal welche Kriterien
fur die Theorienwahl gefordert werden, sie hem-
men das Potential einiger Theorien und Ansatze.
2. \... der Versuch, die Regeln durchzusetzen, zur
Erhohung der fachlichen Fahigkeiten auf Kosten
der Menschlichkeit fuhren mu\.([FEY 83], S.
392)
Feyerabends Kritik betrit nicht nur die rationalisti-
sche Haltung sondern die Wissenschaftstheorie insge-
samt. Sie sei in ihren Auspragungen viel zu kompliziert
und entfernt vom Alltag des tatigen Wissenschaftlers,
als da sie von ihm noch beachtet werden konne. Wenn
also jemand physikalische Forschung betreiben wolle,
so soll er Physik studieren und nicht Wissenschafts-
theorie.
Dennoch zieht Feyerabend eine Grenze zwischen
"
re-
spektablen Denkern\ und sog.
"
Cranks\. Der Begri
des Cranks beinhaltet \rabiate Weltverbesserer, unbe-
einubare Verteidiger seltsamer Ideen, fast schon reli-
gios angehauchte Prediger von barem Unsinn, Verruck-
te, Vernunftige mit groen blinden Flecken, arm im
Geiste, einureiche Scharlatane.\ ([FEY 78], S. 102,
Anm. 49) Den Unterschied macht das Verhalten nach
Vorstellung einer Theorie aus, nicht so sehr die Aussa-
ge der Theorie selbst. Im Gegensatz zum Crank erlaubt
der respektable Denker namlich eine kritische Reek-
tion seiner Ideen.
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Allerdings gibt es kein Kriterium zur Auswahl konkur-
rierender Theorien. Stattdessen wird in der anarchi-
stischen Erkenntnistheorie der Begri der Inkommen-
surabilitat eingefuhrt. Alle Beobachtung ist theoriege-
trankt, also ist auch eine Beobachtungsaussage in den
Kontext einer Theorie eingebettet. D.h. sie verwendet
Begrie, die speziell in dieser Theorie eine eigene Be-
deutung haben. Diese kann in anderen Theorien wieder
ganz anders sein. Als Beispiel konnen z.B. die Begrie
von Raum und Zeit in ihren Rollen in der Newton-
schen Mechanik und der Realativitatstheorie gesehen
werden.
Unterscheiden sich nun zwei konkurrierende Theorien
fundamental, so gibt es uberhaupt keine begriiche
Grundlage, auf der ein Vergleich basieren konnte. Also
ist die Theorienwahl nur rein subjektiv zu verstehen.
Desweiteren folgert Feyerabend, da es keine Uberle-
genheit der wissenschaftlichen Methode gegenuber an-
deren Formen des Erkenntnisgewinns existiert. Dies be-
ruht auf den zu unterschiedlichen Begriswelten ver-
schiedener Erkenntnisformen. Daraus folgt die Inkom-
mensurabilitat verschiedener Erkenntnisformen.
Die Radikalitat dieser Forderung wird vielleicht am
ehesten dadurch verdeutlicht, da Feyerabend eine Art
Trennung der Wissenschaft von der Gesellschaft for-
dert. Genau wie nach der Franzosischen Revolution
die Einheit von Kirche und Staat aufgehoben wur-
de, sollte heute die Verquickung von Wissenschaft
und Gesellschaft beendet werden. Das hiee z.B., da




gen. (Astrologie, Voodoo u.a.)
Neuartig an Feyerabends
"
Theoriekritik\ ist vor allem
eine ethische Komponente: Feyerabend bekennt sich zu
dem Versuch Mills
"
die Freiheit aus(zu)weiten, (um)
ein erfulltes und befriedigendes Leben\ zu fuhren und
unterstutzt sein Eintreten fur die
"
Forderung der In-
dividualitat, die allein wohlentwickelte Menschen er-
zeugt, erzeugen kann.\ (Zitiert nach [FEY 83].) Diese
Haltung wird durch die anarchistische Erkenntnistheo-
rie insofern unterstutzt, als da sie versucht die me-
thodischen Zwange, die den Einzelnen nur einengen,
zu beseitigen.
Der Standpunkt Feyerabends ist wohl der relativi-
stischste aller hier vorgestellten. Insofern treen auf ihn
alle Argumente des Rationalismus gegen den Relativis-
mus besonders zu. Allerdings auch ohne eine rationa-
listische Haltung einzunehmen, konnen einige Kritik-
punkte bemerkt werden.
1. Es mu nicht die dringlichste Aufgabe der Wissen-
schaftstheorie sein, die Wissenschaftsgeschichte zu
erklaren. (Auch wenn das ebenfalls die Forderung
Lakatos' an eine Methodologie ist.) Also kann bis-
herigen wissenschaftstheoretischen Modellen nicht
zum Vorwurf gemacht werden, Theorienwechsel
der Wissenschaftsgeschichte nicht zu erklaren. Das
ist ja der Grund zur Unterscheidung von Theori-
enwahl und Theorienwechsel.
2. Es ware wirklichkeitsfern zu bestreiten, da bei
der Theorienwahl keine subjektiven Elemente ei-
ne Rolle spielten. So wird von Feyerabend richtig
betont, da auch z.B. materielle Ausstattung oder
Karrierewunsche eines Forschers seine Wahl der zu
bearbeitenden Theorie beeinuen.
Allerdings heit das nicht, da die Theorienwahl
keinerlei rationalistischen Argumenten zuganglich
ware.
3. Letztlich ist die Devise
"
Anything goes\ nicht
unbedingt so kreativitatsfordernd wie behauptet.
Denn der Wissenschaftler wird so nicht motiviert,
sich mit bestimmten Theorien auseinanderzuset-
zen. So ist denkbar, das
"
anything goes\ auch any-
thing stays bedeutet.
4 Kritik
In diesem Abschnitt sollen die erlauterten Standpunk-
ten kritisch betrachtet werden. Der Darstellung von
Verbindungen zwischen den Standpunkten folgt eine
darauf basierende einheitlichere Sicht. Darin soll die
Informatik als Wissenschaft eingeordnet werden.
4.1 Bezuge zwischen den Standpunk-
ten
Der vorige Abschnitt hat die Ansatze von Lakatos,
Kuhn und Feyerabend in ein Koordinatensystem der
Achsen Methodik, Aufgabe und Erkenntnis der Wissen-
schaft eingeordnet. Nun soll dieses Koordinatensystem
als solches untersucht werden. Diese Koordinaten sind
nicht unabhangig voneinander variierbar, sondern er-
geben nur in bestimmten Kombinationen Sinn, andere




Der Zusammenhang zwischen Objektivismus versus In-
dividualismus und Realismus versus Instrumentalismus
ist bestimmt von der Annahme einer objektiven Welt
und der Haltung zur Korrespondenztheorie: Der Rea-
list mu, um eine realistische Beschreibung der Natur
zu geben, eine Art Korrespondenztheorie annehmen,
insofern setzt der Standpunkt des Realisten einen Ob-
jetivismus voraus. (Andersherum argumentiert: wenn
Erkenntnis nur individuell existiert, so wird eine Be-
schreibung dessen, was in der Welt unabhangig von
uns ist, unmoglich.) Aus der Negation dieser Beziehung
erkennt man, da der Individualismus auch einen In-
strumentalismus zur Voraussetzung hat. Es ist ja auch
sinnlos von
"
nur\ individuell existenter Erkenntnis ei-
ne realistische Weltbeschreibung zu fordern, denn das




meine\ individuelle Erkenntnis den
Anspruch erhebt, die Welt realistisch zu beschreiben,
so gibt es keinen Grund, warum nicht auch andere sie
teilen sollten. Also ist sie somit doch nicht nur rein in-
dividuell.
Ein weniger klarer Zusammenhang besteht im Rahmen
der Methodenfrage. Zwar scheint ein Individualist eher
eine relativistische Haltung einzunehmen, denn wenn
Erkenntnis nur individuell existiert, so machen allge-
meinverbindliche Regeln zum Erkenntnisgewinn kaum
Sinn. Dennoch kann gefordert werden, da auch fur
den individuellen Erkenntnisgewinn Regeln beachtet
werden mussen, wie z.B. die erwahnte Bereitstellung
\ausreichenden Beweismaterials\.
Die Negation ist ohnehin frei variierbar: Der Realist
kann einen relativistischen Standpunkt wahlen, Feyer-
abend wurde sich huten, eine Vorschrift zu erlassen,
da eine realistische Beschreibung der Welt in seiner
Theorie unmoglich ist. Ein Realist kann eine Beschrei-
bung dessen, was in der Welt ist, suchen, dies aber ohne
festgeschriebene Regeln.
Genau das kann er aber auch tun, wenn er allgemeine
Regeln befolgt, er kann also auch ein Rationalist sein.
4.2 Einheitliche Sicht
Meiner Auassung nach konnen einige Positionen zu-
sammengefat werden, wenn der Begri der Objekti-
vitat nicht mehr naiv verwandt wird. Im wesentlichen
verbergen sich hinter dem Begri Objektivitat zwei Ei-
genschaften, die zu unterscheiden einige Widerspruche
aufhebt:
1. Bei der Schilderung des Objektivismus wird objek-
tiv im Sinne von unabhangig von einzelnen Indivi-
duen verstanden. Die gesuchte Erkenntnis ist un-
abhangig vom Menschen existent, sie bezieht sich
also auf eine von sich allein aus gegebene Umwelt.
Diese Aufassung von Ojektivitat ist also eine na-
turbezogene.
2. Objektiv kann aber auch im Sinne von Allgemein-
verbindlichkeit verstanden werden. D.h. eine ob-
jektive Erkenntnis ist fur alle vernunftigen Men-
schen stringent und nachvollziehbar. (Vernunft
kann als Denken in Ubereinstimmung mit den
Axiomen eines logischen Systems deniert wer-
den.)
Bei der naiven Verwendung des Begries Objektivitat
erscheint eine Unterscheidung sinnlos: wenn Erkennt-
nis sich auf einen Gegenstand bezieht, der auerhalb
des Menschen liegt (eben der Natur), so ist doch diese
Erkenntnis auch allgemeinverbindlich.
Der Theorienwechsel von der Newtonschen Mechanik
zur Modernen Physik mag den Unterschied erlautern:
Als Newton 1687 seine Philosophiae naturalis princi-
pia mathematica veroentlichte, hatte er religiose Mo-
tive dazu. Das ist als objektive Beschreibung der Na-
tur zu verstehen, denn eine Natur Gottes ist eine nicht
von der subjektiven menschlichen Wahrnehmung be-
stimmte Natur. (vgl. [HEU 92], S. 657f.) Diese Hal-
tung Newtons werden auch Einstein oder Heisenberg
nicht in Zweifel gezogen haben. Dennoch war fur bei-
de die Theorie Newtons keine objektive Beschreibung
der Welt, in dem Sinne als da Newtons Theorie die
Welt fehlerfrei (d.h. realistisch) beschreibt. Sie faten
Newtons Mechanik eher als vorlaug auf, und korrigier-
ten beide diese Theorie (allerdings in unterschiedliche
Richtungen), ohne einen Anspruch auf letzte Wahrheit
mit ihren Korrekturen zu erheben. Also war Newtons
Theorie fur beide nicht allgemeinverbindlich, obwohl
sie zweifelsohne eine Natur auerhalb des Menschen
beschreibt.
Heisenberg ist daruberhinaus der Auassung, da
durch die Quantenmechanik ein subjektives Element
in physikalische Beschreibungen gelangt ist. (z.B.
[HEI 59]) Ebenso verhalt es sich mit kosmologischen
Theorien: Sie alle sollen das beschreiben, was in der
Welt existent ist (also ein objektivistischer Ansatz),
dennoch kann wohl kaum die Superstringtheorie oder
eine Theorie Symmetrischer Gruppen als Einzige All-
gemeinverbindlichkeit durch die Existenz der in ihr
erwahnten Konstrukte behaupten.
Auf der anderen Seite steht die allgemeinverbindliche
Seite der Objektivitat. Es ist klar geworden, da wei-
tergehende Theorien, die sich mit der Natur befassen,
diesen Anspruch nicht erheben konnen.
Allerdings kann die Mathematik, als rein geistiges Ge-
bilde (ohne Naturbezug) dies beanspruchen. So ist z.B.
der Satz des Pythagoras wahr, unabhangig davon, ob
er nun in der realen Welt anwendbar ist oder nicht.
(Resultate der Allgemeinen Relativitatstheorie zeigen,
da die Euklidische Geometrie nur eine annahernde Be-
schreibung an naturliche Gegebenheiten zulat.) Die-
se Wahrheit kann so formuliert werden:
"
Falls die
Euklidische Geometrie angenommen wird, so gilt der
Satz des Pythagoras.\ Sie beruft sich zum einen auf
Axiome (Euklidische Geometrie als Axiomensystem),
zum anderen auf die logischen Schluregeln, mit de-
nen ja der Satz des Pythagoras allgemeinverbindlich
bewiesen ist.9 Der Raum, in dem mathematische Satze
(und damit auch Algorithmen) liegen, ist also objek-
tiv im Sinne von allgemeinverbindlich vorhanden. (Je-
der als totalkorrekt bewiesene Algorithmus impliziert
einen mathematischen Satz der Bauart: \Algorithmus
x lost Problem y, unter z Rahmenbedingungen.\) Al-
lerdings ist dieser Raum nicht von Natur aus gegeben,
die ihn aufspannenden Axiome und Schluregeln sind
von Menschen deniert. Inwieweit diese Axiome eine
Nutzung der Mathematik zur Naturbeschreibung zu-
9Logische Schluregeln sollten besser auch axiomatisch be-
grundet werden, als psychologisch. Sonst mute u.a. untersucht
werden, welches System der Logik demmenschlichenDenken am
ehesten entsprache.Das aberware ein individualistischerAnsatz.
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lassen, mu durch Experimente uberpruft werden. In-
sofern besteht in der Mathematik (und ihrer Grundla-
ge, der Logik) ein Objektivitatsbegri, der keine Na-
turbezogenheit beinhaltet.
Konkret gibt diese Unterteilung methodische Hinweise:
Axiomatik und Beweisbegri in der Mathematik fuhrt
zur Allgemeinverbindlichkeit, Experimente in den Na-
turwissenschaften zur Naturbezogenheit.
Weder eine rein realistische noch eine rein instrumenta-
listische Ansicht allein kann beide Arten der Erkenntnis
wiedergeben.
4.3 Einordnung der Informatik
Die klassische Unterteilung der Kerninformatik in die
Bereiche theoretische, technische und praktische In-
formatik mag viele der heutigen Forschungsschwer-
punkte kaum noch abbilden. (Z.B. der Bau maschi-
nenspezischer Compiler beruhrt alle drei Gebiete.)
Dennoch soll sie hier benutzt werden, um sie in die
oben erwahnten Gebiete naturbezogen und objektiv-
allgemeinverbindlich einzuordnen.
Die theoretische Informatik beschaftigt sich im weite-
ren Sinne mit dem Begri des Berechnens, wobei Rech-
nen sich keineswegs nur auf Zahlen bezieht. Insofern
kann sie von ihrer Methodik als Teilgebiet der Mathe-
matik gesehen werde, ihre Erkenntnisse sind also be-
wiesen und allgemeinverbindlich.
Die technische Informatik basiert auf Elektrotechnik
und Physik, weshalb sie eher den Ingenieurwissenschaf-
ten zuzuordnen ist. Die technische Maxime der Ver-
wertbarkeit des Wissens entspricht auch eher einem in-
strumantalistischen Standpunkt.
Die praktische Informatik befat dich mit dem Bau
von Werkzeuge fur die Computeranwendung. Die Lei-
stungsfahigkeit dieser Werkzeuge kann nur zum Teil
durch technische Daten wiedergegeben werden. Wenn
diese Werkzeuge vom Menschen eingesetzt werden, so
mu auch die Verwendbarkeit durch entsprechende Ex-
perimente gepruft werden. Insofern existiert ein Bezug
zum Menschen und damit zur Natur.
Bei der Erstellung informationsverarbeitender Systeme
fur konkrete Problemlosungen ndet ein Modellie-
rungsproze statt. Werden naturliche Gegebenheiten
z.B. aus der Physik modelliert, so fallt der Informa-
tik eine ahnliche Rolle zu wie z.B. der Integral- und
Dierentialrechnung im 17. und 18. Jahrhundert. Hier
soll die Informatik Methoden der Modellierung bereit-
stellen. Daruberhinaus pragt die Computersimulation
einen neuen Experimentalbegri. (Neuere Teilgebiete
der Physik wie z.B. Computational Physics tragen die-
ser Entwicklung Rechnung.)
Werden Computersysteme in der Administration ein-
gesetzt, so ist eine Einordnung schwieriger, denn inwie-
weit konnen verwaltungstechnische Vorgange in Wirt-
schaft und Staat als
"
naturlich\ angesehen werden?
Werden in der Praxis Algorithmen entworfen, so sind
diese allgemeinverbindlich. Denn was fur ein Kriteri-
um konnte starker die allgemeinverbindliche Objek-
tivitat testen, als die Forderung nach Ausfuhrbarkeit
von Losungsmethoden auf unintelligenten Maschinen.
Schlielich sind Rechner nicht in der Lage, irgendwel-
che Zweideutigkeiten einer Losungsmethode zu inter-
pretieren.
5 Schlussbetrachtung
Die Ansatze des Relativismus und Rationalismus wur-
den bezuglich der Methodenfrage erklart, weiterhin die
Aufgabe von Wissenschaft durch die Haltungen Rea-
lismus versus Instrumentalismus erlautert. Die Posi-
tionen des Objektivismus und Individualismus betra-
fen die Art der Erkenntnis. Kongruenzen und Wider-
spruche zwischen den Standpunkten wurden darge-
stellt. Der Begri der Objektivitat zeigte allgemein-
verbindliche und naturbezogene Aspekte. Das fuhrte
zu einer neuen Sichtweise des Erkenntnisbegris mit
Auswirkungen auf die Methodenfrage. Die verschiede-
nen Teilgebiete der Informatik besitzen Beziehungen
zu beiden Aspekten der Erkenntnis. Insofern kann In-
formatik als Wissenschaft nicht durch einen einzelnen
Standpunkt erfat werden.
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Ziel dieses Experiments war es, von den Autoren aufge-
stellte Hypothesen uber Variationen von Inspektions-
verfahren zu uberprufen und eine Basis zur Festlegung
der Kosten fur diese zu nden. Man konzentrierte sich
daher auf den Vergleich der Zeitdauer der Verfahren
und ihrer Eektivitat bei der Fehlerdetektion. Variiert
wurden die Verfahren in der Anzahl der Sitzungen, der
Groe des Teampersonals und dem Korrekturverhalten
bei Mehrfach-Sitzungen.
Nach Auswertung der ersten 27% des Datenumfangs
wurde festgestellt, da bei einem durchschnittlichen
Zeitaufwand von 10 Tagen pro Inspektion 2s  2p-
Verfahren die besten Resultate liefern. Dabei lag der
Anteil der Erkennung von echten Fehlern nach der Vor-
bereitungsphase bei 17%, nach der Besprechungsphase
bei 25%. Im weiteren Verlauf des Experiments (nach
34 Inspektionen - ca. 53%) anderte sich diese Beobach-
tung nur unwesentlich. Bei einem durchschnittlichen
Zeitaufwand von nunmehr 14,5 Tagen pro Inspektion
lag die Entdeckungsrate bei 15% nach der Vorbeitungs-
phase und bei 21% nach der Besprechungsphase, wobei
sich 2s  2pN und 2s  2pK in ihrere Eektivitat kaum
unterschieden.
Es wurde Wert auf eine industrienahe, kontrollierte
Durchfuhrung des Experiments geachtet, weil die Re-
sultate vornehmlich in diesem Bereich ihren Nutzen n-
den.
1 Einleitung
Trotz der weitverbreiteten Ubereinstimmung uber die
Notwendigkeit von Inspektionen, ist sich heute kaum
ein Unternehmen im klaren daruber welche Kosten sie
verursachen.
Es mussen daher Untersuchungen und Messungen uber
den Wert einer solchen Inspektion, ihre Dauer und
Eektivitat bei der Entdeckung von Fehlern gemacht
werden. Um dafur einen Mastab ansetzen zu konnen,
sind im vorliegenden Experiment alle zur Fehlererken-
nung und Korrektur notwendigen Handlungen seitens
des Teams statistisch verteilt worden. Ebenso hat man
alle anderen aueren Bedingungen variiert, um aus ei-
nem moglichst breiten Spektrum von Resultaten die
entscheidenden Eektivitatsmerkmale herauszultern.
Das Projekt selbst bestand aus der Erstellung einer
Software zur Steuerung eines Telefonvermittlungssy-
stems bei AT&T.
2 Notation und Begrie
2.1 Begrie
- Inspektionssitzung, Sitzung: Ein Gesamtdurchlauf
der Inspektion, der in mehrere Inspektionsinter-
valle unterteilt sein kann.
- Inspektionsintervall, Intervall: Zeitdauer von der
Abgabe der Code-Einheit bis zum Ende der Kor-
rekturphase inklusive der Leerlaufzeiten zwischen
den Phasen (Man beachte die spatere Anderung
dieser Denition in Abschnitt 5). Unterschieden
werden Codierungsphase (C ), Vorbereitungspha-
se (V), Besprechungsphase (B) und Korrektur-
phase (K).
2.2 Variablen
Die variierten Bedingungen werden durch drei un-
abhangige Variablen dargestellt: ST 0K0 (z.B. 2s2pN
bedeutet 2 Sitzungen mit je 2 Personen ohne Korrek-
tur). Es gibt insgesamt 3  22 Kombinationen, von de-
nen jedoch 2s4p-Verfahren aus Kostengrunden ausge-
lassen wurden. Zusatzlich gibt es noch vier abhangige
Variablen.
unabhangige Variable
- T : Teamgroe - eine, zwei oder vier Personen (je-
weils zusatzlich zum Autor). Dabei ist T  T 0.
- S: Anzahl der Sitzungen - eine oder zwei Sitzun-
gen.
- K0: Boolscher Wert, der angibt ob bei S=2 eine
Fehlerkorrektur zwischen den Sitzungen stattn-
det (Wert K) oder nicht (Wert N).
abhangige Variable
- In: Lange des Inspektionsintervalls.
- Rg: Geschatzte Fehlerentdeckungsrate.
- Rb: Entdeckungsrate der Besprechungen.
- Rf : Prozentualer Anteil der potentiellen Fehler,
die bei Besprechungen als irrelevant aussortiert
werden.
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- A: Inspektionsaufwand, gemessen als Summe der
entscheidenden Unterintervalle. (Wurde erst im
zweiten Teil des Experiments hinzugefugt. Die
dafur relevanten Daten sind noch nicht vollstandig
analysiert worden.)
2.3 Hypothesen
Von den Autoren werden folgende Hypothesen aufge-
stellt, die durch das Experiment uberpruft werden sol-
len.
- Inspektionen mit groen Teams benotigen groere
Intervalle, nden aber dafur mehr Fehler als kleine
Teams.
- Besprechungen erhohen die Eektivitat der
Fehlerentdeckung nicht sonderlich.
- Inspektionen aus Mehrfach-Sitzungen sind eek-
tiver als Einzel-Sitzungen, erhohen allerdings die
Dauer der Inspektionsintervalle.
Zur Uberprufung der Hypothesen mussen die signi-
kanten Variablen gefunden und ihr Einu analysiert
werden.
3 Aufbau und Voraussetzungen
Zu erstellen sind ein Compiler und eine Entwicklungs-
umgebung fur ein Telefonvermittlungssystem mit einer
geschatzten Groe von 30K Codezeilen.
Das Team besteht aus zunachst 6, spater 11 erfahrenen
Softwareentwicklern sowie einem IQE (Inspection Qua-
lity Engineer), der die Rolle eines Koordinators und
Beobachters einnimmt. Der Code-Autor selbst ist kein
Inspekteur.
Das Gesamtexperiment geht uber 64 Inspektionsver-
fahren (reduziert von zuvor auf 100 angesetzten In-
spektionen), die jeweils in ein oder zwei Sitzungen un-
terteilt werden. Fur die Vorbeitungs-, Besprechungs-,
und Korrekturphasen sind jeweils spezielle Formblatter
(im folgenden V-, B-, K-Formblatter, oder -Berichte ge-
nannt) vorbereitet worden, die die Teilnehmer entspre-
chend ausfullen mussen. Sie enthalten u.a. Eintrage fur
Zeitdauer der Phase sowie Lokalitat der Fehler.
Es gibt kein bestimmtes Verfahren, mit dem die In-
spekteure in der Vorbereitungsphase arbeiten mussen.
Um nach Moglichkeit eine weite statistische Streuung
zu erreichen, wird den Inspekteuren freie Hand bei ih-
ren individuellen Verfahren gelassen.
3.1 Schatzmethoden fur die Fehlerrate




Ma zur Bestimmung der Eektivitat. Sie ist deniert
als das Verhaltnis der Anzahl aller wahrend der Inspek-
tion gefundenen Fehler Fg zur Gesamtzahl aller Fehler
N .
Da N i.d.R. unbekannt ist, mu es geschatzt wer-
den. Diese Schatzung soll dabei so prazise wie moglich
und zu jedem Zeitpunkt des Experiments durchfuhrbar
sein, um ineektive Methoden fruhzeitig zu erkennen.
Um das zu erreichen, entschieden sich die Autoren fur
die Verwendung von sogenannten
"
capture-recapture\-
Verfahren (im weiteren kurz CRC). Den Hintergrund
fur diese Verfahren liefert die Vorstellung, da nur noch
wenige unentdeckte Fehler erwarten werden konnen,
wenn mehrere der (voneinander unabhangigen) Inspek-
teure eine hohe Zahl von Fehlern ubereinstimmend n-
den. Auf der anderen Seite spricht eine groe Zahl ver-
schiedener gefundener Fehler dafur, da noch etliche
Fehler unerkannt geblieben sind. (Entwickelt wurden
diese Verfahren von Burnham und Overton, um die
Anzahl von Wildbestanden zu schatzen. Daher auch
die Bezeichnung
"
capture-recapture\. Siehe auch [4].)
Es stehen zwei CRC-Verfahren zur Verfugung, die
in Abhangigkeit von drei Voraussetzungen angewandt
werden:
A Die Tatigkeiten der Inspekteure sind statistisch un-
abhangig.
B Alle Inspekteure sind gleich eektiv bei der En-
teckung von Fehlern.
C Alle Fehler haben die gleiche Entdeckungswahr-
scheinlichkeit.
Wird Bedingung A verletzt (z.B., wenn Inspekteu-
re zusammenarbeiten, oder sich absprechen, gezielt
nach disjunkten Fehlermengen zu suchen), kann kein
verlalicher Schatzer gefunden werden.
Sind die Bedingungen A und B erfullt, so kann eine
Daumenregel verwendet werden.
Daumenregel:
N = maxf0; a1f1 +   + akfkg+ n (1)
mit n als der Gesamtzahl aller in der Vorbereitungs-
phase gefundenen Fehlern, m die Anzahl der Inspek-
teure, k  m, fj die Anzahl Fehler, die von genau j
Inspekteuren gefunden wurden. Die a1:::ak sind von k
und m abhangige Konstanten.
Sind dagegen Bedingung A und C erfullt, B jedoch












(X nj) ln(X  nj) Xm ln(X)
(2)
Gesucht ist das Maximum bezuglich X. nj ist die An-
zahl der Fehler, die vom Inspekteur j gefunden werden.
Im Verlauf des Experiments wurde deutlich, da we-
der B noch C erfullt werden. Dennoch konnen nach
Wiel [3] die Fehler in eine kleine Anzahl von Klassen
ahnlich groer Entdeckungswahrscheinlichkeiten einge-
ordnet werden. An Hand der Gleichung (2) ist damit
eine Schatzung der Groe jeder dieser Unterpopulatio-
nen moglich. Die Kombination der Einzelschatzungen
liefert den gesuchten Schatzer fur die Gesamtfehlerzahl.
3.2 Sensitivitatsanalyse
Die Sensitivitat des Experiments, also der minimal er-
kennbare Unterschied zwischen den Verfahren, wird
durch eine Monte-Carlo Simulation10 bestimmt. Dazu
stehen zwei Verfahren Ta und Tb mit ihren Fehlererken-
nungswahrscheinlichkeiten pa und pb zur Verfugung.
Zur wird zunachst eine Anzahl Code-Einheiten mit be-
kannter Groe g und Fehlerdichte ff (Normalvertei-
lung mit  und ) erzeugt. Es ist dann N = ff  g.
Danach werden Ta und Tb auf unterschiedliche Code-
Gruppen angewendet, die aus 5, 10 oder 15 Einheiten
bestehen. Eine Binomialverteilungmit den Parametern
pa;b und N (einer Einheit) liefert die Zahlen na;b der
mit Hilfe von Ta;b gefundenen Fehler.
Der Wilcoxon-Vorzeichenrang-Test11 ermittelt, ob na
und nb aus der gleichen Population stammen (gleich-
verteilt sind).
Diese Prozedur wird 100 mal fur jedes Experiment wie-
derholt.
Die Autoren fuhrten 600 derartige Einzelexperimente
durch. Diese wurden gebildet aus 25 Kombinationen
der Mittelwerte (53, 67, 80, 93, 107) und den Stan-
dardabweichungen (3, 7, 13, 27, 40), sowie 24 Paaren
von Wahrscheinlichkeiten pa 2 f0:2; 0:4; 0:6;0:8g und
pb = pa + d mit d 2 f0; 0:025; 0:05; 0:075; 0:1;0:15g.
Die Sensitivitat des Experiments ist als die Dierenz
di zwischen pa und pb deniert, fur die gilt:
10Monte-Carlo-Methoden ermitteln das wahrscheinliche Ver-
halten eines Systems, dessen Komponenten den Wahrscheinlich-
keitsgesetzen unterliegen durch hauges wiederholen des simu-
lierten Vorgangs.
11siehe dazu [6]
 bei mehr als 50% der 100 Einzelresultate wird die
Nullhypothese zu mehr als 90% zuruckgewiesen.
 bei di 1 wird fur weniger als 50% die Nullhypo-
these zu mehr als 90% zuruckgewiesen.
 Die Nullhypothese ist deniert als pb = pa.
Die Simulation fur verschiedene Werte ergab i.d.R. eine
Sensibilitat von d = 0:075, wobei der starkste Einu
bei die Standardabweichungen lag: je kleiner , desto
feiner die Sensitivitat.
3.3 Interne und Externe Gultigkeit
Als Einschrankung fur die externe Gultigkeit wurden
alle Einusse analysiert, die eine Generalisierbarkeit
der Ergebnisse des Experiments fur industrielle Nut-
zung beeintrachtigen.
- Generalisierung des Personals: Durch das aus-
schlieliche Verwenden von Mitarbeitern aus dem
Industriebereich kann das Personal generalisiert
werden.
- Auere Situation: Das Ausfuhren des Experiments
in einer industriellen Umgebung macht das Expe-
riment reprasentativ fur diesen Bereich.
- Representativitat des Personals: Da sich das Per-
sonal nicht aus allen Bereichen der industriellen
Entwicklung rekrutiert, besteht hier eine leichte
Gefahr fur die externe Gultigkeit des Experiments.
Um interne Gultigkeit gewahrleisten zu konnen sucht
man zu verhindern, da die abhangigen Variablen nicht
ohne Kenntnis der Wissenschaftler beeinut werden.
So sind Manahmen zu ergreifen bei:
- Auswahleekten: Einzelne Personen konnen z.B.
durch bessere Fahigkeiten als andere die Einzel-
sitzungs-Methoden als besonders eektiv erschei-
nen lassen, obgleich dies nur von den Fahigkeiten
abhangt. Vermeiden lat sich dieser Eekt durch
zufalliges Auswahlen und zuweisen des Teamper-
sonals.
- Reifungseekten: Die Fahigkeiten eines Entwick-
lers konnen sich durch die reinen Inspektionstatig-
keit wahrend des Experiments verbessern. Das
zufallige Auswahlen des Personals soll hier Inho-
mogenitatseekte verhindern.
- Materialeekte: Das verwendete Experiment-
Material kann interne Gultigkeit verletzen, wenn
Groe oder Qualitat des Codes variieren oder et-
wa Unterschiede in der Datensammlung auftreten.
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Um das zu verhindern, haben die Wissenschaft-
ler einheitliche Formblatter fur jede Phase kreiert
und lassen die Anwendungsmethode nach zufalli-
gem Muster auswahlen.
4 Durchfuhrung
Steht eine Codeeinheit zur Inspektion bereit, infor-
miert der Autor den IQE, der seinerseits nach dem Zu-
fallsprinzip ein Anwendungsverfahren sowie das Team-
personal auswahlt. Dabei darf kein Inspekteur bei
S = 2 in beiden Teams vertreten sein.
In der Vorbereitungsphase erhalt jeder Inspekteur ei-
ne Kopie der Code-Einheit. Er tragt die Anfangs- und
Endzeit seiner Kontrolltatigkeit sowie Seite und Zeile
jedes vermuteten Fehlers in sein V-Formblatt ein. Ge-
sucht wird dabei nach Kommentarfehlern ebenso wie
nach Verletzungen von Standards und nach echten Im-
plementierungsfehlern. Die Wahl der dabei verwende-
ten Technik bleibt dem einzelnen Inspekteur uberlas-
sen. (In den meisten Fallen handelte es sich um intui-
tive ad hoc-Verfahren oder Suche nach Checklisten).
Ist der Besprechungstermin festgelegt, sammelt der
IQE alle Formblatter und bearbeitete Code-Einheiten
ein und ruft das Team zur Besprechung zusammen.
Dort werden unwichtige oder unkorrekte Fehlerbe-
schreibungen aussortiert und eventuell neue Fehler ent-
deckt. Allen als echt eingestuften Fehlern wird eine ei-
gene ID zugewiesen (zur Unterscheidung zwischen ech-




Zeitdauer der Besprechung, Seite, Zeile und ID der ech-
ten Fehler werden im Besprechungs-Formblatt einge-
tragen. Die mit den neuen IDs versehenen V-Berichte
gehen an den Code-Autor, der dann mit der Korrek-
turphase beginnt.
Abschlieend ubergibt der Autor alle Berichte einsch-
lielich seines Korrektur-Formblatts dem IQE, der den
Autor zur Datenvalidation befragt (z.B. mussen bei
Mehrfach-Sitzungen Fehler, die eventuell doppelt ge-
funden wurden aussortiert werden). Im K-Bericht wird
eingetragen, ob der Fehler korrigiert werden mute
oder etwa zuruckgestellt wurde, ob er andere Fehler
ausgelost hat und ahnliche Charakteristika.
5 Auswertung
Die Daten aus allen drei Klassen von Berichten bilden
die Grundlage fur die Auswertung.
Dabei wird die Eektivitat der S  T 0K0- Methode
durch das Zusammenfassen aller vom Team gefunde-
nen Fehler bestimmt.Durch Vergleichen der B-Berichte
beider Sitzungsteile in 2sN -Verfahren, erhalt man ein
Ma fur den zusatzlichen Gewinn durch 2-fach Sitzun-
gen.
Den V-Formblattern kann entnommen werden, wel-
che Fehler der jeweilige Inspekteur erkannt und welche
er ubersehen hat. Zusammen mit der oben genannten
Team-Fehlerrate liefert diese Information die Basis fur
den CRC-Schatzer und ein Ma fur den Gewinn durch
Besprechungen Rb.
Auerdem liefern die Berichte eine Ubersicht uber
die verstrichene Zeit, so da Vergleiche zwischen den
durchschnittlichen Inspektionsintervallen und der Ver-
teilung der Intervalle fur jede Methode gezogen werden
konnen.
Die Aufbereitung der Daten ndet nach zwei Gesichts-
punkten statt:
 Fehlerdaten: Abhangig von den K-Berichten, wur-
den drei Fehlerklassen erzeugt. Die Einteilung fand
deswegen erst nach der Korrekturphase statt, weil
sich gezeigt hat, da die Code-Autoren verlaliche-
re Urteile uber die Fehler abgeben konnen, nach-
dem sie diese bearbeitet haben.
- Falschentscheidungen (false positives): Feh-
ler, fur die keine Anderung notwendig ist.
- Leichte Fehler: Fehler, deren Korrektur ledig-
lich die Lesbarkeit des Codes erhohen.
- Echte Fehler: Fehler, die den korrekten Ab-
lauf verhindern, Anforderungen unerfullbar
machen oder die Ezienz beeintrachtigen.
Nach 17 der insgesamt 64 Inspektionen (ca. 27%)
konnten im Durchschnitt aller betrachteten Ver-
fahren 18% der wahrend der Besprechungsphase
vermuteten Fehler als Falschentscheidungen, 57%
als leichte Fehler und nur 25% als echte Fehler ein-
gestuft werden. Zu diesem Zeitpunkt lieferten die
V-Berichte im Durchschnitt 17% echte Fehler.
Nach 34 Inspektionen (ca. 53%), lag der durch-
schnittliche Anteil der Falschentscheidungen bei
den Verfahren bei 24%. 55% waren leichte Fehler
und 21% schlielich stellten sich als echte Fehler
heraus. Hier lag die Entdeckungsrate der echten
Fehler im Durchschnitt aller V-Berichte bei 15%.
 Intervalldaten: Es hat sich gezeigt, da die Zeit
zwischen den tatsachlichen Inspektionsaktivitaten
fur die Analyse nicht verwertet werden kann. Da-
her werden an zwei Stellen diese Zeiten neu bewer-
tet.
- Einige Autoren haben nicht sofort im An-
schlu an die Besprechungen mit der Feh-
lerkorrektur begonnen, sondern sich zunachst
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auf andere Arbeiten konzentriert. Das In-
spektionsintervall wird daher neu deniert als
der Zeitraum ab Beginn der Vorberitungs-
phase bis Ende der Besprechungsphase. Bei
2s-Methoden wird das langere der so entstan-
denen Unterintervalle betrachtet.
- Alle Tage an denen keine Inspektionsakti-
vitat stattndet werden aus der Auswertung
ausgenommen.
Alle weiteren Analysen nden aufgrund dieser re-
duzierten Zeiten statt.
5.1 Intervalldaten
Da die Intervalldauer ein sehr wichtiges Kostenma
darstellt, werden die Intervalle der verschiedenen Me-
thoden miteinander verglichen:
- Der Vergleich von 1s  1p-, 1s  2p-, und 1s  4p-
Methoden zeigt keinen Unterschied hinsichtlich
der Kosten. Man kann daher schlieen, da die
Teamgroe T hier keinen Einu auf die Inter-
vallange ausubt.
- Die zusatzlichen Kosten durch Mehrfach-Sitz-
ungsverfahren lassen sich beim Vergleich von 1s-,
und 2sN -Methoden zeigen. Dabei stellt man fest,
da I2sN  I1s ist. Allerdings variiert I2sN starker
als I1s.
- Die Kosten der Serialitat von Mehrfach-Sitzungen
werden durch Vergleich von 2sK-, mit 2sN -
Verfahren ermittelt: bei 1p macht sich kein Un-
terschied fur die Intervallzeiten I2sK;2sN bemerk-
bar, wohl aber bei 2p-Verfahren. Dieses Verhalten
deutet darauf hin, da die Intervallange nur durch
groeres T beeinut wird.
- Die mittlere Intervalldauer liegt fur fast alle Ver-
fahren bei etwa 7,5 Tagen. Lediglich 2s2pK dau-
ert langer (20 Tage).
5.2 Eektivitat der Fehlererkennung
Zunachst einige Vergleiche bezuglich der Eektivitat
durch Fehlererkennung:
- Alle Verfahren mit Einzelsitzungen unterscheiden
sich untereinander nicht in ihrer Eektivitat, ob-
wohl mit der Zahl der Personen auch Mittelwert
und Varianz ansteigen.
- Die 2s  1p-Methoden liegen beide etwa gleich zu
den 1s-Methoden.
- 2s  2p-Methoden sind eektiver als jede Einzel-
Sitzungsmethode.
- 2s  2pK-, und 2s  2pN -Methoden unterscheiden
sich nur sehr unwesentlich in ihrer Ezienz.
Auallend ist der Unterschied zwischen 2s  2p und
1s4p. Damit waren 4 Personen eektiver bei der Feh-
lererkennung, wenn sie in 2 kleinen Gruppen arbeiten,
als in einer Einzelgruppe. Andererseits ist der Unter-
schied zwischen 2s  1p und 1s  2p nur sehr gering.
Der Vergleich der pro-Kopf-Raten beim Erkennen von
echten Fehlern zeigt einen deutlichen Vorteil der 2p-
Verfahren gegenuber allen anderen, sogar denen mit
T 0 = 4. Am besten schneidet dabei 2s  2pN ab, da
mit 20% uber dem Durchschnitt von 15% liegt.
5.3 Besprechung
Der Anteil der bei den Besprechungen aussortierten ir-
relevanten oder unwichtigen FehlerRf (also Eintrage in
den V-Berichten, die weder echte, noch leichte Fehler,
noch Falschentscheidungen sind), liegt im Duchschnitt
aller Verfahren bei 25%.. Dabei unterscheiden sich die
Rf der einzelnen Methoden kaum voneinander.
Wahrend der Besprechungsphase werden im Durch-
schnitt aller betrachteten Verfahren Rb = 33% aller
Fehler gefunden, mit einem maximalen Mittelwert bei
den 2s  1pK-Verfahren (ca. 50%).
6 Ergebnisse
Wie man den Ergebnissen entnehmen kann, werden
nicht alle anfanglich aufgestellten Hypothesen der Au-
toren bestatigt.
Es hat sich gezeigt, da tatsachlich Rb = 33% ist,
ganz imGegensatz zur Vermutung, da Besprechungen
nicht sonderlich zur Fehlerentdeckung beitragen. D.h.
im Durchschnitt aller Anwendungsmethoden wurden
33% der entdeckten Fehler bei Besprechungen gefun-
den. Zu der Hypothese kam es, weil einer der Autoren
(Votta) in einer ahnlichen Studie gezeigt hat, da nur
5% aller gefundenen Fehler bei Besprechungen entdeckt
werden. Allerdings handelte es sich dabei um Design-
Inspektionen und nicht um Code-Inspektionen.
Beim derzeitigen Stand des Experiments (53% des Um-
fangs) kann noch keine Aussage uber die dritte Hypo-
these, die Kosteneektivitat von Mehrfach-Sitzungen
im Ggs. zu Einzel-Sitzungen, gemacht werden. Aller-
dings scheint die erste Hypothese, die aussagt, da
groere Teams mehr Zeit benotigen als kleine, durch-
aus Bestand zu haben.
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Die Autoren geben an, da noch weitere Beobach-
tungen gemacht werden mussen, sowie Fragen noch
zu beantworten sind, die erst im Verlauf des Experi-
ments auftraten. Fragen, die beispielsweise die Opti-
malitat von Verfahren oder Abstufungen zwischen der
Leistungsfahigkeit dieser Verfahren betreen.
Im Vergleich schneiden 2sK und 2sN etwa gleich ab,
wobei die 2sK-Verfahren allerdings mehr als doppelt
soviel Zeit wie 2s  2pN benotigen. Das deutet dar-
auf hin, da Korrekturphasen im Vergleich zu Bespre-
chungen und Vorbereitungen sehr zeitaufwendig sind.
Aufgrund des geringen Unterschieds zwischen den Ef-
fektivitaten beider Verfahren werden 2s  2pK-, und
2s  1pK-Methoden in Zukunft nicht weiter verfolgt.
Die noch zu bestimmende Groe A, des Aufwands fur
eine Inspektion lat sich oenbar durch Vermindern
der Groe T 0 von 4 auf 2 Personen ohne gravierende
Eektivitatsverluste erhohen.
7 Einordnung und Beurteilung
Das vorliegende Experiment erfullt formal die Kriterien
eines klassischen Versuchs in den Naturwissenschaften:
die drei Teile Aufbau, Durchfuhrung und Bewertung
nden auch hier ihre Entsprechung.
Das betrachtete Versuchsobjekt ist nun allerdings
kein physikalischer oder medizinischer Vorgang mehr
sondern ein Arbeitsprozess, der Bewertungen uber
bestimmte Methoden in der Softwareentwicklung
ermoglichen soll. Dazu wurde eine eindeutig bestimm-
te Menge von Variablen variiert, wahrend die sich bei
menschlichen Arbeitsweisen unterscheidenden Merk-
male als moglichst statistisch gleichverteilt angenom-
men wurden.
Eine Ubertragung des Versuchs auf den Bereich der
Beriebs-, oder Sozialwissenschaften sollte daher keine
Schwierigkeit bereiten.
Problematisch ist allerdings die Durchfuhrung des Ex-
periments. So wird imweiteren Verlauf etwa ganz auf 2-
fach Sitzungenmit Korrekturphase wie auch auf 1s1p-
Verfahren verzichtet, obgleich erst ca. die Halfte der In-
spektionsserie bearbeitet wurde. Als Begrundung wird
angefuhrt, da diese Verfahren zu kostenintensiv seien.
Ein solches Vorgehen ist inkonsequent bezuglich des
angestrebten Versuchsziels ein objektives Ma fur die
Kosten der Verfahren erst noch zu ermitteln.
Die Gleichverteilung der Verfahren wird beeinut
durch das anfangliche Auslassen von 1s-Verfahren,
die erst im nachhinein bearbeitet wurden. Eine fest
vorgegebene Anzahl von Inspektionen pro Verfahren
konnte die gewunschte Gleichverteilung gewahrleisten
und daruberhinaus noch die im letzten Absatz an-
gesprochene Inkonsequenz bereinigen. Das erforder-
te naturlich, da alle Einzelinspektionen durchgefuhrt
werden muten, was von vornherein als zu kosten-
gefahrdend eingeschatzt wurde.
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Fludiagramme dienten seit Erndung des Computers
lange Zeit als unumstrittene Mittel bei der Programm-
erstellung und Dokumentation. In zwei Untersuchun-
gen in den 70er und 80er Jahren sollte ihr tatsachli-
cher Nutzen experimentell analysiert werden. In dem
Vortrag wird deutlich, da die Ergebnisse dieser Expe-
rimente fur Softwareprojekte realer Groe kaum Rele-
vanz besitzen. Zur Verdeutlichung wird das Kriterium
der 'externen Gultigkeit' vorgestellt, das meist der fur
ein Experiment noch wichtigeren internen Gultigkeit
widerspricht.
1 Einleitung
1.1 Einordnung des Vortrags
in das Thema des Seminars
In den Vortragen zuvor wurde uns die wissenschaftliche
Herangehensweise an die Gestaltung und Auswertung
von Experimenten vorgestellt.
In diesem Vortrag wird gezeigt, wie eine Lehrmeinung,
namlich, da Fludiagramme wichtige Hilfsmittel bei
der Programmerstellung und beim Verstehen fertiger
Programme sind, in Experimenten uberpruft wird. Die
beiden Untersuchungen, die hier betrachtet werden,
fuhren zu gegensatzlichen Ergebnissen. Die erste Un-
tersuchung unter der Leitung von Ben Shneiderman
aus dem Jahre 1977 fuhrt zur grundsatzlichen Ableh-
nung von Fludiagrammen, wahrend David A. Scanlan
zwolf Jahre spater einen signikanten Nutzen feststellt.
Doch beide Experimente besitzen keine externe Gultig-
keit, da nur kleine Programme verwendet wurden. Auf
groere Softwareprojekte von mehreren tausend Zeilen
lassen sich die Ergebnisse daher nicht ubertragen.
1.2 Gliederung der Vortrags
1. Untersuchung von Ben Shneiderman mit dem Er-
gebnis: Fludiagramme sind nutzlos
2. Vorstellung der externen Gultigkeit und Wurdi-
gung des Shneiderman-Experiments
3. Untersuchung von David Scanlan mit dem Ergeb-
nis: Fludiagramme sind durchaus sinnvoll
2 Untersuchung von Ben Shnei-
derman 1977
2.1 Vorbemerkungen
Im Jahre 1977 veroentlichten die vier amerikanischen
Wissenschaftler Shneiderman, Mayer, McKay und Hel-
ler die Ergebnisse von funf Experimenten, die sie
durchfuhrten zur Frage, wie nutzlich detaillierte Flu-
diagramme als Hilfsmittel in der Programmierung sind.
Aus heutiger Sicht fallt es schwer, sich die Bedeutung
vorzustellen, die Fludiagramme in der Anfangszeit des
Programmierens hatten. Seit der Einfuhrung von Com-
putern wurden sie genutzt. 'Coding begins with the
drawing of a ow diagram', eine Aussage von Gold-
stein und von Neumann (1947), den Erndern des
Computers, war eine gangige Lehrmeinung. Ende der
siebziger Jahre wurden Fludiagramme fur etwa drei
Viertel aller Fortran-Softwareprojekte eingesetzt, in ei-
nem Drittel sogar sehr intensiv. Doch Fludiagramme
wurden hei diskutiert. Arom ndet sie nutzlos zum
Fehlernden. Weinberg meint, Fludiagramme nutzten
hochstens dem Programmierer, anderen jedoch nicht.
Ledgard und Chmura gehen noch einen Schritt weiter,
sie stellen gar die These auf, da Fludiagramme vom
funktionalen Verstandnis ablenkten. Und Brooks nennt
sie einen vollig uberbezahlten Teil der Programmdoku-
mentation.
2.2 Zu allen Experimenten
Shneiderman fuhrt funf verschiedene Experimente
durch: Eines zur Programmerstellung, zwei zum Ver-
stehen eines Programms, eines zum Verstehen und De-
bugging und ein letztes zur gezielten Anderung in ei-
nem Programm. Jedes dieser Experimente wird einmal
durchgefuhrt. Die Testpersonen sind Studenten, die in
einem Experiment vergleichbare Vorkenntnisse besit-
zen. Als Programmiersprache wird Fortran verwendet,
eine in den siebziger Jahren sehr gebrauchliche Spra-
che. Die Experimente werden in der Form von Klausu-




Die teilnehmenden Studenten nehmen an einem
Fortran-Einfuhrungskurs teil. Im Experiment erhalten
sie eine Aufgabe gegeben, ein bestimmtes Programm
zu schreiben. Die Studenten werden in zwei Gruppen
aufgeteilt: Die erste besteht aus 45 Personen, die ne-
ben dem Programm auch ein Fludiagramm schrei-
ben mussen. Das Programmwird mit 25 Verrechnungs-
punkten berucksichtigt, das Fludiagrammmit 15. Die
zweite Gruppe (28 Studenten) mu nur ein Programm
abliefern. Allen Teilnehmern steht unbegrenzt viel Zeit
zur Verfugung.
Ergebnis: Die Gruppe, die auch ein Fludiagramm ab-
liefern mu, erreicht im Durchschnitt 94 Prozent der
moglichen Punkte (dabei 13,1 der 15 Punkte fur das
Fludiagramm). Die zweite Gruppe erreicht durch-
schnittlich 95 Prozent der moglichen Verrechnungs-
punkte. Ein Unterschied zwischen beiden Gruppen sei
somit nicht erkennbar, schlieen die Autoren. Aller-
dings kann man sich aufgrund dieser Angaben ausrech-
nen, da die erste Gruppe 98 Prozent der moglichen




bilden Studenten aus einem Fortran-Einfuhrungskurs
die Testpersonen. Die beiden Gruppen, in die die Per-
sonen aufgeteilt werden, erhalten je zwei Programme
im Fortran-Kode. Das eine besteht aus 27 Befehlen,
das zweite aus 24. Die erste Gruppe, bestehend aus 25
Personen, erhalt zusatzlich zum ersten Programm ein
Fludiagramm, die zweite Gruppe (28 Personen) zum
zweiten Programm. Allen Teilnehmern werden diesel-
ben Verstandnisfragen gestellt. Aufgabe ist es, zu gege-
benen Inputs die Ausgaben der Programme zu bestim-
men, wobei die Antworten entweder richtig oder falsch
sind. Wieder steht den Testpersonen unbegrenzt viel
Zeit zur Abgabe der Losungsblatter zur Verfugung.
Ergebnis: Die Gruppe, die das Fludiagramm fur
das zweite Programm erhalt, bekommt mehr Punkte
bezuglich beider Programme: 97,0 Prozent der Punk-
te fur das erste und 94,4 Prozent der Punkte fur das
zweite Programm. Die andere Gruppe erhalt 94,4 Pro-
zent der Punkte fur das erste und 89,6 Prozent der
Punkte fur das zweite Programm.Wir konnen dem Er-
gebnis entnehmen, da das zweite Programm wohl et-
was schwerer zu verstehen war als das erste. Die zweite
Gruppe scheint, wohl zufallig, etwas bessere Leistungen
abzuliefern. Die Autoren sind uber das Ergebnis etwas
uberrascht, da sie extra viele Sprunge in die Program-
me eingebaut hatten, um so dem Fludiagramm einen
Vorteil zu verschaen.
2.5 Experiment III:
Verstehen eines Programms und
Debuggen
An diesem Experiment nehmen Studenten aus ei-
nem Fortran-Fortgeschrittenen-Kurs teil. Dabei wer-
den zwei Gruppen unterschieden, die unterschiedli-
che Ubung mit Fludiagrammen besitzen. Die erste
Gruppe (Non-Flow-Chart=NFC, 43 Personen) nutz-
te normalerweise keine Fludiagramme, die Mitglie-
der der zweiten Gruppe (Flow-Chart=FC, 27 Perso-
nen) sind es gewohnt, mit Fludiagrammen zu arbei-
ten. Beide Gruppen werden in drei Untergruppen auf-
geteilt. Da die beiden Gruppen FC und NFC nicht
miteinander vergleichbar sind, konnen wir dieses Ex-
periment auch als zwei Experimente mit unterschied-
lichen Testpersonen betrachten. Alle Teilnehmer er-
halten ein Fortran-Listing mit einem Umfang von 81
Zeilen, davon 43 fur das Hauptprogramm, 23 fur ein
Unterprogramm, die restlichen Zeilen sind Kommen-
tar im Hauptprogramm. Die erste Untergruppe erhalt
ein Mikro-Fludiagramm auf vier Seiten, die zweite
ein groberes Makro-Fludiagram (eine Seite). Die drit-
te Untergruppe mu die Aufgabe ohne Fludiagramm
losen.
Im Programm wurden drei Fehler versteckt, von de-
nen einer zu einer falschen Ausgabe fuhrt. Der Test
gliedert sich in zwei Teile: Im ersten Teil mussen alle
Fehler gefunden werden, wobei den Testpersonen die
Zahl der Fehler nicht genannt wird. Gefundene Feh-
ler mussen behoben werden. Nachdem die Losungs-
blatter eingesammelt sind, werden die Fehler genannt
und mussen jetzt gezielt beseitigt werden. Auerdem
mussen noch elf Verstandnisfragen imMultiple-Choice-
Verfahren beantwortet werden. Die Gruppe NFC hat
fur den ersten Teil 40 Minuten, fur den zweiten 20 Mi-
nuten Zeit. Die Gruppe FC 50 Minuten fur den ersten
und 30 Minuten fur den zweiten Teil.
Ergebnis: Es uberrascht nicht, da die Gruppe ohne
Erfahrung mit Fludiagrammen sowohl beim Verste-
hen als auch Debuggen die besten Ergebnisse erzielt,
wenn sie kein Fludiagramm benutzt. Die Teilnehmer
der Untergruppe ohne Fludiagramm erhalten durch-
schnittlich 52 bzw. 12 Verrechnungspunkte fur die bei-
den Teile, die Untergruppe mit Mikroudiagramm 46
bzw 4 Punkte und die mitMakro-Fludiagrammnur 34
Punkte im ersten Teil, dagegen 11 im zweiten. Die zwei-
te Gruppe erhalt die besten Werte, die mit der ersten
Gruppe nicht vergleichbar sind, in der Untergruppe, die
das Mikroudiagramm einsetzen konnte: 76 Punkte
fur den ersten Teil, 62 fur den zweiten. Die Untergrup-
pe mit Makro-Fludiagramm (55 bzw. 42 Punkte) und
ohne Fludiagramm (53 bzw. 42 Punkte) schlieen na-
hezu gleich ab. Die Autoren betonen, da beide Grup-
pen ihren Vorkenntnissen gemae Ergebnisse erzielen.
Der geringe Nutzen von Fludiagrammen wird auch
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durch eine Zusatzfrage an die Teilnehmer ausgedruckt,
in der diese aussagen, Fludiagramme seien nicht sehr
hilfreich. Wir konnen jedoch erkennen, da in der zwei-
ten Gruppe, die wohl eher geeignet ist, die Nutzlichkeit
von Fludiagrammen zu untersuchen, ein eindeutiger
Vorteil fur die Verwendung der detaillierten Fludia-
gramme zu erkennen ist.
2.6 Experiment IV:
Programmanderung
Es nehmen Studenten von zwei Universitaten an die-
sem Experiment teil. Die erste Gruppe (33 Personen)
hat lediglich eine Einfuhrung in Fludiagramme ge-
nossen (NFC), die zweite (37 Studenten) ist in de-
ren Verwendung geubt (FC). Alle Teilnehmer erhal-
ten ein 48-Zeilen-Fortran-Programm, das zusatzlich 27
Kommentarzeilen besitzt, wovon 23 als Block am An-
fang stehen. Auerdem erhalten die Teilnehmer einen
Beispiel-Output und drei Beschreibungen von Verande-
rungen, die durchgefuhrt werden sollen. Nachdem es
Schwierigkeiten mit einer der Aufgaben gibt, werden
allerdings schlielich nur zwei davon bewertet. In bei-
den Gruppen werden drei Testgruppen gebildet: Eine
erhalt ein einseitiges Makro-Fludiagramm, die zwei-
te ein dreiseitiges Mikro-Fludiagramm und die dritte
kann lediglich mit dem Programm arbeiten. Nach einer
kurzen Einfuhrung steht eine Bearbeitungszeit von 45
Minuten zur Verfugung. Dabei wird die Zeit pro Mo-
dikation von den Teilnehmern selbst erfat.
Ergebnis: In der Gruppe FC erweist sich fur die
erste Modikation das Makro-Fludiagramm (88
Verrechnungspunkte) wenig besser als das Mikro-
Fludiagramm (87), wahrend die Gruppe ohne Flu-
diagramm mit 73 Verrechnungspunkten deutlich
abfallt. Anders sieht es fur diese Gruppe bei der zwei-
ten Anderung aus: Dort liegt die Gruppe ohne Flu-
diagramm (85 Punkte) vor der mit Mikro- und Makro
(81 bzw. 77 Punkte).
Die drei Testgruppen in der Gruppe NFC schlieen
fur die erste Anderung identisch ab (je 77 Punkte),
wahrend fur die zweite Anderung die Gruppe mit
dem Mikro-Fludiagramm (71 Punkte) deutlich vor
der Gruppe ohne Diagramm (64 Punkte) und der mit
Makro-Fludiagramm (59 Punkte) liegt.
Bei der Betrachtung der Bearbeitungsdauer werden
keine bedeutenden Unterschiede sichtbar. Die Autoren
betonen, da die Unterschiede innerhalb der Gruppen
anscheinend sehr gro waren. Das insgesamt gute Ab-




An diesem Experiment nehmen 58 Studenten aus ei-
nem Fortran-Ferienkurs teil, in dem auch Fludia-
gramme eingefuhrt wurden. Als Programm wird ein
Array-Misch-Algorithmus vorgelegt. Eine erste Test-
gruppe erhalt lediglich den Fortran-Kode (23 Zeilen),
eine zweite lediglich ein detailliertes Fludiagramm(ei-
ne Seite) - die dritte Gruppe erhalt sowohl Programm-
listing als auch Fludiagramm.Die Aufgabe ist es, Fra-
gen zu beantworten zum Bereich Handsimulation, also
zu gegebenem Input den Output zu berechnen, und zur
Interpretation. 25 Minuten steht als Bearbeitungszeit
zur Verfugung.
Ergebnis: Die Gruppe, die lediglich das Programm zur
Verfugung hat, schliet sowohl bei der Handsimulation
(57,8 Punkte) als auch bei den Verstandnisfragen (62,4
Punkte) am besten ab. Die Gruppe mit beiden Darstel-
lungsformen liegt knapp dahinter auf Platz zwei bei
der Handsimulation (56,9 Punkte), wahrend dort die
Gruppe, die nur das Fludiagramm hat, lediglich auf
48,5 Punkte kommt. Bei der Interpretation liegen die
beiden letztgenannten Gruppen etwa gleich: 50,0 Punk-
te fur die mit beiden Darstellungsformen, 51,2 Punkte
fur die Gruppe nur mit Fludiagramm. Die Autoren
erklaren das Resultat damit, da das detaillierte Flu-
diagramm etwa die gleiche Information wie das Listing
enthalt. Anscheinende store die redundante Informati-
on das Verstandnis. Zur Handsimulation sei das Listing
in jedem Fall hilfreich.
2.8 Ergebnis der ersten Untersuchung
Nach Meinung der Autoren zeigen ihre Experimente
fur Fludiagramme keine sichtbaren Vorteile. Teilwei-
se wurde sogar das Gegenteil deutlich, da diese ge-
genuber einem Listing wohl etwas zu wenig Details ent-
halten. Die Autoren auern die Vermutung, da moder-
ne Programmierkonzepte keine Fludiagramme benoti-
gen. Sie hoen auf weitere Experimente, in denen diese





Die Notwendigkeit interner Gultigkeit (internal validi-
ty) eines Experiments haben wir in vorangegangenen
Vortragen kennengelernt. Interne Gultigkeit ist ein Kri-
terium, wie ein Experiment aufgebaut ist. Man kann
interne Gultigkeit gut kontrollieren und sicherstellen.
Externe Gultigkeit (external validity) dagegen ist das
Ma, inwiefern die Ergebnisse eines Experiments auf
andere Personen, Umgebungen und in andere zeitliche
Zusammenhange ubertragen werden konnen. Ziel ist
es, aus der begrenzten Information, die ein Experiment
liefert, eine umfassende Aussage auf die reale Welt zu
machen.
Es gibt drei groe Gefahren fur die externe Gultigkeit:
1. Population validity:
Die Auswahl der Testpersonen ist nicht reprasen-
tativ.
2. Ecological validity:
Die Testbedingungen bzw. die Aufgabenstellung
konnen nicht auf die reale Welt ubertragen wer-
den.
3. Temporal validity:
Die Ergebnisse sind auf verschiedene Weise zeit-




Kann das Ergebnis aus einem Experiment mit 20
Psychologie-Studenten auf alle Psychologie-Studenten
ubertragen werden oder gar auf alle Studenten oder al-
le Menschen ?
Untersuchungen zeigen, da Psychologie-Studenten
bzw. Albino-Ratten die am haugsten verwendeten
Versuchsobjekte sind. Etwa 80 Prozent aller Tests zum
menschlichen Verhalten verwenden College Studenten.
Die richtige Auswahl der Testpersonen ndet in zwei
Schritten statt:
Eine bestimmte Gruppe steht fur das Experiment zur
Verfugung. Dies konnen Mitarbeiter eines Unterneh-
mens sein oder Studenten in einem bestimmten Se-
minar. Aus dieser experimentell verfugbaren Bevolke-
rung werden die Testpersonen ausgewahlt. Diese erste
Generalisierung ist vergleichsweise unproblematisch,
wenn die Auswahl zufallig erfolgt und ausreichend viele
Testpersonen zum Experiment herangezogen werden.
Wahlt man von allen Studenten einer Universitat 50
zufallig aus, die dann an einem Experiment teilneh-
men, so kann das Ergebnis auf alle Studenten dieser
Universitat ubertragen werden. Die entscheidende Fra-
ge fur diese erste Generalisierung ist, ob alle theore-
tisch verfugbaren Personen auch beim Experiment mit-
machen konnen oder wollen. Scheidet eine bestimmte
Gruppe von vorneherein aus, weil z.B. nur die Mitar-
beiter der Tagesschicht zur Verfugung stehen, so kann
das Ergebnis ggf. nicht auf die Mitarbeiter der Nacht-
schicht ubertragen werden.
Die zweite Generalisierung ist kritisch: Von der Gruppe
der experimentell verfugbaren Personen wird jetzt auf
alle Zielpersonen geschlossen. Ist eine Aussage, die fur
alle Angestellten eines Unternehmens zutrit, auch fur
alle Arbeitnehmer dieser Branche oder gar fur alle ar-
beitenden Menschen gultig ? Fur unsere Fragestellung
heit das: Mu ein Ergebnis, das moglicherweise auf al-
le Informatik-Studenten ubertragen werden kann, auch
fur alle, die professionell Software entwickeln Gultigkeit
besitzen, die aber vielleicht nicht den Hintergrund eines
Informatik-Studiums besitzen ? Es kann sein, da de-
ren andere Denkweise zu einem deutlich abweichenden
Ergebnis bei derselben Fragestellung gefuhrt hatte. Ein
anderes Beispiel ist, ob man Ergebnisse, die aus Experi-
menten mit Pascal-Programmierern gewonnen werden,
auch auf C-Programmierer ubertragen kann: Vielleicht
sind die einen groere Astheten und etwas gemutlicher,
wahrend die anderen verschlungene For-Schleifen be-
vorzugen.
Augenfallig wird die Problematik, wenn man sich vor-
stellt, man wollte ein Experiment bzgl. Gewaltbereit-




Die okologische Gultigkeit ist das Ma, auf das die
Ergebnisse einer Untersuchung generalisiert werden
konnen uber die Testfragestellungen und Umweltbe-
dingungen hinaus. Ist eine bestimmte Anordnung der
Hilfsmittel, ein bestimmter Ort oder Experimentator
wichtig fur das Eintreten der Ergebnisse ? Kann von
Laborexperimenten auf die reale Welt geschlossen wer-
den ?
3.3.1 Multiple-Treatment-Interference
Der mehrfache Behandlungs-Eekt druckt aus, da es
Auswirkungen einer vorherigen Teilnahme einer Person
an einem Experiment geben kann auf die Teilnahme
derselben Person in einem zweiten Experiment. In je-
dem Falle mu man berucksichtigen, ob die Ergebnisse
des zweiten Experiments nur unter Berucksichtigung
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des ersten Gultigkeit besitzen. Dabei sind zwei Pro-
blemsituationen denkbar:
Zum einen kann ein Teilnehmer innerhalb eines Expe-
riments mit zwei verschiedenen Testbedingungen kon-
frontiert werden, die sich gegenseitig beeinussen. So
wurde 1963 von Fox ein Experiment bzgl. der Lese-
geschwindigkeit in Abhangigkeit der Schriftart durch-
gefuhrt. Eine Gruppe erhielt einen Text in Standard
Elite und anschlieend in Gothic Elite, eine zweite
Gruppe bekam zunachst einen Text in Gothic, dann
Standard Elite. Erstaunlicherweise war die Lesege-
schwindigkeit in beiden Gruppen hoher in der Schrift-
art, mit der der Test begonnen wurde. Hatte man also
keine Kontrollgruppe getestet, so ware das Ergebnis
willkurlich gewesen.
Eine Multiple-Treatment-Interference kann auch zwi-
schen verschiedenen ahnlichen Experimenten auftre-
ten. Die vorherige Teilnahme kann dabei sowohl zu
einem Lerneekt als auch dazu fuhren, da man bei
einem zweiten Test schlechtere Ergebnisse erzielt als
jemand, der noch an keinem derartigen Experiment
teilgenommen hat. So wurde einmal ein Experiment
durchgefuhrt, bei dem unzusammenhangende Adjekti-
ve einer Testperson vorgetragen wurden. Diese mute
moglichst viele wiederholen. Dabei schlossen Testper-
sonen deutlich besser ab, wenn sie zum ersten Mal an
diesem Experiment teilnahmen.
Auch Versuchstiere werden i.d.R. nur fur ein Experi-
ment verwendet.
Man umgeht die Multiple-Treatment-Interference, in-
dem man moglichst Testpersonen ndet, die zuvor an
keinem Experiment teilgenommen haben.
3.3.2 Hawthorne Eekt
Der Hawthorne Eekt druckt die Tatsache aus, da ei-
ne Testperson wei, da sie an einem Experiment teil-
nimmt. Die Teilnahme an einem Experiment ist ver-
gleichbar mit dem Auftreten vor einer Fernseh- oder
Videokamera: Viele Menschen andern dort ihr Ver-
halten, werden aufmerksamer und ehrgeiziger. Auch
konnte nachgewiesen werden, da viele Leute hohe-
re Unterwurgkeit zeigen, wenn sie wissen, da sie
an einem wissenschaftlichen Experiment teilnehmen.
Wurde man zum Beispiel jemanden auf der Strae an-
sprechen und auordern, einige Kniebeugen zu ma-
chen, so wurde er wohl verstandnislos mit dem Kopf
schutteln. Fugte man dann jedoch hinzu, dies sei ei-
ne groe Untersuchung zur Volksgesundheit, so ware
mancher zu einer kurzen Ubung bereit.
Fur unsere Fragestellung heit das: Wenn beispielswei-
se getestet wird, wie gut ein Programm dokumentiert
wird, und man sagt dies der Testperson, so wird die-
se vermutlich besonders groen Wert auf die Qualitat
der Dokumentation legen. Das Ergebnis lat sich dann
nicht auf Programme der realen Welt ubertragen.
Es ist nahezu unmoglich, den Hawthorne Eekt zu um-
gehen, zumindest mit Experimenten, an denen Men-
schen teilnehmen. Die wissenschaftliche Ethik gebie-
tet es namlich, die Testpersonen weitgehend uber Ziele
und moglichen Ruckschlusse eines Experimentes auf-
zuklaren.
3.3.3 Novelty bzw. Disruption Eekt
Dieser Uberraschungs- bzw. Storungseekt druckt aus,
da es zu bemerkenswerten Ergebnissen kommen kann,
wenn die Experimentalbedingungen etwas Neues oder
Ungewohnliches enthalten. So ist es einsichtig, da
aus einer Liste unzusammenhangender Worter das-
jenige am besten gemerkt werden kann, das in ei-
ner anderen Farbe geschrieben ist. Es ware in diesem
Falle vollig falsch, das Ergebnis auf das Wort selbst
zuruckzufuhren. Andererseits haben Experimente mit
der Einfuhrung neuer Lernkonzepte an Schulen gezeigt,
da diese dort wesentlich besser angenommen wurden,
wo man gewohnt war, mit neuen Konzepten zu arbei-
ten.
Zur Verhinderung dieses Eekt sollte ein Experiment
keine auergewohnlichen Elemente enthalten, es sei
denn, genau diese Elemente sind Gegenstand des Ex-
periments.
3.3.4 Experimenter Eekt
Dieser Eekt tritt ein, wenn der Veranstalter eines Ex-
periments bestimmte Erwartungen an die Ergebnisse
hat und - freiwillig oder unfreiwillig - auf bestimm-
te Ziele hinarbeitet. So konnte ein Arzt, der ein neu-
es Medikament an einer Patientengruppe ausprobiert,
wahrend eine Kontrollgruppe nur ein Placebo-Praparat
erhalt, unterschwellig, z.B. durch freundliches Zureden,
die Patienten mit dem neuen Medikament fordern und
so zu einem verfalschten Ergebnis beitragen.
Abhilfe schat man hier, indem nicht nur der Pati-
ent nicht davon in Kenntnis gesetzt wird, zu welcher
Testgruppe er gehort, sondern indem auch der Expe-
rimentator nicht wei, welches Medikament er gerade
verabreicht. Fur unsere Fragestellung erscheint dieser
Eekt vermeidbar, wenn Aufgabenstellungen und Be-
wertungen sauber und korrekt sind und alle Testperso-
nen gleich behandelt werden.
3.3.5 Pretesting Eekt
Dieses Problem druckt die Tatsache aus, da Personen,
die in einem vorherigen Experiment schon mit einer
bestimmten Frage konfrontiert wurden, moglicherwei-
se beim zweiten Mal eine andere Antwort geben. Der
Pretesting Eekt soll nicht unbedingt vermieden wer-
den, da es ja auch interessant sein kann zu erfahren,
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welche Antwort eine Person bei einem zweiten Expe-
riment gibt. Doch er mu in jedem Fall berucksichtigt
werden.
Ein noch wichtigerer Unterschied besteht zwischen frei-
willigen und unfreiwilligen Teilnehmern. Menschen, die
bei einem Experiment freiwillig mitmachen, sind bei




Die zeitliche Gultigkeit eines Experiments ist das Ma,
inwieweit die Ergebnisse bzgl. der Zeit verallgemeinert
werden konnen.
So gab es in den siebziger Jahren zwei Studien, die
besagten, da zwischen 75 und 90 Prozent aller Un-
tersuchungen in bestimmten Psychologie-Zeitschriften
aufgrund nur einer Sitzung stattfanden. Da aufgrund
dieser Untersuchungen allgemeine Aussagen getroen
werden, scheinen die Untersucher anzunehmen, da die
Ergebnisse uber die Zeit unverandert bleiben.
Dies trit nicht notwendiger Weise zu: In einem Expe-
riment 1964 wurden Personen gefragt, welche der zehn
vorgeschlagenen Jobs ihnen am besten gefallen wurden.
Zwei, die eine Testperson etwa gleich einschatzte, wur-
den naher untersucht. Die Testperson sollte sich zwi-
schen diesen beiden entscheiden. Diese Frage mute 4,
15 bzw. 90 Minuten spater noch einmal beantwortet
werden. Dabei kam es im Durchschnitt zu vollig unter-
schiedlichen Ergebnissen. Nach vier Minuten war der
gewahlte Job unbeliebter, nach 15 deutlich beliebter,
und nach 90 Minuten wurde wieder das Anfangsniveau
erreicht.
Man unterscheidet verschiedene Gefahren fur die zeit-
liche Gultigkeit:
3.4.1 Saisonale Schwankungen
Es gibt Veranderungen, die regelmaig in Teilen der
Bevolkerung auftreten. Wenn man z.B. das Konsum-
verhalten analyiseren wurde, so durfte man nicht das
Einkaufsverhalten im Weihnachtsgeschaft auf das gan-
ze Jahr ubertragen. Die Zahl der Verkehrsunfalle steigt
wahrend der Hauptreisezeit bedeutend an.
Saisonale Schwankungen konnen zu festen Zeiten ein-
treten oder aber ergeignisabhangig. Der Tod eines An-
gehorigen kann nicht vorhergesagt werden, wenn er je-
doch eingetreten ist, so laufen immer ahnliche psycho-
logische Prozesse ab.
3.4.2 Zyklische Schwankungen
Zyklische Schwankungen nden in einzelnen Testperso-
nen statt, nicht in ganzen Bevolkerungsgruppen. Men-
schen haben einen etwa 24 stundigen Rhythmus mit
unterschiedlichen Pulsraten, Temperatur und Arbeit
innerer Organe. Der Grad an Aufmerksamkeit andert
sich im Laufe eines Tages.
Bei Tests anspruchsvoller gegen weniger anspruchsvolle
Programmier- oder Spezikationsverfahren sollte dar-
auf geachtet werden, da Testpersonen so frisch und
ausgeschlafen sind, wie sie es bei der regularen Anwen-
dung sind.
3.4.3 Personologische Variation
Unter dem Stichwort Personologische Variation ver-
steht man die Veranderung im Charakter und Ge-
schmack eines Menschen. Politische Ansichten haben
sich zum Beispiel mit den Erfahrungen diverser Krie-
ge und Aaren uber Jahre hinweg verandert. Der Ge-
schmack, welche Kleidung als modern gilt, andert sich.
Im Bereich der Informatik wandeln sich die Program-
mierstile: Vor Jahren noch war strukturierte Program-
meriung in Mode, heute ist objektorientiertes Program-
mieren das groe Schlagwort und in einigen Jahren
wird dieses durch eine andere Philosophie abgelost wer-
den.
Gegen Modeanderungen kann man ein Experiment
wohl kaum absichern. Es ist daher wohl unumganglich,
ein Experiment einige Jahre spater unter den neuen
Fragestellungen der Zeit zu wiederholen.
3.4.4 Beziehung zwischen interner und exter-
ner Gultigkeit
Man konnte nun anhand obiger Auistung ein Experi-
ment so planen, da es externe Gultigkeit besitzt. Ver-
schiedene Gruppen von Personen werden zu verschiede-
nen Zeiten unter verschiedenen Bedingungen getestet.
Doch leider scheinen sich interne und externe Gultig-
keit gegenlaug zu verhalten. Die interne Gultigkeit
wird dadurch erhoht, da die Testpersonen nur aus ei-
ner bestimmten Personengruppe stammen. Ein Expe-
riment wird am besten in einem geschlossenen Labora-
torium durchgefuhrt, so da immer gleiche Testbedin-
gungen garantiert sind. Die Fragen sind standardisiert
und werden am besten durch einen Computer gestellt.
Auch fordert die interne Gultigkeit, da das Experi-
ment zu moglichst einem Zeitpunkt stattndet.
Bei der Abschatzung, ob ein Experiment externe
Gultigkeit besitzt, ist es wichtig zu berucksichtigen,
welche Aussagen von dem Experiment erwartet wer-
den. So wurde einmal ein Experiment durchgefuhrt,
bei denen die Testpersonen ihre Abneigung gegen einen
bestimmten Kunstler zum Ausdruck bringen sollten,
indem sie, wahrend sie an ihn dachten, mit Hilfe ei-
nes Schalters Schocks auslosen sollten. Bei manchen
Testpersonen lagen scheinbar zufallig Waen auf dem
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Tisch. Diese Testpersonen reagierten deutlich agres-
siver als andere, bei denen die Waen fehlten. Die-
ses Experiment besitzt strenggenommen keine externe
Gultigkeit, da solche Situationen in der Realitat kaum
vorkommen. Doch kann man immerhin schlieen, da,
unter bestimmten Umstanden, der Anblick einer Wae
zu einer Verstarkung der Abneigung gegen bestimmte
Personen fuhrt.
Bei einem Experiment jedoch, in dem neue Lernverfah-
ren, die an Schulen eingefuhrt werden sollen, getestet
werden, ist die externe Gultigkeit von groer Bedeu-
tung.
Fur den Bereich der Informatik gilt dies ebenfalls: Die
Ergebnisse sollen auf die reale Welt ubertragen werden.
3.4.5 Zusammenfassung externe Gultigkeit
Die Ubertragbarkeit des Ergebnisses eines Experiments
ist durch vielfaltige Faktoren gefahrdet: Durch die
falsche Auswahl der Testpersonen, durch falsche Test-
umstande und Aufgabenstellungen und dadurch, da
man die zeitliche Gultigkeit nicht berucksichtigt. Ob-
wohl es sehr wichtig ist, ein extern gultiges Experiment
durchzufuhren, mu doch der erste Schwerpunkt dar-
auf gelegt werden, das Experiment intern gultig zu ma-
chen. Unglucklicherweise konnen sich die Kriterien fur
beide Ziele widersprechen. Daher sollte man sich erst
dann um externe Gultigkeit bemuhen, nachdem man
einen Eekt mit einer intern gultigen Studie ermittelt
hat.
3.4.6 Externe Gultigkeit des Shneiderman-
Experiments
Nach dieser allgemeinen Darstellung der externen
Gultigkeit ist es interessant, die obigen von Ben Shnei-
derman durchgefuhrten Experimente unter dieser Fra-
gestellung zu betrachten:
Die Population Validity ist nur eingeschrankt sicherge-
stellt: Es werden lediglich College-Studenten getestet.
Diese werden nicht zufallig ausgewahlt. Als Program-
miersprache wird nur Fortran verwendet. Die Ergeb-
nisse sind also bestenfalls auf alle College-Studenten,
die kleine Programme in Fortran programmieren, zu
ubertragen.
Die Ecological Validity sieht besser aus: Multiple
Treatment, Novelty und Pretesting Eekt scheinen kei-
nen Einu zu besitzen. Der Hawthorne Eekt lat
sich nie vermeiden. Da die Studenten jedoch mehre-
re Klausuren schrieben und das Experiment auch nur
in dieser Form geschrieben wurde, scheint er zu keinen
Verfalschungen gefuhrt zu haben.
Von zeitlicher Gultigkeit kann kaum die Rede sein: Der
Test fand Mitte der siebziger Jahre statt. Alle Verande-
rungen hinsichtlich strukturierter und objektorientier-
ter Programmierung wurden noch nicht berucksichtigt.
Die Studenten waren Anfanger bzw. Fortgeschrittene.
Die Erfahrung, die ein Programmierer im Laufe der
Jahre sammelt, wurde uberhaupt nicht berucksichtigt.
Die groten Probleme der ersten Untersuchungen sind,
da die Beispielprogramme sehr klein und damit pra-
xisirrelevant waren und da meist unbegrenzt viel Zeit
zur Verfugung stand, was zu sehr guten Ergebnissen in
beiden Testgruppen fuhrte.
4 Untersuchung von David A.
Scanlan 1989
4.1 Vorbemerkungen
Wahrend er Studenten ausbildet, stellt Scanlan fest,
da diese Fludiagramme Pseudokode vorziehen. Er
kennt vorherige Untersuchungen, u.a. auch die von Ben
Shneiderman. Doch er kritisiert diese hart. Ein Haupt-
angrispunkt ist die Tatsache, da Shneiderman den
Zeitfaktor vollig vernachlassigt. 'Zeit, die gebraucht
wird, um einen Algorithmus zu verstehen, ist sensi-
tivste und wichtigste Mazahl', gibt Scanlan als sei-
nen Leitsatz an. Auch kritisiert er an Shneiderman,
da dort teilweise exakter Input bzw. Output zum Ver-
standnis notig waren und diese Information ganz ein-
fach nicht aus Fludiagrammen heraus gewonnen wer-
den konnte.
Scanlan geht daran, ein intern voll gultiges Experiment
durchzufuhren. Seine Hypothesen sind, da Fludia-
gramme weniger Zeit zum Verstehen benotigen und zu
weniger Fehler fuhren. Auch gaben sie mehr Sicher-
heit beim Verstandnis, reduzieren die Zeit, um Fragen
zu beantworten, und die Zahl, wie oft ein Algorithmus
angeschaut werden mu.
Wie wir sehen werden, ist die externe Gultigkeit des
Scanlan-Experiments nicht sichtbar hoher als die von
Shneidermans.
4.2 Das Experiment
Scanlan lat 82 Personen an dem Experiment teil-
nehmen. Diese erhalten einige Tage vor Durchfuhrung
ausfuhrliche Instruktionen. Auch konnen vor und
wahrend des Experimentes alle Fragen gestellt werden,
da Scanlan das nicht vollige Verstandnis des Ablaufs
eines Experiments fur ein groes Problem halt.
Die Testteilnehmer besitzen Kenntnisse in Pascal, Co-
bol und Softwaretechnik. Sie sind meistens Fortge-
schrittene, auch einige Pros sind darunter. Vor Teil-
nahme an dem Experiment mussen sie einige einfache
Fragen richtig beantworten, um eine gewisse Grund-
qualikation nachzuweisen.
Als Testmaterial werden drei Algorithmen verwendet.
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Diese sind verschachtelte if..then..else-Ausdrucke. Die
Semantik ist nicht sehr sinnvoll. In Abhangigkeit be-
stimmter Pradikate ('crispy', 'hard', 'green',...) werden
bestimmte Tatigkeiten durchgefuhrt ('steam', 'fry',
'bake',...). Fur jeden Algorithmus werden die Pradi-
kate und Tatigkeiten mit Hilfe eines Zufallsgenerators
mit zwei verschiedenen Belegungen gefullt. Diese wer-
den Muster A und Muster B genannt.
Jede Testperson erhalt alle drei Algorithmen als Flu-
diagramm in einem der beiden Muster und im jeweils
anderen Muster alle drei Algorithmen als formatierter
Pseudokode. Die Algorithmen heien 'einfach' (14 Zei-
len Pseudokode, zwei if-Ausdrucke), 'medium' (24 Zei-
len Pseudokode, vier if-Ausdrucke) und 'komplex' (34
Zeilen Pseudokode, sechs if-Ausdrucke).
Als Testgerat verwendet Scanlan einen IBM PC. Die
Eingaben erfolgen uber Tastatur, Ausgaben auf den
Bildschirm und ein spezielles Display, auf dem die Al-
gorithmen angezeigt werden. Ein spezielles Sprachaus-
gabeteil fuhrt den Benutzer durch das Experiment.
Der PC registriert fur jeden Anwender die Zeit (in Se-
kunden), die jede Testperson einen jeden Algorithmus
anschaut, auerdem die Dauer fur die Beantwortung
einer jeden Frage. Desweitern wird gespeichert, wie oft
ein bestimmter Algorithmus angeschaut wird, alle Ant-
worten und die Sicherheit, mit denen die Antworten
eingegeben werden.
Das Experiment ndet in einem schalldichten Raum im
psychologischen Institut statt. Die Teilnehmer haben
unbegrenzt viel Zeit, so da die Richtigkeit der Antwor-
ten eine untergeordnete Rolle spielt. Im Durchschnitt
benotigt eine Testperson etwa zwei einhalb Stunden.
Das Ergebnis zeigt signikante Vorteile fur die Verwen-
dung von Fludiagrammen. Die durchschnittliche Zeit
zur Beantwortung einer Frage bzgl. des einfachen Al-
gorithmus betragt 7,8 Sekunden, wenn der Algorith-
mus als Fludiagramm dargestellt wird, 13,4 Sekun-
den, wenn er als Pseudokode vorliegt. Beim Medium-
Algorithmus 6,1 Sekunden bzw. 11,7 Sekunden und
beim komplexen Algorithmus 6,3 Sekunden bzw. 15,8
Sekunden. Scanlan meint daraus zu erkennen, da
Fludiagrammemit zunehmender Komplexitat der Al-
gorithmen nutzlicher werden. Dabei nimmt auch die
Fehlerrate in der Pseudokode-Gruppe deutlich zu.
4.3 Wurdigung des Experiments
Vergleichen wir das Experiment mit Ben Shneider-
mans, so fallt der Aufwand auf, den Scanlan betreibt,
um die interne Gultigkeit sicherzustellen. Hier kann
man ihm wohl nichts vorwerfen. Eingeschrankt hat er
die Fragestellung, da lediglich fertige Algorithmen ver-
standen werden mussen, wahrend Shneiderman auch
Schreiben und Anderung berucksichtigte.
Doch welche externe Gultigkeit hat Scanlans Experi-
ment ? Wir mussen feststellen, da diese kaum besser
ist als bei Shneiderman. Der Hawthorne-Eekt mag
etwas verstarkt worden sein, da sich das Experiment
deutlicher von Klausuren unterscheidet als Shneider-
mans Tests. Die Berucksichtigung der Zeiten ist si-
cher ein Vorteil von Scanlan. Doch der Hauptkritik-
punkt bleibt: Die Algorithmen haben mit der Praxis
fast nichts zu tun. Zum einen ist selbst der sogenannte
komplexe Algorithmus viel zu klein und zum anderen
fordert Scanlan von seinen Testpersonen ein fast per-
fektes Verstandnis der Algorithmen, um die Fragen zu
beantworten. Ein solches Verstandnis ist in der Realitat
meist nicht notig, um Anderungen in fertigen Algorith-
men durchzufuhren.
Selbstverstandlich mussen wir desweiteren die zeitliche
Gultigkeit kritisieren, da Fludiagramme heute auf-
grund prozeduraler und objektorientierter Program-
mierung nicht mehr sinnvoll verwendet werden konnen.
5 Abschlieende Bemerkungen
Wir haben anhand praktischer Beispiele gesehen, da
das Fehlen externer Gultigkeit Experimente praktisch
wertlos macht. Interne Gultigkeit ist fur Experimen-
te notwendig, doch ohne, da die Fragestellungen Ent-
sprechungen in der Realitat haben, nutzt sie nichts. Ein
praktisch relevanter Algorithmusmute eine Lange von
500 bis 1000 Zeilen besitzen. Dieser durfte dann nicht
bis ins kleinste Detail verstanden werden mussen, um
die Fragen zu beantworten.
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Im Folgenden soll die experimentelle Vorgehenswei-
se der verschiedenen Wissenschaftsbereiche miteinan-
der verglichen werden, im Wesentlichen anhand eines
Beispiels aus der Physik (Millikan-Versuch) und der
Betrachtung von Evaluationsverfahren in der Sprach-
verarbeitung als typischem Teilgebiet der Informatik.
Quantitative Verfahren sind in der Informatik noch
nicht sehr weit entwickelt, es besteht die Honung, da
die Informatik von im empirischen Bereich weiter ent-
wickelten Wissenschaften lernen kann.
1 Naturwissenschaften: Physik
Bei der Physik handelt es sich um eine der amweitesten
entwickelten exakten Wissenschaften. Insofern konnte
es lohnend sein, diese in vielen Punkten vorbildliche
Wissenschaft genauer zu betrachten.
Die Vorgehensweise in der Physik soll anhand des Bei-
spieles des Millikan-Versuches kritisch beleuchtet wer-
den.
Der auch als Oltropfchen-Versuch bekannt gewordene
Millikan-Versuch wurde 1916 von Robert Andrews Mil-
likan durchgefuhrt. Dieser Versuch war der klassische
Versuch zur Beantwortung der Frage, ob die elektrische
Ladung von diskreter oder von kontinuierlicher Natur
ist, im Zusammenhang Welle-Teilchen-Dualismus und
Teilchenmodell des Elektrons ist er von fundamenta-
ler Bedeutung. Nebenbei wurde mit Hilfe des Millikan-
Versuches der Wert der elektrischen Elementarladung
verhaltnismaig genau bestimmt.
1.1 Der Millikan-Versuch
Kleine Oltropfchen aus einem Zerstauber werden zwi-
schen die Platten eines Kondensators gebracht und
durch ein Mikroskop beobachtet (siehe [9]). Auf die
Oltropfchen wirken nun folgende Krafte:
 Die Erdanziehungskraft,
 bedingt durch den Plattenkondensator die elektri-
sche Kraft, wahlweise nach oben oder nach unten
gerichtet und
 die Luftreibungskraft, sofern die Oltropfchen sich
bewegen.
Durch den Austritt aus dem Zerstauber tragen die
Oltropfchen bereits eine gewisse Ladung, mit Hilfe
von zum Beispiel Rontgenstrahlung ist eine Umladung
moglich.
Werden in dem Kondensator Faden gespannt oder ver-
gleichbare Markierungen angebracht, so ist die pro
Zeiteinheit zuruckgelegte Wegstrecke der Oltropfchen
{ in Worten: die Geschwindigkeit v { gut mebar.
Durch Veranderung einiger Parameter (elektrisches
Feld des Plattenkondensators, Ladung der Oltropf-
chen) ist es moglich, die Ladung eines einzelnen
Oltropfchens zu berechnen.
Im luftleeren Raum wurden die Oltropfchen gema
v = gt standig beschleunigt12. Aufgrund der Luft-
reibungskraft herrscht irgendwann ein Kraftegleichge-
wicht, d.h. die Beschleunigung, die die Oltropfchen
durch die Erdanziehungskraft erfahren, ist ebenso gro
wie die in entgegengesetzter Richtung wirkende Luft-
reibungskraft. Folglich ist die Beschleunigung Null, die
Geschwindigkeit bleibt konstant. Dies wird in der Phy-
sik auch als gleichformige Bewegung bezeichnet wird13.
1.1.1 Das Stokessche Gesetz
Die Luftreibungskraft FR kann mit Hilfe des Stokes-
schen Gesetzes
FR = 6rv (3)
naherungsweise bestimmt werden. Die obige Formel
bedeutet: die Luftreibungskraft ist proportional zum
Tropfchenradius r und zur Geschwindigkeit v. Die
Zahigkeit  ist fur Luft eine Konstante.
Umso schneller sich ein Tropfchen bewegt, umso groer
wird die entgegengesetzt gerichtete Luftreibungskraft.
Bei der Herleitung des Stokesschen Gesetzes werden
folgende Annahmen getroen:
 Der sich relativ zum Medium mit Geschwindig-
keit v und Radius r bewegende Korper ist ei-
ne Kugel. Dies kann bei { nicht zu kleinen {
Oltropfchen naherungsweise als gegeben angenom-
men werden, bei sehr kleinen Oltropfchen hat Mil-
likan merkwurdige Ergebnisse erhalten und auch
richtig interpretiert (siehe 1.1.6).
12g = 9; 81ms 2 Erdbeschleunigung, v Geschwindigkeit in
ms 1 und t Zeit in s
13F = ma Grundgesetz der Mechanik, F Kraft, m Masse, a
Beschleunigung
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 Das Medium, hier die Luft, ist homogen. Bei hin-
reichend groen Oltropfchen fallt die Inhomoge-
nitat der Luft nicht zu stark ins Gewicht.
 Die Zahigkeit  ist hinreichend gro, der Radi-
us der Kugel hinreichend klein14. Dies ist beim
Millikan-Versuch uneingeschrankt gegeben.
1.1.2 Berechnung der Ladung eines Oltropf-
chens
Wenn Elektrische Kraft FE und Erdanziehungskraft
FG gleichgerichtet sind, so kompensiert die Luftrei-
bungskraft FR die Summe aus Erdanziehungskraft FG
und elektrischer Kraft FE, also:
FR = 6rv1 = qE +mg (4)
mit  Zahigkeit der Luft, r und v1 Radius und Ge-
schwindigkeit des Oltropfchens, g Erdbeschleunigung
(g  9; 81ms 2), E elektrische Feldstarke (abhangig
vom verwendeten Plattenkondensator, aber konstant
bei idealem Feld), q Ladung des Oltropfchens.
Bewegt sich das Tropfchen nach oben { ist also FE
entgegengesetzt zu FG gerichtet {, so nenne ich die Ge-
schwindigkeit v2, sonst v1.





Wird der Plattenkondensator umgepolt { also die Rich-
tung des elektrischen Feldes umgedreht {, so wirken
Erdanziehungskraft und elektrische Kraft in entgegen-
gesetzter Richtung, es folgt also analog






1.1.3 Elimination schwer mebarer Groen
Der Radius r und die Masse m des Oltropfchens las-
sen sich nur sehr schwer messen, weshalb sie eliminiert
werden sollen.
Das Umpolen des Kondensators in 1.1.2 hatte ledig-
lich den Sinn, eine rechnerische Elimination von r zu
ermoglich. Die Masse m kann mit Hilfe des hier nicht
weiter behandelten Gesetzes von Archimedes aus der
14Reynoldssche Zahl Re = rv

< 0;3, Kriterium fur mehr
oder minder wirbelfreie Stromungen






, wobei  die Dichte des Ols ist. Die Dichte des Ols sei
bekannt, also mit Hilfe anderer Versuche bereits be-
stimmt.
Zunachst sollen nun v1+v2 und v1 v2 gebildet werden:






























Durch Gleichsetzen von (9) und (11) ergibt sich uber














v1   v2 (12)
In (12) sind v1 und v2 mebar Groen, wobei darauf
geachtet werden mu, da sowohl bei der Bestimmung
von v1 als auch bei der Bestimmung von v2 das glei-
che Oltropfchen verwendet wird. Die an den Konden-
sator angelegte Spannung U und der Abstand der bei-
den Kondensatorplatten d sind leicht einstellbar, bei
der Zahigkeit der Luft  und der Dichte des verwen-
deten Ols  handelt es sich um anderweitig mebare
Konstanten.
15Dies ist eine Gleichung, die bei Plattenkondensatoren allge-
mein gilt, allerdings bei nicht idealen Kondensatoren und beson-
ders im Randbereich eines realenKondensators nur in Naherung.
Debei ist d der Abstand der beiden Platten und U die Spannung,
beides also leicht einstellbare Groen.
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1.1.4 Ergebnis
Sei e = 1; 603  10 19C. Dann sind die Ladungen, die
beim Millikan-Versuch gemessen werden konnen, alle-
samt Vielfache von e. Aus diesem Grund wird e auch
als Elementarladung bezeichnet, eine kleinere Ladung
als e scheint nicht erzeugbar zu sein, die elektrische La-
dung ist von diskreter und nicht von kontinuierlicher
Natur.
Millikan hat es seinerzeit geschat, den Wert der Ele-
mentarladung mit einer Genauigkeit von 10 5 zu be-
stimmen [12].
1.1.5 Zugeben von Mefehlern
Feynman schreibt in [6]:
Millikan [: : : ] erhielt ein Resultat, von
dem wir heute wissen, da es nicht ganz rich-
tig ist. Es liegt ein bichen daneben, denn
es benutzt einen unzutreenden Wert fur die
Viskositat der Luft. Es ist interessant, sich
die Geschichte der Messungen der Elektronen-
ladung nach Millikan anzusehen. Wenn man
sie als Funktion der Zeit darstellt, stellt man
fest, da die nachste ein bichen hoher liegt
als die von Millikan, und die darauf folgen-
de liegt noch ein wenig hoher als jene und
die nachste wiederum etwas hoher, bis sie sich
schlielich bei einer Zahl einpendeln, die eben
hoher liegt.
Auch Physiker sind oenbar nicht immer unvoreinge-
nommen und ehrlich, sondern sie schielen auf die Er-
gebnisse von Autoritaten { wie alle Menschen. Im Ubri-
gen hat wohl jeder in ein Resultat, das dem von ande-
ren Forschern ermittelten exakt entspricht, mehr Ver-
trauen als in eines, das daneben liegt { bei Abweichun-
gen wird eher nach moglichen Fehlern gesucht, bei mit
anderen ubereinstimmenden Werten der Wert leichter
kritiklos ubernommen.
1.1.6 Gultigkeit des Stokesschen Gesetzes, In-
terpretation des Versuchsergebnisses
Bei der Verwendung von Oltropfchen mit sehr klei-
nen Radien liefert der Millikan-Versuch scheinbar das
Ergebnis, da die Groe der Elementarladung e mit
kleiner werdendem Radius stark zunimmt ([12]); dies
konnte naiv so interpretiert werden, da die Ladung ei-
nes Elektrons von der Groe des Oltropfchens abhangt.
Millikan hat dieses Resultat dadurch erklart, da das
Gesetz von Stokes fur sehr kleine Oltropfchen nicht
anwendbar ist (siehe 1.1.1). Damit das Gesetz gilt,
mussen sich Korper von Kugelgestalt in einem ho-
mogenen Medium bewegen { dies ist bei sehr kleinen
Oltropfchen nicht mehr gegeben, die Tropfchen haben
nur noch mit relativ schlechter Naherung Kugelgestalt,
und die nun verhaltnismaig groen Gasmolekule der
Luft bilden nun ein eher inhomogenes Medium.
Dies zeigt: die Ergebnisse von Experimenten muen
auch in der Physik mit Intuition bewertet und richtig
interpretiert werden, die fur das verwendete physikali-
sche Modell getroenen Annahmen { wie Vernachlai-
gung der Gravitationskraft des Experimentators oder
der durch ein Auto hervorgerufenen Vibrationen des
Gebaudes { mussen im Einzelfalle kritisch uberpruft
werden.
2 Humanwissenschaften
Was Experimente anbelangt, so gehe ich davon aus,
da die Probleme umso groer werden, je starker Men-
schen als Objekte der Forschung auftreten {
"
Laborbe-
dingungen" sind selten herrstellbar, die Reproduzier-
barkeit meist kaum gegeben, die Ergebnisse konnen
nur schwer verallgemeinert werden. Insofern stehen die
"
weicheren" Humanwissenschaften deutlich schlechter
da als die Physik mit ihren eindeutigen Anforderungen
an Experimente und wissenschaftliche Arbeit.
Trotzdem konnten die Humanwissenschaften der Infor-
matik in vielen Bereichen als Vorbild dienen; die stati-
stischen Methoden sind hier haug gut entwickelt, und
auch die Informatik hat haug direkt mit Menschen als
Forschungsobjekten zu tun.
2.1 Anwendung statistischer Metho-
den
Es gibt wenige Bereiche von Interesse, wo alle Men-
schen wirklich gleich sind. Aus diesem Grund mussen
sich die Humanwissenschaften { anders als Teile der
Physik { haug mit statistischen Aussagen begnugen;
z.B. im Marketing ist es mehr als ausreichend, wenn
etwa 80% der Zielgruppe erreicht werden konnen { in
der Physik wurde eine Aussage, die in 20% der Falle
falsch ist, kaum als wertvoll betrachtet.
Statistische Verfahren stellen einige schwer erfullbare
Anforderungen:
 Die Stichprobe sollte moglichst gro sein { eine
Vergroerung der Stichprobe ist aber haug mit
imensen Kosten verbunden.
 Die verwendeten Verfahren mussen sehr sorgfaltig
ausgewahlt werden. In der Statistik konnen {
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aus mathematischer Sicht { zur Beantwortung ei-
ner Frage haug mehrere alternative Verfahren
verwendet werden. Dabei fuhren die unterschied-
lichen Verfahren allerdings auch zu verschiede-
nen Ergebnissen, es ist eine schwere Aufgabe,
das
"
richtige" Verfahren auszuwahlen und zu be-
grunden. Die Natur der Problemstellung mu be-
wertet und eingeschatzt werden, es gehen haug
nicht quantizierbare Zusatzinformationen und
Einschatzungen ein ([7]).
 Ein statistisches Verfahren ist in der Regel nur un-
ter genau denierten Voraussetzungen anwendbar.
Ob diese Voraussetzungen erfullt sind, ist haug
nicht oder nur mit extrem hohem Aufwand zu er-
mitteln. Folglich wird beispielsweise fast immer
davon ausgegangen, da eine Zufallsgroe stetig,
linear und normalverteilt ist. Die Annahme, da
das untersuchte Merkmal normalverteilt sei, kann
zu einer erheblichen Verfalschung des Ergebnisses
fuhren, wenn das Merkmal auch in Naherung eben
nicht normalverteilt ist.16
2.2 Labor- und Feldversuche
Auch in den Humanwissenschaften existieren Labor-
versuche, also Experimente, bei denen kunstliche Be-
dingungen geschaen und alle Einusse sehr gut unter
Kontrolle gehalten werden konnen { zum Beispiel die
Messung des Hautwiderstandes bei der Darbietung ero-
tischer Anzeigen im Marketing.
In der Praxis vorherrschend sind in den Humanwis-
senschaften allerdings Feldexperimente, also Versuche,
bei denen die normalen Umweltbedingungen erhalten
bleiben. Bei Feldexperimenten ist eine Kontrolle aller
Storfaktoren nur sehr selten moglich.
2.3 Datenschutz und Ethik
Menschen haben ein Interesse an einer Privatsphare,
mochten nicht
"
mebar" sein. Wegen des Daten-
schutzes ist es unmoglich, sich bestimmte Daten zu
beschaen.17
16Naturlich gibt es Verfahren, mit denen untersucht werden
kann, ob die Annahme einer bestimmten Verteilung sinnvoll ist
{ ob diese Verfahren in der Praxis auch verwendet werden, ist
eine andere Frage.
17Dies ist nur ein Beispiel fur Bereiche, wo die Beschaung
verlalicherDaten von Menschen gezielt behindert wird { Unter-
nehmen werden kaum bereit sein, interne Daten zur Verfugung
stellen, da die Konkurrenz beispielsweise uber die eigene Markt-
situation moglichst wenig informiert werden soll. Viele Daten
sind auch fur Wissenschaftler nicht erhaltlich, und wenn die Un-
ternehmen zur Zusammenarbeitmit einer Forschungseinrichtung
bereit sind, so mussen die Unternehmensdaten in wissenschaftli-
chen Publikationen haug nachtraglich verfalscht werden
Ohne derlei nicht zu uberschreitende Grenzen, ware
es insbesondere fur die Wirtschaftswissenschaften sehr
viel einfacher, verlaliche Prognosen abzugeben, auch
und besonders die personlichen Daten von Einzelper-
sonen waren { technisch gesehen { hervorragend aus-
wertbar, wenn es darum geht, Werbung wirksamer zu
gestalten, Arbeitnehmer einzustellen, das eigene Risiko
als Bank oder Versicherung zu minimieren, etc.
3 Informatik
Bei vollkommen kontrollierten Bedingungen spricht
man auch von Laborbedingungen.
Derartige Laborbedingungen sind in der Informatik im
Allgemeinen und in der Sprachverarbeitung im Beson-
deren sehr viel eher zu erreichen als in groen Teilen
der Humanwissenschaften.
Bei der Sprachverarbeitung handelt sich im Ubri-
gen um ein Teilgebiet der Informatik, welches schon
verhaltnismaig weit entwickelt ist { die hier entwickel-
te Methodik mute auf andere Gebiete wie Neuronale
Netze oder Robotik ubertragbar sein.
3.1 Aufgaben und Probleme
der Sprachverarbeitung
Die am naturlichsten erscheinende Form der Kom-
munikation ist die menschliche Sprache, so da es
wunschenswert ist, auch mit einem Rechner in norma-
ler, geschriebener oder gesprochener Sprache kommu-
nizieren zu konnen.
Desweiteren ware es nutzlich, wenn Computer in der
Lage waren, Texte nach gewissen Gesichtspunkten zu
analysieren, beispielsweise das Finden von Texten, die
sich mit experimentellen Methoden in der Informatik
befassen, in einem Datenbestand wie dem Internet {
eine Anwendung des Information Retrieval.
Die Sprachverarbeitung wird mit einer Reihe von Pro-
blemen konfrontiert: ([2])
 Jeder Mensch spricht anders, hinzu kommen Dia-
lekte, undeutliche Aussprache, Nebengerausche,
etc.
 Wie soll sich das System verhalten, wenn es ein
"
unbekanntes" Wort hort? Wie ist uberhaupt ent-
scheidbar, da ein Wort dem System unbekannt ist
{ irgend ein Wort, das
"
am Besten" pat, ndet
sich immer : : :
 Haug mu die Verarbeitung in Echtzeit verarbei-
tet werden.
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 Die Anforderungen an die Rechenleistung der
Computer sind extrem hoch.
Bei dem Versuch, naturliche Sprache zu verstehen,
kommen weitere Probleme hinzu.
3.2 Spracherkennungs-Benchmarks
Monika Woszczyna schreibt in [14]:
Die Fortschritte auf das Evaluierungsziel sind
jedesmal gewaltig, zum einen, weil nur die
Besten mit ordentlicher Forderung rechnen
konnen, zum anderen, weil man als guter
Teilnehmer nach der Evaluation alle Karten
auf den Tisch legen mu und sich verdachtig
macht, wenn im Laufe des nachsten Jahres
niemand in der Lage ist, die guten Ergebnisse
mit ahnlichen Methoden zu reproduzieren.
Problematisch wird es, wenn Wissenschaftler ihre Al-
gorithmen nur auf das Evaluierungsziel hin optimieren.
Wenn in der Evaluation nur die Wortfehlerrate gemes-
sen wird, so ist die Rechenzeit von geringer Bedeutung,
in praktischen Anwendungen ist es jedoch nicht hin-
nehmbar, da eine leistungsfahige Workstation fur die
Auswertung eines einfachen Satzes mehr als eine Stun-
de Rechenzeit benotigt ([14]).
3.2.1 Benchmarking: Methodik
Um Evaluationen ezient durchfuhren zu konnen,
mussen eine Reihe von Voraussetzungen erfullt sein
([2]):
 Es mussen klare und objektive Kriterien zur Eva-
luation deniert werden. In dem Zusammenhang:
auch und gerade in der Physik nimmt die Metech-
nik eine Schlusselstellung ein, das Entwickeln eines
neuen und guten Meverfahrens stellt dort eine
hoch anerkannte wissenschaftliche Leistung dar.
 Die Werkzeuge zur Durchfuhrung der Evaluation
{ also beispielsweise CDs mit Sprachdaten { soll-
ten allen Wissenschaftlern zur Verfugung stehen,
damit sie schon vor der oziellen Evaluation ih-
re Arbeiten optimieren konnen. Eine Alternative
hierzu ware es, die Testdaten nicht vorher aus-
zuhandigen, um zu vermeiden, da jemand sein
System genau auf die bei der Evaluation verwen-
deten Daten (mit beschrankten Wortschatz, weni-
gen Sprechern oder dergleichen) zu optimiert.
 Wahrend der Evaluation selbst mussen die Test-
verfahren und Testdaten selbstverstandlich fur alle
Gruppen gleich sein, damit die Daten uberhaupt
miteinander verglichen werden konnen.
Im Folgenden sollen einige bekannte Kongresse, bei
denen unterschiedliche Sprachverarbeitungsverfahren
verglichen werden, kurz vorgestellt werden.
3.2.2 NIST Evaluationen
Die meisten Evaluationen werden in den USA vom
NIST (National Institute of Standards and Techno-
logy) in Zusammenarbeit mit Forderern wie ARPA
(Advanced Research Project Agency) organisiert und
durchgefuhrt.
Ressource Management (RM) : Hier kommen re-
lativ kleine Vokabulare zur Anwendung, also etwa
1000 Worte, die Aufgabe besteht in der abgele-
senen Befehehlseingabe. Die Worterkennungsrate
liegt hier mittlerweile bei 98%, die letzte Evalua-
tion war 1992 ([14]).
WSJ-CSR Bei demWall Street Journal-based Conti-
nous Speech Recognition Test (WSJ-CSR) kommt
es imWesentlichen auf groe Vokabulare und gele-
sene Sprache an. Als Basis dient Material aus dem
Wall Street Journal und { seit 1994 zusatzlich {
den North American Business (NAB) news. Die
Evaluationen, die unter WSJ-CSR laufen, lassen
sich wie folgt klassizieren (siehe [3]):
 Sprecher-Abhangig oder Sprecher-
Unabhangig (speaker dependent SD/ speaker
independant SI)
 Groe des verwendeten Vokabulars (5K/
20K/ 64K verwendete Worte)
 explizite oder implizite Punktuation (varba-
lized/ non-verbalized punctuation VP/NVP)
Bei der letzten Evaluierung ([4]) wurden erstmals
auch Worte in den Tests verwendet, die nicht zum
oziellen Wortschatz gehorten (OOV,
"
Out-Of-

















Laut M. Woszczyna ([14]) handelt es sich hier
mittlerweile nur noch umMaterialschlacht, so da
zweifelhaft ist, ob auf diesem Gebiet auch 1996
wieder evaluiert wird.
Airline Trac Information System (ATIS)
: Bei diesen Tests werden Datenbankanfrage mit
spontaner Sprache durchgefuhrt. Die Vokabulare
sind typischerweise kleiner als 2000 Worte ([3]),
es kommt im Wesentlichen auf prazise Worter-
kennung an. Gezahlt wird die Anzahl der richtig
generierten Antworten. Die Systeme sollten auch
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dann noch richtige Antworten generieren, wenn
der Anwender sehr undeutlich spricht, Silben ein-
fach weglat, Nebengerausche storen, etc. Laut
[14] wurde bisher ohne Benutzer-Interaktion eva-
luiert, die Benutzerfreundlichkeit und damit prak-
tische Anwendbarkeit spielte somit keine Rolle. In
[3] wird auf erste Ansatze hingewiesen, die Zufrie-
denheit der Benutzer mit dem System zu beruck-
sichtigen und die Systeme in einer realistischen in-
teraktiven Umgebung zu bewerten.
Die ATIS-Tests werden in drei Kategorien einge-
teilt:
 Erkennen spontaner Sprache (spontaneous
speech recognition SPREC)
 Verstehen naturlicher Sprache (natural lan-
guage understanding NL)
 Erkennen gesprochener (gelesener) Sprache
(spoken language understanding SLS)
Beim ATIS Test zahlt eine falsche Antwort genau-
so wie keine Antwort; es ware denkbar, eine falsche
Antwort starker zu gewichten. ([3], [4], [14])
VERBMOBIL Evaluation Die Aufgabe bei dieser
Evaluation besteht in der Terminabsprache ([14]).
SWB Switchboard Hier werden die Systeme mit
spontaner Telephonabsprache uber unterschiedli-
che Themengebiete konfrontiert, wobei bei der
Aufnahme keine besonderen Regeln zur Anwen-
dung kommen ([14]).
3.2.3 Klassen von Evaluationskriterien
In dem Text von Sundheim und Chinchor ([13]) werden
Evaluationskriterien in drei Klassen eingeteilt:
progress evaluation : Vergleich des Systems mit
dem, was bereits vorher vorgestellt wurde.
adequacy evaluation : Frage, ob das System die An-
forderungen eines potentiellen Kunden adequat
erfullen kann.
diagnostic evaluation : Frage, wo das System Feh-
ler macht und warum die Fehler auftreten. Derlei
Fragestellungen werden naturlich intensiv von den
Entwicklern selbst bearbeitet.
3.2.4 Beispiele von Evaluationskriterien
Eine Schlusselrolle kommt den Evaluationskriterien zu,
hier zwei Beispiele, entnommen aus dem Text von Dod-
dington [2]:
 Ziel: Entwicklung von Spracherkennungsverfah-
ren, die robust sind gegen Storungen des akusti-
schen Signals, zum Beispiel durch Storungen am
Mikrofon oder durch Nebengerausche.
Evaluationskriterium: Wordfehlerrate minimieren.
 Kontextabhangiges Sprachverstehen: Entwickeln







 Die Forscher erhalten durch die Evaluationskrite-
rien eine klar denierte Aufgabenstellung, wissen,
welche Leistungskriterien ihr System moglichst
gut zu erfullen hat ([2]).
 Evaluationen unterstutzen den
"
Fortschritt" in
der Sprachverarbeitung. Wenn es Standard ist,
da ein neues System gewisse Qualitatskriterien
erfullen mu { z.B. eine geringere Wordfehlerrate
als alle bisher verfugbaren Ansatze {, so kann der
Eekt, da immer wieder neue, aber im Endeekt
gleichwertige Verfahren publiziert werden, vermie-
den werden.
 Es ist fur Auenstehende einfacher moglich, das
fur sie beste Verfahren zu nden.
 Uberhaupt erkennen, wo technischer Fortschritt
stattndet und moglich ist { wo es also eher lohnt,
Forschungsgelder zu investieren. Direkt im Zu-
sammenhang damit steht der Nachteil, da For-
schungsgruppen versucht sein konnten, uber ge-
zielte Manipulationen bei Evaluationen ihre eigene
nanzielle Lage zu verbessern.
3.2.6 Probleme
 Testdaten in ausreichender Menge und mit hinrei-
chendem Realitatsbezug sind nicht immer leicht
zu erhalten. In der Physik konnen sehr viel
"
harte-
re" Daten gesammelt werden, naturliche Sprache
ist immer sprecherabhangig, die Methoden konnen
kaum Allgemeingultigkeit erreichen.
 In der Vergangenheit haben diverse Forschungs-
gruppe ihre Forschungsergebnisse haug nicht
miteinander verglichen (siehe 3.2.8); mittlerweile
ist es auf den entsprechenden Konferenzen aller-
dings Standard, da die Forschungsgruppen ihre
Ergebnisse miteinander vergleichen.
 Optimierung auf das Evaluationsziel { dabei z.B.
Vernachlaessigung des Rechenzeitbedarfs.
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 Problematik, sinnvolle Evaluierungskriterien zu
denieren.
 Wirklich innovative Ideen konnen durch Evalua-
tionen blockiert werden ([2]): Systeme, die auf lan-
ge bekannten Verfahren basieren, sind in der Re-
gel besser ausgereift als vollkommen neue Ideen,
so da wirklich neue Ansatze nur noch dann eine
faire Chance erhalten, wenn sie wirklich revoluti-
onar sind, die Leistung der alternativen Verfahren
schon im Anfangsstadium der Entwicklung uber-
steigen. Verfahren, die zwar ein sehr gutes Ent-
wicklungspotential hatten, aber nicht sofort mit
den
"
Klassikern" Schritt halten konnen, werden
so deutlich benachteiligt.18
 Wenn die Evaluationen zu viel Zeit in Anspruch
nehmen, so durfen sie wohl als Zeitverschwendung
betrachtet werden ([2]). Kosten und Nutzen sind
naturlich auch hier gegeneinander abzuwagen.
In der Physik mu vom Experimentator imWesentlich
gefordert werden, da er ehrlich ist, seine Vorgehens-
weise fur andere nachvollziehbar und reproduzierbar
dokumentiert und bei der Auswertung seiner Ergeb-
nisse nicht voreingenommen ist.
Zusatzlich besteht in der Sprachverarbeitung und wei-
ten Gebieten der Informatik die groe Gefahr, da
"
Ex-
perimente" gezielt so angelegt werden, da eine vorher
gefate Vermutung untermauert wird oder auch, da
ein Programm zum Beispiel auf ein Evaluierungsziel
hin optimiert wird { unter Vernachlassigung der prak-
tischen Brauchbarkeit.
Allerdings hat die Sprachverarbeitung bei Experimen-
ten noch nicht die Probleme, die Auftreten, wenn Men-
schen die Objekte der Untersuchung sind { im Soft-
ware Engineering oder in der Psychologie beispiels-
weise ist die Reproduzierbarkeit der Versuche haug
kaum gegeben, eine Adaption der harten Kriterien der
Physik damit weniger leicht. Die unterschiedlichsten
Umwelteinusse und die verschiedensten das Ergebnis
verfalschenden Faktoren konnen in solchen Bereichen
vom Experimentator kaum noch im Uberblick behal-
ten werden.
18Dies ist allerdings ein Problem, welches nicht primar von
den Evaluationen hervorgerufen wird { neue, wenig entwickelte
Ansatze sind meistens erst einmal schlechter, Gallium Arsenid
wird nicht problemlos das lange etablierte Sillicium verdrangen
konnen. Dadurch, da die neuen Verfahren in der Regel denitiv
schlechter sind, konnen sie sich gegen die klassischen Verfahren
nur sehr schwer durchsetzen { die Evaluationen sorgen lediglich
dafur, da leicht erkennbar wird, welches Verfahren uberlegen
ist. Das neue Verfahren bietet vielleicht eine gute Grundlage fur
weitere Forschungsanstrengungen, aber in der Praxis sollte es
nicht sofort umgesetzt werden.
3.2.7 Gesamtsystem im Auge behalten
Allgemein sollte niemals das Gesamtsystem aus den
Augen verloren werden { etwas, wozu Benchmarks
leicht verleiten. So betrachtet Fellbaum in [5] die sei-
nerzeit existenten Textverarbeitungs- und Tabellen-
kalkulationsprogramme mit naturlichsprachlicher Ein-
gabemoglichkeit als nutzlos { und zwar nicht, weil
die Spracherkennungsalgorithmen zu langsam oder zu
fehlerhaft arbeiten, sondern weil die Schnittstelle zur
Mensch-Maschine-Kommunikation nicht ordentlich ge-
nug entworfen wurde. Eine auf Maus und Tastatur be-
ruhende Benutzerfuhrung ist nicht ohne grundlegen-
de Anderungen auf naturlichsprachliche Schnittstellen
ubertragbar, das Problem der Ergonomie darf auch
bei etwas so naturlich erscheinendem wie gesprochener
Sprache nicht vernachlaigt werden.
Benchmarks lenken die Aufmerksamkeit der Entwick-
ler auf einige kritische Punkte { sofern es problema-
tische Bereiche gibt, die von den verwendeten Tests
nicht abgedeckt werden, ist dies ein schwerwiegender
Nachteil. Objektive Kriterien zum Vergleich diverser
Systeme werden in diesem Fall vorgegaukelt, trotzdem
sie de facto nicht existieren
3.2.8 Historische Bemerkungen
Ein relativ fruh entwickeltes Teilgebiet war das Infor-
mation Retrieval, welches seit etwa 30 Jahren bearbei-
tet wird, auch quantitativ ([8]). Allerdings
 haben die Gruppen nicht mit den gleichen Daten
gearbeitet,
 wurden unterschiedliche Evaluierungs-Werkzeuge
verwendet,
 wurden kaum Versuche unternommen, verschiede-
ne Systeme miteinander zu vergleichen.
Ein weiteres Problem bestand darin, Mengen von Test-




In dem physikalischen Lehrbuch von Finn/Alonso wird
deniert:
Ein Versuch besteht darin, ein Phanomen zu
beobachten, das unter vorher festgelegten und
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sorgfaltig kontrollierten Bedingungen ablauft.
Der Wissenschaftler kann also die Bedingun-
gen willkurlich verandern, wodurch es leichter
wird, ihren Einu auf die Vorgange zu erken-
nen. ([11], S.3)
Die Physiker konnen die Bedingungen und Umweltein-
usse in der Regel kontrollieren, in den Humanwissen-
schaften ist dies nur selten der Fall. Demzufolge haben
die Geisteswissenschaftler die harte Denition etwas
abgewandelt, wie anhand einer Denition aus einem
Marketing-Lehrbuch ersichtlich wird:
Als Experiment bezeichnet man
die Uberprufung eines vermuteten (Ursache-
Wirkungs-)Zusammenhanges unter kontrol-
lierten, vorher festgelegten Bedingungen. Das
Wesen eines Experimentes besteht darin, da
eine unabhangige Variable (z.B. der Preis)
verandert wird und die Auswirkung die-
ser Veranderung auf eine abhangige Variable
(z.B. Absatzmenge) gemessen wird.
: : :
Als Storvariablen werden jene Einugroen
der abhangigen Variablen bezeichnet, die vor-
ab nicht festgelegt werden konnen, nicht
kontrollierbar sind (z.B. Konkurrenzmanah-
men). ([1], S. 142 .)
In der Physik wird die vollstandige Kontrolle der Be-
dingungen als wesentlich bezeichnet, im Marketing
wird die Uberprufung von Kausalzusammenhangen be-
sonders hervorgehoben.
Im Marketing sind Techniken entwickelt worden, um
die Storfaktoren halbwegs in den Gri zu bekommen
{ zum Beispiel die Verwendung von Referenzgruppen.
Voraussetzung fur den Erfolg dieses Ansatzes ist es, da
die Storfaktoren auf die Versuchsgruppe ebenso wirken
wie auf die Referenzgruppe ([1], S. 144 .).
4.2 Unterschiede zwischen den Wissen-
schaften
 Exaktheit: in der Physik konnen die Kondenzin-
tervalle haug kleiner sein als im Marketing, in
den Geisteswissenschaften sind haug nur verbal-
qualitative Aussagen moglich, teilweise ist eine Be-
schrankung auf den statistischen Mittelwert not-
wendig, es kann sein, da nur Aussagen getroen
werden konnen, die mit einer Wahrscheinlichkeit
kleiner Eins zutreend sind, etc.
 Reproduzierbarkeit
 Einbeziehung von Menschen als Objekte
 Kontrolle von Umwelteinussen, die das Ergebnis
in einer Groenordnung verfalschen, die nicht zu
vernachlassigen ist.
4.3 GemeinsameProbleme der Wissen-
schaften
 Konkurrenzdruck
 Moglichkeit, bei der Darstellung der eigenen Er-
gebnisse und bei der Bewertung der eigenen Arbeit
nicht ganz ehrlich zu sein, zum Beispiel der Ver-
such, den eigenen Algorithmus besser dastehen zu
lassen
 Hemmungen, eigene Fehler zuzugeben
 Quantitative Forschung ist haug sehr aufwendig,
kostenintensiv und { da es sich meist nur um Rou-
tinearbeiten handelt { wenig interessant
 Es mussen passende Modelle gefunden und in ihrer
Anwendbarkeit begrundet werden (Satz von Sto-
kes in der Physik, Normalverteilungsannahme in
den Wirtschaftswissenschaften, Evaluationskrite-
rien in der Informatik)
 Schwierigkeiten bei der Modellbildung und Inter-
pretation der Ergebnisse
Jede Wissenschaft mu sich einzuhaltende wissen-
schaftliche Mindeststandards geben. Zum Beispiel
konnte von einer Arbeit uber einen neuen Algorith-
mus verlangt werden, da er quantitativ mit bereits
existierenden Verfahren verglichen wird.
5 Schlubemerkungen
Die Physik ist eine der ersten Wissenschaften, die eine
fundierte experimentelle Methodik entwickelt hat und
(nicht nur) in dieser Beziehung nach wie vor vorbildlich
fur andere Wissenschaften. Die schwere Kontrollierbar-
keit von Umwelteinussen und insbesondere die durch
die Einbeziehung von Menschen in den Objektbereich
auftretenden Probleme sind der Physik allerdings auch
fremd.
Die Humanwissenschaften haben durch die Anwendung
stochastischer Verfahren gezeigt, da es auch in ei-
nem fur quantitative Forschung nicht eben optimalen
Umfeld moglich ist, experimentelle Methoden anzu-
wenden und methodisch zu fundieren. Teilgebiete der
Informatik bewegen sich, was Reproduzierbarkeit und
Nahe zu Menschen betrit, auf einem ahnlichen Niveau
47
wie Teile der Humanwissenschaften, andere Teilberei-
che konnen relativ leicht Bedingungen herstellen, die
sich mit den in den Naturwissenschaften ublichen La-
borbedingungen messen lassen.
In der Sprachverarbeitung wurden mit Evaluationen
erste Erfolge erzielt, die Forschungsgruppen bauen
haug auf den Arbeiten derjenigen auf, die im Vorjahr
am Besten abgeschnitten haben. In anderen Gebieten
wie dem Optical Character Recognition existieren ver-
gleichbare Ansatze.
Quantitative Forschung ist in der Informatik insge-
samt allerdings noch wenig verbreitet, wissenschaftli-
che Richtlinen sind noch wenig entwickelt. Da die In-
formatik sich irgendwo zwischen Natur- und Geistes-
wissenschaften bewegt, kann sie von beiden lernen.
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Experimentieren\ im Sinne kontrollierter Labor-
versuche ist im Hauptbereich des Software Enginee-
ring, dem Programmieren im Groen, fast unmoglich.
Gegenstand dieser Ausarbeitung ist die Beschreibung
einer praktikablen, teils automatisierten Arbeitsweise
anhand ausgewahlter Beispiele.
1 Einleitung
Im Zuge der Entwicklung neuer Modelle, Konzepte,
Umgebungen und Sprachen kommt es immer wieder
zu
"
Glaubenskriegen\ uber den Vorteil des einen oder
den Nachteil des anderen. Hierbei spielen weniger Fak-
ten eine Rolle, denn dazu muten welche vorhanden
sein, als vielmehr personliche, subjektive Ansichten. Ei-
ne objektiven Kritik hingegen bedarf neben der Theo-
rie gesicherter Daten. Diese erhalten wir durch Expe-
rimente.
Nun konnen wir aber in der Softwareentwicklung nicht
einfach den Anspruch physikalischer Versuche uberneh-
men, denn wir stoen auf folgende Probleme:
 Physikalische Versuche nden i.a. in einer wohlde-
nierten Umgebung, sprich Labor, statt. Labor-
versuche in der Softwareentwicklung konnen auf-
grund des nanziellen und zeitlichen Umfangs nur
begrenzt durchgefuhrt werden.
 Die Wiederholbarkeit der Experimente und die
Nachvollziehbarkeit der Ergebnisse konnen auer-
halb eines Labors nicht sichergestellt werden. Die
Entwicklungsumgebungen und Projekte sind zu
verschieden.
Wir wollen nun anhand verschiedener Beispiele Wege
aufzeigen, wie dennoch - zumindest ansatzweise - eine
Losung aussehen kann.
2 Softwarefehler und Komple-
xitat
2.1 Einleitung
Das Ziel des Experimentes von Basili und Perrico-
ne aus [1] liegt in der Analyse der Beziehung zwi-
schen der Haugkeit und der Verteilung von Fehlern
wahrend der Softwareentwicklung und -wartung. In
diesem Fall wurden speziell die Komplexitat des Pro-
jektes, die Erfahrung der Entwickler und die Rolle der
Wiederverwendung existierender Software unter dem
Aspekt der Qualitat und Zuverlassigkeit betrachtet.
Dazu wurde eine Analyse der Anderungen an einem
mittelgroen Softwareprojekt - auerhalb eines Labors
- durchgefuhrt. Anhand dieses Experiments werden wir
Moglichkeiten der systematischen Datenerfassung und
Auswertung aufzeigen.
2.2 Das Experiment
Aufgabe des Projektes war die Entwicklung eines Pro-
gramms zur Durchfuhrung von Studien in der Planung
von Satelliten. Das Programm umfate 90.000 Zeilen
an Quellcode in Fortran. Dabei wurde eine groe An-
zahl vorhandener Module wiederverwendet und teilwei-
se den Gegebenheiten angepat. Das Verhaltnis zwi-
schen der Anzahl neuer Module und der Wiederver-
wendung (modizierten) Codes betrug 1:1.
2.3 Durchfuhrung
Fur das Protokoll eines Versuches benotigen wir neben
obiger Beschreibung des Experimentes noch eine
Beschreibung des Umgebung.Dazu gehort u.a. das
Feststellen des Kenntnisstandes der Mitarbeiter. Eben-
so mussen wir den Zeitraum der Datenerfassung ange-
ben, d.h. imwesentlichen eine genaue Beschreibung der
Entwicklungsstufe zum Zeitpunkt der Datenerfassung.
Zur Erfassung experimenteller Daten mussen wir ver-
schiedene Festlegungen treen. Dazu wurden hier fol-
gende Denitionen getroen:
1. Module: Innerhalb der Module wurden nur die Tei-
le erfat, die in Fortran geschrieben wurden. Dazu
unterschied man zwischen modizierten Module,
d.h. Module, die wahrend anderer Projekte imple-
mentiert wurden, und neuen, die speziell fur dieses
Projekt entwickelt wurden.
2. Anzahl der Zeilen an Quellcode und der ausfuhr-
baren Zeilen: Die Anzahl der Quellcodezeilen um-
fate Fortran-Anweisungen sowie Kommentare.
Als ausfuhrbare Zeilen wurden alle Zeilen mit
ausfuhrbaren Befehlen gezahlt.
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3. Fehler: Als Fehler wurden alles betrachtet, was ein
nicht spezikationsgerechtes Verhalten zur Folge
hatte. Weiter wurde zwischen textuellen Fehlern,
d.h. Schreibfehlern, und konzeptionellen Fehlern,
d.h. Fehlern in der Implementierung der Spezi-
kation, unterschieden.
Als nachstes mussen wir Formblatter nach Aussehen
und Inhalt entwerfen. In diesem Projekt wurden fol-
gende Inhalte besonders hervorgehoben:
 Das Datum einer Anderung/ Fehlerentdeckung.
 Die Beschreibung der Anderung/ des Fehlers.
 Die Anzahl der geanderten Komponenten.
 Die Art der Anderung/ der Typ des Fehlers.
 Der Korrekturaufwand.
Die Berichte der Entwickler mussen naturlich einer
standigen Kontrolle unterliegen. Das Verfahren dazu
mussen wir festlegen. In diesem Fall wurden die aus-
gefullten Formulare vom Projektleiter kontrolliert und
unterzeichnet. In einem weiteren Schritt wurden die
Reporte auf Widerspruche untersucht. Auf eine Ruck-
sprache mit dem betreenden Entwickler wurde hier
verzichtet.
Auch die Auswertung der Testdaten mussen wir zu
Beginn festlegen. Weiter haben wir die Auswirkun-
gen der Datenerfassung auf den Entwicklungsproze
zu erfassen. Zu einem vollstandigemExperiment gehort
weiter eine Interpretation der Auswertung und die
Bestimmung der Konsequenzen fur zukunftige Pro-
jekte. Auf die Ergebnisse dieses Experimentes gehen
wir im nachsten Abschnitt ein.
2.4 Ergebnisse
Als erstes Ergebnis stellte man schon wahrend der Kon-
trolle der Formblatter fest, da die Anzahl an Korrek-
turen von Verbesserungen dreimal so gro war, wie vor
der Einfuhrung der Formblatter. Weiter wurde fest-
gestellt, da 89 Prozent der Fehler verbessert werden
konnten, indem lediglich ein Modul geandert wurde -
ein Argument fur die Modularisierung von Projekten.
Die Fehler waren fast gleichverteilt auf beide Modul-
typen. Im folgenden beschreiben wir die Auswertung,
wie sie in diesem Experiment durchgefuhrt wurde.
Zur Aufwandsabschatzung fur die Korrekturen wurden
folgende Einheiten gewahlt:
1. eine Stunde oder weniger
2. eine Stunde bis ein Tag
3. ein Tag bis drei Tage
4. mehr als drei Tage.
Bevor wir auf die Fehlerverteilung nach Typ und dem
zugehorigen Korrekturaufwand eingehen, hier eine fei-
nere Klassikation der Fehlertypen:
1. Voraussetzungen falsch oder falsch verstanden
2. funktionale Spezikation nicht korrekt oder falsch
umgesetzt
3. Entwurfsfehler, die mehrere Komponenten betref-
fen
 falsche Vorausetzung bzgl. Werte oder der
Struktur von Daten
 Ausdruck falsch berechnet oder nicht korrek-
te logische Kontrollstruktur
4. Entwurfsfehler, die eine Komponente betreen
(Klassikation s.o.)
5. externe Umgebung falsch verstanden
6. Fehler im Gebrauch der Programmiersprache/ des
Kompilers
7. Schreibfehler
8. Fehler aufgrund einer fehlerhaften Korrektur eines
fruheren Fehlers
In diesem Experiment waren die meisten Fehler das Er-
gebnis einer falschen oder falsch verstandenen Spezi-
kation. Bei anderen Projekten stellte man jedoch fest,
da die grote Anzahl an Fehlern Entwurfsfehler einzel-
ner Komponenten sind. Weiter wurde erkannt, da die
Wiederverwendung vorhandener Module nicht notwen-
digerweise die Implementierungskosten senkt: In den
Kategorien 1 und 2 war der Korrekturaufwand fur neue
und modizierte Module nahezu gleich. In den Klas-
sen 3 und 4 jedoch, dominierte die Zeit zur Verbesse-
rung modizierter Module. Der Schlu liegt nahe, da
Fehler in wiederverwendeten Modulen weit schwerer zu
verbessern sind, als in neuen, selbst oder kurzlich ent-
wickelten und verstandenen Modulen.
Zur Untersuchung der einzelnen Module hinsichtlich
Implementierungsfehler wurde eine weitere Einteilung
vorgenommen:
1. Schnittstellenfehler: fehlerhafte Modulschnittstel-
len/ fehlerhafter Gebrauch externer Modulschnitt-
stellen
2. Initialisierungsfehler: Fehler in der Initialisierung
von Datenstrukturen bei Ein- bzw. Austritt aus
dem Modul
3. Datenfehler: falscher Zugri auf Datenstrukturen
4. Berechnungsfehler: falsche Berechnung einer
Funktion, d.h. eines Wertes einer Variablen
5. Fehler in Kontrollstrukturen: bei gegebenen Ein-
gabedaten wird nicht der spezizierte Pfad durch-
laufen.
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Des weiteren wird jede dieser Klassen in zwei weitere
Unterklassen aufgeteilt, die unterscheiden zwischen ei-
ner unterlassenen Anweisung und einer falschen Anwei-
sung. Ein Parameter der zum Aufruf eines Unterpro-
gramms benotigt wird aber fehlt, ist z.B. ein Schnitt-
stellenfehler vom Typ Unterlassung.
Man stellte fest, da Schnittstellenfehler unabhangig
vom Modultyp am haugsten vorkommen. Fehler in
den Kontrollstrukturen kamen hauger in neuen Mo-
dule vor, wahrend Initialisierungs- und Datenfehler
ofter in modizierten Module registriert wurden. Das
Verhaltnis bzgl der Modultypen in den Fehlerklassen
unterlassene Anweisung und falsche Anweisung hielt
sich die Waage. Allerdings bestanden zweidrittel aller
Fehler aus falschen Anweisungen.
Das Verhaltnis von Modulgroe zur Fehlerhaugkeit
wurde mit Fehlern pro 1000 Zeilen ausfuhrbarem Quell-
code festgelegt. Das folgende erschien zunachst uber-
raschend: je kleiner die Module, desto groer war die
Fehlerrate. Fur dieses Ergebnis gibt es aber zwei einfa-
che Grunde: erstens werden groere Module mit mehr
Sorgfalt implementiert und zweitens wird es mit zu-
nehmender Groe der Module oensichtlich schwieri-
ger den Kontrollu zu testen, womit aber zahlreiche
Fehler unentdeckt bleiben.
Eine andere Erklarung fur diese Tatsache wurde
zunachst auch in der Komplexitat der einzelnen Mo-
dule vermutet. Mit der Einfuhrung einer Groe fur die
Modulkomplexitat, hier deniert durch die Anzahl an
Entscheidungen + 1, konnte dies jedoch widerlegt wer-
den: groere Module sind komplexer als kleinere. Dabei
war die durchschnittliche Komplexitat fehlerbehaftete
Module gleich derer aller Module.
Aufgrund der Auswertung der Daten dieser empi-
rischen Untersuchung aus der Softwareentwicklung
im Groen konnen wir zusammenfassend folgende
Schlusse ziehen: Da wiederverwendete, modizierte
Module fehleranfalliger waren als neue, mu mehr Auf-
wand auf die Problemdenition sowie die Spezikati-
on bzgl. der Anwendung in anderen Projekten getrie-
ben werden. Auerdem sind die Vor- und Nachteile ei-
ner Wiederverwendung abzuwagen: auf der einen Sei-
te konnen die Entwicklungskosten fur ein Modul ge-
senkt werden, dem gegenuber steht der groere Auf-
wand beim Korrigieren eines Fehlers in einem (modi-
zierten) Modul. Aus den gegenlaugen Daten von Mo-
dulgroe und Fehlerhaugkeit folgt, da es zu diesem
Zeitpunkt keinen Sinn macht, Modulgroen und deren
Komplexitat kunstlich zu begrenzen.
2.5 Zusammenfassung
An diesem Experiment wurde exemplarisch die
Durchfuhrung eines Experiments parallel zur Entwick-
lung auerhalb eines Labors aufgezeigt: das Vorgehen
bei der Datenerfassung, Auswertungsstrategien und In-
terpretation der Ergebnisse.
Sicherlich fuhrt eine Datenerfassung zur Erhohung der
Entwicklungskosten. Auf der anderen Seite konnen
Probleme und Problembereiche fruher erkannt und in
der Entwicklung zukunftiger Projekte berucksichtigt
werden. Dennoch lat sich ein solches Experiment nur
bedingt mit einem physikalischen vergleichen, da das
Umfeld durch das Projekt bestimmt wird, und eine
Bestatigung der Ergebnisse oft nur durch eine ahnli-
che Datenerfassung und Auswertungsstrategie erreicht
werden kann, nicht jedoch durch eine Wiederholung des
Versuchs unter denselben Voraussetzungen. Es handelt
sich insoweit also lediglich um eine empirische Unter-
suchung. Ein Versuch unter quasi Laborbedingungen
besprechen wir nun im folgendem Abschnitt.
3 Zwei Entwicklungsmodelle im
Experiment
3.1 Hintergrunde des Experimentes
Die Verfasser von [2] beschreiben folgendes Laborex-
periment: Um die Vor- und Nachteile des Prototyp-
modells bzw. des Spezikationsmodells zu ermitteln,
wurde ein Projekt (Entwurf und Implementierung ei-
nes COCOMO User Interfaces) gleichzeitig an sieben
Teams vergeben. Vier Teams entwickelten mit dem
Spezikationsmodell, drei Teamsmit dem Prototypmo-
dell. Das typische Merkmal eines Laborversuchs, meh-
rere Gruppen die gleichzeitig eine identische Aufgaben-
stellung erhalten und bearbeiten, war damit gegeben.
Was auserdem in einer Laborumgebung zu beruck-
sichtigen ist und welche Ergebnisse erwartet werden
konnen, zeigen wir durch diesen Versuch auf.
Hintergrund waren die folgenden Entwicklungsmodelle
und die dazugehorigen Auswahlkriterien:
1. Spezifaktionsmodell: Problemlosung spezizie-
ren (abstrakte Spezikation), daraus Entwurf fur
Implementierung spezizieren (konkrete Spezika-
tion)
2. Prototypmodell:Prototyp entwickeln, evtl. Pro-
totypen der Module erstellen und bzgl. Problem-
denition testen
Die theoretischen Vorteile des Spezikationsmodells
liegen in der Durchschaubarkeit und in den Steue-
rungsmoglichkeiten wahrend des Entwicklungsprozes-
ses. Weiterhin lassen sich weitere Module leicht in-
tegrieren. Das Spezikationsmodell wird oft als Teil
des Wasserfallmodells gesehen. Das Prototypmodell
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ermoglicht das fruhzeitige Erkennen von Risikoberei-
chen und dient gleichzeitig dem Dialog mit dem Auf-
traggeber. Durch Ruckkopplung konnen die Wunsche
des Benutzers und das entstehende Produkt angegli-
chen werden. Die Nachteile liegen auf der einen Seite
in der Schwierigkeit weniger mathematisch funktionel-
len Einheiten, wie der Mensch-Maschine-Schnittstelle,
(formal) zu spezizieren und auf der anderen Seite in
der konzeptionellen Nahe zum Modell des Codierens
und Verbesserns.
Das Experiment sollte dazu beitragen, folgende praxis-
orientierte Fragen zu losen:
 Welche Anwendungsbereiche eignen sich beson-
ders fur das eine bzw. das andere Modell?
 Welche Auswirkungen hat das Entwurfsmodell auf
die Planung, den Aufwand und die Produktivitat,
sowie auf die Groe, die Qualitat und die Wart-
barkeit des Produktes?
 Gibt es Grunde, die beiden Modelle zu vermi-
schen? Wie sieht dann ein neues Modell aus?
Fragen also, die nicht ohne weiteres aus der theoreti-
schen Formulierung der Entwurfsverfahren geklart wer-
den konnen.
3.2 Das Umfeld des Versuchs
Es ging darum ein Programm zur Unterstutzung einer
Kostenabschatzung fur Softwareprojekte zu erstellen.
Die Erstellung einer Benutzeroberache nimmt oen-
sichtlich unter dieser Zielsetzung weit mehr Raum ein
als die algorithmische Verarbeitung der durch diese er-
faten Daten. Da waren neben den Eingabemoglichkei-
ten, die Abfragemodi, die Formatierung und Darstel-
lung der Ausgabe, Hinweise auf syntaktisch fehlerhafte
Eingabe und eine on-line Hilfe. Dazu ist eine umfang-
reiche Menustruktur und eine Darstellung von Tabellen
notwendig.
Den Teams wurden modellspezisch Meilensteine vor-
gegeben. Weiterhin wurden von den Versuchsleitern
Reporte bzgl. dem Stand der Entwicklung an den Mei-
lensteinen erstellt. Dabei wurde zum einen die Spe-
zikation in Bezug auf die Produkanforderungen un-
tersucht, zum anderen die Prototypen einem Test aus
Sicht des Auftraggebers unterzogen. Jedes Programm
wurde dann nach folgenden vier Kriterien in einer Ska-
la zwischen 0 und 10 bewertet:
1. Funktionalitat: Nutzen der Berechnungen, der
Benutzeroberache, der Ausgabe und der Funk-
tionen fur den Umgang mit Dateien
2. Robustheit: Schutz vor Programmabbruch, Pro-
grammabsturz und Datenverlust durch auere
Einusse
3. Benutzerfreundlichkeit: Vorhandensein und
Gebrauch der geforderten Funktionen, sowie die
Nachvollziehbarkeit des Programmablaufs
4. Erlernbarkeit: Schnelligkeit mit welcher der Be-
nutzer mit dem Programm zurechtkommt, d.h. die
gewunschten Ergebnisse erhalt, dazu Bewertung
der Programm-, Hilfe- und Fehlermeldungen sowie
der Dokumentation.
Auerdem wurde von jedem Student eine Ausarbeitung
zu folgender Frage verlangt:
"
Was wurden wir besser
machen, wenn wir erneut dieses Projekt durchzufuhren
hatten?\.
Das Programm selbst wurde in UCB Pascal unter
UNIX auf einer VAX 11/780 implementiert. Die Doku-
mentation wurde ebenfalls unter UNIX erstellt. Dafur
muten die Erfahrungswerte der Teilnehmer im Um-
gang mit obigen Werkzeugen anhand einer Selbst-
einschatzung ermittelt werden. Nach der Einteilung der
Teams und der Festlegung der Modelle wurde die Orga-
nisation innerhalb der Teams freigestellt. Die Mehrheit
bevorzugte eine demokratische Organisationsstruktur,
in der alle an jedem Entwicklungsschritt teilnahmen.
Da das Experiment im Rahmen einer Lehrveran-
staltung durchgefuhrt wurde, muten einige Ein-
schrankungen, wie z.B. nicht isolierte Teams, nicht re-
prasentative Tests, Berucksichtigung der Neigung der
Teilnehmer bzgl. der Modell und der manchmal unge-
nauen Datenerfassung in Kauf genommen werden.
Mit dem Setzen von unverruckbaren Meilensteinen, ei-
ner Festlegung der Datenerfassung, dem Erfassen von
gruppenspezischen Merkmalen und dem Einholen von
Meinungen der Entwickler, unter Berucksichtigung der
Gruppenzugehorigkeit, wurden weitere Methoden eines
Laborexperiments realisiert.
3.3 Ergebnisse
Die Programmgroe und der Entwicklungsaufwand un-
terschied sich erheblich: Im Durchschnitt benotigten
die Teams, die mit dem Prototypmodell entwickelten,
45 Prozent weniger Aufwand bei gleichzeitig 40 Pro-
zent kleineren Programmen. Im wesentlichen lat sich
dies auf folgende zwei Grunde zuruckfuhren: Im Spe-
zikationsmodell versuchten die Teams moglichst viel
durch die Spezikation zu erfassen, wohingegen imPro-
totypmodell lediglich das Notigste implementiert wur-
de und weitere Funktionen bei verbleibender Zeit inte-
griert werden sollten. Im allgemeinen war der Entwick-
lungsaufwand proportional zur Programmgroe.
Durch die unterschiedliche Teamgroe und dem
konzeptionellem Mehraufwand des Prototypmodells
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bzgl. des Quellcodes lat sich keine Aussage uber
die Produktivitat der Teammitglieder treen. Die
Produktqualitat war im Durchschnitt gleich: In
der Funktionalitat und der Fehlertoleranz hatten
Spezikations-Teams leichte Vorteile, wohingegen die
Benutzerfreundlichkeit und die Erlernbarkeit durch die
Prototyp-Teams besser realisiert wurde.
Paradox im Vergleich zum ersten Experiment er-
scheint, da die Studenten bei einer Umfrage nach Ab-
schlu der Entwicklung es bevorzugten, die Program-
me, die mit dem Prototypmodell entstanden sind, zu
warten. Der eher subjektive Eindruck der Teilnehmer
hangt aber wohl wesentlich mit der unterschiedlichen
Groe der Programme zusammen.
Wie oben beschrieben, muten die Teams je nach
Modell zu verschiedenen Zeitpunkten eine bestimm-
te Entwicklungsstufe erreicht haben. Dabei stieg der
Aufwand kurz vor diesen
"
deadlines\ speziell in den
Spezikations-Teams stark an. Erwartungsgema ver-
wendeten die Prototyp-Teams weniger Zeit auf den
Entwurf und die Programmierung als auf das Testen,
das Besprechen und Verbessern der Programme. Da-
durch wurde zum einen im Spezikationsmodell die
Aussage, da man zuerst nachdenkt und dann co-
diert, und zum anderen im Prototypmodell die Ansicht
immer etwas funktionsfahiges vorweisen zu konnen,
bestatigt.
Signikant erschienen zunachst die Unterschiede im
Dokumentationsumfang: In den Spezikations-Teams
wurde mehr als doppelt soviel Aufwand benotigt. Be-
trachtet man jedoch den Aufwand im Verhaltnis zur
Groe des Quellcodes und berucksichtigt, da schon
wahrend des Entwurf groe Teile der Dokumentation
entstehen, so gleichen sich die Werte an.
Kurzgesagt wurden folgende Ergebnisse deutlich:
 signikante Unterschiede im Dokumentationsum-
fang, den absoluten Mannstunden und der Wart-
barkeitsbewertung
 kleinere Unterschiede in Funktionalitat und Ro-
bustheit auf der einen Seite, und Benutzerfreund-
lichkeit und Erlernbarkeit auf der anderen Seite
 keine Unterschiede in der Produktivitat.
Ein anderes wichtiges Ergebnis konnte in Zusammen-
hang mit der Teamgoe festgestellt werden: kleinere
Teams benotigten 41 Prozent weniger Aufwand bei
gleichzeitig nur 8 Prozent kleinerem Quellcode. Dies
tragt der Tatsache Rechnung, da in groeren (de-
mokratischen) Teams mehr Kommunikationsaufwand
notig ist. Daneben scheinen sich kleinere Teams mehr
auf das Wesentliche zu konzentrieren, als eine Unzahl
moglicherweise nutzlicher Funktionen zu integrieren.
Die Folge ist naturlich, da dadurch weit weniger Code
und Debugging notwendig wird. Dies wurde auch durch
die abschlieende Befragung der Teilnehmer bestatigt.
Uber den Entwicklungsproze im allgemeinen lat sich
festhalten, da hier zwar der Programmierungsauf-
wand dominierte, aber die Dokumentation hinsichtlich
des Auswands mehr und mehr gleichzieht. Auch hat-
te die Wettkampfsituation einen positiven Eekt auf
die Produktqualitat. Hierbei spielte die Benutzerober-
ache die entscheidende Rolle.
Zusammenfassend die wichtigsten Ergebnisse im Ver-
gleich der beiden Modelle:
 Das Prototypmodell impliziert ein kleineres Pro-
dukt mit nahezu gleichen Eigenschaften aber we-
niger Entwicklungsaufwand. Der Entwickler sieht
eher was gebraucht wird und was nicht.
 Mit man die Produktivitat in DSI/ MH (delivered
source instructions per man-hour) liegt das Spe-
zikationsmodell vorne. Setzt man jedoch die Zu-
friedenheit des Anwenders in Zusammenhang mit
den Mannstunden als Ma fur die Produktivitat
ein, hat das Prototypmodell klare Vorteile.
 Das Prototypmodell bevorzugt konzeptionell die
Entwicklung einer Benutzeroberache, den Dialog
mit dem Auftraggeber, die Erkennung von Risi-
kobereichen und die Reduzierung des Deadline-
Eekt.
 Das Spezikationsmodell unterstutzt die Planung
und den Entwurf. Es liegt also nahe, einem Pro-
totypen eine Spezikation der Module folgen zu
lassen, was in einem neuen Prototypmodell heute
auch realisiert wird.
 Kleinere Teams haben eine groere Produktivitat.
3.4 Zusammenfassung
In diesem Beispiel haben wir dargelegt, welche Bedin-
gungen und Ergebnisse in einer Laborumgebung im
Vergleich zum ersten Experiment von Bedeutung sind.
Dennoch fehlten auch hier einige Voraussetzungen:
1. gleiche Teamgroen, nicht die Organisationsstruk-
tur sondern die Entwicklungsmodelle sollten un-
tersucht werden
2. genauere Denition der Benutzerschnittstellen
3. verbesserte Datenerfassung, zum einem bzgl. der
schon erfaten Werte, aber auch bzgl. der Ent-
wicklung und den Entscheidungen innerhalb der
Gruppen
4. Untersuchung des Einusses der Teamgroe, der
Programmiersprache, der vorhandenen Werkzeuge
und des Einusses des Auftraggebers
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5. Betrachtung des einzelnen Entwicklers.
Wir sehen an diesem Beispiel, da ein groer Aufwand
betrieben werden mu, um annahernd Laborverhalt-
nisse zu simulieren. Dabei unterliegen wir der Gefahr,
das eigentliche, hier die beiden Modelle, durch zu vie-
le Aspekte, wie Teamgroe und Organisation, aus den
Augen zu verlieren. Weiterhin wurden in diesem Ex-
periment die wesentlichen Merkmale eines Versuchs,
wie Begridenitionen, Formblatter, Auswertung (vgl.
Produktivitatsmessung) und Interpretation deutlich.
Typisch fur eine Laborumgebung war auch die Form
der Ergebnisse durch Vergleich der Gruppen unterein-
ander.
In beiden Experimentumgebungen bilden Datenerfas-
sung und Auswertung zentrale Aufgaben. Was liegt al-
so naher, um kostengunstig vorzugehen, als zu automa-
tisieren, und parallel zur Entwicklung eine Datenbasis
zu schaen, auf die in zukunftigen Projekten zuruckge-
grien werden kann. Dadurch auch auerhalb des La-
bors unter realistischen Bedingungen durch Versuche
Ergebnisse zu erzielen. Einem solchem Projekt widmet
sich der nachste Abschnitt.
4 Das TAME-Projekt
4.1 Einleitung
Entwicklungsmodelle fuhren zu vernunftiger Planung
und Analyse eines Projekts. Die zugrundeliegenden
Prinzipien haben sich uber Jahre hinweg bewahrt.
Die Modelle sind im wesentlichen verbesserungsorien-
tiert, d.h. sie beinhalten einen Ruckkopplungsmecha-
nismus, um Fehler zu verbessern oder Anderungen ein-
zubringen. Ein Modell mu dazu anpabar und steu-
erbar sein. Mit der Anpassungsfahigkeit (tailorabi-
lity) wird die Moglichkeit, das Modell fur einen be-
stimmten Zweck nutzbar zu machen, bezeichnet. Ein
Entwicklungsproze ist steuerbar (tractable), wenn er
leicht zu planen, zu verwalten und auszufuhren ist. Ei-
ne Softwareentwicklungsumgebung (software enginee-
ring environment), kurz SEE, mu diese Fahigkeiten
unterstutzen und soweit wie technisch moglich auto-
matisieren. Im TAME-Projekt (Tailoring A Measure-
ment Environment) der University of Maryland wur-
de ein solches verbesserungsorientiertes Entwicklungs-
modell entworfen und im TAME-System als integrierte
SEE, kurz ISEE, implementiert.
4.2 Der Softwareentwicklungsproze
Aus den bekannten Modellen (z.B. dem Wasserfall-
oder Spiralmodell) sowie den dazugehorigen Techniken
(Methoden und Werkzeuge) lassen sich folgenden Prin-
zipien zur Entwicklung von Software ableiten:
1. unterscheide zwischen Konstruktions- und Analy-
sephasen
2. plane den Konstruktionsproze
3. formalisiere Analyse und Verbesserung des Ent-
wurfs
4. analysiere die Entwurfmethoden
5. sehe Ruckkopplungsmechanismen innerhalb eines
Projektes und unter abgeschlossenen und zukunf-
tigen Projekten vor
6. bedenke, da sich alle Projekte unterscheiden
7. passe das gewahlte Entwicklungsmodell einem
Projekt und seiner Umgebung an
8. formalisiere diese Anpassung bzgl. der Qualitat,
der Produktivitat und der Projektumgebung, falls
moglich
9. verwende Erfahrungen aus anderen Projekten
10. erlaube eine exible Steuerung des Prozesses
Zur Analyse und Anpassung benotigen wir Daten. Da-
zu sind Memethoden notwendig. Im TAME-Projekt
wurden folgende Punkte berucksichtigt:
1. Messung ermoglicht Charakterisierung, Berech-
nung und Vorhersagen der verschiedenen Stufen
eines Softwareentwicklungsprozesse
2. sowohl Entwicklung als auch das Produkt selbst
sind zu betrachten
3. durch Messung konnen Kosten, Eektivitat, Zu-
verlassigkeit, Korrektheit, Leistung, Wartbarkeit
und Benutzerfreundlichkeit untersucht werden
4. Messung benotigt einen Bezugspunkt, sie mu die
unterschiedlichen Sichten der am Projekt Beteilig-
ten berucksichtigen
5. eher subjektive Eigenschaften, wie z.B. Erfahrun-
gen der Entwickler, sollten erfat werden konnen
6. komplexe Eigenschaften konnen zerlegt und dann
vermessen werden
7. eine Messung mu Teil der Entwicklungs- und
Wartungsumgebung sein
8. der Meproze ist von Anfang an Teil der Ent-
wicklung
9. jedes Projekt benotigt eigene Mae
10. auch die Umgebung lat sich durch Mae charak-
terisieren
11. Datenerfassung- und Auswertungsstrategien sind
zu bestimmen
12. die Interpretation der Mae mu angegeben wer-
den
13. anhand der gewonnenen Daten lat sich eine Er-
fahrungsbasis aufbauen




Das TAME-Projekt, d.h. das Entwicklungsmodell,
basiert auf folgenden Paradigmen, die aus obigen
Prinzipien hervorgegangen sind (GQM-Modell fur
Goal/Question/Metric).
Verbesserungsorientiert (strukturelle Grundlage)
1. Bestimmung der Projektumgebung
2. Zielbestimmung unter Berucksichtigung mebarer
Qualitatsmerkmale
3. Wahl des Entwicklungsmodells und der dazu-
gehorigen Werkzeuge
4. Ausfuhren des Modells, dabei Entwicklung, Da-
tenerfassung und Ruckkopplung
5. Auswertung der Daten: Bestimmung von Risiken,
Aufzeichnen der Erkenntnisse und Vorschlage zur
Verbesserung
6. Ausfuhren des nachsten Projekts auf der Grund-
lage des gewonnenen Wissens
Modelldenition (Formalisierung)
1. Zielbestimmung anhand des Zwecks und der Um-
gebung
2. produktbezogene Fragen bzgl. Problemdenition
(Groe, Komplexitat, Kosten, Zeitaufwand, Feh-
lerklassen, Anwendungskategorien), Qualitatsfest-
legung (Zuverlassigkeit, Benutzerfreundlichkeit,
Datenerfassung) und der Realisierung des Ruck-
kopplungsmechanismus
3. modellbezogene Fragen bzgl. der Modelldenition
(Anwendungscharakterisierung und Nutzen), der
Qualitat und wieder des Ruckkopplungsverfahrens
4. Festlegung der Mae, der Datenerfassung und
Durchfuhrung der Interpretation
Diese Gesichtspunkte sollten im TAME-System rea-
lisiert werden. Wir erkennen, da zur automatischen
Modellgenerierung Datenmaterial aus fruheren Projek-
ten oder eben Experimenten unerlalich ist. Auerdem
sehen wir, da in den klassischen Modellen meist nur ei-
ne Teilmenge der im TAME-Projekt geforderten Kom-
ponenten vorgesehen ist. Weiterhin mu eine umfang-
reiche Datenbasis aus Laborexperimenten und Soft-
wareentwicklungen aus der Industrie gewonnen wer-
den.
4.4 Das TAME-System
Im TAME-System wurde und wird versucht, moglichst
viele
Komponenten aus dem TAME-Entwicklungsmodell zu
unterstutzen. Die Entwickler unterscheiden dabei zwi-
schen externen Anforderungen, d.h. die Schnittstellen
zu den Anwendern, und internen Zielsetzungen, d.h.
der Funktionalitat, die zur Realisierung des TAME-
Projekts vorgeschlagen wurden. Als Grundlage fur die
Schnittstellen nach auen dienen die Prinzipien (oder
formalisiert Schablonen) des TAME-Prozemodells.
Ziel ist
1. einen Mechanismus zur konstruktiven und quanti-
zierbaren Projektzielbestimmung (bzgl. Entwurf
und Analyse) zu nden. Dazu soll der Benutzer
ein bekanntes, Teile eines bekannten oder ein neu-
es Entwicklungsmodell auswahlen bzw. generieren.
Grundlage hierfur ist die Erfahrungsbasis.
2. die Datenerfassung zu automatisieren, sowie ma-
nuell gesammelte Daten zu erfassen und zu prufen.
Dies beinhaltet z.B. die Erfassung der Anzahl
an Quellcodezeilen, der Programmkomplexitat,
der Kompilierungsvorgange und der Anzahl der
Testlaufe.
3. eine Steuerung der Messung und Analyse zu inte-
grieren. Dazu werden Werkzeuge zur Messung und
Datenerfassung, eine Bestimmung der Mae und
die Anwendung statistischer Methoden benotigt.
4. eine Interpretation der Analyseergebnisse bzgl.
der Umgebung zu erstellen und den Ruckkopp-
lungsmechanismus fur Verbesserungen am Modell
selbst, sowie den Werkzeugen und Methoden ein-
zuleiten, d.h. die Erfahrungsbasis zu erweitern.
5. aufgrund der Erfahrungsbasis fur das ganze Un-
ternehmen einen Lernproze einzuleiten.
Um diese Funktionalitat dem Anwender verfugbar zu
machen, werden folgende Ziele angestrebt:
1. Implementierung einer Benutzeroberache. Da-
zu wird zwischen physikalischen Schnittstellen,
wie z.B. einem Fenstersystem und einer logischen
Oberache unterschieden, d.h. der Zugang zu Da-
ten und Mevorgangen soll dem Benutzer nur uber
das GQM-Modell moglich sein.
2. Darstellung der Daten, Ergebnisse und Erfahrun-
gen.
3. Bereitstellung einer Datenbank zur Sicherung der
neugewonnenen Erkenntnisse.
4. Zugangskontrolle zu den verschiedenen Kompo-
nenten, insbesondere der Erfahrungsbasis (Konsi-
stenz).
5. Kongurations- und Steuerungsmoglichkeiten des
Sytems.
6. Schnittstelle zu einer entwurfsorientierten SEE
zwecks Ruckkopplung mit dem aktuellen Entwick-
lungsproze und dem damit verbundenen Aus-
tausch von Informationen mit der Erfahrungsba-
sis.
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7. Implementierung als verteiltes System.
Das TAME-Systems wurde entspechend den Vorgaben
in einer Schichtenarchitektur entworfen: am oberen En-
de bendet sich die (physikalische) Benutzerschnittstel-
le, als Fundament dient die Erfahrungsbasis und im
Zentrum steht der Ruckkopplungsmechanismus. Wir
sehen, da Methoden, die zur Durchfuhrung von Ex-
perimenten angewandt werden, im TAME-System in-
tegriert werden: Datenerfassung durch Messung, Aus-
wertung und Interpretation.
4.5 Die erste Implementierung
Der erste Prototyp lie erwartungsgema viele
Wunsche oen. So wurde zunachst nur ein Teil der
Funktionen implementiert. Schwierigkeiten traten bei
der Formalisierung des GQM-Paradigmas, der Inte-
grierung der einzelnen Komponenten in das Gesamt-
system und bei der Realisierung des Expertensystems
(der Wissensreprasentation) auf. Mit den Prototypen
der einzelnen Komponenten, soweit vorhanden, konn-
ten aber bereits Erfahrungen gesammelt werden. Auf
die einzelnen Ansatze, den Entwicklungsstand und die
Erfahrungen im Einzelnen werden wir hier nicht weiter
eingehen.
4.6 Zusammenfassung
Das Ziel der Entwicklung eines Systems zur Modell-
generierung und Projektsteuerung erforderte zunachst
eine genaue Untersuchung des Softwareentwicklungs-
prozesses. Dieses beinhaltete die Beschreibung der Ent-
wicklungsumgebung, die Planung zur Integration von
Verbesserungen in das laufenden Projekt, sowie die
Ausfuhrung des Modells unter Einhaltung des Plans.
Grundlage zur Modellauswahl bildet eine Datenmenge,
die auf wohldenierten Messungen beruht. Eingeleitet
wird weiterhin ein Lernproze, der die Entwicklung von
Software via Ruckkopplung optimiert. Die vollstandige
Realisierung des TAME-Systems kann nur mit Fort-
schritt der Forschung vorangetrieben werden. Die im-
plementierten Prototypen liefern heute schon Werk-
zeuge, z.B. zur Datenerfassung, Reporterstellung und
Analyse.
In Softwarelabors wie z.B dem Software Engineering
Laboratory (SEL) der Experimental Software Engine-
ering Group (ESEG) 19 wird die Grundlage fur ei-
ne automatische und projektspezische Modellgenerie-
rung durch Datenerfassung und Werkzeugentwicklung
gelegt. Durch Anwendung der Werkzeuge im Groen
(hier z.B. bei der NASA) wird die Erfahrungsbasis
schnell vergroert. Das Experimentieren im Groen
wird durch Automatisierung moglich.
19WWW: http://www.cs.umd.edu/projects/SoftEng/tame/
5 Fazit
Zu einer vollstandigen Realisierung des TAME-
Systems sind noch umfangreiche Forschungen notwen-
dig. Darum mu heute noch mit Teillosungen gear-
beitet werden. Zu der auf Experimenten basierenden
Datenerfassung ist eine Standardisierung von Maen
unabdingbar. Dazu sind Laborversuche notwendig. Da
aber auerhalb eines Labors kaum ein Projekt parallel
mehrmals entwickelt werden kann 20, mussen die Me-
thoden, die im ersten Experiment aufgezeigt wurden,
automatisiert werden. Wo dieses nicht moglich ist, mu
eine Kosten-Nutzen-Relation aufstellt werden. Bei ei-
ner Durchfuhrung mussen dann folgende Punkte reali-
siert werden:
 Projektbeschreibung: Problemdenition, Ziele
und Umgebung
 Begrisdenitionen: Festlegung der zu untersu-
chenden Groen und deren Mae
 Formblatter: Gestaltung und Kontrollmechanis-
men
 Auswertungsstrategien: Methoden und Werkzeuge
 Interpretation der Ergebnisse
 Auswirkungen auf den laufenden Entwicklungs-
proze
 Anwendung des gewonnenen Wissens in zukunfti-
gen Projekten
Mit dem starken Anstieg der Kosten fur Softwareent-
wicklung und -wartung in den Unternehmen, mu der
Entwicklungsproze durch Einu von vorhandenen
Erfahrungen optimiert werden. Eine Moglichkeit da-
zu ist das Experimentieren, verstanden als Datener-
fassung und Auswertung innerhalb einer Organisation
uber deren Projekte.
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