The WorldFIP protocol is one of the profiles that constitute the European fieldbus standard It is particularly well suited to be used in distributed computer-controlled systems (DCCS) 
established at configuration time (timer T2) and the next scan of the BAT starts immediately upon the termination of the current scan. In this mode it is possible to assure periodic exchanges with low jitter. If the exchanges to be performed within one EC take less time than the EC duration the BA transmits padding frames up to the end of that EC. When this synchronous mode is used, the EC duration is typically set to the highest common factor (HCF) of the variables' scanning periods.
Other modes, for example, allow starting the next EC as soon as the transactions of the current EC are processed, i.e. there is no insertion of padding frames. In this case the EC duration is not constant. Or, another example, the next BAT scan can be triggered by an external event, independently of the termination of the current scan.
Each EC can contain up to 4 consecutive windows, the periodic window (P1), the messages window (P2), the urgent and normal aperiodic window (P3) and a synchronization window (P4). The duration of phase P1 (T P1 ) can be constrained indirectly when building the BAT, by limiting the number of transactions scheduled for any EC.
Phases P2 and P3 can be processed in either order set-up at configuration time. Their maximum durations, referred to the beginning of the EC (T P2 and T P3 ) can also be directly specified at configuration time. Finally, phase 7 / 29 P4 includes the possible transmission of padding frames, as required for synchronous mode operation. This is depicted in figure 2.
Without loss of generality, the remaining discussion will not consider phase P2 (messages), only P1, P3 and P4.
Furthermore, it will be considered that the periodic window (P1) may take the full EC duration (T P1 = T2).
Whenever it takes less, the aperiodic window can use the full remaining time (T P3 = T2). 
Previous work on building the BAT
In typical WorldFIP applications, the BAT is built off-line and thus, computationally intensive scheduling algorithms can be used. It is possible, this way, to use traditional operations research techniques, such as linear programming, to find a schedule that optimizes a given parameter, e.g. minimizes the maximum response time, minimizes the maximum release jitter, maximizes the load balance in all ECs. Typical techniques of this sort are based on branch-and-bound algorithms that scan the space of possible schedules, using heuristics, in search for the schedule that optimizes a given criterion [Bak74] . Another technique, called decomposition, decomposes the original set of variables into subsets that can be scheduled independently [Yua94] . The use of off-line scheduling algorithms also allows including more constraints such as precedence, delay and window constraints. For example, Dworzecki [Dwo98] proposes one such scheduler that is claimed to be more efficient than normal RMS However, most of the work mentioned before dealt with the construction of the BAT, not considering its impact on the aperiodic traffic. In particular, it is not always easy to determine the point in time, within the BAT, that represents the start of a window with highest cumulative periodic load so that the interference caused to the aperiodic traffic is maximized. This is normally referred to as a critical instant for the aperiodic traffic. Its determination in BATs built with most of the above methods generally requires an extensive search along the whole table. On the other hand, when the BAT is built based on fixed priorities scheduling, such as RMS or DMS, the critical instant for the aperiodic traffic is well defined and coincides with the point in time where all periodic variables become ready to be transmitted simultaneously [Liu73] . Therefore, in order to facilitate the analysis of the aperiodic traffic, it is considered in this paper that the periodic traffic is scheduled according to a set of fixed-priorities.
Kim et al. [Kim98] address two other aspects that deserve particular attention when building the BAT: memory requirements and release jitter. The first aspect is related to the potential memory size problem that might result from scheduling variables with relative prime scan periods. In this case, the LCM of such periods is potentially very large requiring large amounts of physical memory to hold the BAT. The proposed solution is to reduce the larger scan periods avoiding relative prime values. This, nevertheless, increases network utilization unnecessarily. Concerning the second aspect, the release jitter is due to variations in the interference caused by 9 / 29 higher priority variables, which generally differs from occurrence to occurrence. The proposed solution is to reduce the scan periods up to the point where they all become harmonic in powers of 2, i.e. being T 1 the shortest period, then T i =2 k i *T 1 , ∀ i=2..N , for some k i integer. In this case, it is possible to generate a jitter-free schedule.
This solution, also proposed by Hong [Hon95] in a more general context, may lead to a substantial increase in the network utilization, well beyond the application requirements. The perspective used by Hong, who also considers fixed transactions' duration, is to deduce a set of harmonic scan periods (in powers of 2) and relative phases that fulfill the application requirements and maximizes the network utilization. In other words, the idea is to use all the network bandwidth available to facilitate meeting the application requirements.
The table size problem has also been addressed by the authors in previous work [Alm99] , where the use of a 
Previous work on response time analysis
The most common temporal analysis for the periodic traffic in WorldFIP is solely based on the verification that the traffic temporal constraints deduced from the application requirements are met in the BAT. This can be done 10 / 29 at the same time as the table is built, at pre-run-time, and thus, it is possible to take into account the exact response time to each transaction. Response time can be defined, in this context, as the time between the exact periodic instant when a transaction becomes ready and when it is fully processed. This makes it unnecessary to use worst-case response time analysis techniques, which normally introduce some degree of pessimism forcing system under-utilization (notice that the worst-case might never happen, in some cases!). This is the reason why it is not common to find such sort of analysis for the periodic traffic in WorldFIP.
Concerning the aperiodic transfers the situation is different. Due to their dynamic nature, a worst-case response time -based analysis is required whenever aperiodic variables are to be used to support real-time applications. In the literature it is possible to find several studies concerning the worst-case response time to aperiodic requests in WorldFIP networks. Vasques and Juanole [Vas94] derive an upper bound to the worst-case response time for the aperiodic requests that includes all the traffic concerning the periodic transfers during the whole MC, plus the time required by all other aperiodic requests that can be issued during that period of time. This is overly pessimistic for many situations, particularly for medium to low network utilization. In such situations the ECs contain relatively large aperiodic windows that may allow processing the aperiodic requests, even when considered in the worst-case, well before the end of the MC. This is noted by Pedro and Burns [Ped97] , who propose a less pessimistic analysis based on a lower bound to the aperiodic window of each EC. It is, then, considered that each EC has an aperiodic window with a fixed duration, equal to its lower bound, an assumption that, nevertheless, is still pessimistic. Moreover, all periodic transactions are considered to have the same duration, as well as all the aperiodic ones. Tovar and Vasques [Tov99] propose a different analysis taking into consideration the existing BAT to account for the exact size of the periodic and aperiodic windows in each EC.
This solution is the least pessimistic of the three. However, it highly depends on the particular way the BAT was built. For it to work properly, the BAT must be built considering all the periodic exchanges in-phase (i.e.
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synchronous phasing) so that the critical instant is well defined. If, for example, the BAT was built using a nonsynchronous phasing among the several periodic exchanges, then the critical instant becomes unknown unless an extensive search is carried out. If the analysis considers a wrong critical instant, the resulting worst-case response time to aperiodic requests might be smaller than the real worst-case.
The analysis presented in this paper also considers the exact width of the periodic window in each EC, and consequently of the aperiodic window, in order to quantify how much aperiodic traffic can be processed.
However, it allows circumventing the previous problem by basing itself not on the BAT but on the description of the variables' update requirements. Hence, despite a possible use of non-synchronous phasing in the BAT, the analysis still considers the synchronous phasing, always resulting in an upper bound to the response time to aperiodic requests. Furthermore, this analysis does not require the pre-existence of a BAT and thus, it can be used to analyze the schedulability of the aperiodic traffic before the BAT is built, at an earlier design phase.
Moreover, it also has the advantage of being applicable to situations based on a dynamic BAT (e.g. planning scheduler). Finally, the following analysis can be applied both to periodic and aperiodic traffic, thus resulting in an integrated schedulability assessment for WorldFIP applications.
Analysis of basic exchanges in WorldFIP
The basic communication service for real-time applications delivered by WorldFIP is the exchange of identified variables, in particular, the periodic exchanges. The variables that are used by each node, either to consume or produce, are defined statically at pre-run-time, according to the application requirements. At each node, the protocol data link layer (DLL) manages a set of buffers used to hold the values of the variables to be exchanged. The duration of each transaction can be evaluated using expression (1), where tx_rate is the transmission rate expressed in bit/s, len( ) is the bit length of a given frame and t r is the turnaround time in seconds.
Notice that while each ID_DAT frame is always 61 bits long, the RP_DAT frame is 61 bits long plus the data bits (2 bytes are used to code the type of the variable being transferred). The turnaround time is the time interval between the end of transmission of one frame and the start of transmission of the next frame. It is defined by the protocol to be within 10 and 70 t mac long where a t mac is the time to transmit a physical symbol. This parameter is configured at system startup according to the propagation delays in the network and the nodes latency and has a considerable impact on the protocol efficiency. With t r = 70 t mac there are 120 t mac extra idle-time in each basic transaction than with t r = 10 t mac .
processing the periodic traffic in each EC, in the respective aperiodic window according to whether it is an urgent or normal request, or a message transfer request ( fig. 2 ). Without loss of generality, only urgent aperiodic requests will be considered. The aperiodic buffer transfers take place in three steps:
Ø When processing the BAT schedule, the BA broadcasts an ID_DAT frame concerning a given periodic variable, say identifier X. The producer of variable X, that has a pending aperiodic request, responds with a RP_DAT frame, setting an aperiodic request bit in the control field of its response frame (step 1). The BA notices this bit and stores variable X in a queue of requests for aperiodic transfers. There are, in fact, two queues, one for each aperiodic traffic priority level: urgent and normal. No requests in the normal priority queue will be processed until the urgent queue is empty.
Ø In the aperiodic window, the BA uses an identification request frame (ID_RQ) to ask the producer of the X identifier to transmit its list of pending aperiodic requests (step 2). The producer of X responds with a RP_RQ frame (list of identifiers, e.g., identifiers Y and W). This list of identifiers is placed in another BA's queue, the ongoing aperiodic queue.
Ø Finally, the BA processes the aperiodic transfers that are stored in its ongoing aperiodic queue (step 3). For each of these transfers, the BA uses the same mechanism as for periodic buffer transfers, i.e. ID_DAT followed by RP_DAT ( fig. 4) .
From the three referred steps, it can be seen that an aperiodic transaction is, indeed, made of several atomic transactions (ID frame / RP frame) that can be processed in the aperiodic windows of several consecutive ECs.
The first of these atomic transactions is for exchanging the identifiers list in step 2 (ID_RQ / RP_RQ) followed by several buffer transfers in step 3, one for each variable requested in the list. Furthermore, step 1 implies that one aperiodic request might have to wait for a complete period of periodic variable X in the referred example, which is produced by the same node, until the BA becomes aware of the pending request. This period of time is defined as the dead interval [Vas94] and is directly related to the shortest period among the perio dic variables produced in the respective node (fig. 4 ). This interval must be accounted for in the derivation of the worst-case response time to an aperiodic transfer request. Similarly to what has been shown in [Liu73] , the worst-case situation in terms of response time for the periodic exchanges occurs when all the respective transactions become ready at the same instant, the critical instant, as long as a fixed-priority scheduling discipline is used.
Aperiodic transfers
Consider a set Va of Na aperiodic process variables. The number of different nodes that request urgent The time interval between the reception of an aperiodic transfer request for variable av i , at the DLL level, by a given node, and the complete processin g of the respective transaction is then defined as the respective response
time. An upper-bound for the worst-case response time will be represented by Ra i .
Although the protocol does not consider relative deadlines (Da i ), so as any other timing constraints on the aperiodic variables traffic, some restrictions must be enforced to support a schedulability analysis for this sort of traffic. In particular, a lower bounded inter-arrival time must be considered in order to bound the interference 16 / 29 caused by this variable on the response time of the other variables. In practice, the deadline Da i will be used as such minimum inter-arrival time. This minimum interval must be enforced at run-time in order to assure the validity of the analysis. Furthermore, the protocol considers that an aperiodic transfer for the same variable may be requested by any node, i.e. the respective producer, one of the respective consumers or by a third party node.
However, this directly collides with a run-time enforcement of the minimum inter-arrival interval. For example, two different nodes could then make two simultaneous requests for the same aperiodic variable that could be processed by the BA one shortly after the other. Hence, it will be considered that the following constraints are met at the application level: all the aperiodic requests for the same variable come from the same node, and that the application will not violate the minimum inter-arrival time between requests for the same variable.
There is, yet, another relevant feature concerning aperiodic requests in WorldFIP. The BA does not allow redundancy within the requests queue, i.e. any request coming from a given node is discarded whenever a previous request from the same node is still pending in the queue. Thus, if there are Ka nodes that can issue aperiodic requests then, the maximum number of requests in the queue is given by Ka.
Finally, in what concerns the aperiodic traffic, the protocol does not insert idle-time to enforce a strict regularity of the EC duration. The EC end is signaled by the expiration of the T2 timer and thus, if an atomic transaction is in progress, it will be carried out to completion, delaying the effective start of the next EC and consequently, all the transactions processed there in. This delay varies and creates jitter in the EC start but it is bounded by the longest atomic transaction among aperiodic buffer transfers and list requests. Thus, a new upper bound for the response time of periodic transactions (R i ) is obtained with expression (2). The padding frames transmitted by the BA when there is no traffic to transfer can also cause a similar jitter in the EC start but of smaller magnitude because they are shorter and thus, this source of jitter will not be considered in this paper.
Worst-case situation for aperiodic requests
The determination of the worst-case response time for the aperiodic transfer requests is reasonably more complex than for the periodic transfers. In this case, the worst-case occurs when the following three conditions take place simultaneously (for clarity reasons, just the urgent queue is considered):
Ø The request is placed in the BA's urgent queue only σ i k after it has been submitted by the application software in the requesting node k (maximum dead interval).
Ø The arriving request is placed in the Ka th position in the urgent aperiodic requests queue, which is served by the BA in a FCFS order. These Ka requests refer to all the Na aperiodic variables, i.e. each node requests all the aperiodic variables that it may request. Therefore, the total response time must include the transfer of both the Ka list requests plus the Na aperiodic buffer transfers, which must be processed in the ECs aperiodic windows.
Ø The request arrives at the BA at the beginning of the EC, where all periodic transactions become simultaneously ready (critical instant). This EC corresponds to the start of a sequence of ECs with the largest periodic traffic load.
The time interval between the critical instant and the end of the processing of all the aperiodic requests in the worst-case situation is defined as the aperiodic busy interval (ABI) (fig. 5) . The order by which the list request exchanges and the aperiodic buffer transfers take place within the ABI is irrelevant for the analysis because of the FCFS queue used to handle the aperiodic requests in the BA (2 nd condition above). The worst-case response time to an aperiodic request is then given by expression (3).
Ra length ABI
i i k = + σ ( )
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The duration of the exchanges with list request, Cl k , can also be obtained from (1) 
Absolute upper bound for the dead interval
The dead interval that can affect the aperiodic requests of variable av i, issued by a node k, can be upper bounded by σ k i , which refers to the shortest period among the periodic variables produced by that node.
Constraining k to be fixed for each variable, i.e. each aperiodic variable is always requested from the same node, the absolute upper bound for the dead interval σ k i of aperio dic variable av i is given by (4). ) ( min : and
The addition of R j to P j upper bounds the interval between to consecutive exchanges of variable v j .
The timeline method: an integrated analysis

Building the timeline for periodic exchanges
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The timeline method to assess traffic schedulability has been presented by the authors in [Alm01] . This work considers a general computing model that uses non-preemption, elementary cycles and inserted idle-time to avoid blocking in the beginning of each cycle. This model fits the one being considered here for the periodic traffic (section 4.1) and thus, the timeline analysis can be directly applied to it [Alm99b] . However, WorldFIP does not enforce idle-time insertion for the aperiodic traffic and thus, the timeline method as presented initially must be adapted whenever aperiodic traffic is also considered.
Basically, the timeline method consists in drawing the traffic timeline starting from the critical instant up to the point in time in which all variables have been broadcast at least once. This method allows accounting precisely for the inserted idle-time in each cycle while other traditional approaches to response time-based analysis do not [Tin95] . Figure 6 shows the algorithm to execute the timeline analysis where k is the index to the Np periodic variables, n the index to each EC starting from the critical instant, Load n is the communication load accumulator for the n th EC and δ k,n is a boolean function that becomes 1 whenever a transaction of variable v k is ready in the n th EC and 0 otherwise. Line 1 contains the critical instant condition, considering that the transactions of all variables are ready in the beginning of the 1 st EC. Line 6 inserts idle-time whenever a given transaction does not fit in the current EC. Line 9 calculates the worst-case response times for all variables, Rwc i i=1..Np, not considering the jitter induced by the aperiodic traffic.
}
11.
if (n mod P k /T2=0) δ k,n+1 =1;
12. } 13.} Figure 6 . An algorithm for the timeline analysis.
This algorithm can also be used when the periodic window (P1) is limited to an interval shorter than the EC duration (T P1 <T2) ( fig. 2) . In this case, it suffices to replace T2 by T P1 in line 6. If, upon termination, there is at least one Rwc i that has not been calculated, then at least one deadline has been violated. When Rwc i has been calculated for all Np periodic variables, the upper bounds R i=1..Np can be readily obtained using expression (2).
Then, it is possible to formulate the following sufficient schedulability condition:
The set of periodic variables
The proof of this condition is obvious. If all the response time upper-bounds are shorter than the respective deadlines, then, the real response times also are and thus the set is schedulable.
Extending the timeline to include aperiodic requests
The same timeline method explained above can simultaneously be used to determine the length of the ABI for aperiodic transactions. Then, expressions (3) and (4) can be used to derive an upper bound to the response time to a request for variable av i (Ra i ).
The length of the ABI is determined by the total number of atomic transactions associated to the aperiodic traffic and their respective durations. Notice that there are Ka list requests (one from each requester node) and figure 7 enlarges the scope of the one presented in figure 6 and combines the calculation of both the worst-case response times for the periodic transactions and the length of the ABI. Whenever the maximum duration of the periodic window ( fig. 2) is shorter than the EC duration (T P1 <T2), T2 must be replaced by T P1 in line 7. Similarly, whenever and the aperiodic window is constrained to finish before the EC (T P3 <T2) then T2 must be replaced by T P3 in line 16.
Such as for the set of periodic variables, knowing Ra i=1..Na allows formulating the following sufficient schedulability condition for the aperio dic set Va:
The set of aperiodic variables
The proof of this condition is, again, obvious. Since the response time to any aperiodic request cannot be larger than the respective upper bound (Ra i=1..Na ), if these upper bounds are lower than the respective deadlines, then the set is schedulable.
Complexity and practical application
The applications it is likely that R M is shorter than a large subset of the periods and thus the resulting complexity will be O(Np). When this is not verified, the time complexity will grow to O(Np 2 ). This trend has been verified experimentally with randomly generated sets of variables.
In what concerns the practical application of this analysis, despite the fact that it can also be used off-line to verify a priori the schedulability of static sets of variables, with less pessimism than other analysis proposed in the literature, its main advantage is that it is well adapted to be executed on-line. Therefore, this analysis can be used in the scope of an on-line admission control of changes in the communication requirements, so that they can be performed under guaranteed timeliness. Obviously, this is of interest if dynamic mechanisms in the BA that support dynamic communication requirements, such as the planning scheduler [Alm99] , are used, only.
Two different levels of dynamism can, however, be offered by the system. In one case, the system accepts change requests issued by a human operator, such as add new variable to the BAT, remove variable from the BAT or change properties of variable in the BAT. In this case, a response time in the order of a few seconds is acceptable and the time available to perform the timeline analysis is relatively relaxed. Experiments with sets of 16 variables and bus utilizations around 50% were analyzed on an 8051 microcontroller in less than 100ms.
A more demanding level of dynamism is needed when the change requests come from the application as response to environment changes, e.g., increase the scanning rate of a variable upon detection of a given event. In this case, the system reaction to the change request may be constrained to a few milliseconds. Therefore, the analysis can hardly be executed in low processing power microprocessors. A solution that has been considered is the use of an FPGA-based coprocessor that schedules traffic on-line, accepts changes to the set of variables and executes the timeline schedulability analysis. A prototype of such coprocessor has been presented in [Mar01] .
Preliminary performance figures show that the coprocessor is able to test the schedulability of sets with 32 variables in less than one EC. Despite having been designed for FTT-CAN networks, this coprocessor can also be directly used in the BA of WorldFIP networks to support dynamic traffic scheduling.
Numerical example
Consider the set of communication requirements expressed in table 1. These were taken from the PSA benchmark presented in [Nav98] . The periods, however, have been altered in order to better suit the purposes of this example. The deadlines are equal to the periods and the IDs express the priorities in reverse order, i.e. ID=1
has highest priority and ID=12 has lowest. Also, five aperiodic variables have been added, which can be requested by one of three nodes as expressed in the table.
Considering a transmission rate of 1Mbit/s and turnaround time of 20 t mac , i.e. t r =20µs, expression (1) can be used directly to determine the duration of each buffer transfer, i.e. atomic transaction, resulting in C i=1..12 for the periodic variables and Ca i=A1..A5 for aperiodic ones. The duration of the list request exchanges Cl i=1..3 is determined considering the number of aperiodic variables requested by each node. The EC duration (T2) is 1ms
and it can be fully dedicated to periodic traffic (T P1 =T2).
The timeline method (section 5) allows obtaining Rwc i=1..12 as well as the length of the ABI ( fig. 8) . Then, through expression (2) R i=1..12 is calculated. Since R i ≤ P i ∀ i=1..12 then the set of periodic variables is schedulable.
In what concerns the aperiodic variables, the upper bound to the dead interval in each node (σ It is interesting to see the relative magnitude of the response times for the periodic traffic and for the aperiodic one. The larger upper bounds of the latter one are due to 2 cumulative factors: the inefficient mechanism used to handle aperiodic transactions, which requires at least one periodic transaction and one list request before the aperiodic variable is broadcast, and the worst-case behavior of a FCFS queue, which forces to consider each request as the last one in a full queue.
Conclusions
This paper discusses the schedulability analysis of the real-time traffic in WorldFIP networks. In particular, it proposes using the timeline method that accumulates the bus time taken by transactions in the order by which they take place, according to their fixed priorities and their rates. This fact makes it suitable to situations using inserted idle-time as it is normally the case with the periodic traffic in WorldFIP when operating in synchronous mode concerning EC and MC triggering. Furthermore, the analysis is based on the variables scanning requirements, considering fixed-priorities scheduling and all variables in-phase, and not on the BAT itself. Thus, if a different phasing is used in the BAT to level the periodic load in the ECs or to reduce jitter, the worst-case properties of the analysis are still respected.
In this paper, the timeline method is adapted in order to allow deriving upper bounds for the worst-case response times of both periodic and aperiodic transactions in WorldFIP networks, in an integrated fashion. The method is implemented by means of a bounded cyclic process that has relatively low CPU requirements. It is thus possible to use it on-line as part of an admission control protocol to guarantee that dynamic changes to the communication requirements do not jeopardize the system timeliness. This feature is of particular interest when dynamic mechanisms are used in the WorldFIP protocol, such as the planning scheduler, allowing for on-line changes to the set of periodic variables. Using a specialized hardware coprocessor to perform the traffic scheduling and schedulability analysis can further improve the dynamic behavior of WorldFIP networks.
