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Micro-patterned surfaces are frequently used in high-throughput single-cell studies, as they allow one to
image isolated cells in defined geometries. Commonly, cells are seeded in excess onto the entire chip,
and non-adherent cells are removed from the unpatterned sectors by rinsing. Here, we report on the
phenomenon of cellular self-organization, which allows for autonomous positioning of cells on micro-
patterned surfaces over time. We prepared substrates with a regular lattice of protein-coated adhesion
sites surrounded by PLL-g-PEG passivated areas, and studied the time course of cell ordering. After
seeding, cells randomly migrate over the passivated surface until they find and permanently attach to
adhesion sites. Efficient cellular self-organization was observed for three commonly used cell lines
(HuH7, A549, and MDA-MB-436), with occupancy levels typically reaching 40–60% after 3–5 h. The
time required for sorting was found to increase with increasing distance between adhesion sites, and is
well described by the time-to-capture in a random-search model. Our approach thus paves the way for
automated filling of cell arrays, enabling high-throughput single-cell analysis of cell samples without losses.Introduction
Important biological processes such as stem cell differentiation,
gene expression and cell death are intrinsically stochastic as
revealed by single-cell experiments.1–6 Any given stimulus
induces a broad distribution of responses in a cell population.
The dynamics of these distributions amongst a population of
individual cells under uniform conditions7,8 can be quantied
via single-cell arrays in which cells are positioned at regularly
spaced sites in micro-wells or on chemically modied surfaces.
These arrays allow automated acquisition of time-lapse series
and efficient image analysis. Various ways of generating single-
cell arrays have been reported. Most prominently, chemically
micro-structured surfaces are used.9,10 Cells are seeded on the
substrate in excess and, aer a short incubation time, the
pattern is rinsed in order to remove non-adherent cells.11–14
The difficulty resides in adjusting the initial cell concentration
so that a single cell is le on each adhesive spot. The initial
distribution of trapped cells per adhesive island is highly
dependent on the seeding density. Another approach to create
cell arrays uses micro-uidic wells,15–17 and the cell number per
well is tuned by varying ow rate18 or shear stress.19 However,
optimising occupancy levels by adjusting these parameters is
tedious. Inkjet printing has also been used to create cell
arrays.20,21 However, this method suffers from lowUniversität, Geschwister-Scholl-Platz 1,
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tion (ESI) available. See DOI:
hemistry 2014throughput22,23 and low viability rates, as cells can be ruptured
due to shear forces.20,24 All these techniques try to achieve a
higher occupancy rate than that given by the inherently
stochastic process of sedimentation. The number of trapped
cells per adhesive spot follows a Poisson distribution.25–28 As a
result, such arrays exhibit a broad distribution of cell numbers
on the adhesive islands. For an expected value of l ¼ 1 (one cell
per site), the maximal single-cell occupancy achievable is 37%.
In this article, we present a novel approach to the generation of
single-cell arrays, utilizing cellular self-organization. Cells are
seeded onto substrates patterned with protein-coated islands and
separated by PLL-g-PEG passivated zones. The cells migrate to the
passivated areas and spread onto the protein-coated sites upon
contact. Thus, cells are sorted according to surface affinity and the
population undergoes a transition from a spatially random
distribution to an ordered array. Here, the phenomenon of cellular
self-organization on micro-structured surfaces is systematically
addressed. We quantify the time courses of occupancy levels using
automated cell tracking. In addition, the correlation between
lattice distance (distance between the centres of neighbouring
sites) and lling rate is analysed, and the inuence of cell motility
is studied for three different cell lines (A549, HuH7, andMDA-MB-
436). Finally, we describe the time-to-order onto the lattice sites by
a simple model adapted from the physics of chemoreception.Materials and methods
Cell culture
The A549 cell line (ATCC) was cultured in modied Eagle's
medium with Earle's salts (c-c-pro) and 4 mM L-glutamine, theSoft Matter, 2014, 10, 2397–2404 | 2397
Fig. 1 Patterning technique. (A) A micro-structured surface was
created by plasma-induced patterning with a backfill on a Topas
surface. Plasma-treated areas were incubated with PLL(20k)-g(3.5)-
PEG(2k) (A). PEG-free areas were coated with fibronectin (Fn, green).
(B) Homogeneous square pattern of fibronectin and labelled Alexa
Fluor 488 fibrinogen. (C) After seeding, cells arrange themselves onto
the protein-coated islands, obviating the need for any washing steps.
























































View Article OnlineHuH7 cell line (I.A.Z Toni Lindl GmbH) was cultured in
Dulbecco's modied Eagle's mediumwith 4.5 g L1 glucose, 110
mg L1 sodium pyruvate (c-c-pro) and 2 mM L-glutamine, and
MDA-MB-436 (ATCC) cells were grown in modied Eagle's
medium and Ham's F12 (c-c-pro) with 2.5 mM L-glutamine. All
cell media were supplemented with 10% fetal calf serum (FCS).
The cells were cultured at 37 C, with 5% CO2 in an incubator.
Cells were grown to 70–80% conuence, trypsinized (A549 and
HuH7) or scraped off (MDA-MB-436) and centrifuged at 1000
rpm for 3 min. Cell pellets were resuspended in either cell
medium or, for the experiments, in Leibovitz's L15 medium
with GlutaMAX (Gibco) and 10% FCS to provide optimal growth
conditions. The seeding density was determined using a Neu-
bauer counting chamber. To track nuclei, cells were stained
with the permeable uorescent dye Hoechst 33342 (Life Tech-
nologies) by adding 25 nM dye to the suspension (incubation at
37 C for 20 min).
Surface patterning and sample preparation
The micro-structured surfaces were produced by selective
oxygen plasma treatment (Femto Diener, 40 W for 3 min) on a
Topas substrate (m-dishes ibidi GmbH) with subsequent
passivation. Selectivity was achieved using a polydimethylsi-
loxane (PDMS) stamp (cast from a master produced by
photolithography) as a mask. The parts exposed to plasma
were passivated with PLL(20k)-g(3.5)-PEG(2k) (SuSoS AG) at 1
mg ml1 in aqueous buffer (10 mM HEPES pH 7.4 and 150
mM NaCl). The remaining sectors were rendered cell
adherent by exposure to 50 mg ml1 bronectin (YoProteins)
for 1 h. The probes were thoroughly rinsed with PBS; before
cell seeding the samples were stored in cell medium at room
temperature.
PLL-g-PEG surfaces without patterns were treated in the
same way. 30 mm  30 mm square adhesion sites were used, as
this size turned out to be reasonable for single-cell adhesion of
all three cell lines. Cells were seeded to achieve a lling
of roughly one cell per adhesion site (e.g. for a lattice distance of
90 mm, 65 000 cells were seeded into a m-dish). The micro-
pattern shown in Fig. 1B was formed using a mixture of 20 mg
ml1 bronectin and 30 mg ml1 brinogen conjugated with
Alexa Fluor 488 (Life Technologies).
Time-resolved uorescence microscopy
Images were taken with an iMIC digital microscope with phase
contrast (TILL Photonics) and a Zeiss objective (10 Ph1 0.3 EC
Plan Neouar). Samples were kept at a constant temperature of
37 C with an ibidi heating system (ibidi GmbH). Fluorescently
labelled nuclei were imaged with an oligochrome light source
(TILL Photonics) in combination with a single-band long-pass
DAPI HC lter set (AHF Analysetechnik). Pictures were recorded
every 10 min over a period of 24 h.
Image and data analysis
Raw images were pre-processed in ImageJ: the background was
subtracted with a built-in function. To highlight the nuclei, a
band-pass lter was applied. Images were binarized by setting a2398 | Soft Matter, 2014, 10, 2397–2404global threshold. Binarized images were clustered and tracked
with a cell evaluator.29 Coordinates of the centre of mass and the
area of nuclei were extracted and analysed in MATLAB. The
position of the micro-structured lattice was evaluated from the
bright-eld images for every marker position. Every experiment
was repeated at least twice. 20 to 50 image positions were
evaluated for each distance and cell line. The mean of all
positions was used for the occupancy statistics. The lling
factor in Fig. 3B was normalized to the cell density to compare
























































View Article OnlineCell motility analysis
The mean square displacement was calculated as
MSD(t) ¼ hh(Xi(t + t0)  Xi(t0))2it0ii (1)
where Xi(t) denotes the centre of cell i at time t. h$it0 designates
the mean of the reference frame t0 over all times t. h$ii is the
average over all tracked cells. Dead cells, as well as nuclei
exceeding a maximal area (indication of two fused cells), were
excluded from analysis. For every cell line at least 100 tracks
were analysed. Cell motility was dened by the effective diffu-
sion constant D in two dimensions dened as
MSD(t) ¼ 4Dt. (2)
The standard deviation was calculated from the cell motility
of different tted endpoints.
Poisson distribution analysis





where k is the occupation number (k ¼ 0, . , 4) and l the
expected value. The initial number of cells in one image posi-
tion was counted. Division of this number by a mesh-grid of 45
 45 mm (adhesion site + cell radius) denes the expected value
l. The added deviation from the calculated distribution was
averaged over all measured positions.
Results and discussion
Cell migration on micro-structured surfaces
We generated patterns of bronectin-coated square adhesion
sites (30 mm  30 mm) and passivated PLL-g-PEG spacings on a
Petri dish as described in the Materials and methods Section
and schematically shown in Fig. 1A. The coating procedure
described here yields an essentially homogeneous protein
distribution, as revealed by the homogeneity of the uorescent
spots obtained using an Alexa 488-labelled brinogen coating as
can be seen in Fig. 1B. Cells were seeded onto micro-patterned
sites with various lattice spacings, and time-lapse series were
recorded using uorescence and phase-contrast microscopy.
Aer 3–5 h, and without any washing steps, a regular single-cell
array with a negligible number of misplaced cells was obtained
(Fig. 1C).
To illustrate the self-organization process we describe it step
by step for the adenocarcinoma cell line A549 as a representa-
tive example (see also Movie S7†): the sedimentation process
aer seeding takes about 20 min, and the cells are randomly
distributed at this stage (Fig. 2A, 0 h). Cells that initially settle
on PLL-g-PEG passivated areas begin to migrate in a random
manner (Fig. 2B, 0–210 min). When a cell makes contact with
the edge of an adhesion site (Fig. 2B, 210 min), it spreads onto it
and lls the entire adhesion area within 30 min (Fig. 2B, 220–
250 min). In the absence of perturbations, such as cell division
events or intruding cells, cells remain captive on the adhesionThis journal is © The Royal Society of Chemistry 2014sites (Fig. 2B, 310 min). With time, more and more adhesion
sites are occupied (Fig. 2A, 2–24 h). Ideally, each cell would nd
a free adhesion site and all sites would eventually be singly
occupied. Experimentally, we nd certain deviations from this
ideal scenario: multiple occupancies, unoccupied sites (vacan-
cies) and interstitial cells. Multiple occupancies can be caused if
a single cell, already occupying an adhesion site, divides or
different cells arrive at the same adhesion site. We observe that
multiple occupancies can be self-corrected by the cells if the
lattice distance is less than the cells' specic reaching distance,
which is dened as the maximal distance to which cells can
extend the lopodia without leaving their adhesion site
(Fig. S1A†). If the next available site lies beyond this distance,
the defect cannot be self-corrected and cells are likely to stay on
the same site (Fig. S1C†). We observe up to four cells occupying
a single site. The reduced accessibility to the proteins on the
substrate causes such cells to increase in height. Other rare
events are described in the ESI.†Quantifying cellular self-organization via order parameters
In order to assess the dependence of the ordering process on
elapsed time, we quantify the occupancy level. The fraction of
maximally occupied sites depends on the initial number of cells
per area and the lattice spacing. In the following, the initial cell
density is roughly adjusted to the number of available sites. The
lattice distance dl is varied from 70 mm to 230 mm. If a cell is
positioned on a site, this site is identied as “lled”, as illus-
trated in Fig. 3A. The occupancy level can now be described by a
lling factor F(t), which is the ratio of occupied sites NOC to the
total number of sites NS: F(t) ¼ NOC/NS. For the A549 cells, we
observed the highest lling rate, about 80%, for dl¼ 90 mm aer
24 h and the poorest occupancy level was obtained for dl ¼
230 mm (25% aer 24 h). However, the shortest lling time of
15 h was measured for the smallest distance dl ¼ 70 mm. For all
lattices the initial occupation numbers are in good agreement
with a random deposition model as described by a Poisson
distribution (eqn (3)). The measured occupancy deviates by only
2–6% from the theoretically calculated Poisson distribution
(Fig. S2†).
In the following, we describe the frequency of array irreg-
ularities, i.e. vacancies, interstitial cells and multiple occu-
pations, as they occur during the self-ordering process
(Fig. 3A).
Vacancies (unoccupied sites) are accounted for in the lling
factor. Cells which have not yet found an adhesion site or have
died are dened as interstitial. For the interstitial cells we
introduce a defect parameter I(t), which denes the ratio of
interstitial cells NIS to the total number of cells NC: I(t)¼ NIS/NC.
As shown in Fig. 3C, where the time course of the interstitial cell
number is plotted, the curves saturate at different values: for dl
¼ 70 mm, only 10% of the cells are misplaced aer 24 h. For
larger lattice distances, the ratio of misplaced cells increases
drastically, reaching 80% for dl ¼ 230 mm. In addition, the
number of dead cells strongly increases with the lattice size, as
cells that do not nd an adhesion site within a day have a low
survival rate.Soft Matter, 2014, 10, 2397–2404 | 2399
Fig. 2 Dynamics of cellular self-organization. (A) Selected images of the self-organization process during a time-lapse measurement. After cell
seeding, cells are randomly distributed. They start to migrate randomly until they find adhesion sites. Gradually, an ordered distribution is
obtained. Occupied sites are highlighted in red. Scale bar: 100 mm (B). Detailed view of an adhesion process (3 magnification). The red track
























































View Article OnlineOur second defect parameter, M(t), describes the case of
multiple occupancies, which is dened as the ratio of multiply
occupied sites NMOC to the total number of occupied sites NOC:
M(t) ¼ NMOC/NOC. No clear dependency of NMOC on the lattice
distance was observed (Fig. 3D). For all lattice sizes, NMOC is
rather low, ranging from 10 to 20%. For dl ¼ 70 mm, a slight
decrease over time can be observed. For this short lattice
distance, cells are most probably able to explore their environ-
ment with their lopodia. Thus, the cells can more easily nd
and invade empty neighbouring sites, which reduces multiple
occupancies. Aer 24 h, NMOC can be expected to increase
strongly due to cell proliferation.2400 | Soft Matter, 2014, 10, 2397–2404Universal cell behaviour of self-organization
To demonstrate that the self-organization process is a generic
behaviour of different cell types, we evaluated the aforemen-
tioned order parameters for two further cell lines: the hepato-
cellular carcinoma cell line HuH7 and the mammary-gland
cancer cell line MDA-MB-436. As the spreading areas for these
cell lines are basically comparable, the same sizes for the square
adhesion sites are used. The phenomenon of cellular self-
organization remains unchanged (Fig. S3†). However, as these
cells have different properties with regard to adhesion strength,
motility and viability, differences in the order parameters wereThis journal is © The Royal Society of Chemistry 2014
Fig. 3 Dependence of order parameters on lattice spacing. (A) During the self-organization process, optimal filling is compromised by defects
such as multiple occupancies, vacancies and interstitial cells. Occupancy is quantified via order parameters: (B) the filling factor describes the
ratio of occupied lattice sites to the total number of sites. For A549 the highest filling of 80% for a lattice distance of dl ¼ 90 mm is obtained. (C)
The parameter interstitial cells denote the ratio of misplaced to total cells. Misplaced cells after 24 h are either dead cells or cells which have not
yet found a site. (D) The ratio of multiply occupied sites to total occupied sites is denoted by the multiple occupancy parameter. No clear
correlation with the lattice distance was observed. (E) Times for half-maximal filling (t1/2, eqn (4)) are plotted against the lattice distance for three
























































View Article Onlinemeasured. HuH7 showed the lowest initial number of intersti-
tial cells (Fig. S3B†). This can be explained by faster adhesion
and spreading to the surface compared to the other cell lines. In
Fig. S4,† the distribution of the initial distance covered by
motile cells is illustrated aer 50 min. On average, HuH7 cells
have migrated further than A549, although both exhibit similar
cell motilities. Thus, HuH7 must start to migrate earlier, and
this can be attributed to their faster adhesion. Apart from this,
HuH7 behaved very similarly to A549. For MDA-MB-436, theThis journal is © The Royal Society of Chemistry 2014overall lling was lower than for A549 (Fig. S3D†). A lattice
distance of 70 mm was too small for MDA-MB-436, as cells ten-
ded to form bridges adhering to two sites simultaneously
(Fig. S1B†). Small distances also favoured constant cell migra-
tion from one site to another. A larger number of defects
(interstitial cells) was observed for MDA-MB-436, and may be
attributable to their lower viability on PEG surfaces (Fig. S3E†).
Furthermore, a higher incidence of multiple occupancies was
























































View Article Online(Fig. S3F†). This observation can be explained by the fact that
these cells could not be trypsinized, but were scraped from
plates prior to seeding, and thus were not individualized as
efficiently, resulting in only 73% separated single cells vs. 90%
for A549 (Fig. S5†). To compare the different cell line's lling
rates, the time courses of the lling factors F(t) were tted to the
following phenomenological expression:
F ðtÞ ¼ F0 þ Fmax
1 þ t1=2=t (4)
The offset F0 quanties the sites already occupied at t ¼ 0.
The coefficient of Fmax describes the lattice-dependent satura-
tion value of the lling factor. t1/2 denotes the time at which F
reaches half of Fmax. The tted t1/2 values for all lattice distances
are plotted in Fig. 3E. The data points show a clear tendency
towards increasing lling rates as a function of increasing
lattice spacing dl. The shortest t1/2 values are obtained for MDA-
MB-436, which is consistent with their high motility.
To assess if cell size differences have an inuence on lling,
cell spreading on the PLL-g-PEG surface was analysed (Fig. S6†).
The major diameter rather than the spreading area was taken
into account, as it better reects the reaching distance of
elongated cells. In comparison to a bronectin-coated surfaceFig. 4 Mean time to settle. (A) On an image area AIMG (light blue), adhe
spacing dl. The search process for single cells is depicted by the red trajec
the parameter interstitial cells to eqn (6) are plotted as a function of spac
Berg and Purcell (eqn (5)) is in good agreement with these data (dashed l
on non-patterned PLL-g-PEG are shown. (D) Inset: MSDs of the trajector
per cell line can be described by a 2D random walk. (E) Fitting Dmeasured
(HuH7) and 3.5 0.6 mm2 min1 (MDA-MB-436). (F) The motilities Dcalcula
is in good agreement with the measured motilities (correlation of 0.987
2402 | Soft Matter, 2014, 10, 2397–2404the major diameter is decreased twofold for A549 and HuH7
and nearly fourfold for MDA-MB-436. Since the adhesion spots
are limited, all cell types can only occupy comparably small and
similar areas. Thus, the cell specic spreading area has no
impact on the lling of the lattice.Mean time to settle
Since the self-organization process is a generic phenomenon
that depends on the lattice spacing and cell motility, we set out
to nd a simple model that reveals the time-to-order on a cell
chip. How do cells nd a lattice site? We adapted the model of
chemoreception from Berg and Purcell,30,31 which describes the
time needed for a ligand to nd a cell surface receptor. Once
ligands are attached to the surface of a cell they are assumed to
diffuse freely within a membrane until they encounter receptors
that are modelled as circular patches. In our case, cells migrate
in a randomwalk on themicro-structured surface AIMG, the eld
of view of the camera, until they contact adhesion sites of length
s (Fig. 4A). We treat our square adhesion sites as circular shapes
and employ the analytical expression (Ns2 AIMG) for the mean-
time to capture derived by Berg and Purcell:sion sites of size s (green) are distributed in a rectangular lattice with
tories. (B) The best fit t1/2 values obtained by fitting the decay curves for
ing dl. The cell settling process as described by a model adapted from
ines). (C) Representative trajectories for cells of all three lines migrating
ies in (C) are plotted against time. The averaged MSDs of 100 cell tracks
reveals motilities of 1.1  0.1 mm2 min1 (A549), 1.0  0.05 mm2 min1
ted from (B) are plotted against the motilities Dmeasured in (E). The model
), error bars correspond to 95% confidence limits of the fit in (B).
























































View Article Onlinet1=2ðdlÞ ¼ 1:1 AIMG






To compare experiment and theory, the t1/2 values were
derived from the experimentally measured, time-dependent
decay curves for the interstitial cell number (Fig. 3C, S3B and
E†):
IðtÞ ¼ I0 þ I0  Iminðdl ¼ 70Þ
1 þ t1=2=t (6)
I0 is the offset at t ¼ 0. To compare the t1/2 values for all
lattice distances, the same ratio of interstitial cells, Imin of dl ¼
70 mm, was assumed, neglecting different saturation levels due
to cell death. In Fig. 4B, the t1/2 values, obtained by the ts to
eqn (6), are plotted as a function of the lattice spacing. The
model is found to be in good agreement with the data.
To check that the motilities evaluated from the model are
consistent with the measured values, single cell tracks were
recorded on PLL-g-PEG coated surfaces without patterns. The
mean square displacements (MSD) were calculated assuming
diffusive behaviour, neglecting persistent cell motion or biased
random walk32–34 (Fig. 4D). Eqn (2) yielded motilities of 1.1 
0.1 mm2min1 for A549, 1.0 0.05 mm2min1 for HuH7 and 3.5
 0.6 mm2 min1 for MDA-MB-436 (Fig. 4E). For all cell lines,
these values are in excellent agreement with the motilities
derived from the model adapted from Berg and Purcell (Fig. 4F).
This result could be expected since we assumed diffusive
behaviour of the cells in the rst place, but it nevertheless
demonstrates that our model allows one to calculate the mean
time to order, t1/2 for any given lattice distance using a single
parameter, the motility value for the cell line of interest.Optimal lattice geometry
Having modelled the settling of cells as a diffusive search
process, we can nally address which lattice geometry is
optimal. Taking all order parameters into account, the best
lling can be achieved for a geometry with dl ¼ 90 mm. Here, a
single-cell occupancy level of 20% at the beginning, 45% aer
5 h and 75% aer 24 h was obtained for A549 – a 3.5-fold
increase in lling rate over 24 h. Similar values were measured
for HuH7, with an initial occupancy of 31%, rising to 54% at 5 h
and 59% aer 24 h. The initial occupancy for MDA-MB-436 was
24%, rising to 40% aer 5 h and 42% at 24 h. For both cell lines,
the nal lling rates are approximately twice as high as the
initial ones. Based on the time course of occupation, it should
be possible to reduce the incubation time to 5 h and still obtain
reasonable lling. A shorter incubation period is desirable
because it prolongs the available time window for single-cell
measurements before cell division occurs. This is especially
important for cells with high proliferation rates.
Given the motility of a certain cell line, an initial estimate of
the best lattice spacing can be made. However, individual cell
properties that can complicate the picture must also be taken
into account in order to optimize the cell ordering process.
These factors include the strength of cell adhesion, viability and
cell area on the PEG surface. For example, the largest occupancyThis journal is © The Royal Society of Chemistry 2014and fastest lling for highly motile cells like MDA-MB-436 is
obtained for dl¼ 70 mm, albeit at the cost of more defects. These
cells tend to form bridges between two adhesion sites and are in
constant movement. In addition, the transfer of cells between
neighbouring sites is favoured for small distances. Conversely,
if the lattice distance becomes too large, self-ordering becomes
inefficient, as lling time as well as cell death increases. Thus,
to obtain a single cell array via self-organization under reason-
able conditions, the lattice distance has to be chosen in an
appropriate range.
Conclusion
In comparison to common procedures used to create single-cell
arrays, we have shown here that seeding by cellular self-orga-
nization offers several advantages. All input cells can be ana-
lysed, as this method avoids a washing step aer seeding. The
cellular self-organization procedure is especially useful for cell
types, e.g. rare stem cells, that are available only in limited
numbers.35,36 As an example, in preliminary experiments we
have also observed the self-organising process with mesen-
chymal stem cells (data not shown). Since a washing step might
selectively inuence the heterogeneity of surface adhesion,37–39
our assay can also be applied to weakly adherent cells that need
more time to settle down. Having to wait several hours for self-
organization might seem to be incompatible with high-
throughput studies, but commonly used approaches also
require 2 to 15 h to allow cells to adhere on the substrate.13,40
We presented a theoretical model that describes the generic
cell ordering behaviour. The occupation of a regular lattice of
adhesion sites follows a random-walk search process. The time-
to-order describes the characteristic time-scale needed for a
randomly seeded population of cells to arrange themselves on
the predened lattice. High-throughput, single-cell time-lapse
analysis requires chips on which isolated cells are positioned at
dened sites to facilitate automated image analysis. Hence, a
high level of site occupancy and a small number of displaced
cells must be achieved aer short incubation. For optimal
single-cell lling, small distances should be preferred because
of faster lling rates. In principle the model allows for optimi-
zation of the time-to-order for a specic cell type by rescaling
the distances between the adhesion sites, taking the measured
cell motility into account.
Beyond that, we reported on several phenomena, such as
bridging and multiple occupancies, that limit the densities of
adhesion sites that can be achieved in practice. The short-scaled
behaviours are interesting in their own rights in terms of cell-to-
cell communication and open opportunities for further studies
in the future. We also showed that various cell lines are capable
of self-ordering in our system. Hence, we believe that cellular
self-organization is a robust procedure and is applicable in a
variety of cell-based assays.
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