MicroRNAs (miRNAs) are newly discovered endogenous small non-coding RNAs (21-25nt) that target their complementary gene transcripts for degradation or translational repression. In animals and plants, microRNAs play very important roles in cell growth, development and death. The biogenesis of a functional miRNA is largely dependent on the secondary structure of the miRNA precursor (pre-miRNA).
I. INTRODUCTION
MicroRNAs (miRNAs) are newly discovered endogenous small non-coding RNAs (21-25nt) that are derived from larger hairpin RNA precursors and target their complementary gene transcripts for degradation or translational repression. MicroRNAs are found to play an important role in regulation of gene expression in plants and animals. Biologists assume that mammals have thousands of microRNAs in their genomes. MicroRNAs are expressed at different levels in animal and plant cells during cell differentiation, apoptosis, growth, and development. Understanding of microRNA pathways and microRNA biogenesis is considered to be a crucial aspect in tools development for functional genomics and metabolic engineering (Tang et al.) [20] . While the primary sequence information helps people understand miRNA pathways, in-depth understanding (SCFG, Sakakibara et al.) [19] , [3] . Both of them are based on a probabilistic model and an assumption that large numbers of homologous sequences from different organisms are available.
When not enough related sequences are available, however, the second class of methods must be used, which are based on thermodynamics and represented by free energy minimization (Zuker et al.) [25] , [24] and partition function method (Mccaskill et al.) [16] .
We examined several different theoretical strategies and studied their merits. Recent attempts to replace thermodynamics by statistical scores [2] led to similar or only slightly improved predictive power. More recently, Major et al. [17] proposed a new approach termed nucleotide cyclic motif (NCM), and developed MC-FOLD software to predict RNA structures. However, MC-FOLD can only deal with short RNA input sequences. In addition, there are several other RNA structural prediction software packages, such as Vienna package by Hofacker et al. [10] , Mfold by Zuker et al. [24] , CONTRAfold by Do et al. [3] . To better and more specifically predict miRNA secondary struture, the following aspects remain to be further investigated:
(1) The currently available leading prediction tools are designed for general RNA structure prediction, which do not consider much the features of the microRNA secondary structures.
There is a need to develop a more specific tool for miRNA secondary structure prediction.
(2) While the currently available leading prediction tools achieve good accuracies on true positive cases, their accuracies on Matthews coefficient ratio [15] are relatively low.
Based on these observations, we decide to develop a new approach that will specifically deal with the microRNA secondary structure prediction.
We propose a new microRNA secondary structure prediction method based on Modified October 24, 2008 DRAFT NCMs (MNCMs), which makes use of thermodynamics-based scoring function, implemented as a computer program: MicroRNAfold. MicroRNAfold employs a bottom-up algorithm to compute many local optimal solutions. The global optimal solution is produced by sorting these local optimal solutions. Our experimental results show that our algorithm is very efficient in predicting
MicroRNA secondary structure. In the future, we will build a 3D structure model based on the secondary structure prediction.
The organization of the paper is as follows: In Section II, we introduce our MicroRNAfold model, a global optimal algorithm based on bottom-up local optimal solutions, and some metrics used in our study. The experiments are carried out and the results are presented in Section III.
A brief discussion is given in Section IV. We sum up this paper in Section V.
II. METHODS
In this section, firstly, we demonstrate the use of MNCMs for RNA secondary structure prediction by showing how it arises as a natural extension of the recently developed NCMs.
Secondly, we present MicroRNAfold, which is the hybrid model of traditional energy-based scoring schemes and MNCM structures. Finally, we introduce a global optimal algorithm which is based on the bottom-up local optimal solutions in our MicroRNAfold model.
A. Modifying the definition of NCMs
In the work of Major et al., NCM database contains lone pair loops up to six nucleotides [17] . For lone pair loops, they use the syntax "L-sequence¡ ", where L is the length of the loop and sequence¡ is the sequence. There are 4 types and 5440 lone pair loops: 64 3-loops Compared to the definition of standard NCMs [17] , we make some modifications. We change the definition of lone pair based on the specific properties of microRNAs and the requirement of our algorithm. A valid lone pair structure must meet the following constraints:
(1) the first nucleotide and the last nucleotide in a lone pair must be Watson-Crick base pair or wobble base pair (G¢U or U¢G). We propose a new term (see Fig. 1b ) as an example, the pair U¢A is interface1 and the pair G¢C is interface2. In order to effectively employ our algorithm, we assume that all the interfaces should be a canonical base pair.
(2) the second unpaired pair is considered as the first mismatched pair of traditional minimal free energy algorithm. The second pair of a lone pair MNCM is the first mismatched pair of the hairpin loop according to the traditional thermodynamics-based models.
(3) the length of a lone pair ranges from 4 to a half of the length of the given sequence. This constraint is based on our experimental experience and pre-miRNA structure. In fact, the hairpin loop of a pre-miRNA may be very long and it contains far more than 6 nucleotides.
The definition of a lone pair is different from the one in MC-FOLD [17] , and is not the same as the hairpin loop in traditional Minimal Free Energy (MFE) either. We use the same definition of double-stranded NCMs as Parisien et al. [17] do.
B. From energy-based models to
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In order to describe the traditional energy-based model, we use an example. [13] and a similar strategy was adopted by Xia et al. [22] . The hairpin loop of four nucleotides AACA has an initiation of 5.6 kcal/mol. The dangling end (3'-most G) provides -1.3 kcal/mol of stability. The first mismatched pair A¢A within dotted line in the hairpin loop is worth -1.1 kcal/mol. The 2x2 internal loop here destabilizes the structure, and its score is positive 1.0 kcal/mol.
The data structure that we use for our MicroRNAfold model is MNCMs. However, we use the experimentally measured thermodynamic parameters as scores instead of probabilities of each motifs or their operations [17] . We use the same example to present how to convert an energy-based model to an MNCM. (1) Construction of a lone pair (item m): 5'GAACAC 3'. As we mentioned earlier, the definition of our lone pair is different from that in the traditional energy-based model. The scoring function [22] , [14] for a lone pair is: . For this double helix, we use the identical scoring rule as Mathews et al. [22] , [14] do.
(3) Merge item m and item n into item p: 5' GGAACACC 3'. We update the total score.
(4) Construction of a double stranded MNCM (item q):
. We use the same scoring function as the one used by Xia et al. [22] and Mathews et al. [14] for this tandem mismatches.
(5) Merge item p and item q into item s: 5' UGAGGAACACCAAA 3'.
C. MicroRNAfold modeling
The MicroRNAfold program applies MNCMs for RNA secondary structure prediction. The features in MicroRNAfold include:
(1) base pairs, (2) helix closing base pairs, (3) hairpin lengths, (4) bulge loop lengths [5] , [9] , [11] , (5) internal loop lengths, (6) internal loop asymmetry, (6) terminal mismatch interactions, and (7) dangling end.
Based on the features of the microRNA structures, we do not deal with pseudo knots and multi-branch loops.
1) Generic base pairs:
In order to shorten our parameter tables and simplify our model, we merge canonical base pairs and terminal mismatches into one category: base pair. In fact we just consider mismatches as non-canonical base pairs.
2) The 1x1 internal loops: Due to the fact that we could not get all the needed parameters under this category, we just give some estimated values except for those publicly available data.
3) The 2x2 internal loops: We merge A¢U/U¢A cases and G¢U/U¢G cases together. We construct the table according to the publicly available data, and in other cases, just give the estimated value 2.8.
D. Global optimal algorithm based on bottom-up local optimal solutions
We implement our MicroRNAfold by a new recursive algorithm instead of Waterman-Byers algorithm [21] . We solve the problem by a backtracking method. 13. obtain a global optimal solution from many possible sub-optimal structures
In step 7, if the current item is satisfied with our preset rules which are different from the Waterman-Byers condition, we will add this current candidate item into the current stem. One new item is added each time. Meanwhile, the total score needs to be adjusted. A backtracking technique is used here, which is a bottom-up algorithm.
As shown in Fig. 5 , the bottom-up (BU) algorithm is introduced by using an example. We starts with a lone pair depicted in Fig. 5a . Then we repeatedly select a valid item as an MNCM and add this MNCM to the current structure until we construct a complete structure (see Fig. 5b1 ).
At this moment, the stack pointer is at the beginning. We consider the beginning as the buttom and the lone pair as the top or head. We backtrack to the previous MNCM and rebuild the next possible structure (see Fig. 5b2 ). When we compare (b2) to (b1), we notice that the shadowed part is modified. When we go deep toward the lone pair, we can construct the structures shown in Fig. 5bi and in Fig. 5bn . The local optimal structure with the minimum score among the candidates (b1, b2, ..., bi, ..., bn) is chosen. Based on the different lone pairs, we obtain many different local optimal structures. The global optimal solution is obtained by applying insertionsort algorithm.
E. Accuracy metrics
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where FP is the number of false positive cases, FN is the number of false negative cases, and TP is the number of true positive cases.
III. RESULTS
We evaluated the predictive power of MicroRNAfold by using known secondary structures of non-coding RNA taken from the miRBase database [6] , [7] , [8] . Our testing data set comes from Arabidopsis thaliana, Brassica napus, Saccharum officinarum, Homo sapiens, Gallus gallus, Glycine max, Apis mellifera, Drosophila melanogaster, and Drosophilla pseudoobscura. The sequence lengths of the testing data set range from 59 to 188. We implemented the MicroRNAfold by using ANSI C code and the program was ran on a Linux-based machine. We used
Pseudoviewer to view our structures [18] . Our best solution is from the first one among several hundreds of sorted possible structures (see Fig. 6 ).
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case (c) Fig. 7 . The specific performance based on different sequence lengths. We divide the sequence lengths into three groups:
case(a) (59-84), case(b) (85-102), and case(c) (111-188).
A. Predictive power of MicroRNAfold associated with different sequence lengths
In our study, we considered only AU, GC, and GU base pairs because there is no sufficient knowledge concerning the non-canonical base pairs even though non-canonical base pairs might be important and play some roles in determining 3D structures of RNAs [17] . To see more examples, please read Appendix I.
B. Predictive power of MicroRNAfold associated with different hairpin loop lengths
C. Comparison to other methods
We compared the performance of MicroRNAfold with the other two leading methods: one adopts the probabilistic-based strategy, and the other chooses the free energy minimization strategy. For benchmarking experiments, we used MC-FOLD [17] , and Mfold (http://bioinfo.hku.hk/Pise/mfold.html) [24] , with default parameters for each program. All benchmarks were conducted on Intel-based servers running a GNU/Linux operating system. Whenever a program returned multiple possible structures (e.g., Mfold and MC-FOLD), we chose the structure with the minimum score. 
IV. DISCUSSION
Although we have obtained encouraging results compared to other prediction approaches, there are still some issues that need to be discussed in detail. The first thing that we would like to mention is the auxiliary information. As we know, all the parameters and understanding of RNA secondary structure come from experimental results. Experimental results and the related analysis based on the experimental facts may help us design a more accurate model and prediction algorithm. How to get this knowledge is still a challenge for us. The second thing is the scoring strategy. During our testing phase, we found some proposed structures from the database could not be generated from our results based on the current scoring function.
A. Taking into account auxiliary information and more parameters
Sometimes we could not successfully predict the secondary structure of an RNA because "our knowledge of the contributions of various RNA motifs to the total free energy of RNA structures is still incomplete" [22] . Due to the limitation of this kind of knowledge, we could not give all the thermodynamic parameters concerning free energy. Thus it could affect our prediction negatively. For example, when we predicted the microRNA hsa-mir-196a, we failed to achieve the proposed structure of 5'UUAG3' 3'AGCC5'
. Fig. 10 shows the comparison of the predicted structure by MicroRNAfold with the structure proposed by the database. According to our current scoring function, the sum of the two parts
3' A G + Fig. 10 . Prediction of a specific structure. (a) is the sequence of the structure, (b) is the predicted structure by MicroRNAfold, and (c) is the proposed structure by the database.
(b1) and (b2) is -0.07 and the score of the structure (c) is 0.95. Therefore, we take (b) as the solution. When we calculate the score for the structure (c), we use the following formula proposed by Xia et al. [23] :
In order to solve this problem, we need to refine scoring function or incorporate auxiliary information. Based on the statistical and theoretical analysis of the experimental data, we may incorporate biological constraints to help the prediction [25] .
B. Some issues with scoring strategy
During our study, we found that some of the best structures did not come from the first structure whose score is minimal. For example, according to the miRBase database, the structure of amemir-317 should be (b) in Fig. 11 . But the results from MicroRNAfold and Mfold both showed that the proposed structure should be (a) in Fig. 11 . Fig. 12 displays the different hairpins between the database and our prediction approach. We can see that the hairpin which we obtained by our method is the same as the one obtained by
Mfold. Is that saying that our prediction is correct and the one in the database is wrong? Let us see our scores. According to our strategy, the score for the hairpin of (b) (in Fig. 12 ) is 5.0 while the score for the hairpin of (a) (in Fig. 12 ) is 5.15. So, we choose (b) as the structure of the hairpin based on our current scoring function. In order to improve our prediction algorithm we have to refine the scoring function.
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(b) is the proposed structure by the database. 
V. CONCLUSION
The experimental results show that MicroRNAfold outperforms the current leading prediction tools in terms of accuracies on Matthews coefficient ratio and Specificity. We consider the structure with the lowest score as the best structure. The predictive power of MicroRNAfold was evaluated in terms of input sequence lengths as well. Our model obtains the best performance when the length of the input sequence is average. In addition, we conducted experiments to assess the prediction performance with the different hairpin loop lengths. It seems that the model is ideal when the hairpin loop is of average length. If domain knowledge could be incorporated into our model it would improve the prediction a lot. Knowledge of secondary structure will provide enough structural constraints to the building of three-dimensional structure. In the future, we can consider building a 3D structure model based on the secondary structure prediction. 
