2.0
Scope -This procedure applies to Drug Chemistry at the Raleigh, Triad, and Western locations of the State Crime Laboratory.
Definitions
• Measurement -a process of experimentally obtaining one or more quantity values, typically of physical, chemical, or biological nature. Implies comparison of quantities.
• Metrology -the science of measurement.
• Measurand -the (unknown) quantity subject to measurement.
• Reference standard -measurement standard designated for the calibration of other measurement standards (reference standards or equipment) • Reference material -material sufficiently homogeneous and stable, with reference to specified properties, which has been established to be fit for its intended use in measurement or in examination of nominal properties.
• Measurement Traceability -an unbroken chain of comparisons (using acceptable and documented methods) to national or international standards (SI) with each comparison having stated uncertainties.
Equipment, Materials and Reagents

Equipment
• Section balances (individual, analytical, and bulk)
• Liquid Handling System • Headspace GC • Toxicology GC-MS • HPLC
Materials and Reagents
• Class A Reference Standard Weights • Primary Reference materials • Volumetric flasks • Class A Pipettes • Glassware
Procedure
Standards and Control
5.1.1
Class A Reference Standard weights shall be used for QC checks and to determine the Uncertainty of Measurement for section balances.
5.1.3
Primary reference materials, Class A pipettes, Class A volumetric flasks and graduated cylinders shall be used for Section Methamphetamine Quantitations via HPLC.
Section Balances
5.2.1
The process to determine the Uncertainty of Measurement for Section balances shall be conducted on a yearly basis for ten consecutive business days according to the procedure outlined below.
5.2.2
In order to determine uncertainty for balances, several factors must be taken into consideration. These factors include but are not limited to:
5.2.2.1
The uncertainty of the measuring instrument (expressed as C1) shall be obtained from the statement of uncertainty from the approved vendor's current Calibration Report.
• If the expanded uncertainty was reported on the certificate provided by the vendor, divide the expanded uncertainty value by the coverage factor K.
5.2.2.2
The uncertainty of the item being measured (expressed as C2) shall be obtained from the approved vendor's current Calibration Report for the Class A Reference Standard Weights.
5.2.2.3
The uncertainty of human/environmental influences (expressed as C3) shall be obtained from the data collection performed by the Forensic Scientists in the Drug Chemistry Sections of the North Carolina State Crime Laboratory on an annual basis.
5.2.2.3.1
These factors include, but are not limited to:
• Position and leveling of the balance • Position of weight on the balance pan
5.2.3
All common use balances (analytical and bulk) as well as all individual top loading balances currently being used for case analysis shall be included in the data collection.
5.2.4
A rotation list of Forensic Scientists shall ensure that multiple users contribute to the data collection of common use balances.
5.2.5
If a Forensic Scientist is out of the office for a partial day or partial week during the data collection period, a substitute Forensic Scientist shall collect data on that individual's balance. All copies of this document are uncontrolled when printed.
5.2.6
The monthly QC check shall be performed at the start of each work day in accordance with the Drug Chemistry Technical Procedure for Balances, but shall be documented with the replicate weight determinations.
5.2.7
In addition to the monthly QC check, each morning and afternoon three replicate weight determinations shall be obtained for two reference standard weights. The Forensic Scientist performing the determination shall record these values on a data collection sheet along with the identifier for each weight used.
5.2.7.1
The specific weights used for each type of balance will depend on certified reference weights at the respective laboratories.
5.2.8
The standard deviation of all occurrences for each weight on each balance shall be used.
Calculations
5.2.9.1
Data collection and data manipulation may be done in an Excel spreadsheet ("Determination of Uncertainty") due to the volume of data collected.
5.2.9.2
After completion of the data collection, the uncertainty of human/environmental influences (C3) shall be determined. The following equation shall be used to determine C3:
Where n = number of measurements
5.2.9.3
Combined Uncertainties (u)
5.2.9.3.1
In order to accurately reflect the total uncertainty from all of the contributing factors, the following equation shall be used to determine the combined uncertainty (u):
Where C1 = uncertainty of measuring device C2 = uncertainty of items being measured C3 = uncertainty of human/environmental influences
5.2.9.4
Expanded Uncertainties at 99.7 % Confidence Level (U)
5.2.9.4.1
In order to determine the expanded uncertainty (U), the combined uncertainty (u) shall be multiplied by a coverage factor (k) of 3, which states the uncertainty at a 99.7 % level of confidence.
U=ku
Where k = a coverage factor of 3 for a 99.7 % confidence level U final = √(U balance) 2 x N) which can be simplified to
Where:
U final = Final expanded uncertainty for the weighing process U balance = Expanded Uncertainty of the Balance N = Number of weighings 99.7 % Confidence Level using k=3 coverage factor and normal distribution
5.2.11.2
The expanded uncertainty for the weighing process for the type of balance used shall be reported with the results of reported net weights. The calculations shall be recorded in the case notes.
Top loading (individual) balances (lower range):
Net weight of material -XX.XX (+/-0.0X) grams
When the upper range of a top loading balance is triggered, the readout drops to the one tenths place. Yearly uncertainty calculations are based on the lower range; therefore, any evidence which triggers the upper range shall be weighed on a bulk balance. Net weight of material -XX.XXX (+/-0.XXX) kilograms 5.2.11.2.3.1 A notice shall be posted near the bulk balance stating the range for which the balance has been calibrated and certified for use, as needed.
5.2.11.2.4
Gross weights shall not require a reported uncertainty and shall be truncated to the 0.1 place or whole number.
Annual Secondary Reference Standard Weight Checks
5.2.12.1 During the month of September, the Section Balances Coordinator shall record the weights of the Section Primary and Secondary Reference Standard Weights. Identifiers for the weights and balances used shall also be documented.
5.2.12.2
The balances used shall be checked with the primary standard reference weights according to the monthly QC Check criteria listed in the Technical Procedure for Balances before the secondary weights are checked.
5.2.12.3
A successful recheck will require the weights recorded for the secondary reference standard weights agree with expected values within the expanded uncertainty measurement as stated on the annual balance calibration certificate of the balance used.
Alcohol/Acetone Concentration Determinations
5.3.1
The method to determine alcohol and/or acetone concentration is Headspace Gas Chromatography (HS-GC). This method is documented in the Technical Procedure for Headspace Gas Chromatography to Quantitate and Identify Volatiles in Liquids. The uncertainty budget for this procedure was prepared to establish the uncertainty associated with the determination of the concentration of ethanol, methanol, isopropanol, and acetone in blood, serum, urine, and liquor samples. While other volatiles (i.e., 1,1-difluoroethane) are identified by this process, they are identified qualitatively; therefore, they are outside the scope of this method.
5.3.2
The analyte concentration is calculated, through least squares regression of calibrator solutions, using the manufacturer's software. The software calculates both the slope and the intercept used to generate the equation of the line that will determine analyte concentration. The equations used are:
Analyte Conc. = (Area Ratio * slope + intercept)/ISTD conc.
Area Ratio = Sample peak area/ ISTD peak area
The calibration curve is a historical curve that is valid for up to three months. If a new lot of internal standard is prepared, a new calibration shall be performed. If maintenance is performed on the HS-GC that may significantly affect the calibration (e.g., new column, detector maintenance), a new calibration shall be performed.
5.3.3
The analytes are analyzed via HS-GC using an internal standard calibration method employing a 0.05 gram per 100 mL n-propanol internal standard solution. The calibration curve for all analytes consists of a 5 point curve with calibrators spaced between 0.010 gram per 100 mL and 0.500 gram per 100 mL. The correlation coefficient of the curve defined as R² must be greater than 0.995. Any concentration beyond this range is not within the scope of the current validated method. The Technical Procedure for Headspace Gas Chromatography to Quantitate and Identify Volatiles in Liquids also requires that four quality controls (0.015, 0.050, 0.100, and 0.400 gram per 100 mL) be analyzed with the calibration. The 0.050, 0.100, and 0.400 gram per 100 mL quality controls are certified reference material solutions. The 0.015 gram per 100 mL solution is prepared in-house. The calibration is valid if all quality control samples are within 0.004 for controls less than 0.080 and within 5 % of the expected concentration for controls greater than 0.080. Each run shall contain two of the certified reference material solutions to serve as positive controls. These shall meet the same acceptance criteria as the controls used to verify the calibration curve.
5.3.4
Analyte and Sampling
5.3.4.1
The analyte and sampling related factors that contribute to the overall process uncertainty considered in this evaluation were homogeneity, temperature, liquid handling system, matrix effects, reactivity, and partitioning.
Instrumental
5.3.5.1
The instrumental related factors that contribute to the overall process uncertainty considered in this evaluation were peak broadening, peak tailing, resolution, and flame ionization detector (FID).
Calibration
5.3.6.1
The calibration factors that contribute to the overall process uncertainty considered in this evaluation were peak area, calibration solutions, and linear regression.
Internal Standard
5.3.7.1
The internal standard concentration is a unique source of uncertainty. The n-propanol used in the preparation of the internal standard is greater than 99.5 % pure. The internal standard solution is prepared using Class A volumetric glassware and a calibrated analytical balance. Because the calibration is tied to the internal standard lot, all case samples will be analyzed using the same lot of internal standard that was used to calibrate the instrument.
5.3.7.2
The internal standard is subject to the same sources of uncertainty as the analytes. These sources of uncertainty are uniformly applied to both internal standard and analyte. As such, the use of an internal standard normalizes and minimizes these effects on uncertainty. 
5.3.8
All factors considered were reflected in the overall variance of replicate sample analysis (repeatability-Ethanol only) and quality control data (repeatability-Methanol, Acetone, Isopropanol and reproducibility-all analytes). These are the two major components of the overall process uncertainty.
Repeatability
5.3.9.1
Quadruplicate sample data for cases worked from September 2012 thru May 2013 were evaluated for mean and standard deviation. Only mean sample results between 0.01 and 0.50 were considered for analysis of variance. Based on the mean of the results, sample data was separated into incremental pools of 0.010 g/100 mL. The overall mean, standard deviation, relative standard deviation, and % CV of the pool was obtained. Mean relative standard deviation was obtained by linear regression analysis. The mean relative standard deviation was assumed to approximate the population mean relative standard deviation, and thus a coverage factor (k) of 3.0 was assumed to approximate the 99.73 % confidence interval. Analysis of quadruplicate sample data was assumed to be reflective of the total process repeatability. Sample regression was performed in Microsoft Excel.
5.3.9.2
For analytes other than ethanol, sample repeatability was estimated from analysis of certified reference material control data. Control results from the same period were analyzed for mean, standard deviation, and % CV using Microsoft Access and Microsoft Excel.
Control Chart Data
5.3.10.1 Certified reference material control data was also evaluated for mean recovery/accuracy (Rm) versus the expected value.
5.3.11
Overall process uncertainty was calculated by:
5.3.11.1
Ethanol process uncertainty = √ (((repeatability) 2 /√4) + (Rm) 2 )
5.3.11.2
Other analytes process uncertainty = √ (((repeatability) 2 ) + (Rm) 2 )
5.3.12
The expanded uncertainty was calculated by:
5.3.12.1 Expanded uncertainty (99.73 % CI) = 3 * process uncertainty
5.3.13
These values shall be updated annually by the Drug Chemistry Forensic Scientist Manager or his/her designee and used as directed in the Drug Chemistry SectionToxicology Unit Technical Procedure for Headspace Gas Chromatography to Quantitate and Identify Volatiles in Liquids.
Cannabinoid Quantitations
5.4.1
Currently being established. All copies of this document are uncontrolled when printed.
Methamphetamine Quantitations via HPLC
5.5.1
This method is used to determine the purity of methamphetamine as requested for certain solid drug cases undergoing federal prosecution. Quantitation of other target analytes is not within the scope of the current validated method. The method has been analyzed and tested to acquire data on the following sources of uncertainty: instrument uncertainty, uncertainty due to scientist technique, volumetric glassware uncertainty, balance uncertainty, and sample homogeneity.
Instrument Uncertainty
5.5.2.1
The HPLC is calibrated using an external calibration method on a five point calibration curve utilizing calibrators of methamphetamine. The correlation coefficient of the curve defined as R² must be better than 0.995. Policy requires that a new calibration curve be created with every run. Policy also requires that two quality controls (0.50 and 1.0 mg/mL) be analyzed with every run. The calibration is valid if both quality control samples are within +/-5 % of the expected concentration.
5.5.2.2
The linearity of the technique used for methamphetamine quantitation encompasses a range of 0.05-1.0 mg/mL. Any range beyond this is not within the scope of the current validated method.
5.5.2.3
The calibration standards used to make the calibrators are purchased through an approved vendor. The calibration requirements, as well as inhouse standard verification requirements, would reveal any deviations.
5.5.3
Homogeneity of the sample
5.5.3.1
This element is monitored by homogenizing all samples prior to analysis and by the use of quadruplicate measurements. The procedure for homogenizing a sample is outlined in the Technical Procedure for High Performance Liquid Chromatography. The Relative Percent Difference of the measurements must be below 3 % to ensure homogeneity. If the RPD is found to be greater than 3 %, the scientist shall prepare new sample solutions from the original homogenized powder.
Scientist Technique
5.5.4.1
Only scientists who have completed HPLC training shall perform HPLC quantitation to minimize the measurement uncertainty of the process. Control samples are analyzed in the same manner as the case samples with every run. The controls monitor the uncertainty contributions of the scientist, and include the uncertainty contributions from both balances and volumetric glassware.
5.5.5
Additional sources of uncertainty 
5.5.6
Overall process uncertainty 5.5.6.1 Fifty-five control samples were analyzed in the Western and Raleigh laboratories. The analysis of theses samples resulted in an average recovery of 101.11 % and a standard deviation of 1.76 %. At a 99.7 % confidence interval, z=3.0. The measurement uncertainty of the process is calculated by:
MU (process meth) = (Std dev (process) *(z-value @99.7%CI))/√4 = (1.76*3.00) /√4 = 2.65%
The overall process uncertainty of 2.65 % was rounded up to 3.0 % to provide a more conservative estimate of uncertainty.
5.5.7
Uncertainty re-evaluation
5.5.7.1
The overall process uncertainty shall be evaluated annually from control chart data and updated as needed. If the process uncertainty changes, the percentage shall be rounded up to the nearest whole number. 
Limitations -N/A
