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Abstract
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1 Introduction
There has been a surge of interest in discrete integrable systems in the last two decades (cf.
[1] and the references therein). Among variety of discrete integrable systems, quadrilateral
equations, equipped with multidimensional consistency [2–4], provide one of the simplest types
of integrable partial difference equations and are playing important roles in the research of
discrete integrable systems. Scaler multidimensional consistent quadrilateral equations were
classified with extra restrictions (affine linearity, D4 symmetry and tetrahedron property) and
the results are known as the Alder-Bobenko-Suris (ABS) list [5] in which equations are named
as Q4, Q3(δ), Q2, Q1(δ), A2, A1(δ), H3(δ), H2 and H1, where δ is a parameter. These
equations have been extended to multiquadratic case [6] in which the equations are labeled by
Q4∗, Q3∗(δ), etc.
Generic form of a quadrilateral equation is
Q(u, u˜, û, ̂˜u; p, q) = 0, (1)
where
u
.
= u(n,m)
.
= un,m, u˜
.
= un+1,m, û
.
= un,m+1, ̂˜u .= un+1,m+1, (2)
and p and q are respectively spacing parameters of n and m direction. If Eq.(1) is multidi-
mensional consistent, one can immediately write out its Ba¨cklund transformation (BT) of the
following form
Q(u, u˜, u, u˜; p, r) = 0, (3a)
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Q(u, u, û, û; r, q) = 0, (3b)
where u is viewed as a new solutions of Eq.(1) as well as a shift of u along the third direction
l (e.g. u
.
= un,m,l+1) and r is the spacing parameter of l direction. Such BTs are useful in
generating solutions to Eq.(1) (cf. [7–9]).
Addition formulae of periodic functions such as trigonometric functions and elliptic func-
tions can be considered as one-step shift relations. For example,
sin(α− β) = sin(α) cos(β)− cos(α) sin(β)
indicates a shift relation uU˜−u˜U = p if taking u = cos(α), U = sin(α), p = sin(a), α = an+bm
and β = α˜. Generic form of the above shift relation is
f(u,U, u˜, U˜ , p) = 0, (4a)
and symmetrically, we have
f(u,U, û, Û , q) = 0. (4b)
These two equations are considered as a solvable coupled system. Then compatibility is re-
quired. In principle, the compatibility w.r.t. U (i.e.
̂˜
U =
˜̂
U) leads to a quadrilateral equation
of u,
F (u, u˜, û, ̂˜u; p, q) = 0, (5)
while the compatibility w.r.t. u yields a quadrilateral equation of U ,
G(U, U˜ , Û ,
̂˜
U ; p, q) = 0. (6)
Eqs.(4), (5) and (6) compose a consistent triplet, in which (4) acts as a BT to connect (5) and
(6). Such triplets have been used as a main tool to construct rational solutions for a number
of quadrilateral equations [8].
In this paper, inspired by some addition formulae of trigonometric functions and elliptic
functions, we construct systems of the coupled form (4). Then, for each system by checking its
compatibility we find a consistent triplet that consists of two quadrilateral equations and their
BT in the form (4). Meanwhile, we obtain periodic solutions of the consistent triplet. All the
results we obtain in the paper are listed out at the end of the paper.
The paper is organized as follows. In Sec.2 addition formulae of trigonometric functions
are used to generate consistent triplets and their period solutions in terms of trigonometric
functions. Then, in a similar manner in Sec.3 we obtain elliptic function solutions for some
quadrilateral equations by using addition formulae of elliptic functions. Finally Sec.4 consists
of conclusion and discussion.
2 Cases of trigonometric functions
Addition formulae of trigonometric functions of our interests in the paper are the following,
sin(α± β) = sin(α) cos(β)± cos(α) sin(β), (7a)
cos(α± β) = cos(α) cos(β)∓ sin(α) sin(β), (7b)
sin(2α) ± sin(2β) = 2 sin(α± β) cos(α∓ β), (7c)
cos(2α) + cos(2β) = 2 cos(α+ β) cos(α− β), (7d)
2
cos(2α) − cos(2β) = −2 sin(α+ β) sin(α− β), (7e)
tan(α)± tan(β) =
sin(α± β)
cos(α) cos(β)
, (7f)
cot(α)± cot(β) = ±
sin(α± β)
sin(α) sin(β)
. (7g)
To connect them with discrete equations, throughout this paper we assume
α = an+ bm+ α0, β = α˜, γ = α̂, (8)
i.e. β and γ are respectively one-step shift of α along n and m-direction. In the following, let
us investigate these addition formulae case by case, and show how these formulae paly roles in
constructing quadrilateral equations and their solutions.
2.1 (7a)
Consider formula (7a) and its counterpart in m-direction,
sin(α− β) = sin(α) cos(β)− cos(α) sin(β), (9a)
sin(α− γ) = sin(α) cos(γ)− cos(α) sin(γ). (9b)
Defining
u = cos(α), U = sin(α), p = sin(a), q = sin(b), (10)
then (9) is written as
p = uU˜ − Uu˜, (11a)
q = uÛ − Uû, (11b)
which is considered as a more general coupled system that admits more solutions than (10).
After checking compatibility ˜̂u = ̂˜u one finds U must satisfy equation
p(UU˜ − Û
̂˜
U)− q(UÛ − U˜
̂˜
U) = 0, (12)
which is known as the lattice potential modified Korteweg-de Vries (lpmKdV) equation. Since
u and U are symmetrically placed in (11), the compatibility
˜̂
U =
̂˜
U yields another lpmKdV
equation
p(uu˜− û̂˜u)− q(uû− u˜̂˜u) = 0. (13)
Thus, (11), (12) and (13) compose a consistent triplet in which (11) serves as an auto-BT for
the lpmKdV equation. Obvious, (10) provides trigonometric function solutions and p and q are
parameterised spacing parameters. Note that transformation U → U + ku keeps system (11)
unchanged, which means linear combinations of u,U are still solutions to the lpmKdV equation
provided u,U satisfy (11) simultaneously. In particularly when u = cos(α), U = sin(α) the
combination provides a scaling and phase shift for the previous solutions.
Next, let us introduce a variable w by
w = U/u. (14)
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Following that (11) becomes
p = uu˜(w˜ − w), (15a)
q = uû(ŵ − w), (15b)
which is a deformation of (11). Consistent triplet resulting from (11) yields the lpmKdV
equation (13) and
p2(w − ŵ)(w˜ − ̂˜w)− q2(w − w˜)(ŵ − ̂˜w) = 0, (16)
which is the cross-ratio equation (also known as Q1(0; p2, q2) equation in the ABS list). As a
result, w = tan(α) gives a solution to the above Q1(0) equation with (p, q) parameterized in
(10).
We can also get a Lax pair for the lpmKdV equation from its BT (11). To achieve that,
introduce variable
z = uU, (17)
from which (11) is written as
puu˜ = u2z˜ − u˜2z, (18a)
quû = u2ẑ − û2z. (18b)
It can be linearized by introducing z = f
λg
, i.e.
f˜
g˜
=
p−1fu˜/u+ λg
p−1gu/u˜
,
f̂
ĝ
=
q−1fû/u+ λg
q−1gu/û
,
which leads to a pair of linear problems
φ˜ = Lφ, φ̂ =Mφ (19)
where
φ =
(
f
g
)
, L =
(
p−1u˜/u λ
0 p−1u/u˜
)
, M =
(
q−1û/u λ
0 q−1u/û
)
.
This is a Lax pair of the lpmKdV equation (13), which is used in [10] to derive solutions for
the equation. Note that λ is a fake spectral parameter as it can be removed by simple gauge
transformation.
Besides, by direct calculation we can find system (18) provides a BT between the lpmKdV
equation (13) and H3*(δ;P,Q) equation (cf. [6]):
(P −Q)
[
P (zẑ − z˜̂˜z)2 −Q(zz˜ − ẑ̂˜z)2]
+ (z − ̂˜z)(z˜ − ẑ) [(z − ̂˜z)(z˜ − ẑ)PQ− 4δ2(P −Q)] = 0, (20)
where P = 4/p2, Q = 4/q2, δ = 1. In addition, eliminating U from (14) and (17), we get
u2 = z/w,
from which (15) yields
p2ww˜ = zz˜(w˜ − w)2, (21a)
q2wŵ = zẑ(ŵ − w)2, (21b)
which gives a BT between Q1(0; p2, q2) and H3*(1;P,Q) equation.
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2.2 (7b)
Come to (7b). We consider
cos(α− β) = cos(α) cos(β) + sin(α) sin(β), (22a)
cos(α− γ) = cos(α) cos(γ) + sin(α) sin(γ), (22b)
and define
u = cos(α), U = sin(α), δp = − cos(a), δq = − cos(b). (23)
It then follows from (22) that
−δp = uu˜+ UU˜, (24a)
−δq = uû+ UÛ, (24b)
which provides an auto-BT for H3(δ) equation,
p(uu˜+ û̂˜u)− q(uû+ u˜̂˜u) + δ(p2 − q2) = 0, (25a)
p(UU˜ + Û
̂˜
U)− q(UÛ + U˜
̂˜
U) + δ(p2 − q2) = 0. (25b)
(24) and (25) constitutes a consistent triplet.
Moreover, substituting (14) into system (24) yields
−δp = uu˜(1 + ww˜), (26a)
−δq = uû(1 + wŵ). (26b)
Compatibility of w and u respectively lead the H3(δ) equation (25a) and equation
p2(1 + wŵ)(1 + w˜ ̂˜w) = q2(1 + ww˜)(1 + ŵ ̂˜w), (27)
which can be transformed to Q1(0) equation (16) by w → (−1)n+mw(−1)
n+m
. Consequently
w = tan(α) solves Eq.(27) with (p, q) parameterised as in (23).
Again, substituting (17) into system (24) leads to
(δp + uu˜)uu˜ = −zz˜, (28a)
(δq + uû)uû = −zẑ, (28b)
which is a BT between H3(δ) equation (25a) and H3*(δ) equation (20) with P = −4/p2, Q =
−4/q2. Consequently z = sin(2α)/2 solves (20) with P = −4δ2 sec2(a), Q = −4δ2 sec2(b).
Besides, relation between variables z and w, which is
δ2p2ww˜ = zz˜(1 + ww˜)2, (29a)
δ2q2wŵ = zẑ(1 + wŵ)2, (29b)
provides a BT between equation (27) and (20) .
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2.3 (7c)
2.3.1 Case (I)
Consider
sin(2α) + sin(2β) = 2 sin(α+ β) cos(α− β), (30a)
sin(2α) + sin(2γ) = 2 sin(α+ γ) cos(α− γ), (30b)
and define
u = sin(α), U = cos(α), p = cos(a), q = cos(b). (31)
Making use of double-angle formula sin(2α) = 2 sin(α) cos(2α), system (30) yields
uU + u˜U˜ = p(uU˜ + Uu˜), (32a)
uU + ûÛ = q(uÛ + Uû), (32b)
in which u and U appear symmetrically. The compatibility
˜̂
U =
̂˜
U leads to
(û˜u− u˜û)[p(1− q2)(uû+ u˜̂˜u)− q(1− p2)(uu˜+ û̂˜u)− (p2 − q2)(u˜û+ û˜u)] = 0.
Thus, if û˜u 6= u˜û, (32) provides an auto-BT for Q3(0) equation
p(1− q2)(uû+ u˜̂˜u)− q(1− p2)(uu˜+ û̂˜u)− (p2 − q2)(u˜û+ û˜u) = 0. (33)
As a result, both u = sin(α) and u = cos(α) solve Q3(0) equation (33).
Introducing z by (17) and rewriting (32) in terms of (u, z) as
p(u2z˜ + u˜2z) = uu˜(z + z˜), (34a)
q(u2ẑ + û2z) = uû(z + ẑ), (34b)
the compatibility of u leads that z satisfies Q3*(0) equation (cf. [6])
(P −Q)[P (zz˜ − ẑ̂˜z)2 −Q(zẑ − z˜̂˜z)2]
+ (z − ̂˜z)(z˜ − ẑ) [(z − ̂˜z)(z˜ − ẑ)(PQ− 1)− 2(P −Q)(ẑ˜z + z˜ẑ)] = 0, (35)
with P = 2p2 − 1, Q = 2q2 − 1. Thus (34) can be regarded as a BT for Q3(0) and Q3*(0)
equation. Then z = sin(2α)/2 solves Q3*(0) equation with P = cos(2a), Q = cos(2b).
With (14) system (32) is deformed as
puu˜(w + w˜) = u2w + u˜2w˜, (36a)
quû(w + ŵ) = u2w + û2ŵ. (36b)
One can check that this is a BT between Q3(0) equation (33) and Q3*(0) equation (35) with
parameters P = 2p−2− 1, Q = 2q−2− 1. Hence both w = tan(α) and w = cot(α) are solutions
of Q3*(0) equation (35) with P = 2 sec(a)2− 1, Q = 2 sec(b)2− 1. In fact, it is also easy to see
w → z−1, p→ p−1, q → q−1 (37)
brings BT (36) to BT (34).
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Similar to (21), from (36) and (34) we can get
p2zz˜(w + w˜)2 = ww˜(z + z˜)2, (38a)
q2zẑ(w + ŵ)2 = wŵ(z + ẑ)2, (38b)
which is an auto-BT for Q3*(0) equation.
Using the relation between Q3(0) and A2 equation in the ABS list, the above results can
be transformed to those of A2 equation. These results are: with
u = (sin(α))(−1)
n+m
, U = (cos(α))(−1)
n+m+1
system (30) indicates relation
uu˜+ UU˜ = p(1 + uu˜UU˜), (39a)
uû+ UÛ = q(1 + uûUÛ), (39b)
which turns out to be an auto-BT for A2 equation
p(1− q2)(uu˜+ û̂˜u)− q(1− p2)(uû+ u˜̂˜u)− (p2 − q2)(1 + uu˜û̂˜u) = 0, (40)
which admits solutions u = (sin(α))(−1)
n+m
and u = (cos(α))(−1)
n+m
; with (17) system (39) is
written as
uu˜+
zz˜
uu˜
= p(1 + zz˜), (41a)
uû+
zẑ
uû
= q(1 + zẑ), (41b)
which shows a connection between A2 equation (40) and A2* equation (cf. [6])
(P −Q)
[
P (zẑ − z˜̂˜z)2 −Q(zz˜ − ẑ̂˜z)2]
+ (z − ̂˜z)(z˜ − ẑ) [(z − ̂˜z)(z˜ − ẑ)(PQ− 1) + 2(P −Q)(1 + zz˜ẑ̂˜z)] = 0, (42)
where P = 2p−2 − 1, Q = 2q−2 − 1, and hence z = (tan(α))(−1)
n+m
solves A2* equation with
P = 2 sec(a)2 − 1, Q = 2 sec(b)2 − 1; similarly, through (14), system (39) is deformed as
uu˜(1 + ww˜) = p(1 + u2u˜2ww˜), (43a)
uû(1 + wŵ) = q(1 + u2û2wŵ), (43b)
which is a BT for A2 and A2* equation where P = 2p2 − 1, Q = 2q2 − 1, and therefore w =
(sin(2α)/2)(−1)
n+m
solves A2* equation with P = cos(2a), Q = cos(2b). Also transformation
(37) establishes the relation for BT (41) and (43). In addition, system
zz˜(1 +ww˜)2 = p2ww˜(1 + zz˜)2, (44a)
zẑ(1 +wŵ)2 = q2wŵ(1 + zẑ)2 (44b)
gives an auto-BT for A2* equation.
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2.3.2 Case (II)
For formulae
sin(2α) − sin(2β) = 2 sin(α− β) cos(α+ β), (45a)
sin(2α) − sin(2γ) = 2 sin(α− γ) cos(α+ γ), (45b)
we suppose
u = sin(α), U = cos(α), p = sin(a), q = sin(b).
It then gives
uU − u˜U˜ = p(uu˜− UU˜), (46a)
uU − ûÛ = q(uû− UÛ), (46b)
which is an auto-BT for the lpmKdV equation (12) and (13).
Via (17) the above system is deformed into
z − z˜ = p(uu˜−
zz˜
uu˜
), (47a)
z − ẑ = q(uû−
zẑ
uû
), (47b)
which is a BT for lpmKdV equation (13) and Q3*(0) equation (35) with P = 1−2p2, Q = 1−2q2;
while via (14), system (46) is written as
u2w − u˜2w˜ = puu˜(1− ww˜), (48a)
u2w − û2ŵ = quû(1−wŵ), (48b)
which turns out to be a BT for the lpmKdV equation (13) and A2* equation (42) with P =
1− 2p−2, Q = 1− 2q−2. The (z, w) system obtained from (47) and (48),
(z − z˜)2ww˜ = p2zz˜(1−ww˜)2, (49a)
(z − ẑ)2wŵ = q2zẑ(1− wŵ)2, (49b)
provides a BT for A2* equation and Q3*(0) equation. As a result sin(2α)/2 solves Q3*(0) equa-
tion with P = cos(2a), Q = cos(2b) and cot(α) solves A2* equation with P = 1− 2csc2(a), Q =
1− 2csc2(b).
A second parametrisation of (45) is
u = − sin(2α)/2, U = tan(α), p = sin2(a), q = sin2(b).
In this case (45) yields
u˜− u =
p(UU˜ − 1)
U˜ − U
, (50a)
û− u =
q(UÛ − 1)
Û − U
, (50b)
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which acts as a BT for Q1(1) equation
p(u− û)(u˜− ̂˜u)− q(u− u˜)(û− ̂˜u) + pq(p− q) = 0 (51)
and Q1(0) equation of u.
A third choice,
u =
1
4
[sin(2α) − (sin(2a)n + sin(2b)m)] , U = tan(α), p = sin2(a), q = sin2(b),
brings system (45) to
u˜− u =
−pUU˜
U˜ − U
, (52a)
û− u =
−qUÛ
Û − U
, (52b)
which is an auto-BT for Q1(0) equation. Meanwhile, taking w = u/U the BT (52) leads to
U˜ w˜ − Uw =
−pUU˜
U˜ − U
, (53a)
Û ŵ − Uw =
−qUÛ
Û − U
, (53b)
which is a BT for Q1(0) equation of U and Q2* equation
(p− q)[p(ww˜ − ŵ ̂˜w)(w + w˜ − ŵ − ̂˜w)− q(wŵ − w˜ ̂˜w)(w − w˜ + ŵ − ̂˜w)]
+ (w − ̂˜w)(w˜ − ŵ) [p(w − ŵ)(w˜ − ̂˜w)− q(w − w˜)(ŵ − ̂˜w)− pq(p− q)] = 0. (54)
Hence
w =
1
4 tan(α)
[sin(2α) − (sin(2a)n + sin(2b)m)]
solves Q2* equation (54).
One more choice is
u = −
1
4
[sin(2α) − (sin(2a)n + sin(2b)m)] , U = sin(α), p = sin(a), q = sin(b),
which brings (45) to
u˜− u = pUU˜, (55a)
û− u = qUÛ , (55b)
which gives a BT for Q1(0; p2, q2) equation (16) of u and lpmKdV equation (12). Again
considering w = u/U , system (55) leads to
w˜U˜ − wU = pUU˜, (56a)
ŵÛ − wU = qUÛ , (56b)
which gives an auto-BT for the lpmKdV equation. Then function
w = −
1
4 sin(α)
[sin(2α)− (sin(2a)n + sin(2b)m)]
solves the lpmKdV equation. Note that (55) played a pivot role in [8] to generate a series of
rational solutions for some ABS equations.
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2.4 (7d)
From formula (7d), we have
cos(2α) + cos(2β) = 2 cos(α+ β) cos(α− β), (57a)
cos(2α) + cos(2γ) = 2 cos(α+ γ) cos(α− γ). (57b)
Employing
u =
cos(2α)
−4δ
, U = cos(α), δp = − cos(a), δq = − cos(b),
system (57) leads to
u+ u˜−
δ
2
p2 = pUU˜, (58a)
u+ û−
δ
2
q2 = qUÛ , (58b)
which can be regarded as a BT for H3(δ) equation (25b) and A1(δ) equation
P (u+ û)(u˜+ ̂˜u)−Q(u+ u˜)(û+ ̂˜u)− δ2PQ(P −Q) = 0
where P = p2/2, Q = q2/2.
In addition, from system (57) and relation cos(2α) = 2 cos2(α)− 1, parametrisation
u = cos(α), U = sin(α), p = cos(a), q = cos(b)
leads to
u2 + u˜2 − 1 = p(uu˜− UU˜), (59a)
u2 + û2 − 1 = q(uû− UÛ). (59b)
From the compatibility of U in (59), we derive a u equation
q2(u2 + u˜2 − 1− puu˜)(û2 + ̂˜u2 − 1− pû̂˜u) = p2(u2 + û2 − 1− quû)(u˜2 + ̂˜u2 − 1− qu˜̂˜u), (60)
which is not included in the multi-quadratic equations given in [6]. Note that we do not have
an explicit equation for U .
2.5 (7e)
Now we consider
cos(2α) − cos(2β) = −2 sin(α+ β) sin(α− β), (61a)
cos(2α) − cos(2γ) = −2 sin(α+ γ) sin(α− γ). (61b)
By
u = cos(α), U = sin(α), p = sin(a), q = sin(b),
system (61) yields
u2 − u˜2 = p(Uu˜+ uU˜), (62a)
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u2 − û2 = q(Uû+ uÛ) (62b)
of which the compatibility
˜̂
U =
̂˜
U leads to
(û˜u+ u˜û)[p(uu˜− û̂˜u)− q(uû− u˜̂˜u)] = 0, (63)
which is the lpmKdV equation multiplied by the term û˜u+ u˜û. Since system (62) is linear in
terms of U , it can be viewed as a weak Lax pair (cf. [11]) for the lpmKdV equation. u = cos(α)
provides a solution for the lpmKdV equation as û˜u+ u˜û 6= 0. Note that we can not eliminate
variable u to have a neat form for equation of U .
Besides, (62) with (14) is written as
u2 − u˜2 = puu˜(w + w˜), (64a)
u2 − û2 = puû(w + ŵ), (64b)
which is a BT connecting solutions between the lpmKdV equation (13) and A1* equation
(P −Q)
[
P (w − w˜ + ŵ − ̂˜w)2 −Q(w − ŵ + w˜ − ̂˜w)2]
+ 4(w − ̂˜w)(w˜ − ŵ) [P (w + ŵ)(w˜ + ̂˜w)−Q(w + w˜)(ŵ + ̂˜w)] = 0, (65)
where P = −4p−2, Q = −4q−2. Hence we have a solution w = tan(α) for A1* equation (65)
with P = −4 csc2(a), Q = −4 csc2(b). Further, with
u = (in+mv)(−1)
n+m
, p = 2ip′−1, q = 2iq′−1, i2 = −1
BT (64) turns out to be
(v2v˜2 + 1)p′ = 2vv˜(w + w˜), (66a)
(v2v̂2 + 1)q′ = 2vv̂(w + ŵ) (66b)
which is a BT for H3(0; p′, q′) equation
p′(vv˜ + v̂̂˜v)− q′(vv̂ + v˜̂˜v) = 0 (67)
and A1* equation (65).
2.6 (7f) (or (7g))
As for formula (7f) (or (7g)) and its (γ, ̂) counterpart, it is interesting to observe that
parametrisation
u = tan(α), U = sec(α), p = sin(a), q = sin(b)
brings us system (55), which means we can then share those results related to (55).
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3 Cases of elliptic functions
3.1 Jacobi elliptic functions
Jacobi elliptic function s = sn(z, k) is defined by elliptic integration
z =
∫ s
0
dt√
(1− t2)(1− k2t2)
where the parameter k is called modulus, and we note that s satisfies the first order differential
equation
s′2 = (1− s2)(1 − k2s2)
where s′ = ∂s
∂z
. Taking a limit k → 0, the sn-function reduces to the sine function. Jacobi’s sn,
cn and dn-function are related by
cn2(z) + sn2(z) = 1,
dn2(z) + k2sn2(z) = 1,
sn′(z) = cn(z)dn(z),
where we have dropped off k without any confusion.
Consider
sn(α− β) =
sn2(α)− sn2(β)
sn(α)cn(β)dn(β) + sn(β)cn(α)dn(α)
, (68a)
sn(α− γ) =
sn2(α)− sn2(γ)
sn(α)cn(γ)dn(γ) + sn(γ)cn(α)dn(α)
. (68b)
Taking
u = sn(α), U = cn(α)dn(α), p = sn(a), q = sn(b),
from (68) we can obtain system (62) and further via (14) we obtain (64). Consequently function
u = sn(α) provides a solution to the lpmKdV equation (12) and w = cn(α)dn(α)sn(α) solves A1*
equation (65) with parameters P = −4sn−2(a), Q = −4sn−2(b).
Next, let us consider
cn(α− β) =
sn(α)cn(α)dn(β) + sn(β)cn(β)dn(α)
sn(α)cn(β)dn(β) + sn(β)cn(α)dn(α)
, (69a)
cn(α− γ) =
sn(α)cn(α)dn(γ) + sn(γ)cn(γ)dn(α)
sn(α)cn(γ)dn(γ) + sn(γ)cn(α)dn(α)
. (69b)
With
u = cn(α), U =
sn(α)
dn(α)
, p = cn(a), q = cn(b)
(69) yields the system (32) in Sec.2.3.1, Thus we can have results parallel to Sec.2.3.1. which
will be listed in Table 2.
Now we come to
dn(α− β) =
sn(α)cn(β)dn(α) + sn(β)cn(α)dn(β)
sn(α)cn(β)dn(β) + sn(β)cn(α)dn(α)
, (70a)
12
dn(α− γ) =
sn(α)cn(γ)dn(α) + sn(γ)cn(α)dn(γ)
sn(α)cn(γ)dn(γ) + sn(γ)cn(α)dn(α)
. (70b)
With
u = dn(α), U =
sn(α)
cn(α)
, p = dn(a), q = dn(b),
(70) is converted to (32) as well, which means (70) also leads to the results parallel to Sec.2.3.1.
Again, we leave these results in Table 2.
3.2 Weierstrass ℘ function
Addition formula of the Weierstrass elliptic ℘ function is
℘(α) + ℘(β) + ℘(α− β) =
1
4
(
℘′(α) + ℘′(β)
℘(α)− ℘(β)
)2
, (71a)
℘(α) + ℘(γ) + ℘(α− γ) =
1
4
(
℘′(α) + ℘′(γ)
℘(α)− ℘(γ)
)2
. (71b)
Introducing
u = ℘(α) U = ℘′(α), p = ℘(a), q = ℘(b), (72)
system (71) yields
u+ u˜+ p =
1
4
(
U + U˜
u− u˜
)2
, (73a)
u+ û+ q =
1
4
(
U + Û
u− û
)2
, (73b)
from which eliminating U we find u = ℘(α) satisfies H2* equation (cf. [6])
(p− q)
[
p(u− u˜+ û− ̂˜u)2 − q(u− û+ u˜− ̂˜u)2]
+ (u− ̂˜u)(u˜− û) [(u− ̂˜u)(u˜− û)− 2(p− q)(u+ u˜+ û+ ̂˜u)] = 0. (74)
Another verion of addition formula of ℘ function presented in terms of Weierstrass ζ function
is
℘(α) + ℘(β) + ℘(α− β) = (ζ(α)− ζ(β)− ζ(α− β))2, (75a)
℘(α) + ℘(γ) + ℘(α− γ) = (ζ(α)− ζ(γ)− ζ(α− γ))2. (75b)
In this turn we introduce
u = ℘(α), U = ζ(α)− nζ(a)−mζ(b), p = ℘(a), q = ℘(b), (76)
and system (71) yields
u+ u˜+ p = (U − U˜)2, (77a)
u+ û+ q = (U − Û)2, (77b)
which provides a BT between H2* equation (74) and H1 equation (i.e. the lpKdV)
(U −
̂˜
U)(Û − U˜) = p− q. (78)
Note that U in (76) was first presented in [12] as a background solution of the lpKdV equation.
13
4 Conclusion and discussion
In this paper we have shown that addition formulae of many trigonometric functions and elliptic
functions are extended to 2-component systems of the form (4); considering solvability of (4)
one can derive a quadrilateral equation (5) which appears as a compatibility of U in (4) and
a quadrilateral equation (6) which appears as a compatibility of u in (4). In this sense (4),
(5) and (6) compose a consistent triplet in which (4) act as a BT to connect two equations
(5) and (6). Once a BT is obtained, it seems that the tricks of introducing w by (14) and z
by (17) works in deriving more BTs. Most of the BTs obtained from addition formulae (7) in
this paper are already found in [6, 8, 13] from other approaches, which means these addition
formulae of trigonometric functions reveal more general relations than the formulae themselves.
The reason behind this fact might be the following: sin and cos functions can be viewed as
alternative forms of discrete plain wave factors which are usually in the form
(
a+k
a−k
)n( b+k
b−k
)m
for quadrilateral equations.
We list out all trigonometric solutions we obtained, together with the related BTs, in Table
1, and elliptic solutions in Table 2. In these tables spacing parameters Pi and Qi are defined
as the following,
P1 = p
2, Q1 = q
2,
P2 = 4p
−2, Q2 = 4q
−2,
P3 = 2p
2 − 1, Q3 = 2q
2 − 1,
P4 = 2p
−2 − 1, Q4 = 2q
−2 − 1.
For those equations in which spacing parameters are not indicated, we mean they are p and q.
Some solutions are same due to properties of trigonometric and elliptic functions. For example,
replacing α0 in (8) by α0+
pi
2 , then sin(α) is replaced by cos(α). One more, replacing α0 in (8)
by α0 +K where K =
∫ 1
0
dt√
1−t2
√
1−k2t2 , then sn(α) can be replaced by
cn(α)
dn(α) , which means if
sn(α) solves the lpmKdV equation, so does cn(α)dn(α) . Note also that trigonometric solutions can
be converted to nonperiodic ones expressed in terms of hyperbolic functions.
One can also define a (N,M)-periodic quadrilateral equation. For example, the lpmKdV
equation (13) with u(n,m) = u(n+ lN,m+ kM), (l, k ∈ Z) and p = sin(α), q = cos(α). The
equation has a solution u = sin(α) where a = 2pi
N
, b = 2pi
M
. The solution u = sn(α) enables one
to consider the lpmKdV equation on a complex plane with double complex periods. Besides,
we are also interested in what soliton solutions and high order periodic solutions are connected
to these periodic solutions as background (seed) solutions. This will be investigated in the
future research.
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No. BT u-equation U -equation parametrisation solutions
1 uU˜ − Uu˜ = p lpmKdV lpmKdV p = sin(a), q = sin(b) u = cos(α), U = sin(α)
2 uu˜(U˜ − U) = p lpmKdV Q1(0;P1, Q1) p = sin(a), q = sin(b) u = cos(α), U = tan(α)
3 u2U˜ − u˜2U = puu˜ lpmKdV H3*(δ = 1;P2, Q2) p = sin(a), q = sin(b) u = cos(α), U = sin(2α)/2
4 uu˜+ UU˜ = −δp H3(δ) H3(δ) δp = − cos(a), δq = − cos(b) u = cos(α), U = sin(α)
5 uu˜(1 + UU˜) = −δp H3(δ) (27) δp = − cos(a), δq = − cos(b) u = cos(α), U = tan(α)
6 (δp+ uu˜)uu˜ = −UU˜ H3(δ) H3*(δ;−P2,−Q2) δp = − cos(a), δq = − cos(b) u = cos(α), U = sin(2α)/2
7 UU˜(1 + uu˜)2 = δ2p2uu˜ (27) H3*(δ;−P2,−Q2) δp = − cos(a), δq = − cos(b) u = tan(α), U = sin(2α)/2
8 uU + u˜U˜ = p(uU˜ + Uu˜) Q3(0) Q3(0) p = cos(a), q = cos(b) u = sin(α), U = cos(α)
9 uu˜(U + U˜) = p(u2U˜ + u˜2U) Q3(0) Q3*(0;P3, Q3) p = cos(a), q = cos(b) u = sin(α), U = sin(2α)/2
10 puu˜(U + U˜) = u2U + u˜2U˜ Q3(0) Q3*(0;P4, Q4) p = cos(a), q = cos(b) u = sin(α), U = cot(α)
11 p2uu˜(U + U˜)2 = UU˜(u+ u˜)2 Q3*(0;P3, Q3) Q3*(0;P4, Q4) p = cos(a), q = cos(b) u = sin(2α)/2, U = cot(α)
12 uu˜+ UU˜ = p(1 + uu˜UU˜) A2 A2 p = cos(a), q = cos(b) u = (sin(α))(−1)
n+m
U = (cos(α))(−1)
n+m+1
13 uu˜+ UU˜
uu˜
= p(1 + UU˜) A2 A2*(P4, Q4) p = cos(a), q = cos(b) u = (sin(α))
(−1)n+m
U = (tan(α))(−1)
n+m
14 uu˜(1 + UU˜) = p(1 + u2u˜2UU˜) A2 A2*(P3, Q3) p = cos(a), q = cos(b) u = (sin(α))
(−1)n+m
U = (sin(2α)/2)(−1)
n+m+1
15 uu˜(1 + UU˜)2 = p2UU˜(1 + uu˜)2 A2*(P4, Q4) A2*(P3, Q3) p = cos(a), q = cos(b) u = (tan(α))
(−1)n+m
U = (sin(2α)/2)(−1)
n+m+1
Table 1. BTs with trigonometric functions.
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No. BT u-equation U -equation parametrisation solutions
16 uU − u˜U˜ = p(uu˜− UU˜) lpmKdV lpmKdV p = sin(a), q = sin(b) u = sin(α), U = cos(α)
17 U − U˜ = p(uu˜− UU˜
uu˜
) lpmKdV Q3*(0;−P3,−Q3) p = sin(a), q = sin(b) u = sin(α), U = sin(2α)/2
18 u2U − u˜2U˜ = puu˜(1− UU˜) lpmKdV A2*(−P4,−Q4) p = sin(a), q = sin(b) u = sin(α), U = cot(2α)
19 (u− u˜)2UU˜ = p2uu˜(1− UU˜)2 Q3*(0;−P3,−Q3) A2*(−P4,−Q4) p = sin(a), q = sin(b) u = sin(2α)/2, U = cot(2α)
20 u˜− u = p(UU˜−1)
U˜−U
Q1(1) Q1(0) p = sin2(a), q = sin2(b) u = − sin(2α)/2, U = tan(α)
21 u˜− u = −pUU˜
U˜−U
Q1(0) Q1(0) p = sin2(a), q = sin2(b) u = sin(2α)−(sin(2a)n+sin(2b)m)4 ,
U = tan(α)
22 U˜ u˜− Uu = −pUU˜
U˜−U
Q2* Q1(0) p = sin2(a), q = sin2(b) u = sin(2α)−(sin(2a)n+sin(2b)m)4 tan(α) ,
U = tan(α)
23 u˜− u = pUU˜ Q1(0;P1, Q1) lpmKdV p = sin(a), q = sin(b) u = −
sin(2α)−sin(2a)n−sin(2b)m
4 ,
U = sin(α)
u = tan(α), U = sec(α)
24 u˜U˜ − uU = pUU˜ lpmKdV lpmKdV p = sin(a), q = sin(b) u = − sin(2α)−sin(2a)n−sin(2b)m4 sin(α) ,
U = sin(α)
25 u+ u˜− δ2p
2 = pUU˜ A1(δ;P1/2, Q1/2) H3(δ) δp = − cos(a), u =
cos(2α)
−4δ , U = cos(α)
δq = − cos(b)
26 u2 − u˜2 = puu˜(U + U˜) lpmKdV A1*(δ;−P2,−Q2) p = sin(a), q = sin(b) u = cos(α), U = tan(α)
Table 1. Continue.
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No. BT u-equation U -equation parametrisation solutions
1 uU + u˜U˜ = p(uU˜ + Uu˜) Q3(0) Q3(0) p = cn(a), q = cn(b) u = cn(α), U = sn(α)dn(α)
p = dn(a), q = dn(b) u = dn(α), U = sn(α)cn(α)
2 uu˜(U + U˜) = p(u2U˜ + u˜2U) Q3(0) Q3*(0;P3, Q3) p = cn(a), q = cn(b) u = cn(α), U =
cn(α)sn(α)
dn(α)
p = dn(a), q = dn(b) u = dn(α), U = sn(α)dn(α)cn(α)
3 puu˜(U + U˜) = u2U + u˜2U˜ Q3(0) Q3*(0;P4, Q4) p = cn(a), q = cn(b) u = cn(α), U =
sn(α)
dn(α)cn(α)
p = dn(a), q = dn(b) u = dn(α), U = sn(α)cn(α)dn(α)
4 p2uu˜(U + U˜)2 = UU˜(u+ u˜)2 Q3*(0;P3, Q3) Q3*(0;P4, Q4) p = cn(a), q = cn(b) u =
cn(α)sn(α)
dn(α) , U =
sn(α)
dn(α)cn(α)
p = dn(a), q = dn(b) u = sn(α)dn(α)cn(α) , U =
sn(α)
cn(α)dn(α)
5 uu˜+ UU˜ = p(1 + uu˜UU˜) A2 A2 p = cn(a), q = cn(b) u = (cn(α))(−1)
n+m
,
U =
(
sn(α)
dn(α)
)(−1)n+m+1
p = dn(a), q = dn(b) u = (dn(α))(−1)
n+m
,
U =
(
sn(α)
cn(α)
)(−1)n+m+1
6 uu˜+ UU˜
uu˜
= p(1 + UU˜) A2 A2*(P4, Q4) p = cn(a), q = cn(b) u = (cn(α))
(−1)n+m ,
U =
(
cn(α)dn(α)
sn(α)
)(−1)n+m
p = dn(a), q = dn(b) u = (dn(α))(−1)
n+m
,
U =
(
cn(α)dn(α)
sn(α)
)(−1)n+m
Table 2. BTs with elliptic functions.
17
No. BT u-equation U -equation parametrisation solutions
7 uu˜(1 + UU˜) = p(1 + u2u˜2UU˜) A2 A2*(P3, Q3) p = cn(a), q = cn(b) u = (cn(α))
(−1)n+m ,
U =
(
sn(α)cn(α)
dn(α)
)(−1)n+m+1
p = dn(a), q = dn(b) u = (dn(α))(−1)
n+m
,
U =
(
sn(α)dn(α)
cn(α)
)(−1)n+m+1
8 uu˜(1 + UU˜)2 = p2UU˜(1 + uu˜)2 A2*(P4, Q4) A2*(P3, Q3) p = cn(a), q = cn(b) u =
(
cn(α)dn(α)
sn(α)
)(−1)n+m
,
U =
(
sn(α)cn(α)
dn(α)
)(−1)n+m+1
p = dn(a), q = dn(b) u =
(
cn(α)dn(α)
sn(α)
)(−1)n+m
,
U =
(
sn(α)dn(α)
cn(α)
)(−1)n+m+1
9 u2 − u˜2 = puu˜(U + U˜) lpmKdV A1*(δ;−P2,−Q2) p = sn(a), q = sn(b) u = sn(α), U =
cn(α)dn(α)
sn(α)
10 u+ u˜+ p = (U − U˜)2 H2* H1(−p,−q) p = ℘(a), q = ℘(b) u = ℘(α), U = ζ(α) − nζ(a)−mζ(b)
Table 2. Continue.
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