In fast fading channels without pilot information, existing receiver structures exhibit an error floor. This is observed even in practical implementations of maximum likelihood sequence detectors (MLSDs) [1, 2] . In this paper, the conditions for optimality and for an error floor are examined in detail. We find that all finite-complexity receivers must exhibit an error floor unless the channel has very specific properties. Thus the error floors found in [1, 2] are explained in a more rigorous manner.
I. INTRODUCTION
In the literature on fast fading channels, a recurring theme is the so-called irreducible error floor. At high SNR the BER levels out. Any further increase in SNR does not improve the BER. This is observed even in practical MLSDs (i.e. MLSDs with certain approximations, in order to achieve a detector with finite per-symbol complexity) [1, 2, 3] . However, all these detectors are sub-optimal in some way, and the source of the error floor is an open question. Is it due to the time-variation of the channel, or to sub-optimality in the receiver? If the former, then the error floor may fairly be called irreducible; if the latter, then the floor can be lowered arbitrarily by implementing a more nearly optimal receiver. Wherever the fault lies, error floors do arise with great ease in fast fading channels.
It is shown in [4, section V] for frequency-flat channels that the error floor can be lowered arbitrarily by increasing the predictor length. It is also stated that an error floor for a finite length predictor is inevitable. In both [2, 3] for time-varying, frequency-selective channels, the existence of an error floor is proven, but neither proof is rigorous enough. Accordingly, we reconsider the error floor. For compactness, we only study the practical MLSDs using linear prediction, although the results apply to the MLSDs using Kalman filters too.
The paper is organised as follows. In section II, the operations performed by the transmitter, channel, and receiver are described mathematically. In section III, the conditions for optimality and for an error floor are examined. The error floor proof in [3] is useful here, and accordingly both error floor proofs are reviewed at this point. In section IV, these insights are checked through simulation and analysis.
II. SIGNAL MODEL
In this section, we briefly define the transmitter, channel and receiver signal models and operations. It can be shown that the output at time t lT r = of the cascade of a transmitter, a linear time-varying frequency-selective channel (which also adds white Gaussian noise), a noiselimiting front-end receive filter, and a sampler equals ( ) ( ( )
It may distort the data-bearing signal. It may not be absolutely bandlimited, but it satisfies 
. After filtering and sampling, n l may be coloured.
The MLSD detects the ML sequence [1, 4] as , then its performance may virtually match the MLSD's performance, and it may be convenient to label it a MLSD, but strictly speaking it is only a receiver designed using MLSD principles.
It is instructive to examine the error floor proofs in greater detail. In [3] , the authors remark that in practical channels the Kalman filter's error covariance matrix is always positive definite. Given this property, the mean square prediction error (MSPE) is always greater than zero, and thus the BER is non-zero. However, it will be shown that for several classes of channel (and possibly for all bandlimited channels) the MSPE can be made arbitrarily small by proper (albeit increasingly complex and impractical) predictor design. Thus an essential component of this proof is removed.
In [2] , the BER is lower bounded by considering the pairwise probability of error (PPE), computed from the eigenvalues of a matrix expression. The error floor is studied by allowing the SNR to tend to infinity. The authors correctly observe that the PPE does not then depend on the signal energy, but they erroneously reason that this implies an error floor. In fact the value of the BER cannot depend on the signal energy when the SNR tends to infinity, and so no conclusion can be drawn. It may be zero or non-zero, depending on the values of the eigenvalues.
Next, we examine the necessary conditions for no error floor: (EF.1) pairs of sequences, α and $ α , such that (EF.2) the continuous time channel is absolutely bandlimited 1 ; (EF.3) the received signal is sampled at a rate so that the sampled channel is absolutely bandlimited; and (EF.4) the predictor length satisfies L r b = ∞ unless the MSPE can still be made arbitrarily small for L r b < ∞ . We prove that these conditions are necessary in the following. A transmitter, a channel and a receiver are considered for n l = 0 and N 0 0 = . They may not satisfy
A second receiver is considered also. It is chosen to be identical to the first receiver, except that its front-end filter has impulse response ( ) ( ) g t t = δ . It satisfies both (O.3) and (O.4), since its transfer function equals unity everywhere, and there is no additive noise to be aliased. Therefore this second receiver's performance is at least as good as the first receiver's performance; if the second receiver suffers an error floor, then so too does the first receiver. For reasons that will become clear later, the second receiver's error floor is studied.
The second receiver has a BER floor if there is a floor in the PPE between each transmitted sequence, α , and another, error sequence, $ α . The floor in the PPE arises if the MSPEs, ( ) 
For compactness, we define κ as the RHS of the inequality and κ min as the LHS, so the PPE equals 
We introduce the prediction error coefficients, 
By introducing the second receiver, (7) only contains a single integral. This integral can be dealt with also by observing that the channel is WSSUS. Therefore the integrand at one value of τ 1 is independent of the integrand at another value, so the order of squaring and integration can be interchanged to yield 
The integrand is the MSPE of the stationary channel for various delays, τ 1 . Therefore there is a MSPE floor if there are no prediction coefficients such that the mean square prediction error of each tap of the stationary channel can be upper bounded by any arbitrary ε > 0 .
The problem of predicting sampled stationary random processes is studied in [6] . If the process is the sum of a countable number N ce of complex exponentials, then it is predictable. It can be predicted with zero MSPE by a finite number, L r b , of prediction coefficients, equal to N ce . If the sampled process is only absolutely bandlimited, then it is weakly predictable. Prediction error coefficients exist such that the process' MSPE can be upper bounded by ε for any choice of ε > 0 . An infinite number of coefficients is required. If the process is not predictable or weakly predictable, then it is unpredictable, and there is a MSPE floor.
Conditions (EF.2)-(EF.4) arise from applying this notion of predictability to (9). Condition (EF.2) arises directly, since there is a MSPE floor if the sampled channel is not absolutely band-limited. This has the following corollary. If the continuous time channel is bandlimited but the received signal is sampled below its Nyquist rate, then the channel is aliased across the whole discrete bandwidth, its samples are not weakly predictable, and there is a MSPE floor. Therefore (EF. , α only. This is no burden for frequency-flat channels, since there is only one value of delay, τ 1 0 = . However, for frequency-selective channels comprising N ct non-zero channel taps, the single set of prediction error coefficients ( ) e l m , α must be chosen so that all N ct channel taps can be properly predicted. In the next section we shall see that merely following (EF.1)-(EF.4) may not eliminate the error floor entirely, although increasing the sampling rate towards the Nyquist rate for the received signal does lower (and possibly eliminate) the error floor. Thus the precise consequences of this problem are somewhat uncertain, but it may lead to a fifth necessary condition involving the sampling rate.
Not all the necessary conditions are unduly taxing. M-PSK and M-QAM fail (EF.1) since they permit sequences that only differ by a rotation, and these share the same received signal autocovariance. This problem is well known, and it is solved by transmitting pilot information (pilot tones, pilot symbols or training sequences) or differential phase encoding. In this way, all information sequences have distinct received signal autocovariances. Condition (EF.2) is generally satisfied by wireless channels. The Doppler spread is strictly upper bounded by the sum of the speeds of the transmitter, scatterers, and receiver, divided by the carrier wavelength. Although the scatterers and mobile terminal may be in motion, both are normally bounded by the vehicular speed limit. However, it is extremely difficult to simulate an absolutely bandlimited channel, and many papers merely use a loworder autoregressive model [1, 2] . Therefore, these simulation and analysis studies will always find an error floor. Since the Doppler spread is usually a small fraction of the symbol rate, (EF.3) is not limiting either. The most difficult condition is (EF.4), since at least one prediction coefficient is required for each distinct path arrival angle. For some scatterer geometries, this may be a small, finite number. In general however, there is an infinite number of paths, even if all but a few are very weak. In this case, any finite complexity receiver must exhibit an error floor.
The necessary conditions to avoid an error floor can be contrasted with the conditions for optimality. Unlike (O.1), the (deterministic) transmitted signal need not be bandlimited. Unlike (O.2), the received signal need not be sampled at its Nyquist rate. However, (EF.1) and (EF.3) are both constraints on the sampling rate, albeit less stringent. By considering the second receiver and zero noise, the necessity of (O.3) is not probed (clearly (O.4) is not necessary). Condition (EF.4) is approximately equivalent to (O.5). Condition (EF.4) shows that maximum length (i.e. infinite length) predictors are needed except possibly in the special case of no noise and a predictable channel. However, once noise is introduced, it can be shown that the predictors must again be infinite length for optimality. Therefore the only situation where shorter predictors (O.5) and less than brute force comparison (O.6) can be optimal is when there is no noise and the channel is predictable. Condition (O.6) is presumed implicitly in bounding the BER and therefore its necessity in avoiding an error floor is not checked.
IV. RESULTS
In this section we examine the necessity of (EF.1)-(EF.4), chiefly through analytic examples. The analysis computes a heavily truncated union bound, where the pairwise error probabilities are calculated using the method in [2] .
The system parameters are as follows (except where otherwise noted). The transmitter sends differentially encoded BPSK, with a root raised cosine (RRC) pulse shape and 50% excess bandwidth, truncated to L p = 2 symbol periods. The frequency-selective channel comprises N ct = 3 equally spaced independently fading channel taps with equal mean power. The total delay spread is L T τ = 01 . . The frequency-flat channel has one channel tap only. The tap correlation is chosen to be one of ( ) ( ) π π π (10) The RC correlation corresponds to a raised cosine spectrum. f eqv and f D equal its equivalent and absolute bandwidth respectively. The CE correlation function is the correlation of the sum of N ce Rayleigh fading complex exponentials with random phase. The analysis is conducted in discrete time, with r = 2 . This is equivalent to studying the second receiver of section III.
In figure 1 , BPSK without differential phase mapping is simulated. The receiver cannot distinguish one sequence from its 180° rotated version. The receiver detects symbols reliably until it detects a symbol with the wrong phase. Subsequent decisions retain this phase error, until another error is made. On average the receiver operates with the correct phase only half the time, so the BER equals 0.5. In short, the system fails (EF.1).
In figure 2 , the receiver's sensitivity to channel bandwidth is studied for a frequency-flat channel. The fading process' absolute bandwidth f D is varied from f eqv to 2 f eqv . When f T D > 1 , an error floor is clearly evident, even as the predictor length gets very large. The sampling rate is below the channel's Nyquist rate and the receiver fails (EF.3). . This is despite the fact that the receiver satisfies (EF1)-(EF3), and (EF4) too in the limit as L r b → ∞ . We believe that this is due to the fifth condition hypothesised in section III. Certainly by increasing r to 4 (i.e. satisfying (O.2) more closely), there is no visible error floor. Figure 4 considers the CE correlation. This is the only channel where a finite complexity receiver without an error floor can be constructed. For the frequency-flat channel, the BER equals zero as soon as L r b equals or exceeds N ce (curves b and c). Although r = 2 is inadequate for f T D =1.6, the sparse nature of the fading tap spectrum ensures that the sampled and aliased channel is still bandlimited. For frequency-selective channels, finite complexity receivers can only be constructed for certain narrow classes of channels. One class can be deduced from (9). When predicting y l , the samples correlated with it must share the same value of ( ) s lT r − τ 1 ,α , as in curve a. In general however, the number of prediction coefficients to avoid an error floor is unbounded, and a finite complexity receiver has an error floor (curves d and e) In this paper we have only considered what conditions are necessary to avoid an error floor. This does not answer the question "can error floors be eliminated?" If so, are (EF.1)-(EF.4) sufficient to avoid an error floor? All existing receiver designs fail at least one condition, and therefore it is not impossible. However, it is more likely that (EF.1)-(EF.4) need to be augmented by versions of (O.3), (O.6), and possibly (O.2) also for many frequencyselective channels. It is certainly true that the error floor can be lowered substantially by satisfying (EF.1)-(EF.4), (O.2), (O.3) and (O.6), more closely, and this property has been observed throughout an extensive set of (unpublished) simulations and analyses.
V. CONCLUSIONS
To isolate the source of the error floor, the conditions for optimality and for an error floor were examined in detail. The study confirmed the well-known result that a practical, optimal MLSD using linear prediction is infeasible, and therefore approximations are essential. However, the conventional approximation is to employ fixed length predictors, and this directly causes an error floor (except in certain CE channels). Three other causes of error floors were identified. By increasing the sampling rate and predictor length, a finite complexity receiver can be designed so that the error floor does not arise until an unreasonably high SNR, or until a tolerably low BER.
