Current bio-technologies allow sequencing of genomes from multiple organisms, that co-exist as communities within ecological environments. This collective genomic process (called metagenomics) has spurred the development of several computational tools for the quantification of abundance, diversity and role of different species within different communities. Unsupervised clustering algorithms (also called binning algorithms) have been developed to group similar metagenome sequences.
Background and Motivation
Metagenomics involves determination of the collective DNA of organisms co-existing as communities across various environments like sea, soil and human body [13, 14] . Metagenomics surpasses studying of individual genes and genomes, enabling scientists to study all of the genomes in a community as a whole. As an example, sequencing the microbial organisms within the human gut provides an understanding of the role played by microbes with regards to human health and disease [31] .
However, sequencing technologies do not provide the whole genome of different co-existing organisms, but produce short contiguous subsequences called reads from random positions of the entire genome. Further, reads from different organisms are mixed together and a fundamental challenge in metagenome analysis is to stitch together these different sequence reads, using the overlap information to produce organism-specific genomes. This is referred to as the metagenome assembly problem (See Figure 1) . Within a community, microbes (or organisms) vary in abundance, diversity, complexity, genome lengths and may have not been individually sequenced before. Besides, the current sequencing technologies produce large volume of sequence reads, and reads that may have varying error idiosyncracies [32] . As such, the metagenome assembly problem is complex and challenging [8] .
Targeted metagenomics or 16S rRNA gene sequencing has been widely used for the analysis of genetic diversity within complex microbial communities. 16S sequences are marker genes, which exists in most microbial species but have variations in their sequences that allow them to be separated into different taxonomical groups [5] . Several metagenome analysis projects use sequencing of 16S genes as a first step in identifying the diversity within a sample.
Unsupervised clustering approaches (reviewed in Section 2) have been developed and used for the rapid analysis of large sets of whole and targeted 16S rRNA metagenomic sequences. Unsupervised grouping of sequences that belong to the same species is referred to as the "binning" problem. Successful binning (or grouping) of sequence reads assists in the metagenome assembly problem (See Figure 1) , and also allows computation of different species diversity metrics. These approaches also reduce the complexity within computational workflows by determining cluster representatives that can be analyzed, instead of each individual sequence within a sample.
In this work, we develop a new, scalable metagenome sequence clustering algorithm called MC-MinH (Metagenome Clustering using Minwise based Hashing). Our approach is inspired from our previous work that used locality-sensitive hashing (LSH) to cluster 16S metagenomic sequences [26, 27] . MC-MinH uses min-wise hashing [2] along with a greedy clustering algorithm to group 16S as well as whole metagenomic sequences. This is achieved by representing unequal length sequences using contiguous subsequences and then approximating the computation of pairwise similarity (Jaccard similarity) using independent minwise hashing.
We assess the performance of MC-MinH on two 16S simulated metagenomic samples, eight 16S environmental metagenomic samples [29] and fourteen simulated The figure shows the process of metagenomic assembly and clustering. Samples are processed by sequencing technologies to produce metagenomic reads. (a) Metagenome assembly algorithms attempt to reproduce a complete organism specific genomes (b) Clustering algorithms are used to group reads in sequence specific groups to (c) determine species diversity or (d) aid in metagenome assembly. and real whole metagenomic samples [9, 34] . Our results demonstrate the strength of MC-MinH in comparison to several other metagenome clustering algorithms when evaluated on the basis of clustering quality, computational run-time and pairwise sequence similarity of sequences within a cluster.
Related Work
Several computational algorithms have been developed for analyzing targeted and whole metagenome sequences [25, 18] . We review the approaches that are most relevant to the ideas discussed in this paper. CD-HIT [23] and UCLUST [12] are general purpose sequence clustering algorithms that are widely used for clustering of 16S sequences. These algorithms follow a greedy approach and use pairwise sequence alignments (like edit distance) to find similar sequences. Speedup is achieved by using gapless, common matches of fixed lengths between sequence pairs called seeds to filter highly dissimilar sequence pairs.
On the other hand, DOTUR [28] , MOTHUR [15] and ESPRIT [16] are exclusively designed for clustering 16S sequences. These methods use a pairwise distance matrix as input and then perform hierarchical clustering. For MOTHUR and DOTUR, pairwise distances are computed based on global alignment score between all pairs of sequences in the input set. An input parameter called distance cutoff is used to split the hierarchical representation (referred to as a dendrogram) at a specific level to produce different number of clusters. ESPRIT [16] is efficient in comparison to Mothur and DOTUR because it computes k-mer distance for each pair of input sequences, avoiding the expensive global alignment distance calculation. ESPRIT also implements several heuristics to reduce the number of sequence comparisons.
In our previous work, we developed MC-LSH [26] , that utilizes an efficient locality sensitive based hashing function to approximate the pairwise sequence operations. Similarity among sequences is computed based on randomly chosen indices that essentially compresses the input sequence. In contrast, MC-MinH is designed to work for both, 16S and whole metagenomic sequences. Also, using a k-mer based representation and min-wise hashing allows us to efficiently cluster sequences that vary in length.
Recently, several algorithms have been developed for clustering whole metagenome sequence reads. Examples include TOSS [30] , AbundanceBin [33] , Com-postBin [9] , LikelyBin [20] and MetaCluster [34] . TOSS separates all unique k-mers into clusters and then merges these clusters based on k-mer repeat information. AbundanceBin models the sequencing reads as a mixture of Poisson distributions and uses an Expectation-Maximization (EM) algorithm to infer model parameters and the final clustering. Compost-Bin applies principal component analysis to project the data into an informative lower-dimensional space and then uses the normalized-cut clustering algorithm to group sequences into taxa-specific clusters. It also uses external information (supervised) of phylogenetic markers to assign clusters. LikelyBin uses an unsu- Choose si ∈ S , such that C[si] == −1 i.e., si is not assigned
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end for 15: until S is empty and all sequences are assigned. 16 : return C pervised, maximum-likelihood approach for clustering based on k-mer distributions of sequences; implemented using a MCMC approach. MetaCluster implements a two-phase (top-down separation and bottom-up merging) approach to cluster metagenomic fragments. The clusters are assigned on the basis of k-mer frequency and Spearman distance computation. MetaCluster was shown to produce the best metagenome clustering results in comparison to the approaches reviewed here [34] . We compare the performance of MC-MinH to state-of-the-art clustering algorithms on both, 16S and whole metagenomic benchmarks.
The MC-MinH Algorithm
In this section, we present our approach to cluster metagenome sequences using min-wise based hashing. The hashing approach allows us to reduce the complexity of exact pairwise string matching or multiple sequence alignment. We refer to our approach as MC-MinH (Metagenome Clustering using Minwise based Hashing). Min-wise hashing [3] efficiently computes approximate set of similarities within the context of document search. This idea is extensively applied for online content matching [1] , documents and image retrieval [11] , clustering and discovery of similar objects [10] . Recently Yang et. al. [35] proposed a Hadoop-based algorithm for the metagenomic clustering. They adapted the sketching technique [2] to identify pairwise sequence homologs and produced hierarchical taxonomic clustering results. However, their approach was benchmarked on 16S metagenomic sequence only. We first review the min-wise hashing approach and then describe our greedy clustering algorithm.
Min-Wise Hashing Algorithm
Given a sequence represented as a set of k-mers (words/features), the similarity between two sequences can be defined as the Jaccard similarity between two corresponding sets of k-mers. If sequence s 1 has k-mer set denoted by I s1 and sequence s 2 has k-mer set I s2 then the Jaccard similarity is defined as:
Now, we define the notion of min-wise independent families of permutations. Given S n as the set of all independent permutations of n = 1 . . . n, we say that a family of permutations, F ⊆ S n is min-wiseindependent, if for any set X ⊆ n and any x ∈ X, when π is chosen at random in F , we have
Thus, any element in the set X has an equal chance to become the minimum element of X under the permutation π, with equal probability [2] . Given a random permutation, every element has the same probability of being the smallest element in its subset. Given the input n, k-mers (maximum value of n = 4 k ) and given a min-wise independent permutation π chosen randomly from set F , the similarity between two sets (sequences s 1 and s 2 ) I s1 and I s2 is given by:
The maximum value of n = 4 k is the number of unique k-mers possible with the 4 nucleotides. The probability of having the same minimum value within a permutation for two sets equals the Jaccard similarity between the two sets. As such, we can choose n independent random permutations π 1 , π 2 , . . . , π n and for each sequence s, we store the list: We can easily estimate the similarity between s 1 and s 2 by performing set intersection and set union of min-wise values in s 1 and s 2 . The list s 1 for s 1 is known as the fixed size sketch for representing the sequence.
Algorithm Details
For given metagenome sequences represented by k-mer sets, we choose n min-wise independent permutations, represented as π 1 , π 2 , . . . , π n . The problem with this approach is that it is not feasible to permute a large sequence set. Drawing random permutations is time consuming and practically inefficient. Fortunately, it is possible to simulate the effect of a random permutation by using universal hashing functions. This requires storing few hash values [22] . The standard universal hash function [4] is defined as
where m is the size of feature set, p > m is a prime number and n is the number of hash functions. The parameters a i and b i are chosen uniformly from {0, 1, . . . , p−1}. Instead of storing π i , we now only need to store 2n numbers, a and b for each hash function. For MC-MinH, instead of picking n random permutations, we pick n universal hashing functions {h 1 , h 2 , . . . , h n } to approximate the random permutations. To compute the min-wise hash values for a given feature set I, we iterate over all k-mer features x and map them to their hash values h i (x). We then iterate over all the hash values to find their minimum, which will be the i th min-wise value for that feature set. We formulate a minHash function as the smallest element of a set I under ordering induced by the universal hashing function h, given by: Using the min-wise hashing property, the probability of hashing collision for two sets is equal to their Jaccard similarity. For metagenomic sequence clustering we are interested in finding those clusters which contain sequences that have similarity greater than some predefined threshold θ. Therefore, in MC-MinH algorithm, we formulate the probability of collision such that if P r[minHash (h(I s1 )) = minHash (h(I s2 ))] > θ, then s 1 and s 2 belong to the same cluster, otherwise a new cluster is created. The pseudo code of our MC-MinH algorithm is described in Algorithm 1. The input parameters include k-mer size k, number of hash functions n and similarity threshold θ. To compute the feature set I for given sequences (line 2), each sequence is converted to a set of fixed length subsequences of length k, called k-mers. This allows MC-MinH to handle variable length sequences. After the feature sets are computed, we use universal hash functions h() defined in Equation 3.5 to compute hash value for each element in feature set I. At the end of this procedure, each sequence has n min-wise hash values, where n is the number of hash functions.
The MC-MinH algorithm follows a greedy, incremental procedure. After computing the min-wise values for each sequence, we begin by choosing the first sequence (or any one in the set S) and assign the sequence to the first cluster. Using the list representation (Equation 3.4), we can compute the Jaccard similarity between the unassigned sequences and the cluster representative. Sequences which have similarity greater than specified threshold θ are assigned to same cluster. We iterate through Steps 5-14 for all sequences in set S until cluster label is assigned to every sequence. When θ is set to 1, the MC-MinH algorithm will consider sequences to be similar if and only if all the min-wise values are identical in both sequences. Similarly, when θ is set to 0.95, sequences will go into the same cluster only if 95% of total min-wise values are similar in both sequences.
Empirical Evaluation

Dataset Description
We evaluate the performance of our algorithm on 16S and whole metagenomic benchmarks.
16S Simulated metagenomic samples: The simulated data contains 345,000 short sequences, generated from 43 known 16S rRNA gene fragments using the Roche GS20 system. This simulated data was originally used in a study by Huse et. al. [19] .
16S Environmental samples: This dataset contains eight seawater samples taken from a study by Sogin et. al. [29] . For each of the samples, massively parallel DNA sequencing technology [24] (454/Roche) was used to efficiently increase the number of sequenced PCR amplicons. All the samples provide a global indepth description of the diversity of microbes and their relative abundance in the ocean. Samples contain unequal length sequences with average sequence length of 60 bp. The description of these datasets are given in Table 1 . Simulated (S) and Real (R) metagenomic shotgun datasets. Each dataset has a unique SID for reference. The GC content of each genome is written in [] brackets. S1-S12 are obtained from the work by Chatterji et al. [9] and S13-S14 are obtained from the work by Yang et. al [34] .
Simulated and real whole metagenomic sequences: We also benchmark our algorithm on datasets derived from whole metagenome sequences. Within this dataset, we have 14 simulated samples with varying proportions of microbes and 1 real metagenomic sample. Sequence reads from multiple genomes are pooled to simulate the challenges of metagenomic sequencing i.e., varying number of species, relative abundance, phylogenetic diversity and varying composition of nucleotides between different genomes. These datasets are taken from a previous studies by Chatterji et al. [9] and Yang et al. [34] . All samples are described in Table 2 . We also test our method on a publicly available metagenomic sample R1 that contains sequence reads obtained from gut of the glassy-winged sharpshooter Homalodisca coagulata (insect).
Performance Metrics
We evaluate the performance of our algorithm using different metrics and criteria. Specifically, we report the run time for different algorithms. Using ground truth from the simulated datasets i.e., taxonomic class labels for each sequence, we determine a weighted cluster accuracy. Each cluster is assigned to the class/genera based on the most frequent class in the cluster, and then the accuracy of this assignment is evaluated by computing the percent of correctly assigned sequences. The reported accuracy is averaged across all clusters, weighted by the number of sequences in each cluster. This is denoted by "W.Acc" in this paper. We also calculate the sequence similarity within the clusters for each clustering solution. Generally, sequence similarity is evaluated by finding the pairwise alignments (i.e., best arrangement of DNA nucleotides (characters) to identify regions of similarity between sequences). Global alignments attempt to align every character between the sequences, and local alignments find the best sub-regions of similar characters [17] . A good sequence clustering solution should produce sequences within a cluster that are similar to each other. We report only the average global sequence alignment similarity (weighted by number of sequences in a cluster). This quantity is referred to as "W.Sim" in this paper.
Hardware and Software Details
The MC-MinH software is written in C language and runs on both windows and GNU linux operating systems. All experiments were performed on a single workstation, with Intel-i5 2.53 GHz processor and 6 GB memory. Comparative approaches were run on the same machine using binary files made available by the authors of these softwares.
Results and Discussion
16S Simulated dataset: We report in Table 3 the performance of different clustering algorithms for the 16S simulated set derived from 43 distinct genomes. We report results for reads that have less than 3% and 5% error. From Table 3 we observe that for 3% sequencing error, all algorithms overestimate the number of species except MC-MinH which produces 39 clusters (very close to 43). At 5% error, number of clusters produced by MC-LSH (41), MC-MinH (37) and CD-HIT (47) are closer to ground truth. We also report the weighted pairwise similarity within the clusters, and observe that MC-MinH shows promising weighted similarity results with less number of clusters.
16S Environmental dataset: Table 4 shows the run-time and similarity results of several clustering methods on 16S environmental samples. We can observe that MC-MinH outperforms other methods by producing similar weighted similarity (W.Sim) with less number of clusters. We see that time taken by MC-MinH, UCLUST and CD-HIT are close to each other . S1-S12 represent simulated metagenomic samples (each sample S1-S9 contains about 50,000 sequences of 1000 basepairs whereas each sample S11-12 contains about 100,000 sequences of 1000 basepairs). Sample S13 contains 4000 sequences of 1000 basepairs whereas sample S14 contains about 6000 sequences of 1000 basepairs. LikelyBin was unable to run on samples S1-S12 because of large number of sequences.
and MC-MinH outperforms MC-LSH, CD-HIT, ES-PRIT, MOTHUR and DOTUR. Mothur and DOTUR also produce large number of clusters with expensive running times. The greater execution time of Mothur and DOTUR is due to the calculation of all pairwise distance computation for clustering. Whole Metagenomic Sequences: Table 5 compares results for MC-MinH, MetaCluster and Likely-Bin on simulated and real metagenomic samples. For datasets S1-S12, we have ground truth labels to compute the clustering accuracy based on species distribution. We see that MC-MinH outperforms MetaCluster in weighted sequence similarity across all samples. In terms of weighted cluster accuracy, the two approaches are statistically comparable. We observe that the MC-MinH algorithm is efficient in terms of execution time and is about 10 times faster than MetaCluster. Also, MC-MinH performs better than MetaCluster on real metagenomic sample R1 with respect to weighted sequence similarity.
We also evaluate MC-MinH, MetaCluster and LikelyBin algorithms on two smaller simulated whole metagenome datasets (S13 and S14), provided by Meta-Cluster [34] . We see that MC-MinH produces better results in terms of weighted sequence similarity. Likely-Bin is expensive in terms of execution time even with the smaller datasets.
The number of clusters reported in these experi-ments are obtained after applying a threshold on the number of sequences in each cluster. Clusters having few sequences (< 50 on average) are filtered out in order to highlight prominent groups in the samples. Parameter Sensitivity Analysis: We performed a series of experiments on 16S environmental dataset, varying the different parameters of the MC-MinH algorithm. The results are reported in supplementary paper which show the effect of varying k-mer size and varying number of hash functions on the number of clusters and the weighted sequence similarity, respectively. We observe that increasing k-mer size beyond 15 has no effect on the number of clusters. Also, the weighted sequence similarity is unchanged after increasing k-mer size beyond 15. We conclude that choosing a very large k-mer size has no effect on performance of MC-MinH algorithm.
Our results also show that increasing the number of hash functions beyond 50 has little change in the quality of clustering results. Using large number of hash functions actually increases the runtime of MC-MinH algorithm. and facilitate the process of comparing different microbial communities. It also offers a means to address several other challenges related to microbial diversity. For example, in the field of applied ecology and conservation biology, the number of species that remain in a community provides an ultimate evidence in the fight to preserve and restore disturbed communities.
We use MC-MinH clustering results to estimate different species richness metrics for 16S environmental dataset. Clusters (groups) represent taxonomy specific groups called operational taxonomical units (OTUs). Table 6 shows various metrics such as Chao1 index [6] , Shannon Diversity index [21] and ACE (Abundancebased Coverage Estimator) index [7] . These estimates demonstrate the application use of MC-MinH algorithm for assessing the diversity of different environmental samples. The formulae for these estimations are stated in the supplementary paper.
Conclusion
We present a new, scalable metagenomic sequence clustering algorithm (MC-MinH) that utilizes min-wise hashing to quickly and accurately estimate pairwise sequence similarity. The MC-MinH algorithm works on both 16S and whole genome shotgun metagenomic samples and handles unequal length sequences. We evaluate MC-MinH on several metagenomic datasets and perform a comprehensive study of the different parameters and their impact on number of clusters, sequence similarity and computational time. We demonstrate that MC-MinH is computationally efficient in comparison to the state-of-the-art clustering algorithms, and also produces accurate clustering results with respect to external class labels. The code is written in C and is made available publicly under the GNU GPL license at the supplementary website. We plan to develop a parallel version of MC-MinH that can utilize distributed computing resources to further improve the throughput of complete analysis.
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