Linear conditions for positive determinants  by Carnicer, J.M. et al.
Linear conditions for positive determinants
J.M. Carnicer a,*,1, T.N.T. Goodman b,2, J.M. Pe~na a
a Departamento de Matematica Aplicada, Universidad de Zaragoza, 50009 Zaragoza, Spain
b Department of Mathematics, The University, Dundee, Scotland, UK
Received 27 May 1998; accepted 16 November 1998
Submitted by H. Schneider
Abstract
Weakest linear conditions on the rows of a square matrix of arbitrary dimension to
ensure that its determinant is positive are described and analyzed. In addition to strict
diagonal dominance by rows with positive diagonal elements, we find a new weakest set
of conditions: the row mean being positive and larger than all the o-diagonal entries in
that row. A complete classification is provided for 3 3 matrices. Ó 1999 Elsevier
Science Inc. All rights reserved.
1. Introduction
We study linear conditions on the rows of an n n matrix that ensure that
its determinant is positive. We are interested in such conditions which are
‘weakest’ in the sense that there are no weaker such conditions which ensure
positive determinant. Using the results in Section 2 on separating cones by
hyperplanes, we show in Theorem 3.1 that any weakest set of such conditions
must have a simple form involving at most 2nÿ1 linear inequalities per row. One
such set of n2nÿ1 inequalities is that the matrix is strictly diagonal dominant by
rows and has positive diagonal entries. In Section 3, we show that this set of
conditions is indeed weakest and we analyse all sets of conditions which are
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equivalent to this set under multiplying the matrix by an n n matrix with
positive determinant.
In Section 4, we introduce a new set of only n2 linear inequalities which
requires that for each row of an n n matrix the row mean is positive and
larger than all the o-diagonal entries in that row. Again we show that this set
of conditions is weakest and we analyse all sets of conditions equivalent to it
under multiplication by a matrix with positive determinant.
For the special case n  3, all such weakest sets of conditions are analysed in
Theorem 5.2, where it is shown that, up to multiplication by a matrix with
positive determinant, there are only three dierent sets of conditions. Also, in
Section 5, it is illustrated graphically that these three sets of conditions have
essential geometric dierences, and it is shown that two of these sets (each
comprising nine linear inequalities) can be considered as degenerate cases of
the other set (comprising 12 linear inequalities).
The authors were led to these investigations by considering sucient linear
conditions on the Bezier points of a polynomial map, from a subset of Rn into
Rn, for this map to be injective. In [2] such conditions were given for n  2 for
both triangular and rectangular domains, and corresponding results for n  3
are also of interest in applications. In fact, many images arise from projections
of 3-D objects onto a rectangular domain. For the computer representation
and realism of the eect, it is crucial to perform the transformation in the 3-D
representation instead of applying transformations in the 2-D projections.
Since the transformation is invertible, we may always recover the original
object.
2. Separating cones by hyperplanes
Let us recall that a convex cone C of Rn is a set of vectors such that any linear
combination of vectors in C with positive coecients is also in C. As usual,
hSi denotes the convex cone generated by a set of vectors S.
Definition 2.1. We say that the nonempty convex cones C1; . . . ;Cn are positively
oriented if for all vi  vij16 j6 n 2 Ci, i  1; . . . ; n,
detv1; . . . ; vn  detvij16 i;j6 n > 0:
As usual, if C is a convex cone, then ÿC : fv j ÿv 2 Cg is the opposite
cone, and if C1; . . . ;Cn are convex cones then
Pn
i1 Ci : fv1      vn j vi 2 Ci;
i  1; . . . ; ng is also a convex cone.
Proposition 2.2. Let C1; . . . ;Cn be a set of positively oriented open cones and let I
be any subset (including the empty set) of f1; . . . ; ng. Then there exists a linear
function hI : Rn ! R such that
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hIvi < 0; if i 2 I and hIvi > 0; if i 62 I ; 1
that is, the hyperplane hIx  0 separates the cones Ci, i 2 I from the cones Cj,
j 62 I . Furthermore, the functions hI can be chosen such that
hI 0  ÿhI ; I 0  f1; . . . ; ng n I ; 8I  f1; . . . ; ng: 2
Proof. Let
rIi :
ÿ1 if i 2 I ;
1 if i 62 I ;

and CI :
Pn
i1 rIiCi. Then each CI is an open convex cone. Moreover 0 62 CI .
Otherwise, there exists vi 2 Ci such that the dependence relationXn
i1
rIivi  0
holds and then
0  detrI1v1; . . . ; rInvn  ÿ1I detv1; . . . ; vn;
contradicting the fact that detv1; . . . ; vn > 0. By Theorem 7 of [1] there exists a
hyperplane hIx, hI : Rn ! R passing through the origin, whose intersection
with CI is empty. Without loss of generality we may assume that hICI > 0.
Since rIiCi  CI (the closure of CI ) we deduce that rIihiCiP 0 and, taking
into account that Ci is open and nonempty and hI is linear and surjective, we
know that hICi is an open convex cone and then rIihICi  0;1. 
In order to check that a set of cones is positively oriented it is often sucient
to see that the corresponding determinants are nonzero as the following lemma
shows.
Lemma 2.3. Let C1; . . . ;Cn be convex cones such that detv1; . . . ; vn 6 0 for all
vi 2 Ci, i  1; . . . ; n. If there exist wi 2 Ci such that detw1; . . . ;wn > 0, then
C1; . . . ;Cn are positively oriented.
Proof. The set C1      Cn is a connected set. Since det is a continuous
function from Rn      Rn to R, the image of C1      Cn must be con-
nected. From 0 62 detC1      Cn we derive either detC1      Cn 
0;1 or detC1      Cn  ÿ1; 0. Finally observing that
detw1; . . . ;wn > 0 for some wi 2 Ci, i  1; . . . ; n, we deduce that C1; . . . ;Cn are
positively oriented. 
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Given a set of positively oriented cones, they can be embedded into another
set of positively oriented cones with some special characteristics. This type of
cones will play an important role in the following sections.
Proposition 2.4. Let C1; . . . ;Cn be positively oriented open convex cones. Then
there exist open halfspaces HI for all I  f1; . . . ; ng such that
HI 0  ÿHI ; I 0  f1; . . . ; ng n I ; Ci  HI () i 62 I : 3
If we define
Ki :
\
HI j I  f1; . . . ; ng; i 62 If g; 4
then K1; . . . ;Kn are positively oriented open convex cones such that Ci  Ki for all
i  1; . . . ; n.
Proof. By Proposition 2.2, for all I  f1; . . . ; ng, there exist linear surjective hI :
Rn ! R such that Eqs. (1) and (2) hold; let us define the halfspaces
HI : fx 2 Rn j hIx > 0g:
By Eqs. (1) and (2), formula (3) holds.
From definition (4), K1; . . . ;Kn are open convex cones such that Ci  Ki for
all i. Let us now see that K1; . . . ;Kn are positively oriented. Assume that vi 2 Ki,
i  1; . . . ; n, are linearly dependent. Then we can writeX
i2I
aiv
i 
X
i2I 0
aiv
i; 5
with ; 6 I  f1; . . . ; ng, and ai > 0 for i 2 I , ai P 0 for i 2 I 0. For i 2 I , Ki 
HI 0  ÿHI and so hIvi < 0. Thus hI
P
i2I aiv
i < 0. For i 2 I 0, Ki  HI and so
hIvi > 0. Thus hI
P
i2I 0 aiv
iP 0, which contradicts Eq. (5). So detv1; . . . ;
vn 6 0 for all vi 2 Ki, i  1; . . . n. Since C1; . . . ;Cn are positively oriented and
Ci  Ki, we deduce from Lemma 2.3 that K1; . . . ;Kn are also positively
oriented. 
From now on we shall use the following notation:
h0 : h;; hi : hfig; rij : rfigj; r0j  r;j  1:
3. Linear inequalities on the rows of a matrix
We want to describe and relate linear inequalities
fi1vi > 0; . . . ; fi;mivi > 0; fij : Rn ! R;
j  1; . . . ;mi; i  1; . . . ; n; 6
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associated with the rows vi of an n n matrix, ensuring the positivity of its
determinant.
Theorem 3.1. Suppose that all n n matrices whose rows vi satisfy Eq. (6) have
positive determinant. Then there are linear functions hI : Rn ! R, I  f1; . . . ; ng,
satisfying Eq. (2), so that if v1; . . . ; vn satisfy Eq. (6), then
rIihIvi > 0; I  f1; . . . ; ng; i  1; . . . ; n; 7
and if v1; . . . ; vn satisfy Eq. (7), then the matrix with rows v1; . . . ; vn has positive
determinant.
Proof. Let us observe that the inequalities (6) are equivalent to imposing
vi 2 Ci, where
Ci  fx 2 Rn j fijx > 0; j  1; . . . ;mig; i  1; . . . ; n:
Under the assumption of the theorem, the cones C1; . . . ;Cn are positively ori-
ented. By Propositions 2.2 and 2.4, there exist cones Ki containing Ci of the
form
Ki  x 2 Rn j rIihIx > 0; 8I  f1; . . . ; ngf g; i  1; . . . ; n; 8
which are positively oriented, i.e., if v1; . . . ; vn satisfy Eq. (7), then the matrix
with rows v1; . . . ; vn has positive determinant. 
Because of Theorem 3.1 we shall deal only with linear conditions on the
rows of the form (7), which are completely determined by a choice of hI : R
n !
R for all I  f1; . . . ; ng. Let us remark that n  1 leads only to a trivial con-
dition equivalent to the fact that the only element of the matrix is positive. The
case n  2 was already studied in [2]. In fact, conditions (7) reduce, by Eq. (2),
to
h0v1 > 0; h1v1 < 0;
h0v2 > 0; h1v2 > 0:
Hence K1;K2 are two planar angular regions which are supplementary. Since
the choices n  1; 2 may produce special cases in our formulae, from now on
we shall focus on the choice n > 2.
Remark 3.2. If we replace eachhI by ~hI  aIhI ; with aI > 0; then conditions (7)
determine precisely the same vectors vi. On the other hand, given a linear
endomorphism T : Rn ! Rn with positive determinant, any set of cones
C1; . . . ;Cn are positively oriented if and only if the transformed cones
T C1; . . . ; T Cn are positively oriented. This means that, if the rows vi of a
matrix satisfy inequalities
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rIihIT vi > 0; 8I  f1; . . . ; ng; det T > 0; 9
then this matrix has positive determinant. If T is the adjoint of T ; then
hIT vi  T hIvi. Thus Eq. (9) can be written as
rIiT hIvi > 0; 8I  f1; . . . ; ng; det T  > 0: 10
So a linear transformation with positive determinant T on the rows vi can be
interpreted as a corresponding linear transformation with positive determinant
T  of the conditions hI . On the other hand, formula (10) also provides a way of
generating formulae of type (7) from a given one.
Let us assume that hI defines by Eq. (7) a set of matrices with positive de-
terminants, and that there exists a matrix with positive determinant A such that
its rows vi satisfy Eq. (10). Then the matrix B whose rows are T vi satisfies
conditions of type (7) and has therefore positive determinant. Since
det B  det T det A, necessarily det T  det T  > 0.
Let us now describe a first example of hI ’s leading to linear conditions on the
rows for the positivity of the determinants.
Theorem 3.3. For I  f1; . . . ; ng; define
hIx 
Xn
j1
rIjxj: 11
Then an n n matrix has rows vi satisfying Eqs. (7) and (11), if and only if the
matrix is strictly diagonal dominant by rows and has positive diagonal entries.
Moreover any n n matrix whose rows satisfy Eqs. (7) and (11), has positive
determinant.
Proof. Clearly, Eq. (2) holds because rI 0 j  ÿrIj, for all j. Now suppose
that A  aij16 i;j6 n is a matrix whose rows satisfy (7) with hI given by Eq. (11).
For each row i let us take I  fig [ fj j aij < 0g. Then, by our choice of I ,
rIirIjaij  ÿ jaijj, j 6 i, and Eq. (7) can be written
0 <
Xn
j1
rIirIjaij  aii ÿ
X
i6j
jaijj :
Thus A is a strictly diagonal dominant by rows with positive diagonal entries.
Conversely suppose that A is strictly diagonal dominant by rows and has
positive diagonal entries. Then for I  f1; . . . ; ng, 16 i6 n, and vi the ith row
of A,
rIihIvi  rIi2aii 
X
j 6i
rIirIjaij P aii ÿ
X
j 6i
j aij j> 0;
and so Eqs. (7) and (11) hold.
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Now suppose that the rows of the n n matrix A satisfy Eqs. (7) and (11).
Then, as shown above, A is strictly diagonal dominant by rows with positive
diagonal entries. But the Levy–Desplanques theorem, see Corollary 5.6.17 of
[3], states that a strictly diagonal dominant matrix has nonzero determinant.
Furthermore, the rows of the identity matrix also satisfy Eqs. (7) and (11) and
it has positive determinant. By Lemma 2.3, we conclude that det A > 0. 
The previous example can be generalized in the same way as the family of
conditions (10) is obtained from Eq. (7).
Theorem 3.4. Take n P 3. The linear functions hI : Rn ! R, I  f1; . . . ; ng; are
equivalent to the functions (11) under a linear endomorphism with positive de-
terminant if and only if
ÿ1nÿ1 det hiej16 i;j6 n > 0; 12
h1      hn  nÿ 2h0; 13
and for any I  f1; . . . ; ng,
hI 
X
i2I
hi ÿ j I j ÿ1h0: 14
Proof. Suppose that the linear forms hI , I  f1; . . . ; ng, are equivalent to the
forms (11) under a linear endomorphism T with positive determinant. Let
fj : T pj; j  1; . . . ; n; 15
where pj is the jth coordinate projection. Then
hI 
Xn
j1
rIjfj; 16
where f1; . . . ; fn is a set of linear forms such that det fiej16 i;j6 n > 0, where
e1; . . . ; en denotes the canonical basis of Rn. For 16 i; k6 n,
hiek 
Xn
j1
rijfjek:
By induction on n it can be seen that
detrij16 i;j6 n  nÿ 2ÿ2nÿ1; 17
and so Eq. (12) holds. Eq. (13) follows easily from Eq. (16), while Eq. (14)
immediately follows from the fact that
rI1[[Ik  rI1      rIk ÿ k ÿ 1r0;
whenever I1; . . . ; Ik are disjoint subsets of f1; . . . ; ng.
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Now suppose that Eqs. (12)–(14) hold. Then we may choose f1; . . . ; fn so
that
hi 
Xn
j1
rijfj; i  1; . . . ; n 18
and let T be the linear endomorphism satisfying Eq. (15). From Eqs. (12), (17)
and (18), it follows that det fiej16 i;j6 n > 0 and so from Eq. (15), det T > 0.
From Eqs. (15) and (18), for i  1; . . . ; n, hi is equivalent under T to the linear
form (11) for I  fig. From Eqs. (13) and (14) it then follows that hI is
equivalent under T to Eq. (11) for all I  f1; . . . ; ng. 
From Theorem 3.3, Remark 3.2 and Theorem 3.4, we can immediately
deduce the following.
Corollary 3.5. Suppose that for n P 3 the linear functions hI : Rn ! R, I 
f1; . . . ; ng; satisfy Eqs. (12)–(14). Then any n n matrix whose rows vi satisfy
Eq. (7) has positive determinant.
For the case n  2, it is easily seen that any conditions of the form (7), (2),
are equivalent to Eq. (11) under a linear endomorphism with positive deter-
minant, up to an interchange of h1 and h2.
Definition 3.6. We say that a set of conditions (6) is weaker than another one if
the set of matrices whose rows satisfy the first set of conditions contains the set
of matrices whose rows satisfy the other set. A weakest set of conditions (6) is a
set of conditions corresponding to a maximal set of matrices.
By Theorem 3.1, a weakest set of conditions (6) for a matrix to have positive
determinant must be of the form (7).
Theorem 3.7. Suppose that for n P 3 the linear functions hI : Rn ! R,
I  f1; . . . ; ng, satisfy Eqs. (12)–(14). Then Eq. (7) is a weakest set of conditions
for an n n matrix with rows vi to have positive determinant.
Proof. Since the concept of ‘weakest’ is clearly invariant under a linear endo-
morphism, Theorem 3.4 shows that we may assume that the functions hI are
given by Eq. (11). By Theorem 3.3, it is sucient to show that if
a11 <
Xn
j2
ja1jj; 19
then there is a matrix A  aij16 i;j6 n with negative determinant for which the
rows v2; . . . ; vn are strictly diagonal dominant with positive diagonal entries. So
suppose that Eq. (19) holds and let ja1jj  sja1j, jsjj  1, j  2; . . . ; n. Letting
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Dk 
a11 a12 . . . . . . a1k
s2 1 0 . . . 0
..
.
0 . .
. . .
. ..
.
..
. ..
. . .
. . .
.
0
sk 0 . . . 0 1


; k  1; . . . ; n;
we see that Dk  Dkÿ1 ÿ ska1k, k  2; . . . ; n, and so
Dn  a11 ÿ
Xn
j2
sja1j  a11 ÿ
Xn
j2
ja1jj < 0:
So for small enough  > 0,
a11 a12 . . . . . . a1n
s2 1  0 . . . 0
..
.
0 . .
. . .
. ..
.
..
. ..
. . .
. . .
.
0
sn 0 . . . 0 1 


< 0;
which completes the proof. 
For n  2, any set of conditions of form (7), (2) for a 2 2 matrix to have
positive determinant, is equivalent to Eq. (11) under a linear endomorphism
with positive determinant and it follows, as in the proof of Theorem 3.7, that
any such set of conditions is weakest. However we shall see in Section 5 that for
n  3 there are conditions of form (7), (2) for a 3 3 matrix to have positive
determinant which are not weakest.
4. New conditions on the rows of a matrix
In this section we describe a new set of conditions (7) using a choice for hI
dierent from that of Theorem 3.4. These conditions lead to a new sucient
condition for the positivity of the determinant of a matrix. In contrast with
strict diagonal dominance, the number of linear inequalities involved will be
considerably reduced, from 2nÿ1n to n2.
We would like to impose that
hI[J  hI  hJ ; for I ; J disjoint: 20
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However Eq. (2) implies hf1;...;ng  hI  hI 0  0 for any set I and
h0  ÿhf1;...;ng  0, which is impossible. Nevertheless we can impose Eq. (20)
only when I , J , I [ J are proper subsets of f1; . . . ; ng. This is equivalent to
setting hI 
P
i2I hi, for any proper subset ;  I  f1; . . . ; ng and using Eq. (2)
we need h1      hn  0.
Summarizing, we want to find hI such that
h1      hn  0; hI 
X
i2I
hi; 8;  I  f1; . . . ; ng: 21
Observe that Eq. (21) implies Eq. (2) for all proper subsets I of f1; . . . ; ng. Let
us recall that each of the cones Ki (8) is determined from a set of 2n inequalities
(7) and, taking into account Eq. (2), we deduce that Ki has at most 2nÿ1 facets.
But under conditions (21) the number of facets is, in fact, at most n because, as
we shall see in the following lemma, most of the inequalities are redundant.
Lemma 4.1. Let hI : Rn ! R, I  f1; . . . ; ng be such that Eq. (21) holds. If x 2
Rn satisfies hjx > 0, for all j 2 f1; . . . ; ng n fig, then rIihIx > 0 for any
proper subset I of f1; . . . ; ng.
Proof. If i 62 I , then
rIihIx  hIx 
X
j2I
hjx > 0:
If i 2 I , then i 62 I 0 and therefore
rIihIx  ÿhIx  hI 0 x > 0: 
Remark 4.2. The cones Ki defined by Eq. (8) can be expressed as the inter-
section of n halfspaces
Ki  x 2 Rn j hjx > 0; j 2 f0; 1; . . . ; ng n fig
 	 \n
j0
j 6i
Hj:
In fact, the inequalities corresponding to j  1; . . . ; n imply all the inequalities
(7) with ;  I  f1; . . . ; ng. The inequality corresponding to j  0 is equivalent
by Eq. (2) to Eq. (7) for I  ; and I  f1; . . . ; ng.
In order to show that conditions (21) allow us to define K1; . . . ;Kn as pos-
itively oriented cones, let us take for x  x1; . . . ; xn 2 Rn:
h0x : x1;
h1x : x2      xn; 22
hix : ÿxi; i P 2;
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and so
hIx 
ÿ
X
i2I
xi if 1 62 I ;X
i2I 0
xi if 1 2 I ;
8><>: ;  I  f1; . . . ; ng; hf1;...;ngx  ÿh0x  ÿx1:
23
As we have seen in Lemma 4.1, conditions obtained from Eq. (23) are re-
dundant because they are implied by those of Eq. (22) provided Eq. (21) holds.
Lemma 4.3. Let A  aij16 i;j6 n be a matrix satisfying
ai1 > 0; 8i;
aij < 0; 8j > 1; i 6 j;Pn
j2 aij > 0; 8i > 1;
then det A > 0.
Proof. Let us prove it by induction on n. For n  1, it is trivial. Let us assume
that the result holds for nÿ 1 and let us prove it for an n n matrix
A  aij16 i;j6 n. Expanding det A by the first row we have
det A  a11 det A11 
X
j>1
ÿa1j ÿ1j det A1j; 24
where A1j denotes the submatrix of A complementary to a1j, i.e., it is the nÿ 1 
nÿ 1 submatrix of A obtained by removing the first row and the jth column.
Using the hypotheses we see that for i P 2,
aii > ÿ
X
j>1;j 6i
aij 
X
j>1:j6i
jaijj > 0:
Therefore A11 is a strictly diagonal dominant matrix with positive diagonal
entries and so, by Theorem 3.3, det A11 > 0.
For j > 1, let B1j be the matrix obtained from A1j by cyclically reordering the
first jÿ 1 rows of A1j, so that the rows 1; 2; . . . ; jÿ 2; jÿ 1 of B1;j coincide with
rows jÿ 1; 1; 2; . . . ; jÿ 2 of A1j respectively. Then det B1j  ÿ1jÿ2 det A1j and,
since B1j satisfy the induction hypotheses, det B1j > 0 for all j > 1. Therefore by
Eq. (24), det A is positive. 
Using formula (10) we may generalize our choice of Eqs. (22) and (23).
Taking a linear endomorphism T , we define fj : T pj. Then the choice
h0  f1; hi  ÿfi; i P 2; 25
with Eq. (21) determine completely a set of conditions (7).
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Theorem 4.4. Let h0; h2; . . . ; hn be linear forms such that
ÿ1nÿ1 det hiej i0;2;3;...;n;;j1;2;...;n > 0 26
and let h1 : ÿh2      hn. If A is an n n matrix whose rows vi satisfy
hjvi > 0; 8j 2 f0; 1; 2; . . . ; ng n fig; i  1; . . . ; n; 27
then det A > 0.
Proof. From the definition of h1 and Lemma 4.1, we see that conditions (7)
hold for all I , with hI defined by Eq. (21). Since p1; . . . ; pn and
h0;ÿh2;ÿh3; . . . ;ÿhn are bases of the dual space of Rn, there exists a linear
endomorphism T , whose adjoint T  satisfies T p1  h0, T pj  ÿhj,
j  2; . . . ; n. Conditions (27) can be written as
T p1vi > 0; 8i;
T ÿpjvi > 0; 8j > 1; i 6 j;
T p2      pnvi > 0; 8i > 1:
28
Conditions (28) are the transformed conditions of those in Lemma 4.3. Since
any matrix satisfying the conditions in Lemma 4.3 has positive determinant,
and by Eq. (26) det T > 0, then conditions (28) also imply det A > 0. 
If we now make the particular choice
h0x  x1      xn; hix 
Xn
j1
xj ÿ nxi; i 2 f1; . . . ; ng; 29
where x  x1; . . . ; xn, we obtain the following special case of Theorem 4.4.
Corollary 4.5. Let A  aij16 i;j6 n be a matrix satisfying, for i  1; . . . ; n;Xn
k1
aik > 0; aij <
1
n
Xn
k1
aik; 8j 6 i: 30
Then det A > 0.
To illustrate Corollary 4.5 we define the n n matrix
Ak 
k 1 . . . 1
1 k . .
. ..
.
..
. . .
. . .
.
1
1 . . . 1 k
0BBBB@
1CCCCA:
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Then Ak satisfies the conditions of Corollary 4.5 for all k > 1. We note that
Ak is strictly diagonal dominant with positive diagonal entries only for
k > nÿ 1.
Theorem 4.6. If h0; h1; . . . ; hn satisfy the conditions of Theorem 4.4, then Eq. (27)
is a weakest set of conditions for the n n matrix with rows vi to have positive
determinant.
Proof. It is sucient to show that the conditions of Corollary 4.5 are weakest.
For this it is sucient to show that if either
Pn
k1 a1k < 0 or a12 >
1
n
Pn
k1 a1k,
then there is a matrix A  aij16 i;j6 n with negative determinant for which Eq.
(30) is satisfied for i  2; . . . ; n. First suppose Pnk1 a1k < 0. We saw in the
proof of Theorem 3.7 that
a11 a12 . . . . . . a1n
ÿ1 1 0 . . . 0
..
.
0 . .
. . .
. ..
.
..
. ..
. . .
. . .
.
0
ÿ1 0 . . . 0 1



Xn
k1
a1k < 0;
and so for small enough  > 0, the matrix
a11 a12 . . . . . . a1n
ÿ1 1  0 . . . 0
..
.
0 . .
. . .
. ..
.
..
. ..
. . .
. . .
.
0
ÿ1 0 . . . 0 1 
0BBBBBBB@
1CCCCCCCA;
has negative determinant and satisfies Eq. (30) for i  2; . . . ; n.
Next suppose a12 > 1n
Pn
k1 a1k. Note that if
Dn 
a11 a12 . . . . . . a1n
1 1 1 . . . 1
ÿ1 0 . .. 0 . . .
..
. ..
. . .
. . .
.
0
ÿ1 0 . . . 0 1


;
then expanding by the last row gives Dn  Dnÿ1  a1n ÿ a12 and so
Dn  ÿna12 
Pn
k1 a1k < 0. Thus for small enough  > 0, the matrix
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a11 a12 . . . . . . a1n
1 1  1 . . . 1
ÿ1 0 . .. 0 . . .
..
. ..
. . .
. . .
.
0
ÿ1 0 . . . 0 1 
0BBBBBBB@
1CCCCCCCA;
has negative determinant and satisfies Eq. (30) for i  2; . . . ; n. 
5. Weakest conditions for positive determinants of 3 3 matrices
In this section we describe all sets of linear conditions (6) on the rows of 3
3 matrices that are weakest. We have already seen that they must be of the
form (7) with hI satisfying Eq. (2). When n  3, this set of conditions can be
reduced to:
rjihjvi > 0; j  0; 1; 2; 3; i  1; 2; 3: 31
Lemma 5.1. Let hi 2 R3, i  0; 1; 2; 3 be four linear forms such that the set of
matrices whose rows satisfy Eq. (31) is nonempty. Then fh0; h1; h2; h3g contains
three linearly independent forms. Moreover, up to an interchange of the roles of
h1, h2 and h3; one of the following conditions holds.
A h0 2 hh1; h2; h3i; A0 h0 2 hÿh1;ÿh2;ÿh3i;
B h0 2 hh2; h3i; B0 h0 2 hÿh1; h2; h3i;
C h3 2 hÿh1;ÿh2i:
Proof. Let v1; v2; v3 be the rows of a matrix satisfying Eq. (31). Let us now
define a 3 4 matrix M : hjvii1;2;3;j0;1;2;3. Let us see first that rank M  3.
Otherwise, the system a1; a2; a3M  0; 0; 0; 0 would have a nontrivial solu-
tion. By Eq. (31), the right-hand sides of the first pair of equations
h0v2a2  h0v3a3  ÿh0v1a1; h1v2a2  h1v3a3  ÿh1v1a1;
have dierent nonstrict signs. Using Eq. (31) again and the fact that
a1; a2; a3 6 0; 0; 0, we see that a2a3 < 0. Let us now take the second pair of
equations
h2v2a2  h2v3a3  ÿh2v1a1; h3v2a2  h3v3a3  ÿh3v1a1:
From Eq. (31), we see that the right-hand sides of both equations have the
same nonstrict sign. Using Eq. (31) once more and that a1; a2; a3 6 0; 0; 0,
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we obtain a2a3 > 0, contradicting our previous conclusion. So we have shown
that rank M  3.Therefore the linear system Mc0; c1; c2; c3T  0 has a unique
(up to scaling) nontrivial solution. Taking into account Eq. (31), we see that it
is not possible that for some i 2 f1; 2; 3g all cj, j 2 f0; 1; 2; 3g n fig, have the
same nonstrict sign and ci has the opposite nonstrict sign. More precisely
8i 2 f1; 2; 3g with ci 6 0; 9j 2 f0; 1; 2; 3g such that j 6 i and cicj > 0
32
and
8i 2 f1; 2; 3g with ci  0; 9j; j0 2 f0; 1; 2; 3g n fig such that cjcj0 < 0:
33
If c1; c2; c3 are all nonzero, then there must exist two of them with the same
strict sign. Without loss of generality we may assume that c2; c3 > 0. In this
case (34) implies
c1 < 0) c0 < 0: 34
Therefore, the following cases may happen:
(i) c1 > 0, c0 > 0, c2; c3 > 0, and so h0 2 hÿh1;ÿh2;ÿh3i, (case A0).
(ii) c1 > 0, c0  0, c2; c3 > 0, and so h1 2 hÿh2;ÿh3i, (case C).
(iii) c1 > 0, c0 < 0, c2; c3 > 0, and so h0 2 hh1; h2; h3i, (case A).
(iv) c1 < 0, c0 < 0, c2; c3 > 0, and so h0 2 hÿh1; h2; h3i, (case B0).
Otherwise, if ci  0 for some i 2 f1; 2; 3g we may assume that c1  0. Then
using Eqs. (33) and (32) one can deduce that c0 has opposite strict sign to that
of c2 and c3. Therefore, the only remaining case is:
(v) c1  0, c0 < 0, c2; c3 > 0 and so h0 2 hh2; h3i, (case B). 
We can now analyze all weakest conditions of form (6) for n  3. Taking
h1x  ÿx1  x2  x3; h2x  x1 ÿ x2  x3; h3x  x1  x2 ÿ x3;
h0x  x1  x2  x3; 35
we see that A in Lemma 5.1 holds. By Remark 3.2, any representation A
must be equivalent to Eq. (35), in the sense that there exists a positive rescaling
and a change of basis transforming A into Eq. (35). In fact, a suitable positive
rescaling in A, leads to h’s satisfying h0  h1  h2  h3. Since, by Lemma 5.1,
h1, h2 and h3 are linearly independent, there exists a change of basis T such that
T h1, T h2 and T h3 are the linear forms in Eq. (35).
Similarly by a positive rescaling and a change of basis, A0 is equivalent to
h1x  ÿx1; h2x  ÿx2; h3x  ÿx3; h0x  x1  x2  x3: 36
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Now, by Theorem 3.3, a matrix satisfies Eq. (31) for the choice Eq. (35) if and
only if it is strictly diagonal dominant by rows with positive diagonal elements.
If a matrix satisfies Eq. (31) for the choice Eq. (36) then it is strictly diagonal
dominant by rows with positive diagonal elements. So, case A0 is included in
case A, and case A0 gives conditions which are not weakest since A0 allows
only negative o-diagonal elements.
If B holds, then by a positive rescaling and change of basis, the conditions
are equivalent to
h1x  x1; h2x  x2; h3x  x3; h0x  x2  x3: 37
Case B0 is similarly equivalent to
h1x  x1; h2x  x2; h3x  x3; h0x  ÿx1  x2  x3; 38
which are stronger than conditions (37). In fact, conditions (31) for j  1; 2; 3
are identical in Eqs. (37) and (38). The condition corresponding to j  0 and
i  1 is a consequence of the previous one for the both choices Eqs. (37) and
(38)). Finally, the value of h0vi, i  2; 3 is lower in Eq. (38) than in Eq. (37),
assuming that the previous conditions hold. Therefore conditions (31) for j  0
and i  2; 3 are stronger for the choice Eq. (38) than for Eq. (37). So case B0
is included in case B.
Finally suppose that C holds. These conditions are equivalent, under a
positive rescaling and change of basis, to conditions (22), i.e.,
h1x  x2  x3; h2x  ÿx2; h3x  ÿx3; h0x  x1: 39
The equivalence can be shown as in the proof of Theorem 4.4. In fact, with a
positive rescaling of (C) we obtain h1  ÿh2 ÿ h3. By Lemma 5.1, h0, h2 and h3
are linearly independent. So, there exists a change of basis T such that T h0,
T h2 and T h3 are the linear forms in Eq. (39).
We can now state the following result.
Theorem 5.2. For linear forms hi 2 R3, i  0; 1; 2; 3; the following are equiv-
alent.
(a)The conditions (31) are weakest among all sets of conditions (6) such that
the matrices whose rows satisfy them have positive determinant and form a
nonempty set.
(b) The linear forms h0; h1; h2; h3 are given either by Eq. (35) or by Eq. (37) or
by Eq. (39), up to positive rescaling and a change of basis with positive deter-
minant.
Proof. We have already seen that (a) implies (b). By Theorem 3.3, conditions
(35) give positive determinant and by Theorem 3.7 they are weakest among
such conditions. Similarly Theorem 4.4 and Theorem 4.6 show that Eq. (39) is
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a weakest set of conditions for positive determinant. It remains only to show
that Eq. (37) gives a weakest set of conditions for positive determinant. For a
matrix A  aij16 i;j6 3, the 12 inequalities (33) with hi given by Eq. (37) reduce
to the following nine:
a11 < 0 a12 > 0; a13 > 0;
a22  a23 > 0; a21 > 0; a22 < 0;
a32  a33 > 0; a31 > 0; a33 < 0:
40
Suppose Eq. (40) holds. Then a23 > ÿa22 > 0, a32 > ÿa33 > 0, and so
a23a32 > a22a33. Also a21a33 < 0, a23a31 > 0, a21a32 > 0, a22a31 < 0. Thus
a22 a23
a32 a33
  < 0; a21 a23a31 a33
  < 0; a21 a22a31 a32
  > 0;
and expanding by the first row gives det A > 0.Next we show, in a manner
similar to the proofs of Theorem 3.7 and Theorem 4.6, that conditions (40) are
weakest.If a11 > 0, then for all small enough  > 0, the matrix
a11 a12 a13
 ÿ1 2
 2 ÿ1
0B@
1CA
has negative determinant and its last two rows satisfy Eq. (40). The same holds
if a12 < 0 and we consider
a11 a12 a13
1 ÿ 1
1 2 ÿ
0B@
1CA:
Similarly, in the following cases, for small enough  > 0 the given matrices have
negative determinant and their first and third rows satisfy Eq. 40):
a22  a23 < 0;
ÿ1  
a21 a22 a23
1 1  ÿ1
0B@
1CA;
a21 < 0;
ÿ 1 1
a21 a22 a23
 2 ÿ1
0B@
1CA;
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a22 > 0;
ÿ1  1
a21 a22 a23
1 2 ÿ
0B@
1CA: 
Let us perform a graphical interpretation of formulae (33), (37) and (39).
In each of the cases, the conditions on the rows of the matrix can be in-
terpreted as the fact that vi 2 Ki, i  1; 2; 3, where Ki is the cone given by
Eq. (8) (see Fig. 1).
Intersecting each of the cones Ki with the sphere
S  fx 2 R3 j x21  x22  x23g;
we obtain spherical polygons Pi  Ki \ S. Clearly the number of sides of Pi
coincides with the number of facets of Ki.
In all the figures, we have chosen the plane h0x  0 to be the projection
plane. The projection of the whole figure onto the plane has been done so that
the hemisphere
S \ fx 2 R3 j h0x > 0g
is visible. The other represented lines are the traces of the planes hix,
i  1; 2; 3, on that hemisphere.
Let us observe that in case (35), each subset of three elements of
fh0; h1; h2; h3g is linearly independent. This means that no three planes among
hix  0, i  0; 1; 2; 3, are coaxial and so all polygons Pi are spherical quad-
rilaterals as shown in Fig. 2.
Fig. 1. Three independent vectors in three dierent cones.
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In case (37), h0; h2; h3 form a linearly dependent set and from this fact it
follows that Pi, i  1; 2; 3, are spherical triangles such that each pair of them
has a common vertex, as shown in Fig. 3.
Similarly, in case (39), h1; h2; h3 form a linearly dependent set and Pi,
i  1; 2; 3, are spherical triangles. In contrast with the previous case, the three
polygons share a common vertex, as shown in Fig. 4.
From the previous graphical interpretation, we see that there are essential
geometric dierences among conditions arising from Eqs. (35), (37) and (39).
However Eqs. (37) and (39) can be seen as degenerations of Eq. (35), taking the
planes to a situation where they tend to be coaxial. Let us confirm this fact
analytically.
Let
h1x  ex1; h2x  x2; h3x  x3; h0x  ex1  x2  x3: 41
The matrix of change of basis Te which transforms conditions (41) into con-
ditions (35) is the matrix defined by the relation
Fig. 3. Three spherical triangles such that each pair of them has a common vertex.
Fig. 2. Three spherical quadrilaterals.
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1 1 1
1 ÿ1 1
1 1 ÿ1
0B@
1CA  e 0 00 1 0
0 0 1
0B@
1CATe:
So, we see that det Te > 0 for all e > 0 and therefore Eq. (41) essentially co-
incides with Eq. (35). Taking e! 0, we may consider Eq. (37) as a limit of
conditions of type (35).
On the other hand if we take
h1x  ex1  x2  x3; h2x  ÿx2; h3x  ÿx3; h0x  ex1; 42
we see that the matrix of change of basis Se which transforms conditions (42)
into Eq. (35) is given by
1 1 1
1 ÿ1 1
1 1 ÿ1
0B@
1CA  e 0 00 ÿ1 0
0 0 ÿ1
0B@
1CASe:
So, det Se > 0 for all e > 0 and Eq. (42) is equivalent to Eq. (35). Taking
e! 0, we see that Eq. (39) can be regarded as a limit case of conditions of
type (37).
Let us state a last consequence of the graphical interpretation given above.
Eq. (31) form a set of 12 linear inequalities, four of them for each row. This fact
means that each of the spherical polygons Pi has at most four sides. In case (A)
corresponding to formulae (35) we have seen that each set of three elements of
fh0; h1; h2; h3g is linearly independent and therefore each polygon Pi has exactly
four sides. In case (C), corresponding to Eq. (39), we saw in Section 4 that Eq.
(31) can be reduced to the set of nine equations of Lemma 4.3 (n  3), three of
Fig. 4. Three spherical triangles sharing a common vertex.
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them for each row. This fact agrees with the fact that each Pi is a spherical
triangle, since h1; h2; h3 form a linearly dependent set. In fact, the inequality
(31) corresponding to j  i for the ith row is redundant. Finally, case (B),
corresponding to Eq. (37), leads to polygons with three sides because h0; h2; h3
are linearly dependent. Then the twelve inequalities (31), with hi given by Eq.
(37), reduce to the nine inequalities of Eq. (40).
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