The analytic properties of a class of generalised Husimi functions are discussed. The class consists of the subset of Wódkiewicz's operational probability distributions for which the filter reference state is a squeezed vacuum state. The connection between the analyticity and the problem of reconstructing the density matrix is discussed. A measurement of the complete function, regarded as a holomorphic function of two complex variables, gives enough information for a satisfactory reconstruction of the density matrix. If, however, the function has only been measured for real values of its arguments, then the amplification of statistical errors which occurs when one attempts to carry out the continuation seriously limits the amount of information which can be extracted. The continuation to complex values of position and momentum is used to derive a number of formulae, relating the generalised Husimi functions to each other, to other phase space distributions, and to the density matrix elements. The bearing that the analytic properties have on the physical interpretation of these functions is considered.
Introduction
Consider a quantum mechanical system having one degree of freedom, with positionx and momentump. In a previous paper [1] we discussed the distribution of results when one makes a retrodictively optimal simultaneous measurement of the rotated quadraturesx θ1 ,p θ2 as defined bŷ x θ1 = cos θ 1x + sin θ 1p p θ2 = − sin θ 2x + cos θ 2p (1) In general θ 1 = θ 2 . However, we showed, that given any such measurement with θ 1 = θ 2 , there exists another such measurement, informationally equivalent to the first, for which the two angles are equal (so that the axes defined by the two quadratures are perpendicular). We further showed, that the distribution of results is always given by a generalised Husimi function of the form
where W (x, p) is the Wigner function [2, 3] :
W (x, p) = 1 2π dy e ipy x − respectively. The functions Q λθ belong to the class of operational probability distributions introduced by Wódkiewicz [4, 5] . They are the distributions which result when the filter reference state is chosen to be an arbitrarily squeezed vacuum state [6] . They have previously been discussed by Halliwell [7] , by Wünsche [8] , and by Wünsche and Bužek [9] .
There exist other non-negative distribution functions obtained by smoothing the Wigner function with a Gaussian convolution [5, 7, 8, 9, 10, 11] . However, the functions Q λθ are distinguished by the fact, that the Gaussian used to define them has the smallest possible width consistent with the requirement, that the resulting distribution be everywhere non-negative-as one might expect, given their physical significance, as the functions describing the outcome of retrodictively optimal determinations of phase space location.
Our purpose in the following is to discuss the analytic properties of the function Q λθ , and the bearing that these properties have on its physical interpretation.
The fact that the Husimi function [2, 12] (i.e., the function Q λ0 ) has some interesting analytic properties is, of course, well-known [13, 14, 15, 16, 17] . However, it seems to us that this fact has not, on the whole, received the attention it deserves. One motive for this paper is the desire to give a unified treatment of these results, and to put them in their proper perspective.
A second motive is the desire to extend the results which have previously been proved for the case θ = 0 to the case when θ is arbitrary. This seems appropriate, given the role that linear canonical transformations of the phase space coordinate system play in quantum tomography [3, 18, 19, 20] , and in the more recently proposed method of symplectic tomography [21] . Apart from which, the two parameter family Q λθ constitutes a natural unity, and it ought to be treated as such.
Lastly, we wish to establish one or two new results, which have not previously been proved even in the case when λ = 0. We are particularly interested in the invertibility of the transformation by which one obtains Q λθ from the density matrix). As has been stressed by Prugovečki [15] , Mizrahi [22] , Takahashi [23] and Davidovič and Lalović [17] the Husimi function forms the basis for an alternative formulation of quantum mechanics, which formally resembles the phase space formulation of classical mechanics. What makes this possible is the fact that the density matrix can be reconstructed from the Husimi function. The same is true of the generalised Husimi function [5, 9] . On the other hand, it also needs to be stressed that the reconstruction is extremely sensitive to the "fine structure" of Q λθ . There is no difficulty about inverting the transformation in principle, given perfectly precise knowledge of the function Q λθ . However, if one only has imperfectly accurate knowledge of the function, derived from experiment, then the usefulness of this result is seriously limited by the amplification of statistical errors which occurs when one tries to carry out the inversion [24] . The analytic properties of the generalised Husimi function cast some light on these two contrasting features: invertibility in point of mathematical principle versus non-invertibility in point of experimental practice.
After some mathematical and notational preliminaries in Section 2 we begin, in Section 3, by discussing the relationship between Q λθ and the generalised FockBargmann representation [25, 26] , and the bearing that this has on the invertibility of the transformation. Our discussion here is based on that in Prugovečki [15] .
In Sections 4-6 we introduce a second kind of analytic property. Q λθ (x, p) is an analytic function of its arguments which uniquely extends to a holomorphic function defined on the whole of complexified phase space. In the context of the Husimi function (i.e. the case θ = 0) this fact was first noted by Mehta and Sudarshan [13] , and it has subsequently been discussed by several other authors [14, 16, 17] . In our view it is of central importance. If one has an inexact knowledge of the complete function-i.e. Q λθ regarded as a complex analytic function defined on the whole of complexified phase space-then it is straightforward to deduce the values of the density matrix elements, up to a comparable degree of inexactitude. However, the process of analytic continuation is extremely sensitive to the fine details of the function. This means, that unless the measurement is perfectly exact (as would never be the case in practice), a determination of Q λθ (x, p) just for real values of x and p cannot be employed to obtain a useful estimate of all the density matrix elements. We are accordingly led to make a distinction, between information which is present in an experimentally accessible form, and information which, though in some sense present, is highly inaccessible; and we relate this distinction to the discussion in Bohm and Hiley [27] of the concepts of explicate and implicate order.
In Sections 7-9 we show how, by continuing to the appropriate regions of complexified phase space, it is possible to express the x θ -representation density matrix elements and the generalised s-ordered distributions [14] in terms of the generalised Husimi function. We also show how Q λθ (λ, θ arbitrary) and Q 10 (i.e. the Q function) can be expressed in terms of one another.
Finally, we conclude in Section 10 with some remarks concerning the physical interpretation of the function Q λθ .
Mathematical and Notational Preliminaries
Define annihilation and creation operatorŝ
It may therefore be regarded as a kind of phase space "atom"-consistent with the fact [1] that Q λθ describes the outcome of a retrodictively optimal determination of the observablesx θ ,p θ .
Analyticity and Invertibility (1)
If the system is in the pure state |ψ then Eq. (7) becomes
As we stated above, the generalised Husimi function contains all the information necessary to reconstruct the original state [2, 5, 9, 15, 17, 22] (provided the function is known with perfect accuracy). Referring to Eq. (8) we see that it must, in particular, be possible to reconstruct the phase of the function (x, p) λθ ψ just from a knowledge of its modulus. This is a very remarkable property. It is certainly not true of the ordinary x-representation wave function x | ψ . One is naturally led to ask why the function (x, p) λθ ψ should be different.
In the case of the Husimi function the answer to this question was given by Prugovečki [15] , who showed that the existence of an inverse transformation is due to the connection between the Husimi function and the holomorphic wave function of Fock and Bargmann [25, 26] . It seems to us that Prugovečki's argument is very illuminating. We have therefore thought it worthwhile to reproduce a slightly modified version of his argument, applicable to all the functions Q λθ .
It follows from Eq. (5) that
where z λθ is the complex coordinate defined by Eq. (4), and where ψ FB λθ is the Fock-Bargmann wave function [25, 26] defined by
It can be seen that ψ FB λθ is a holomorphic function. The crucial observation is the fact, that just as a holomorphic function can be reconstructed merely from a knowledge of its real or imaginary part, so it can also be reconstructed merely from a knowledge of its modulus. To see this, let f 1 and f 2 be two holomorphic functions whose moduli are everywhere equal. Their ratio f1 f2 is analytic everywhere except at the zeros of f 2 (which are necessarily isolated). Write this ratio in modulus-argument form:
Let u, v be the real and imaginary parts of w w = u + iv and use the analyticity of
from which it follows
These equations are the Cauchy-Riemann conditions expressed in terms of polar coordinates. By assumption
everywhere except at the zeros of f 2 . Consequently
and, in view of Eqs. (10),
everywhere in this (necessarily connected) region. It follows that
for some constant Θ 0 everywhere except at the zeros of f 2 . We now use continuity, and the fact that the zeros are isolated, to deduce that this relation is also valid at the zeros. In short: the modulus of a holomorphic function determines its phase up to a constant factor. In view of Eq. (9) the function (x, p) λθ ψ has the same property.
Analyticity and Invertibility (2)
The generalised Husimi function has a second kind of analytic property, quite different from the one considered in the last section. The Fock-Bargmann wave function is an analytic function of the single complex variable z * λθ . The generalised Husimi function, by contrast, is not analytic as a function of z * λθ . However, it is holomorphic as a function of x and p, regarded as two independent complex variables [13, 14, 16, 17] . Davidović and Lalović [17] have shown how this fact can be used to derive an integral transformation, expressing the density matrix in terms of the Husimi function. In this section we show how it can be used to derive another formula which, although perhaps not so useful from the point of view of practical calculations, is simpler and (as it seems to us) conceptually more revealing. Our discussion is based on the result originally obtained by Mehta and Sudarshan [13] .
It will be convenient at this point to enlarge the scope of our enquiry somewhat, and to consider the generalised Husimi transform of an operatorÂ, defined by
The generalised Husimi function is then the generalised Husimi transform of the density matrix, scaled by a factor 1 2π :
The problem of inverting the generalised Husimi transform comes down to the problem of using the diagonal matrix elements (x, p) λθ Â (x, p) λθ to reconstruct the off-diagonal matrix elements (x 1 , p 1 ) λθ Â (x 2 , p 2 ) λθ . Of course, if we were talking about ordinary x-representation matrix elements no such reconstruction would be possible. The reason that it is often possible in the case of interest to us is the fact, that there is a large class of operators for which the function A λθ H (x, p) is holomorphic. As we shall see, the off-diagonal elements can then be simply expressed in terms of the continuation of A λθ H (x, p) to complex values of x and p.
Let us begin by deriving a sufficient condition for A λθ H (x, p) to extend to a holomorphic function of two complex variables. Using Eq. (5) we find
where z λθ denotes the complex variable
This expression was derived on the assumption that x, p are both real (implying that x θ , p θ are both real). However, it still makes sense for x, p arbitrary complex. Define
If x, p are both real z λθ+ , z λθ− coincide with the variable z λθ and its conjugate z * λθ . However, in the case of complex x, p (and therefore complex x θ , p θ ) z λθ± are independent complex variables. Consider the series
Suppose thatÂ is self-adjoint. Then
where |· signifies the norm of the vector |· . Consequently
This estimate, together with Stirling's approximation, implies that the series in Eq. (12) will converge, and define a holomorphic function, if there exists a positive constant K, and a constant α in the range 0
for all n (c.f. Cahill and Glauber [14] ). If the above condition is satisfied then the formula
gives the continuation of A λ H to a holomorphic function defined on the whole of C 2 . The condition of Eq. (13) is not very restrictive. Â |n λθ can grow exponentially fast with increasing n and Eq. (14) will still define a holomorphic function.
Let us now see how we can use the continuation to invert the transform. Consider the off-diagonal matrix element (
where
and
The points (x 1 , p 1 ) and (x 2 , p 2 ) both belong to R 2 . We now use them to define a single point (x, p) ∈ C 2 , by
where we have set η = ln λ. The real parts of x and p are just the averages
The imaginary parts are linear combinations of the differences
We have
Inserting these relations in Eq. (15) and comparing with Eq. (14) we deduce
We have from Eq. (5) (
In this equation x 1 , p 1 , x 2 and p 2 are all real, while x and p are both complex. The equation thus shows how the analytic continuation of the generalised Husimi function can be used to recover the off-diagonal matrix elements ofÂ. Since the complete set of matrix elements uniquely fixes the operator, it follows that Eq. (16) may be regarded as an inversion formula. If θ = 0 and λ = 1, and ifÂ is a density matrix, then the expression on the left hand side is the Q-function, continued to complex values of x and p (and modulo a factor 1 2π ); while the expression on the right hand side is the R-representation [28] , (modulo a factor exp(−z * 1λθ z 2λθ )). We see, therefore, that the R-representation is essentially the same thing as the analytic continuation of the Q-function-as was originally noted by Mehta and Sudarshan [13] .
There do, of course, exist other ways of inverting the Husimi transform [2, 11, 22, 29, 30] . Methods of inverting more general transforms have been discussed by Davidović and Lalović [5, 11, 17] and by Wünsche and Bužek [9] . However, these methods all involve, either an integral, or else the calculation of an infinite sum. The equation just derived is more straightforward. It shows, that in order to invert the generalised Husimi transform, all that one has to do is to perform the analytic continuation, and then to multiply by a Gaussian factor.
The equation shows that the two properties, of analyticity and invertibility, are closely connected. If we were working with the x-representation matrix elements x 1 Â x 2 , and if we were to discard all the off-diagonal elements, keeping only the diagonal ones, then we would, of course, have suffered an irreversible loss of information. The same thing might be expected here, were it not for the analyticity.
The Generalised Husimi Function as a Description of the State
In the sequel we shall refer to Q λθ (x, p) regarded as a function of two complex variables as the complete generalised Husimi function, or complete function for short. Its restriction to real values of x and p will be referred to as the restricted generalised Husimi function, or restricted function for short.
The complete function provides a complete description of the quantum mechanical state. In particular, it can be used to calculate expectation values according to the prescription Tr(Âρ) = 1 4π 2 dx 1 dp 1 dx 2 dp 2 (
where we have used Eq. (16) . In this expression x, p denote the complex variables x R + ix I , p R + ip I and d 2 x d 2 p denotes the measure dx R dx I dp R dp I . The quantities x Iθ , p Iθ are defined in the usual way:
The formula is valid whenever the generalised Husimi transform A λθ H is defined as a holomorphic function-which, as we saw in the last section, is true for a very large class of operators.
Since it provides a complete description of the quantum mechanical state the complete generalised Husimi function can be thought of as a kind of wave function, analogous to the function x | ψ (for a pure state). The restricted function is [1] the probability density function describing the outcome of a retrodictively optimal determination of phase space location. It might therefore be compared with the squared modulus | x | ψ | 2 . The complex analytic structure away from the real plane gives the additional information needed to calculate the expectation value of an arbitrary observableÂ. It might therefore be compared with the phase of the function x | ψ .
There is, of course, a significant difference between the two cases since, as we saw in the last section, the complete generalised Husimi function can be recovered from the restricted function by the process of analytic continuation. By contrast, specifying the modulus of the function x | ψ conveys no information at all regarding its phase.
It is to be observed, however, that in order to carry out the continuation one needs to know the restricted function with with perfect accuracy. In practice the function could only ever be determined up to an error which, though it might be small, would never be strictly zero. This fact seriously limits the amount of information which can be gained from a practical measurement of the restricted function [24] . It is interesting to consider the reason for this, within the framework of the present discussion. Consider the power series
Suppose that the derivatives had been independently measured. For the sake of example, suppose that the error in the measurement of
where σ is a dimensionless constant. Let ∆Q be the error in Q λθ (x, p), as calculated using the above formula. Then
where I 0 is a Bessel function of imaginary argument [31] . Asymptotically [31] ∆Q ∼ σ
It can be seen that the error grows exponentially fast as one moves away from the real plane. If one only had imprecise information regarding the function Q λθ (x R , p R ) itself, from which the values of the derivatives had to be inferred, one would expect the error to grow even more rapidly. We see from this, that an experimental determination of the restricted function provides us with reasonably accurate information regarding the behaviour of the complete function over a narrow region surrounding the real part of complexified phase space. However, if one wants to determine the complete function outside this region, then one needs to use a different method (such as quantum tomography [3, 18, 19, 20, 21] ). It follows, that the continuation of Q λθ away from the real plane is much more like the phase of the function x | ψ than initially appears. The continuation may not be independent of the restricted function in point of mathematical principle; but it is, to a considerable extent, effectively independent in point of experimental practice.
The effect of the errors of measurement here might be compared with their effect in a classical system which exhibits classical chaos. A perfectly accurate specification of the state of an isolated classical system at any given time suffices to completely determine its state at every other time. However, if the system is chaotic, then the unavoidable errors of measurement greatly limit the practical significance of this fact.
It could be said, that although the restricted function does, in principle, provide a complete description of the quantum state, much of the information it contains is experimentally inaccessible. We get some further insight into this feature if we consider the expression on the right hand side of Eq. (17) , for the expectation value of an operatorÂ. The presence of the Gaussian factor means that the integrand will be strongly peaked about the real plane, provided that the function A λθ H (x * , p * ) does not grow too rapidly with increasing x I , p I . In that case we may expand the functions
in Taylor series about the point (x R , p R ):
where A λθ A is the generalised anti-Husimi transform [2, 11] of the operatorÂ, defined by
There are, of course, easier ways [5] of deriving Eq. (18) . However, we thought it worth going through this derivation because it shows the relationship between Eqs. (17) and (18) . It also brings out the fact that the existence of A It is well-known, that in the case θ = 0, A λθ A is only very rarely defined as a well-behaved function. It is usually very singular, often so singular it does not even exist as a tempered distribution [2, 14] . One easily sees that this is also true in the more general case, when θ = 0. It follows that Eq. (18)-unlike Eq. (17)-can only be used to calculate the expectation values of a comparatively small number of observables.
The fact, that A λθ A tends to be, either very singular, or else non-existent, may be seen as an inconvenience: which, indeed, it is when regarded from a calculational point of view. However, from the point of view of physical interpretation it is actually quite revealing. We remarked above, that it is only when the restricted function is known with perfect accuracy that it gives a complete description of the quantum state. If the restricted function has been determined experimentally, up to a non-zero experimental error, then it only contains a limited amount of information regarding the state. The question arises: how much information does it contain? The behaviour of the distribution A λθ A provides us with a way of answering this question. If A λθ A exists as a well behaved function then one can use Eq. (18) to obtain a reasonably accurate estimate of the expectation value, even when Q λθ (x R , p R ) has only been determined up to a non-zero experimental error. If, on the other hand, A λθ A is not defined, or if it is defined but very singular (so that, for example, it contains derivatives of the δ-function of arbitrarily high order) then Eq. (18) cannot be used to obtain a useful estimate for <Â > from imperfect experimental data regarding the function Q λθ (x R , p R ).
If A λθ A is undefined, or defined but very singular, then it could be said, that although the function Q λθ (x R , p R ) contains the information needed to calculate <Â >, it does so in a form which is experimentally inaccessible.
Further Remarks Concerning the Analyticity of Q λθ
We have remarked that the analyticity of Q λθ means that one can reconstruct the complete function just from a knowledge of its values on the real part of complexified phase space (provided that this knowledge is exact). Actually, a much stronger statement is true: once Q λθ is exactly known on a region which is compact, and which contains infinitely many points, then it is known everywhere. Alternatively, an exact knowledge of the function together with all its derivatives at a single point suffices to determine its values at every other point (as has been stressed by Wünsche and Bužek [9] ). The function might therefore be compared with a hologram: information sufficient to reconstruct the whole picture is folded into every little piece of it.
Bohm and Hiley [27] make use of the analogy with a hologram when developing their concept of "implicate order". The analyticity of the Husimi function may be regarded as an illustration of this concept. The information which is present superficially (so to speak), in a form which may be extracted from the experimental data by means of an integral, such as the integral in Eq. (18), corresponds to Bohm and Hiley's concept of "explicate" or "out-folded" order. The information which lies hidden in the fine details of the analytic structure, and which is largely destroyed when one makes less than perfectly accurate measurements at a finite number of sample points, corresponds to their concept of "implicate" or "in-folded" order.
Q λθ is a very intricately structured object. In particular, the analyticity means that there exist subtle connections between the probability of finding the system in one place, and the probability of finding it another. As an illustration of this point, specialise to the case θ = 0, and consider the projection operatorÂ = |n λ0 λ0 n| (where |n λ0 is the number state defined in Eq. (6)). The anti-Husimi transform is [14] 
Using Eq. (18) we find, after a certain amount of algebra,
Â is the probability of finding the system in the state |n λ0 . It therefore tells us something about the probability of finding the system in the vicinity of the surface 1 λ 2 x 2 + λ 2 p 2 = 2n + 1. Yet in order to calculate Â we have to evaluate the derivatives of Q λ0 , not in the vicinity of this surface, but at the origin.
The feature just evinced could be regarded as a kind of non-locality. Although it is clearly not the same, it is somewhat reminiscent of the kind of non-locality which is manifested by a violation of the Bell inequalities [32] . Of course, the discussion in the last section means that it would be very difficult to demonstrate the phenomenon experimentally. Nevertheless, it is a striking feature of the mathematical description, and as such it seems worthy of note.
Bohm and Hiley [27] place much emphasis on what, following Bohr [33] , they describe as a property of "wholeness" possessed by quantum mechanical systems. They argue that this feature does not essentially depend on assumptions specific to "hidden-variables" interpretations of quantum mechanics, such as the Bohm interpretation. On the contrary, they maintain that it appears, in one guise or another, whatever the interpretational scheme one adopts. The analyticity of the generalised Husimi function is a feature of the basic mathematical theory common to every interpretation, and it may therefore be taken as a point in confirmation of their view.
Connection with thex φ -representation
Eq. (18) shows that Q λθ (x R , p R ) contains, in experimentally accessible, or explicate form, information sufficient to calculate the expectation value of any observablê A for which the generalised anti-Husimi transform exists as a well-behaved function. It is natural to ask how the remaining information needed to characterise the quantum state is distributed over complexified phase space. Is the information spread out evenly (so to speak)? Or is it rather the case, that different regions contain, in explicate form, different kinds of information? In the next three sections we investigate this question. We begin by identifying the region of complexified phase space which contains an explicate description of the matrix elements φ x 1 ρ x 2 φ (where |x φ is an eigenket ofx φ with eigenvalue x). Our treatment is based on the discussion in Davidović and Lalović [17] .
LetÛ φ ,Ŵ λ be the unitary operatorŝ
Then [1, 3, 6] |x φ =Û † φ |x and
where |0 is a zero eigenstate ofâ, andD xp is the displacement operator [28] 
Hence [1, 6] 
where we have set δ = θ − φ. Consequently
Inverting the Fourier transform gives
Setting θ = φ = 0 in this equation gives the formula proved by Davidović and Lalović [17] .
Eq. (23) shows that the information needed to reconstruct the x φ -representation density matrix elements can be found, in explicate form, concentrated on a 2 (real) dimensional plane in complexified phase space.
By essentially the same argument we can also prove the following, more general formula, relating the x φ -representation matrix elements of an arbitrary operatorÂ to the generalised Husimi transform ofÂ:
The Generalised Husimi Function in Terms of the Q-function
The equations derived in the last section can be used to express the function Q λθ in terms of the function Q λ ′ θ ′ for arbitrary values of λ, θ, λ ′ , θ ′ . However, the formulae which result are, in general, rather complicated. For the sake of simplicity we will therefore confine ourselves to illustrating the method by showing how Q λθ can be expressed in terms of the Q-function, Q = Q 10 .
Suppose that λ < 1. Eq. (22) gives
while Eq. (23) gives
Combining these formulae, and performing the Gaussian integrations, gives
If λ > 1 we find, working in terms of the x θ− π 2 -representation density matrix elements,
Depending on whether λ > 1 or λ < 1, we need to work in different regions of complexified phase space. If λ = 1 then it follows from Eq. (2) that
for all θ, x, p. We can derive in a similar manner the inverse formulae
if λ < 1, and
if λ > 1. Analogous formulae hold for the generalised Husimi transform of an arbitrary operatorÂ.
The Generalised s-transform
The generalised s-transform of the operatorÂ is defined by
whereD xp is the displacement operator defined in Eq. (20) . A λθ s is the generalisation to arbitrary θ of the transform defined by Cahill and Glauber [14] for the case θ = 0. A 
If s > −1 we have, as a straightforward consequence of Eq. (26),
This formulae can be inverted using
It is to be observed, however, that the expression on the right hand side of Eq. (28) contains derivatives of all orders, which means that it is delving deep into the analytic structure of A Continuing to imaginary values of x and p in Eq. (27) gives, after rearranging,
Inverting the Fourier transform, and changing the variables of integration, we obtain
Specialising to the case when s = 0, andÂ is the density matrix, we have
We see that the continuation of Q λθ to the purely imaginary part of complexified phase space contains an explicate description of the Wigner function. Eq. (29) also provides us with a convenient criterion for the existence of the generalised s-transform, in terms of the growth of A λθ H as one moves away from the real plane. Specifically: the necessary and sufficient condition for A λθ s (x, p) to exist as a tempered distribution is that exp
exist as a tempered distribution (x and p both real).
In view of Eq. (16) the condition may be rephrased: the necessary and sufficient condition for A λθ s (x, p) to exist as a tempered distribution is that
exist as a tempered distribution. In particular, and loosely speaking, the generalised s-transform exists as a tempered distribution whenever the operatorÂ is local, in the sense that it takes localised wave packets into wave packets that are again localised, in the same region of phase space.
Some Remarks Concerning the Interpretation of Q λθ
Suppose one were to take a classical system, characterised by the classical phase space probability distribution Γ; and suppose one were to measure the observables
respectively. Then the probability distribution for the values of x, p, as calculated from the measured values of x θ and p θ , would be
This equation is to be compared with Eq. (2), the defining equation for the function Q λθ :
The only difference between these equations consists in the replacement of the classical probability distribution Γ with the Wigner function W . There is therefore a well-defined sense in which the Wigner function may be regarded as the quantum mechanical analogue of the classical phase space distribution. From this point of view the fundamental difference between quantum mechanics and classical mechanics consists in the fact, that the quantum mechanical function W , unlike the classical function Γ, is usually not everywhere non-negative [34] , and so cannot be regarded as a probability density function. This feature of the Wigner function is obviously related to the fact, that quantum mechanics does not permit position and momentum to be simultaneously determined with arbitrary accuracy. It is natural to ask: given an experimental knowledge of the function Q λθ , is it possible to infer that the underlying distribution is the Wigner function, rather than a classical probability distribution Γ? Or, to put it another way: does the difference between quantum mechanics and classical mechanics manifest itself in the experimentally measured values of position and momentum?
The answer to this question is, that one does not expect the inference to be possible if the measurements are all made at the same spatial resolution λ and angle θ. Eq. (30) shows, that in order to reconstruct the Wigner function, it is necessary to continue Q λθ to the purely imaginary part of complexified phase space; while the discussion in Section 5 shows, that the amplification of statistical errors which occurs when one attempts to carry out the continuation is likely to be so great as to preclude one from being able to tell, that the underlying distribution is a Wigner function, rather than a classical distribution Γ.
Suppose, however, that one has measured the functions Q λθ (x, p), not just for one, but for a great many different choices for the parameters λ, θ. In that case one will have enough information to deduce the approximate form of the Wigner function, notwithstanding the unavoidable statistical errors. In particular, one will be able to detect the existence of points where the Wigner function swings negative.
To see this, consider Eq. (21) for the case φ = θ:
In the limit as λ → 0 1
in the small λ limit. An experimental determination of the functions θ x θ |ρ |x θ θ provides one with enough information for an approximate reconstruction of the quantum state [3, 18, 19, 20] . It follows, that an experimental determination of the Q λθ (x, p) (with x, p both real) also provides one with enough information for such a reconstruction, provided that the functions are known for sufficiently small λ, and sufficiently many different values of θ. At this point it will be helpful to have in mind a specific example. The example we choose is the Fock state |n = |n 10 , defined by Eq. (6) . The Wigner function describing this state is [2, 3, 35] 
is the classical energy and L 0 n is a Laguerre polynomial [31] . We plot this function in Figure 1 .
The Q function is [2, 3] 
We plot this function in Fig. 2 . If λ < 1 we can use Eq. (24) to calculate Q λθ . After a certain amount of algebra one obtains
where z λθ is the complex coordinate defined in Eq. (4), and H n is a Hermite polynomial [31] .
If λ > 1 we can evaluate Q λθ using Eq. (25), or-more straightforwardly-by exploiting the symmetry Q λθ = Q 1 λ ,(θ+ π 2 ) . We find We illustrate the dependence of Q λθ on λ in Figure 3 , and its dependence on θ in Figure 4 .
The functions Q λθ are obtained from the Wigner function by smoothing it in various ways. Different smoothings extract different features of the information present in the Wigner function. No single function extracts all the information (in explicate form). If one wants a complete description, then it is necessary to consider the complete set of functions (or else to use the continuation to complex values of x and p).
The functions Q λθ can be thought of as a set of alternative views, or perspectives of a single underlying object. They might be compared with a set of photographs of a building taken from various directions. The description provided by any single photograph is incomplete. In order to get an adequate impression of the building as a whole, one needs to see how it looks from every direction.
The Wigner function describes the state much more efficiently, using the single function W , instead of the two-parameter family of functions Q λθ (restricted to real values of their arguments). This is an important advantage of the Wigner function. However, it can also be a disadvantage: since, precisely because it represents the information in a very compact form, the Wigner function may be hard to interpret. The function Q λθ , by contrast, describes the result of making a retrodictively respectively. As such it has an immediate physical interpretation, and the picture it presents is much easier to assimilate intuitively. It appears to us, that the considerations of this section provide some additional insight into the intuition underlying Bohr's concept of complementarity. In his book Interpreting the Quantum World Bub [36] uses Escher's well-known print Waterfall as "a visual metaphor for a quantum world, in which the properties of physical systems 'fit together' in different classical or Boolean perspectives that cannot be put together into a single Boolean framework". Our present discussion may be taken as an alternative illustration of what is, we believe, essentially the same point. Given any particular pair of values of λ and θ, one anticipates that it will often be possible to find a distribution which is close to Q λθ , but which results from an underlying classical distribution Γ via Eq. (31) . It is only when one considers the complete set of functions Q λθ that one realises that they cannot all be accounted for in the same way, in terms of a single classical distribution Γ (except in those cases where the Wigner function itself is a possible classical distribution [34] ).
