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ABSTRACT
This thesis focuses on developing the ability to recognize events between cars and people.
It builds on earlier work in surveillance by using the basic techniques of the existing Texas
Instruments' Autonomous Video Surveillance system. Basic image differencing is used to
track cars and people and a set of heuristics are used to communicate high-level informa-
tion about interactions between these objects. Additional image differencing is also done
to track cars and people when they overlap each other. Furthermore, many methods are
employed to solve problems associated with this additional differencing. The system is
designed to operate under ideal outdoor conditions (no shadows, reflections, etc.) in which
the camera only has a lateral view of cars. Its capabilities include the ability to detect cars
and the ability to detect when people enter or exit cars.
Thesis Supervisor: Eric Grimson
Title: Professor of Electrical Engineering and Computer Science
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Chapter 1
Introduction
As video cameras have become increasingly cheaper to produce and purchase, their
functionality has evolved beyond their original intent to merely capture sequences of
images. Smart video cameras of the future will be able to provide intelligent data about
what objects moved and what events occurred within their field of view. The new func-
tionality of smart cameras provides many new applications.
One increasingly valuable application for smart cameras is intelligent surveillance.
Typically surveillance cameras record hundreds of hours of video footage onto video tape
which must be monitored by people in order to tell if something unusual occurred. Most
of the video data is useless because nothing interesting is occurring. However, with smart
cameras, people can be alerted to specific events which the smart cameras detect. As
smart cameras are developed, software algorithms will need to be developed to implement
the "smart" monitoring functions. These functions can be low level such as a system that
assigns different alarm levels to moving objects in different areas of a scene [3] or they can
be more high level in detecting specific events.
Texas Instruments (TI) has developed an Autonomous Video Surveillance (AVS) sys-
tem that implements object detection and event recognition. This system implements sev-
eral "smart" monitoring algorithms to analyze a video stream and extract intelligent data
in real time. Originally, the system was designed to monitor indoor scenes.
This thesis describes the extensions to the existing AVS system to allow the recogni-
tion of outdoor events; specifically, the interaction of people with cars. These new capa-
bilities would allow smart security cameras of the future to monitor outdoor parking lots
and driveways and intelligently report when unusual events occur. For example, a smart
camera could signal an alarm if a person exits a car, deposits an object near the building,
reenters the car, and drives away. Such interactions between people and cars are currently
not recognized by the existing system.
1.1 Terminology
In order to discuss my approach, some common terms need to be defined for clarity:
* An image is a picture consisting of an array of pixels.
* A video image is one image out of the input image stream.
* A reference image is an image of a scene that current video images are usually differ-
enced with.
* A background image is an image of the scene with only background objects in it.
Background objects are objects which are not expected to move in a scene that is
being monitored. The background image is usually used as the reference image.
* A difference image is a binary image which is the result of thresholding the absolute
difference of two video images (usually the current video image with the reference
image). Thresholding converts pixels whose values are above the threshold to a fore-
ground value (typically 1) and pixels whose values are below the threshold to a back-
ground value (typically 0); thus, generating a binary image.
* Blobs are groups of connected pixels in a difference image which represent the
change regions between the two video images that were differenced. They usually
correspond to objects in the foreground of a scene.
* An object is an abstract entity which represents a real-world object. It also has blobs
associated with it which correspond to the real-world object.
* A frame is an abstract entity which consists of a collection of objects and represents a
single video image.
* Objects between frames which correspond to each other are linked together and form
a motion graph.
1.2 Overview
The rest of this thesis will discuss the development of event recognition of interactions
between people and cars. It will show a system that can track people and cars and deter-
mine when people enter or exit resting cars. Chapter 2 will discuss the existing system and
its limitations. Chapter 3 will briefly cover the work done in the areas of people tracking,
car tracking, and event recognition. Chapter 4 will explain the extensions that allow the
new system to recognize people entering and exiting cars. The extensions involve a new
method which uses additional image differencing to track a person and a car separately
even when they overlap. This new method, however, brings up other issues involving
object integrity and robustness. Therefore, possible solutions to these problems are
explored in Chapters 5 and 6. Finally, Chapter 7 will report the results of tests on the new
system and Chapter 8 will sum up the findings of this thesis.
Figure 1.1 is an example of the type of events which the system can detect. The fol-
lowing sequence of images shows a car driving into a driveway, a person exiting the car
and depositing a briefcase, and reentering the car and driving away:
Figure 1.1: Example Sequence
The system would track both the car and the person separately and detect the person enter-
ing and exiting the car. Some of the output of the system is shown below in figure 1.2. The
bounding boxes around the person and the car show that the system has identified them as
separate objects (the bounding box identifying an object over the door region of the car
will be explained later in Chapter 6).
Figure 1.2: System Output
Chapter 2
The AVS System
In order to discuss the extensions to the AVS system, the basic system needs to be
described. This chapter will describe the existing system and its limitations in outdoor set-
tings. These limitations will reveal the motivation behind the expansion of the system.
2.1 Hardware
No special hardware is used for the AVS system. It runs on a 133 MHz Pentium Pro-
cessor running Windows 95. Video streams are captured using a Matrox Meteor
framegrabber. Videotaped sequences were taken from a camcorder. Future versions of
AVS will probably run on the hardware of a "smart camera". This smart camera is basi-
cally a mini-computer which is of the form factor of a camera. It would basically have an
on-board processor or DSP chip that runs the AVS software.
2.2 Software
The software of the AVS system consists of algorithms designed to analyze the input
video stream. The main algorithm goes through three steps in every image of a video
sequence to recognize events. The three steps are: detecting objects, tracking objects, and
analyzing the motion graph [10].
2.2.1 Detecting Objects
The first step used in recognizing events is finding interesting objects in the scene.
This task is accomplished using a 2D change detection technique that is commonly used in
image analysis. Many other methods may be used which are described later in Chapter 3.
In this method, a background image of the scene to be monitored is captured. This back-
ground image ideally contains only background objects (i.e. objects which are stationary
and deemed unimportant). It is used as the system's reference image. To detect objects in
the scene at a given moment, the system first takes the absolute difference of the pixel val-
ues of the current video image and the reference image. This image is then thresholded to
give a difference image of motion blobs (i.e. regions which differ significantly from the
background image). Then, heuristics are used to group these blobs into distinct objects.
These heuristics tend to group blobs which are near each other together, preferably in the
vertical direction, since the main object its looking for is people. These objects are placed
in a frame. The objects in their frame form an abstract representation of the video image.
The goal of this step is to locate all the important objects in a given video image.
Figure 2.1 shows an example of the process of detecting an object. It shows a reference
image, current video image, and the difference image it generates. It also shows the frame
with the objects in it which correspond to the blobs in the difference image. The dotted cir-
cles show the blobs which were grouped together. The dotted arrows indicate that the
objects are associated with blobs in the difference image.
-U~
Reference image Current Video Image Difference Image Frame w/ Objects
Figure 2.1: Detecting Objects Example
2.2.2 Tracking Objects
Once objects are detected in a video image, the next step is to track each object
through the video sequence. This task is done by linking objects in the previous frame to
their corresponding objects in the current frame. Correspondence is established by match-
ing objects with their nearest neighbors. This matching is done by comparing an object's
predicted centroid in the previous frame with all the objects' centroids in the current frame
and vice versa. If two objects match each other than a strong correspondence is estab-
lished, otherwise only a weak correspondence is established. Weak and strong correspon-
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dences are used to recognize different events. Centroids are predicted using velocity
information which is stored with each object. The path of links which follows a given
object through successive frames is called an object's track. This track is maintained by
having each object in every frame maintain a link to some object in the previous frame,
and keeping all the frames around until the object leaves the scene. The objects and their
tracks create a directed graph which represents the history of the motion of the objects in a
video sequence. This directed graph is called a motion graph. The goal of this step is to
create a motion graph for use by the next step in event recognition.
Figure 2.2 shows how two objects are tracked through four frames, creating a motion
graph of the tracks of all the objects.
Figure 2.2: Tracking Objects Example
2.2.3 Analyzing the Motion Graph
Finally, to recognize events, the system analyzes the motion graph. For example, if a
track for an object appears for the first time, an enter event is recognized. Similarly, if an
object's track splits into two tracks and one track becomes stationary, a deposit event is
recognized. The vocabulary of events that the system currently recognizes includes the
following: enter, exit, rest, move, deposit, and remove.
2.3 Limitations
The events that AVS currently recognizes are the ones that are most common in an
office environment where most interactions are between people and smaller stationary
objects. However, the system is limited in that it is specifically geared towards an indoor
environment with controlled conditions. It is not able to handle robustly some conditions
outdoors. There are several issues which make the system function poorly in an outdoor
environment.
2.3.1 Lighting Conditions
One such issue that causes problems with AVS outdoors is the problem of lighting
changes. In an indoor environment, one can have fixed lighting conditions. However,
lighting is quite dynamic outside due to passing clouds and the changing position of the
sun. These conditions cause classic problems such as shadows and reflections. Since AVS
is based on image differencing against a single background image, lighting changes cause
false objects to be detected. Furthermore, shadows and reflections also can cause objects
to be a different shape than they really are. This may cause problems in object recognition.
Work by Stauffer [5] and Friedman [4] use different methods that help solve the issue of
lighting changes. These methods will be discussed later (Chapter 3).
2.3.2 Dynamic Environment
Another problem is the dynamic environment outside. Indoors, most objects are rigid,
stationary and unchanging. With trees and grass and other non-rigid objects outside,
image analysis becomes more difficult. Moving leaves and grass causes many false
objects to appear using the current AVS system.
2.3.3 Different Objects/Events
Finally, the types of objects one deals with outdoors vary with those found indoors. In
an indoor environment, humans are usually the only foreground objects which move.
Everything else is usually rigid and stationary such as briefcases, notebooks, chairs, com-
puters, etc. However, outdoors, humans are not usually the largest thing and are not the
only things moving. Cars move around just as often as humans do in an outside environ-
ment. Cars also complicate the issue because people can get inside and outside of cars.
The event vocabulary for the system outside would need to be expanded to make accom-
modations for these factors.
2.3.4 Scope
Because there are many limitations of the system outdoors, this thesis focuses only on
one of them. It begins to handle the issue of different objects and events outdoors. This
problem area was chosen because it was more desirable to add functionality to the system
than to attempt to correct the classic outdoor problems of lighting and dynamic conditions.
Handling these classic problems would have allowed the system to function robustly in
any environment. However, it would not add any features to the system. It was decided
that adding functionality was preferred over increasing the robustness of the system.
Therefore, the limitations of lighting and dynamic conditions is ignored and the thesis
focuses on increasing the event vocabulary of the system outdoors; specifically, the events
involving the interaction of people and cars.
Chapter 3
Previous Work
Some people have done research analyzing moving cars or moving people. However,
there really does not seem to be much research in the area of interactions between people
and cars. This chapter will discuss work that has been done in people tracking, car track-
ing, and event recognition. Many of the techniques described here are alternate methods
that could have been implemented in augmenting the AVS system.
3.1 People Tracking
Many systems have been developed that use various methods to track people. Often,
these methods vary from those used in the AVS system. Q. Cai of the University of Texas
differences consecutive frames rather than current frames with a reference frame [1]. This
approach handles moving background objects nicely but will lose objects that come to a
rest. It would be an approach that might be helpful outdoors in reducing the effects of sub-
tle lighting changes. Stauffer represents each pixel in an image as a set of Gaussian distri-
butions of the intensities likely to be seen at that point. Therefore, pixels in the current
image that deviate from these distributions are labelled as foreground pixels [5]. This
method works nicely in the dynamic outdoor environment, handling shadows and moving
branches and leaves fairly well.
Instead of using size and aspect ratio to label people, as in the AVS system, other sys-
tems include models of what a person is supposed to look like. Pfinder [12] at the MIT
Media Lab uses statistical models of shape and color to extract a persons heads, hands,
and feet in an image. Likewise, the W4 system at the University of Maryland uses a Card-
board Model of a person which attempts to model the relative positions and sizes of body
parts to identify a person's head, torso, feet, and hands [7]. Using more precise models of
a person might help in modeling interactions of people with cars.
3.2 Car Tracking
Much of the research done in this area relates to monitoring highway traffic. The main
concern here is segmenting cars from the road. Friedman and Stuart present a method of
background subtraction where current image frames are differenced with a time-averaged
background image [4]. This method also might be helpful in reducing the effects of light-
ing changes outside. Additionally, an advantage of this approach would be that it handles
shadows nicely. Stauffer uses aspect ratio and world size information to track cars [5].
Another approach, used by Koller, employs motion and contour estimation along with an
occlusion reasoning step to reliably track cars [9].
3.3 Event Recognition
As stated earlier, not much has been done with recognizing events involving people
and cars. Ismail Haritaoglu of the University of Maryland implemented a simple object
detector and tracker that uses most of the same methods as the AVS system. The event of a
person parking a car and exiting car is given as an example sequence for this system. In
this example, his system is able to recognize that one object (the car) brought the other
object (the passenger) into the scene [6]. However, the system cannot tell that a car
brought a person into the scene. It only deals with low level "objects". This example is
similar to the types of events that the modified AVS system is supposed to recognize.
Stauffer employs an action recognition system based mainly on motion recognition. Com-
mon tracks of moving objects are clustered together, and any track which deviates from
these clusters are marked as unusual events [5]. Johnson and Hogg construct probability
density functions to describe object trajectories in a monitored scene, and use them to
detect unusual events which deviate from normal trajectories [8].
Chapter 4
Basic Approach
One can take many approaches to detecting people entering and exiting a car. This
chapter will analyze the assumptions given in tackling the problem. It will also describe
the method using for detecting cars. Finally, it will describe the two approaches that were
taken. The first approach utilized many of the features of the existing AVS system to rec-
ognize events, while the second approach created a new technique for recognizing events.
4.1 Assumptions
Given the focus of the research on people and car interactions, many assumptions need
to be made to eliminate the other outdoor variables that were described previously (Sec-
tion 2.3). These assumptions allow the modified AVS system to handle people and car
interactions without worrying about other issues. These assumptions are:
1. Cloudy day (no shadows, reflections, dramatic lighting changes)
2. Static environment (no moving trees, moving grass, etc.)
Furthermore, additional assumptions are necessary to simplify the task of handling people
and car interactions. These assumptions are:
1. Camera only sees lateral views of cars
2. No cars in the scene overlap one another
3. Overlapping people and cars cannot be moving simultaneously
The first assumption exists to provide a uniform view of cars so that the various orienta-
tions of cars do not need to be taken into consideration. The second assumption exists
because it is difficult to deal with occluding objects of the same type. Finally, the third
assumption exists because it is difficult to keep track of two moving objects which overlap
one another. Under all these assumptions, the modified AVS system is able to recognize
two new events: people entering cars, and people exiting cars. The remainder of this
chapter will explore the methods used to analyze and label these new events.
4.2 Car Detection
The first thing that was done to expand the event recognizing capability of the current
system was to give the system the capability to distinguish between people and cars.
Many methods were considered to detect cars. One method would be to locate various fea-
tures of the car similar to the way Pfinder [12] locates body parts of people. However,
given the assumption that cars would be laterally viewed, all cars would usually have the
same physical characteristics. Hence, the system detects objects that are cars by using an
object's size and its aspect ratio. This method is the same method used to detect objects
that are people in the existing system. If an object is greater than 3.5 feet high and greater
than 11.0 feet wide, and has an aspect ratio (height/width) less than 0.7, then the object is
labelled as a car. The size of an object in feet is obtainable because the AVS system has an
image coordinate to world coordinate mapping. This mapping is based on quadrilaterals
that map horizontal planes in an image to horizontal areas in a floor map [10]. Once the
system has an idea of which objects are cars, it can begin to analyze the motion graph to
recognize people and car interactions. It is assumed that all moving objects that are not
cars are people for simplicity's sake.
4.3 The Old Technique
The first approach to detecting people entering and exiting cars utilized the existing
event recognition technique of AVS. For example, in the old system, if an object's track
split into two, and one object is stationary, then the system calls this event a deposit. Now,
in order to detect a person exiting a car, the "deposit" recognition was modified to check if
the stationary object was a car. Similarly, if two objects merged into one, and one of the
objects was a car, then the system would report a person entering a car. These techniques
followed the same approach used to detect deposit and removal events in the old system.
However, this approach was abandoned because it did not perform very well. This
technique's lack of performance was caused mainly because it made the false assumption
that people and car objects merging and separating correspond to people entering and exit-
ing cars. This assumption caused the system to frequently produce both false positives and
false negatives. For example, if a person were to walk past the front of a car, this tech-
nique would detect a person entering a car and a person exiting a car because it saw a per-
son blob merging and then splitting from a car blob. Furthermore, if a person exited a car,
deposited an object, and re-entered the car, all within a close distance to the car, the system
would never segment the person and a car because it is hard to segment objects which are
close together; thus, no events would be detected. Clearly, another method was needed to
detect people entering and exiting cars.
4.4 The New Technique
The second approach to detecting people entering and exiting cars utilized a new tech-
nique which involves multiple reference images. This technique is based on a method of
detecting objects even when they are overlapping the car. This capability would allow the
system to actually detect the moment a person entered or exited the car rather than when
they overlapped the car, as in the previous method.
4.4.1 Detecting Overlapping Objects
One way to detect objects overlapping a car is to maintain a reference car image. A
reference car image is a subimage which contains an unoccluded picture of the car in the
image. Then, current car images, subregions of current video images which correspond to
the location of the car, would be differenced with that reference car image to create an
overlap car image. The blobs in this image would represent overlapping objects. This
method sounds reasonable. However, a problem arises because many objects do not just
overlap the car, but also overlap the normal background. For example, a person standing in
front of a car may only have his midsection overlapping the car. This occurrence causes
problems because the system now has to group corresponding blobs in the overlap car
image with the blobs in the regular foreground difference image. The foreground differ-
ence image is calculated by differencing the current video image with the reference image.
(d)
(a) (e) (b)
Figure 4.1: (a) Current Video Image. (b) Foreground Difference Image. (c) Reference Car
Image. (d) Current Car image. (e) Overlap Car image
In figure 4.1, this technique is demonstrated. The current car image (d) is differenced with
the reference car image (c) to obtain blobs representing overlapping objects (e). However,
looking at the foreground difference image (b), one can see that a correspondence would
need to be made between the feet of the person in the foreground difference image and the
rest of the person in the overlap car image. This correspondence could not easily be done.
Another method which solves this correspondence problem, involves actually updat-
ing the reference image with the car reference image. Thus, the new foreground difference
images would contain all objects excluding the car (Figure 4.2) However, in this method,
the problem is that the car is no longer a blob in the foreground difference image. For this
method to work, a blob representing the car needs to be maintained as well. This problem




Figure 4.2: (a) Current Video Image. (b) Car Reference Image. (c) Updated Reference
Image. (d) Foreground Difference Image
To use this method of detecting overlapping objects, two issues need to be dealt with:
1. When to difference current video images with updated reference images.
2. How to obtain a reference car image.
For simplicity's sake, it was decided to difference current video images with updated ref-
erence images only when a car comes to a rest. This choice was made because we were
interested in events in which people enter and exit cars. These events would normally
occur when a car is resting. Furthermore, this choice makes it easy to obtain a car refer-
ence image. A car reference image is just the initial image of the resting car. The conse-
quences of these choices as well as alternative choices will be discussed later in the
chapter 6 (Robustness).
Using this technique, it is easy to detect when people enter and exit a car. If an object
disappears when it is overlapped with a car, it probably entered the car. Similarly, if an
object appears overlapped with a car, it probably exited the car. The next section will
describe the basic algorithm that implements this new technique.
4.4.2 Basic Method
When a car comes to rest, the following sequence of events occurs:
1. The car object is removed from its frame and stored
2. The car image is merged with the background image creating an updated reference
ni -. ~-LYY -------l -~---- p~ iCl~_ir~-:
image containing the car. (This car image is the reference car image)
3. The car background image, the region of the original background image that is
replaced by the car image, is stored
(b)
(a) (c)
Figure 4.3: (a) Background image. (b) Car background image. (c) Updated reference
image
For each successive frame, two difference images are generated. One difference image,
the foreground difference image, is calculated by differencing the current video image with
the updated reference image. The foreground difference image will contain all the blobs
that represent objects other than the car, including ones that overlap the car.
(a) (b)
Figure 4.4: (a) Current Video Image. (b) Foreground difference image
The other difference image, the car difference image, is calculated by differencing only
the current car image, the region of the current video image which corresponds to the
location of the car, with the car background image. The car difference image contains
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blobs that represent the resting car.
(b)
(c)
Figure 4.5: (a) Car background image. (b) Current car image. (c) Car difference image
To create the motion graph, the blobs in the foreground difference image are grouped into
objects using the normal grouping heuristics and placed in the current frame. On the other
hand, every blob in the car difference image necessarily represents the car, so they are all
grouped into one current car object and placed in a special reference frame. Normal links
occur between objects in the previous frame and objects in the current frame. Addition-
ally, the stored car object, which was removed from its frame, (from Step 1) is linked to
the current car object which is in the reference frame. In any given sequence, there is only
one reference frame.
Current
/ Stored Car Car Object
Object Reference Frame
Car Objec Removed Car ..
Object
Frame Prior to Car Car Resting Previous Frame Current Frame
Resting Frame
Figure 4.6: Creation of the Motion Graph. The *'ed frame represents the frame prior to
the background image being updated
Figure 4.6 demonstrates the creation of this new motion graph. As indicated by the dotted
lines, all objects maintain their tracks using this method. Notice that even though the car
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object disappears from future frames (due to the updated reference image), an exit event is
not detected because its track is maintained throughout every frame. Using this method,
the system is able to keep track of the car object as well as any objects overlapping the car.
If an object appears intersecting a car object, an INCAR event is reported. If an object dis-
appears while intersecting a car object, an OUTCAR event is reported. Figure 4.7 shows
the output of the system. In this case, the system currently knows of three distinct objects:
the briefcase, the car, and the person. The goal of detecting overlapping objects has been
achieved because the system knows about the person even though its blob overlaps with
the car's blob. Therefore, if this blob disappears while its overlapped with the car, then an
INCAR event will be reported.
Figure 4.7: Final Output of System
The system will continue to operate in this manner until the car in the reference frame
begins to move again. When the car moves again, the system should revert to its normal
single reference image state. The system detects the car's motion based on the movement
of its centroid. It compares the position of the centroid of the stored car object, which rep-
resents the original position of the car at rest, with the centroid of the current car object,
which represents the current position of the car. Other methods could be used to detect
motion such as monitoring the velocity associated with the car object. However, the more
accurate method seemed to be monitoring the position of the centroid. Figure 4.8 shows
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Figure 4.8: (a) Reference car image. (b) Moving car image. (c) Reference car difference
image. (d) Moving car difference image
By testing several values, it was determined that a centroid movement of 6.5 pixels was
satisfactory in signifying the movement of the car. Smaller values caused noise to be mis-
taken for car movement and larger values detected movement too late. Therefore, once the
centroids differ by more than 6.5 pixels, the system detects that the car is moving and the
following sequence of events occur to restore the system to its original state:
1. An object representing the moving car is created in the current frame
2. The stored car object is linked to this new moving car object in the current frame
3. Objects in the previous frame that intersect the moving car are removed from that
frame
4. The car background image is merged with the updated reference image to restore
the original reference image
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5. Normal differencing continues
Link from -- - Transient objects grouped
Resting Stored Car Car together to form newResting Stored Car moving car object in
/ Object Transient objects \ current frame
removed in Reference Frame
previous frame
---- -- Moving Car
Object
Previous Frame Current Frame Next Frame
Figure 4.9: Restoration of Normal Differencing. The *'ed frame represents the last frame
prior to the original reference image being restored.
Figure 4.9 demonstrates how the system is restored to its original state. Note how there is
one continuous track that represents the path of the car throughout all time. Therefore, no
false enter or exit events are detected.
When the car begins to move again, transient blobs appear in the foreground difference
image due to the fact that the car is in the updated reference image as seen in figure 4.10.
(a) (b) (c)
Figure 4.10: (a) Updated reference image. (b) Current video Image. (c) Foreground differ-
ence image
Therefore, to create a new moving car object in the current frame (Step 1), these transient
objects, which are identified by their intersection with the location of the resting car, are
grouped together as one car object. If there are no transient objects, a copy of the stored
car object is inserted into the current frame. This way, there is definitively a car object in
the current frame for the stored car object to link with.
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Transient objects might also appear in the frame prior to the one in which the system
detects the car is moving. These objects result from the initial motion of the moving car
that is not detected by the system. The transient objects must be removed from the previ-
ous frame in order to prevent them from being linked to the new moving car object that
was just created in the current frame. This linking would cause problems because the
motion graph would then have two objects, the transient objects and the stored car object,
linked to the current car object.




Using the basic method described in the previous chapter, the system can detect people
entering and exiting cars as long as the car is unoccluded when it comes to rest and when
it begins to move again. However, a new issue is encountered if we take away this assump-
tion of an unoccluded car. How does the system maintain the integrity of objects which
occlude a car when it comes to rest or when it moves again? These situations will be dealt
with individually. Again, the implementation is running under the assumption that neither
the car nor the object can be moving at the same time.
5.1 Car Resting
An object occluding the car when the car comes to a rest causes a problem because the
object becomes updated into the reference image. Because the object is now in the refer-
ence image, it no longer appear as a foreground object, and is lost. This problem can be
dealt with by somehow recording the fact that an object was present when it gets updated
into the reference image. This correction would allow the system to continue to track the
object in successive frames. In order to minimize changes to the system, an object is
recorded as having been present by modifying the reference image to create a pseudo-
object. The rest of this section will describe the creation of this pseudo-object.
When an object's and a car's blobs merge together, the object along with its location is
stored. Then, when the car comes to rest, all the usual mechanisms occur to update the
reference image. However, the reference car image in the updated reference image is fur-
ther modified. The pixels corresponding to the last known location of the occluding
object's blob are set to black. This black blob in the updated reference image is called
fake background. The result of this modification is to recreate the occluding object in the
next frame even though the car has been merged into the reference image. Therefore, the
integrity of the object is maintained even when the car comes to a rest. It is important that
the object does not move once its blob merges with the moving car blob. Otherwise, the
last known location of the object will be incorrect resulting in the fake background being
in the wrong area of the car reference image.
(d)
(a) (b) (c)
Figure 5.1: (a) Final output image prior to merging blobs. (b) Final output image after car
comes to rest. (c) Updated reference image. (d) Modified car reference image with fake
background.
The sequence in figure 5.1 shows a person waiting to be picked up by the car. In image (a)
the person is standing still waiting to be picked up. In image (b), the blobs are merged and
the car comes to a rest, so the updated reference image (c) is created. The reference car
image of that image is modified (d) to put black pixels in the last known location of the
person blob.
(a) (b) (c)
Figure 5.2: (a) Current video image. (b) Foreground difference image. (c) Final output
image.
In Figure 5.2, one can see how the foreground difference image (b) now contains a blob
representing the person. This person blob results from the person in the current video
image (a) differing from the black pixels (fake background) in the updated reference
image modified previously. As one can see in the final output image (c), there are two
objects, one representing the car, and one representing the person; thus, object integrity is
maintained.
However, this fix creates a new problem. Once the object begins moving again, the
fake background will cause a false object to appear. False objects will appear if the object
moves to a different location. This problem is already solved because occluding objects
which appear are already checked for their validity as will be seen later (Section 6.3). The
other problem occurs if the object enters the car. Then, the once valid object becomes
invalid, but it is not checked for its validity since it is not a new appearance. Therefore,
objects which come to a rest or objects that still exist when the car begins to move, are
checked to see if they are false due to fake background. This check is done by seeing if
over 70% of the pixels in the object's blob are black. If this is true, than the appropriate
pixels of the reference car image representing the fake background are updated with the




Figure 5.3: (a) Current video image. (b) Foreground difference image. (c) Reference car
image. (d) Current car image. (e) Corrected reference car image.
Figure 5.3 represents the moment the person in the previous example finally enters the car
(a). The foreground difference image (b) still shows a person blob due to the fake back-
ground in the updated reference image. Therefore, the reference car image (c) with the
fake background is updated with pixels from the current car image (d), to create the cor-
rected reference car image (e).
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5.2 Car Moving
An object occluding a resting car when the car begins to move again causes problems
because the object gets grouped with the car object and its track is lost. Therefore, when
the car moves away, the remaining object causes the system to report a false enter event.
A new method was implemented to handle this situation. When a car begins to move
again, the usual mechanisms occur to restore the original reference image. However,
when the system is grouping objects in the current frame to create a new moving car
object, it checks to see if any of the objects correspond to a real object. This check is done
by seeing if the object has a large enough track. Objects which just correspond to the
motion of the car do not have long tracks associated with them. Next, the system moves
backwards through the object's track to find an old state of the object's blob in which the
blob is less than three feet wide and whose area is not changing substantially. This step is
done in order to filter out car motion objects and find the actual blob which represents the
occluding object. The blob representing the occluding object in the current frame is incor-
rect because of the motion of the car. The car motion creates transient objects that get
grouped with the real occluding object creating an incorrect blob. Therefore, this back-
tracking step is necessary. Once the actual blob is found, it is stored. Once the car moves
away from the object and splits into two blobs, the stationary blob is checked to see if it
matches the stored blob. If it does, it is linked back to that object. Because of this match-
ing step, it is important that the object does not move while the car moves away. In this
way, the occluding object's integrity is maintained even after the car has moved away.
(a) (b)
Figure 5.4: (a) Foreground difference image. (b) Final output image.
In figure 5.4, a person has just exited a resting car as seen in the final output image (b).
The person is recognized by the system as a real object as seen in the foreground differ-
ence image (a).
(a) (b)
Figure 5.5: (a) Foreground difference image. (b) Final output image.
In figure 5.5, the car begins to move again so that the transient blobs begin to appear in the
foreground difference image (a). These blobs get grouped together to form one object as
seen in the final output image (b), but the blob still corresponds to the person object from
the previous figure.
Figure 5.6: Backtracking to find a valid object.
Now, the system backtracks through the blob's track until it finds a blob that most likely
corresponds to the actual object (the *'ed blob). This blob is stored for later use.
Figure 5.7: Final output image
Finally, when the car moves away and the person blob is separated from the car blob, the
"new" person blob is compared with the blob which was stored earlier. It is similar in




Given the basic method, the system is subject to frequent errors. These errors mainly
result from the fact that a bad car image is updated into the reference image. A bad car
image is an image in which there are objects other than the car in it. The result of a bad
car image being updated into the reference image is that false objects appear which cause
false events to be reported. Two solutions exist for this problem.
One solution is to implement methods which ensure that a good image of the car is
updated with the reference image. This solution involves taking a better reference car
image rather than just the image of a car when it comes to a rest. One way of doing this
would be to look at every possible view of a car as it enters a scene and to pick the best
view of the car as the reference car image. This method would be difficult because the sys-
tem would need a heuristic to decide what the "best view" is. Additionally, the system
would have to align this "best view" with the position of the car in the current frame.
Another way of getting a better car image would be to follow a method employed by
Friedman and Russell [4] to update their background image. They basically use a time
averaged background image to account for lighting changes. They use a method called
exponential forgetting in which each successive image is weighted such that its contribu-
tion to the final image decreases exponentially as time goes on. This technique could be
applied to the car image by making the car image a time-averaged image of all the views
of the car seen so far. Therefore, occluded views of the car would have minor impact on
the car image. However, the system would still need to perform alignment between the
views of the cars. The advantage is that you don't have to decide what is the "best view" of
the car.
The second solution is to implement methods which correct bad car images which are
updated into the reference image. One method of doing this would be to use the selective
updating technique [11] of background images. The concept of selective updating is that a
valid background image is maintained by replacing pixels of the background image with
pixels of the current image which are thought to be current background pixels. This gen-
eral method was used because it was simpler. Most of the algorithms described later will
deal with deciding which pixels to replace.
To use the selective updating technique, the system would need to determine which
objects are actually due to background. Then, all the system needs to do is eliminate those
false objects. One method of doing this would involve checking every object in every
frame to see if its a valid object. However, this would be computationally expensive. So
the preferred method, which was the method implemented, would involve only checking
an object for its validity when it first appears. This method operates on the assumption
that an object which is valid when it appears will always be valid. The following methods
provide different heuristics to determine if an object is valid, and if it is not, to remove it
and correct the cause of it.
6.1 Noise Objects
One source of false objects using the new technique is noise. The noise results from
small motions in the car. For example, if the system updates the reference image with the
car image when the car is not quite at rest, the resting car will be slightly displaced from
the car in the updated reference image, causing false objects to appear. However, almost
all these situations have one thing in common. The false blobs in the foreground differ-
ence image created by the displacement resemble the edges of the car. Figure 4. 10c shows
the foreground difference image generated when a car is displaced slightly from its origi-
nal resting position. As one can see, the blobs resemble the edges of the car. Therefore,
whenever a new object appears, a binary edge image is created for the car in the reference
image. This binary edge image is created using the Sobel edge detection technique. Next,
the pixels in the object's blob are compared to the pixels in the edge image. If more than
70% of the blob's pixels match the pixels in the edge image than the system detects classi-
fies the object as noise and discards it. Then, the updated reference image is corrected.
This correction is done by replacing the pixels in the reference car image which corre-
spond to the object's blob with the corresponding pixels in the current car image; thus
eliminating the noise object from future frames. The following figures will step through
the entire process.
(a) (b) (c) (d)
Figure 6.1: (a) Background image. (b) Updated reference image. (c) Current video image.
(d) Final output image - Note: there is an object which appears over the window of the car
which is due to noise.
Figure 6.1 shows the setting for a situation in which a person exits a car. After they close
the car door, it causes some noise object to appear over the window area of the car door.
(b) (c)
(a)
Figure 6.2: (a) Foreground difference image. (b) Object blob from foreground difference
image. (c) Edge image. (d) Reference car image. (e) Current car image. (f) Corrected ref-
erence car image.
Figure 6.2 shows how the system compares the object's blob's pixels (b) to the edge pixels
(c) and determines that over 70% of the pixels match. Therefore, pixels in the reference
car image (d) are updated with the pixels in the current car image (e) to create the new cor-
rected reference car image (f). In this case, the difference is hard to tell.
6.2 Non-Occluding Moving False Objects
Another source of false objects arises from reference car images which contain non-
occluding moving objects in them. These bad reference car images occur because of over-
aggressive grouping of blobs to form objects. Hence, non-car objects get merged with car
objects and the resulting object is labelled as a car. When this "car" comes to rest, its
image updates the reference image producing an incorrect updated reference image. The
result is that when the non-car object has moved to a different location, a false object
appears in its old location because it is in the updated reference image. The most general
way of fixing this problem would be to improve the segmentation phase of the system. If
the system were better able to segment objects, than the likelihood of grouping another
object with the car would be smaller. Thus, the system could be more confident that its ref-
erence car image only contains a car. However, improving segmentation is a more difficult
task that just correcting bad car reference images.
To prevent the detection of false objects which result from these bad car reference
images, the system checks to see if appearing objects are valid. Objects are valid if and
only if they appear when the current frame is differenced with the original reference
image. All other objects, are due to revealed background resulting from an object, which
accidentally got updated into the reference image, moving away. This method is imple-
mented by validating an object anytime it first appears in the scene. This is done by doing
the following. The pixels of the object's blob in the foreground difference image is com-
pared to the corresponding pixels in the car difference image. If less than 50% of the pix-
els match, then the object is most likely a false object. This method works because the car
difference image will only contain blobs for objects that are objects in the current frame
since it is differencing with the background car image, which is a subimage of the original
reference image. Therefore, if the foreground difference image has a blob that does not
correspond to a blob in the car difference image, then the blob necessarily represents a
false object. The following figures will step through an example of this process.
(a) (b)
Figure 6.3: (a) Updated reference image. (b) Current video image
In figure 6.3, the person walking by the car is incorrectly grouped with the car when the
car comes to a rest. Therefore, the whole region containing the person and the car are
merged into the updated reference image (a). In the current video image (b), the person
continues walking which will cause a false object to appear.
pf-(b)
(a) (c) (d)
Figure 6.4: (a) Foreground difference image. (b) Car background image. (c) Current car
image. (d) Car difference image
In figure 6.4, the foreground difference image (a) contains blobs representing objects that
appear because of a difference between the current video frame and the updated reference
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image shown in figure 6.3a. The car difference image (d) contains blobs representing
objects that appear because of a difference between the current car image (c) and the car
background image (b). One can see that the top half of the person blob in the foreground
difference image (a) does not exist in the car difference image (d).
(a) (b) (c) (d) (e)
Figure 6.5: (a) Object blob from foreground difference image. (b) Corresponding object
blob from car difference image. (c) Reference car image. (d) Current car image. (e) Cor-
rected reference car image.
Figure 6.5 demonstrates how the reference car image is updated. Less than 50% of the
pixels of the object's blob in the foreground difference image (a) matches the correspond-
ing blob in the car difference image (b). Therefore, the pixels in the reference car image
(c) which correspond to the pixels of (a) are replaced by the corresponding pixels in the
current car image (d). This process results in the corrected reference car image (e).
6.3 Occluding False Moving Objects
Not only can false objects arise from non-occluding objects being included in the ref-
erence car image, but they can also arise from occluding objects that are accidentally
included as part of the reference car image. Bad reference car images are taken when the
system updates the reference image with a car image that has a moving object occluding
the car. This error generates false objects in that when the occluding object moves away,
false objects appear due to the object being in the updated reference image.
The problem here is very similar to the problem of objects in a reference image which
get removed, exposing hidden background, and causing ghost objects to appear. This
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problem of "exposed background" is handled in the same manner as Jonathan Courtney
handled it in his video indexing system [2].
To correct for this problem, anytime an object appears in the scene, it is validated by
doing the following. The system generates a binary edge image for both the reference car
image and the current car image using the Sobel edge detection technique. Then, the edge
pixels of the object's blob in the foreground difference image are compared with the edges
in both edge images. If more pixels match the reference car edge image than the current
car edge image, then the object is considered false and is discarded [2]. Finally, the refer-
ence car image is corrected in a manner similar to that of non-occluding moving objects.
The following figures will step through an example of this process.
(a) (b) (c) (d)
Figure 6.6: (a) Background image. (b) Updated reference image. (c) Current video image.
(d) Final output image - Note: there is an object which appears over the door of the car
which is due to the open door in the updated reference image.
Figure 6.6 shows an instance where the system recognizes that the car is resting kind of
late. Hence, the car door is in the process of being opened when the car image is merged
to create the updated reference image (b). Therefore, after the person completely exits the
car and closes the door in the current video image (c), there is an extra object which
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appears over the area of the car door,
(a)





Figure 6.7: (a) Foreground difference image. (b) Object blob from foreground difference
image. (c) Edge image from reference car image. (d) Edge image from current car image.
(e) Reference car image. (f) Current car image. (g) Corrected reference car image.
Figure 6.7 shows how the system compares the edges' of the object's blob (b) to the edge
image (c) of the reference car image (e) and the edge image (d) of the current car image
(f). The edge images in figure 6.7 have the object's blob overlaid on top of them in light
gray. Black pixels represent pixels that are only in the edge image. Dark gray pixels rep-
resent pixels that are both in the edge image and in the object's blob. As one can see, more
of the edges of the blob coincide with the reference edge image (c) than with the current
edge image (d). Therefore, the pixels which correspond to the object's blob in the refer-
ence car image (e) are replaced with the corresponding pixels in the current car image (f)
creating the corrected reference car image (g).
~ ~--~-~F~3br-- rc~---rCa~ -~arQ ----~;-~-~.-Cllu~ry-u ~ I .---Fa~BrdC~C--.. __~.~. --_._ -~PU.U ~-rr;-~ir---- -- ~- -----~--; -- ------------- -.
Chapter 7
Results
To test the principles behind the modified AVS system, sequences of video that repre-
sented ideal events were captured to disk. These sequences represented events which the
modified system should be able to recognize. Next, staged sequences of repeated events
were recorded and run on the system to test robustness. Finally, longer sequences were
recorded and run directly from video tape to test how the system would work under real
conditions.
7.1 Software Sequences
These sequences of video were captured to disk. Each sequence represented a case
which the system should be able to reliably detect people/car events. The advantages of
using these sequences were the fact that their results were deterministic and that they had
less noise in them. Videotaped sequences tend to have a lot of noise in them.
7.1.1 Simple Sequence
The first sequence was filmed from the 3rd story of an office building overlooking the
driveway in front of the building. A car drives up and a person exits the car, walks away,
deposits a briefcase, and finally reenters the car. Then, the car drives away. In this seg-
ment, the system successfully detects the person exiting the car. However, the person
entering the car is missed because the person gets grouped with a person walking near the
car. Frames from this sequence are shown in figure 7.1.
Figure 7.1: Sample Simple Sequence
In the next sequence, the car drives up and a person exits the car, walks away, removes
the briefcase, and finally reenters the car. Again, the car drives away. In this segment,
both the person entering and exiting the car are recognized. In both these sequences, there
was only the one false negative mentioned earlier and no false positives.
The number of false objects that the system eliminated using the robustness techniques
(Chapter 6) were as follows:
* 4 Noise Objects
* 3 Non-Occluding False Objects
7.1.2 Pickup Sequence
This sequence was filmed in front of a house looking at the street in front of the house.
In the sequence, a person walks into the scene and waits at the curb. A car drives up, picks
up the person, and drives away. The system correctly detects the person entering the car.
There are no false positives or negatives.
The number of false objects that the system eliminated using the robustness techniques
were as follows:
* 3 Noise Objects
7.1.3 Drop Off Sequence
This sequence was also filmed in the same location as the previous one. In this
sequence, a car drives up and a person is dropped off. The car drives away with the person
still standing in the same location. Then, the person walks off. The system correctly
detects the person exiting the car and does not report a false enter event, when the car
moves away. No false objects needed to be eliminated in this sequence.
7.2 Staged Videotape Sequences
These sequences consist of repeated staged events that were done to test the
robustness of the system. A camcorder was used to record these sequences on videotape.
Then the system was run on the videotaped data.
7.2.1 Basic Sequence
This sequence was designed to test the system's basic method of detecting people
entering and exiting cars. In this sequence, a car drives up and comes to a rest. A person
exits the car and walks away from the car. Then, the person walks back to the car and
enters it and the car drives off. This event is repeated five times. In the sequence, 6 cars are
seen, 5 INCAR events occur, and 4 OUTCAR events occur.
Number of INCAR OUTCAR
Cars events events
Ground Truth 6 5 4
Correct 6 4 3
False Positives 1 2 4
False Negatives 0 1 1
Table 7.1: Results of Staged Sequence 1
Table 7.1 shows the results of the system. In general, there seems to be many false pos-
itives due to the fact of noise in the videotaped images.
7.2.2 Object Integrity Sequence
This sequence was designed to test the system's method for handling object integrity.
In this sequence, a car drives up and rests. A person exits the car, waits for the car to drive
away, and walks away. Then, the person reenters the scene and waits for the car to drive
up. The person enters the car and the car drives away. This sequence of events is repeated
four times. In the sequence, 12 cars are seen, 4 INCAR events occur, and 4 OUTCAR
events occur.
Number of INCAR OUTCAR
Cars events events
Ground Truth 12 4 4
Correct 6 2 3
False Positives 1 0 0
False Negatives 6 2 1
Table 7.2: Results of Staged Sequence 2
Table 7.2 shows the results of running the system on this sequence. This sequence con-
tained a lot of noise which caused the system to miss a lot of cars and perform so poorly.
These results show also that the method for maintaining object integrity might need some
modifications.
7.3 Real Videotape Sequences
These sequences were run on the system straight from a videotape. These were all run
at a higher threshold because of a lot of noise on the videotape. However, this tended to
decrease the performance of the system. Additionally, the modified system seems to be
very sensitive to exactly which video images are processed. Therefore, the results of run-
ning the system on this data were non-deterministic. The results reported here are for one
run of the system. Furthermore, extra reference images were taken manually to account
for lighting changes in these sequences. Some of these sequences contain the software
sequences described in the previous section.
7.3.1 Dark Day
This is a 15 minute sequence that was recorded from the 3rd floor of a building on a
fairly dark day. In that time span, 8 cars passed through the camera's field of view. The
system detected 6 cars correctly and one false car (due to people grouped together). One
car that was not detected was due to its small size. The other car was undetected because
the system slowed down (due to multiple events occurring) and missed the images with
the car in them.
In this sequence, two people entered a car. However, both events were missed because
the car was not recognized as resting due to the dark lighting conditions on this rainy day.
7.3.2 Cloudy Day
This is a 13 minute sequence in the same location as before except it is a well-lit
cloudy day. In this time span, 9 cars passed through the camera's field of view and all of
them were detected by the system. There were a total of 2 people entering a car and 2 peo-
ple exiting a car. The system successfully detected them all. Additionally, it detected an
extra person exiting a car due to a person walking near a car.
7.3.3 Cloudy Day - Extended Time
This is a 30 minute sequence in the same location as before. In this time span, 28 cars
pass through and all of them were detected. The system detected one person exiting the
car when there were actually a total of 3 people. The 2 people were missed because the




The work described in this thesis allows the TI AVS system to now detect simple
events involving people and cars. The system performs very well on recorded software
sequences, detecting virtually every event with few false positives or negatives. On about
an hour and a half of videotaped data, the system detected 17 out of 26 events, reporting 7
false positives.
In general, more tests need to be run to determine how well the modified AVS system
performs. So far, no live tests have been done; all have been done from videotaped
sequences. Live tests would be useful because they would eliminate the problem of noise
that is prevalent with the videotaped data. However, it seems like the best way to test the
system is to use videotape to record long sequences in a busy driveway and somehow
clean up the videotape signal. For simple cases where the car is unoccluded when it is rest-
ing and when it is moving, the system seems to reliably detect people entering and exiting
cars. In more complicated sequences the system is more prone to error.
This research represents the initial move of the TI AVS system to function outdoors. It
presents a unique method for handling interactions between people and cars by additional
image differencing. The approach is a combination of a variety of fairly simple routines
which happen to make the system work. Future work would involve strengthening object
integrity as well as analyzing and correcting frequent errors the system makes. Many of
the methods implemented to correct errors are specific solutions to general problems of
which there are probably more than one way of solving. Other solutions could be
explored. Additionally, any improvements to the general vision techniques of segmenta-
tion would help the system as well. Furthermore, future research could relax some of the
tight assumptions that were made in developing this modified system. For example, dif-
ferent orientations of cars could be handled by using other methods besides aspect ratio
for detecting cars. One could use motion information about the car, such as its direction, to
determine its orientation. Also, a car model could be added to help determine a car
object's orientation. Finally, one could generalize the technique used in this system to han-
dle any overlapping objects in a scene.
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