Abstract. The dimension of a partially-ordered set (poset), introduced by Dushnik and Miller (1941) , has been studied extensively in the literature. Recently, Ueckerdt (2016) proposed a variation called local dimension which makes use of partial linear extensions. While local dimension is bounded above by dimension, they can be arbitrarily far apart as the dimension of the standard example is n while its local dimension is only 3.
Introduction
The order dimension (hereafter, dimension) of a poset, introduced by Dushnik and Miller [9] in 1941, has been studied extensively in the literature. For a poset P = (P, ≤) with x, y ∈ P , we use the standard notation x < y to indicate x ≤ y and x = y. A realizer of P is a non-empty family L of linear extensions of P so that x < y in each L ∈ L if and only if x < y in P. The dimension of P, denoted dim(P), is the size of the smallest realizer.
We investigate a variant, called the local dimension, which was defined by Ueckerdt [21] and shared with the participants of the Order and Geometry Workshop held in Gu ltowy, Poland, September [14] [15] [16] 2016 . The definition was inspired by concepts studied in [3, 18] . Definition 1. A partial linear extension (abbreviated "ple") of a poset P is a linear extension of a subposet of P. A local realizer of P is a non-empty family L of ple's such that
• if x < y in P, then there is an L ∈ L with x < y in L;
• if x and y are incomparable, then there are L, L ′ ∈ L with x < y in L and x > y in L ′ .
Given a local realizer L of P and an element x ∈ P , the frequency µ(x, L) is the number of ple's in L that contain x. The maximum frequency of a local realizer is denoted µ(L) = max x∈P µ(x, L).
The local dimension, ldim(P), of P is min L µ(L) where the minimum is taken over all local realizers L of P.
Because each realizer L of P is also a local realizer where the frequency of each element is just |L|, ldim(P) ≤ dim(P).
(1)
Hiraguchi [14] proved that the dimension of a poset P with n points is at most ⌊n/2⌋ and the standard examples S n show that this is best possible. However, the local dimension of S n is only 3 for n ≥ 3 [21] . Our main result is the following bound for the local dimension of a poset with n elements.
Theorem 2.
The maximum local dimension of a poset on n points is Θ(n/ log n).
Our proof uses a correspondence between ple's and difference graphs which are bipartite graphs in which there is an ordering of the vertices in one partite class such that their neighborhoods are nested. This relationship allows us to connect results about covering graphs with difference graphs to results about local dimension.
A cover of a graph G is a set {H i } i∈ [k] of subgraphs of G such that i∈ [k] E(H i ) = E(G). If all subgraphs in the cover are complete bipartite graphs, then we say {H i } i∈ [k] is a complete bipartite cover of G. The local complete bipartite cover number of G, denoted lbc(G), is the least ℓ such that there is a complete bipartite cover of G in which every vertex of G appears in at most ℓ of the subgraphs in the cover.
Since complete bipartite graphs are difference graphs, we make use of a theorem of Erdős and Pyber [10] which states lbc(G) = O(n/ log n) for any graph G with n vertices to prove that the local dimension of any poset on n points is O(n/ log n). Their result is best possible, up to a constant factor, by the following theorem:
Theorem 3 (Chung, Erdős, Spencer [6] ). There is a graph G such that for any cover of E(G) with complete bipartite graphs, there is a vertex that appears in Ω(n/ log n) graphs in the cover. In other words, lbc(G) = Ω(n/ log n).
Because complete bipartite graphs are only a special type of difference graph, we use probabilistic tools to generalize this result of Chung, Erdős, and Spencer to difference graphs. Our Lemma 4 is key to proving the lower bound for maximum local dimension in Theorem 2.
Lemma 4.
There is a bipartite graph G such that for any cover of E(G) with difference graphs, there is a vertex that appears in Ω(n/ log n) graphs in the cover.
This lemma may be of independent interest and the proof is given in Section 2. The connection with local dimension is made in Section 3.
In Section 4, we use the correspondence with difference graphs to give a counting argument for a lower bound for the local dimension of 2 n , which denotes the subset lattice on [n]. The upper bound comes from (1) and the fact that dim (2 n ) = n.
Theorem 5. For any positive integer n, n 2e log n ≤ ldim (2 n ) ≤ n.
The removable pair conjecture for dimension [20] , which originated in 1971, states that for any poset P with at least 3 points, there is a pair of points {x, y} such that dim(P) ≤ dim(P − {x, y}) + 1. The analogous conjecture (Conjecture 6) can be made for local dimension.
Conjecture 6 (Removable Pair). For any poset P = (P, ≤) for |P | ≥ 3, there are two elements x, y in P such that ldim(P) ≤ ldim(P − {x, y}) + 1.
In Section 5, we extend a number of results about dimension to make partial progress toward resolving Conjecture 6. Using a classical result (Theorem 21) by Bogart [4] about the existence of a linear extension with certain properties, we prove that Conjecture 6 is true for posets of height two.
Theorem 7 (Removable pair for posets of height two). For a poset P = (P, ≤) with |P | ≥ 3 and height at most 2, there are two elements x, y in P such that ldim(P) ≤ ldim(P − {x, y}) + 1.
Furthermore we prove an analogous result to a theorem by Tator [19] , showing that one can find four elements whose removal decreases the local dimension by at most two.
Theorem 8 (Removable quadruple). For a poset P = (P, ≤) with |P | ≥ 5, there are four elements x, y, z, w in P such that ldim(P) ≤ ldim(P − {x, y, z, w}) + 2.
Covering graphs with difference graphs
In this section, we prove Lemma 4 which is a result about graphs. The connection to local dimension is made in Section 3.
First we define a class of graphs which is important for our proofs, known as difference graphs. 
Remark 10. Difference graphs were first studied by Hammer, Peled, and Sun [12] . The definition of difference graphs used here, however, differs slightly in that we do not allow them to have isolated vertices, a convention that simplifies some of our proofs. In fact, we will use difference graphs to cover edges of a larger graph, so the change in definition is inconsequential.
Remark 11. The definition of H above is symmetric with respect to the roles of U and W . That is, if H(a, b; f ) is a difference graph, then the function g(j) := max{i :
Let H m be the collection of difference graphs with m edges. A partition of an integer m is
Let P m be the collection of partitions of the integer m. We claim that there is an injection
In particular, (f (1), f (2), . . . , f (a)) is a partition of m into a parts such that f (1) = b. Since f is a non-increasing function, the partition (f (1), f (2), . . . , f (a)) is unique to the choice of a, b and f . It follows that |H m | ≤ |P m |.
Hardy and Ramanujan [13] and independently J.V. Uspensky [22] gave the following asymptotic formula for |P m |:
where c = π 2/3.
Definition 12.
A difference graph cover of a graph G is a family H of subgraphs of G such that E(G) = H∈H E(H) and each H is a difference graph. For a vertex v ∈ G, we use mult(v, H) to denote the number of difference graphs in H that contain v. The total difference graph cover number is defined by tdc(G) = min H∈H |V (H)| : H is a difference graph cover of G .
The local difference graph cover number of G, denoted by ldc(G), is defined as
Let G = G(n 1 , n 2 , p) be a random bipartite graph with partite sets V 1 and V 2 , of order n 1 and n 2 respectively, in which each pair {i, j} ∈ V 1 × V 2 appears independently as an edge in G with probability p. We say an event in a probability space holds asymptotically almost surely (a.a.s.) if the probability that it holds tends to 1 as n goes to infinity.
Proposition 13 guarantees a graph G such that tdc(G) is large and Corollary 14 demonstrates that ldc(G) is also large, which establishes Lemma 4.
For simplicity, we will assume that n is even and note that a similar bound is attained for odd n by simply adding a single isolated vertex to the prior even case.
Proposition 13. Let ε > 0 and let n be a sufficiently large even integer. There exists a bipartite graph G = (A ∪ B, E) with partite sets satisfying |A| = |B| = n/2 such that
Proof. Fix ε ∈ (0, 1/2) and let G ∼ G(n/2, n/2, 1/e) be a random bipartite graph with partite sets A and B. We will prove a stronger statement:
ln n a.a.s. If a subgraph of G is isomorphic to a difference graph H(a, b; f ) which has partite sets U and W , then say H(a, b; f ) is a subgraph of G (and write H(a, b; f ) ⊆ G). By the symmetry of difference graphs, we may assume U ⊆ A and W ⊆ B.
Each difference graph H = H(a, b; f ) which is a subgraph of G is one of two types:
Otherwise H is type II.
Claim: G contains no type I difference graphs as subgraphs, a.a.s. Indeed, for fixed (a, b; f ) with H = H(a, b; f ) type I, the probability that H is a subgraph of G is at most e −ε|E(H)| :
For each type I difference graph H ⊆ G, we have the following bounds on |E(H)|:
Let T be the event that G contains a type I difference graph as a subgraph. By the relationship between H m (the number of difference graphs with m edges) and P m (the number of integer partitions of m), we can use (2) to obtain the following bound when n is sufficiently large:
As a result, all difference graphs which are subgraphs of G are type II, a.a.s. This completes the proof of the claim. Now since G ∼ G(n/2, n/2, 1/e) is a random bipartite graph, it follows that
Applying a Chernoff bound ([1, Theorem A.1.13]), we have that
It follows that |E(G)| ≥
(1−ε)4e a.a.s. Thus a.a.s. G contains no Type I difference graphs and has at least
(1−ε)4e edges. As a result, for any difference graph cover {H 1 , H 2 , · · · , H ℓ } of G that witnesses tdc(G), we have that
Corollary 14. Let ε > 0 and let n be sufficiently large. There exists a bipartite graph G satisfying
Bounding local dimension by size
Before we prove Theorem 2, we need some definitions. Let P = (P, ≤) be a poset with n elements. To each element x ∈ P , we associate x with two new elements x ′ and x ′′ . The split of P (defined by Kimble [16] ) is a height-two poset Q with minimal elements {x ′ : x ∈ P } and maximal elements {x ′′ : x ∈ P } such that for all x, y ∈ P , x ′ ≤ y ′′ in Q if and only if x ≤ y in P. The following lemma relates the local dimension of P and Q.
Lemma 15 (Barrera-Cruz, Prag, Smith, Taylor, Trotter [2] ). If Q is the split of a poset P, then
Let's also recall a classical theorem on partitioning the edges of a graph into complete bipartite graphs.
Theorem 16 (Erdős, Pyber [10] ). Let G = (V, E) be a graph on n vertices. The edge set E can be partitioned into complete bipartite graphs such that each vertex v ∈ V is contained in O (n/ log n) of the bipartite subgraphs.
Csirmaz, Ligeti, and Tardos [8] showed that such a partition can be achieved so that each vertex is in at most (1 + o(1)) n log 2 n of the bipartite subgraphs. We are now ready to prove Theorem 2. Let's start with the upper bound.
Lemma 17. For any poset P with n points, ldim(P) ≤ (1 + o(1)) 4n log 2 (2n) . Proof. Let Q be the split of P. Suppose Q has minimal elements A = {a i : i ∈ [n]} and maximal elements B = {b i : i ∈ [n]}. By Lemma 15, it suffices to show that ldim(Q) ≤ (1 + o(1)) 2n log 2 (2n) . We will exhibit a local realizer for Q such that each element is contained in at most (1 + o(1)) 2n log 2 (2n) ple's. Begin with two linear extensions L 1 and L 2 , each with block structure A < B and, for any pair i, j ∈ [n], a i < a j in L 1 if and only if a i > a j in L 2 and similarly for the elements of B. It remains to construct a set M of partial linear extensions for Q such that a i > b j in some M ∈ M precisely when a i and b j are incomparable in P.
Construct an auxiliary bipartite graph G = (A ∪ B, E) where ab ∈ E(G) if and only if a ∈ A and b ∈ B are incomparable in Q. Now by Theorem 16 (or, precisely [8] ), E can be partitioned into complete bipartite graphs G 1 , . . . , G m such that each vertex v ∈ V is contained in at most (1 + o(1)) (2n) log 2 (2n) of the bipartite subgraphs because G has 2n vertices. Each G i corresponds to a ple of Q as follows: Suppose that V (G i ) = A i ∪ B i with A i ⊆ A and B i ⊆ B. Then let M i be a ple of Q on the ground set V (G i ) with block structure B i < A i . Since G i is a complete bipartite subgraph of G, it follows that for all a ∈ A i and b ∈ B i , a and b are incomparable in
To show that the bound in Lemma 17 is best possible to within a multiplicative constant, we describe a connection between difference graphs and partial linear extensions of height-two posets.
For a height-two poset P with minimal elements A and maximal elements B, a critical pair is an incomparable pair (a, b) ∈ A × B. Define G = G(P) to be a bipartite graph with partite classes A and B such that ab ∈ E(G) if and only if (a, b) is a critical pair for P.
Consider a ple L with block structure B 1 < A 2 < B 2 < . . 
Lemma 18. There exists a poset P with n points satisfying ldim(P) = Ω (n/ log n).
Proof. We may assume that n is even. If n is odd, then construct P as below on n − 1 elements and add a point incomparable to everything else. The local dimension will increase by at most 1. Let G be the bipartite graph guaranteed by Corollary 14 with partite classes A and B where |A| = |B| = n/2 and ldc(G) = Ω(n/ log n). Construct a height-two poset P where A and B are the minimal and maximal elements respectively, and a ≤ b in P if and only if a ∈ A, b ∈ B, and ab / ∈ E(G). Let M be an arbitrary local realizer of P with µ(M) = ldim(P). We will create a different local realizer M ′ with µ(M ′ ) ≤ µ(M) + 2 and with the property that µ(M ′ ) = Ω(n/ log n). This will prove the lemma.
Let L and L ′ be two linear extensions of P, each with block structure A < B such that for any pair a, a ′ ∈ A, a < a ′ in L if and only if a ′ < a in L ′ and similarly for B. Each M ∈ M has block form A 1 < B 1 < A 2 < B 2 < . . . < A t < B t for some t ∈ N where A 1 and B t may be empty. Create a new ple, M ′ , from M simply by deleting all elements in A 1 and
To see this, observe that every pair of elements of A and each pair of elements in B are reversed by the linear extensions L and L ′ . Every comparable pair is realized in L. Moreover, for each critical pair (a, b) ∈ A × B of P, we have a < b in L and there is a ple M ∈ M with a > b. Hence a > b in the corresponding M ′ ∈ M ′ also. So the difference graphs that correspond to the ple's in {M ′ : M ∈ M} form a difference graph cover of G. Since ldc(G) = Ω (n/ log n), it follows that µ(M ′ ) = Ω (n/ log n). Since M was a local realizer with µ(M ′ ) ≤ µ(M) + 2 = ldim(P) + 2, we have proved that ldim(P) = Ω (n/ log n). 
Cartesian products and the Boolean lattice
In this section, we explore the local dimension of products of posets and the Boolean lattice.
Definition 19. For two posets P = (P, ≤ P ) and Q = (Q, ≤ Q ), the Cartesian product of P and Q is the poset P × Q = (P × Q, ≤ P×Q ), where (p 1 , q 1 ) ≤ P×Q (p 2 , q 2 ) if and only if p 1 ≤ P p 2 and q 1 ≤ Q q 2 in Q.
Theorem 20. For any two posets P and Q, ldim(P × Q) ≤ ldim(P) + ldim(Q).
Proof. Let L = {L 1 , . . . , L s } and M = {M 1 , . . . , M t } be local realizers of P and Q respectively, such that µ(L) = ldim(P) and µ(M) = ldim(Q).
Let L 0 be fixed a linear extension of P and let M 0 be a fixed linear extension of Q.
We claim that N is a local realizer for P × Q with µ(N ) ≤ ldim(P) + ldim(Q).
Observe that (x, y) ∈ P × Q appears in L 
To see that N is a local realizer of P × Q, consider two pairs (a, b), Thus, N is a local realizer of P × Q. Now consider the Boolean lattice 2 n which is the Cartesian product of n chains of height 2. According to Theorem 20, the local dimension of 2 n is at most n because the local dimension of a chain is 1.
For any integer s ∈ {0, 1, . . . , n}, we denote
to be all the subsets of [n] that have size equal to s. We call this "layer s" or, when not a tongue-twister, the s th layer. Let P (s, t; n) be the subposet of 2 n induced by layers s and t. Following the notation in [5] , we let dim(s, t; n) and ldim(s, t; n) denote, respectively, the dimension and the local dimension of P (s, t; n). Since both dimension and local dimension are monotone under the deletion of elements, ldim(s, t; n) gives a lower bound on ldim(2 n ). Note that dim(1, n − 1; n) = n because those layers form a standard example, but ldim(1, n − 1; n) = 3. Hurlbert, Kostochka, and Talysheva [15] , established that dim(2, n − 2; n) = n − 1 if n ≥ 5 and dim(2, n − 3; n) = n − 2 for n ≥ 6. Moreover, Füredi [11] showed that for every k ≥ 3 and n sufficiently large, dim(k, n − k; n) = n − 2.
In order to establish a lower bound of (1 − o(1)) n 2e ln n in Theorem 5, we again use difference graphs.
Proof of Theorem 5. For n sufficiently large and k = ⌈n/e⌉, we will show that ldim(1, n−k; n) = Ω(n/ log n). Consider the auxilary bipartite graph G = G(1, n − k; n) = (V, S; E) with a vertex in V for each singleton, a vertex in S for each set of size n − k, and {i} ∈ V is adjacent to S ∈ S if and only if i ∈ S. In other words, two vertices are adjacent if they represent a critical pair in P (1, n − k; n).
Let b = 2 ln n. As we have seen above, the local dimension of P (1, n − k; n) is at least ldc(G). For a difference graph H which is a subgraph of G and a set S ∈ S, we say H is small in S if there are less than b edges incident to S in H. Otherwise, we say that H is big in S. Any difference graph that is big in some S is said to be big itself.
Let H be a difference graph cover of G that realizes ℓ := ldc(G). We will consider two cases. First suppose there is a set S ∈ S such that no H ∈ H is big in S, then all k edges incident with S must be covered by difference graphs that each contain at most b − 1 of them. So S appears in at least Now suppose that for each set S ∈ S, there is at least one H ∈ H that is big in S. Recall that the neighborhoods of sets in S are nested in H, so if H is big in S 1 , S 2 , . . . , S t , then there are b singletons that are adjacent to each of these sets in H. In particular, these b singletons are not elements of any of S 1 , S 2 , . . . , S t . So t ≤ k−b sets S, with multiplicity, for which there is a difference graph in H which is big in S. Since for every S ∈ S there is a difference graph in H that is big in S, we have the following inequality:
Since k = ⌈n/e⌉ and b = 2 ln n, in this case we have
Therefore, for n sufficiently large, we may conclude ldim(2 n ) ≥ ldim(1, n − k; n) ≥ n 2e ln n .
Removable pair and quadruple
In this section, we consider the analogue of the removable pair conjecture for local dimension. Recall the following theorem:
Theorem 21 (Bogart [4] ). Let P be poset and let Inc(P) = {(x, y) : x, y ∈ P and x y}. Suppose C a and C b are chains of P such that (a, b) ∈ Inc(P) for each x ∈ C a and y ∈ C b . Then there is a linear extension L of P with x < y in L for each (x, y) ∈ Inc(P) with x ∈ C a or y ∈ C b .
We use this result to show that, by removing any two chains from a poset in which no element in the first chain relates to any in the second, the local dimension decreases by at most two.
Theorem 22 (Two Chain Removal). If C 1 and C 2 are chains of the poset P with P − (C 1 ∪ C 2 ) nonempty and each element of C 1 is incomparable with each element of C 2 , then
Proof. Take a local realizer L of P − (C 1 ∪ C 2 ). Let L 1 be the linear extension obtained from Theorem 21 when C 1 = C a and C 2 = C b . Reversing the roles of C 1 and C 2 , let L 2 be the linear extension from Theorem 21 when
is a local realizer of P since all the incomparabilities between C 1 and C 2 were reversed, while preserving comparabilities because L 1 and L 2 are linear extensions. Since µ(L ′ ) = µ(L) + 2, we obtain ldim(P) ≤ ldim(P − (C 1 ∪ C 2 )) + 2.
When one of the chains in Theorem 22 is empty, we obtain the following corollary.
Corollary 23. If C is a chain of the poset P and P − C is nonempty, then
If a poset has incomparable elements, one minimal and one maximal, then deleting them decreases the local dimension by at most 1.
Lemma 24. If P is a poset with at least 3 elements, such that x is a minimal element, y is a maximal element, and x is incomparable to y, then
Proof. Let L = {L 1 , . . . , L t } be a local realizer of P − {x, y} such that µ(L) = ldim(P − {x, y}). Let z be an arbitrary element of P − {x, y}. By relabeling, we may assume that {L 1 , . . . , L d } is precisely the set of all L i ∈ L where z ∈ L i . Note each element in P − {x, y} appears in at least one of the ple's in
For each i ∈ {1, . . . , d}, create a new ple M i with block structure x < L i < y such that if
′ be the linear extension of P guaranteed by Theorem 21 when C a = {x} and
Further, if a poset has one minimal element and one maximal element such that each element is related to at least one of them, then deleting both decreases the local dimension by at most 1.
Lemma 25. If P = (P, ≤) be a poset with |P | ≥ 3, such that x ∈ P is a minimal element, y ∈ P is a maximal element, x < y, and there is no element that is incomparable to both x and y, then ldim(P) ≤ ldim(P − {x, y}) + 1.
Proof. Let L = {L 1 , . . . , L t } be a local realizer of P − {x, y} such that µ(L) = ldim(P). Let z be an arbitrary element of P − {x, y}. As before, we may assume that {L 1 , . . . , L d } is precisely the set of all ple's in L that contain z. Further, every element of P − {x, y} appears in at least one of these ple's.
For each i ∈ {1, . . . , d}, modify L i by adding x and y to obtain M i with block structure x < L i < y. Let I x be the set of all elements incomparable to x and let I y the set of all elements incomparable to y. Let R x be a ple with block structure I x < x and R y a ple with block structure y < I y . Then
The previous two lemmas can now be used to prove the Removable Pair Conjecture in the case of height 2 posets.
Proof of Theorem 7. Let P be a height-two poset with minimal elements A and maximal elements B. If P has two elements x ∈ A and y ∈ B with x incomparable to y, then ldim(P) ≤ ldim(P − {x, y}) + 1 by Lemma 24.
If however every element of A is comparable to every element of B, then pick a pair (x, y) ∈ A × B. Since a < y for each a ∈ A and x < b for each b ∈ B, then by Lemma 25, ldim(P) ≤ ldim(P − {x, y}) + 1.
If, on the other hand, P has height 1 and at least three elements, then P is an antichain which has both dimension and local dimension equal to two, so the Removable Pair Conjecture holds for P. Now we return to Theorem 8 to show that, for any poset P with at least 5 elements, there are four elements that can be deleted from P such that the local dimension is reduced by at most two.
Proof of Theorem 8. If P has height at least 4, then P has a chain with 4 elements and, by Corollary 23, the removal of those elements will reduce the local dimension by at most two. If P has height at most 2, then we may use Theorem 7 twice to find two pairs of elements which will reduce the local dimension by at most two.
So we are left with the case that P has height exactly 3. Consider a 3-element chain a < b < c. If there exists a fourth element z that is incomparable to both a and c (and therefore also b) then we can use Theorem 22 to remove the two chains {a, b, c} and z, reducing the local dimension by at most two. Now, assume that for each 3-element chain a < b < c in P and each z in P , either a ≤ z or z ≤ c. In this case, fix a three element chain a 0 < b 0 < c 0 and observe that ldim(P) ≤ ldim(P − {a 0 , c 0 }) + 1 by Lemma 25. If P − {a 0 , c 0 } has height at most 2, then Theorem 7 guarantees the existence of two more elements {d 0 , e 0 } such that ldim(P − {a 0 , c 0 }) ≤ ldim(P − {a 0 , c 0 , d 0 , e 0 }) + 1 as desired. If instead P − {a 0 , c 0 } has height 3, then consider a 3-element chain a 1 < b 1 < c 1 in P − {a 0 , c 0 }. Because P − {a 0 , c 0 } is a subposet of P, this chain was present in P and so for each element z we have either a 1 ≤ z or z ≤ c 1 . Therefore, ldim(P − {a 0 , c 0 }) ≤ ldim(P − {a 0 , c 0 , a 1 , c 1 }) + 1 by Lemma 25 as desired.
Local difference cover versus local bipartite cover
Theorem 3 and Corollary 14 show that, for G ∼ G(n/2, n/2, 1/e), the local complete bipartite cover number (lbc(G)) and the local difference graph cover number (ldc(G)) are bounded below by (1 − o(1)) n 4e ln n . Is there a sequence of graphs (G n : n ≥ 1) for which ldc(G n ) is constant while lbc(G n ) is unbounded?
Because every nonempty complete bipartite graph is a difference graph, it is clear that ldc(G) ≤ lbc(G) for every graph G. In Proposition 26, we show that, for every difference graph H = H(m, n; f ), we have lbc(H) ≤ ⌈log 2 (m + 1)⌉, noting ldc(H) = 1. As a result, for any graph G with v vertices, lbc(G)/ ldc(G) = O(log v).
Proposition 26. Let H = H(m, n; f ) be a difference graph. Then lbc(H) ≤ ⌈log 2 (m + 1)⌉. Consequently, for all graphs G on v vertices,
Proof. We note that it may be convenient to visualize H = H(m, n; f ) as a Young diagram in which the i th row has length f (i), for i ∈ [m], so each square corresponds to an edge in the difference graph. (See Figure 1. ) A complete bipartite graph cover is equivalent to a cover of the Young diagram with generalized rectangles. That is, a bipartite graph corresponds to the product set S ×T so that S ⊆ [m], T ⊆ [n] and S ×T is contained entirely in the Young diagram. Then lbc(H) is the maximum number of generalized rectangles in any row or column.
We will prove by induction on m that the graph H can be partitioned into complete bipartite graphs so that lbc(H) ≤ ⌈log 2 (m + 1)⌉. If m = 1, the result is trivial. We suppose the statement is true for m − 1 ≥ 0 and prove that it is true for m.
We use the complete bipartite graph {1, . . . , ⌊(m + 1)/2⌋}×{1, . . . , f (⌊(m + 1)/2⌋)}. Remove the edges in this graph and there are two disconnected components: One has dimensions ⌈(m − 1)/2⌉ × f (⌊(m + 3)/2⌋) The other has dimensions at most ⌊(m − 1)/2⌋ × (n − f (⌊(m + 1)/2⌋)).
By the inductive hypothesis, we can cover the remaining edges of H by complete bipartite graphs (equivalently, cover the remaining blocks of the Young diagram) with each of the components covered by complete bipartite graphs so that each vertex in H appears in at most Young diagrams are given which represent complete bipartite graph covers (partitions, in fact) of the edge set of H n = H(n, n, f n ) with f n (i) = n + 1 − i for n = 3, 7, 15, respectively. The cases for n = 3, 7 are labeled. The cover for H 3 corresponds to the graphs {1, 2, 3} × {1}, {1} × {2, 3}, and {2} × {2}. The cover for H 15 shows lbc(H 15 ) ≤ 3. 
Concluding remarks and open questions
Theorem 2 establishes that the maximum local dimension of an n-element poset is Θ(n/ log n). We get a lower bound of (1 − o(1)) n 4e ln n and an upper bound of (1 + o(1)) 4n log 2 (2n) . We would like to know if the coefficients, 1 4e and 4 ln 2, respectively, could be improved. In Proposition 26, we establish an upper bound on lbc(H) for difference graphs H that is logarithmic in the smallest partition class, however it is not clear whether this bound is achieved. We would like to determine the largest value of lbc(H) over all difference graphs H. For difference graph H n = H(n, n; f n ) with f n (i) = n + 1 − i, the construction in Figure 1 for H 15 can be extended to show lbc(H n ) ≤ log(n + 1) − 1 when n + 1 is a power of 2 and n ≥ 15, but the following question remains:
Question 27. Let n + 1 be a power of 2 and let H n = H(n, n; f n ) be the difference graph such that f n (i) = n + 1 − i. What is the exact value of lbc(H n )?
In Theorem 5, it is natural to ask whether the trivial upper bound on ldim(2 n ) is tight.
Question 28. Is it true that ldim(2 n ) = n for all n ≥ 1?
The Removable Pair conjecture is still open for the Dushnik-Miller dimension. The version for local dimension, Conjecture 6, is open as well.
Christophe Crespelle [7] observed that, from the information theory perspective, our results imply that local dimension is optimal up to constant factor. In particular, for a poset P with n elements, we use log n bits to encode each element. Since the local dimension of P is O(n/ log n), P has a local realizer L whose ple's use a total of O(n 2 / log n) elements and thus the number of bits used to express L is O(n 2 ). This is best possible up to a constant factor because the number of labeled posets with n elements is 2 Θ(n 2 ) [17] , which means means that Θ(n 2 ) bits are needed to encode them as distinct posets. Note that Dushnik-Miller dimension is not optimal in this respect since there are posets with n elements and dimension n/2. So, the linear extensions in an optimal realizer contain n 2 /2 total elements which requires Θ(n 2 log n) bits for encoding.
