In this paper, an improved Differential Evolution (DE) that incorporates double wavelet-based operations is proposed to solve the Economic Load Dispatch (ELD) problem. The double wavelet mutations are applied in order to enhance DE in exploring the solution space more effectively for better solution quality and stability. The first stage of wavelet operation is embedded in the DE mutation operation, in which the scaling factor is governed by a wavelet function. In the second stage, a wavelet-based mutation operation is embedded in the DE crossover operation. The trial population vectors are modified by the wavelet function. A suite of benchmark test functions is employed to evaluate the performance of the proposed DE in different problems. The result shows empirically that the proposed method out-performs signifycantly the conventional methods in terms of convergence speed, solution quality and solution stability. Then the proposed method is applied to the Economic Load Dispatch with Valve-Point Loading (ELD-VPL) problem, which is a process to share the power demand among the online generators in a power system for minimum fuel cost. Two different conditions of the ELD problem have been tested in this paper. It is observed that the proposed method gives satisfactory optimal costs when compared with the other techniques in the literature.
Introduction
Economic Load Dispatch (ELD) is one of the key considerations when operating a power generation system. Electric power utilities are expected to maximize the profit by minimizing the operating cost on generating the power. The loading demand and transmission losses must be met on providing a stable power supply for the users. For secure operation, the demand of power should be dispatched to different generators, so that the generation capacity limits are not exceeded. Therefore, the ELD problem can be formulated as an optimization problem [1] . Its objective is to reduce the total power generation cost of a group of power generators while satisfying different constraints. Because of the valve-point loadings and rate limits, the input-output characteristics of modern generators are nonlinear by nature. As a result, the characteristics of ELD with Valve-Point Loading (ELD-VPL) problem are multimodal, discontinuous, highly nonlinear, large-dimensional and highly constrained; which is difficult to solve. The classical gradient techniques failed to address the ELD-VPL problem satisfactorily. As a result, Evolutionary Algorithms (EAs) have been introduced to handle it. For example, the PSO methods were applied to solve the ELD-VPL problem in [2, 3] , and an algorithm called DEC-SQ [4] was used to tackle the problem.
Differential Evolution (DE) has been well accepted as a powerful algorithm for handling optimization problems during the last decade. Proposed by Storn and Price [5] , DE is a population based stochastic optimization algorithm that searches the solution space based on the weighted difference between two population vectors. No separate probability distribution has to be used so that the scheme is completely self-organizing. It is a new member of the class of Evolutionary Algorithms (EAs) that imitate the process of biological evolution. Owing to the population based strategy, EAs are less possibly getting trapped in a locally optimal solution. Apart from DE, other EAs inof exploration over the solution space. DE can also offer a high degree of variations for the population to search the solution. It has been successfully applied in a number of optimization benchmark functions [9] and in a wide range of optimization problems such as data clustering [10] , power plant control [11] , optimization of nonlinear functions [12] , electromagnetic inverse scattering problems [13] , etc. However, for maintaining the diversity from one generation of population to the next, mutation takes an important role in the evolution process. The presence of mutation can help assuring the reached solution is a global optimum; but a too vigorous mutation in every iteration step may slow down or even destroy the convergence of the algorithm [14, 15] .
On doing the mutation and crossover operation, we can have the solution space to be more widely explored in the early stage of the search; and it is more likely to obtain a fine-tuned global solution in the later stage of the search by setting a smaller searching space. This can be realized by considering the properties of a wavelet function [16] . The wavelet is a tool to model seismic signals by combining dilations and translations of a simple, oscillatory function (mother wavelet) of a finite domain. In this paper, mutation and crossover operations within a searching space that take advantage of some wavelet functions are proposed. The double mutation operations in the proposed method aid the DE to perform more efficiently and provide a faster convergence than the standard DE in finding the solution for the ELD-VPL problem. In addition, it can achieve better solution quality and stability. This paper is organized as follows: Section 2 presents the details of the DE with double wavelet mutations. Experimental study and analysis for a suite of benchmark functions are given in Section 3. These functions serve as good platforms to evaluate the performance of the proposed method. The problem formulation of ELD-VPL is given in Section 4. Experimental study of applying the proposed method to the ELD-VPL problem is given in Section 5. A conclusion will be drawn in Section 6.
DE with Double Wavelet Mutations
To realize DE, a randomly generated population over the solution space is first obtained. The population of solution vectors is then successively updated until the population converges to the optimum. The pseudo code for the standard DE (SDE) process is shown in Figure 1 . In this paper, an algorithm called DE with double wavelet mutation (DWM-DE) is proposed and the pseudo code of it is shown in Figure 2 . The details of both the SDE and the DWM-DE are discussed as follows.
Standard Differential Evolution (SDE)
DE attempts to maintain a population of N p vectors for each generation of evolution, with each vector contains D elements. Let P x,g be the population of the current generation g, and be the i-th vector in this population:
x , 0,1, , 1; 0,1, ,
where g max is the maximum generation number. Before the population can be initialized over the solution space, the boundary of the searching space should be specified. The population should be uniformly and randomly distributed in the searching space. Once initialized, DE creates a mutated vector, v i,g for each target vector x i,g by using the mutation operation. This operation adds a scaled, randomly sampled, vector difference to x i,g to form a third vector. The mutated vector is therefore realized by the following equation:
where F is the scaling factor; r 1 and r 2 are two different integers which are randomly generated from {0, 1,…, N p  1}. To complement the differential mutation search strategy and increase the diversity of the perturbed vectors, DE employs a method called uniform crossover for all the mutated vectors. Each vector element pair x j,i,g and v j,i,g generates a new trial vector element u j,i,g , which is realized by the following equation:
1) u otherwise.
Copyright © 2012 SciRes. JILSA An Improved Differential Evolution and Its Industrial Application 83 where is called the crossover rate, which is a user-defined value that controls the fraction of elements copied from the mutant. rand j (0, 1) generates a random value between 0 and 1 for the j-th element. The algorithm also ensures u j,i,g gets at least one element value as x j,i,g . Then the population is updated by comparing each trial vector , to the corresponding target vector x i,g . If the fitness function value of the trial vector is lower than that of the target vector, replace the target vector with the trial vector in the next generation; otherwise the target vector retains its place in the population. The selection operation is therefore realized by the following equation:
where f() is the fitness function. Because of this selection operation, DE is expected to have high optimization ability. When the condition to stop further evolution is satisfied; for example, a preset maximum number of iteration has been reached, the algorithm ends with the best solution as the final solution.
Differential Evolution with Double Wavelet Mutation (DWM-DE)
In the SDE mutation operation, the value of F in (2) is a fixed value within the range of [0, 1] determined based on the kind of application. The choice of this value relies very much on experience or expert knowledge. Yet, a fixed value of F takes no advantage of the benefit brought by the evolution. We propose the value of F to diminish with the increase of the number of iteration. Moreover, for some complex optimization problem such as finding the minimum point of a multimodal function with many local minima, a large number of iteration for solving the problem is required. It reduces the efficiency of the SDE. This leads to the proposed DWM-DE in which the value F is determined by a wavelet function. The degree of different movements for the trial vectors will then be increased. More "random" directions for the exploration would be generated during the mutation operation. Moreover, in the crossover operation, we proposed a second wavelet mutation that varies the searching space based on the wavelet function. As the wavelet function output is inversely proportional to the number of iteration; when the searching population is approaching the optimal solution, the effect of the double wavelet mutations will be decreasing until the DE ends eventually. By adopting this method, the effort on searching and evaluating those local optima, which could be far away from the global optimum, in the later iteration is reduced. The total number of iteration should also decrease. Thanks to the property of the wavelet function, the solution stability is enhanced in a statistical sense, i.e. the performance of the DE on converging to the optimal point is relatively stable despite the presence of many random factors during the evolution.
Double Wavelet Mutation

Wavelet Theory
Certain seismic signals can be modelled by combining translations and dilations of an oscillatory function within a finite domain called a "wavelet". A continuous-time function ( ) ψ x is called a "mother wavelet" or "wavelet" if it satisfies the following properties:
Property 1:
In other words, the total positive momentum of ( ) ψ x is equal to the total negative momentum of ( ) ψ x . Property 2:
which means most of the energy in ( ) ψ x is confined to a finite duration and bounded. The Morlet wavelet, as shown in Figure 3 , is an example mother wavelet:
The Morlet wavelet integrates to zero (Property 1). Over 99% of the total energy of the function is contained in the interval of -2.5 < x < 2.5 (Property 2). In order to control the magnitude of ( ) ψ x , a function ( ) a ψ x is defined as follows.
where a is the dilation parameter. It follows that ( ) a ψ x is an amplitude-scaled version of ( ) ψ x . Figure 4 shows different dilations of the Morlet wavelet. The amplitude of ( ) a ψ x will be scaled down as the dilation parameter a increases. This property is used to do the mutation operation in order to enhance the searching performance.
Operation of DE with Wavelet Mutation
The vectors in the population are mutated based on a proposed wavelet mutation (WM) operation, which exhibits a fine-tuning property. First, modify the mutation operation (2) as follows.
where By using the Morlet wavelet in (7) as the mother wavelet,
Referring to the Property 1 of (5), the total positive momentum of the mother wavelet is equal to the total negative momentum of the mother wavelet. Then, the sum of the positive F is equal to the sum of the negative F when the number of samples is large and is randomly generated, i.e.
where N is the number of samples. Hence, the overall positive mutation and the overall negative mutation throughout the evolution are nearly the same in a statistical sense. This property gives better solution stability such that a smaller standard deviation of the solution values upon many trials can be reached. As over 99% of the total energy of the mother wavelet function is contained in the interval [−2.5, 2.5], can be generated from [−2.5, 2.5] randomly. The value of the dilation parameter a is set to vary with the value of φ t T in order to meet the fine-tuning purpose, where T is the total number of iteration and t is the current number of iteration. In order to perform a local search when t is large, the value of a should increase as t T increases so as to reduce the significance of the mutation. Hence, a monotonic increasing function governing a and t T is proposed as follows.
where wm is the shape parameter of the monotonic increasing function, λ is the upper limit of the parameter a.
ζ
The effects of the various values of the shape parameter wm to a with respect to ζ t T are shown in Figure   5 . In this figure,  is set as 10,000. Thus, the value of a is between 1 and 10,000. Referring to (12) , the maximum value of F is 1 when the random number of = 0 and φ 1 a  (at t T = 0). Then referring to (9), the vector , has a large degree of mutation. It ensures that a large search space for the mutated vector is given at the early stage of evolution. When the value v i g t T is near to 1, the value of a is so large that the maximum value of F will become very small. For example, at t T = 0.9 and wm 1 ζ  , a = 400; if the random value of is zero, the value of F will be equal to 0.0158. A smaller searching space for the mutated vector is then given for fine-tuning. 
Operation of DE Crossover with Wavelet
Mutation The crossover operation of (3) is done with respect to the elements of the trial vector (after mutation) in DE. In DWM-DE, the second-stage wavelet mutation is embedded in the crossover operation. In general, various methods like uniform mutation or non-uniform mutation [17, 18] can be employed to realize the mutation operation. In this paper, the second-stage wavelet operation, which exhibits a fine-tuning ability, is realized by adding a second wavelet mutation following the original crossover operation. The crossover after the first mutation takes place according to (3) . Let (where g is the current generation number and D is the number of elements in the vector) be the i-th vector after crossover for the second wavelet mutation. The value of the element
 is inside the vector element's boundary min   . The mutated crossover vector is given by max para para
if 0
where the same Morlet wavelet in (7) is used as the mother wavelet and the value of a is governed by (14) . Similar to F of (12), a larger value of σ at the early stage of evolution gives a larger searching space for the solution; when σ is small at the later stage of evolution, the algorithm gives a smaller searching space for fine-tuning. After the operations of the double wavelet mutation, the population is updated by comparing each trial vector , ui g to the corresponding target vector x i,g using the method of standard DE as given by (4) . A new population is generated and the same evolution process is repeated. Such an iterative process will be terminated when a defined number of iteration has been met.
Benchmark Test Functions and Results
Benchmark Test Functions
A suite of eighteen benchmark test functions [19] [20] [21] [22] are used to test the performance of the proposed DWM-DE. Many different kinds of optimization problems are covered by these benchmark test functions. They can be divided into three categories. The first one is the category of unimodal functions, which involves a symmetric model with a single minimum; functions f 1 -f 7 are unimodal functions. The second one is the category of multimodal functions with a few local minima; functions f 8 -f 13 belong to this category. The last one is the category of multimodal functions with many local minima; functions f 14 -f 18 belong to this category. The expressions of these functions are listed in Table 1 . (The details about the parameters a, b, and c and the function u() for the functions f 8 , f 9 and f 12 -f 14 are given in [22] .)
Experimental Setup
We evaluate the performance of SDE [23] , DE with single wavelet mutation (first stage only, SWM-DE), DE/ local-to-best/1 [20] , DE/rand/1 with per-vector-dither [24] and the proposed DWM-DE by finding the minimum values of the benchmark test functions. The following simulation conditions are used:  The shape parameter of the wavelet mutation ( wm ζ ): It is chosen by trial and error for each function through experiments for good performance. wm  =1 is used for all functions (A discussion for the value of wm ζ will be given in Section 3.4).  The parameter λ for the monotonic increasing function: 10,000.  Initial population: It is generated uniformly at random.  Crossover probability constant: C = 0.5. Table 2 .
Results and Analysis
The simulation results for the 18 benchmark test functions are given to show the merits of the proposed DWM-DE. All results shown are averaged data out of 50 trials.
Unimodal Functions
Function f 1 is a sphere model, which is smooth and symmetric. The main purpose of testing this function is to measure the convergence rate of searching. It is probably the most widely used test function. For this function, the results in terms of the mean cost value and the best cost value of the DWM-DE are much better than those of the other methods as shown in Table 3 . Also, the standard deviation is small, which means that the searched solutions are stable. In Figure 6 (a), the DWM-DE returns a faster convergence rate than other methods thanks to its better searching ability. Function f 2 is the Generalized Rosenbrock's function, which is also called the Banana function. The global minimum of this function is inside a long, narrow, parabolic shaped flat valley. Owing to the smooth and symmetric characteristic of f 2 , the main purpose of testing is to measure the convergence rate of the searching algorithms. The result is shown in Figure 6(b) . The convergence rate of the proposed DWM-DE is the highest. When using the proposed DWM-DE, the solution quality is increased when the number of iteration increases. As there is only one minimum within the solution space, nearly all the population will move towards that minimum. Yet, The DWM-DE performs better than the other methods in terms of the mean value and the standard deviation as shown in Table 3 . Function f 3 is the Step function with many flat surfaces. Flat surfaces are obstacles for optimization algorithms because they do not give any information about the search direction. Unless the algorithm has a variable step size, it can get stuck in one of the flat surfaces. All hybrid DEs that involve the mutation operation are good for this function as shown in Figure 6 (c) because it can generate a long jump by using mutation operations during the evolution.
Function f 4 is the Quartic function. Since it is a polynomial of even degree, it approaches the same limit when the argument goes to positive or negative infinity. Thus the function has a global minimum. The results are shown in Figure 6 (d) and Table 3 . We can see that the convergence rate of the proposed DWM-DE is much greater than that of SDE. After around 10 times of iteration, the proposed method is able to reach the minimum.
Functions f 5 and f 6 are the Schwefel's problem 2.21 and Schwefel's problem 2.22. The best value, mean cost value and the standard derivation of the DWM-DE are the best as shown in Table 3 . Thus, the proposed algorithm gives better solution quality and stability.
Function f 7 is the Easom function where the global minimum is near a small area relative to the search space. The function was inverted for minimization. The result is shown in Figure 6 (g). For this function, the convergence rate of the proposed DWM-DE is high. While the convergence rate of DWM-DE is nearly the same as DE with single wavelet mutation only, the solution quality on using DWM-DE is better than the other algorithms during the early evolution. The proposed algorithm gives better performance in terms of convergence rate, solution quality and stability as shown in Table 3 .
For unimodal functions, the proposed DWM-DE can offer a higher rate of convergence. By adopting the Morlet wavelet on controlling the scaling factor F, the degree of freedom of the trial vectors can be increased. More directions of exploration would be generated during the mutation operation. Moreover, based on the fine-tuning ability of the wavelet operations, the population can easily reach the small region around the global minimum. In short, the DWM-DE is the best to tackle unimodal functions when compared with the other methods.
Multimodal Functions with a Few Local
Minima Six multimodal functions with a few local minima are used to evaluate the five algorithms. Those functions are Shekel's foxholes function, Kowalik's function, Maxican hat function, Six-hump camel back function, Hartman's family 1 and Hartman's family 2. All of them contain some local minima within the searching space. The experimental results for these functions are listed in Table  4 and shown in Figure 7 . For all the functions, it is found that all the searching methods perform similarly in reaching the optimal point. While the functions contain a few local minima, all the searching methods do not get trapped in the local minima easily. The advantage brought by the double wavelet mutation operations to the searching is not obvious for these functions. Yet, the solution quality and stability offered by DWM-DE are good. 
Multimodal Functions with Many Local Minima
Functions f 14 -f 18 are multimodal functions with many local minima. The experimental results for these functions are listed in Table 5 and shown in Figure 8 . Function f 14 , f 15 and f 16 are the Generalized penalized's function, Generalized Rastrigin's function and Generalized Griewank's function respectively. They are widely used as test functions for global optimization. Those functions have an exponentially increasing number of local minima as their dimension increases, and the locations of the minima are regularly distributed. In the experiment, the dimension is 30. As a result, the function contains plenty of local minima. From Figure 8 , we can see that if the wavelet mutation is used, the rate of convergence is much improved. By adding the double wavelet mutation operations to the DE, we can reduce the chance that the searching process is trapped in some local minima. Moreover, by introducing the second wavelet mutation to DE, the searching process of DWM-DE is capable of moving closely to the global minimum in the early iteration stage. Thanks to the property of the second wavelet mutation, the effort on searching and evaluating those local minima that are far away from the global minimum is reduced.
Function f 17 is the Generalized Ackley's function, which is a continuous multimodal function obtained by modulating an exponential function with a cosine wave of moderate amplitude. Its topology is characterized by an almost flat outer region and a central hole or peak where the modulation of the cosine wave becomes more and more influential. The result is shown in Figure 8(d) . It shows that if the double wavelet mutation operations are used with DE, the fitness of the function dropped rapidly. After 250 times of iteration, the fitness becomes near the global minimum. However, even DE with single wavelet mutation cannot satisfactorily reach the global minimum. It shows the advantage the double wavelet mutation operations on reducing the effort for searching and evaluating those local minima that are far away from the global minimum.
Function f 18 is the Schwefel's function, which is deceptive in that the global minimum is geometrically distant from the next best local minima. Therefore, the search algorithms are potentially prone to converge to the wrong direction. The result is shown in Figure 8(e) . Similar to functions f 16 and f 17 , if the double wavelet mutation operations are used, the convergence rate is much improved. The DWM-DE can move closely to the global minimum at the early iteration stage. 
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For multimodal functions with many local minima, the proposed DWM-DE can significantly improve the convergence rate and the chance of reaching the global optimum as compared to the other algorithms.
The t-Test
The t-test is a statistical method to evaluate the significant difference between two methods. The t-value will be positive if the first method is better than the second, and it is negative if it is poorer. The t-value is defined as follows:
where 1 α and 2 α are the mean values of the first and second methods, respectively; σ 1 and σ 2 are the standard deviations of the first and second methods, respectively; and ξ is the value of the degree of freedom. When the t-value is higher than 1.645 (with ξ = 49 for 50 runs), there is a significant difference between the two algorithms with a 95% confidence level. The t-values between the DWM-DE and other optimization algorithms are shown in Table 6 . The N/A in the table means the result of t-test is undefined. We see that most of the t-values in this table are higher than 1.645. Therefore, the performance of the DWM-DE is significantly better than that of other optimization algorithms with a 95% confidence level.
Sensitivity of the Shape Parameter for the WM
The mean cost values offered by the DWM-DE under different values of the shape parameter wm for all test functions in Section 3.1 are listed in Table 7 .
The functions are tested by using wm = 0.2, 0.5, 1, 2, and 5. In this experiment, the parameter λ is fixed at 10,000. If the optimization problem needs a more significant mutation to reach the optimal point, a smaller wm should be used. Conversely, if the DWM-DE needs to perform the fine-tuning faster, a larger wm should be used. In general, if the function is smooth and symmetric, the searching algorithms should be fast to jump to the area near the global optimum and then perform the fine-tuning. Therefore, a smaller wm can be set ( wm ζ = 0.2) so that the DWM-DE will perform more significant mutation in order to increase its speed of convergence. In some cases, the value of wm is not very critical, e.g. in f 7 , f 8 and f 9 . For f 7 , the mean cost values under different values of wm are nearly the same. However, in some cases, the value of the parameter wm is sensitive to the performance of the searching, e.g. in f 2 and f 5 . In conclusion, no formal method is available to choose the value of the parameter wm ; it depends on the chara-cteristics of the optimization problems. 
Sensitivity of the Parameter λ for the WM
The mean cost values offered by the DWM-DE with different values of the WM's parameter λ for all test functions are tabulated in Table 8 . The functions are tested by using λ = 100, 1000, 10,000, and 100,000. In this experiment, the parameter ζ wm is fixed at 1. If we want a smaller value of the upper limit (the searching limit) of the particle's mutated element, a larger value of λ should be used. In some cases, the parameter λ is not very sensitive, such as f 3 -f 4 , f 7 -f 13 , f 16 and f 18 . The mean cost values under different values of λ have no significant difference. However, in some cases, such as f 1 , the value of the parameter λ is sensitive to the performance of the DWM-DE. In f 1 , the mean cost value is 0.3202 when λ = 100, and the mean cost value is 1.4945 when λ = 100,000. Their difference is around 5 times. In conclusion, similar to the parameter ζ wm , no formal method is available to choose the value of the parameter λ. It depends on the characteristics of the optimization problem. Comparing with the sensitivity of the shape parameter ζ wm , the parameter λ is less sensitive to the performance of the searching. 
The Economic Load Dispatch with Valve-Point Loading Problem
The Economic Load Dispatch with Valve-Point Loading (ELD-VLP) is a method to control or schedule a group of power generator outputs with respect to the load demands, and operate a power system economically so as to minimize the operation cost of the power system. Because of the valve-point loadings and rate limits, the input-output characteristics of modern generators are nonlinear by nature. As a result, the characteristics of ELD-VPL problems are multimodal, discontinuous, and highly nonlinear. In this paper, the DWM-DE is employed to solve the ELD-VPL problem, which aims at minimizing the following objective function:
where C i (P Li ) is the operation fuel cost of generator i, and n denotes the number of generators. The problem is subject to balance constraints and generating capacity constraints as follows.
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where D L is the load demand, P Li is the output power of the i-th generator, P Loss is the transmission loss, and
and i, min L are the maximum and minimum output power of the i-th generator, respectively. The operation fuel cost function is given by
where a i , b i , and c i are the coefficients of the cost curve of the i-th generator.
To obtain the practical ELD solution, the operation of the ELD problem should be considered with the valvepoint effects. Typically, to model the effects of valve points, a rectified sinusoidal term is added to the cost function:
where e i and f i are the coefficients of the valve point loadings. The generating units with multivalve steam turbines exhibit a greater variation in the fuel cost functions.
In practice, the valve-point effects introduce ripples in the heat-rate curves.
To solve the ELD-VPL problem by using DWM-DE, the solution representation of elements in the population is defined as follows:
From (16), we have
In this paper, the power loss is not considered; therefore , and 0
Based on the problem defined above, the objective of this optimization problem is to minimize the total fuel cost based on (22) by using DWM-DE.
The Experiment and Result of the ELD-VPL Problem
In this paper, ELD-VPL problem with 13 and 40 generators system with a non-smooth fuel cost function with sinusoidal terms are used to test the performance of the proposed DWM-DE method. The results obtained are compared with those reported in the literature. Both the 13-and 40-generator systems have non-convex solution spaces with many local minima. As a result, the global minimum is difficult to determine. For the 13-generator system, the total load demand of 1800 MW is tested. For the 40-generator system, the total load demand of 10,500 MW is tested. The parameters for the 13-and 40-generator systems are shown in Tables 9 and 10 respectively. By using the WDM-DE, the following simulation conditions are used:  Shape parameter of the wavelet mutation ( ζ ): 1.
wm  Parameter λ for the monotonic increasing function: 10,000.  Initial population: It is generated uniformly at random.  Crossover probability constant: C r = 0.5.  Mutation weight factor (For SDE): F = 0.5.  Numbers of iteration: 500.  Number of population: 50.
All results shown are averaged ones out of 100 trials. The statistical results in terms of the mean cost value, the best cost value, and the standard deviation are shown in Table 11 . From the result obtained in this experiment, we find that the DWM-DE performs much better than the other DE methods. The DWM-DE can offer the best (minimum) cost. The average cost for the 13-generator system is $17,996.43, and the best (minimum) cost is L (25) [4] and IGA [25, 26] for comparison. The result shows that the DEC-SQP performs the best for the 13-generator system. The best cost is $17,938.95, while the best cost of DWM-DE is $17,972.78. Although, the DWM-DE method cannot offer the best result, the result is already very near to the DEC-SQP method. As the dimension of the 13-generator system is relatively small, the wavelet based mutations of DWM-DE might not be able to enhance the searching process very effectively. For the 40-generator system, the best result of DWM-DE, MPSO [2] , DEC-SQP [4] and NPSO-LRS [27] are summarized in Table 13 . Among the 4 methods, DWM-DE offers the best result. The best cost for the 40-generator system is $121,431.63. Since the dimension of the 40-generator system is large, the wavelet based mutations of DWM-DE can enhance the searching process effectively and it does not trap into some local minimum easily. For the ELD-VPL problem, to obtain the best result, we suggest applying DWM-DE for the high dimensional cases; for example, a dimension higher than 30.
Conclusion
In this paper, we have proposed an improved Differential Evolution (DE) that incorporates double wavelet-based mutations to handle the ELD-VPL problem. In the first mutation operation, a scheme on tuning the scaling factor F of the DE algorithm that applies a wavelet function is proposed. In the crossover operation of DE, a second mutation operation for modifying the trial population vectors that applies a wavelet function is proposed. The resulting DWM-DE takes advantage of the properties of the wavelet function to improve the solution quality and stability. The proposed method can explore the solution space more effectively in reaching the global solution. Simulation results have shown that the proposed double-wavelet-mutation based DE is a useful algorithm to solve a suite of 18 benchmark test functions, and offers better results in terms of convergence rate, solution quality and stability. Moreover, the ELD-VPL problem is solved by the DWM-DE. It is shown empirically that the proposed method out-performs significantly the conven- tional methods in terms of convergence speed, solution quality and solution stability, especially when the dimension of the problem is high.
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