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Seismological images represent maps of the Earth’s structure. Apparent band-
width limitation of seismic data prevents successful estimation by the multiscale
wavelet transform of Lipschitz/Hölder regularity of nonoscillating singularities.
To overcome this fundamental problem, a new method is proposed which pro-
vides local estimates from information, essentially residing at only one single scale.
Within this method, the exponents are no longer calculated from the decay or growth
rate of the wavelet coefficients. Instead, the estimates are obtained by transforming
the data with respect to a family of generalized “wavelets” of fractional order. This
generalized family is defined in terms of causal and anticausal, fractional integro-
differentiations of a fixed-scale, Gaussian smoothing function. Supplementing this
transform with criteria that predict the onset or disappearance of modulus maxima
as a function of the wavelet order, we provide exponent estimates at the scale of the
smoothing function. The estimated exponents are equivalent to Hölder exponents
when the scale of the smoothing function approaches zero.  2001 Academic Press
Key Words: singularity detection; Lipschitz/Hölder regularity; fractional calculus;
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1. INTRODUCTION
Localized detection and characterization of singularities form a crucial step in the
analysis of various signals and images. Within the geosciences, signals and images
in particular contain a wide variety of singularities and edges. For broadband signals,
multifractal analysis, based on the wavelet transform, has successfully been applied to
globally characterize the singularity structure by means of the singularity spectrum [1,
13, 15, 16, 22]. Estimates for the singularity spectrum suggest that the observed data
may be considered as a sampled multifractal function [22], with an accumulation of
singularities.
In seismology, the usefulness of the multifractal framework is limited because informa-
tion on the local characteristics of the singularity structure is lost. Results by [21, 24, 29]
show that local Hölder exponents can be estimated from the localized decay/growth ra-
te of the wavelet coefficients, along the wavelet transform modulus maxima lines [13, 15,
22, 29]. Unfortunately, the applicability of this technique is also limited because of
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bandwidth-limited data and “accumulation” of singularities. Seismic waves, for example,
observe the multifractal Earth at the scale of only one wavelet because seismic waves, as
are many other remotely sensed data, are bandwidth limited.
Both accumulation and bandwidth limitations prevent a useful characterization of the
local regularity by scale exponents. To tackle this problem an analysis tool is proposed
which, under particular conditions on the data, locally detects and characterizes singularity
strengths [17–20]. The method amounts to a generalization of the wavelet transform to
a transform where the “wavelets” are fractional integro-differentiations of the Gaussian
bell shape. By varying the order of the wavelets for a fixed scale, coarse-grained scale
exponents are found via the emergence or disappearance of local modulus maxima
as a function of the order. In the small-scale limit these exponents are equivalent to
Hölder exponents, as shown by Zähle [39], who applies fractional calculus to regularity
estimation.
The primary goals of this paper are (1) to establish a direct link between the wavelet
transform and seismic reflectivity; (2) to introduce a new measure, which expresses
local orders of magnitude for variations in both the medium and wavefield; and (3) to
present a monoscale analysis method, based on fractional order wavelets, which estimates
singularity orders at a fixed scale. Attempts to estimate the local scale exponents at a fixed
scale have been made by Dessing [8] and Struzik [33]. The former uses the instantaneous
phase. The latter computes an effective local Hölder exponent by differentiating the
logarithm of the wavelet coefficients, along the modulus maxima lines, with respect to
the logarithm of the scale. The disadvantage of the instantaneous phase method is that it
is is difficult to compute for strongly varying well and/or seismic data, while the scale
derivative method lacks on–off criteria.
The paper is organized as follows. First, we present a review on the essentials of the
seismic method in the simplified case where the medium is considered to vary along
the vertical only. For small medium variations, the forward and inverse mappings of
the medium properties to the seismic wavefield and back are linearized and written
in terms of temporal and spatial convolutions. Next, we demonstrate the relation of
these convolutions to particular instances of limited scale range, continuous wavelet
transforms of the medium fluctuations. In Section 4, we introduce a method to detect
and characterize singularities at essentially the fixed scale of the seismic wavelet. Given
the singularity characterization, singularity maps of the Earth are generated. These maps
are used for interpetation and reconstruction of pseudo-medium profiles and reflection
images.
2. SEISMIC REFLECTIVITY IMAGING METHOD
In the seismic reflection method, recorded surface reflectivity data are converted to an
image of the Earth’s subsurface structure through a process called migration. Seismic
data itself consists of measurements of the wavefield, acquired by geo/hydrophones which
measure the Earth’s response to a source located at the surface. The process of prestack
depth migration [2, 9] is based on a time-reversed map of the recorded surface seismic
data to a depth-parametrized, reflectivity function. The time-reversal operators are obtained
by solving a linear wave equation for the up- and downward wave constituents, and
require a priori knowledge of the smooth part of the velocity structure. By applying
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time-reversal operators to the data, information is obtained on the singularities in the
Earth’s medium properties. This information is contained in the reflection density function.
When performed correctly, i.e., when the a priori velocity information is accurate enough,
migration operators are pseudo-differential, mapping the singularities one-to-one from
the recorded seismic data to the imaged reflectivity function [5, 34]. For the purpose of
this paper it suffices to consider acoustic media, which vary along the vertical coordinate
only. First, the one-way representation for the forward and inverse maps will be presented,
followed by a linearization in terms of small medium variations.
2.1. The Forward Map: One-Way Wavefield Representation
Medium variations of the Earth exhibit a distinct directional preference along the
vertical. Therefore, a formulation in terms of a one-way wave equation is beneficial. This
formulation distinguishes between up- and downward traveling waves. As a consequence,
natural separation can be made between the propagation and reflection of seismic waves.
Following [2, 6, 7, 12, 36–38], we can write, for acoustic one-dimensional media, the
upgoing acoustic pressure at the surface (z= 0) as
pˆ(p, z= 0;ω)=
∫ ∞
z=0
wˆ−(p,0, z;ω)r(p, z)wˆ+(p, z,0;ω)ϕˆ(ω)dz. (1)
In the above temporal, frequency, ray-parameter, (p,ω)-domain formulation:
• Symbol ˆ indicates temporal Fourier transformed quantities, i.e., fˆ (ω)=F{f }(ω),
with the inverse Fourier transform f (t)= F−1{fˆ }(t) and where t stands for the intercept
time.
• z is the vertical coordinate (positive z-direction points downward), p = (sin θ(z))/
c(z) the ray parameter with θ the angle of incidence and c(z) the depth-dependent
wavespeed, and ω= 2πf the temporal angular frequency.
• pˆ(p, z= 0;ω) represents the decomposed plane–wave reflection data at the surface,
i.e., a monochromatic plane and upward-traveling pressure wave.
• wˆ+(p, z,0;ω) and wˆ−(p,0, z;ω) are the flux-normalized, single-scatter propaga-
tion operators given by
wˆ+(p, z,0;ω)= wˆ−(p,0, z;ω)= exp
[
jω
∫ z
0
q(p, z′)dz′
]
, (2)
with q(p, z)=√1/c2(z)− p2 the local vertical slowness.
• r(p, z) is the p-dependent reflection density,
r(p, z)= 1
2Y
∂zY (p, z) with Y (p, z)= q(p, z)/ρ(z), (3)
with Y (p, z) the acoustic admittance and ρ(z) the volume density of mass.
• ϕˆ(ω) represents the frequency characteristics of a bandwidth-limited downward
source function.
The propagation operators carry the source wavefield from the surface down to the
reflector and back up to a detector at the surface. The reflection density couples the down-
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and upward traveling waves at depth levels where the acoustic admittance varies. The one-
way wavefield representation of Eq. (1) is approximate because it is based on the first term
in the Bremmer series expansion [7], yielding single-scattered waves only.
Despite the approximation, Eq. (1) captures leading order terms, describing the forward
mapping of the medium singularities to the wavefield. For a constant background velocity
model (c¯= constant), Eq. (1) can be written as a temporal convolution
p(p, z= 0; t)= (rt (p, ·) ∗t ϕ)(p; t) with rt (p, t)= 12q¯(p)r
(
p,
t
2q¯(p)
)
, (4)
where ∗t denotes time convolution. The rt (p, t) represents the depth to two-way traveltime-
converted reflection density. Equation (4) defines after linearization the functional form
for the forward map, which describes how the medium variations are mapped to the
wavefield.
2.2. The Inverse Map: Migration and Stacking
After applying the downward extrapolation with time-reversed extrapolation opera-
tors [7] and neglecting multiple scattering we find, by imposing the imaging condition,
the following expression for the imaged reflectivity [38]:
〈R(p, z)〉 = 2q¯(p)
π

∫ ∞
0
pˆ(p, z;ω)dω. (5)
In this expression the imaged reflectivity equals the downward continued, pressure
wavefield evaluated at time zero, 〈R(p, z)〉  p(p, z; t = 0) with p(p, z; t) the inverse
Fourier transformed, downward continued pressure. Equation (5) contains the source
contribution and the angular brackets 〈 〉 are used to denote the resulting bandwidth
limitation.
Likewise the surface reflectivity, the imaged reflectivity (cf. Eq. (5)), can also be
formulated as a convolution. Substitution of Eq. (5) into the one-way wave representation
(cf. Eq. (1)) yields
〈R(p, z)〉 = 2q¯(p)
π
(r+(p, ·) ∗z ϕz)(p, z), (6)
where ∗z denotes depth convolution. The source function and reflection density are now
given by
ϕz(p, z)= ϕ(·2q¯(p))(z) and r+(p, ·)=H(z− ·)r(p, ·), (7)
with H(·) the Heaviside distribution. Equation (7) corresponds to a p-dependent rescaling
of the temporal source function. To complete the inverse map that relates the surface
reflectivity back to the medium properties, we propose the following simplified stacking:
〈(z)〉 =
∫ p1
p0
〈R(p, z)〉dp. (8)
Compared to commonly used stacking, Eq. (8) neglects frequency weighting normally
found in the inverse Radon transform. Later, this choice will allow us to identify stacking
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as an inverse wavelet transform of the medium. Equations (6) and (8), combined, form
the basis for the inverse map. Both expressions for the forward and inverse maps are still
nonlinear in the medium properties. In the next section we will linearize the expression for
reflection density.
2.3. Linearized Forward and Inverse Maps
Following Ostrander, Castagna, and Wijngaarden, [41–43], the reflection density can be
linearized in the normalized acoustic impedance (Z(z)) and compressional wavespeed
(c) fluctuations yielding
r(p, z)≈
[
1
2
1
2
c¯2p2
cos θ¯ (p)
]
∂z[Z c]T = M¯(p)∂z(z). (9)
Here, cos θ¯ (p) = √1− c¯2p2 and Z ≈ c + ρ. This expression is linear in the
normalized medium fluctuations, which are assumed to be small and given by f (z) =
(f (z)− f¯ )/f¯  1, with f (z) and f¯ (z) being either the actual/background acoustic
impedance or the actual/background wavespeeds. Notice that the p-dependent factor of
Eq. (9) remains nonlinear in the background velocity, c¯.
Given the linearized expression for the reflection density we are able to derive linear
functionals for the forward mapping, imaging step, and inverse mapping. Using Eqs. (4)
and (9) we find
p(p, z= 0; t)≈ L{c¯;, ϕ}(p, t)= M¯(p)
2q¯
(p)
(
∂t
( ·
2q¯(p)
)
∗t ϕ
)
(t) (10)
for the approximate linearized forward map (L{c¯;, ϕ}). This forward map depends on
the seismic wavelet and linearly maps the medium fluctuations to variations in the pressure
wavefield. After imaging, we obtain a similar expression
〈R〉(p, z)= 2q¯(p)
π
M¯(p)(∂z+ ∗z φz)(z), (11)
for the imaged reflectivity. Finally, after stacking, the inverse mapping equals
〈〉(z)= L∗{c¯; 〈R〉}(z)= (L∗ ◦ L)(z)≈
∫ p1
p0
〈R〉(p, z)dp, (12)
where L∗ refers to the approximate formal adjoint [34] of the one-way forward map L,
and ◦ denotes functional composition. Depending on the application, the inverse mapping
can be supplemented with an additional pre- or post-stack deconvolution for the source
wavelet.
Both linearized maps in Eqs. (10) and (12) describe the reflection and subsequent
imaging and inversion to leading order. Following [34], one can show that the operator
(L∗ ◦ L)(z) is approximately pseudo-differential when the reference velocity model (c¯(z))
is close enough to the smooth part of the actual velocity model. Consequently, singularities
in the acoustic medium are preserved during the seismic acquisition process (L) and
processing (L∗). During processing, migration primarily concerns itself with finding the
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locii of the singularities, whereas during inversion, information on the magnitude of the
acoustic medium variations are targeted.
Despite significant progress [34] in migration and inversion, acquiring information on
the actual medium fluctuations remains difficult. Primary reasons are (1) the requirement
of true amplitude data, not necessarily met in the field; (2) the lack of an accurate velocity
reference model; and (3) the theoretical requirement of a separation of scales, underlying
the wave theoretical formulation [34]. These difficulties form the primary motivation
for this paper, where we will direct our attention toward finding the locii and orders of
singularities instead of inverting for actual medium properties. Since the operators are
approximately pseudo-differential, we may expect the singularity orders to represent a
robust quantity during the seismic data processing flow. In the next section, we explore
relationships between the forward and inverse maps and the forward and inverse wavelet
transform.
3. WAVELETS AND SEISMIC REFLECTIVITY
Singular functions with isolated [21, 24, 29] or accumulated [1, 21–24, 29] singularities
have successfully been analyzed by the continuous wavelet transform (CWT). The
singularities in these functions refer to edges/transitions in the medium properties
[13, 15–17, 19] and to singularities in the wavefront set [16, 17, 19]. For isolated
singularities, Hölder/Lipschitz exponents can be assigned to locally describe the regularity.
Global regularity information is obtained by multifractal analysis, which produces a global
but useful characterization, containing information on relationships between Besov norms
of the medium and reflectivity [16].
As shown by [13, 15, 16, 30, 32], well-log data, as well as seismic reflectivity
[13, 15, 16] behave multifractally, which means that they display heterogeneous scaling
behavior. Well-log data are in situ measurements of the Earth subsurface, taken with a
tool that is lowered into the borehole. The scaling heterogeneity means that the medium
behaves as
|f (z+)− f (z)| ≤ Cα(z) as → 0, (13)
where C is a finite constant and α the depth-dependent Lipschitz/Hölder exponent. These
exponents vary discontinuously [31], an indication of multifractality.
First, we introduce the continuous wavelet transform, followed by techniques to locally
detect, measure, and characterize singularities. Then, a direct link between seismic
reflectivity and the wavelet transform will be established. Finally, a generalized transition
model will be presented, yielding an effective parameterization by means of homogeneous
distributions [10, 21, 40], which go beyond the commonly used zero- or first-order
discontinuities [13, 15–17].
3.1. The Continuous Wavelet Transform
Multiscale analysis by the continuous wavelet transform can be seen as the interplay of a
smoothing and a desmoothing operation. This property becomes apparent when we define
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the CWT [29] as a multiscale derivative operator acting on the function f ,
W{f,ψM }(σ, z)
desmoothing︷ ︸︸ ︷
σM
dM
dzM
(f ∗ φσ )(z)︸ ︷︷ ︸
smoothing
= (f ∗ψ(M)σ )(z). (14)
In this expression, W{f,ψM }(σ, z) denotes the wavelet coefficients of f with ψ(M)σ the
Mth-order, scale-indexed analyzing wavelets. We define the wavelets as derivatives of
dilated, real, and symmetric smoothing functions (φσ (z)):
φσ (z)
1
σ
φ
(
z
σ
)
and ψMσ (z)= (−1)MσM
dM
dzM
φσ (z). (15)
The wavelets are L1-normalized and have an effective support proportional to the scale σ ,
which is related to the reciprocal of the dominant wavenumber, σ ∼ 1/ζ0.
For the specific case of a Gaussian bell-shape smoothing function and M = 2, the
wavelet ψ2σ (z) becomes a Ricker wavelet, also known as a Mexican hat. Now the wavelet
transform of Eq. (14) can be written as [21]
W{f,ψ2}(σ, z)−σ d
dσ
(f ∗ φσ )(z), (16)
yielding wavelet coefficients that are given by the logσ -derivative of the smoothings.
Notice that these smoothings contain all scales up to σ , while the wavelet coefficients
contain only the details of f at σ .
By computing the inverse wavelet transform (ICWT) [3, 4, 21, 24, 28, 29], defined as
f (z)=
∫ ∞
0
∫ +∞
−∞
W{f,ψ}(σ, z′)ψ˜
(
z− z′
σ
)
dz′ dσ
σ
, (17)
f can be reconstructed. In this inverse transform, the wavelet and its dual, ψ˜ , are related
by 1 = ∫∞0 ˆ˜ψ(ζ )ψ¯(ζ )dζ/ζ , where ·¯ is the complex conjugate. The reconstruction holds
modulo polynomials when f is a tempered distribution, f ∈ S′(R); e.g., f is a delta
distribution. Under the restriction 1 = ∫∞0 ¯ˆψ(σζ )dσ/σ we can, following [3], derive a
simpler reconstruction formula
f (z)=
∫ ∞
0
W{f,ψ}(σ, z) dσ
σ
, (18)
which is possible because of redundancy within the CWT.
3.2. Local Singularity Characterization by Scale Exponents
Using multiscale analysis, the singularity strength can be calculated by following the
wavelet coefficients along modulus maxima lines as a function of the scale. The singularity
strength is expressed by scale exponents, measuring the local Lipschitz/Hölder regularity
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[21, 24, 29]. Wavelets with M vanishing moments,
∫ +∞
−∞
zmψM(z)dz= 0 for m≤M, (19)
are blind; that is, their coefficients vanish with respect to polynomials of order M − 1. As
a result, wavelets detect and characterize singularities in the Mth-order derivative of f (z).
The wavelet coefficients of an n ≤ M times differentiable function, f (z), measure the
remainder of the nth-order Taylor approximation of f (z) around the point z= z0; i.e.,
W{f,ψ}(σ, z0)=W{ε,ψ}(σ, z0), (20)
with the remainder
|ε(z)| = |f (z)− Pn(z)| ≤K|z− z0|α. (21)
Here, Pn(z) is the n = α-order polynomial approximation of f around the point
z = z0. The remainder equals the difference between f and its approximation. Hölder
exponents, α, measure the order of magnitude for the remainder. A function is called
local Lipschitz/Hölder regular when the above inequality holds for a finite constant K .
For technical details refer to [21, 24, 29].
Following [1, 29] the local Hölder regularity can be measured by the asymptotic
decay/growth rate for the modulus maxima of the wavelet transform,
|W{f,ψ}(σ, z)| ≤Aσα for z=Z(σ) as σ → 0 (22)
with A a finite scale, independent constant. The asymptotic behavior is studied along
wavelet transform modulus maxima that lie within the cone of influence given by |z−z0| ≤
Cσ and with C being the wavelet’s support. Wavelet transform modulus maxima lines
(WTMML), with z = Z(σ), are found by connecting a line within this cone between the
maxima across the different scales. The WTMML’s are defined by
Z(σ)= {z : ∂zW{f,ψ}(σ, z)= 0}. (23)
At each scale the local maximum should be a strict local maximum in either the right or left
neighborhood of z = z0 (see also Definition 4.1). These local maxima [28, 29] delineate
the major points of interest within the scale plane from which the original function can be
reconstructed.
3.3. Seismic Reflectivity as the Continuous Wavelet Transform
Given the expression for the CWT (cf. Eq. (14)), can we establish a relationship between
this transform and the (imaged) seismic reflectivity? Comparing Eq. (14) with expressions
for reflectivity we can show that for M = 1 both the linearized reflectivity at the surface
and the imaged reflectivity can be expressed in terms of wavelet transforms. By replacing
the source function by an analyzing wavelet, ϕ(·) → 1
σ
ψ( ·
σ
), and using scale-covariance
relations, in [21], we find
p(p, z= 0; t)= M¯(p)
σ2q¯(p)
W{,ψ}
(
σ
2q¯(p)
,
t
2q¯(p)
)
(24)
72 MONOSCALE ANALYSIS
and
〈R(p, z)〉 = M¯(p)
σ
W{+,ψ}
(
σ
2q¯(p)
, z
)
. (25)
For the reflected pressure wavefield (cf. Eq. (24)), the response is identical to a CWT with
rescalings for both the scale and the time axis, while the imaged reflectivity (cf. Eq. (25))
involves only a rescaling of the scale axis. Stacking of the imaged reflectivity can, by
comparing Eqs. (8) and (18), be associated with an inverse wavelet transform
〈〉(z)∼W−1{〈R(p, z)〉, δ}(z), (26)
where the integration runs over a nonlinear p-dependent scale.
EXAMPLE 3.1. Figure 1 (top) contains the forward map of a medium profile with
constant velocity and varying density. Top left, the acoustic impedance is plotted with
five typical transitions (to be defined in Section 3.4). Top right, the corresponding, Radon-
FIG. 1. Illustration of the forward and inverse mappings (cf. Eqs. (10) and (12)) with a Ricker (Mexican
hat) source function. Top (left): the acoustic impedance (c is kept constant); top (right): the reflection data,
p(p, z = 0; t); bottom (left): stacked imaged reflectivity; bottom (right): imaged reflectivity, 〈R(p, z)〉. Notice
the AVP in both reflectivities, the compression in time and dilation of the wavelet for the reflection data, and the
wavelet dilations for imaged reflectivity. Also notice the different signatures for the reflection events, preserved
throughout the forward, inverse map and the stacking. Refer to Section 3.4 for detail on how the transitions were
defined.
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domain shot record, p(p, z= 0; t), is displayed with the intercept time on the vertical and
the ray parameter on the horizontal axis. The source function is a Ricker wavelet (Mexican
hat). Notice the time axis compressions and the wavelet dilations for the reflection data.
Because the velocity is constant, the observed (AVP) behavior is caused solely by the
scaling contribution (see Eqs. (24) and (25)). Also, notice the varying waveforms pertaining
to the different reflectors. These different waveforms are also present in the prestack
imaged reflectivity, depicted on the bottom right. In this plot, the reflections are aligned
by the migration and a p-dependent stretch may be observed. Finally, the stacked trace
(bottom left) qualitatively confirms the partial reconstruction of the singularities in the
medium fluctuations (cf. Eq. (26)).
From Eqs. (24)–(26) and Example 3.1, we conclude that (i) amplitude versus ray-
parameter, AVP, behavior depends on both a geometric (by the M(p)) and a scaling
contribution (by the q¯(p) in theW’s); (ii) waveforms are preserved (besides dilations); and
(iii) singularities are partially reconstructed by stacking. These observations clearly suggest
that seismic data contain information on the singularities in the medium fluctuations.
Even without source deconvolution, the stacking reconstructs the fluctuations for a
scale range, limited by both the data’s temporal frequency content and the available
p-range.
3.4. Generalized Reflector Model: Algebraic Onset Functions
When significant variations occur over length scales of the order of the seismic
wavelength, waves are reflected. Correspondingly, wavelet coefficients are large at the
location of singularities. Thus far, in seismology zero- or first-order discontinuities are
mostly used to represent transitional regions in the Earth’s medium properties. Given the
singularity detection and characterization capabilities of wavelets, why limit ourselves
to these singularities? Why not consider the wider class of algebraic nonoscillatory
singularities [13–15, 17, 19] defined by
χα+(z)


0 z≤ 0
+zα
,(α + 1) z > 0,
and χα−(z)


−zα
,(α + 1) z≤ 0
0 z > 0.
(27)
These singularities can be seen as building blocks of heterogeneously scaling singular
functions (cf. Eq. (13), [1, 22]) and are used to define the medium variations as follows
f (z)= f¯ (z)[1+f (z)] where f (z)= c−χα−(z− z0)+ c+χα+(z− z0). (28)
Again, the barred quantity refers to a smoothly varying or constant function, while the
fluctuations f (z) 1 contain a generalized reflector, located at z= z0. This reflector is
given by a transition defined by the χα−(z) and χα+(z)-functions. These functions are known
as the causal/anticausal homogeneous distributions, or onset functions [10, 21, 40], and
are parametrized by the singularity-order exponent α ∈R. These onset functions constitute
only the principal part of the asymptotic expansion found in [21, p. 294]. For α ∈ C the
singularities become oscillatory, a case not being considered in this paper. The c±’s define
the real-valued bounded magnitude of the generalized reflector.
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For α ≥ 1 the onset functions are continuous and differentiable; for 0 < α < 1 they
are continuous but nondifferentiable; and for −1 < α ≤ 0 they are discontinuous and
nondifferentiable. Finally, for α ≤ −1, the functions are no longer locally integrable and
become singular tempered distributions. Besides the local regularity, the order parameter
α also rules the homogeneity property,
χα±(σz)= σαχα±(z) σ > 0. (29)
This homogeneity property expresses the scale invariance of the onset functions after
appropriate rescalings. Scale invariance is reflected into the following renormalization
property for the wavelet coefficients
W{f,ψ}(σ0, z)=
(
σ1
σ0
)α
W{f,ψ}(σ1, z), (30)
where f is defined as in Eq. (28). As a result, differences in scale of observation are
interchangeable with the magnitude of the transition. This ambiguity makes it difficult
to issue precise statements on amplitudes without knowledge of the (seismic) wavelet.
When f (z) is defined according to Eq. (28), the wavelet coefficients display a power-law
behavior for their moduli along WTMML’s and in the log–log plane. Using
log |W{f,ψ}(σ, z)| ≤ logA+ α logσ for z=Z(σ) as σ → 0, (31)
we invert for the order of the transition, α, by estimating the slope of the wavelet
coefficients.
4. MONOSCALE ANALYSIS BY FRACTIONAL ORDER WAVELETS
Within (exploration) seismology, the data are always bandwidth limited due to a
combination of the finite-frequency range of the source, aperture limitation, and possible
dispersion effects. Consequently, the lack of available scale range may impede the
asymptotics required to characterize the scaling by a single-scale exponent α. As a
result, asymptotic techniques attempting to fit power-law dependence in the seismic data
are not applicable. At this point, we may argue that the data do not provide adequate
information on the singularities. However, the waveform variations observed in the
idealized, but bandwidth-limited examples of Fig. 1, suggest that reflection events contain
regularity/sharpness information on the reflector [17, 19, 20].
As possible remedies for the apparent lack of information, Dessing [8] and Struzik [33]
propose to compute either the instantaneous phase or the local derivative of the wavelet
coefficients in the log–log plane. The former author limits himself to isolated singularities
while the latter aims to estimate coarse-grained Hölder exponents for singularities by
constraining the range of possible local slopes. In this way Struzik [33] is able to extend
his method to nonisolates singularities without suffering from instabilities arising from
vanishing wavelet coefficients caused by mutual inferences of singularities. Both methods
have the disadvantage that they (i) have to examine all the WTMML’s pertaining to a
single singularity and (ii) lack an on/off criterion to predict the presence of a coarse-grained
singularity.
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To overcome some of these issues, a monoscale analysis method is introduced where the
order of the wavelet is adapted to the singularity. The method is based on the heuristic
that for the particular choice of singular functions as defined in Eq. (28), occurrences
of modulus maxima depend on the wavelet order. By fractionally varying the amount of
sharpening or desharpening in Eq. (14), we will examine the properties of convolution with
a series of wavelets 1 consisting of fractional integro-differentiations of the Gaussian bell-
shape smoothing function. Even though the Gaussian is not of compact support, it has, for
integer 2 order moments, the advantage of propagating the maxima correctly toward the
finer scales [29].
First, we introduce a framework to calculate the fractional integro-differentiations,
followed by the definition of a transformation with respect to fractional integro-differential
orders of the Gaussian. Secondly, we devise a criterion that estimates, for a particular
subclass of functions, the local coarse-grained scale exponents as a function of causal/
anticausal fractional integro-differentiations. Finally, we present a simple reconstruction
scheme that reconstructs the singularity structure of the original function, using the
location, direction, local order, sign, and magnitude of the singularities.
4.1. Fractional Calculus
Following [11, 35, 39], define Liouville’s generalization of differentiation of fractional
orders as the left inverse of the action of the onset functions, as defined in Eq. (27).
The causal fractional αth derivative is defined according to
(Dα+f )(z) (DmIm−α+ f )(z), m− 1 < α ≤m, m ∈N, (32)
where
(Iα+f )(z) (χα−1+ ∗ f )(z), α > 0 (33)
is the causal αth-order fractional integration of f . For specific conditions on f , refer
to [39]. Similarly, the anticausal fractional αth-order derivative is defined according to
(Dα−f )(z) (DmIm−α− f )(z), m− 1 < α ≤m, m ∈N (34)
with
(Iα−f )(z) (χα−1− ∗ f )(z), α > 0. (35)
For simplicity denote fractional differentiation as I−α . Moreover,
(Dα1+ Dα2+ f )(z)= (Dα1+α2+ f )(z) (36)
(Dα1− Dα2− f )(z)= (Dα1+α2− f )(z). (37)
Unlike for integer exponents, the operations of fractional integro-differentiation generally
do not commute. See [11] and references (to the Law of Exponents) therein.
1 A wavelet is no longer a wavelet when the admissibility condition no longer holds; i.e.,
∫
ψ != 0.
2 Without proof it is assumed that this result also holds for fractional order moments.
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Using the Fourier transform, fractional differentiation can be defined as
(Dα±f )(z)=F−1{(±jζ )αfˆ }(z) (38)
with (±jζ )α  |ζ |α exp(j sign(±ζ )α2π).
Finally, notice that by generalizing differentiation to fractional differentiation, the
operator kernels no longer decay fast and depend on direction.
4.2. The β-Transform
Given the definition for fractional differentiation, we are ready to generalize the defini-
tion of the CWT to a transform defined by multiscale causal/anticausal differentiations,
W{f,ψβ±}(σ, z) σβDβ±(f ∗ φσ )(z)=
(
f ∗ψβ±/σ
)
(z) with β ∈R+ (39)
and ψβ±/σ (z)= σβD
β
±φσ (z). The smoothing function is taken to be the Gaussian yielding
W{f,ψβ±}(σ, z)=F−1
{[
(±jσζ )βe−(σζ )2]fˆ (ζ )}(z), (40)
where the action of the fractional order wavelet is contained within the square brackets.
Figure 2 contains examples of causal and anticausal ψβ±(z)’s with β ∈ (0,3] (top row)
and β ∈ [−1,0) (bottom row). For the first β-interval the ψβ±(z)’s are still wavelets, but
FIG. 2. Generalized wavelets. The wavelets are generated in the Fourier domain, which explains their
periodicity. Top row (left): anticausal, ψβ−(z), and causal (right) wavelets ψβ−(z) for β ∈ (0,3]. Bottom row
(left): anticausal, ψβ−(z), and causal (right) wavelets ψβ−(z) for β ∈ [−1,0].
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for the second (bottom row) the ψβ±(z)’s can no longer be considered as wavelets since∫
ψ
β
±(z) != 0. The wavelets are computed by inverse Fourier transforming the expression
between the brackets in Eq. (40), which explains their periodicity. Finally, as σ → 0,
W{f,ψβ±}(σ, z)→ (Dβ±f )(z) for f ∈ Cα with β > α.
Following [21], the conventional CWT of an algebraic onset function can be written as
W{χα±,ψ}(σ, z) σαUα±
(
z
σ
)
(41)
with
Uα±
(
z
σ
)
=M
{
ψ
(
∓ ·± z
σ
)}
(α + 1). (42)
The Mellin transform is given by
M{f }(q)=
∫ ∞
0
dt
t
tqf (t), (43)
which is defined for a causal f (defined for z≥ 0) if
|f (z)| ≤ c1zα1 for 0 < z≤ 1, (44)
|f (z)| ≤ c2z−α2 for 1< z <∞, (45)
for some c1, c2 > 0, and α1 < α2. In this case the transform is analytic in the strip
{z ∈ C :α1 ≤ q ≤ α2}. In case f itself an onset function, i.e., f (z) = χα±(z), the region
of convergence for Eq. (43) reduces to an empty strip [25], for which the Mellin transform
still exists as a generalized function.
The number of vanishing moments, M ∈N, of the CWT are chosen such that M ≥ #α$,
implying the order α ≥ 0 singularities to lie in the singularity observation window of the
wavelet transform. The window is bounded from below (for negative α) by the wavelet’s
smoothness and from above by the number of vanishing moments. By generalizing the
CWT to a transform with fractional order wavelets, ψ → ψβ±, the region of convergence is
shifted, q = α → α+ β , implying
W{χα±,ψβ±}(σ, z)= σαUα+β±
(
z
σ
)
. (46)
This equation holds when ψβ± ∈ C∞, β > α, such that zα±ψβ± ∈ L1. For β ≤ α Eq. (43) no
longer converges. In the Fourier domain this behavior corresponds to a divergence around
the origin, which occurs when (jζ )β−α−1 exceeds (jζ )−1. In that case the inverse Fourier
transform is no longer locally integrable. By shifting toward fractional orders, a precise
condition has been obtained for which the β-transform converges or diverges.
4.3. The βMML
As with the multiscale wavelet transform [28, 29], β-transform modulus maxima
(βMML) can be defined as follows:
DEFINITION 4.1 [β-transform modulus maxima]. Let W{f±,ψβ±}(σ, z) be the β-trans-
form (cf. Eq. (39)) of a causal/anticausal function f (z) defined for ±z≥ 0 with β > α.
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• A local extremum is any point (σ0, z0, β0) for which ∂zW{f±,ψ±β0}(σ0, z) has a
zero crossing at z= z0, when z varies.
• Call a β-transform modulus maximum, a βMM any point (σ0, z0, β0) such that
|W{f±,ψβ0± }(σ0, z)|< |W{f±,ψβ0± }(σ0, z0)| when z belongs to either the right or the left
neighborhood of z0, and |W{f±,ψβ0± }(σ0, z)| ≤ |W{f±,ψβ0± }(σ0, z0)| when z belongs to
the other side of the neighborhood of z0.
• Call a β-transform modulus maxima line, a βMML, any connected curve in the β
space (β, z), σ fixed, along which all points are modulus maxima.
4.4. The On/Off Criteria
Similar to WTMML’s, βMML’s contain information on the local behavior of f , within a
cone given by z/σ = constant. In this paper, we are only interested in obtaining estimates
for the unknown, coarse-grained, local scale exponent α at a fixed scale. For this purpose it
suffices to look at the onset of a βMML as a function of position and β within a fixed scale
of the zoom. With a slight abuse of notation, the following criterion provides the fixed scale
estimate for α,β ≥ 0
α(σ0, z0)= inf
β
{β : ∂zW{f±,ψβ±}(σ0, z= z0)= 0}, (47)
for a causal/anticausal function f±(z) containing an (coarse-grained) algebraic singularity
at z = z0. This criterion is inspired by the work of [39] and argues that under certain
conditions on f±(z),
(Dβ±f±)(z)=
{
0 for β < α(z)
∞ for β > α(z), (48)
which in the coarse-grained case corresponds to the emergence of a local maximum. By
taking σ → 0 in Eq. (47), the criterion becomes equivalent to Eq. (48). But notice the
necessary distinction in direction. For α < 0 a similar criterion can be derived by reversing
the argument, stating
α(σ0, z0)= sup
β
{β : ∂zW{f±,ψβ±}(σ0, z= z0)= 0} (49)
with α,β < 0. Here, the β-transform as defined in Eq. (39) is extended to include β-order
fractional integrations.
The first criterion (cf. Eq. (47)) is based on the property that when α > 0, a local
maximum appears if the order of fractional differentiation exceeds the order of the
transition infinitesimally. Conversely, the second criterion (cf. Eq. (49)) uses the property
that a local maximum disappears when the fractional integration exceeds the negative
scaling exponent. Differentiation, in the distributional sense, of onset functions α ≥ 0
reduces the exponent by the order of differentiation. For example, during reflection the
deconvolved 3 reflectivity involves a single differentiation of the medium fluctuations,
yielding negative α in case of medium fluctuations with 0 < α < 1.
3 Under the assumption that deconvolution removes a possible additional differentiation by the seismic wavelet,
e.g., the twofold differentiation of a Ricker wavelet.
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At the point of onset/disappearance, the location of the singularity is not well resolved.
Depending on direction, the location tends to be biased toward the left or right. To
circumvent this problem the βMML is followed until the order of differentiation exceeds
the estimated exponent by at least 1.
Notice that both criteria of Eqs. (47) and (49) are based mainly on heuristical arguments
valid for singular functions of the type
f (z)
∑
n∈N
cn+χ
αn+ (z− zn)+ cn−χαn− (z− zn), (50)
with (cn+ != 0 ∧ cn− = 0) ∨ (cn+ = 0 ∧ cn− != 0) and cn+cn+1− > 0 the magnitudes such that
f (zn− 4)=f (zn), and zn is the abscissa. Singularities in these singular functions can,
for scales exceeding the intersingularity distance, no longer be treated as isolated. This
implies that the smoothing function should be of compact support. By limiting the number
of modulus maxima per cone of influence to 1, we are partially able to eliminate the effects
of the nonvanishing support for the Gaussian.
The method we propose can now be formulated as follows:
PROCEDURE 4.1 (Monoscale measurement and detection of singularities).
1. Select wavelets with decreasing β such that β0 < α < β1.
2. Fix σ such that possible high frequency noise is reduced.
3. Compute the generalized wavelet transform with Eq. (39) for β ∈ [β0, β1].
4. Locate βMM’s with Definition 4.1, working from large to small β’s.
5. Create the set β± = {1,2, . . . , l} of l curves, parameterized by {Z(σ,β)}m∈β± .
6. Check {Z(σ,β)}m∈β± ’s lie inside the cone of influence (|z− zm| ≤Kσ ).
7. Apply Eqs. (47)–(49), yielding αm = α(zm) as the infβ along the mth βMML.
8. Remove from αm those estimates for which αm lies too close to [α] or infβ .
9. Keep αm for which one of the two criteria holds for both directions.
10. Determine zm by following the βMML until β = αm + 1 or supβ .
11. Determine cm± =W{f,ψγm± }(σ, zm) with γm = αm + 1 or supβ .
12. Determine the direction for each singularity.
13. Remove those cm±cm+1± < 0 with ±m =+∧±m+1 =−.
Items 8, 9, and 13 are necessary to eliminate βMM’s caused by either causal/anticausal
singularities, analyzed by the wrong anticausal/causal analyzing wavelets, or by cusp-like
singularities. In the first case, the generalized wavelet transform gives rise to an extra
erroneous extremum. This extremum is an artifact caused by a response which, in case of an
opposite direction wavelet, is given by the Hilbert transform. Extrema caused by cusp-like
singularities can be removed by extending the search to left and right neighborhoods with
an asymmetric cone. Locations and magnitudes are obtained at values for β such that the
singularity becomes locally delta-like, which corresponds to a local prewhitening. Finally,
we note that the items in the above procedure are for a large part based on heuristics and
require further justification and proof. For example, it remains an open problem how to
deal with the directional problem of cusp-like singularities (not strictly (anti)-causal).
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4.5. Reconstruction
Reconstruction of functions with fluctuations, defined by Eq. (50), is possible given
estimates for the location, direction, regularity, and relative magnitude for the observed
singularities. For instance (see, e.g., Example 4.1), the fluctuations can be reconstructed
from estimates obtained from the smoothed first derivative (read reflectivity) of the original
function. We base the reconstruction procedure on Eq. (50) with the parameters set by the
estimated values, supplemented with additional conditions. The reconstruction procedure
can be defined as follows:
PROCEDURE 4.2 (Reconstruction).
1. Normalize the magnitudes, cm± such that
∑
m∈β± c
m± = 1.
2. α-correction (optional), αm → αm + αcor.
3. For each m ∈ β± take the estimated zm, ±m, αm, cm±.
if (±m =±m+1) then
f (z)= χαm±m(z− zm)1[zm,zm+1) (51)
else
f (z)= χαm±m+1(z− zm+1)1(zm,zm+1]. (52)
if (±m != ±m+1) ∧ (±m =+) then
f (z)= inf{χαm+ (z− zm)1[zm,zm+1), χαm+1− (z− zm+1)1(zm,zm+1]} (53)
for cm+, cm+1− > 0 and
f (z)= sup{χαm+ (z− zm)1[zm,zm+1), χαm+1− (z− zm+1)1(zm,zm+1]} (54)
for cm+, cm+1− < 0.
4. Smoothing (optional), f (z) → (f ∗ φσ )(z).
Reconstructions using Procedure 4.2 are modulo polynomials, which is consistent with
the behavior of the inverse wavelet transform. The optional α-correction takes care of a
possible additional differentiation, which would be (αcor = 1) when reconstructing the
medium from the imaged, deconvolved reflectivity. For cases where causal singularities are
followed by anticausal ones, reconstruction creates an additional singularity at the location
where the two reconstructions meet. Generally, this singularity will not be important
because of its relative large regularity.
EXAMPLE 4.1. Figure 3 demonstrates the application of the monoscale analysis
and reconstruction to a single poststack imaged reflection trace (see Fig. 1 (bottom
left)). The medium consists of five transitions with ± ∈ {1, −1, 1, −1, 1} and
α ∈ {0.25, 0.39, 0.15, 0.52, 0.60}. For a Ricker wavelet, the stacked reflectivity
(Fig. 3 (second row)) corresponds to the smoothed derivative of the acoustic impedance
which is displayed in Fig. 3 (top). Singularity estimates, after correction for the
differentiation, are plotted in the third row of Fig. 3. Solid '’s symbols are used for
causal positive sign reflectors, ( for anticausal positive reflectors, dotted '’s for causal
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FIG. 3. Directional local regularity analysis and reconstruction of a synthetic poststack migrated reflectivity
trace (obtained by the stacking procedure illustrated in Fig. 1). Poststack reflectivity for a Ricker wavelet
corresponds to the smoothed third derivative of the acoustic impedance function. For reference the smoothed
impedance profile is plotted in the first plot. Second plot: imaged reflectivity; third plot: source wavelet corrected
(α → α + 3) local regularity, directivity, and sign estimates. Solid '’s are causal positive, (’s anticausal positive,
dotted '’s causal negative sign, dotted (’s anticausal negative sign. Bottom plot: reconstructed acoustic impedance
profile.
negative sign reflectors, and dotted (’s for anticausal negative signs. Clearly, the method
finds and characterizes the singularities accurately. Given the location, direction and
order of the singularities, a pseudo-acoustic impedance profile is generated using the
reconstruction, as described in Procedure 4.2. The magnitude of the reflectivity at the
location of the singularities is used to define the relative magnitudes of the transitions
(the cm±’s). Figure 3 (bottom) displays the reconstructed profile. As expected, the method
is not able to retrieve the actual impedances. Instead, the reconstruction recovers the
singularities in the fluctuations. Deviations occur when causal singularities are followed
by noncausal ones. In that case the method lacks information on where to connect
the two functions (e.g., between the first and second transitions). Finally, notice that
the reconstruction is not smoothed which, under the assumption that coarse-grained
singularities persist to finer scales, corresponds to an effective deconvolution (together
with the exponent correction for the differentiation by the Ricker).
5. APPLICATION TO SEISMOLOGY
During the seismic imaging process amplitudes remain difficult to control. Conse-
quently, full inversion toward the Earth’s medium properties has not always been success-
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ful. We know that the composition of the forward and inverse map (L∗ ◦ L)(z) is approxi-
mately pseudo-differential and as a result, we can be confident that major singularities are
likely to be preserved during the seismic imaging process. For the purpose of geological
horizon delineation, interpretation, and reconstruction, it suffices to characterize singulari-
ties by finding their location and measuring their order.
5.1. Well Data
Figure 4 demonstrates the application of our method to a real earth acoustic impedance
profile obtained from a well-log measurement. The sampled (sample rate is 1 m) data
were analyzed using Procedure 4.1. Figure 4 contains both the monoscale analysis for
β ∈ [−0.75,3] and the reconstruction of a pseudo well from a coarse-grained singularity
map. This coarse-grained map is obtained by smoothing the fine-grained (see Fig. 4, second
plot thin line) acoustic impedance profile with a (σ = 6) Gaussian kernel. The estimated
FIG. 4. Application of the monoscale method to a smoothed, Mobil well data set [26]. Top: singularity
characterization with β ∈ [−1,3], the gray-scale bar defines singularity orders and the circle size the relative
magnitude. Second plot: smoothed (σ = 6, thick line) and fine-grained (thin line) acoustic impedances. Third
plot: reconstructed pseudo well, based on the singularity characterization, plotted in the first plot. The pseudo well
contains different order reflectors and yields a reflectivity (solid line bottom plot) close to that of the smoothed
original well (dashed line).
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regularity and magnitude estimates are depicted by gray-scale circles (Fig. 4, top).
Positions of the gray-filled circles point to the location of the singularities. The gray
scales themselves refer to the order, and the size to the magnitudes of the derivative of the
smoothed well at the locations of the singularities. The gray-scale bar on the right defines
the orders corresponding to the different gray values. Dark shades are used to delineate
the sharp, i.e., irregular, transitions which in the Fourier domain tend to cause blue
divergences. The color white, on the other hand, indicates smooth transitions, which in the
Fourier domain correspond to infrared divergences. Clearly, one can see that the irregular
gray-value changes support the observation that well data behave multifractally [13, 15,
16, 30, 32]. Moreover, the emergence of circles almost everywhere is an indication of
an accumulation of singularities. The third plot contains the reconstructed profile using
singularity characterization. Note the sharpness variations of the reconstructed transitions.
At the bottom, comparison is made between the first derivative of the original smoothed
acoustic impedance and the derivative (read reflectivity), obtained by smoothing and
differentiating the reconstructed profile. Although the reconstruction is not perfect, the
result is encouraging because the pseudo-reflectivity matches the reflectivity from the
original quite well.
5.2. Seismic Images
The results of applying the monoscale analysis method to a post-stack, time-migrated
section are summarized in Figs. 5 and 6. Simply speaking, time migration differs from
depth migration by staying in time rather then converting to depth. Hence, the vertical axis
of Fig. 5 corresponds to the two-way traveltime. The horizontal axis measures the lateral
direction. Migration amplitudes are depicted in gray scale and reveal part of the reflector
structure in the Earth subsurface.
By conducting the monoscale analysis on each individual vertical trace of the migrated
data (Fig. 5, top), we create a map of the Earth’s singularity structure. This map is
depicted in Fig. 5 (middle) and was generated using β ∈ [−4, 1] and σ = 1, respectively.
Gray scales are used to display the singularity map by a scatter plot. The gray scales of
this scatter plot are related to the local regularity of the vertical variations in reflection
amplitude. The dark shades refer to relatively sharp reflectors, while the white shades mark
the relative smooth transitions. Notice the location and, to a lesser extent the gray scale,
to be captured in a laterally consistent manner, even though the amplitudes show relative
large variations along the major reflector horizons. Refer to [19, 27] for a discussion on
the geological interpretation of the singularity map. Finally, Fig. 5 (bottom) contains the
reconstructed pseudo reflectivity. The reconstruction is based on the location and gray
scales of the singularity scatter plot (Fig. 5, middle) in conjunction with the relative
magnitude of the reflectivity at the location of the singularities. Clearly, the reconstruction
captures the major features of the original reflection data quite well, although there are
trace-to-trace variations. Finally, notice that both the singularity map and the reconstruction
display a nice consistency across the wells located at trace numbers 205 and 365. The wells
are tied to the seismic data by forward modeling a synthetic reflectivity. This reflectivity
is computed using Eq. (1), with the medium given by the well-log profile and the source
wavelet estimated so as to minimize the difference between the synthetic and the imaged
surrounding reflectivity. For clarity, the synthetic trace is repeatedly plotted.
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FIG. 5. Time migrated Troll dataset and its reconstruction, using the singularity characterization with
β ∈ [−4, 1] and σ = 1. Top: in gray scale the imaged reflection amplitudes. Middle: scatter plot of the
estimated singularities; gray values of the dots refer to the corrected singularity orders (darker means more
irregular/sharper). Bottom: trace-by-trace reconstruction of the reflectivity, based on the location, order, and
relative seismic amplitude. Both the position and order of the reflectors are well recovered. The correction for the
singularity order was αcor = 3. The singularity structure aligns nicely with the imaged reflectors. Good lateral
consistency is obtained along the major reflectors and across the wells located at trace numbers 205 and 365.
These wells are tied to the seismic by generating synthetic reflectivity using Eq. (1) and a source wavelet estimate.
The trace-by-trace basis of the method is responsible for the apparent horizontal differences in the reconstruction.
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FIG. 6. Details of reflectivity and pseudo well-log reconstruction, based on singularity characterization. Top:
wiggle plot of the selected migration amplitudes (within the white box in Fig. 5, top) together with the estimated
singularity orders, depicted by the gray-colored circles whose size depend on the relative amplitudes. Middle: the
seismic reflectivity (dashed) at the well (around trace number 15 in top plot) and the reconstructed reflectivity
(solid). Bottom: reconstructed well (solid) and the original well (dashed). Notice, the remarkable reconstruction
despite the severe bandwidth limitation of the seismic (compare reflectivity to the detailed well).
Finally, Fig. 6 illustrates more details of the monoscale analysis and reconstruction. For
this purpose the area surrounding the second well (white box in Fig. 5, top) is examined.
Figure 6 (top) displays both the synthetic reflection amplitudes (middle) and real Earth-
imaged reflectivity (sides). Besides the wiggle traces, this plot also contains the locii, order,
and relative magnitudes of the singularities. Again, the position of the circles refers to the
location of the singularities, while the gray scale and size refer to the singularity strength
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and relative magnitude. As one can see there is a reasonable lateral consistency for the
gray scale along the major reflection horizons, persisting across the synthetic traces (around
trace number 15). As an ultimate test, reconstruction results for both the pseudo reflectivity
and well are depicted in the bottom two plots of Fig. 6. These results are compared to
data we actually know from the well-log. What these results clearly demonstrate is that
the proposed singularity inversion method works quite well, despite the severe bandwidth
limitation of the seismic data (middle) compared to the well (bottom). The reconstructed
impedance (solid line) follows the original well for most of the major transitions. The
estimated transitions vary in regularity/sharpness, but are limited in number because of the
limited resolution of the seismic data. Still, the transitions capture the leading-order scaling
behavior of the transitions at the seismic length scale.
6. DISCUSSION AND CONCLUSIONS
In this paper, we presented a case where both the advantages and shortcomings of the
continuous wavelet transform in seismology are revealed. Surely, as an analysis tool,
wavelets are a natural analysis technique for seismological data because the wavelet
transform is intrinsically linked to the physics of reflection seismology. Also, we show
that seismic reflectivity to leading order behaves as a rescaled wavelet transform of the
earth medium properties. Consequently, seismic waves share the property of triggering
on singularities with wavelets, which opens the wavelet singularity characterization
framework to seismology. When imaging is performed correctly, seismic processing is
pseudo-differential, preserving the singularities, something which cannot necessarily be
said about the seismic amplitudes. Therefore, introducing a singularity order map seems
to be the appropriate way to infer information from seismic data, describing the Earth’s
structure. As shown such a singularity map represents an image with localized information
on the orders of magnitude of variations in the medium properties. These orders of
magnitude are described by scale exponents, which capture the local regularity, local
scaling, and sharpness of the reflectors.
Besides the advantages of using the wavelet local regularity estimation framework,
there is one important downside to wavelets—the bandwidth limitation of seismic data.
As a result, seismic images contain information essentially residing at the fixed scale of
the seismic wavelet. Clearly, this bandwidth limitation prevents successful application of
the standard small-scale, asymptotic wavelet techniques. To overcome this fundamental
difficulty a monoscale analysis technique was presented which allows the estimation of
coarse-grained, local regularity estimates at the fixed scale. The method is based on a
transform with respect to a family of integro-differentiations of the Gaussian bell-shape
function, supplemented by two criteria. These two criteria predict the appearance or
disappearance of modulus maxima as a function of the order of integro-differentiations
for a special class of functions. The computational cost of this method is comparable
to that of the ordinary scale asymptotic WTMML methods. The number of convolutions
and maxima searching are of the same order. However, compared to the constraint, local,
Hölder, exponent estimation method in [33], our approach has the advantage that it only
assigns one single exponent per singularity. Because we limit the β-range, our method
also automatically constrains the local slopes. Theoretically, there remain many issues to
be resolved. For example, the directionality of the parametrized singularities is not easily
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resolved. Application of techniques from micro-local analysis may help to resolve this
issue. Despite the lack of a formal theoretical justification of our method, the application
of our transform and criteria to both well and seismic data demonstrate that singularity
maps of well and seismic data (1) display heterogeneous scaling behavior, consistent with
their observed multifractal behavior; (2) can be used to generate reconstructions; (3) can
be used to interpret angle versus offset behavior which, in part, is due to scaling; and
(4) contain useful (geological) information on the location and local sharpness/regularity of
the reflectors. Application of the essential one-dimensional monoscale analysis technique
to seismic images shows a remarkable performance even though the data are two-
dimensional.
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