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We present simulation results on the structure and dynamics of micromagnetic point singularities
with atomistic resolution. This is achieved by embedding an atomistic computational region into a
standard micromagnetic algorithm. Several length scales are bridged by means of an adaptive mesh
refinement and a seamless coupling between the continuum theory and a Heisenberg formulation
for the atomistic region. The code operates on graphical processing units and is able to detect and
track the position of strongly inhomogeneous magnetic regions. This enables us to reliably simulate
the dynamics of Bloch points, which means that a fundamental class of micromagnetic switching
processes can be analyzed with unprecedented accuracy. We test the code by comparing it with
established results and present its functionality with the example of a simulated field-driven Bloch
point motion in a soft-magnetic cylinder.
PACS numbers: 75.78.Cd, 75.70.Kw, 75.60.Jk, 02.40.Xx
I. INTRODUCTION
Textbooks on ferromagnetism typically list three fun-
damental modes for magnetization reversal: buckling,
curling, and rotation in unison1–3. Those basic instabil-
ities were derived analytically for homogeneously mag-
netized ferromagnetic cylinders in an external magnetic
field4. Over the past two decades, high-resolution imag-
ing techniques and advanced micromagnetic simulation
studies have shown that the magnetization reversal is
usually a much more complex process than predicted by
analytic theory. It may involve the nucleation and the
propagation of vortices, antivortices, domain walls of var-
ious types, and it is usually accompanied by a broad spec-
trum of spin wave excitations. The reason for such com-
plications are finite-size effects. The three fundamental
reversal modes are only correct for the hypothetical case
of an infinitely extended ferromagnetic cylinder; but the
end of a real cylinder acts as a nucleation site, leading to
a completely different type of reversal. The importance
of the end of a cylinder was investigated by Arrott and
coworkers5,6. They predicted that point singularities play
a decisive role in the switching of soft-magnetic cylinders.
Such point singularities of the magnetization are known
as Bloch points. They were described by Feldtkeller7 and
later by Do¨ring8 and they represent a fundamental class
of micromagnetic structures.
II. TOPOLOGICAL DEFECTS AND
SINGULARITIES
The simulation of Bloch points is connected with great
difficulties. A reason for this is that they represent singu-
larities in the continuum theory of micromagnetism. As a
prototype and as the simplest version of a large family of
Bloch point structures, one can imagine such singularities
as a centrosymmetric hedgehog-type arrangement, where
the magnetization vectors are radially oriented away from
the Bloch point. For symmetry reasons, no magnetiza-
tion direction can be assigned to the point at the center
of such a structure. This violates a fundamental aspect
of micromagnetic theory, which treats the magnetization
as a continuous and smooth vector field with constant
magnitude at every point within the ferromagnet. Bloch
points are hence topological defects in the vector field
of the magnetization. Around these points the magne-
tization is maximally inhomogeneous, which causes the
exchange energy density to diverge. In spite of this sin-
gularity in the energy density, the total energy of a Bloch
point structure remains finite. The strong inhomogene-
ity generates another, from a practical viewpoint even
more important difficulty: The exchange energy density
formulation in micromagnetism relies on the assumption
of a smooth variation of the magnetization on the length
scale of the atomic lattice constant. Based on this as-
sumption, which is perfectly valid in the case of ordinary
micromagnetic structures like vortices or domain walls, it
is easy to derive that the exchange field is proportional to
the Laplacian of the magnetization, which is used, e.g.,
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2in any micromagnetic code based on the Landau-Lifshitz-
Gilbert equation9–11. Removing the approximation of a
slow spatial variation makes the entire calculation of the
exchange field questionable. In addition to the difficulties
concerning the theoretical foundations, the simulation of
singularities in continuum theories is a delicate subject.
The discretization error displays a power-law behavior
as a function of the cell size12, making it particularly
difficult to obtain reliable solutions. The most careful
studies on Bloch points in the literature therefore make
use of various grids and extrapolate the computed values
to infinite discretization density13,14. This procedure is
tedious but it can at least remove the numerical artifacts.
III. THE MULTISCALE PROBLEM
It appears that all difficulties connected with Bloch
points stem from micromagnetic theory. If an atomistic
Heisenberg model is used, nothing prevents neighboring
atomistic magnetic moments from being strongly mis-
aligned. Moreover, once the assumption of a continuous
vector field of the magnetization is replaced by a dis-
crete set of magnetic moments and the ferromagnetic ex-
change is treated with a Heisenberg term instead of the
micromagnetic formulation, the singularities disappear
and the problems dissolve. However, such an approach
implies an atomistic treatment of the entire ferromagnet
– a model that is extremely expensive from a compu-
tation point of view and which constitutes a dramatic
waste of resources since almost the entire ferromagnet
could safely be simulated at significantly lower compu-
tational costs within the framework of micromagnetism.
One might thus be tempted to discard the regions out-
side the Bloch point and investigate only the volume con-
taining the Bloch point. However, as pointed out in the
textbook of Hubert and Scha¨fer15 (p. 252) ”a singular-
ity has always to be analyzed together with the environ-
ment into which it is embedded”. To better understand
this, an analogy with basic astronomy might help. In
stars, the weak but long-range gravitational force pro-
vides the confinement of a plasma with sufficiently high
energy density to overcome the Coulomb barrier in nu-
clear fusion processes. Similarly, the relatively weak but
cumulative long-range magnetostatic interaction can sta-
bilize a highly energetic Bloch point in the volume of a
sufficiently large ferromagnet. The Bloch point structure
would immediately dissolve if it was removed from the
mesoscopic environment into which it is embedded. The
situation is therefore extremely complicated to treat nu-
merically, since disparate different length scales and en-
ergy densities have to be combined. A recent approach
to treat Bloch points consist in dropping the micromag-
netic assumption of constant magnitude of the magneti-
zation and allowing for its gradual reduction to zero in
the vicinity of the Bloch point by means of the Landau-
Lifshitz-Bloch equation16. Other authors have suggested
a phenomenological Landau-type energy term to account
for the reduction of the magnetization in Bloch points17.
This has provided the basis for a remarkable numerical
study on the static three-dimensional structure of Bloch
points18. These approaches solve the topological part
of the problem because they remove the character of a
point defect from these structures. But as far as the
exchange representation is concerned, the difficulties re-
main; and only a combination of an atomistic Heisen-
berg model with a continuum model seems to be able
to overcome this obstacle. We have developed such an
appoach that we describe in detail in this article. A mul-
tiscale model extends our GPU accelerated micromag-
netic code TetraMag19 which solves the Landau-Lifshitz
Gilbert9–11 equation using a finite element / boundary el-
ement method. We implemented an atomistic Heisenberg
model with realistic crystalline structure to treat the ex-
change interaction in quasi-classical approximation. The
dynamics of the magnetic moments in the atomistic re-
gion is coupled to the motion of the magnetization into
which the structure is embedded. In order to investigate
the motion of the Bloch point, the atomistic part is free
to move within the ferromagnet and it does so in a self-
adaptive way, by recognizing the position of the Bloch
point.
After a short description of the fundamental equations
we discuss the implementation of the multiscale / mul-
timodel algorithm. In section VI we demonstrate the
functionality of the program on the basis of a well-defined
system of a gyrating vortex, which is a complicated yet
non-singular structure. This is to ascertain that the mul-
tiscale / multimodel simulation does not alter the results
obtained from established micromagnetic theory. In the
last part, we present an example where we employ the
code to simulate the field-driven motion of a Bloch point
in a soft-magnetic cylinder with atomistic resolution in
the core region.
IV. BASIC EQUATIONS
For the multiscale / multimodel simulation we assume
ferromagnetic crystalline samples and combine the repre-
sentation of exchange energy in the micromagnetic (MM)
model with the one of the Heisenberg (Hei) formulation.
In micromagnetic theory, the exchange energy density is
defined as20
exc = A
x,y,z∑
α
∂m
∂xα
· ∂m
∂xα
(1)
where A is the exchange stiffness and m the orientation
of magnetization. The classical Heisenberg model rep-
resents the exchange energy density at a lattice site i
according to
e(i)xc = −
∑
j
Ji,j
Vi
si · sj
3FIG. 1. Error estimate for the intrinsic deviation of the mi-
cromagnetic exchange energy formulation from a Heisenberg
calculation. The error is displayed for the test case of a spin
spiral of wave length λ, where ∆ is the distance between neigh-
boring magnetic moments along the direction of the spin spi-
ral.
= −
∑
j
Ji,j
Vi
cos θij (2)
where Vi is the volume ascribed to the lattice site i, Ji,j
is the exchange constant between the magnetic moments
i and j with orientation si and sj enclosing the angle θij .
Equation (2) can be expanded into a Taylor series
e(i)xc = −e0 +
∑
j
Ji,j/Vi
[
θ2ij
2
−O(θ4ij)
]
(3)
with a constant offset energy density e0 that can be omit-
ted. To derive the exchange stiffness Ai for a given set of
exchange constants Jij in the vicinity of the lattice site
i, a spin spiral with arbitrary wave length λ a can be
used as a reference structure (a is the lattice constant).
Owing to the isotropy of Eq. (1) and (2), the direction
of the spin spiral can be chosen w.l.o.g. along the x axis.
m(x) =
 sin(pix/λ)cos(pix/λ)
0
 . (4)
The values can then be calibrated such that the micro-
magnetic and Heisenberg exchange are identical. By con-
sidering only the first non-vanishing part of the Taylor
series, a comparison between Eq. (1) and Eq. (3) yields
the following condition for the spin spiral:
∑
j
Ji,j
2Vi
(
pi
∆xij
λ
)2
= Ai
pi2
λ2
, (5)
where ∆xij represents the distance between the lattice
sites i and j along x. The condition λ2 6= 0 yields a
direct connection between the micromagnetic exchange
constant Ai and the Heisenberg exchange tensor Jij .
Since the micromagnetic model acts in volumes much
larger than the volume Vi associated to a single atom,
a straightforward way to determine the micromagnetic
exchange stiffness A is to compute a volume-weighted
average of the values Ai. In a single-phase monocrys-
talline material such an averaging is not necessary, but
it can be important in complex materials.
A =
1∑
i
Vi
∑
i
Vi
∑
j
Jij∆x
2
ij
2Vi
 (6)
For monoatomic lattices this equation allows to esti-
mate the difference between the micromagnetic and the
Heisenberg model for short wave lengths λ. On a dis-
tance ∆ along the direction of the spin spiral with wave
length λ, the error of the micromagnetic term, which is
introduced by truncating the Taylor series (3), is:
errMM(∆, λ) =
pi2∆2
2λ2
·
[
1− cos
(
pi∆
λ
)]−1
− 1 (7)
Fig. 1 displays the systematic error that according to
Eq. 7 is connected with the small-angle approximation
used in the micromagnetic formulation of the exchange
energy density. This equation was derived assuming a
Heisenberg model with nearest-neighbor interaction. The
dotted and the dashed line indicate the minimum spin
wave half-length below which the micromagnetic error
exceeds 0.1% (λ < 29∆) and 1% (λ < 9∆), respectively.
V. IMPLEMENTATION
Implementations of atomistic / continuum multiscale
models in other domains of physics21 are based on the re-
finement of the discretization grid used in the continuum
model, such that the cell size is in the order of atomic
distances in the region of interest. Finally, an atomistic
treatment is implanted on the discretization points of the
grid, to combine the equations governing the atomistic ef-
fect with those describing the continuum. As long as the
region of interest remains at the same position, the inter-
action matrices can be preprocessed, meaning that the
simulation can be performed efficiently. In the cases that
we wish to study, however, the region of interest (i.e., the
Bloch point) propagates through the sample. In this case
the standard procedure would require a dynamic remesh-
ing, resulting in prohibitively high numerical costs. We
therefore follow another approach: leaving the sample
mesh unchanged and tracing the region of interest with
a spherical structure implanted into the sample. This
multiscale sphere (MS) can be preprocessed and incor-
porates the Heisenberg model as well as the mesh that
coarsens with increasing distance from the center of the
MS. The MS used in the simulation is shown in Fig. 2,
where a part has been removed to display the internal
structure. The Heisenberg region in its center (blue part
in Fig. 2) represents the atomic lattice, which is sur-
rounded by a finite element mesh with as a shell (green
and orange regions in Fig. 2) in which a gradual tran-
sition between atomistic and continuum representation
4FIG. 2. Two different models are used to calculate the ex-
change interaction in the MS: Heisenberg (blue) and micro-
magnatic (green and orange). The green to orange shading
illustrates a transition region from the outer sample to the
MS, inside of which the MS stamps its properties onto the
sample (green) and vice versa (orange).
is achieved. An interface region (blue to green shading
in Fig. 2) accounts for this transition from the micro-
magnetic to the Heisenberg model, while the outer part
is treated entirely in the framework of micromagnetism
and connects the finite element calculations in the sphere
with those in the surrounding volume.
A. Multiscale sphere construction
In the core region of the sphere, a ferromagnetic crys-
talline structure is modeled by placing magnetic moments
at the atomistic positions of the Bravais lattice. This is
performed within a sphere of radius R1. The atomistic
positions also serve as the vertices for tetrahedral mesh-
ing in the inner part of the sphere. We thereby obtain
a structure where the positions of atomic magnetic mo-
ments and vertices of finite-element cells coincide.
The MS consists of three parts which are arranged ac-
cording to the following conventions:
1. In the inner core a pure Heisenberg model is em-
ployed for radii smaller then RH . The location of
the sphere is determined from the error estimate
according to Eq. (7). We assume that a local error
between 0.1% to 1% is acceptable; if this threshold
is trespassed, the MS is either displaced accord-
ingly, or a new MS is generated.
2. Within a transition region of thickness δT the ex-
change energy is calculated by a weighted average
of the result from both, the Heisenberg model and
the continuum representation. If r is the distance
from the center of the MS, we use
Emultiscale = f(r)EHei + [1− f(r)]EMM (8)
where f(r) is :
f(r) =
1
2
[
cos
(
pi
r −R1
δT
)
+ 1
]
(9)
3. To provide a full set of exchange partners for all
magnetic moments with r < R1+δT ghost magnetic
moments are introduced in the transition region.
The thickness of this shell is given by
δG = max {|ri − rj|} with Ji,j 6= 0 (10)
where ri is the position of the magnetic moment i.
In the shell region the atomistic core is surrounded by
and attached to finite element sphere shells with radially
increasing cell size. For the construction of this shell the
starting point is an icosahedron as scaffolding structure,
which is used to construct geodesic domes22 over the tri-
angular faces of the icosahedron. We choose the initial
construction frequency f
(1)
geo (the number of subdivisions
of the spherical triangle edge) so that the edge length
of subtriangles matches the edge length of tetrahedra in
the core of the sphere. In each further shell n we reduce
the frequency to f
(n)
geo = f
(n−1)
geo −m, where m is a small
integer; typically between 2 and 4. Smaller values of m
lead to a slower increase of cell size, a bigger total sphere
radius and consequently more vertices. This increase of
numerical costs results in smaller inhomogeneities of the
mesh and therefore in a higher accuracy. The circumfer-
ence radius r
(n)
geo of the scaffolding icosahedron for every
additional shell n is chosen to be r
(n)
geo = r
(n−1)
geo + l
(n)
c
with l
(n)
c the average edge length of surface triangles in
the new shell. Using this procedure, spherical shells are
added until l
(n)
c is larger than the average edge length
used for the sample mesh. Finally, the volume between
the spherical surfaces is discretized into tetrahedral sim-
plex elements with a Delaunay algorithm using GMSH23.
Since this triangulation is part of the preprocessing, the
choice of parameters can be tuned carefully to ensure
that the transition of cell sizes is smooth, thereby signif-
icantly improving the accuracy of the calculation of the
exchange field and energy.
Figure 2 shows that the entire mesh is highly regular
except for the transition between the core and the shell;
an irregularity which cannot be avoided since it connects
the atomistic core based on a Bravais lattice to the meso-
scopic spherical shell.
At radii r > RH + δT the simulations are purely mi-
cromagnetic. The radially increasing cell size of the shell
region prevents an abrupt change of length scales, which
could give rise to significant artifacts21.
5FIG. 3. Set of calotte structures acting as ”refinement
patches” for different distances of the MS to the boundary
of the cylindrical sample. As the MS reaches the surface,
the transition is achieved with calotte meshes of appropriate
discretization density, which are chosen dynamically from a
predefined set of meshes according to the penetration depth
of the MS into the surface.
B. Multiscale regions near the surface
Regions of interest traced by a MS can move to the sur-
face of the sample, so that the MS may leave partially the
sample volume. In that case the MS must be cropped in
order to preserve the shape and volume of the simulated
sample, i.e., nodes of the MS outside the volume are dis-
carded. If the protruding part of the MS is removed, the
remaining internal nodes and elements of the MS gener-
ally do not form a set that can serve as a replacement
for the sample surface without further corrections. To
maintain the surfaces of the sample mesh on one hand
and to avoid a time-consuming remeshing of the MS on
the other hand, a specific solution is needed, which in our
case literally resembles a patch. If the MS is cropped, the
gradual reduction of the discretization density is lost, re-
sulting in a direct synchronization of nodes attached to
very different cell size. To achieve a smooth transition,
we use a set of typically 10 to 12 preprocessed micro-
magnetically treated calotte structures that connect the
central parts of the sphere to the surface. A subset of typ-
ical calottes for a cylindrical structure is shown in Fig.
3. By using such ”patches” we abandon the generality of
the code, since the shape of each calotte is prepared to
fit to the sample surface; in this case that of a cylinder.
While it is straightforward to generalize this approach to
other geometries, the preparation of the meshes must be
performed for each specific geometry. The calottes used
in our case penetrate the sample by a thickness of twice
the discretization size of the background mesh. The set
of calottes is designed so that the change of discretization
density is compatible to the MS at a given distance from
the surface: If the MS barely touches the surface, there
is no particular need for adjustments, but as the core
of the MS approaches the surface, the calotte structure
must be replaced by one that covers a large difference in
discretization density.
C. Hierarchical coupling of the discretization grids
So far, if we neglect the connecting boundary shells dis-
cussed before, we have four distinct discretization levels
that enter into the simulation:
1. the atomistic Heisenberg structure in the core of
the MS,
2. the micromagnetic outer part of the MS with radi-
ally increasing cell size,
3. the ”patches” in the form of calotte structures with
spatially varying discretization density, and
4. the original mesh of the sample, which represents
the background into which all the entities listed
above are embedded.
Each of these discretized regions is connected with a set
of data for the magnetic structure, and they can partly
or entirely share fractions of the volume of the sample. In
order to obtain a consistent representation a hierarchical
structure is defined according to the list shown above, so
that the smallest available discretization cell is decisive.
This means that the magnetic moments of the Heisenberg
model are used to determine the magnetization direction
at nodes of calotte structure located in the Heisenberg re-
gion, that the finer discretization in the calotte structure
dictates the magnetization direction of the background
mesh, etc. This is a simplified and general description in
the sense that there is of course also, e.g., a coupling of
the background onto the MS; but the hierarchical order
is in principle as listed above.
To couple the MS to the background, i.e., to the fer-
romagnetic volume into which the Bloch point is embed-
ded, each surface node of the MS receives the magnetic
orientation and the effective field components by inter-
polation from the nodes of the tetrahedron of the static
background mesh containing it. Conversely, a handshake
between the regions is obtained as the data of each back-
ground node located inside the MS is assigned by the
MS sphere, except for those background nodes which as-
sign data to the boundary nodes of the MS themselves.
In general, a transition region between the two meshes
(outer MS sphere and background) could be included,
similar to the one used to connect the Heisenberg region
6with the micromagnetic inside the MS. In section VI it is
shown that better results are obtained without such an
additional transition region.
D. Intersections of multiscale spheres
During a simulation, the inhomogeneities may dis-
tributed in space so that several multiscale regions and
calotte structures are required simultaneously. The code
can handle such situation, but some attention is neces-
sary when different MS and/or calotte structures inter-
sect. In order to synchronize the various regions we use
a hierarchical approach to decide which mesh is chosen
as the source of the magnetic properties (the donor) and
which one is adapted to them (the acceptor). Several
cases can be encountered:
1. If two MS are nearly concentric, the atomistic re-
gion of each sphere is overlapping but it is basically
identical. There is no reason to favor one MS over
the other in that purely atomistic region and there
is no requirement to interpolate or to change any-
thing.
2. When the atomistic region of one MS enters the
continuum region of another MS, the values of the
Heisenberg region are prioritized. The Heisenberg
structure imprints the magnetization at any node
of the finite element mesh in that region.
3. When two or more FEM regions of multiscale
spheres overlap, the values at the nodes of the ele-
ments in one sphere may be adapted according to
the values of the another sphere. For this, the role
of the donor is first ascribed to the MS for which
a given node is closest to the center point. This is
however only a necessary, not a sufficient condition
to discard the original values. To decide whether
the values of the donor MS are used to interpolate
onto the acceptor MS we introduce a further crite-
rion, which is based on the position of the nodes
of the tetrahedral element of the donor sphere con-
taining the acceptor node. We first determine the
distance between these nodes and the center of the
donor sphere and take the largest value. If this
value is smaller than the distance between the ac-
ceptor node and the center of the acceptor sphere,
the interpolation is performed. Else the value re-
mains unchanged, thereby preventing repeated in-
terpolations that could introduce artifacts in the
magnetic structure24.
4. If a calotte structure is used, the magnetization is
interpolated from the elements of the calotte acting
as a donor onto the background mesh. If both, the
donor and the acceptor mesh, are calotte structures
an interpolation is performed only if the cell size of
the donor cell is smaller than the smallest cell size
in the Voronoi cell belonging to the acceptor node.
In the code more details are considered in terms of donor
and acceptor mesh, but most of these conventions are
uncritical and the procedure described above should be
sufficient to obtain a general picture of the complications
arising and the procedures applied in the handshake re-
gions of different meshes.
E. Dynamics
The dynamics of the magnetization within the multi-
scale model is governed by the Landau-Lifshitz-Gilbert
equation. The equation is applied to calculate the orien-
tation of the magnetic moments in the Heisenberg model
and the direction of the magnetization in the micromag-
netic region – both denoted here as m.
dm
dt
= −γm×Heff + α
[
m× dm
dt
]
(11)
where γ is the gyromagnetic ratio, α is the phenomeno-
logical Gilbert damping parameter. The effective field
Heff is defined as:
HMMeff = −
∂etot
µ0Ms∂m
(12)
HHeieff (i) = −
Vi∂etot
µ0µi∂m
(13)
where µ0 is the vacuum permeability, etot the total free
energy density, Ms the saturation magnetization, µi the
magnetic moment with index i and Vi its associated vol-
ume.
We dynamically track the region of interest, e.g., a
Bloch point or (as discussed in the following test case) a
vortex, and move the sphere if the region of interest is off-
centered by a small number of lattice constants, usually
one or two. Every propagation step moves the structure
by an integer number of lattice vectors. This ensures that
interpolations are performed only in the micromagnetic
part, but not in the Heisenberg region of the MS. The
position of the atoms remains fixed.
VI. TEST OF THE CODE
Before studying the structure and the propagation of
Bloch points with this complex algorithm, it is necessary
to gain confidence into its capabilities and to test its re-
liability. Most importantly, it is necessary to ensure that
the complicated nesting of meshes does not introduce nu-
merical artifacts, like artificial oscillations, instabilities or
increased damping. In order to investigate such effects,
or the absence thereof, we study the gyrotropic motion
of a vortex in a thin-film element. Such situations of gy-
rating vortices in patterned magnetic elements have been
studied intensively over the past years and the physics is
well understood (cf. e.g. Ref.26 and references therein).
This example can be considered as a typical problem that
7FIG. 4. As a test case for the multimodel-multiscale code we
use a Permalloy disc of 100 nm diameter and 35 nm height
with a vortex structure. A spatially homogeneous in-plane
field pulse with Gaussian time profile is applied to the re-
laxed vortex structure. The field pulse is applied along the
x-axis; it has an amplitude of 50 mT, width σ = 100 ps, and a
peak-delay of tMax = 300 ps. This perturbation of the system
generates a well-known micromagnetic low-frequency excita-
tion (gyrotropic motion) which represents a spiraling motion
of the vortex core around the equilibrium position. The back-
ground mesh has a cell size of 1.7 nm. On the upper left, the
evolution of the total energy of the system is displayed as a
function of time, while on the upper right the spatially aver-
aged and normalized y component of the magnetization 〈my〉
is shown. The results obtained from the purely micromag-
netic code and the multiscale-multimodel code are identical.
The main frame on the bottom shows a snapshot of the mag-
netic structure at the moment indicated by the yellow dots in
the upper frames. The color code represents the out-of-plane
component mz of the magnetization and the semitransperent
representation shows the position of the MS sphere at the
core of the vortex. In the core of that sphere, the magnetic
structure is calculated on an atomistic level. The crossing
ribbons are the mx = 0 and my = 0 isosurfaces, which we use
routinely to track the position of the vortex (cf. Ref.25).
modern micromagnetic simulation codes like TetraMag
can simulate with high accuracy; yet it is sufficiently
non-trivial to unveil possible problems connected with
the dynamic multiscale-multimodel code.
This case does not contain a singularity, hence an
atomistic treatment is unnecessary. Nevertheless we in-
troduce a MS here which resolves the core of the vor-
tex with atomistic accuracy. The position of the vortex
core can be traced conveniently by using the intersection
of the isosurfaces mx = 0 and my = 0 of the in-plane
magnetization components (cf. Ref.25). Since these iso-
surfaces can be tilted, so that their crossing line is not
necessarily paralallel to the z axis, we chose the intersec-
tion in the middle z = t/2 of the disk to determine the
vortex position, where t is the thickness and the bottom
surface is at z = 0.
The material parameters of the simulations are the
typical values of Permalloy, with exchange stiffness A =
1.31× 10−11 J/meter, saturation magnetization µ0Ms =
1 T and negligible magneto-crystalline anisotropy. The
damping is set to α = 0.02. The exchange length lexc of
this material is about 5.7 nm, from which the vortex core
radius can be estimated to27
rcore = 0.68 lexc
(
h
lexc
)1/3
≈ 6.1 nm (14)
In the vortex core, the magnetization rotates by 180◦,
which according to Eq. 7 corresponds to λ ≈ 12.2 nm.
For the Heisenberg parameters we use a BCC lattice with
lattice constant a = 2.86 A˚, resulting in δG ≈ 2.2 A˚.
This yields a magnetic moment of µ = 1.01µB per lattice
site. The Heisenberg exchange constant between nearest
neighbors is J = 11.79 meV. By virtue of Eq. 7 we chose
R1 = 7 nm with δT = 2 nm in order to keep the local mi-
cromagnetic error below 0.1 % for a 180◦ rotation within
the diameter of the core region.
As shown in Fig. (4) the dynamic multiscale-
multimodel algorithm reproduces perfectly the results
obtained by the micromagnetic code. The MS sphere fol-
lows the position of the vortex core, as can be seen in a
movie provided as supplementary material? . This agree-
ment is reassuring because it demonstrates that in spite
of the numerous interpolations, the simultaneous use of
different models, and the enormously different length
scales that are bridged at any time step of the calcu-
lation, the result remains unchanged. In the two frames
shown on the upper part of Fig. (4) the evolution of the
energy and the average magnetization component 〈my〉
are displayed as a function of time. In both cases, the
data obtained from the multimodel-code matches per-
fectly the data of the micromagnetic code, so that the
lines cannot be distinguished on that scale. In order to
examine minor variations we look at this data in greater
detail. More specifically, we use this data to investigate
the necessity of an internal transition region between the
MS sphere and the background. Such a transition region
was previously introduced to connect the micromagnetic
model with the Heisenberg calculation. In that case, the
accuracy of the calculation increased with the width of
the transition region. Remarkably, this is not true for
the connection of the outer part of the MS sphere to the
background. There, a direct connection of the nodes on
the outer shell of the MS to the background gives the
best results. This is shown in Fig. (5) where the pre-
viously described test case of a gyrating vortex is simu-
lated with identical conditions but different thickness δT
of a transition region at the boundary of the MS. This
transition region is illustrated in Fig. 2 as the shading
where the color changes from orange to green. While
in all cases the deviations from the micromagnetic refer-
8FIG. 5. Total energy (a) and average y-component of the mag-
netization my (b) for the previously discussed case of a gy-
rating vortex. The various lines correspond to the results ob-
tained with transition regions of different thickness δT . Panel
(c) shows the error of the total energy connected with the
multiscale-multimodel method as a function the thickness of
the transition region δT . Each of the lines refers to a moment
in time (as indicated) after the beginning of the simulation at
t = 0. Here, the exact value of the energy is assumed to be
the one obtained from the micromagnetic simulation, and the
deviation from this value is displayed in percentage points.
ence result are very small, the results clearly show that
such a transition is detrimental to the accuracy. A di-
rect connection of the nodes at the boundary of the MS
sphere to the background leads to better agreement than
a weighted averaging of the contributions from the outer
regions of the MS and the background. The accuracy
of the simulation is considerably lower when δT exceeds
about one nanometer. The results indicate that for the
given discretization it is best to discard any transition re-
gion between the two meshes and use the coupling rules
described in V C instead.
In addition to the simulations with nearest neigh-
bor exchange interaction we studied the same systems
with the Heisenberg exchange parameters of Fe as de-
scribed by Pajda et al.28 with a total of 144 neighbors,
scaled to match the micromagentic exchange stiffness
A = 1.31× 10−11 J/m of Permalloy. This yielded no sig-
FIG. 6. Snapshots of the simulated vortex domain wall (DW)
propagation in a ferromagnetic cylinder29 with a Bloch point
in its core. The two magnified images show the magnetic
configuration around the Bloch point in the equilibrium con-
figuration and after applying an external field of 2 mT for
four nanoseconds. The crossing of the three m{x,y,z} = 0
isosurfaces indicates the position of the BP in the center of
the multimodel sphere, and the coloring represents the axial
magnetization component.
nificant change of the results compared to those obtained
with a nearest-neighbor exchange interaction.
VII. BLOCH POINT MOTION IN A
SOFT-MAGNETIC CYLINDER
An example for the propagation of Bloch points is the
magnetization reversal process of a soft magnetic cylinder
of sufficiently large diameter, where head-to-head or tail-
to-tail domain walls develop as vortex domain walls host-
ing a Bloch point in their center. As the domain walls are
moved, e.g., by means of an external magnetic field, the
Bloch point propagates along the cylinder axis. Earlier
publications5,13,30 studied this type of reversal process in
the framework of pure micromagnetism, even though the
Bloch point requires a multimodel investigation method.
Using our multimodel framework we examined the prop-
agation of a Bloch point on a 4 µm long cylinder with a
diameter of 60 nm, with material and simulation param-
eters according to Ref.29.
In the equilibrium configuration, the Bloch point re-
sides in the center of the vortex domain wall and the
9configuration displays cylindrical symmetry. For very low
external fields the Bloch point experiences a pinning, as
predicted by theory31. A detailed analysis of the Bloch
point pinning at atomic lattice sites will be the subject
of a forthcoming paper. If a sufficiently large field is
applied to overcome this pinning, the Bloch point and
the domain wall propagates smoothly in axial (z) direc-
tion. Figure 6 shows two snapshots of the Bloch point
propagation for an applied axial field of Hext = 2 mT.
During a short acceleration period, the cylinder symme-
try is preserved, but the magnetic configuration changes
when the domain wall reaches its final velocity of approx-
imately v ≈ 300 m/s. Before reaching this final velocity,
the mz = 0 isosurface tilts and eventually encloses an
angle of 45◦ between its normal vector and the z-axis.
This corresponds to a distortion of the magnetic structure
around the Bloch point, including an unforeseen sponta-
neous break of symmetry. Nevertheless, the Bloch point
remains centered and does not lag behind the domain
wall.
VIII. SUMMARY
We have presented in detail the implementation of
a dynamic multiscale-multimodel algorithm which com-
bines a micromagnetic finite element code with a classi-
cal Heisenberg model. The code runs entirely on graphic
cards, which allows for a fast computation of the complex
interacting meshes involved in the simulation. An ana-
lytical estimation has been derived to calculate the crit-
ical distance between misaligned magnetic moments be-
low which an atomistic treatment becomes decisive. This
critical size is used as a criterion for the minimum diame-
ter of the region in the model in which exchange interac-
tion is treated purely by the Heisenberg model. We have
shown that the numerically critical part of the method,
i.e., the interface between sample and the implanted mul-
tiscale sphere, gives rise to a local error of less then one
percent; which is good enough to use the method for re-
liable future studies on the dynamics of Bloch points.
The code has been thoroughly tested, ensuring that the
simultaneous treatment of different methods does not in-
troduce artifacts. The multiscale region consist of a pre-
processed sphere that can be moved through the sample
without the need of numerically expansive remeshing pro-
cesses. Owing to this ability of tracing regions of interest
dynamically, we could demonstrate an example study on
the dynamics of Bloch points with unprecedented accu-
racy.
The dynamics of Bloch points can be expected to con-
tain a number of surprising effects, similar to the rich va-
riety of effects that have been discovered concerning the
dynamics of vortices and domain walls. The algorithm
presented in this article is the first of this kind, which en-
ables a precise study of the Bloch point dynamics. More
studies on this topic will be published soon.
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