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Abstract. Monodromy matrices of the τ 2 model are known to satisfy a Yang–Baxter
equation with a six-vertex R-matrix as the intertwiner. The commutation relations of
the elements of the monodromy matrices are completely determined by this R-matrix.
We show the reason why in the superintegrable case the eigenspace is degenerate, but
not in the general case. We then show that the eigenspaces of special CSOS models
descending from the chiral Potts model are also degenerate. The existence of an L(sl2)
quantum loop algebra (or subalgebra) in these models is established by showing that
the Serre relations hold for the generators. The highest weight polynomial (or the
Drinfeld polynomial) of the representation is obtained by using the method of Baxter
for the superintegrable case. As a byproduct, the eigenvalues of all such CSOS models
are given explicitly.
1. Introduction
After the discovery of the integrable chiral Potts model [1]‡, the proper parametrization
of the Boltzmann weights has been established in collaboration with Professor Baxter
[3], who has contributed a great deal also to the further development of the theory since
that time. It seems fitting, therefore, to present a related work in the special issue in
Baxter’s honor. We start with a brief discussion of how the chiral Potts model relates
in two different ways to the six-vertex model [4].
1.1. The construction of Bazhanov and Stroganov: descendants of six-vertex model
It has been noted by Baxter that the transfer matrices of six-vertex models commute
[5] and that their Boltzmann weights satisfy Yang–Baxter equations [6], i.e.,
1∑
`2,m2,n2=0
R(rq)n2,m2n1,m1R(pr)`2,n3`1,n2R(pq)`3,m3`2,m2
=
1∑
`2,m2,n2=0
R(pq)`2,m2`1,m1R(pr)`3,n2`2,n1R(rq)n3,m3n2,m2 , (1.1)
‡ The early history of the discovery and study of the integrable chiral Potts model is presented in [2].
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Figure 1. The square weight Upp′qq′(a, b, c, d) with sum over the central spin e. When
(xq′ , yq′ , µq′) = (yq, ω
`xq, µ
−1
q ), this can be arranged as a block-triangular array with
`× ` and (N−`)× (N−`) diagonal blocks U (`)pp′q(a, b, c, d) and U (N−`)pp′q (a, b, c, d) of N×N
matrices. When also (xp′ , yp′ , µp′) = (yp, ω
jxp, µ
−1
p ), these blocks further triangularize
with diagonal blocks including the j × j block U (`,j)pq (a, b, c, d). Setting ` = j = 2 this
block gives six-vertex model weights at an Nth root of unity. For general ` and j the
U
(`,j)
pq (a, b, c, d) is a Boltzmann weight of a cyclic solid-on-solid (CSOS) model.
for `i, ni,mi = 0, 1. The R-matrix R(rq) is known to be the intertwiner of the two-
dimensional representations pir and piq of the quantum group§ Uq(ŝl2). Bazhanov and
Stroganov [13] found a 2 × N L-operator, with N odd, satisfying the Yang–Baxter
equations
N−1∑
α2=0
1∑
m2,n2=0
R(rq)n2,m2n1,m1L(pp′r)α2,n3α1,n2L(pp′q)α3,m3α2,m2
=
N−1∑
α2=0
1∑
m2,n2=0
L(pp′q)α2,m2α1,m1L(pp′r)α3,n2α2,n1R(rq)n3,m3n2,m2 ,
(α1, α3 = 0, · · · , N − 1, m1, n1,m3, n3 = 0, 1). (1.2)
The L-operator intertwines a cyclic and a spin-1
2
representation of Uq(sl2) [7]. Bazhanov
and Stroganov [13] finished their construction by recognizing that the square of four N -
state chiral-Potts Boltzmann weights with N odd intertwines two cyclic representations.
1.2. Six-vertex and τ2 model descending from chiral Potts model
Not satisfied with a construction valid only for N odd, in [14] the authors consider a
square weight given by
Upp′qq′(a, b, c, d) =
N∑
e=1
Wpq(a− e)W pq′(e− d)W p′q(b− e)Wp′q′(e− c), (1.3)
see figure 1, in which the four chiral Potts weights are given by
Wpq(n) =
(µp
µq
)n n∏
m=1
yq − xpωm
yp − xqωm , W pq(n) = (µpµq)
n
n∏
m=1
ωxp − xqωm
yq − ypωm , (1.4)
§ We follow Jimbo’s review [7] here. The structure involved has been recognized as a Hopf algebra
[8, 9, 10, 11], for which the term ‘quantum group’ was first coined by Drin’feld [12].
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Figure 2. Pictorial representation of Yang–Baxter equation (1.6).
where the weights are periodic functions of N , W (n + N) = W (n) and ωN = 1. The
subscripts p and q denote points on a high-genus curve, with each point p parametrized
by the triple (xp, yp, µp) restricted by the conditions
k′2 + k2 = 1, kyNp = 1− k′µNp , kxNp = 1− k′/µNp ,
tp ≡ xpyp, k2tNp = 1 + k′2 − k′(λp + λ−1p ), λp ≡ µNp . (1.5)
In [14] they find that when (xq′ , yq′ , µq′) = (yq, ω
`xq, µ
−1
q ), the square in (1.3) becomes
block triangular: namely Upp′qq′(a, b, c, d) = 0 for 0 ≤ a−d ≤ `−1 and ` ≤ b−c ≤ N−1.
Now the diagonal blocks depend on the variable tq = xqyq only which no longer has to
lie on a high-genus curve. Particularly, for ` = 2, the 2×2 diagonal block U (2)pp′q(a, b, c, d)
is related to L-operators like in (1.2).
If the vertical rapidities p and p′ are also related by (xp′ , yp′ , µp′) = (yp, ω
jxp, µ
−1
p ),
the diagonal block U
(2)
pp′q(a, b, c, d) is further decomposed, namely for 0 ≤ d − c ≤ j − 1
and j ≤ a − b ≤ N − 1, U (2)pp′q(a, b, c, d) = 0. Particularly for j = 2, U (2)pp′q is block
triangular, with one of its diagonal blocks related to a six-vertex model. The Yang–
Baxter Equations of the chiral Potts model split into two sets of equations in IRF
(Interaction-Round-a-Face) language as,
N∑
g=1
U
(2)
pp′r(a, g, e, f)U
(2)
pp′q(b, c, g, a)U
(2,2)
rq (c, d, e, g)
=
N∑
g=1
U (2,2)rq (b, g, f, a)U
(2)
pp′q(g, d, e, f)U
(2)
pp′r(b, c, d, g). (1.6)
shown in figure 2. We have, as in our previous papers [15, 16, 17], chosen the convention
of multiplying from up to down, as seen from the above equation and in the figure 1.
The six-vertex R-matrix used by Bazhanov and Stroganov is different from the one
descending from the chiral Potts model, creating subtle differences in the τ2-matrices in
the two approaches. These differences are presented next.
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1.3. Comparison of R-matrices of [13] and [14]
Bazhanov and Stroganov
R(x) =

a 0 0 0
0 b xc 0
0 c/x b 0
0 0 0 a

a = (xq− x−1q−1), b = (x− x−1)
c = (q− q−1), qN = 1, N odd.
Descendant of Chiral Potts
U (2,2)pq =

a 0 0 0
0 b tc 0
0 c b/ω 0
0 0 0 a

a = (1− ω−1t), x2 = t = tq/tp, ωN = 1,
b = (1− t), c = (1− ω−1), any N.
(1.7)
In the above comparison‖ ω = q2. The transfer matrices for the symmetric six-
vertex case on the left and the asymmetric one on the right are given respectively by
[T6v]n,n′ = tr
[ L∏
i=1
1∑
mi=0
R
n′i,mi+1
ni,mi (t)
]
, [Ta6v]σ,σ′ = tr
[ L∏
j=1
U(2,2)r,q (σj, σj+1, σ
′
j+1, σ
′
j)
]
. (1.8)
Using Baxter’s well-known method—see e.g. chapter 10.14 of his book [18]—we can take
the Hamiltonian limit and find
T6v → HXXZ =
L∑
j=1
[σxj σ
x
j+1 + σ
y
jσ
y
j+1 + ∆σ
z
jσ
z
j+1], ∆ = cos
pi
N
, (1.9)
Ta6v → HXXX +HDM =
L∑
j=1
[
∆(σxj σ
x
j+1 + σ
y
jσ
y
j+1 + σ
z
jσ
z
j+1)
+ sin
pi
N
(σxj σ
y
j+1 − σyjσxj+1)
]
. (1.10)
This shows that, instead of the XXZ-spin chain Hamiltonian with periodic boundary
conditions, the asymmetric case reduces to a periodic XXX chain with Dzyaloshinsky–
Moriya term [19].¶
The L-operator of Bazhanov and Stroganov is
Lj(x) =
[
x−1d−X
−ρ
j + xd+X
ρ
j x(g+X
−ρ
j + g−X
ρ
j )Zj
x−1(h+X
−ρ
j + h−X
ρ
j )Z
−1
j x
−1f−X
ρ
j + xf+X
−ρ
j
]
,
h+ = d−f+/g+, h− = d+f−/g−, ρ = (N − 1)/2. (1.11)
and the corresponding τ 2(x) is given by
τ 2(x) = tr[L(x)], L(x) ≡ LL(x) · · · Lj(x) · · · L1(x), x2 = tq. (1.12)
‖ We use roman q to distinguish it from the rapidity variable q. Note that only for N odd we can have
q2 = ω while both ωN = 1 and qN = 1.
¶ The two Hamiltonians are related by a unitary similarity transformation [20] up to a twist in the
boundary conditions when L is not a multiple of N .
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However, τ 2(tq) descending from the chiral Potts model is
τ 2(tq) = tr[U(tq)], U(tq) ≡
L∏
i=1
U
(2)
pip
′
i,q
(σi, σi+1, σ
′
i+1, σ
′
i), (1.13)
with 0 ≤ σi − σ′i ≤ 1 for 1 ≤ i ≤ L + 1, without imposing the periodic boundary
condition, where
U
(2)
pp′q =
[
1− ωtqZ/ypyp′ −ωtqµp′(1− xp′Z/yp)X/yp′
µpX
−1(1− Zxp/yp′)/yp µpµp′(ωxpxp′Z− ωtq)/ypyp′
]
. (1.14)
In (1.11) and (1.14), we have
Z =

1 0 0 · · · 0
0 ω 0 · · · 0
0 0 ω2 · · · 0
...
. . . . . . . . .
...
0 · · · 0 0 ωN−1
 , X =

0 0 0 · · · 1
1 0 0 · · · 0
0 1 0 · · · 0
...
. . . . . . . . .
...
0 · · · 0 1 0
 , (1.15)
and
Xj =
1
1⊗
···
· · · ⊗ 1⊗
j
X⊗ 1⊗
···
· · · ⊗
L
1 ,
Zj =
1
1⊗
···
· · · ⊗ 1⊗
j
Z⊗ 1⊗
···
· · · ⊗
L
1 . (1.16)
It is worthwhile to note that, even though we use the same Z and X in both cases, in
(1.11) the matrices act on spin variables σi, but in (1.14) they act on edge variables ni =
σi−σi+1 mod N , such that Zj|{ni}〉 = ωni|{ni}〉 and Xj|{ni}〉 = |n1, · · · , ni+1, · · · , nL〉.
The monodromy matrix+ in (1.12),
L(x) =
[
A(x) B(x)
C(x) D(x)
]
=
L∑
n=−L
xn
[
An Bn
Cn Dn
]
, (1.17)
satisfies the Yang–Baxter equation
[L(x)⊗ L(y)]Rˇ(x/y) = Rˇ(x/y)[L(y)⊗ L(x)]. (1.18)
It is easy to show that An and Dn are nonvanishing only for even n, while Bn and Cn
are nonzero for odd n. On the other hand, the monodromy matrix in (1.13) is
U(tq) =
[
A(tq) B(tq)
C(tq) D(tq)
]
=
L∑
n=0
(−ωtq)n
[
An Bn
Cn Dn
]
, (1.19)
with nonnegative indices n for the coefficients and B0 = CL = 0. From repeated
application of the Yang–Baxter equation (1.6) one can show that a similar Yang–Baxter
equation holds for this monodromy matrix,
[U(tr)⊗ U(tq)]U(2,2)rq = U(2,2)rq [U(tq)⊗ U(tr)]. (1.20)
Both Yang–Baxter equations (1.20) and (1.18) give rise to sixteen relations between
the A(t), B(t), C(t) and D(t). By changing the vertical rapidity variables, or changing
+ This concept was introduced in the quantum inverse scattering method (QISM) [21].
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the size (or length) L, we change the monodromy matrices, but that does not change
the Yang–Baxter equations. Thus, the sixteen relations remain the same in each of the
two cases. However, the differences in the six-vertex R-matrices shown in (1.7) cause
the sixteen relations to be different for the two cases (1.17) and (1.19).
1.4. Degenerate eigenspace in XXZ model and superintegrable τ2 model
For the superintegrable chiral Potts model, it was shown in [22, 23, 24, 25, 26] that there
exist special sets of 2mE Ising-like eigenvalues of the transfer matrix or Hamiltonian,
which implies a 2mE -fold degeneracy in the corresponding τ2 model. Superintegrability
means that the model satisfies two or more different integrability criteria, like Yang–
Baxter or Onsager algebra integrability [2, 23]. In their study of the XXZ model
at roots of unity [27, 28, 29, 30], the authors show the existence of a quantum loop
algebra L(ŝl2) in the XXZ model. Such a loop algebra or subalgebra was also shown in
[15, 16, 17, 31, 32] to exist in certain sectors of the superintegrable τ 2-model. The proof
of this degeneracy is based on the sixteen relations of the Yang–Baxter equations. Since
the equations (1.6) are model-independent, one needs to know why there is degeneracy
in the superintegrable τ 2 model, but not in the generic τ 2 model.
1.5. Understanding the degeneracy
Consider two of the sixteen equations obtained from (1.20),
(ωy − x)A(x)B(y) = ω(y − x)B(y)A(x) + y(ω − 1)A(y)B(x), (1.21)
(ωy − x)B(y)D(x) = (y − x)D(x)B(y) + y(ω − 1)B(x)D(y). (1.22)
Equating the coefficients of xL+1 of these two equations, we find
ALB(y) = ωB(y)AL, B(y)DL = DLB(y). (1.23)
Similarly by equating the coefficients of yL+1, we have
A(x)BL −BLA(x) = (1− ω−1)ALB(x) = −(1− ω)B(x)AL,
D(x)BL − ωBLD(x) = (1− ω)DLB(x) = (1− ω)B(x)DL. (1.24)
By induction, one can show
A(x)BnL −BnLA(x) = −(1− ω)[n]B(x)Bn−1L AL,
D(x)BnL − ωnBnLD(x) = (1− ω)[n]B(x)Bn−1L DL. (1.25)
so that
[A(x) + D(x)]B
(n)
L −B(n)L [A(x) + ωnD(x)] = (ω − 1)B(x)B(n−1)L [AL −DL]. (1.26)
Here we have used the definitions
B
(n)
L =
BnL
[n]!
, [n] =
1− ωn
1− ω , [n]! =
n∏
k=1
[k]. (1.27)
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Letting n = N in (1.26), and using ωN = 1, we find both BNL = 0 and [N ]! = 0.
However, B
(N)
L can be defined through a limiting procedure [32], so that
[τ 2(x),B
(N)
L ] = [A(x) + D(x),B
(N)
L ] = (ω − 1)B(x)B(N−1)L [AL −DL]. (1.28)
This shows that the degeneracy of the eigenspace of an eigenvalue depends on the
difference AL − DL. For, if |Ψ〉 is an eigenvector of τ 2(x) and [AL − DL]|Ψ〉 = 0,
then [τ 2(x),B
(N)
L ]|Ψ〉 = 0. Consequently, B(N)L |Ψ〉 is also an eigenvector with same
eigenvalue.
For the generic case, we can show that BNL 6= 0, but constant, so that BNL |Ψ〉 does
not give rise to an independent eigenvector, and its eigenspace is nondegenerate.
From (1.14) we have
A0 = 1, D0 = ω
L
L∏
j=1
Zjµpjµp′jxpjxp′j
ypjyp′j
,
AL =
L∏
j=1
Zj
ypjyp′j
, DL =
L∏
j=1
µpjµp′j
ypjyp′j
. (1.29)
Consider the lattice with periodic boundary condition σL+1 = σ1, so that
L∑
i=1
ni =
L∑
i=1
(σi − σi+1) = σ1 − σL+1 = 0. (1.30)
Then we have
∏L
j=1 Zj|{ni}〉 = |{ni}〉. Consequently, if µpjµp′j = 1, for all j, then τ 2
has degenerate eigenspaces. From (1.5), we find the condition µpµp′ = 1 is satisfied if
and only if (xp′ , yp′ , µp′) = (yp, ω
jxp, µ
−1
p ). This is indeed the case for the superintegrable
case with j = N .
1.6. CSOS models
In the context of the eight-vertex model Baxter [33, 34] has introduced the restricted
solid-on-solid (rSOS) model , in which an interface is described by assigning integer
heights to the sites of a two-dimensional lattice, while restricting the heights (or height
differences) to a finite range. Pearce and Seaton [35] chose a different restriction,
choosing the heights from some ZN using the cyclic condition N + 1 ≡ 1, calling their
model a cyclic solid-on-solid (CSOS) model. Here we shall introduce other examples of
CSOS models.
As mentioned above, it has been shown in [14] that for (xq′ , yq′ , µq′) = (yq, ω
`xq, µ
−1
q )
and (xp′ , yp′ , µp′) = (yp, ω
jxp, µ
−1
p ), the square Upp′qq′(a, b, c, d) = 0 for 0 ≤ a− d ≤ `− 1
and ` ≤ b − c ≤ N − 1; and also for 0 ≤ d − c ≤ j − 1 and j ≤ a − b ≤ N − 1.
The diagonal block U
(`,j)
pq (a, b, c, d) describes a special case of the CSOS model with
0 ≤ a − d, b − c ≤ ` − 1 and 0 ≤ d − c, a − b ≤ j − 1, and depends on tq and tp
only. Its weights, which are left implicit in [14] are given in (B.4) in the Appendix.
The corresponding transfer matrices, denoted by τ `,j, are special cases of the τ ` model
acting on restricted spaces with 0 ≤ ni ≤ j − 1.
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1.7. Outline of the paper
In section 2, we consider the special case of such a CSOS model with ` = 2, so that
its monodromy matrix satisfies the Yang–Baxter equation (1.20). The eigenvectors of
this model are given in section 2.2. In section 3, we use the method of Baxter [26] to
derive the Drinfeld polynomial of the highest-weight representation which shows that
the CSOS model has 2mE -fold degeneracy for some integers mE, which will be given
later. This in turn means the existence of quantum loop algebras. The generators of
the quantum loop algebra given in (4.17) are the same as those given in [17]. In section
4, we shall present the proof of the Serre relations for these generators for the CSOS
models, which includes the superintegrable case.
Included in the Appendix A is rederivation of the decomposition of the square of
weights, as the notations used in [14] are not conventional. The corresponding functional
relations for the product of two transfer matrices given in [14, 26] for these CSOS models
are included here in Appendix B. As the functional relations between the τ j-matrices are
direct consequences of fusion, it is shown in Appendix B.2, that the T-system functional
relations studied by many authors [37, 38, 39] also hold for any τ j model. In Appendix
C, the relationships between the coefficients of the monodromy matrix (1.19), which
only depend on the specific form of the asymmetric 6-vertex model R-matrix, are given.
Using these relations, we also show in section 4, that CL−1, BL, C0 and B1 of the CSOS
models are related to a jL-dimensional representation of Uq(ŝl2).
2. CSOS models for ` = 2
Using alternating horizontal and vertical rapidities,
(xq′ , yq′ , µq′) = (yq, ω
2xq, µ
−1
q ) and (xp′ , yp′ , µp′) = (yp, ω
jxp, µ
−1
p ), (2.1)
we have the decomposition of the square
Upp′qq′(a, b, c, d)→ U (2)pp′q(a, b, c, d)(tq)→ U (2,j)pq (a, b, c, d)(tq/tp), (2.2)
and from (1.14)∗, we find the nonvanishing elements to be
U(2,j)pq (a, b, b, a) = 1− ω1−j+a−bt, 0 ≤ a− b ≤ j − 1;
U(2,j)pq (a, b, b− 1, a) = −ω1−jt(1− ω1+a−b), 0 ≤ a− b ≤ j − 2;
U(2,j)pq (a, b, b, a− 1) = 1− ωa−b−j, 1 ≤ a− b ≤ j − 1;
U(2,j)pq (a, b, b− 1, a− 1) = ω1−j(ωa−b − t), 0 ≤ a− b ≤ j − 1. (2.3)
where we set t = tq/tp, so that the high-genus rapidities are replaced by the usual
rapidities with difference property. The resulting transfer matrix is
[τ 2,j(tq/tp)]σ,σ′ = tr[U (2,j)(t)], U (2,j)(t) ≡
L∏
j=1
U(2,j)p,q (σj, σj+1, σ
′
j+1, σ
′
j). (2.4)
∗ We have also dropped the factors µp/yp in U(2,j)pq (a, b, b−1, a) and U(2,j)pq (a, b, b, a−1), as they always
appear in pairs in the transfer matrices and cancel out upon multiplication.
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Since ` = 2, the Yang–Baxter equations (1.6) or (1.20) hold for the monodromy matrix
U (2,j)(t). As can be seen from (2.3), the weights are simpler than those studied by
Pearce and Seaton and others [35, 40].
2.1. Commutation relation for ` = 2.
For 0 ≤ d− c, a− b ≤ j − 1, using (2.3), we find the leading coefficients to be
A0 = 1, D0 = ω
(1−j)L
L∏
i=1
Z
(j)
i , AL = ω
−jL
L∏
i=1
Z
(j)
i , DL = ω
−jL, (2.5)
where Z(j) is the j × j diagonal matrix with elements
Z
(j)
k,l = δk,lω
k, 0 ≤ k, l ≤ j − 1. (2.6)
From (2.3), we find that the weights depend only on the difference of neighboring spins.
As the transfer matrices of the CSOS models commute with the spin shift operator
X = X1X2 · · ·XL, their eigenspaces split into N blocks. In the block corresponding to
the eigenvalue ωQ of the shift operator X, the transfer matrix becomes A(t)+ω−QD(t).
Assuming cyclic boundary conditions and L a multiple of N , L = pN for some integer
p, we find from (2.5) that the same commutation relations
[A(x) + ω−QD(x),C(nN+Q)0 B
(mN+Q)
1 ] |{nj}〉 = 0,
[A(x) + ωQ D(x),B
(mN+Q)
1 C
(nN+Q)
0 ] |{nj}〉 = 0,
[A(x) + ω−QD(x),B(mN+Q)L C
(nN+Q)
L−1 ] |{nj}〉 = 0,
[A(x) + ωQ D(x),C
(nN+Q)
L−1 B
(mN+Q)
L ] |{nj}〉 = 0, (2.7)
hold as those given in (IV:49) and (IV:50) of [17].]
Thus the generators of L(ŝl2) for the ground-state sectors in superintegrable models,
as given in [31, 32, 15] for Q = 0 and in [17] for Q 6= 0, should also be generators for the
CSOS model. To show that CSOS models with weights given by (2.3) support quantum
loop algebra L(ŝl2) in all sectors, we must prove that the generators satisfy the necessary
Serre relations; this proof will be given in section 4. We shall first present vectors, upon
which these generators generate eigenspaces spanned by 2mE eigenvectors having the
same eigenvalue.
2.2. Eigenvectors
It is easily verified that Yang–Baxter equation (1.20) also holds for the monodromy
matrix U(tq) with different vertical rapidities, as defined in (1.13). Therefore, the well-
known identities derived in [21, 32] also hold for this monodromy matrix, i.e.
A(x0)
( R∏
i=1
B(xi)
)
= ωR
[( R∏
i=1
fi0
)( R∏
i=1
B(xi)
)
A(x0)
] All equations in [15], [16], or [17] are denoted here by prefacing I, II, or IV to their equation numbers,
all equations in [14] are denoted by adding ‘BBP:’ to their equation numbers, and all equations in [26]
are denoted by adding ‘Baxter:’ to their equation numbers.
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+
R∑
i=1
( R∏
k=1,k 6=i
fki
)
g0i
( R∏
k=0,k 6=i
B(xk)
)
A(xi)
]
,
D(x0)
( R∏
i=1
B(xi)
)
= ωR
[( R∏
i=1
f0i
)( R∏
i=1
B(xi)
)
D(x0)
−
R∑
i=1
( R∏
k=1,k 6=i
fik
)
g0i
( R∏
k=0,k 6=i
B(xk)
)
D(xi)
]
, (2.8)
where we used the short-hand notations of [32],
fik = f
( xi
xk
)
, gik = g
( xi
xk
)
, f(z) =
z − ω
ω(z − 1) , g(z) =
1− ω
ω(z − 1) . (2.9)
Similarly, we also have
A(x0)
( R∏
i=1
C(xi)
)
=
[( R∏
i=1
f0i
)( R∏
i=1
C(xi)
)
A(x0)
+
R∑
i=1
( R∏
k=1,k 6=i
fik
)
gi0
( R∏
k=0,k 6=i
C(xk)
)
A(xi)
]
,
D(x0)
( R∏
i=1
C(xi)
)
=
[( R∏
i=1
fi0
)( R∏
i=1
C(xi)
)
D(x0)
−
R∑
i=1
( R∏
k=1,k 6=i
fki
)
gi0
( R∏
k=0,k 6=i
C(xk)
)
D(xi)
]
. (2.10)
In these equations, the subscripts are different from those of Nishino and Deguchi [32],
because of the difference in the R-matrices.
Consider the vector |R〉 given by
|R〉 = B(`N−R)L
R∏
i=1
B(xi)|Ω〉, |Ω〉 = |{0}〉 =
L⊗
j=1
|0〉. (2.11)
Here |Ω〉 is the state |{ni}〉 with all ni = σi − σi+1 having the minimal value 0. Then,
using the commutation relations (1.25), we find
[A(t) + ω−QD(t)|R〉 = B(`N−R)L [A(t) + ω−Q−RD(t)]
R∏
i=1
B(xi)|Ω〉
+(ω − 1)B(`N−R−1)L B(t)
R∏
i=1
B(xi)(ω
RAL − ω−QDL)|Ω〉. (2.12)
Note that the second term in (2.12) vanishes if either R = `N or R = nN−Q. If R = `N ,
the first line reproduces (2.12); if R = nN−Q, we can use (2.5) and ∏Li=1 Z(j)i |Ω〉 = |Ω〉,
which follows from (2.6). Also we find from (2.3) that
A(t)|Ω〉 = a(t)|Ω〉, a(t) = (1− ω1−jt)L,
D(t)|Ω〉 = d(t)|Ω〉, d(t) = ω(1−j)L(1− t)L. (2.13)
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Next set x0 = t and define
F (t) =
R∏
i=1
(t− ωxi), (2.14)
so that, with fij defined by (2.9),
R∏
i=1
f0i =
F (t)
F (ωt)
,
R∏
i=1
fi0 = ω
−RF (ω
2t)
F (ωt)
,
R∏
k=1,k 6=i
fik
fki
=
R∏
k=1,k 6=i
xi − ωxk
ωxi − xk . (2.15)
Then, using the identities (2.8) and (2.13) in (2.12), we obtain
[A(t) + ω−QD(t)]|R〉 =
[
a(t)
F (ω2t)
F (ωt)
+ ω−Qd(t)
F (t)
F (ωt)
]
|R〉
+B
(`N−R)
L
R∑
i=1
g0i
R∏
k=0,k 6=i
B(xk)
R∏
k=1,k 6=i
[ω(xi − xk)]−1
×
[
a(xi)ω
R
R∏
k=1,k 6=i
(ωxi − xk)− d(xi)ω−Q
R∏
k=1,k 6=i
(xi − ωxk)
]
|Ω〉, (2.16)
where we have also used (2.15) and (2.9). If we choose the xi for i = 1, · · · , R such that
a(xi)ω
R
R∏
k=1,k 6=i
(ωxi − xk) = d(xi)ω−Q
R∏
k=1,k 6=i
(xi − ωxk), (2.17)
which are actually the Bethe Ansatz equations, then the second term in (2.16) vanishes.
Then |R〉 is an eigenvector of [A(t) + ω−QD(t)] with eigenvalue
TCSOS = τ2,j(t) =
[
a(t)
F (ω2t)
F (ωt)
+ ω−Qd(t)
F (t)
F (ωt)
]
=
[
(1− ω1−jt)LF (ω
2t)
F (ωt)
+ ω−Q+(1−j)L(1− t)L F (t)
F (ωt)
]
. (2.18)
Similarly, let
|Ω¯〉 = |{j − 1}〉 =
L⊗
j=1
|j − 1〉 (2.19)
be the state |{ni}〉 with all ni = σi − σi+1 having the maximal value j − 1. It is easy to
see from (2.3) that
A(t)|Ω¯〉 = aˆ(t)|Ω¯〉, aˆ(t) = (1− t)L,
D(t)|Ω¯〉 = dˆ(t)|Ω¯〉, dˆ(t) = (1− ω1−jt)L. (2.20)
Consider now the vector
|R¯〉 = C(`N−R)L−1
R∏
i=1
C(xi)|Ω¯〉. (2.21)
Using the commutation relations
C(x)AL = ωALC(x), C(x)DL = DLC(x),
A(x)C
(n)
L−1 = C
(n)
L−1A(x) + (ω − 1)ω1−nxC(n−1)L−1 C(x)AL,
D(x)C
(n)
L−1 = ω
−nC(n)L−1D(x)− (ω − 1)ω1−nxC(n−1)L−1 C(x)DL, (2.22)
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we can easily show that, if R = `N or R = nN + Q and {x1, x2, · · · , xR} satisfy the
Bethe Ansatz equations
aˆ(xi)
R∏
k=1,k 6=i
(xi − ωxk) = ωR−Qdˆ(xi)
R∏
k=1,k 6=i
(ωxi − xk), (2.23)
then |R¯〉 is also an eigenvector of [A(t) + ω−QD(t)] and has eigenvalue
TCSOS = τ2,j(t) =
[
aˆ(t)
F (t)
F (ωt)
+ ω−Qdˆ(t)
F (ω2t)
F (ωt)
]
=
[
(1− t)L F (t)
F (ωt)
+ ω(1−j)L−Q(1− ω1−jt)LF (ω
2t)
F (ωt)
]
, (2.24)
where we have added ω(1−j)L = 1 in the second line to make the result also valid if
L 6= pN . However, for L 6= pN , |Ω¯〉 does not satisfy the cyclic boundary condition, so
that the vectors (2.21) are not eigenvectors under that condition.
However, the vectors given by
|Rˆ〉 = B(`N−R)1
R∏
i=1
B(xi)|Ω〉, ωR = ωQ−(1−j)L, R 6= `N, (2.25)
with the xi for i = 1, · · · , R satisfying the Bethe Ansatz equations
(1− xi)L
R∏
k=1,k 6=i
(xi − ωxk) = (1− ω1−jxi)L
R∏
k=1,k 6=i
(ωxi − xk), (2.26)
can be shown to be eigenvectors with eigenvalues given by (2.24).
From finite-size calculations, we find that these are not the only possibilities. We
must also introduce
|R˜〉 = B(`N−R−n)L B(n)1
R∏
i=1
B(xi)|Ω〉, ωR = ω−Q−n = ω(j−1)L, (2.27)
with the xi satisfying the Bethe Ansatz equations
ωQ(1− xi)L
R∏
k=1,k 6=i
(xi − ωxk) = (1− ω1−jxi)L
R∏
k=1,k 6=i
(ωxi − xk). (2.28)
Their eigenvalues are also given by (2.24).
We can summarize the results rewriting (2.18) and (2.24) as
τ2,j(t)F (ωt) = ω
−Pa(1− t)LF (t) + ωPb(1− ω1−jt)LF (ω2t), (2.29)
where we must choose −Pa = (1− j)L−Q mod N and Pb = 0 in (2.18) and Pa = 0 and
Pb = (1− j)L−Q mod N in (2.24). Then the Bethe Ansatz equations become
(1− xi)L
R∏
k=1,k 6=i
(xi − ωxk) = ωPa+Pb+R(1− ω1−jxi)L
R∏
k=1,k 6=i
(ωxi − xk). (2.30)
These results include the superintegrable case when j = N .
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The eigenvalues (2.29) are easily seen to be independent of the ` in (2.11), (2.21),
(2.25), and (2.27), which also shows the degeneracy of their eigenspaces. The smallest
allowed values of ` lead to the possible highest-weight vectors.
Thus, we have shown that the eigenvectors are degenerate, but we have not yet
demonstrated the Ising-like behavior with 2mE -fold degeneracies. To understand the
degeneracy, we must calculate the highest-weight polynomials, or the so-called Drinfeld
polynomials [28, 29, 32]. We shall use the method of Baxter in [26] to determine these
polynomials. As a byproduct, the eigenvalues of all our CSOS models for any ` are
explicitly given.
3. Functional relations in CSOS models
3.1. Explicit formula for τ`,j(t)
Using −Pa + Pb = (1− j)L−Q, we rewrite the functional relation (B.7) as
τ2,j(ω
`−1t)τ`,j(t)− ω−Pa+Pb(1− ω`−1t)L(1− ω`−1−jt)Lτ`−1,j(t) = τ`+1,j(t). (3.1)
We shall show by induction that
τ`,j(t) =
`−1∑
n=0
ζ`,jn (t), 2 ≤ ` ≤ N, (3.2)
ζ`,jn (t) ≡
ωnPb−(`−1−n)PaF (t)F (ω`t)
F (ω`−n−1t)F (ω`−nt)
`−2−n∏
m=0
(1− ωmt)L
`−1∏
m=`−n
(1− ωm−jt)L, (3.3)
for the eigenvalues τ`,j(t) of τ `,j(t). It is easy to see that for ` = 2, we have
ζ2,j0 (t) =
ω−PaF (t)
F (ωt)
(1− t)L, ζ2,j1 (t) =
ωPbF (ω2t)
F (ωt)
(1− ω1−jt)L, (3.4)
so that τ2,j is identical to (2.29). Now assume (3.2) holds for ` or smaller. Using (3.2)
and (3.3), we can easily show
ζ2,j0 (ω
`−1t)ζ`,j0 (t) = ω
−`Pa F (t)
F (ω`t)
`−1∏
m=0
(1− ωmt)L, (3.5)
ζ2,j0 (ω
`−1t) [τ`,j(t)− ζ`,j0 (t)] = ζ2,j0 (ω`−1t)
`−2∑
n=0
ζ`,jn+1(t)
= ω−Pa+Pb(1− ω`−1t)L(1− ω`−1−jt)Lτ`−1,j(t), (3.6)
ζ2,j1 (ω
`−1t)τ`,j(t) =
`−1∑
n=0
ω(n+1)Pb−(`−n−1)PaF (t)F (ω`+1t)
F (ω`−n−1t)F (ω`−nt)
×
`−2−n∏
m=0
(1− ωmt)L
∏`
m=`−n
(1− ωm−jt)L. (3.7)
Also, τ2,j(ω
`−1t)τ`,j(t) in (3.1) is the sum of the left-hand sides of (3.5), (3.6) and (3.7),
while the right-hand side of (3.6) cancels the second term of (3.1). Therefore, replacing
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n = n′ − 1 in (3.7),we obtain the desired result
τ`+1,j(t) =
∑`
n=0
ωnPb−(`−n)PaF (t)F (ω`+1t)
F (ω`−nt)F (ω`−n+1t)
`−1−n∏
m=0
(1− ωmt)L
∏`
m=`+1−n
(1− ωm−jt)L. (3.8)
This proves (3.2) holds for all ` ≤ N .
3.2. Functional relations for the transfer matrices
Following the method of Baxter in chapter 6 of [26], we introduce
Tq = N
1
2
L (1− xq/yp)L
(1− xNq /yNp )L
T (xq, yq), Tˆq′ = N 12L (1− ω
−jyq/xp)L
(1− yNq /xNp )L
Tˆ (yq, ω`xq). (3.9)
It has been shown by Baxter [26] or can be seen from (B.1) that T (xq, yq) and Tˆ (yqω`, xq)
are polynomials in xq and yq. Let t = tq/tp, so that (B.2) for ` = 1, · · · , N becomes
T (xq, yq)Tˆ (yq, ω`xq) =
(N−1∏
m=`
(1− ωm−jt)L
)
τ `,j(t)
+ω`(Pb−Pa)
( `−1∏
m=0
(1− ωmt)L
)
τN−`,j(ω
`t). (3.10)
Now substituting (3.2) into (3.10), we find that its eigenvalues become
T (xq, yq)Tˆ (yq, ω`xq) = ω`Pb
(N−1−j∏
m=0
(1− ωmt)L
)
F (t)F (ω`t) tPa+Pb P(tN), (3.11)
where
tPa+Pbq P(tN) = ω−Pb
N−1∑
k=0
ω−k(Pa+Pb)
F (ωkt)F (ωk+1t)
j−1∏
n=1
(1− ωk−nt)L. (3.12)
For j = N , this reduces to the result for the superintegrable case examined by Baxter in
[26]. It is also easily seen that the degree of P(tN) is mE = b(L(j−1)−2R−Pa−Pb)/Nc.
From (1.5) we find that we may write
P(tNq /tp) = G(λq)G(λ−1q ), λq = µNq . (3.13)
3.3. Analysis of the transfer matrices and their eigenvalues
Using (Baxter:2.22), we find
T (ωxq, ω
−1yq) =
[
(yp − ωxq)(yq − ω1+jxp)
(yq − ωxp)ω(yp − xq)
]L
X−1T (xq, yq),
Tˆ (ωyq, ω
−1xq) =
[
(xq − ωyp)(ωjxp − ωyq)
(xp − yq)ω(xq − ωyp)
]L
X−1Tˆ (yq, xq). (3.14)
Similarly, we can show
T (ω−1xq, ωyq) =
[
(yq − xp)(ωyp − xq)
(yp − xq)(yq − ωjxp)
]L
XT (xq, yq),
Tˆ (ω−1yq, ωxq) =
[
(ωxp − yq)(xq − yp)
(xq − yp)(ωjxp − yq)
]L
X Tˆ (yq, xq). (3.15)
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Therefore, when the shift operator X is replaced by ω−Q, the rescaled polynomial
transfer matrices defined in (3.9) restricted to the sector corresponding to Q, satisfy
T (ωxq, ω−1yq) = ωPa−Pb
[
1− ω−1−jyq/xp
1− ω−1yq/xp
]L
T (xq, yq), (3.16)
Tˆ (ωyq, ω−1xq) = ωPa−Pb
[
1− ω−jyq/xp
1− yq/xp
]L
Tˆ (yq, xq), (3.17)
T (ω−1xq, ωyq) = ω−Pa+Pb
[
1− yq/xp
1− ω−jyq/xp
]L
T (xq, yq), (3.18)
Tˆ (ω−1yq, ωxq) = ω−Pa+Pb
[
1− ω−1yq/xp
1− ω−1−jyq/xp
]L
Tˆ (yq, xq), (3.19)
where Pa−Pb = (j−1)L+Q, since we have chosen the multiplication from up-to-down.
If one prefers Baxter’s convention, one needs to make the change of Q → −Q. When
j = N , this reduces to the superintegrable case in (Baxter:6.5) with r = 0 as it should.
For (xp′ , yp′ , µp′) = (yp, ω
jxp, µ
−1
p ), we can use (BBP:2.20) and (BBP:2.44) to show
fp′qfpr
fpqfp′r
=
(1− xq/yp)(1− ω−jxr/xp)(1− xNq /xNp )(1− xNr /yNp )
(1− xNq /yNp )(1− xNr /xNp )(1− ω−jxq/xp)(1− xr/yp)
×
N−1∏
n=N−j
(1− ωntr/tp)(1− ωnxq/xp)(1− ωnyq/xp)
(1− ωntq/tp)(1− ωnxr/xp)(1− ωnyr/xp) , (3.20)
with fpq defined in [3, equation (13)]. The commutation relation (Baxter:2.12) can then
be rewritten for the rescaled transfer matrices in (3.9) as
T (xq, yq)Tˆ (xr, yr) = T (xr, yr)Tˆ (xq, yq)
×
N−1∏
n=N−j
[
(1− ωntr/tp)(1− ωnxq/xp)(1− ωnyq/xp)
(1− ωntq/tp)(1− ωnxr/xp)(1− ωnyr/xp)
]L
. (3.21)
This relation holds for any q and r, which suggest that
Tˆ (xq, yq) = κ T (xq, yq)
N−1∏
n=N−j
[
(1− ωntq/tp)
(1− ωnxq/xp)(1− ωnyq/xp)
]L
. (3.22)
where κ is some constant. Now we can use (3.16) to (3.19) and (3.22) to find the transfer
matrix eigenvalues, such that (3.11) is satisfied. Let us write
T (xq, yq) = xPaq yPbq λ−Pcq G(λ−1q )F (tq)
N−j−1∏
n=0
(1− ωntq/tp)L
(1− ωnyq/xp)L , (3.23)
where Pa, Pb and Pc are integers in the interval 0 ≤ Pa, Pb, Pc ≤ N −1. We suggest that
(3.23) is still a polynomial as the zeroes in the denominators are cancelled out by the
zeroes in the numerator. If xp = ω
nyq, then λ
−1
p = λq, so that λp = λ
−1
q or y
N
p = x
N
q .
Thus we find tNp = t
N
q . There is an N -sheet branch cut structure for variables xq, yq and
tq, but we may choose the sheet so that tp = ω
ntq. Thus T (xq, yq) is free of poles. The
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expression (3.23) for T (xq, yq) can be easily shown to satisfy (3.16) and (3.18). From
(3.23), we have
T (yq, xq) = yPaq xPbq λPcq G(λq)F (tq)
N−j−1∏
n=0
(1− ωntq/tp)L
(1− ωnxq/xp)L . (3.24)
Now we use (3.22) to obtain
Tˆ (yq, xq) = κyPaq xPbq λPcq G(λq)F (tq)
N−1∏
n=0
(1− ωntq/tp)L
(1− ωnxq/xp)L
N−1∏
n=N−j
1
(1− ωnyq/xp)L . (3.25)
Using (1.5), we may write
N−1∏
n=0
1− ωntq/tp
1− ωnxq/xp =
1− tNq /tNp
1− xNq /xNp
= −µ
N
p x
N
p
k′yNp
(
1− y
N
q
xNp
)
= κ−1/L
N−1∏
n=0
(
1− ω
nyq
xp
)
(3.26)
with κ1/L = −k′yNp /µNp xNp , so that (3.25) becomes
Tˆ (yq, xq) = yPaq xPbq λPcq G(λq)F (tq)
N−1−j∏
n=0
(1− ωnyq/xp)L. (3.27)
It can again easily verified that Tˆ (yq, xq) as given by (3.27) satisfies the relations (3.17)
and (3.19). Furthermore, substituting (3.23) and (3.27) into (3.11), we find it becomes
an identity. As explained in [26], we find from (1.5) that, in the limit µq → 0, xq →∞,
while yq, xqµq remain finite. This means that the weights in (1.4) are finite, and so are
Tq and Tˆq′ . From (3.9), we find then that T (xq, yq) diverges no faster than x(N−1)Lq and
Tˆ (yq, xq) stays finite. In this limit, we find from (3.27) and (3.23) that
Tˆ (yq, xq)→ xPb−NPc+Rq , T (xq, yq)→ xPa+NPc+NmE+R+(N−j)Lq . (3.28)
Thus if we choose the integer Pc such that
Pb +R ≤ NPc ≤ (j − 1)L−mEN − Pa −R, (3.29)
then Tˆ (yq, xq) is finite, and T (xq, yq) is O(x(N−1)Lq ). Similarly, in the limit µq →∞, we
find from (1.5) that yq →∞, while xq, yq/µq remain finite, such that
T (xq, yq)→ yPb−NPc+Rq , Tˆ (yq, xq)→ yPa+NPc+NmE+R+(N−j)Lq . (3.30)
The condition in (3.29) then guarantees that T (xq, yq) is finite and Tˆ (yq, xq) diverges
no faster than y
L(N−1)
q , as it should.
4. Serre relations of the quantum loop algebra L(sl2) for the generators
The superintegrable chiral Potts models are found to have Ising-like spectra [22, 23, 25],
and here we have shown that our CSOS models behave similarly.
For Q = 0 and L a multiple of N , it has been shown [31, 32] that the eigenspace
in the superintegrable case supports a quantum loop algebra L(sl2). Furthermore, this
loop algebra can be decomposed into r = b(N − 1)L/Nc simple sl2 algebras [15, 16, 17].
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For the Q 6= 0 cases, we have assumed in [17] that the Serre relations hold. Even
though, we have shown these relation to hold when operated on some special vectors,
see Appendix B of [17], and also tested them extensively by computer for small systems,
a proof was still lacking. In this section, we shall present the proof for the CSOS model,
which includes the superintegrable case as a special case.
We shall first show that CL−1, BL, C0 and B1 for the CSOS models are related
to a jL-dimensional representation of the affine quantum group Uq(ŝl2). Therefore, the
higher-order quantum Serre relation in Proposition 7.1.5 of Lusztig [41] holds also for
the CSOS model. From (2.3) and (1.19), we find
BL = ω
−jL
L∑
n=1
( n−1∏
m=1
Z(j)m
)
fˆn, C0 =
L∑
n=1
ω(n−1)(1−j)
( n−1∏
m=1
Z(j)m
)
eˆn,
B1 = ω
−j
L∑
n=1
ω(L−n)(1−j)fˆn
L∏
m=n+1
Z(j)m , CL−1 = ω
−j(L−1)
L∑
n=1
eˆn
L∏
m=n+1
Z(j)m , (4.1)
where Z(j) is the j× j diagonal matrix obtained by deleting the last N − j columns and
rows of Z. Let X(j) denote the j× j singular matrix obtained by deleting the last N − j
columns and rows of X,†† The other operators in (4.1) are
eˆn = (X
(j)
n )
T (1− ω−jZ(j)n ), fˆn = (1− Z(j)n )X(j)n . (4.2)
4.1. Representations of Uq(sl2)
The equations in Appendix C are valid for any L. If we let L = 1, the three equations
in (C.24) and (C.25) become one,
C0B1 − ωB1C0 = (1− ω)[D1A0 −D0A1]. (4.3)
From (4.1), we find B1 = ω
−j fˆ1, and C0 = eˆ1. From (2.5), we get D1A0 = ω
−j and
D0A1 = ω
1−2j(Z(j)1 )
2. Next we let q2 = ω, Z
(j)
1 = Q
2
1 and
T−2 = ω1−j(Z(j)1 )
2, B1 = (q− q−1)µT− 12F, C0 = (q− q−1)νET− 12 , (4.4)
where µ = −ω−jq 12 (j−1) and ν = q 12 (−j−1). Then we have
T−1F = q2FT−1, TE = q2ET. (4.5)
Substituting (4.4) into (4.3), and using (4.5), we find
(EF− FE) = (T−T−1)/(q− q−1). (4.6)
Thus T, E and F are generators of Uq(sl2).
††For the superintegrable case with j = N , Z is unchanged, but we choose X(N) to be singular, with
X
(N)
1,N = 0, such that QX
(N) = qX(N)Q, Q ≡ (Z(j))1/2. Details like this, needed for N even, are
missing in our early version of the proof of the Serre relations [36] for the superintegrable case.
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4.2. Representations of Uq(ŝl2)
For L ≥ 2, we find from (2.5) that
DLA0 = ω
−jL, D0AL = ω(1−2j)L
L∏
i=1
(Z
(j)
i )
2 = ω−jLT−20 , (4.7)
defining generator T0. We obtain further generators from
BL = (q− q−1)µ0T−
1
2
0 F0, C0 = (q− q−1)ν0E0T−
1
2
0 , T1 = T
−1
0 ,
B1 = (q− q−1)µ1T−
1
2
0 E1, CL−1 = (q− q−1)ν1F1T−
1
2
0 , (4.8)
where
µ0 = −ω−jLq− 12 (j−1), ν0 = q 12 (j−1)−1,
µ1 = −ω−jq 12 (j−1)−L(j−1), ν1 = ω−j(L−1)q− 12 (j+1)+L(j−1). (4.9)
It is easily shown that with αii = 2 and αij = −2, we have for 0 ≤ i, j ≤ 1 the relations
T−1i Fj = q
αijFjT
−1
i , TiEj = q
αijEjTi, (4.10)
Substituting (4.8) into (C.24), and using (4.9) and (4.10), we find
EiFj − FjEi = δi,j(Ti −T−1i )/(q− q−1). (4.11)
We also need the following definitions for the scaled powers,
B
(n)
` =
Bn`
[n]!
, C
(n)
` =
Cn`
[n]!
, [n]! =
n∏
`=1
1− ω`
1− ω ,
E
(n)
i =
Eni
[n]q!
, F
(n)
i =
Fni
[n]q!
, [n]q! =
n∏
`=1
q` − q−`
q− q−1 , [n]! = q
1
2
n(n−1)[n]q!, (4.12)
from which we find
C0B
(3)
1 ∝ q6E0E(3)1 T−20 , B1C0B(2)1 ∝ q6E1E0E(2)1 T−20 ,
B
(2)
1 C0B1 ∝ q4E0E(3)1 T−20 , B(3)1 C0 ∝ E(3)1 E0T−20 . (4.13)
Similar relations hold for other combinations. Consequently, after canceling out the
ω-factors in (C.27) and (C.32), these relations become
EiE
(3)
j − EjEiE(2)j + E(2)j EiEj − E(3)j Ei = 0,
FiF
(3)
j − FjFiF(2)j + F(2)j FiFj − F(3)j Fi = 0, (4.14)
for i 6= j and i, j = 0, 1. This also shows that the jL×jL matrices C0, B1, CL−1 and BL
are related to the highest-weight representations of the affine quantum group Uq(ŝl2),
leaving out the discussion of the coproduct and other operators here. Consequently the
higher-order quantum Serre relations in 7.1.6 of Lusztig [41] hold. If we define
(q− q−1)e' = (X(j))T (qjQ−1 − q−jQ),
(q− q−1)f' = (Q−Q−1)X(j), t' = qj−1Q−2, (4.15)
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then the generators in (4.8) are explicitly given as
E0 =
L∑
n=0
q−n(j−1)
n−1∏
m=1
t'
− 1
2
m e'n
L∏
m=n+1
t'
1
2
m, F0 =
L∑
n=0
qn(j−1)
n−1∏
m=1
t'
− 1
2
m f'n
L∏
m=n+1
t'
1
2
m,
F1 =
L∑
n=0
q−n(j−1)
n−1∏
m=1
t'
1
2
me'n
L∏
m=n+1
t'
− 1
2
m , E1 =
L∑
n=0
qn(j−1)
n−1∏
m=1
t'
1
2
mf'n
L∏
m=n+1
t'
− 1
2
m . (4.16)
4.3. Serre relation for the generators of the loop algebra
As in [17], the generators of the loop algebra are given by
x+0,Q ∝ C(N+Q)0 B(Q)1 , x−1,Q ∝ C(Q)0 B(N+Q)1 ,
x+−1,Q ∝ C(N+Q)L−1 B(Q)L , x−0,Q ∝ C(Q)L−1B(N+Q)L . (4.17)
For Q = 0, each term in the Serre relation is a product of 4 operators. For Q 6= 0, each
term in the Serre relation is a product of 8 operators. To prove the Q 6= 0 case, we need
to move factors around. We shall first prove the identities
C
(N+Q)
0 B
(Q)
1 C
(Q)
0 = C
(Q)
0 B
(Q)
1 C
(N+Q)
0 . (4.18)
As in Chapter 7 of Lusztig [41], but now for the cyclic case with q2N = 1, we define
fi,j,n,m;e = fn,m;e =
∑
r+s=m
(−1)rqer(2n−m+1)θ(r)i θ(n)j θ(s)i , i, j = 0, 1, j 6= i, (4.19)
where we may choose e = ±1, θi = Ei or θi = Fi, and θ(r)i = θri /[r]q!. It is shown by
Lusztig in Proposition 7.15.(b) [41] that if m > 2n, then fn,m;e = 0. For n = 1, and
m = 3, this is the usual quantum Serre relation given in (4.14). We follow the steps of
Lusztig in his proof. Since fn,m−`;e = 0 for ` ≤ m− 2n− 1, we have
g =
m−2n−1∑
`=0
(−1)`q`(1−m)fn,m−`;1θ(`)i = 0. (4.20)
Using (4.19), we find
g =
m−2n−1∑
`=0
∑
r+s′=m−`
(−1)`+rq`(1−m)+r(2n−m+`+1)θ(r)i θ(n)j θ(s
′)
i θ
(`)
i
=
m∑
s=0
cs θ
(m−s)
i θ
(n)
j θ
(s)
i = 0, s = s
′ + `, r = m− s, (4.21)
where
cs =
m−2n−1∑
`=0
(−1)`+m−sq`(1−s)+(m−s)(2n−m+1)
[
s
`
]
q
,
[
s
`
]
q
=
[s]q!
[`]q![s− `]q! . (4.22)
These are exactly the same as in [41]. But from now on, we will use the cyclic property
as in [27]. We let s = kN + p for 0 ≤ k ≤ bm/Nc, and 0 ≤ p ≤ pk, where for
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0 ≤ k ≤ bm/Nc − 1, pk = N − 1, but pbm/Nc = N{m/N}, with {x} the fractional part
of x. Using (3.55) of [27], namely[
s
`
]
q
=
[
kN + p
`
]
q
= qkN`
[
p
`
]
q
, (4.23)
we rewrite cs in (4.22) as
ckN+p = (−1)m−kN−pq(m−kN−p)(2n−m+1)
m−2n−1∑
`=0
(−1)`q`(1−p)
[
p
`
]
q
. (4.24)
For p ≤ m− 2n− 1, we have
m−2n−1∑
`=0
(−1)`q`(1−p)
[
p
`
]
q
=
p∑
`=0
(−1)`q`(1−p)
[
p
`
]
q
= δp,0, (4.25)
where 1.3.4 of [41], or (3.58) of [27], is used. Consequently, (4.21) can be rewritten as
g =
bm/Nc∑
k=0
pk∑
p=0
ckN+p θ
(m−kN−p)
i θ
(n)
j θ
(kN+p)
i
=
bm/Nc∑
k=0
ckN θ
(m−kN)
i θ
(n)
j θ
(kN)
i +
bm/Nc∑
k=0
pk∑
p=m−2n
ckN+p θ
(m−kN−p)
i θ
(n)
j θ
(kN+p)
i . (4.26)
Since
θ
(kN+p)
i θ
(N−m+2n)
i =
[
kN +N + p−m+ 2n
N −m+ 2n
]
q
θ
(kN+N+p−m+2n)
i , (4.27)
and, for m− 2n ≤ p ≤ N − 1,[
kN +N + p−m+ 2n
N −m+ 2n
]
q
= q(N−m+2n)N(k+1)
[
p−m+ 2n
N −m+ 2n
]
q
= 0, (4.28)
we find
pk∑
p=m−2n
ckN+p θ
(m−kN−p)
i θ
(n)
j θ
(kN+p)
i θ
(N−m+2n)
i = 0. (4.29)
Thus by multiplying θ
(N−m+2n)
i to g, we can get rid of the second term in (4.26), or
0 = gθ
(N−m+2n)
i =
bm/Nc∑
k=0
ckNθ
(m−kN)
i θ
(n)
j θ
(kN)
i θ
(N−m+2n)
i
=
bm/Nc∑
k=0
ckNθ
(m−kN)
i θ
(n)
j θ
(kN+N−m+2n)
i
[
kN +N −m+ 2n
N −m+ 2n
]
q
= (−1)mqm(2n−m+1)
{ bm/Nc∑
k=0
(−1)kθ(m−kN)i θ(n)j θ(kN+N−m+2n)i
}
. (4.30)
If we let n = Q and m = N +Q, then (4.30) becomes
θ
(N+Q)
i θ
(Q)
j θ
(Q)
i = θ
(Q)
i θ
(Q)
j θ
(N+Q)
i . (4.31)
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Now letting n = N +Q and m = 3N +Q in (4.30), we find
θ
(3N+Q)
i θ
(N+Q)
j θ
(Q)
i − θ(2N+Q)i θ(N+Q)j θ(N+Q)i
+ θ
(N+Q)
i θ
(N+Q)
j θ
(2N+Q)
i − θ(Q)i θ(N+Q)j θ(Q+3N)i = 0. (4.32)
In order to show that (4.18) holds, we put θi = E0 and θj = E1 in (4.31), and then
use (4.8) and (4.12). Similarly, from (4.32) we obtain
C
(3N+Q)
0 B
(N+Q)
1 C
(Q)
0 −C(2N+Q)0 B(N+Q)1 C(N+Q)0
+ C
(N+Q)
0 B
(N+Q)
1 C
(2N+Q)
0 −C(Q)0 B(N+Q)1 C(Q+3N)0 = 0. (4.33)
Next we shall prove by induction the identity
C
(jN+Q)
0 B
(Q)
1 C
(Q)
0 = C
(Q)
0 B
(Q)
1 C
(jN+Q)
0 . (4.34)
For j = 1, it is identical to (4.18). Assuming it holds for j, we shall prove it for j + 1.
It is easy to verify that
C
(jN+Q)
0 C
(kN)
0 =
[
kN + jN +Q
jN +Q
]
C
(jN+kN+Q)
0 =
(
k + j
j
)
C
(jN+kN+Q)
0 , (4.35)
so that for k = 1, we have
(1 + j)C
(jN+N+Q)
0 B
(Q)
1 C
(Q)
0 = C
(N)
0 C
(jN+Q)
0 B
(Q)
1 C
(Q)
0
= C
(N)
0 C
(Q)
0 B
(Q)
1 C
(jN+Q)
0 = C
(N+Q)
0 B
(Q)
1 C
(Q)
0 C
(jN)
0
= C
(Q)
0 B
(Q)
1 C
(N+Q)
0 C
(jN)
0 = (1 + j)C
(Q)
0 B
(Q)
1 C
(jN+N+Q)
0 . (4.36)
Thus we have proven (4.34) hold for any j. Furthermore, we can also show
C
(jN+Q)
0 B
(Q)
1 C
(kN+Q)
0 = C
(jN+Q)
0 B
(Q)
1 C
(Q)
0 C
(kN)
0 = C
(Q)
0 B
(Q)
1 C
(jN+Q)
0 C
(kN)
0
=
(
k + j
j
)
C
(Q)
0 B
(Q)
1 C
(jN+kN+Q)
0 =
(
k + j
j
)
C
(jN+kN+Q)
0 B
(Q)
1 C
(Q)
0 . (4.37)
We then can use these formulae to move things around, for example,
x−1,Q(x
+
0,Q)
3 = C
(Q)
0 B
(N+Q)
1 C
(N+Q)
0 B
(Q)
1 C
(N+Q)
0 B
(Q)
1 C
(N+Q)
0 B
(Q)
1
= 6C
(Q)
0 B
(N+Q)
1 C
(3N+Q)
0 B
(Q)
1 C
(Q)
0 B
(Q)
1 C
(Q)
0 B
(Q)
1 . (4.38)
Similarly, we can show
x+0,Qx
−
1,Q(x
+
0,Q)
2 = 2C
(N+Q)
0 B
(N+Q)
1 C
(2N+Q)
0 B
(Q)
1 C
(Q)
0 B
(Q)
1 C
(Q)
0 B
(Q)
1 ,
(x+0,Q)
2x−1,Qx
+
0,Q = 2C
(2N+Q)
0 B
(N+Q)
1 C
(N+Q)
0 B
(Q)
1 C
(Q)
0 B
(Q)
1 C
(Q)
0 B
(Q)
1 ,
(x+0,Q)
3x−1,Q = 6C
(3N+Q)
0 B
(N+Q)
1 C
(Q)
0 B
(Q)
1 C
(Q)
0 B
(Q)
1 C
(Q)
0 B
(Q)
1 , (4.39)
so that
[[[x−1,Q,x
+
0,Q],x
+
0,Q],x
+
0,Q]
= x−1,Q(x
+
0,Q)
3 − 3(x+0,Q)x−1,Q(x+0,Q)2 + 3(x+0,Q)2(x−1,Qx+0,Q)− (x+0,Q)3x−1,Q
= 6
[
C
(Q)
0 B
(N+Q)
1 C
(3N+Q)
0 −C(N+Q)0 B(N+Q)1 C(2N+Q)0 + C(2N+Q)0 B(N+Q)1 C(N+Q)0
−C(3N+Q)0 B(N+Q)1 C(Q)0
]
B
(Q)
1 C
(Q)
0 B
(Q)
1 C
(Q)
0 B
(Q)
1 = 0. (4.40)
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Here (4.33) has been used. Likewise, by different choices of the θi, we can prove
[[[x+0,Q,x
−
1,Q],x
−
1,Q],x
−
1,Q] = 0, [[[x¯
−
0,Q, x¯
+
−1,Q], x¯
+
−1,Q], x¯
+
−1,Q] = 0,
[[[x¯+−1,Q, x¯
−
0,Q], x¯
−
0,Q], x¯
−
0,Q] = 0. (4.41)
Thus we prove the Serre relations for generators of the loop algebra.
4.4. Summary
The weights of the CSOS models given by (2.3) for ` = 2 satisfy the Yang–Baxter
equations (1.6). As a consequence, we were able to show that the eigenvalues of the
corresponding transfer matrix τ 2,j are given by (2.29), in which F (t) is a polynomial
of degree R given in (2.14), with roots xi for i = 1, · · · , R satisfying the Bethe Ansatz
equations (2.30). We then used the functional relations (3.1) to show that the eigenvalues
of the transfer matrices τ `,j of the CSOS model are given by (3.2).
Substituting this result in the functional relations (3.10) for the product of two
transfer matrix eigenvalues, we found that these reduce to (3.11) with the same
polynomial P independent of `. We then examined the various properties of these
eigenvalues, enabling us to show that they are given by (3.23) and (3.27). The
polynomial P(tNq /tNp ) in (3.11) and (3.12) is a polynomial in tNq of degree mE, and
for each root of P , there are two choices of λq, as can be seen from (1.5) and (3.13).
This shows that there are 2mE possible eigenvalues of the transfer matrix associated
with the polynomial F (t).
Since the transfer matrix T (xq, yq) and τ `,j commute with τ 2,j, they have the same
eigenvectors. To each F (t), corresponding to one eigenvalue (2.29) of τ 2,j, there are 2
mE
different eigenvalues of T (xq, yq). This means that the eigenspace associated with this
eigenvalue of τ 2,j has a 2
mE -fold degeneracy. This clearly points to the existence of the
quantum loop algebra in the CSOS model derived from τ 2,j. The transfer matrices τ `,j
of CSOS models with weights (B.4) were shown to have eigenvalues given by (3.2).
From (3.12), we can see that mE = b(jL − L − 2R − Pa − Pb)/Nc. The 2mE -
fold degeneracy in the τ 2,j model was verified by finite-size calculations, with a few
exceptions. As an example, we have found an eigenvalue of τ 2,j associated with a
polynomial F (t) of degree R = 3 for the case of N = 3, L = 6, j = 2 and Q = 1, for
which mE is negative. To understand this anomaly, we have calculated the eigenvalue of
T (xq, yq) and Tˆ (yq, xq) and found Tˆ (yq, xq) = 0 for that case, so that (3.11) still holds.
In Section 4, we first showed that the leading coefficients of the monodromy matrix
of the CSOS models, CL−1, BL, C0 and B1 are related to a jL-dimensional representation
of the affine quantum group Uq(ŝl2). We then showed that the resulting generators of
the loop algebra given by (4.17) indeed satisfy the Serre relations.
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Appendix A. Decomposition of a square
Appendix A.1. The square weight U(a, b, c, d)
Consider the square resulting from the star-weight (1.3) and let
(xq′ , yq′ , µq′) = (yq, ω
`xq, µ
−1
q ). (A.1)
Then the four Boltzmann weights in this square are given by (1.4) and are re-expressed
in terms of the ω-Pochhammer symbol (sometimes called the ω-shifted factorial)
(x;ω)n =
n−1∏
m=0
(1− xωm), (x;ω)−n = 1
(ω−nx;ω)n
, (A.2)
as
Wpq(a− e) =
[
µpyq
µqyp
]a−e
(ωxp/yq;ω)a−e
(ωxq/yp;ω)a−e
,
W p′q(b− e) =
[
ωµp′xp′µq
yq
]b−e
(xq/xp′ ;ω)b−e
(ωyp′/yq;ω)b−e
,
W pq′(e− d) =
[
µpyq
µqyp
]e−d
(ω1−e+dxp/yq;ω)e−d
(ω`−e+dxq/yp;ω)e−d
,
Wp′q′(e− c) =
[
µp′xp′µq
yq
]e−c
(ω`−e+cxq/xp′ ;ω)e−c
(ω−e+cyp′/yq;ω)e−c
. (A.3)
Using the relation
(x;ω)a(ω
ax;ω)b = (x;ω)a+b, (A.4)
we may combine these products as
(ω1−e+dxp/yq;ω)e−d(ωxp/yq;ω)a−e = (ω1−e+dxp/yq;ω)a−d,
(ω−e+cyp′/yq;ω)e−c(ωyp′/yq;ω)b−e = (ω−e+cyp′/yq;ω)b−c+1/(1− yp′/yq),
(ωxq/yp;ω)`−1
/
(ωxq/yp;ω)a−e = (ω1−e+axq/yp;ω)`−1−a+e
= (ω1−e+axq/yp;ω)`−1−a+d(ω`−e+dxq/yp;ω)e−d,
(ω`−e+cxq/xp′ ;ω)e−c = (ω`−e+cxq/xp′ ;ω)e−c−`(xq/xp′ ;ω)`,
(ω`−e+cxq/xp′ ;ω)e−c−`(xq/xp′ ;ω)b−e = (ω`−e+cxq/xp′ ;ω)b−c−`, (A.5)
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so that the star-weight (1.3) can be rewritten as
Upp′qq′(a, b, c, d) =
[
µpyq
µqyp
]α[
µp′xp′µq
yq
]β
(1− yp′/yq)(xq/xp′ ;ω)`
(ωxq/yp;ω)`−1
N∑
e=1
ωb−eJ, (A.6)
where α = a− d, β = b− c, and
J =
(ω1−e+dxp/yq;ω)α(ω1−e+axq/yp;ω)`−1−α(ω`−e+cxq/xp′ ;ω)β−`
(ωc−eyp′/yq;ω)1+β
. (A.7)
Appendix A.2. Upp′qq′(a, b, c, d) for 0 ≤ α ≤ `− 1 and ` ≤ β ≤ N − 1
Now consider the case 0 ≤ α ≤ `− 1 and ` ≤ β ≤ N − 1. We use
(ωax;ω)N = (1− xN) = (ωax;ω)b(ωa+bx;ω)N−b, (A.8)
to flip the denominator in J so that
J = (ω1−e+dxp/yq;ω)α(ω1−e+axq/yp;ω)`−1−α
× (ω`−e+cxq/xp′ ;ω)β−`(ω1−e+byp′/yq;ω)N−1−β
/
(1− yNp′ /yNq ). (A.9)
Using the function Φ introduced in (BBP:3.26)
(ωux;ω)α(ωuy;ω)β =
α+β∑
n=0
unΦ(x, y)α,βn , (A.10)
we find
J =
1
1− yNp′ /yNq
`−1∑
m=0
N−`−1∑
n=0
[
ωd−exp
yq
]m[
ωb−eyp′
yq
]n
× Φ
(
1,
ωαtq
tp
)α,`−α−1
m
Φ
(
1,
ω`−1−βtq
tp′
)N−1−β,β−`
n
. (A.11)
It is easily seen that 0 ≤ n + m ≤ N − 2. Substituting (A.11) into (A.6), we find that
the summation over e yields
Upp′qq′(a, b, c, d) = 0, for 0 ≤ α ≤ `− 1 and ` ≤ β ≤ N − 1. (A.12)
This is the result (BBP:3.17) in [14].
Appendix A.3. Properties of Φ(x, y)α,βn
We shall now express the function Φ defined in (A.10) in terms of basic hypergeometric
series and explore some of its properties. From corollary 10.2.2(c) in [42], we have
n∑
k=0
[n
k
]
(−1)kω 12k(k−1)xk = (x;ω)n,
[n
k
]
=
[n]!
[n− k]![k]! =
(ω1+n−k;ω)k
(ω;ω)k
. (A.13)
Consequently, (A.10) becomes
(ωux;ω)α(ωuy;ω)β =
α∑
k=0
β∑
k′=0
[
α
k
][
β
k′
]
(−1)k+k′uk+k′ω 12k(k+1)+ 12k′(k′+1)xkyk′ . (A.14)
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Letting n = k + k′, we find
Φ(x, y)α,βn = (−1)nω
1
2
n(n+1)
n∑
k=0
[
α
k
][
β
n− k
]
ωk(k−n)yn(x/y)k
= (−1)nω 12n(n+1)
n∑
k=0
[
α
n− k
][
β
k
]
ωk(k−n)xn(y/x)k. (A.15)
We use (A.13), (A.4) and
(x;ω)n = (−1)nω 12n(n−1)xn(ω1−n/x, ω)n, (A.16)
to write [
α
k
]
=
(ω1+α−k;ω)k
(ω;ω)k
= (−1)kωαk− 12k(k−1) (ω
−α;ω)k
(ω;ω)k
,[
α
n− k
]
= (−1)kωnk− 12k(k−1) (ω
1+α−n;ω)n(ω−n, ω)k
(ω;ω)n(ω1+α−n;ω)k
, (A.17)
so that
(−1)nω− 12n(n+1)Φ(x, y)α,βn =
(ω1+β−n;ω)nyn
(ω;ω)n
2Φ1
[
ω−n, ω−α
ω1+β−n
;
xωα+1
y
]
(A.18)
=
(ω1+α−n;ω)nxn
(ω;ω)n
2Φ1
[
ω−n, ω−β
ω1+α−n
;
yωβ+1
x
]
, (A.19)
with basic hypergeometric function 2Φ1. Particularly for β = `− α− 1, we have
Φ(1, ωαy)α,`−α−1n = (−1)nω
1
2
n(n+1) (ω
1+α−n;ω)n
(ω;ω)n
2Φ1
[
ω−n, ω1+α−`
ω1+α−n
;ω`y
]
(A.20)
= (−1)nω 12n(n+1)+αn (ω
`−α−n;ω)nyn
(ω;ω)n
2Φ1
[
ω−n, ω−α
ω`−α−n
;
ω
y
]
. (A.21)
From (A.10) or (A.14), we see that, when 0 ≤ α ≤ `−1, Φ(1, ωαy)α,`−α−1n = 0 for n ≥ `.
Since the basic hypergeometric function in (A.21) is symmetric in n and α, we find
Φ(1, ωny)n,`−n−1α = (−y)α−nω
1
2
α(α+1)− 1
2
n(n+1)
× (ω
`−α−n;ω)α(ω;ω)n
(ω`−α−n;ω)n(ω;ω)α
Φ(1, ωαy)α,`−α−1n . (A.22)
Now we use (A.4) and then (A.16) to write
(ω`−α−n;ω)α
(ω`−α−n;ω)n
= (ω`−α;ω)α−n = (−1)α−nω`(α−n)− 12 (α−n)(α+n+1)(ω1+n−`;ω)α−n,
(ω1−`+n;ω)α−n =
(ω1−`;ω)α
(ω1−`;ω)n
=
(ω;ω)N−`+α
(ω;ω)N−`+n
=
(ω;ω)α(ω
1+α;ω)N−`
(ω;ω)n(ω1+n;ω)N−`
, (A.23)
so that (A.22) can be further simplified to
Φ(1, ωny)n,`−n−1α = (ω
`y)α−n
(ω1+α;ω)N−`
(ω1+n;ω)N−`
Φ(1, ωαy)α,`−α−1n . (A.24)
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Appendix A.4. Identity (3.33) in [14]
The identity (BBP:3.33), which was proven using the star-triangle equations of the chiral
Potts weights, can be rewritten as
Φ(1, ω`−β−1t)N−β−1,N+β−`N−m−1 = (ω
`t)β−m(tω`;ω)N−`
(ω1+β;ω)N−`
(ω1+m;ω)N−`
Φ(1, ωβt)β,`−β−1m . (A.25)
Here we shall present a different proof.
For the root-of-unity case, Theorem 10.2.1 in [42] does not hold. In fact, following
their method, we find instead
N−1∑
n=0
(a;ω)n
(ω;ω)n
xn = N−1
N−1∑
n=0
(ω−nx;ω)n(ax;ω)N−n−1. (A.26)
Since the proof of Theorem 10.10.1 in [42] is based on Theorem 10.2.1, it is not valid
for qN = 1. It needs to be modified to
Theorem 10.10.1 for ωN = 1
2Φ1
[
ωα, ωβ
ωγ
; t
]
= (ωα+β−γt;ω)N−α−β+γ 2Φ1
[
ωγ−α, ωγ−β
ωγ
;ωα+β−γt
]
. (A.27)
Before applying this, we first use (A.19) to derive
Φ(1, ω`−β−1t)N−β−1,N+β−`N−m−1
= (−1)mω 12m(m+1) (ω
1+m−β;ω)N−m−1
(ω;ω)N−m−1
2Φ1
[
ωm+1, ω`−β
ω1+m−β
; t
]
. (A.28)
Next we use (A.27) and then (A.20) to find
2Φ1
[
ωm+1, ω`−β
ω1+m−β
; t
]
= (ω`t;ω)N−` 2Φ1
[
ω−β, ω1+m−`
ω1+m−β
;ω`t
]
= (ω`t;ω)N−`
(ω;ω)β
(ω1+m−β;ω)β
(−1)βω− 12β(β+1)Φ(1, ωmt)m,`−m−1β . (A.29)
Using (A.4), followed by (A.16) for the numerator, we can write
(ω1+m−β;ω)N−m−1(ω;ω)β
(ω1+m−β;ω)β(ω;ω)N−m−1
=
(ω1+m;ω)N−m−1−β
(ω1+β;ω)N−m−1−β
= (−1)N−m−β−1ω(N−m−β−1)[ 12 (N−m−β−2)+m+1] = (−1)m−βω− 12 (m+β+1)(m−β). (A.30)
Substituting (A.29) into (A.28) and using (A.30), we simplify (A.28) to
Φ(1, ω`−β−1t)N−β−1,N+β−`N−m−1 = (ω
`t;ω)N−` Φ(1, ω
mt)m,`−m−1β . (A.31)
Finally we use (A.24) with n = m and α = β to find that (A.31) becomes (A.25).
Appendix A.5. Upp′qq′(a, b, c, d) for 0 ≤ α, β ≤ `− 1.
We see from (A.12), that the square becomes block triangular. We shall first calculate
the upper diagonal block. For β − ` ≤ 0 and (A.2) we find
(ω`−e+cxq/xp′ ;ω)β−` = 1/(ωb−exq/xp′ ;ω)`−β
= (ω`−e+cxq/xp′ ;ω)N−`+β
/
(1− xNq /xNp′ ). (A.32)
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Consequently, (A.9) becomes
J = (1− yNp′ /yNq )−1(1− xNq /xNp′ )−1(ω1−e+dxp/yq;ω)α(ω1−e+axq/yp;ω)`−1−α
× (ω1−e+byp′/yq;ω)N−1−β(ω`−e+cxq/xp′ ;ω)N+β−`
= (1− yNp′ /yNq )−1(1− xNq /xNp′ )−1
`−1∑
m=0
2N−`−1∑
n=0
ω−ne−me
(ωdxp
yq
)m(ωbyp′
yq
)n
×Φ
(
1,
ωαtq
tp
)α,`−α−1
m
Φ
(
1, ω`−1−β
tq
tp′
)N−1−β,N+β−`
n
. (A.33)
Substituting it into (A.6) and using (A.35), we find, for 0 ≤ α, β ≤ `− 1,
Upp′qq′(a, b, c, d) =
(µpyq
µqyp
)α(µqµp′xp′
yq
)β NΩpp′q
(1− xNq /xNp′ )
×
`−1∑
m=0
ω(d−b)m
( xp
yp′
)m
Φ
(
1,
ωαtq
tp
)α,`−α−1
m
Φ
(
1, ω`−1−β
tq
tp′
)N−1−β,N+β−`
N−1−m
, (A.34)
where
Ωpp′q =
(1− yq/yp′)(xq/xp′ ;ω)`
(1− yNq /yNp′ )(ωxq/yp;ω)`−1
. (A.35)
Defining the function Fpq as in [14],
Fpq(`, α,m) =
(µp
yp
)α
xp
m Φ
(
1,
ωαtq
tp
)α,`−α−1
m
, (A.36)
we use (A.31) to rewrite (A.34) as
Upp′qq′(a, b, c, d) = App′q
( yq
µq
)α−β
U
(`)
pp′q(a, b, c, d), (A.37)
where
App′q =
NΩpp′q(ω
`tq/tp′ ;ω)N−`
(1− xNq /xNp′ )
=
N(1− yq/yp′)(xq/xp′ ;ω)`(ω`tq/tp′ ;ω)N−`
(1− yNq /yNp′ )(1− xNq /xNp′ )(ωxq/yp;ω)`−1
, (A.38)
and
U
(`)
pp′q(a, b, c, d) =
`−1∑
m=0
ω(d−b)mµβ−mp′ Fpq(`, α,m)Fp′q(`,m, β). (A.39)
It is more convenient to use (A.39) to calculate the weights of the square. However, for
comparing the lower diagonal block with the upper one, we must use (A.25) in (A.34)
as was done in [14], to find
U
(`)
pp′q(a, b, c, d) =
`−1∑
m=0
ω(d−b)mFpq(`, α,m)Fp′q(`, β,m)
ηq,`,β
ηq,`,m
, (A.40)
with
ηq,`,m = (ω
`tq)
m(ω1+m;ω)N−`. (A.41)
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Appendix A.6. Upp′qq′(a, b, c, d) for ` ≤ α ≤ N − 1 and ` ≤ β ≤ N − 1
To calculate the lower diagonal block and to put it in the same form as the upper block,
it is necessary to use (A.16) in (A.7) and then use (A.8) to obtain
J = ω`(d−c)+2e−b−d(tp/tq)α(tq/tp′)β(xp′/xq)`(xq/yp)`−1(yq/yp′)
×(1− yNp /xNq )−1(1− yNq /yNp′ )−1(ωe−ayq/xp;ω)α(ω1+e−d−`yp/xq;ω)N+`−1−α
×(ω1+e−bxp′/xq;ω)β−`(ω1+e−cyq/yp′ ;ω)N−1−β. (A.42)
We again use (A.10) and (A.35) to express (A.6) as
Upp′qq′(a, b, c, d) =
(µpxp
µqxq
)α(µp′xqµq
yp′
)βNω`(d−c+1)(xp′/yp)`Ωpp′q
(1− xNq /yNp )
×
N−`−1∑
m=0
ω(d−b+`)m
(xp′
yp
)m
Φ
(
1,
ωβtq
tp′
)β−`,N−β−1
m
Φ
(
1,
ω`−1−αtq
tp
)N+`−1−α,α
N−1−m
. (A.43)
Replacing `→ N − `, β = α− ` and t = ω`tq/tp in (A.25), we find
Φ
(
1,
ω`−1−αtq
tp
)N+`−1−α,α
N−1−m
= (tq/tp;ω)`
( tq
tp
)α−`−m
× (ω
1+α−`;ω)`
(ω1+m;ω)`
Φ
(
1,
ωαtq
tp
)α−`,N−α−1
m
. (A.44)
Using (A.36) and tq′ = ω
`tq, we may rewrite (A.43) as
Upp′qq′(a, b, c, d) = Aˆpp′q(xqµq)
β−αω`(d−c)U (N−`)pp′q′ (a− `, b− `, c, d), (A.45)
U
(N−`)
pp′q′ (a− `, b− `, c, d)
=
N−1−`∑
m=0
ω(d−b+`)mFp′q′(N − `, β − `,m)Fpq′(N − `, α− `,m)ηq′,N−`,α−`
ηq′,N−`,m
, (A.46)
where
Aˆpp′q =
(ωµpµp′xpxp′
ypyp′
)`NΩpp′q(tq/tp;ω)`
(1− xNq /yNp )
. (A.47)
Appendix A.7. Functional relation
For the case of cyclic boundary condition, σL+1 = σ1, the product of two transfer
matrices can be written as
TqTˆq′ =
L∏
i=1
Upp′qq′(σi, σi+1, σ
′
i+1, σ
′
i). (A.48)
When the two rapidities q and q′ are related by (A.1), we find from (A.12) that the
squares Upp′qq′ are block diagonal. Then some of the factors in (A.37) and (A.45) cancel
out upon multiplication with the result
TqTˆq′ = A
L
pp′qτ `(tq) + Aˆ
L
pp′qX
`τN−`(ω
`tq), (A.49)
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where, after applying (A.37) and (A.40),
τ `(tq)σ,σ′ =
L∏
i=1
U
(`)
pp′q(σi, σi+1, σ
′
i+1, σ
′
i)
=
L∏
i=1
`−1∑
mi=0
ωσ
′
i−σi+1Fpq(`, σi − σ′i,mi)Fp′q(`, σi+1 − σ′i+1,mi)
ηq,`,σi−σ′i
ηq,`,mi
. (A.50)
Here we have used
∏L
i=1 ηq,`,σi+1−σ′i+1 =
∏L
i=1 ηq,`,σi−σ′i , which is valid because of the cyclic
boundary condition. On the other hand the lower diagonal block is given by (A.46),
where ` ≤ α, β ≤ N −1, so that 0 ≤ α− `, β− ` ≤ N −1− `. By comparing (A.46) with
(A.40), we find that the product of lower diagonal blocks is the τN−`(ω
`tq) in (A.50),
except for a shift of the spins a, b → a − `, b− ` in (A.46). Thus the shift operator X`
shifting all spins by ` must be applied to τN−`(ω
`tq) in (A.49).
Functional relation (A.49) is (BBP:3.46) in [14], or (Baxter:3.5) in [26] with a
simplification of notation due to Baxter. Equation (A.50) is identical to (BBP:3.44a)
with k = 0 and j = `. It is easy to verify that (A.38) and (A.47) agree with
(BBP:3.41), (BBP:3.24), (BBP:3.35) and (BBP:3.36). Comparing (A.38) and (A.47)
with (Baxter:3.5) with its constants given in (Baxter:2.4) and (Baxter:2.5), we find that
the τ ` in [26] is multiplied by a factor (ypyp′)
(`−1)L.
Appendix B. Functional relation in CSOS model
Choosing (xq′ , yq′ , µq′) = (yq, ω
`xq, µ
−1
q ) and (xp′ , yp′ , µp′) = (yp, ω
jxp, µ
−1
p ), we can easily
show that the square Upp′qq′ = 0 for 0 ≤ d − c ≤ j − 1, and j ≤ a − b ≤ N − 1. By
restricting ni = σi − σi+1 to be in the interval 0 ≤ ni ≤ j − 1, the τ `-model in (A.50)
becomes the CSOS model denoted by τ `,j. In this restricted space with 0 ≤ ni ≤ j − 1,
the functional relation (A.49) still holds, but the constants in (A.35), (A.38) and (A.47)
are changed according to
Ωpp′q → Ωpq = (1− ω
−jyq/xp)(1− xq/yp)
(1− yNq /xNp )
,
App′q → Apq = (ω`−jtq/tp;ω)N−`
[
N(1− ω−jyq/xp)(1− xq/yp)
(1− yNq /xNp )(1− xNq /yNp )
]
,
Aˆpp′q → Aˆpq = ω(1−j)`(tq/tp;ω)`
[
N(1− ω−jyq/xp)(1− xq/yp)
(1− yNq /xNp )(1− xNq /yNp )
]
, (B.1)
so that (A.49) becomes,
TqTˆq′ =
[
N(1− ω−jyq/xp)(1− xq/yp)
(1− yNq /xNp )(1− xNq /yNp )
]L
×
[
(ω`−jtq/tp;ω)
L
N−`τ `,j(t) + ω
`[(1−j)L−Q](tq/tp;ω)L` τN−`,j(ω
`t)
]
. (B.2)
From (A.50) we see that the transfer matrix of the CSOS model is given by
τ `,j(t) =
L∏
i=1
U (`,j)pq (σi, σi+1, σ
′
i+1, σ
′
i). (B.3)
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Now the differences of vertical spins are restricted to the values 0 ≤ σi − σ′i ≤ ` − 1,
while the horizontal spin differences are restricted to 0 ≤ σi − σi+1, σ′i − σ′i+1 ≤ j − 1.
Therefore, from (A.39) and (A.36) we find the weights of the CSOS model to be
U (`,j)pq (a, b, c, d) =
`−1∑
m=0
ω(d−b−j)mΦ(1, ωαt)α,`−α−1m Φ(1, ω
m−jt)m,`−1−mβ . (B.4)
Appendix B.1. The functional relations
The τ ` models also satisfy functional relations among themselves, namely [14, 26]
τ `(t)τ 2(ω
`−1t) = Xz(ω`−1t)τ `−1(t) + τ `+1(t) (B.5)
with
z(t) = [ωµpµp′(tp − tq)(tp′ − tq)/(ypyp′)2]L. (B.6)
This is valid for any p and p′, meaning that these relations also hold for the CSOS
model. Consequently, we find the functional relation for the transfer-matrix eigenvalues
of the CSOS models to be
τ`,j(t)τ2,j(ω
`−1t) = ω−Q+(1−j)L(1− ω`−1t)L(1− ω`−1−jt)Lτ`−1,j(t) + τ`+1,j(t), (B.7)
where we have replaced the shift operator X by its eigenvalue ω−Q. Since we have
adopted the convention of multiplication from up to down, the τ 2 matrices here are the
transpose of those in [14, 26].
Appendix B.2. The T-system relations
To show that the T-system functional relations discussed in [37, 38, 39] also hold for
generic τ j models, we may rewrite (B.5) as
τ`−1(ωt)τ2(ω`−1t) = ω−Qz(ω`−1t)τ`−2(ωt) + τ`(ωt). (B.8)
Multiplying both sides of this equation by τ `(t) and using (B.5), we find
ω−Qz(ω`−1t)[τ`−1(ωt)τ`−1(t)− τ`−2(ωt)τ`(t)] = τ`(ωt)τ`(t)− τ`−1(ωt)τ`+1(t). (B.9)
By iteration, we obtain the T-functional relation
τ`(ωt)τ`(t)− τ`−1(ωt)τ`+1(t) = ω−(`−1)Q
`−1∏
j=1
z(ωjt). (B.10)
Appendix C. Relation between the coefficients
As mentioned earlier, there are sixteen quadratic relations between the elements of the
monodromy matrix, with coefficients only depending on the form of the six-vertex model
weights. The first four are [A(x),A(y)] = [B(x),B(y)] = [C(x),C(y)] = [D(x),D(y)] =
0. Two of the relations are given in (1.21) and (1.22), and two very similar ones are
(ωy − x)B(x)A(y) = (ω − 1)xB(y)A(x) + (y − x)A(y)B(x), (C.1)
(ωy − x)D(y)B(x) = ω(y − x)B(x)D(y) + x(ω − 1)D(x)B(y). (C.2)
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Adding (1.21) and (C.1), we find
A(x)B(y) + B(x)A(y) = B(y)A(x) + A(y)B(x). (C.3)
Now we add (C.1) to x times (C.3) to find
x[A(x)B(y)− ωB(y)A(x)] = y[A(y)B(x)− ωB(x)A(y)]. (C.4)
Expanding and equating the coefficients of xmy` in (C.3) and (C.4), we find
BmA` −A`Bm = B`Am −AmB`,
A`Bm − ωBmA` = Am−1B`+1 − ωB`+1Am−1. (C.5)
Similarly, we may use (1.22) and (C.2) to obtain
ωBmD` −D`Bm = ωB`Dm −DmB`,
D`Bm −BmD` = Dm−1B`+1 −B`+1Dm−1. (C.6)
Since B0 = 0, we find by letting ` = 0
A0Bm = BmA0, D0Bm = ωBmD0. (C.7)
Setting m = 1 in the second equation of (C.5), we find
A`B1 − ωB1A` = A0B`+1 − ωB`+1A0 = (1− ω)B`+1A0. (C.8)
From (C.6) and (C.7), we also have
DmB1 −B1Dm = D0Bm+1 −Bm+1D0 = (ω − 1)Bm+1D0. (C.9)
The next four equations
(ωy − x)C(y)A(x) = (ω − 1)xC(x)A(y) + ω(y − x)A(x)C(y),
(ωy − x)A(y)C(x) = (ω − 1)yA(x)C(y) + (y − x)C(x)A(y), (C.10)
(ωy − x)C(x)D(y) = ω(y − x)D(y)C(x) + y(ω − 1)C(y)D(x),
(ωy − x)D(x)C(y) = (y − x)C(y)D(x) + x(ω − 1)D(y)C(x), (C.11)
yield
CmA` − ωA`Cm = C`Am − ωAmC`,
A`Cm −CmA` = Am+1C`−1 −C`−1Am+1,
CmD` −D`Cm = C`Dm −DmC`,
ωD`Cm −CmD` = ωDm+1C`−1 −C`−1Dm+1. (C.12)
For the particular value of m = 0 or ` = 0, and using C−1 = 0, we find
A0Cm = CmA0, ωD0Cm = CmD0,
C0A` − ωA`C0 = (1− ω)C`A0,
C0D` −D`C0 = (ω − 1)D0C`. (C.13)
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The remaining four equations are
(y − x)[D(y)A(x)−A(x)D(y)] = (1− ω)[xC(x)B(y)− yC(y)B(x)], (C.14)
(y − x)[D(x)A(y)−A(y)D(x)] = (ω − 1)[xB(y)C(x)− yB(x)C(y)], (C.15)
(y − x)[C(y)B(x)− ωB(x)C(y)] = (ω − 1)x[D(x)A(y)−D(y)A(x)], (C.16)
(y − x)[C(x)B(y)− ωB(y)C(x)] = (ω − 1)y[A(y)D(x)−A(x)D(y)], (C.17)
Letting y ↔ x in (C.15) and comparing with (C.14) we find
x[C(x)B(y)− ωB(y)C(x)] = y[C(y)B(x)− ωB(x)C(y)]; (C.18)
while letting y ↔ x in (C.17) and comparing with (C.16) we obtain
[A(x)D(y)−D(y)A(x)] = [A(y)D(x)−D(x)A(y)]. (C.19)
Consequently, we have
AmD` −D`Am = A`Dm −DmA`,
C`Bm − ωBmC` = Cm−1B`+1 − ωB`+1Cm−1. (C.20)
From (C.16), we find
C`Bm − ωBmC` = C`−1Bm+1 − ωBm+1C`−1 + (1− ω)[DmA` −D`Am],
= CmB` − ωB`Cm + (1− ω)[DmA` −D`Am]. (C.21)
Since B0 = 0, we find
C0Bm − ωBmC0 = (1− ω)[DmA0 −D0Am]. (C.22)
Using CL = 0, we obtain
C`BL − ωBLC` = (1− ω)[DLA` −D`AL]. (C.23)
Particularly, we find from (C.22) and (C.20) that
C0BL − ωBLC0 = CL−1B1 − ωB1CL−1 = (1− ω)[DLA0 −D0AL]. (C.24)
Putting m = 1 in (C.22), we obtain
C0B1 − ωB1C0 = (1− ω)[D1A0 −D0A1], (C.25)
Setting ` = L− 1 in (C.23), we obtain
CL−1BL − ωBLCL−1 = (1− ω)[DLAL−1 −DL−1AL]. (C.26)
Appendix C.1. Modified Serre relation
We shall now show the modified Serre relation
Ψ = C
(3)
0 B1 −C(2)0 B1C0 + ωC0B1C(2)0 − ω3B1C(3)0 = 0. (C.27)
We first may rewrite Ψ, and then use (C.25) and [3] = 1 + ω + ω2, to find
Ψ = C20[C0B1 − ωB1C0] + (ω − [3])C0[C0B1 − ωB1C0]C0
−ω2[C0B1 − ωB1C0]C20 = (1− ω)[C0H− ω2HC0], (C.28)
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where
H = C0(D1A0 −D0A1)− (D1A0 −D0A1)C0. (C.29)
Now we use (C.13) to find
H = (C0D1 −D1C0)A0 + D0(A1C0 − ωC0A1)
= (ω2 − 1)D0(A0C1 −A1C0). (C.30)
Substituting (C.30) into (C.28) and using (C.13), we prove (C.27), as
Ψ = (1− ω)(ω2 − 1)ωD0[(1− ω)A0C1C0 − (C0A1 − ωA1C0)C0] = 0. (C.31)
Similarly, we can show
C0B
(3)
1 −B1C0B(2)1 + ωB(2)1 C0B1 − ω3B(3)1 C0 = 0,
C
(3)
L−1BL −C(2)L−1BLCL−1 + ωCL−1BLC(2)L−1 − ω3BLC(3)L−1 = 0,
CL−1B
(3)
L −BLCL−1B(2)L + ωB(2)L CL−1BL − ω3B(3)L CL−1 = 0. (C.32)
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