ABSTRACT In order to ensure the basic security of wireless sensor networks (WSNs), a block encryption algorithm based on chaotic substitution box (S-box) is proposed. In this paper, we generated a new S-box based on the compound chaotic map, sinusoidal chaotic map, Baker map, and linear congruence generator. In addition, the limited computing power and communication capability of WSN are also considered in this paper. The method of generating round subkeys and F function is constructed based on the S-box. The extensive security and performance tests show that the proposed encryption algorithm has high security and low resource consumption which is suitable for WSN.
I. INTRODUCTION
With the development of wireless communication and computing devices, wireless sensor nodes have become the focus of attention because of their perceptual, processing and transmission capabilities. Wireless Sensor Networks (WSN) is composed of multiple wireless sensor nodes, which has the advantages of low power consumption, low cost, distributed protection, self-organization and so on. Therefore, WSN is mainly used in environmental and medical monitoring, military surveillance, intelligent transportation and so on. In this case, WSN nodes typically work in an untrusted environment. These characteristics make the development of security mechanism more fragile and complex.
Currently, researches on WSN security focus on key management, authentication protocol, encryption algorithm, secure routing, intrusion detection, dos attack and access control [1] - [7] . To meet the basic security requirements and characteristics of WSN, the defensive measure discussed here is information encryption technology. The low computing power, limited storage resources and less energy of WSN lead to high requirements for encryption algo-
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rithm. So many researchers begin to design light-weight crypto-algorithms [2] , [8] , [9] , [11] - [13] . But encryption algorithms about WSN are still less. Chaotic sequences can be characterized by periodicity, divergence, boundedness, and sensitivity to initial values, which are closely related to cryptography. By analyzing the characteristics of chaotic stream ciphers and chaotic block ciphers, we find that the consumption of chaotic block ciphers is low, so it is more suitable for WSN. With the development of chaos theory, chaos is a stochastic process of nonlinear dynamic systems, which makes chaos widely used in cryptography research, which provides a new direction-a novel chaotic cipher for WSN. Jan [14] uses chaotic maps to generate a secure, lightweight digital image encryption scheme. The image encryption scheme based on chaotic mapping and orthogonal matrix solves the problem that traditional image encryption schemes cannot deal with big data such as noise tolerance and compression [15] . An improved image encryption scheme based on nonlinear chaos algorithm and replacement box is proposed [16] . Khan et al. [17] has improved the gingerbread-man chaotic map and S 8 permutation to solve its security problems.
Considering the cost of memory and efficiency, a novel lightweight encryption method based on the chaotic S-box suitable for the WSN (WSN_CSB) is proposed in this paper.
We prove the characteristics of some chaotic mapping and proposes new S-Box approaches based on chaotic mapping. We propose the new method of generating the round subkeys and F function using the S-Box as the nonlinear parts. Lastly, we can choose the algorithms for the WSN application environment. Performance analysis, including speed, statistics and avalanche analysis, information entropy analysis, confusion and diffusion analysis, shows that the algorithm can work safely. Compared with RC5, RC6, Skipjack and AES-Rijndael [18] , the algorithm has the advantages of more convenient software implementation and less storage space.
The rest of the paper is structured as follows. In the second section, a new S-box is constructed by combining several chaotic maps, linear congruence generator and Baker map. Then the performances of the S-box are analyzed. Section 3 proposes a novel block encryption based on the chaotic S-box-WSN_CSB. In Section 4, we verify the security of the new encryption scheme through cryptanalysis and experiments. Lastly, the paper is concluded in section 5.
II. DESIGN AND ANALYSIS OF S-BOX A. CHAOTIC MAPS
In this section, we use these two chaotic functions: f 0 (x) = 16x 5 − 20x 3 + 5x and f 1 (x) = 8x 4 − 8x 2 + 1 whose chaotic intervals are both [-1,1] . Moreover, the sinusoidal chaotic function g(x) = π sin x is introduced whose chaotic interval
The compound chaotic function is constructed as follows:
Lyapunov exponent reflects the sensitivity to initial conditions and the randomness of the signal. Approximate entropy is a method of measuring system complexity, which reflects the positive predictive power of data. With the increase of approximate entropy, the corresponding time series become more complex and random with the extension of the period. Table 1 shows that the selected maps are very sensitive to initial values and complexity. Therefore, they will be used to produce chaotic sequences. A good chaotic system needs to have significant initial value sensitivity. x 0 = 0.1234 and x 0 = 0.1234 + 10 −11 are selected as the initial values. Under the same conditions, the iterations are 100 times, and two chaotic sequences are obtained as shown in FIGURE 1. From the long-term behavior of the system, the system has good key sensitivity. 
B. DYNAMIC COMPOUND CHAOTIC SEQUENCES GENERATOR
The compound chaotic function proposed is generated as follows:
One of the functions will be selected to dynamically generate a chaotic binary sequence. With the method of trajectory conversion, the system has more randomness. If we get a value less than 0 after n-1 iterations, we will put the last value into the function f 0 . Otherwise, we will put the last value into the function f 1 . By using this method, we could produce random sequences {x k } ∞ k=1 . The detailed steps are shown as follows:
Step1: Input two initial parameters x 0 and y 0 .
Step2: Calculate x = (x 0 + y 0 )/2. If x < 0, choose f 0 (x) to output the iterative value, else choose f 1 (x). Then go to the Step3.
Step3: Use x 0 = f 0 (x 0 ) and y 0 = f 1 (y 0 ) to update x 0 and y 0 .
Step4: If i <= n (n is the number of sequence value), go to the Step2. Otherwise, go to the end.
C. LINEAR CONGRUENCE GENERATOR
Linear congruence generator (LCG) is the most common and simple method for generating random sequences which can be represented as:
where the initial value x 0 must satisfy 0 ≤ x 0 < M and M > 0. A is the multiplier, 0 < A < M . B is the increment, 0 ≤ B < M . If B=0, the Eq. (3) By introducing the LCG, we can generate random sequences {LCGs(k)} ∞ k=1 .
D. S-BOX GENERATION METHOD
This paper presents another simple method for obtaining random chaotic S-box based on the dynamical compound chaotic sequence generator, the sinusoidal chaotic map and the LCGs. We introduced the image scrambling method and exploited the randomness of chaotic system. The method is illustrated as follows:
The initial value of dynamic compound chaotic system is x, we can produce a real chaotic sequence {x k } ∞ k=1 . Firstly, the chaotic range [−1,1] is divided into N (where
, where
where
.
2) DIGITIZATION OF THE SINUSOIDAL CHAOTIC SEQUENCE
The sinusoidal chaotic mapping is defined by f (x) = π sin x in I = [0, π]. Through the chaotic map we can produce a chaotic pseudo-random sequence {y k } ∞ k=1 . We can get
3) DESIGN OF PRELIMINARY S-BOX
The discrete chaotic sequences can be obtained by using the above method, expressed as
. Then the S-box was generated by Eq. (7) with the discrete chaotic sequences
Then we convert S(k) into a corresponding value x (valued in [0, 255]) by mod(S(k), 256). If the region has been traversed, then we would repeat the operation until traversing all the 256 regions. Last, translate them into the form of 16 × 16, which is the 8 × 8 preliminary S-box.
4) SCRAMBLING THE S-BOX
Finally, we scrambled the S-box by the method of image scrambling. Here, Baker map is a commonly chaotic system. Its continuous chaotic map is as follow:
The Baker map contains two operations: stretch and fold. But the baker mapping should be discretized firstly. It is described as follows:
where M , N represent the rows and columns, respectively. Here, M = N = 16, (x, y) is the coordinates of the original data in the table and x , y is the coordinates of the modified data in the table. So, we can get a more safe and reliable 8 × 8 S-box.
E. PERFORMANCE ANALYSIS OF THE GENERATED S-BOX
, linear2 = 365 in the proposed scheme. The S-box is shown in Table 2 . In addition, some state-of-the-art chaotic based S-boxes in [19] - [22] which are chosen to compare with our S-box. The proposed S-box is analyzed with these standard: bijective property, nonlinearity, strict avalanche criterion (SAC), outputs bit independence criterion (BIC), equiprobable input/output XOR distribution, Linear approximation probability (LP) and maximum expected linear probability (MELP). 
1) BIJECTIVE PROPERTY
For an n × n S-box, a method was introduced to calculate the bijective property. If the Boolean functions
an S-box satisfy the Eq. (10), f i has the bijective property:
where a i ∈ {0, 1}, (a 1 , a 2 , · · · a n ) = (0, 0, · · · 0) and wt() is the Hamming weight, each f i basically satisfies 0/1 balance which proves that the S-box is bijective. Generated S-box of the paper has all different output values from interval [0, 255], so it satisfies the requirement of bijective property.
2) NONLINEARITY
In fact, nonlinearity can be measured by the Walsh spectrum which is defined as follows:
where ω ∈ GF(2 n ), x · ω is the dot product between x and ω, it is defined as
Therefore, the nonlinearity is calculated according to Eq.(13)
The nonlinearity of the generated S-box and the S-boxes in [19] - [22] are shown in Table 3 . Table 3 compares the nonlinear criteria of the proposed method with other chaoticbased S-box methods. As can be seen from Table 3 , in addition to Asim's S-box [22] , the proposed method produces an average value that is greater than the average of the other S-boxes. Therefore, the proposed S-box has good nonlinearity. 
3) STRICT AVALANCHE CRITERION
The strict avalanche criterion (SAC) was first introduced by Webster and Tavares. Whenever a single input bit x is replenished, each of its output bits should change with a half probability, then the criterion is met. Typically, testing the SAC characteristics of the S-box requires the use of a dependency matrix. If the average of each element and matrix is close to the ideal value of 0.5, then the S-box is considered to satisfy almost SAC. The dependency matrix is used to test the SAC of the S-box. If each element P i,j of the matrix is close to the ideal value 0.5, the S-box almost fulfills the SAC.
where
and let (·) T denote a matrix transpose. Then
In addition, Eq. (16) is used to estimate offsets of the dependence matrices.
The dependency matrix offset of the S-box produced by the proposed method is 0.02976, and the average is 0.4976, which is very close to the ideal value 0.5. In addition, the offset matrix of the S-box proposed as well as the above S-boxes are shown in Table 4 . Based on these values, it is concluded that the proposed S-box has a better SAC. 
4) OUTPUT BITS INDEPENDENCE CRITERION
The Bit Independence Standard (BIC) specifies that when any single input bit changes, the output bits should change independently. Calculating the correlation coefficient between the couplings is to measure the degree of independence between pairs of avalanche variables.
Suppose the Boolean functions in the S-box are f 1 , f 2 , . . . f n . Studies have shown that if the Boolean functions of two output bits f j and f k satisfy BIC, the nonlinearity and strict avalanche criterion should also be met by Table 5 illustrates the comparison results of BIC-SAC and BIC-nonlinearity. As can be seen from Table 5 , the results of the comparison show that the S-box has a good BIC. The BIC-nonlinearity value of the proposed S-box is bigger than that of other S-boxes, it can be concluded that the output bit independence criterion is fulfilled based on these results.
5) EQUIPROBABLE INPUT/OUTPUT XOR DISTRIBUTION
Biham and Shamir [23] introduced differential cryptanalysis. The attack is based on the utilization of the imbalances in the input/output XOR distribution table. For a S-box, the output changes can be gained from the knowledge of the input changes, each output XOR must occur with equal probability for each input XOR. This means that if the S-box has an equal probability input/output XOR distribution, the S-box is not affected by the differential attack.
Let
So η is the differential uniform of S(x). In addition, the input differential x must map to an output differential y ensuring equal probability for all patterns. The differential approximation probability for a given map f is and is defined as
which is a measure of differential uniformity. X is the set of all possible input values and 2 n is the number of its elements. DP f is the maximum probability of output difference y, when the input difference is x.
The equiprobable input/output XOR distribution of generated S-box is presented in Table 6 . For the convenience of comparison, DP f of other S-boxes are included in Table 7 . The DP f of our S-box is only 3.906%. In conclusion, the proposed S-box can resist the differential attack.
6) LP AND MELP
Linear approximation probability (or probability of bias) of a given S-box is explained as where a and b are input and output masks, respectively, X is the set of all possible inputs, and 2 m is the number of its elements. Maximum expected linear probability (MELP) can be described by
The LP and MELP of the generated S-box and that of the S-boxes in [19] - [22] are calculated according to Eq. (19) and Eq. (20) . Table 8 shows the results. According to the data, all the S-boxes meet the encryption requirement of LP and MELP. Furthermore, the difference in LP between the proposed S-boxes is smaller than that of other S-boxes. MELPs are close to each other. So, the S-box of the paper has slightly better performance. 
III. DESIGN OF ENCRYPTION ALGORITHM
Our encryption algorithm is a block cipher, using the classical Feistel structure. According to the characteristics of wireless sensors, the algorithm selects 32-bit input/output length and 128-bit key length.
A. STRUCTURE OF ENCRYTION ALGORITHM
According to the characteristics of WSN nodes, a new block cipher is adopted in this paper. Feistel network is a popular overall structure of block cipher. Confusion and diffusion are the main principles to design the cipher. The structure of Feistel network is shown in FIGURE 2. The encryption formula is as follows:
r is a number of rounds) are all the 32-bits data block. In addition, the final round of Feistel network need not be exchanged for high and low byte. Through the experiment, the degrees of diffusion and confusion are very good when the number of rounds is 3. But the encryption round is 13 considering the security and the implementation speed of the algorithm.
B. KEY SCHEDULE
In this encryption algorithm, the subkeys are generated by the key scheduling algorithm at every round of encryption algorithm. Based on the key extension algorithm of SM4, the key scheduling reduces the system parameters and fixed parameters. This method reduces the storage capacity but does not affect the security. The algorithm has a 128-bit master key defined as
2 . Z e 2 refers to an e-bits vector set. Z 32 2 represents a word and Z 8 2 represents a byte.
). T function contains two operations: linear operation L(.) and nonlinear operation τ (.). Based on these operations, we can produce the round subkeys rk i to design the encryption algorithm.
1) NONLINEAR OPERATION τ (.)is designed by the S-box. Supposing the input
2 ) 4 and output
2) LINEAR OPERATION
The input data of linear operation is the output data of nonlinear operation. If the input data is B, then
3) PRODUCING THE ROUND SUBKEYS
The round subkeys are rk i = (rk i 0 , rk i 1 , rk i 2 , rk i 3 ) ∈ (Z 8 2 ) 4 . The method of producing the round subkeys is 
OUTPUT:
The round subkeys: 3. (a 0 , a 1 , a 2 , a 3 
F function is an important part of the block cipher algorithm, and the more complicated the round function is, the more difficult it is to decipher. The structure of F function is shown in FIGURE 3.
In FIGURE 3, ⊕ means a bitwise XOR and + means addition operation for module 2 8 . K r1 , K r2 , K r3 , K r4 is the round subkey respectively. In the F function, the method applies simple rotation and nonlinear operations such XOR, cyclic shift, modules plus. It increases the efficiency of algorithm. 
D. STRUCTURE OF DECRYPTION ALGORITHM
In cryptography, the Feistel structure is a symmetric structure used in block ciphers. The advantage of Feistel is that it is a symmetric cryptosystem, so the process of encrypting and 53084 VOLUME 7, 2019 decrypting information is very similar or even identical. The decryption formula is as follows:
IV. EXPERIMENTAL TESTS AND SECURITY ANALYSIS A. IMPLEMENT OF ENCRYPTION AND DECRYPTION ALGORITHM
In this paper, we choose the temperature text to implement. FIGURE 3 shows the results. Its 128-bit master key is D1A4CFB17BBD166C2D957903653218C7. In the decryption process, we can see that the original data could not be decrypted correctly when the key is changed, so the cipher algorithm possesses excellent performance of sensitive dependence on initial conditions.
B. STRUCTURE ANALYSIS
The structure of WSN_CSB is based on the Feistel structure, and its design considers security and cost factors. These factors are very important in the design of WSN cryptographic algorithms. In terms of implementation, the most important consideration is the space requirements when implemented in hardware-based software. The Feistel structure is a suitable choice for reducing the complexity of the encryption algorithm and the number of S-boxes. In this paper, we choose the novel S-box and linear operations to design the Ffunction. Although the method consumes more space, but the efficiency is improved greatly.
C. KEY SCHEDULE ANALYSIS
The WSN_CSB algorithm improved the method of key expansion though applying simple rotation and nonlinear operations to generate the round subkeys. It increases the efficiency of algorithm, but the security has not been lowered down.
The algorithm has a 128-bit master key, so the cardinality of the key space of the WSN_CSB can be increased to 2128. Thus, considering the current computing power, it is temporarily impossible to successfully decrypt the WSN_CSB by a strong attack on a key or a dictionary attack or the like.
D. CIPHERTEXT STATISTICAL ANALYSIS
In general, a statistical analysis of a block cipher consists of several aspects: ''0-1'' balance, the distribution of ASCII values and entropy test. The ''0-1'' balance mentioned here means the number relationship of 0 and 1. Its formula is:
where k 1 , k 2 represent the number of 0 and 1, respectively, n is the sum of 0 and 1. The closer this value ε is to 0, the better the balance is. Table 9 shows the values ε of different ciphertexts with different lengths with the change of encryption algorithm. From Table 9 , we can see that the ''0-1'' balance of WSN_CSB is closer to 0 than other encryption algorithms such as RC5, RC6, AES-Rijndael and Skipjack.
2) STATISTICAL CHARACTER FREQUENCY
Statistical character frequency is an effective attack method in cryptographic analysis. Because of the high frequency of some characters and the low frequency of some characters, the information can be analyzed effectively by the statistical analysis of the characters. The statistical characteristic frequency value is close, and the analysis is difficult. Figure 4 shows the statistical distribution of these characters in plaintext and ciphertext.
From FIGURE 5, the ideal value of statistics character frequency is 3.90625 × 10 −3 , the results of the characters floating near the ideal value and the values is between 3.85 × 10 −3 and 3.95 × 10 −3 . Through the analysis, we can see that the ciphertext has highly secure and can resist the statistic attack.
3) INFORMATION ENTROPY
Information entropy represents the occurrence probability of discrete random events. More disorderly the system is, larger the information entropy is. In this paper, we have taken the cipher sequence as the discrete random event. By Eq.(26), we can see the details of entropy.
where P(s i ) is the probability of s i . In this test, we divide the ciphertext into several Bytes, that is 8 bits. If the sequence distribution is ideally random and uniform, the information entropy value is 8. The closer the information entropy is to 8, the more chaotic the system is. From Table 10 , we can see the entropy value of WSN_CSB is close to 8 higher than those of other four algorithms.
E. SP800-22 TEST SP800-22 test, a test suite of 16 tests provided by the National Institute of Standards and Technology (NIST), is designed to test the randomness of arbitrary binary sequences. As can be seen from are greater than the significance level α = 0.01, and there are 7 tests (Frequency, Block Frequency, Runs, FFT, NonOverlapTemplate, Serial, Linear Complexity) whose P-value exceeds 0.5, so it is proved that the discretized chaotic sequences random. During the test for the SP800-22, 10000000 bits are divided into 100 groups that are analyzed. The final test results for WSN_CSB are shown in Table 11 .
F. DIFFUSION AND CONFUSION ANALYSIS
In the block cipher algorithm, the completeness, avalanche effect and strict avalanche effect can also explain the security performance of the algorithm in a certain way. These performances are collectively referred to as non-linearity. The specific description and test are as follows. Let F : F n 2 → F m 2 be a multiple output function, which means that there is an m-bit output corresponding to the n-bit input. Suppose the input vector is X = ( (For i =1,2,. . . ,n) denote the i-th bit change of X. For the corresponding input vector, then the binary output vectors of X and X (i) are denoted as F(X ) and F(X (i) ), respectively. Wherein, the input vector of F is taken from T (T ⊂ Z n 2 ), and the number of input vectors is denoted as #T . The Hamming distance of X is the number of different bits of the non-zero vector, denoted as W H (X ). (including plaintext, ciphertext). This property is called completeness. Its mathematical expression is as follows:
and a ij represents the sum of the number of corresponding bits in the output vector after the two input vectors with different i-th bits are encrypted.
Definition 2: For F : F n 2 → F m 2 , the effect of half the output vector number can be achieved by changing one bit of the input vector. This feature is called the avalanche effect. There are two mathematical expression.
where b ij = #{X ∈ T |W H (F(X ) ⊕ F(X (i) )) = j} denotes the vector sum of the output vector Hamming weight difference j after the two input vectors of the i-th bit are encrypted. Definition 3: For F, if any change in the initial input (plaintext, key) causes with a change of 50% of the output bits, this function satisfies the strict avalanche effect (referred to as SAC), as in the following equation Since different algorithms have different input and output parameters, key digits, and number of iterations, when the test is performed, 120000 sets of 32-bit unsigned random numbers are input, and tested according to different algorithms. Table 12 shows the metrics for the explicit confusion based on the explicit confusion of several encryption algorithms. Table 13 shows the metrics for the key-based diffusion obfuscation characteristics of several encryption algorithms. From these two tables, we can see that the nonlinear metrics of several encryption algorithms are close to the ideal value, and can achieve good confusion and diffusion characteristics.
The results for 4 with the round times are depicted in FIGURES 6(a-d) . From FIGURE 6, we can see that WSN_CSB starts meeting the basic diffusion requirement from the 3th round, but suffers slightly in terms of SAC.
From the Tables and Figures mentioned above, we can see that the degrees of diffusion and confusion are closer to the ideal value with the increase of number of encryption round. WSN_CSB starts meeting all requirements from the 3th round and also achieves excellent consequence. 
G. SPEED AND STORAGE SPACE ANALYSIS
In the WSN, in addition to the above security considerations, we must also consider other issues, including storage space and speed. Storage space and speed can reflect on the energy consumption. The proposed algorithm is implemented by software. The simulator's test platform is the CC2430, a system-on-a-chip (Soc) with an industry-standard enhanced 8051 MCU, 128K flash, 8K RAM, and running at 32 MHz. The values of storage space and speed are shown in Table 14 . Table 14 illustrates that the WSN_CSB preforms much better than the RC5 in the running time and speed of the encryption algorithm on the premise that meeting the storage space. With the exception of RC5 and WSN_CSB, the other three encryption algorithms cannot be run on resource-constrained emulators.
V. CONCLUSION
A novel block encryption algorithm based on S-box for WSN is proposed. Firstly, a new S-box is designed by using compound chaotic map, sinusoidal chaotic map, Baker map and linear congruence generator. Theoretical and practical analysis shows that the proposed S-box has high security. Then, a new generation method of circle subkeys and F functions based on S-box is designed. Speed, statistics and avalanche analysis, information entropy analysis, confusion and diffusion analysis show that the encryption algorithm has higher security and lower resource consumption. Therefore, the block cipher algorithm can be well applied to WSN. In the future, we will study the key management technology based on the WSN encryption technology, which can fully guarantee the security of the wireless sensor network data and the security of the entire network. 
