A conservative irrational pseudo-rotation of the two-torus is semi-conjugate to the irrational rotation if and only if it has the property of bounded mean motion [1] . (Here 'irrational pseudo-rotation' means a toral homeomorphism with a unique and totally irrational rotation vector.) The aim of this note is to explore this concept some further. For instance, we provide an example which shows that the preceding statement does not hold in the non-conservative case. Further, we collect a number of observations concerning the case where the bounded mean motion property fails. In particular, we show that a non-wandering irrational pseudo-rotation of the two-torus with unbounded mean motion has sensitive dependence on initial conditions.
Introduction
We denote by Homeo0(T d ) the set of homeomorphisms of the d-dimensional torus which are homotopic to the identity. An important topological and dynamical invariant for this class of maps is given by the rotation set. Given f ∈ Homeo0(T d ) with lift F :
The set ρ(F ) is always compact, and if d = 2 it also convex [2] . At least in dimension two, it is well-known that the shape of ρ(F ) is closely related to the dynamical properties of f . For instance, if ρ(F ) has non-empty interior, then all rational rotation vectors in int(ρ(F )) are realised by periodic orbits [3] , the topological entropy of f is strictly positive [4] and the rotation set is continuous in f with respect to the topology of uniform convergence [5] (in general, the dependence on f is only upper semi-continuous). In contrast to this, the situation is less well-understood when the rotation set is 'thin', meaning that it has empty interior. A particular case is that of an (irrational) pseudorotation, which is defined as a toral homeomorphism f whose rotation set is reduced to a single (totally irrational) rotation vector ρ. In this situation, we say f has bounded mean motion, if the deviations from the constant rotation (1.2) D(n, z) := F n (z) − z − nρ are uniformly bounded in θ, x and n. This notion already played an important role in the description of the dynamics of certain skew product transformations, like quasiperiodically forced circle homeomorphisms [6, 7, 8] and almost periodically forced circle flows [9, 10] . The fact that it is equally important for understanding, and classifying, the possible dynamics of irrational pseudo-rotations is documented by the following statement.
Theorem 1.1 ([1]). Suppose f ∈ Homeo0(T d ) is minimal, or d = 2 and f is conservative. Then f is semi-conjugate to an irrational rotation on the d-dimensional torus if and only if it is an irrational pseudo-rotation with bounded mean motion.

T. Jäger
At least of the minimal/conservative case, this result suggests to divide irrational pseudo-rotations into two classes, those with and those without bounded mean motion. However, the usefulness of such a dichotomy will strongly depend on the information which can be deduced from the unboundedness of mean motion. Furthermore, it would certainly be desireable to weaken the recurrence assumption if possible.
In other words, Theorem 1.1 raises two obvious questions: (i) What happens in the non-minimal/dissipative case? (ii) What happens if the bounded mean motion property fails? While being far from giving a complete picture, the aim of this note is to collect a number of results and observations related to these two questions.
Concerning the first, we will provide examples of irrational pseudo-rotations with bounded mean motion which are not semi-conjugate to an irrational rotation (see Section 2) . These examples have a very simple structure, namely they are skew-products over Denjoy counterexamples, with rotations on the fibres. Hence, they are still semi-conjugate to a onedimensional irrational rotation, and they have very bad recurrence properties, since they admit homotopically non-trivial wandering open sets. We have to leave open here whether more sophisticated examples without these two properties exist. In particular, it is still possible that the assumptions in Theorem 1.1 could be weakened to some extent, for example to the non-existence of wandering open sets.
In order to address the second question, we will first of all consider the behaviour of the quantities Dn(θ, x) themselves in the case of unbounded mean motion. This is motivated by the fact that a good understanding of this behaviour already turned out to be crucial in the theory of the skew product transformations mentioned above. However, in order to obtain a good picture, some recurrence assumption on the system is needed. The best description can be given for minimal systems (see Section 3). Skew-products over Denjoy counterexamples allow again to demonstrate that a number of natural properties that hold in the minimal case cannot be expected in general.
Finally, in Section 4 we show that for an irrational pseudo-rotation of the two-torus without wandering open sets, the unboundedness of mean motion implies sensitive dependence on initial conditions. The interest of this result lies in particular in the fact that it demonstrates how the unboundedness of mean motion allows to obtain further information about the dynamics of the system. Notation and terminology. For the sake of readability, we will use a number of conventions which might not be absolutely consistent from a strictly formal point of view, but should not cause any ambiguities and greatly simplify notation. For example, we will identify points in T d with their lifts whenever the particular choice of the lift does not matter. Whenever there is a canonical distance function on a metric space, we will denote it by d. In the case of R, R d or T d , this will always be the usual Euclidean distance. The ε-neighbourhood of a point z in a metric space X will be denoted by Bε(z) = {x ∈ X | d(z, x) < ε}. The Euclidean length of a vector v ∈ R d will simply be denoted by v . Given a vector v ∈ R d and a subset S ⊆ R d , we let S +v := {s+v | s ∈ S}. Quotient maps like R → T 1 or R d → T d will all be denoted by π, in product spaces πi will be the projection to the respective coordinate. The rotation on T d by an element ρ ∈ T d will be denoted by Rρ, as well as the translation by a vector ρ ∈ R d on R d . over the wandering intervals can then be modified, without affecting the rotation set, in order to produce some irregular behaviour. Since we will employ this basic construction several times, we first want to give a brief outline. Given a rotation vector ρ = (ρ1, ρ2) ∈ (R \ Q) × R, we choose an orientation-preserving circle homeomorphism g with rotation number ρ(g) = ρ1 and unique minimal set M T 1 . Further, we choose some continuous function β : T 1 → R which satisfies β(x) = 0 ∀x ∈ M and define (2.1)
This yields an irrational pseudo-rotation f with unique rotation vector ρ. One way to see this is to note that any f -invariant measure µ must project down to the unique g-invariant measure ν. Hence, the topological support of µ is contained in the set M × T 1 . On this set, the replacement function D(1, z) = F (z) − z (defined via a suitable lift F of f ) is constant and equal to ρ, and therefore R T 2 F (z) − z dµ = ρ for all f -invariant measures µ. This implies ρ(F ) = {ρ} as claimed. The important point is that on the set M c the function β can still be chosen arbitrarily in order to produce the desired phenomena.
As a first application of this construction, we prove the following:
which has rotation vector ρ and bounded mean motion, but which is not semi-conjugate to the irrational rotation Rρ.
We will actually carry out the construction only in dimension d = 2, but the modifications for the general case are minor. Before we turn to the proof, we need the following lemma.
(a) If f has a unique minimal set, then the semi-conjugacy ψ can be chosen such that
Proof. The argument is a slight variation of the one in [11, Section 4.14] . Choose lifts G, Φ, F and Ψ of the maps g, φ, f and ψ to R and R 2 , respectively, such that
We claim that the function η = π1 • Ψ − Φ • π1 is constant. In order to see this, note first that
Hence η is F invariant, and we can interpret it as a f -invariant function T 2 → R. Since η is continuous, it follows first that it must be constant on the unique minimal set of f , and since any point must contain this minimal set in its ω-limit, η must be constant everywhere. Composing Ψ with a rotation in the x-direction, we can assume that η = 0. This proves part (a). Now assume that f is of the form (2.1). Let µ = Leb T 1 • φ. Then µ is g-invariant, and µ × Leb T 1 is f -invariant. Furthermore, ψ has to map µ × Leb T 1 to the unique Rρ-invariant measure Leb T 2 . This means that for µ-a.e. x, the map ψx : y → π2 • ψ(x, y) must preserve Lebesgue measure and hence be a rotation. By continuity, this is true for all x ∈ supp(µ) = M . Using the notation fx(y) = π2 • f (x, y), this further implies that for all x ∈ M there holds
Thus the rotations ψx and ψ g(x) are the same, and using continuity of ψ and minimality of M once more we obtain that x → ψx is constant on M . Composing ψ with a rotation in the y-direction, we may therefore assume that ψx = Id T 1 ∀x ∈ M , which proves statement (b).
Proof of Proposition 2.1. As mentioned, we give the proof in dimension 2. Let ρ = (ρ1, ρ2) be totally irrational and define f as in (2.1), where we choose β as follows. First, let (αn) n∈N be a sequence of real numbers, such that
Further, fix some x0 ∈ (a0, b0) and let xn = g n (x0). Choose a continuous function β0 : I0 → [0, 1] which satisfies β0(a0) = β0(b0) = 0 and β0(x0) = 1. Then define
Property (ii) of the αn then implies that f has bounded mean motion. We claim that f cannot be semi-conjugate to the irrational rotation Rρ. Suppose for a contradiction that ψ is a semi-conjugacy between f and Rρ. By Lemma 2.2, we can assume that ψ is of the form ψ(x, y) = (φ(x), ψx(y)), where φ is a semi-conjugacy between g and Rρ 1 , and ψx = Id T 1 ∀x ∈ M . Due to uniform continuity, there exists δ > 0, such that for all
On the other hand, there holds π2 •f n (x k , 0) = P k+n−1 i=k αi mod 1. Hence, due to properties (i), (iii) and (iv) above there exist infinitely many n ∈ N, such that
If we choose such an n with the additional property that d(
This clearly contradicts (2.2).
Unbounded Mean Motion
We first want to mention that the existence of irrational pseudo-rotations with unbounded mean motion is well-known. In [11] , Herman provides examples of homeomorphisms of the two-torus which are skew products over an irrational rotation (so-called quasiperiodically forced circle homeomorphisms) and have totally irrational rotation vector, but are not semi-conjugate to the corresponding irrational rotation. Since for such skew products the statement of Theorem 1.1 holds without any recurrence assumption [7] , these examples have unbounded mean motion. Other examples of irrational pseudo-rotations with unbounded mean motion are provided by uniquely ergodic and weakly mixing torus diffeomorphisms, as constructed for example in [12] .
In order to give a more detailed discussion, we first need a refined version of the notions introduced in Section 1. Given f ∈ Homeo0(T d ) with lift F and a subset A ⊆ T d , we define the rotation set of f on A as
Further, when v is a vector in R d \ {0}, λ ∈ R and ρA(F ) ⊆ λv + {v} ⊥ , then for any z ∈ A we define the deviations from the constant rotation parallel to v as
Here ρ can be any vector in λv + {v} ⊥ . When the quantities Dv(n, z) are uniformly bounded, we say f has bounded deviations parallel to v on A.
A priori, it is not entirely clear whether there exist irrational pseudo-rotations with unbounded mean motion in all directions (that is, parallel to all vectors v ∈ R d \ {0}. For the examples mentioned above, there always exists some vector v, such that the deviations parallel to v are bounded. Hence, for the sake of completeness, we will provide examples with unbounded deviations parallel to all vectors at the end of this section (see Proposition 3.11).
Before, we want to gather some more information about the behaviour of the quantities Dv(n, z) when the mean motion parallel to v is not bounded. In spirit, the results we present below are close to those collected in [6] for quasiperiodically forced circle homeomorphisms.
In the whole section, we suppose that
Further, we always assume that λ is a real number and v is a vector in R d \ {0}. As a first observation, we note that there always exists orbits on which the deviations are semi-bounded in the following sense. Proof. Without loss of generality, we may assume v = 1. Suppose for a contradiction that for all z ∈ K there holds
Then for any z ∈ K, there exists an integer n(z) and a small neighbourhood U (z), such that
Using compactness, we can find z1, . . . , zm
Inductively define a sequence of integers Nj and points ζj as follows: Let N0 = 0 and ζ0 be arbitrary. If N0, . . . , Nj and ζ0, . . . , ζj are given, choose k ∈ {1, . . . , m} with ζj ∈ U (z k ) and let ζj+1 := F n(z k ) (ζj) and
By going over to a subsequence if necessary, we may further assume that (
contradicting the assumptions.
In general, it seems difficult to say much more about the qualitative behaviour of the quantities Dv(n, z). For instance, even when the deviations from the constant rotation are not uniformly bounded, they may be bounded on every single orbit, as the following example shows. 
Then it is easy to see that f does not admit bounded mean motion, but sup
(b) Evidently, the preceeding example still exhibits orbits with unbounded mean motion backwards in time, that is sup n∈N D(−n, z) = ∞ for some z. However, even this need not be true, as a slight modification of the construction shows. Suppose
(c) A slight modification of these constructions also shows that the deviations from the constant direction can be unbounded in one direction, but at the same time bounded in the opposite direction. More precisely, it is possible to have sup n∈N Dv(n, z) = ∞ for some z ∈ T d , but inf n∈Z,z∈T d Dv(n, z) > −∞, and vice versa.
The situation becomes different when f has some topological recurrence properties. Starting point is the following simple observation. Let O + (z) = {f n (z) | n ∈ N} denote the forward orbit of z.
Proof. Suppose Dv(n, z0) > 2C for some z0 ∈ O + (z). Then for some sufficiently small neighbourhood U of z0, there holds Dv(n, z
Now suppose f |K is topologically transitive and denote the set of all points in K with dense forward orbit by TK . Recall that TK is a residual (meaning dense G δ ) subset of K. This statement is particularly interesting, when f |K is minimal, since this means that TK = K and therefore all orbits have unbounded deviations. Together with Lemma 3.1, this entails the following corollary. Proof. Due to uniform continuity, there exists ε > 0, such that d(z1, z2) < ε implies d(F (z1), F (z2)) < 1/2. Suppose δ > 0 and z ∈ T d are given. We have to show that there exist z1, z2 ∈ B δ (z) and n ∈ N, such that d(f n (z1), f n (z2)) ≥ ε. In order to do so, choose z1, z2 ∈ B δ (z) with the properties that sup n∈N Dv(n, z1) < ∞ and inf n∈N Dv(n, z2) > −∞. This is possible due to Lemma 3.1, minimality, and the fact that these properties are invariant under iteration by f .
Since the deviations are unbounded on all orbits by Lemma 3.4, the distance between F n (z1) and F n (z2) in R d must become arbitrary large. The choice of ε above therefore implies that for some n ∈ N there holds d(F n (z1), F n (z2)) ∈ [ε, 1/2). However, as long as two points have distance less than 1/2 in R d , their projections have exactly the same distance in
The preceding statement provides a first indication of how information on the behaviour of the deviations D(n, z) may be used in order to draw further conclusions about the dynamical properties of f . In the proof, we have used that on the one hand the vectors D(n, z) become arbitrarily large, but on the other hand we have also exploited the fact that they grow in different directions, depending on the starting point, due to Lemma 3.1.
In other words, we have not only made use of information on the size, but also on the behaviour of the directions of the vectors D(n, z). In the following, we want to obtain a more detailed description of this behaviour. It turns out that this requires a much more careful analysis, and we will here restrict to the case where the dynamics are minimal. Our aim is the following statement.
Theorem 3.6. Suppose that f |K is minimal and there exists a linear subspace
Further, assume that for any v ∈ V the deviations parallel to v are unbounded on K. Then there exists a residual set R ⊆ K, such that for all z ∈ R there holds
Needless to say that for a minimal irrational pseudo-rotation with unbounded deviations in all directions, as we will construct it below, this implies a rather 'wild' behaviour. Our first step is to consider a one-dimensional affine subspace. Proof. Note that there holds
k are obviously open, and from Lemma 3.1 and the minimality of f it follows that they are also dense (they contain the orbit of the point z+ in Lemma 3.1). Hence R + is residual. The same applies to the set R − :=˘z ∈ T d | inf Dv(n, z) = −∞¯, and the intersection yields the required set R.
In order to generalise Lemma 3.7 to higher-dimensional hyperplanes, it will be convenient not only to consider the scalar quantities Dv(n, z), but also the directions of the vectors D(n, z) and their projections to some linear subspace
As usual, the unit sphere in R d is denoted by
ff ,
The following lemma collects some elementary properties of these sets. (a) For all z ∈ K, the set AV (z) is compact and AV (f (z)) = AV (z). Proof. (a) The fact that AV (f (z)) = AV (z) is obvious from the definition. In order to see that AV (z) is compact, let
is compact as an intersection of compact sets. (b) When the sequence (DV (n, z)) n∈N is unbounded, then A k (z) = ∅ ∀k ∈ N, and hence the intersection is non-empty.
(c) The fact that sup n∈N Dv(n, z) = ∞ implies that for all k ∈ N, the sets S + (v) ∩ A k (z) are non-empty, and again this carries over to their intersection.
(d) The invariance of RV (v) follows directly from AV (f (z)) = AV (z). In order to see
It is easy to see that these sets are open, and
Further, we need a piece of linear algebra.
compact set with the property that
Then there exist vectors v 1 , . . . , v n ∈ A and a linear subspaceṼ ⊆ V of dimension < k, such that there holds
Proof. We proceed by induction on the dimension k of V . If k = 1, such that S d−1 ∩ V consists of exactly two antipodal points, then the statement is obvious. Hence, suppose that it holds for all linear subspaces of of dimension < k. If
then using compactness we can find v 1 , . . . , v n ∈ A, such that
and we are finished. (In this case dimṼ = 0.) Otherwise, there exists w ∈ S d−1 ∩ V , such that S + (w) ∩ A = ∅. In this case, let V0 := V ∩ {w} ⊥ and A0 := A ∩ V0. Then there holds
where wε = w+εu w+εu
, is non-empty as the intersection of a nested sequence of non-empty compact sets. Applying the induction assumption to V0 yields vectors v 1 , . . . , v n ∈ A0 and a linear subspaceṼ0 ⊆ V0 of dimension < k − 1, such that
If we now defineṼ as the linear subspace spanned byṼ0 and w, then the assertions of the lemma are satisfied.
Proof of Theorem 3.6. We proceed by induction on the dimension k of V . For k = 1, the statement is just that of Lemma 3.7 . Hence, suppose that it holds for all linear subspaces of dimension < k. Since the deviations are unbounded parallel to all vectors v ∈ V , Lemma 3.7 and Lemma 3.8(c) together imply that
Hence A K V satisfies the assumptions of Lemma 3.9, and we obtain vectors v 1 , . . . , v n and a linear subspaceṼ ⊆ V , such that
By the induction assumption, there exists a residual setR ⊆ K, such that for all z ∈R the deviations parallel to all v ∈Ṽ are unbounded both above and below. Further, the sets RV (v 1 ), . . . , RV (v n ) are residual by Lemma 3.8(d). Hence R :=R ∩ RV (v1) ∩ . . . ∩ RV (vn) is residual as the intersection of a finite number of residual sets. For any z ∈ R and v ∈ S d−1 ∩ V there holds sup n∈N Dv(n, z) = ∞, since either v ∈Ṽ or v ∈ S + (v i ) for some i = 1, . . . , n. Obviously, this also implies inf n∈N Dv(n, z) = − sup n∈N D−v(n, z) = −∞ for all v ∈ V . Thus R satisfies the assertions of the theorem.
As the preceeding discussion shows, there is quite a good control about the behaviour of the deviations D(n, z) when these are unbounded and the dynamics are minimal. In contrast to this, the Examples 3.2 show that similar results do not hold in general. The property which was exploited in the construction of these examples was the existence of homotopically non-trivial wandering domains, which is certainly a very strong form of nonrecurrence. Hence, an obvious question, which we leave open here, is whether more can be said about systems with intermediate recurrence behaviour (apart from Corollary 3.4). For example, the following would be interesting. 
(a) If f is non-wandering (does not have any wandering open sets), does this imply that
there is some z ∈ T d with sup n∈N |Dv(n, z)| = ∞?
(b) If f is topologically transitive, does this imply that there exists some z ∈ T d with sup n∈N Dv(n, z) = ∞, or even with sup n∈N Dv(n, z) = − inf n∈N Dv(n, z) = ∞?
(c) Does the statement of Theorem 3.6 remain true if f is non-wandering/topologically transitive? (d) If f is topologically transitive, or if f is non-wandering and does not have periodic orbits, does f have sensitive dependence on initial conditions? (In the non-wandering case, the existence of periodic orbits is excluded in order to avoid trivial counterexamples.)
A partial result on question (d) in dimension two will be given in the next section.
Finally, as we have mentioned we will provide some examples with unbounded deviations in all directions. Remark 3.12. The proof below uses the well-known Anosov-Katok-method [13, 14] [11] .
of fast approximation by rational maps. Using some standard modifications, one may additionally require f to be uniquely ergodic and ρ to be totally irrational. Further, one may require the examples to be smooth, but the rotation vectors will typically be Liouvillean. However, we expect that alternative methods should also yield similar examples with any given irrational rotation vector. The interesting question is whether such examples can also be made smooth, as this is the case for Herman's examples in
Question 3.13. Are there smooth (C ∞ or even real-analytic) irrational pseudo-rotations with Diophantine rotation vector and unbounded mean motion in all directions?
We will carry out the construction only in dimension d = 2, again the modifications for the general case are minor. Before we turn to the proof of Proposition 3.11, we need the following auxiliary statement: Lemma 3.14. Suppose f ∈ Homeo0(T 2 ) has lift F and #ρ(F ) = 1. Further, assume that u, w ∈ R d are linearly independent and for some z ∈ R 2 there holds
Proof. Suppose for a contradiction that for some v ∈ R 2 \ {0} and C > 0 there holds sup n∈N |Dv(n, z)| ≤ C. Choose any vector v ′ ∈ {v} ⊥ \ {0}, and write u, w as u = λ1v + λ2v ′ and w = µ1v + µ2v ′ . In order to simplify notation, we will assume λ1, λ2, µ1, µ2 ≥ 0. Note that due to property (i), there holds λ2, µ2 = 0. Now, given any n ∈ N, we have
ff .
(For the last step, it is convenient to distinguished the cases |D v ′ (n, z)| <
.) This bound does not depend on n, which clearly contradicts (ii).
Proof of Proposition 3.11.
For the construction, we use the well-known Anosov-Katokmethod. Before we start, we need some more notation. Given f, g ∈ Homeo0(T 2 ), let
we do not suppress f and ρ in the notation as usual, since we will consider sequences of maps and rotation vectors below). Further, by ⌊x⌋ we denote the integer part of x ∈ R.
By induction, we will choose sequences of rational rotation vectors αn = (pn/qn, p ′ n /qn), toral homeomorphisms hn and fn = hn•Rα n •h −1 n and integers kn and Kn with the following properties:
(i)n hn(0) = 0;
(ii)n |αn − αn−1| < 2 −n ;
(vii)n For all z ∈ T 2 and j ≤ n, there holds
Here Fn denotes the lift of fn. Before we carry out the induction, let us see how (i)-(vii) imply the statement of the proposition. Due to (iii), the limit f = limn→∞ fn ∈ Homeo0(T 2 ) exists and is well-defined. By (ii), the limit α = limn→∞ αn exists, and there holds |α − αn| < 2 −n ∀n ∈ N. From (iv), we can therefore deduce that for all k ≥ Kj and
(Note that for all n ≥ j condition (iv)n yields (
From (v), it follows that D e 1 (f, ρ, kj, 0) = limn→∞ D e 1 (fn, αn, kj , 0) ≥ j ∀j ∈ 2N, in particular sup n |D e 1 (f, ρ, n, 0)| = ∞. Similarly, sup n |D e 2 (f, ρ, n, 0)| = ∞ follows from (vi), which also implies |D e 2 (f, ρ, kj, 0)| |D e 1 (f, ρ, kj , 0)| + 1 = lim n→∞ |D e 2 (fn, αn, kj, 0)| |D e 1 (fn, αn, kj, 0)| + 1 ≥ j ∀j ∈ 2N + 1 .
Thus the assumptions of Lemma 3.14 are all satisfied (with z = 0, u = e 2 , and w = e 1 ), and we conclude that f has unbounded deviations in all directions. Finally, the fact that f is minimal follows easily from property (vii).
In order to start the induction, we choose α0 arbitrary and h0 = Id T 2 , such that f0 = Rα 0 . Then (i)0 is trivial, and (ii)0-(vii)0 are still void.
For the induction step n → n + 1, we certainly have to distinguish between odd an even n, due to the asymmetric conditions (v)n and (vi)n. However, we will only give the details for even n, since the odd case is similar and even easier. Thus, suppose n is even and α0, . . . , αn, h0, . . . , hn, k0, . . . , kn and K0, . . . , Kn have been chosen and satisfy (i)j -(vii)j ∀j = 0, . . . , n. Denote the lifts of h0, . . . , hn by H0, . . . , Hn.
Let
, and note that
Choose a 1/qn-periodic continuous function ψ : R → R, which satisfies ψ(0) = 0 and
where I ⊆ (0, 1/qn) is an open and non-empty interval. Let G(x, y) = (x, y + ψ(x)) and define hn+1 via its lift Hn+1 = Hn • G. Then (i)n+1 holds, since G(0) = 0. Further, as
Due to the uniform continuity of Hn+1 and its inverse, we can now ensure that conditions (ii)n+1, (iii)n+1 and (v)n+1 hold just by choosing αn+1 sufficiently close to αn. The same is true for all inequalities in (iv)n+1 and (vi)n+1, except for the last ones with j = n + 1, which do not yet make sense since we have not chosen kn+1 and Kn+1 so far. Similarly, we can require that all but the last equalities in (vii)n+1 hold (note that these conditions are open with respect to d hom .) We will proceed in two steps and choose an intermediate rotation vectorαn+1 first. Suppose q is large enough, such thatαn+1 = (pn/qn + 1/qqn, p ′ n /qn) is sufficiently close to αn in the above sense and 1/q < |I|. Letfn+1 = Hn+1 • Rα n+1 • H −1 n+1 . Choose k ∈ N, such that k/q ∈ I and let kn+1 = kqn. We claim that (3.4) |D e 2 (fn+1, αn+1, kn+1, 0)| > (n + 1) (|D e 1 (fn+1, αn+1, kn+1, 0)| + 1) .
In order to see this, note that the line
-invariant, and R k n+1 α n+1
(0) ∈ I × {0} by the choice of k. Hence, we obtain that
On the other hand, note that C
n , since G leaves the first coordinate invariant. Therefore
Now (3.5) and (3.6) imply (3.4).
In order to complete the induction step, note that due to uniform continuity there exists
.
We choose αn+1 sufficiently close toαn+1, such that all conditions in (i)n+1, (ii)n+1, (iii)n+1, (v)n+1 and (vi)n+1 are satisfied, as well as all except for the last ones in (iv)n+1 and (vii)n+1. Further, we require that the orbits of Rα n+1 are δ-dense in T 2 . Then the orbits of fn+1 = Hn+1 • Rα n+1 • H −1 n+1 , which are periodic of period qn+1, will be 1/2(n + 1)-dense in T 2 . This ensures the last condition in (vii)n+1. Finally, since fn+1 is semi-conjugate to Rα n+1 it has unique rotation vector αn+1, and hence for any suitably large Kn+1 the last condition in (iv)n+1 holds as well. This completes the proof.
Bounded mean motion and Lyapunov stability
Suppose X is a metric space and f : X → X is a continuous map. We call a point z ∈ X ε-Lyapunov stable, if there exists δ > 0, such that
This is slightly weaker than the usual notion of a Lyapunov stable point, which requires that for all ε > 0 there exists a δ > 0 with the property (4.1). f has sensitive dependence on initial conditions, if there exists some ε > 0, such that for all z ∈ X and δ > 0 there exist z ′ ∈ B δ (x) and n ∈ N0, such that d(f n (z), f n (z ′ ))) ≥ ε. In this situation, we call ε a separation constant for f . It is easy to see that ε is a separation constant for f if and only if there does not exist an ε-Lyapunov stable point. Now, assume that f ∈ Homeo0(T 2 ) has lift F , and let
, and therefore
In particular, a point z ∈ T 2 which is an ε f -Lyapunov stable point for f lifts to an ε f -Lyapunov stable point for F .
Given any point z ∈ R 2 , we call ρ(F, z) = limn→∞(F n (z) − z)/n the rotation vector of z, whenever the limit exists. We say f is non-wandering, if there exists no open set U ⊆ T 2 with U ∩ f n (U ) = ∅ ∀n ∈ N.
Theorem 4.1. Suppose f ∈ Homeo0(T 2 ) is non-wandering, and there exists an ε f -Lyapunov stable point z0 with totally irrational rotation vector. Then f is an irrational pseudorotation with bounded mean motion.
As an immediate consequence, we obtain Corollary 4.2. Suppose f ∈ Homeo0(T 2 ) is a non-wandering irrational pseudo-rotation with unbounded mean motion. Then f has sensitive dependence on initial conditions.
We divide the proof of the theorem into the following two lemmas. Proof. Let F be a lift of f and suppose z0 is an ε f -Lyapunov stable point,ẑ0 ∈ π −1 (z) and
As mentioned above,ẑ0 is an ε f -Lyapunov stable point for F . We assume without loss of generality thatẑ0 = 0. Choose
Since ρ is not rational, U does not contain any periodic points. The fact that f is non-wandering therefore implies that there exist infinitely many pairs
Given any such pair, letF :
Without loss of generality, we assume π1(ρ) > 0. Our aim is to show that ρ(F ) ⊆ρR, this will then imply the statement of the lemma quite easily. In order to do so, let V := S n∈N 0F n (U ). AsF (U ) ∩ U = ∅, the set V is connected. Further, (4.5) together with the Lyapunov stability ofẑ = 0 implies that for each fixed k ∈ N0 there holds (4.6) lim
We claim that for sufficiently large N ∈ N, the integer translate V + (0, N ) is disjoint from V . In order to see this, note that due to (4.6) the sets U and V + (0, N ) will be disjoint for sufficiently large N , since only a finite number of iterates of U + (0, N ) intersect the strip [−1, 1] × R ⊇ U . Hence, if the orbit of U intersects V + (0, N ), then it must first intersect U + (0, N ). However, by the same argument the orbit of U can only intersect a finite number of its vertical integer translates, such that for sufficiently large N we have Figure 1 .) The following two remarks about these objects will be helpful below:
First, from (4.6) we can deduce for any m1 < ρ2/ρ1 < m2 there exist constants c1, c2, such that (4.7)
A ⊆ {(x, y) ∈ R | m1x + c1 ≤ y ≤ m2x + c2} . Secondly, due to the definition of W , its connectedness and the fact that it 'stretches out to infinity' by (4.6), the set S := (R + × R) \ A = (R + × R) ∩ Y consists of exactly two connected components. These can be defined as follows: Fix any ζ0 ∈ Y with π1(ζ) < 0. For any ζ ∈ S, there is a path γ ζ from ζ to ζ0. Let x ζ be the second coordinate of the first point in which γ ζ intersects the vertical axis. The fact whether x ζ lies above b or below a does not depend on the choice of the path, since this would contradict the connectedness of W . It is now easy to see that S − = {ζ ∈ S | x ζ > b} and S + = {ζ ∈ S | x ζ < a} form a partition of S into two connected components. 
Proof. We show that there exists a constant α ′ > 0, such that π1(z) ≥ α ′ and z ∈ S implies F (z) ∈ S andF −1 (z) ∈ S. If we let
this implies that there holdsF (z) ∈ S ⇒ z ∈ S, and hence z ∈ A ⇒F (z) ∈ A. The same applies toF −1 (z). Thus we can choose α = α ′ + M . From (4.6) we deduce that there exists some n0 ∈ N, such that
. We obtain the following statement:
Of course, the same statement applies to U + (0, N ). Due to (4.7), it is possible to choose some K > 0, such that
Let z * = (3M, K) and fix z ∈ S + with π1(z) ≥ α ′ . Then, since S + is open and connected, there exists a simple path γ : [0, 1] → S + from z to z * . We claim that γ can be chosen such that its image contained in S + ∩ π −1 [3M, ∞). Suppose not, and let t0 := min{t ∈ [0, 1] | γ(t) ∈ B} and Γ = {γ(t) | t ∈ [0, t0]}. Then Γ divides the set ([0, π1(z)] × R) \ B into exactly two connected components D + and D − , which are unbounded above, respectively below (see Figure 2) . Now, if W does not intersect
and it is easy to see that in this case either γ does not intersect π 
. This contradicts (4.9).
Summarising, we have found a path γ from z to z * , which is contained in
In particular, γ is contained in the complement of W . Consequently, the pathF • γ is contained in the complement ofF (W ). At the same time, it is also contained in π 
. Hence, the pathF • γ is also contained in the complement of W . Furthermore, it joinsF (z) to the pointF (z * ), which is contained in B ⊆ S + . This implies thatF (z) is equally contained in S + . When z ∈ S − , the argument is similar. In the same way, one can show thatF −1 (z) ∈ S, which completes the proof.
• Using this 'almost-invariance' of A, we can now prove the following.
Claim 4.5. There holds ρ(F ) ⊆ρR.
Proof. Suppose for a contradiction that σ ∈ ρ(F ) \ρR. Without loss of generality, we may assume that σ is an extremal point of ρ(F ). In this case, σ is realised by some orbit [2] , that is, there exists some z1 ∈ R 2 with lim |n|→∞ (F n (z1) − z1)/n = σ. Note that the limit is take two-sided.
There holds σ = 0. Hence, by permuting the coordinates if necessary, we may assume π1(σ) = 0. We first assume that π1(σ) > 0. In this case, there exists some r ∈ R, such that π1(F n (z1) − z1) > −r ∀n ∈ N0. Now, there holds R + × R ⊆ S j∈N A + (0, jN ). Replacing z1 by an integer translate if necessary, we may therefore assume z1 ∈ A and π1(z1) ≥ α + r. In this case, Claim 4.4 impliesF n (z1) ∈ A ∀n ∈ N0, and therefore (4.7) yields σ ∈ρR, contradicting our assumption. When π1(σ) < 0, we can proceed in the same way by considering the backwards orbit of z1.
• Now we can conclude the proof of the lemma. Due to (4.3), and using the fact that ρ is totally irrational and v is an integer vector, there exists some n0 ∈ N, such that for all n ≥ n0 there holds d( Proof. We use the same definitions and notation as in the proof of the preceeding lemma. As in the proof of Proposition 3.11, we write Dv(f, ρ, n, z) for the deviations from the constant rotation, in order to emphasize the dependence both on the map and on the rotation vector. First, let u be orthogonal to ρ − v/m with norm u = 1, where the pair (v, m) is chosen as in (4.4) . Suppose that the deviations Du(f, ρ, n, z0) are not uniformly bounded in n ∈ N0, without loss of generality Du(f, ρ, n, z0) = ∞ .
In this case, an easy computation yields that the deviations Du(f ,ρ, n, z0) are equally unbounded in n ∈ N0. (Byf we denote the toral homeomorphism induced byF .) We want to lead this to a contradiction. Assume without loss of generality that π1(ρ) > 0. Note that sincef is an irrational pseudo-rotation, the quantities (F n (z) − z)/n converge toρ uniformly on R 2 . It follows that there exists some n0 ∈ N, such that there holds (4.13) π1(F n (z) − z) ≥ M + 1 ∀n ≥ n0, z ∈ R 2 , where M is defined as in (4.8).
Together with the Lyapunov stability of z0 and its lift, the fact that the deviations Du(f ,ρ, n, z0) are unbounded implies that for every r > 0 there exists some n ∈ N0, such that z, u ≥ r ∀z ∈F n (U ) .
It follows that for all k ∈ {n−n0, . . . , n+n0} and all z ∈F k (U ) there holds z, u ≥ r−n0M . By (4.13), we obtain that there exists an interval I of length 2M , such that all z ∈ A∩π −1 1 (I) satisfy z, u ≥ r − n0M − N . Furthermore, we may assume that I lies to the right of the point n0M + 1. Now, as argued in the proof of Lemma 4.3, any point in T 2 has a lift in the compact set A0 := A ∩ π −1 1 (n0M, n0M + 1]. Furthermore, if n0 is chosen sufficiently large, such that n0M ≥ α with α as in Claim 4.4, then the forward orbit of this lift underF will stay in A all the time. However, any such orbit has to pass though the set π −1 1 (I). By choosing r ≥ n0M + N + sup z∈A 0 z + 1, we obtain that for every z ∈ T 2 there holds sup n∈N Du(f ,ρ, n, z) ≥ 1. This contradicts Lemma 3.1 . Hence, we may assume that z0 has bounded deviations parallel to u. It follows that that the set A lies within a bounded distance of the semi-lineρR. Since every point in T 2 has a lift whose orbit stays forever in A, this further implies that the deviations Du(f ,ρ, n, z) are uniformly bounded in n and z. Consequently, the same holds for the deviations Du(f, ρ, n, z). Now replace the pair (m, v) by (m ′ , v ′ ) with v and v ′ linearly independent, as at the end of the proof of Lemma. Then we obtain another, linearly independent vector u ′ , such that the deviations D u ′ (f, ρ, n, z) are uniformly bounded. This implies that the vectors D(f, ρ, n, z) are uniformly bounded as well. Suppose f ∈ Homeo0(T 2 ) is non-wandering, and there exists an ε f -Lyapunov stable point z0 with a rotation vector ρ that is neither rational nor totally irrational. Then there exists a vector w ∈ Q 2 , such that ρ(f ) ⊆ ρ + (ρ − w)R and the deviations orthogonal to ρ − w are uniformly bounded.
