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Abstract
We derive a new version of SU(3) non-Abelian Stokes theorem by making use
of the coherent state representation on the coset space SU(3)/(U(1) × U(1)) = F2,
the flag space. Then we outline a derivation of the area law of the Wilson loop in
SU(3) Yang-Mills theory in the maximal Abelian gauge (The detailed exposition will
be given in a forthcoming article). This derivation is performed by combining the
non-Abelian Stokes theorem with the reformulation of the Yang-Mills theory as a
perturbative deformation of a topological field theory recently proposed by one of
the authors. Within this framework, we show that the fundamental quark is confined
even if G = SU(3) is broken by partial gauge fixing into H = U(2) just as G is broken
to H = U(1) × U(1). An origin of the area law is related to the geometric phase of
the Wilczek-Zee holonomy for U(2). Abelian dominance is an immediate byproduct
of these results and magnetic monopole plays the dominant role in this derivation.
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1 Introduction
Quantum Chromodynamics (QCD) is a quantized gauge field theory with color SU(3)
as the gauge group. Usually, a simplified version of QCD with a gauge group SU(2)
is first investigated to avoid technical complexity of dealing with SU(3) group. This
is also the case in the study of quark confinement in QCD. However, this simplifi-
cation might lose some important features which may appear only when we begin
to consider SU(3) case. This is anticipated because it is generally believed that the
quark confinement is not entirely of the kinematic origin and that some dynamical
information on non-Abelian Yang-Mills gauge theory is indispensable to lead to the
complete resolution of the problem.
Recently, the dual superconductor picture [1] of quark confinement in QCD has
been extensively investigated based on the idea of Abelian projection [2], see [3] for
review. In this scenario, the original gauge group G = SU(N) is broken down to the
maximal torus subgroup H = U(1)N−1 (up to the discrete Weyl symmetry) by the
partial gauge fixing. This will imply that the (N − 1) species of Abelian magnetic
monopoles will be responsible for quark confinement (N ≥ 2). In the presence of the
elementary scalar field, e.g., in the Yang-Mills-Higgs theory, we can break the gauge
symmetry G to any subgroup H by choosing appropriately the expectation value of
the Higgs scalar field. However, QCD does not have the elementary scalar field in the
theory, in sharp contrast with the supersymmetric version [4]. If the scalar field would
appear in QCD and carry the degrees of freedom of magnetic monopoles, it should be
provided as a composite of gauge field. This was indeed the case in SU(2), see [5, 6].
The dynamics of true SU(3) QCD may restrict the type of the composite scalar field
as a carrier of magnetic monopoles which is responsible for the quark confinement. If
so, the subgroup H could be restricted.
In this Letter, we give a first report on the extension of the previous analyses
of quark confinement in SU(2) Yang-Mills theory performed in a series of papers
[5, 6, 7, 8] to the SU(3) case. The technical details will be given in a subsequent
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paper [9]. Our results suggest that the fundamental quark in QCD is confined in the
sense of the area law of the Wilson loop even if SU(3) is restricted to H = U(2) just
as U(1)× U(1), without contradicting with the maximal Abelian gauge.
2 Coherent state on the flag space
2.1 General procedure
In this Letter we shall derive a version of the non-Abelian Stokes theorem (NAST) for
SU(3), generalizing the NAST for SU(2) derived in [10, 7]. Further generalization to
SU(N) is straightforward [9]. First of all, we construct the coherent state correspond-
ing to the coset representatives ξ ∈ G/H˜. For inputs, we prepare (a) the gauge group
G and its (semi simple) Lie algebra G with the generators {TA} of the Lie algebra
being rewritten in terms of the Cartan basis {Hi, Eα, E−α}; (b) the Hilbert space V Λ
as a carrier (the representation space) of the unitary irreducible representation ΓΛ of
G; (c) a reference state |Λ〉 within the Hilbert space V Λ, which can be normalized to
unity, 〈Λ|Λ〉 = 1.
We define the maximal stability subgroup (isotropy subgroup) H˜ as a subgroup of
G that consists of all the group elements h that leave the reference state |Λ〉 invariant
up to a phase factor, i.e., h|Λ〉 = |Λ〉eiφ(h), h ∈ H˜. The phase factor is unimportant
in the following because we consider the expectation value of any operators in the
coherent state. For every element g ∈ G, there is a unique decomposition of g into a
product of two group elements, g = ξh, ξ ∈ G/H˜, h ∈ H˜, for g ∈ G. We can obtain a
unique coset space for a given |Λ〉. The action of arbitrary group element g ∈ G on
|Λ〉 is given by g|Λ〉 = ξh|Λ〉 = ξ|Λ〉eiφ(h).
The coherent state is constructed as |ξ,Λ〉 = ξ|Λ〉. This definition of the coherent
state is in one-to-one correspondence with the coset space G/H˜ and the coherent
states preserve all the algebraic and topological properties of the coset space G/H˜. If
ΓΛ(G) is Hermitian, then H†i = Hi, and E†α = E−α. Thus the coherent state is given
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by [11]
|ξ,Λ〉 = exp

∑
β′
(
ηβEβ − η∗βE−β
) |Λ〉, (1)
where |Λ〉 is the highest-weight state such that |Λ〉 is (i) annihilated by all the shift-
up operators Eα with α > 0, i.e., Eα|Λ〉 = 0(α > 0); (ii) mapped into itself by
all diagonal operators Hi, i.e., Hi|Λ〉 = Λi|Λ〉; (iii) annihilated by some shift-down
operators Eα with α < 0, not by other Eβ with β < 0, i.e., Eα|Λ〉 = 0(some α < 0);
Eβ|Λ〉 = |Λ+ β〉(some β < 0); and the sum ∑β′ is restricted to those shift operators
Eβ which obey (iii).
Two coherent states are non-orthogonal, 〈ξ′,Λ|ξ,Λ〉 6= 0, but normalized to unity,
〈ξ,Λ|ξ,Λ〉 = 1. The coherent state spans the entire space V Λ. By making use of the
group-invariant measure dµ(ξ) of G which is appropriately normalized, we obtain
∫
|ξ,Λ〉dµ(ξ)〈ξ,Λ| = I, (2)
which shows that the coherent states are complete, but overcomplete. This resolution
of identity is very important to obtain the path integral formula given below.
For concreteness, we focus on the SU(3) case. Using the Dynkin index [m,n]
(m,n: integers), the highest weight Λ can be written as ~Λ = m~h1 + n~h2 (m,n are
non-negative integers for the highest weight) where h1, h2 are highest weights of two
fundamental representations of SU(3) corresponding to [1, 0], [0, 1] respectively, i.e.,
~h1 = (
1
2
, 1
2
√
3
),~h2 = (
1
2
, −1
2
√
3
). Therefore, ~Λ = (m+n
2
, m−n
2
√
3
). The maximal stability group
H˜ is given by H˜ = U(2) if m = 0 or n = 0 (case (I)), whereas H˜ is the maximal
torus group H = U(1) × U(1) if m 6= 0 and n 6= 0 (case (II)). Therefore, for the
representation with the highest weight Λ, the coset G/H˜ is given by SU(3)/U(2) =
SU(3)/(SU(2)× U(1)) = CP 2 in the case (I) and SU(3)/(U(1)× U(1)) = F2 in the
case (II). Here, CPN−1 is the complex projective space and FN−1 is the flag space [12].
Therefore, the two fundamental representations belong to the case (I), so the maximal
stability group is H˜ = U(2), rather than the maximal torus group H = U(1)×U(1).
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The implications of this fact to the mechanism of quark confinement is discussed in
the following.
2.2 Explicit form of the coherent state on flag space
The SU(2) case is well known. The coherent state for F1 := SU(2)/U(1) is obtained
as
|j, w〉 = ξ(w)|j,−j〉 = eζJ+−ζ¯J−|j,−j〉 = 1
(1 + |w|2)j e
wJ+|j,−j〉, (3)
where J+ = J1 + iJ2, J− = J
†
+, |j,−j〉 is the lowest state, |j,m = −j〉 of |j,m〉, and
w = ζ sin |ζ||ζ| cos |ζ| . Note that (1+ |w|2)−j is a normalization factor to ensure 〈j, w|j, w〉 = 1,
which is obtained from the Baker-Campbell-Hausdorff (BCH) formulas. The invariant
measure is given by
dµ =
2j + 1
4π
dwdw¯
(1 + |w|2)2 . (4)
For JA =
1
2
σA(A = 1, 2, 3) with Pauli matrices σA, we obtain J+ =
(
0 1
0 0
)
, and
ewJ+ =
(
1 w
0 1
)
∈ F1 = CP 1 = SU(2)/U(1) ∼= S2. The complex variable w is a CP1
variable written as w = e−iφ tan θ
2
, in terms of the polar coordinate on S2 or Euler
angles, see [6].
Now we proceed to the SU(3) case. The coherent state for F2 = SU(3)/U(1)
2 is
given by |ξ,Λ〉 = ξ(w)|Λ〉 := V †(w)|Λ〉, with the highest(lowest)-weight state |Λ〉 and
|ξ,Λ〉 = exp
[
3∑
α=1
(ζαEα − ζ¯αE†α)
]
|Λ〉 = e− 12K(w,w¯) exp
[
3∑
α=1
ταEα
]
|Λ〉, (5)
where e−
1
2
K is the normalization factor obtained from the Ka¨hler potential (explained
later)
K(w, w¯) := ln[(∆1(w, w¯))
m(∆2(w, w¯))
n], (6)
∆1(w, w¯) := 1 + |w1|2 + |w2|2, ∆2(w, w¯) := 1 + |w3|2 + |w2 − w1w3|2. (7)
The coherent state |ξ,Λ〉 is normalized, so that 〈ξ,Λ|ξ,Λ〉 = 1. We can obtain the
inner product [9]
〈ξ′,Λ|ξ,Λ〉 = eK(w,w¯′)e− 12 [K(w′,w¯′)+K(w,w¯)], (8)
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where K(w, w¯′) := ln[1 + w¯1′w1 + w¯2′w2]m[1 + w¯3′w3 + (w¯2′ − w¯1′w¯3′)(w2 − w1w3)]n.
The SU(3) invariant measure is given (up to a constant factor) by
dµ(ξ) = dµ(w, w¯) = D(m,n)[(∆1)
m(∆2)
n]−2
3∏
α=1
dwαdw¯α, (9)
where D(m,n) = 1
2
(m+1)(n+1)(m+n+2) is the dimension of the representation. For
E1 := (λ1−iλ2)/(2
√
2), E2 := (λ4−iλ5)/(2
√
2), E3 := (λ6−iλ7)/(2
√
2), with the Gell-
Mann matrices λA(A = 1, · · · , 8), we obtain exp
[∑3
α=1
√
2ταEα
]
=

 1 w1 w20 1 w3
0 0 1


t
∈
F2 = SU(3)/U(1)
2. Two sets of three complex variables are related as w1 = τ1, w2 =
τ2 + τ1τ3/2, w3 = τ3, or conversely τ1 = w1, τ2 = w2 − w1w3/2, τ3 = w3.
Any element of FN−1 = SU(N)/U(1)N−1 is written as an upper triangular matrix
with N(N − 1)/2 complex numbers. It is not difficult to extend the above results to
SU(N), see [9].
3 Non-Abelian Stokes theorem for SU(3)
For the infinitesimal deviation ξ′ = ξ + dξ (which is sufficient to derive the path
integral formula), we find from (5) and (8)
〈ξ′,Λ|ξ,Λ〉 = exp(iω +O((dw)2)), (10)
ω(x) := 〈Λ|iV (x)dV †(x)|Λ〉 = 〈Λ|iξ†(x)dξ(x)|Λ〉, (11)
where d := dxµ∂µ denotes an exterior derivative and the one-form ω is given by
ω = im
w1dw¯1 + w2dw¯2
∆1(w, w¯)
+ in
w3dw¯3 + (w2 − w1w3)(dw¯2 − w¯1dw¯3 − w¯3dw¯1)
∆2(w, w¯)
, (12)
up to the total derivative. Here the x-dependence of V comes through that of w(x)
(the local field variable w(x)), i.e., V (x) = V (w(x)).
The Wilson loop operator WC [A] is defined as the path-ordered exponent along
the closed loop C, WC [A] := tr [P exp (ig ∮C A)] /tr(1), where A is the Lie-algebra
valued connection one-form, A(x) = AAµ (x)TAdxµ = AA(x)TA. Repeating the same
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steps as those given in [7], we obtain the path integral representation of the Wilson
loop,
WC [A] =
∫
[dµ(ξ)]C exp
(
ig
∮
C
〈Λ|[VAV † + i
g
V dV †]|Λ〉
)
=
∫
[dµ(ξ)]C exp
(
ig
∮
C
[nAAA + 1
g
ω]
)
, (13)
where [dµ(ξ)]C is the product measure of dµ(w(x), w¯(x)) along the loop, and
nA(x) := 〈Λ|V (x)TAV †(x)|Λ〉. (14)
Using the (usual) Stokes theorem
∮
C=∂S ω =
∫
S dω, we arrive at the NAST for SU(3):
WC [A] =
∫
[dµ(ξ)]C exp
(
ig
∫
S:∂S=C
[d(nAAA) + 1
g
ΩK ]
)
, ΩK := dω. (15)
Taking into account d = ∂ + ∂¯ = dwα
∂
∂wα
+ dw¯β
∂
∂w¯β
, we find for SU(3)
ΩK = dω = im(∆1)
−2[(1 + |w1|2)dw2 ∧ dw¯2 − w¯2w1dw2 ∧ dw¯1
−w2w¯1dw1 ∧ dw¯2 + (1 + |w2|2)dw1 ∧ dw¯1]
+in(∆2)
−2[∆1dw3 ∧ dw¯3 − (w1 + w¯3w2)dw3 ∧ (dw¯2 − w¯3dw¯1)
−(w¯1 + w3w¯2)(dw2 − w3dw1) ∧ dw¯3
+(1 + |w3|2)(dw2 − w3dw1)(dw¯2 − w¯3dw¯1)]. (16)
For SU(2), we reproduce the well-known results; ω = im wdw¯
1+|w|2 and ΩK = im(1 +
|w|2)−2dw ∧ dw¯.
The flag manifold FN−1 (including CPN−1) is a Ka¨hler manifold. So, it possesses
complex local coordinates wα, an Hermitian Riemannian metric ds
2 = gαβ¯dw
αdw¯β,
and a corresponding two-form, ΩK = igαβ¯dw
α ∧ dw¯β (Ka¨hler form) which is closed,
i.e., dΩK = 0. Any closed form ΩK is locally exact, ΩK = dω due to Poincare´’s
lemma, which is consistent with (16). The metric gαβ is obtained as gαβ¯ =
∂
∂wα
∂
∂w¯β
K,
from the Ka¨hler potential K = K(w, w¯). Indeed, the ΩK just obtained in (16) agrees
with the Ka¨hler two-form, ΩK = i∂∂¯K obtained from the Ka¨hler potential for F2,
K(w, w¯) = ln[(∆1)
m(∆2)
n]. Hence, ω = i
2
(∂ − ∂¯)K, since ∂2 = 0 = ∂¯2, ∂∂¯ + ∂¯∂ = 0.
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For CP2, the Ka¨hler potential K(w, w¯) = ln[(∆1)
m] is obtained as a special case of
F2 by putting w3 = 0 and n = 0. For F1 = CP
1, K(w, w¯) = ln[(1 + |w|2)m], m = 2j.
We define nA(x) := 〈Λ|V (x)TAV †(x)|Λ〉 = 1
2
ω¯a(x)(λ
A)abωb(x), where ωa(x) :=
V †(x)|Λ〉. Especially, in the CP 2 case, we can write
nA(x) := 〈Λ|U(x)TAU †(x)|Λ〉 = 1
2
φ∗a(x)(λ
A)abφb(x), (17)
where U ∈ SU(3) and |Λ〉 = (1, 0, 0)t. Then φa := (U †(x)|Λ〉)a = U∗1a and hence
nA = 1
2
(UλAU †)11. On the other hand, we examine another expression (adjoint orbit
representation),
nA = tr(U †HUTA) = 1
2
tr(HUλAU †), n := nATA = U †HU, (18)
where we take H = ~Λ · (λ3, λ8) = Λ1λ3 + Λ2λ8. For [1, 0] or [0, 1], we find H =
diag(2
3
,−1
3
,−1
3
), or diag(1
3
,−2
3
, 1
3
), and two definitions (17) and (18) are equivalent,
nA = 1
2
tr(HUλAU †) = 1
2
(UλAU †)11, since UλAU † is traceless. The F2 variables wa and
the CP 2 variables φa are related as φ1 = 1, φ2 = w1, φ2 = w2 and ωa = φa/φ1 = wa−1
(w0 := 1 by definition). In the CP
N−1 case, 〈Λ|f(V )|Λ〉 = 2tr[Hf(U)]. Hence,
ω(x) := 2tr[HiU(x)dU †(x)] = −i2tr[HdU(x)U †(x)] which is a diagonal piece of the
Maurer-Cartan one-form dUU−1. The two-form ΩK is the symplectic two-form [13],
ΩK = dω = 2tr(H[U−1dU, U−1dU ]) = 2tr(n[dn, dn]).
For SU(3), the topological part
∫
S ΩK =
∮
C ω corresponding to the residual U(2)
invariance is interpreted as the geometric phase of the Wilczek-Zee holonomy [14],
just as it is interpreted in the SU(2) case as the Berry-Aharonov-Anandan phase for
the residual U(1) invariance. The details will be given in a subsequent paper [9].
4 Abelian dominance and area law
The NAST (15) implies that the expectation value of the Wilson loop in the SU(N)
Yang-Mills theory is given by
〈WC[A]〉YM =
〈
exp
(
ig
∫
S:∂S=C
[da]
) 〉
YM
=
〈
exp
(
ig
∫
S
[d(nAAA) + 1
g
ΩK ]
)〉
YM
,(19)
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where the one-form a is written as
a := nAAA + 1
g
ω = 〈Λ|AV |Λ〉. (20)
Here AV := VAV † + i
g
V dV † is the gauge transformation of A by V ∈ FN−1. For
quark in the fundamental representation, a = 2tr(HAV ). So, the one-form a is equal
to the diagonal piece of the gauge-transformed potential AV . In the SU(2) case, a =
tr(T 3AV ) for any representation and the two-form f := da is the Abelian field strength
which is invariant under the SU(2) transformation. The two-form f is nothing but
the ’t Hooft tensor fµν describing the magnetic flux emanating from the magnetic
monopole, fµν(x) := ∂µ(n
A(x)AAν (x))− ∂ν(nA(x)AAµ (x))− 1gn(x) · (∂µn(x)× ∂νn(x)),
if we identify nA with the direction of the Higgs field, φˆA := φA/|φ|, |φ| :=
√
φAφA.
In general, the (curvature) two-form f = d(nAAA)+ 1
g
ΩK in the NAST is the Abelian
field strength which is invariant even under the non-Abelian gauge transformation of
G. It reduces to the ’t Hooft tensor in SU(2) case.
The Abelian dominance in SU(N) Yang-Mills theory is derived as follows. We
adopt the maximal Abelian (MA) gauge. The MA gauge for SU(N) is defined as
follows. Under the Cartan decomposition of A into the diagonal (H) and off-diagonal
(G/H) pieces, A = aiH i + AaT a, the MA gauge condition is given by ∂µAaµ −
gfabiaiµA
b
µ = 0, which is obtained by minimizing the functional R :=
∫
d4x1
2
AaµA
a
µ :=∫
d4x1
2
trG/H(AµAµ), under the gauge transformation. For SU(3), H1 = λ32 , H2 =
λ8
2
, T a = λ
a
2
(a = 1, 2, 4, 5, 6, 7). The low-energy effective gauge theory of QCD has
been derived in the MA gauge by integrating out the off-diagonal gauge fields (to-
gether with the ghost and anti-ghost fields) [15, 5]. Then the SU(N) Yang-Mills
theory has been reduced to the Abelian gauge theory with the gauge coupling g
which runs according to the same renormalization-group beta function as the original
SU(N) Yang-Mills theory,
〈
· · ·
〉
YM
= Z−1YM
∫
Da exp(iSAPEGT [a]) · · · , (21)
SAPEGT [a] = −
∫
d4x
1
4g2(µ)
(da, da), (22)
8
1g(µ)2
=
1
g(µ0)2
+
b0
8π2
ln
µ
µ0
, b0 =
11n
3
> 0, (23)
up to the one-loop level. 1 This result [5] combined with the SU(2) NAST [10, 7]
implies the Abelian dominance in the low-energy region of SU(2) QCD, as shown in
[7]. By virtue of the NAST for SU(3) just derived, Abelian dominance in SU(3) Yang-
Mills theory follows immediately from the same argument as above, if we identify the
connection one-form a with the diagonal piece of the gauge potential AV given by
(20). The monopole dominance is more subtle. It was derived for SU(2) in [7] by
showing that the dominant contribution to the area law comes from the monopole
piece alone, ΩK = dω = 2tr(n[dn, dn]).
In the following derivation of quark confinement, the magnetic monopoles (equiv-
alently, the instantons in the coset FN−1 NLSM) is expected to give the dominant
configuration to the area law of the Wilson loop or the string tension. The maximal
stability group H˜ should be distinguished from the residual gauge group H retained
after the partial gauge fixing G → H which realizes the magnetic monopole. The
existence of magnetic monopole is suggested from the non-trivial Homotopy groups
π2(G/H˜). In the case (II), π2(SU(3)/(U(1)×U(1))) = π1(U(1)×U(1)) = Z+Z. On
the other hand, in the case (I) π2(SU(3)/U(2)) = π1(U(2)) = π1(SU(2) × U(1)) =
π1(U(1)) = Z. Note that CP
N−1 NLSM has only the local U(1) invariance for any
N ≥ 2. It is this U(1) invariance that corresponds to a kind of Abelian magnetic
monopole appearing in the case (I). This situation should be compared with the
SU(2) case where the maximal stability group H˜ is always given by the maximal
torus H = U(1) irrespective of the representation. Therefore, the coset is given by
G/H˜ = SU(2)/U(1) = F1 = CP
1 ∼= S2 for any representation and π2(SU(2)/U(1)) =
Z. For SU(3), our results suggest that the fundamental quarks are to be confined even
when the residual gauge group H is given by H˜ = U(2) and π2(G/H) = Z, while the
adjoint quark is related to the maximal torus H = U(1)×U(1) and π2(G/H) = Z+Z.
1 The result of [15, 5] for SU(2) can be generalized to SU(N) in the straightforward way, at
least in one-loop level [16]. In the two-loop level, it is not trivial. The two-loop result will be given
elsewhere [16].
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This observation is in sharp contrast with the conventional treatment in which the
(N − 1) species of magnetic monopoles corresponding to the residual maximal torus
group U(1)N−1 of G = SU(N) are taken into account on equal footing.
We adopt an special choice of the MA gauge for fixing the gauge also in the SU(3)
case in which the gauge fixing part is given by SGF =
∫
d4x iδB δ¯BtrG/H
[
1
2
ΩµΩµ + iCC¯
]
where Ωµ :=
i
g
U∂µU
†, with the BRST δB and anti-BRST δ¯B transformations, see
[6] for details. We reformulate the Yang-Mills theory as a perturbative deforma-
tion of the topological quantum field theory (TQFT) which is obtained from the
gauge fixing part for the compact gauge variable [6, 8]. Repeating the similar ar-
guments given in [6, 7, 8], we can show [9] that the area decay of the Wilson loop
〈WC[A]〉YM in the four-dimensional Yang-Mills theory is dominated by the diagonal
Wilson loop 〈exp (i ∫S ΩK)〉TQFT4 in the four-dimensional TQFT with an action SGF
which describes the magnetic monopole in four dimensions. When the Wilson loop
is planar, it is shown that this expectation value is equal to the the instanton distri-
bution 〈exp (i ∫S ΩK)〉NLSM2 in the two-dimensional coset G/H NLSM with an action
SNLSM . This is due to dimensional reduction. The dimensional reduction leads to
the two-dimensional coset FN−1 = SU(N)/U(1)N−1 NLSM,
SNLSM =
4π
g2(µ)
∫
d2xgαβ¯
∂wα
∂xa
∂w¯β
∂xa
=
4π
g2(µ)
∫
dzdz¯ gαβ¯
(
∂wα
∂z
∂w¯β
∂z¯
+
∂wα
∂z¯
∂w¯β
∂z
)
,(24)
where g(µ) is the running Yang-Mills coupling constant (23) induced from the per-
turbative deformation piece in four dimensions. Thus the derivation of the area law
of the Wilson loop in the four-dimensional Yang-Mills theory is reduced to that of
the diagonal Wilson loop in the two-dimensional coset NLSM.
The area law of the Wilson loop is shown as follows. The finite action config-
uration of the coset NLSM is provided with the instanton solution. For instanton
configuration, SNLSM =
4π2
g2
|Q|, with a topological charge Q. It is known [12] that
the topological charge Q of the instanton in the FN−1 NLSM (N ≥ 3) is given by the
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integral of the Ka¨hler 2-form,
Q =
1
π
∫
ΩK =
∫
R2
d2x
π
ǫabgαβ¯
∂wα
∂xa
∂w¯β
∂xb
=
∫
C
dzdz¯
π
gαβ¯
(
∂wα
∂z
∂w¯β
∂z¯
− ∂w
α
∂z¯
∂w¯β
∂z
)
.(25)
This is a generalization of the F1 case,
Q =
i
2π
∫
C
dwdw¯
(1 + |w|2)2 =
i
2π
∫
S2
dzdz¯
(1 + |w|2)2
(
∂w
∂z
∂w¯
∂z¯
− ∂w
∂z¯
∂w¯
∂z
)
. (26)
Since the Ka¨hler potential for Fn is written as
K(w, w¯) =
n∑
ℓ=1
dℓKℓ(w, w¯) =
n∑
ℓ=1
dℓ ln∆ℓ(w, w¯) (27)
with the Dynkin indices dℓ(ℓ = 1, · · · , n), the integral
∫
ΩK over the whole two-
dimensional space reads
∫
R2
ΩK = πQ = π
∑n
ℓ=1 dℓQℓ where Qℓ are integers-valued
topological charges. Hence, ΩK(x)/π is identified with the density of the topological
charge (up to the weight due to the index dℓ). Then, for the large Wilson loop
compared with the typical size of the instanton,
∫
S ΩK(x)/π in the NAST counts
the number of instantons minus anti-instantons which are contained inside the area
S ⊂ R2 bounded by the loop C. Thus, the expectation value 〈exp (i ∫S ΩK)〉NLSM =
Z−1NLSM
∫
[dµ(w, w¯)] exp(−SNLSM [w, w¯]) exp (i
∫
S ΩK) is calculated by summing over
all the possibilities of instanton and anti-instanton configurations or integration over
the instanton moduli. For the quark in the fundamental representation (d1 = 1, d2 =
d3 = · · · = dn = 0), this is easily performed as follows. Especially, in the SU(3) case
with [1, 0], ξ is independent of w3, so, w3 is redundant in the F2 NLSM. Hence, it
suffices to consider the CP 2 NLSM for the fundamental quark. If we put w2 = 0, then
ΩK = i(1+ |w1|2)−2dw1∧dw¯1. Similarly, if w1 = 0, then ΩK = i(1+ |w2|2)−2dw2∧dw¯2.
For a polynomial wα = wα(z) in z = x + iy with an order n, we find an instanton
charge,
∫
ΩK = πQ, Q = n. This is the same situation as that encountered in SU(2),∫
ΩK = 2jπQ (j = 1/2) [6, 7]. Thus the Wilson loop is estimated by the instanton
calculus. In fact, the dilute instanton gas approximation leads to the area law for the
Wilson loop, see [6]. This calculation is improved by including fluctuations from the
instanton solutions and this issue will be discussed in detail elsewhere. In the paper
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[9] we have applied the large N expansion to obtain the systematic result. At least
in the leading order in 1/N expansion, we have obtained the result in consistent with
instanton calculas for Wilson loop.
Finally, some comments are in order.
1) We want to emphasize that we have actually ”derived” the area law of the
Wilson loop by calculating the contributions from magnetic monopole. This is based
on the combination of the non-Abelian Stokes theorem (NAST) and the reformulation
of Yang-Mills theory within the framework of perturbative deformation. In other
words, we have proposed a picture in which our framework is self-consistent.
Of course, we have obtained these results within the framework in which the
quantum fluctuations around the magnetic monopole are treated in the perturbative
way (which we called the perturbative deformation). However, this is the first an-
alytical result of having derived the area law from the first principle by taking into
account magnetic monopole in ”3+1” dimensions. Our results should be regarded as
the monopole dominance in the weak sense. That is to say, the magnetic monopole
contribution is enough to derive the area law. The monopole dominance can be a
sufficient condition for quark confinement, even if it is not a necessary condition
2) It should be remarked that the maximal stability group H˜ is in general different
from the residual gauge group H for partial gauge fixing G→ H and that H˜ is larger
than H , i.e., H ⊂ H˜ . For the coset, therefore, we have G/H˜ ⊂ G/H . For G = SU(3),
H˜ = U(2) or U(1) × U(1) depending on the representation in question. By making
use of the NAST, the Wilson loop is rewritten in terms of the G/H˜ variables. On
the other hand, after partial gauge fixing G → H , the gauge-fixing part is rewritten
into the NLSM in terms of the G/H variables. So, the NLSM involves redundant
variables, since G/H˜ ⊂ G/H . Thus our claim is that the degrees of freedom which
are directly responsible to the area law are given by G/H˜ rather than G/H . For the
fundamental representation, G/H˜ = SU(3)/U(2) = CP 2 and CPN−1 model has local
gauge invariance U(1) for any N ≥ 2. In this sense, we can adopt even H = U(2) in
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the partial gauge fixing at least for the fundamental quark. In this case, G/H˜ = G/H .
Thus, the resultant theory after partial gauge fixing is not necessarily a U(2) gauge
theory and we don’t intend to claim the equality of the string tensions between U(2)
and SU(3). Rather, the two string tensions for H = U(2) and H = U(1) × U(1)
should coincide with each other.
3) Baryons are also important physical objects from the viewpoint of color confine-
ment in the SU(3) gauge theory as well as mesons. In the MA gauge, the remaining
gauge symmetry is the local U(1)2 symmetry and the global Weyl symmetry. The
Weyl symmetry is a remanant of SU(3), owing to which one will find only the color-
singlet combination of quarks. In the presentation of our paper, however, there is no
Weyl symmetry in a ”manifest” form, because we can select the reference state from
any of three sates and we have selected a special highest weight vector denoted by
Λ for the fundamental representation. Once a state is selected, one complex coordi-
nate in F2 becomes irrelevant in the expectation value of the Wilson loop and the
relevant space becomes CP 2 which is spanned by other two complex coordinates in
F2. The change of reference state causes only the change of irrelevant coordinate and
the Wilson loop has the same expectation value. Therefore, the Weyl symmetry is
easily recovered by averaging over all possible choices of the highest weight vector.
The details will be given elsewhere.
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