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Abstract: The contour argument was introduced by Peierls for two dimensional Ising model.
Peierls benefited from the particular symmetries of the Ising model. For non-symmetric models
the argument was developed by Pirogov and Sinai. It is very general and rather difficult.
Intuitively clear that the Peierls argument does work for any symmetric model. But contours
defined in Pirogov-Sinai theory do not work if one wants to use Peierls argument for more general
symmetric models. We give a new definition of contour which allows relatively easier prove the
main result of the Pirogov-Sinai theory for symmetric models. Namely, our contours allow us
to apply the classical Peierls argument (with contour removal operation).
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1 Introduction
In many systems of interest, low temperature Gibbs measures are concentrated on configurations
which are basically a single configuration plus a small fraction of small ”fluctuations”, also called
”defects”. The boundaries of these ”fluctuations”, define the contours.
The contour argument was pioneered by Peierls in 1936 [8] to demonstrate that the two
dimensional Ising model does exhibit phase coexistence at low temperature. The original ar-
gument benefited from the particular symmetries of the Ising model. The adaptation of the
method to the treatment of non-symmetric models is not trivial, and was developed by Pirogov
and Sinai [9], [13] (see also [1]-[7],[15]). A particularly enlightening alternative version of the
argument was put forward by Zahradnik [14].
In the Pirogov-Sinai (PS) theory configurations can be described by contours which satisfy
Peierls condition. This theory provides tools for a very detailed knowledge of the structure of
Gibbs measures in a region in the relevant parameters space (see e.g. [13]). The PS theory is a
low temperature expansion which enables to control the entropic fluctuations from the ground
states, its natural setup being the lattice systems. But the theory is not limited to such cases and
it has been applied to a great variety of situations, covering various types of phase transitions.
(see e.g. [3] for details).
The main object of the theory is a family of contours defining a configuration. In the original
PS theory the ensemble of contours has more complicated form. In particular, they do not have
the ”contour-removal operation” (even for symmetric models) introduced by Peierls.
This paper presents a new definition of the contour on Zd. Contours defined here more
convenient to prove the main theorem of the PS theory for symmetric models. They allow as to
use classical Peierls argument (with the contour-removal operation). Such contours for models
on the Cayley tree were defined in [10]-[12].
The paper is organized as follows. In section 2 we give all necessary definitions and check
the Peierls condition. Section 3 devoted to definition and properties of new contours. In section
4 by the classical Peierls argument we show the existence of s different (where s is the number
of ground states) Gibbs measures.
2 Definitions and Peierls condition
2.1. Configuration space and the model. We consider the d−dimensional (d ≥ 2) cubic lattice
Zd. The distance d(x, y), x, y ∈ Zd is defined by
d(x, y) = max
1≤i≤d
|xi − yi|.
For A ⊆ Zd a spin configuration σA on A is defined as a function x ∈ A → σA(x) ∈ Φ =
{1, 2, ..., q}; the set of all configurations coincides with ΩA = Φ
A. We denote Ω = ΩZd and
σ = σZd . Also we define a periodic configuration as a configuration σ ∈ Ω which is invariant
under a subgroup of shifts Zd∗ ⊂ Z
d of finite index. A configuration that is invariant with respect
to all shifts is called translational-invariant.
The energy of the configuration σ ∈ Ω is given by the formal Hamiltonian
H(σ) =
∑
A⊂Zd:
diam(A)≤r
I(σA) (2.1)
where r ∈ N = {1, 2, ...}, diam(A) = maxx,y∈A d(x, y), I(σA) : ΩA → R is a given translational-
invariant potential.
Denote by Mr the set of all cubes of linear size r.
For A ⊂ Zd with diam(A) ≤ r denote
n(A) = |{b ∈Mr : A ⊂ b}|,
where |B| stands for the number of elements of a set B.
The Hamiltonian (2.1) can be rewritten as
H(σ) =
∑
b∈Mr
U(σb), (2.2)
where U(σb) =
∑
A⊂b
I(σA)
n(A) .
For a finite domain D ⊂ Zd with the boundary condition ϕDc given on its complement
Dc = Zd \D, the conditional Hamiltonian is
H(σD
∣∣ϕDc) = ∑
b∈Mr:
b∩D 6=∅
U(σb), (2.3)
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where
σb(x) =
{
σ(x) if x ∈ b ∩D
ϕ(x) if x ∈ b ∩Dc.
2.2. The ground state. A ground state of (2.2) is a configuration ϕ in Zd whose energy
cannot be lowered by changing ϕ in some local region. We assume that (2.2) has a finite number
of translation-periodic (i.e. invariant under the action of some subgroup of Zd of finite index)
ground states. By a standard trick of partitioning the lattice into disjoint cubes Q(x) centered
at x ∈ pZd with an appropriate p and enlarging the spin space from Φ to ΦQ one can transform
the model above into a model on pZd with only translation-invariant or non periodic ground
states. Such a transformation was considered in [6]. Hence, without loss of generality, we assume
translation-invariance instead of translational-periodic and we permute the spin so that the set
of ground states of the model be GS = GS(H) = {σ(i), i = 1, 2, .., s}, 1 ≤ s ≤ q with σ(i)(x) = i
for any x ∈ Zd.
2.3. Gibbs measure. We consider a standard sigma-algebra B of subsets of Ω generated by
cylinder subsets; all probability measures are considered on (Ω,B). A probability measure µ is
called a Gibbs measure (with Hamiltonian H) if it satisfies the DLR equation: ∀ finite Λ ⊂ Zd
and σΛ ∈ ΩΛ:
µ
({
σ ∈ Ω : σ
∣∣
Λ
= σΛ
})
=
∫
Ω
µ(dω)νΛϕ (σΛ), (2.4)
where νΛϕ is the conditional probability:
νΛϕ (σΛ) =
1
ZΛ,ϕ
exp
(
−βH
(
σΛ
∣∣ϕΛc)) . (2.5)
Here β = 1
T
, T > 0− temperature and ZΛ,ϕ stands for the partition function in Λ, with the
boundary condition ϕ:
ZΛ,ϕ =
∑
eσΛ∈ΩΛ
exp
(
−βH
(
σ˜Λ
∣∣ϕΛc)) . (2.6)
2.4. The Peierls condition.
Denote by U the collection of all possible values of U(σb) for any configuration σb, b ∈ Mr.
Since r < +∞ we have |U| < +∞. Put Umin = min{U : U ∈ U} and
λ0 = min
{
U \ {U ∈ U : U = Umin}
}
− Umin. (2.7)
The important assumptions of this paper (see subsection 2.2) are the following:
Assumption A1. The set of all ground states is GS = {σ(i), i = 1, 2, ..., s}, 1 ≤ s ≤ q.
Assumption A2. λ0 > 0 i.e. U has at least two distinct elements.
Let Ps be the group of permutations on {1, ..., s}. For g ∈ Ps, g = (g1, ..., gs) and σ ∈ Ω
define gσ ∈ Ω by
gσ(x) =
{
gσ(x), if σ(x) ∈ {1, ..., s}
σ(x), if σ(x) ∈ {s+ 1, ..., q}.
Assumption A3. Hamiltonian (2.1) is symmetric i.e. H(gσ) = H(σ) for any g ∈ Ps and
∀σ ∈ Ω.
Remark. If a configuration σ satisfies
U(σb) = U
min for ∀b ∈Mr (2.8)
then it is a ground state. Moreover for Hamiltonians on Zd it is well known that a configuration
is a ground state if and only if the condition (2.8) is satisfied (see e.g. [13]).
The relative Hamiltonian is defined by
H(σ, ϕ) =
∑
b∈Mr
(U(σb)− U(ϕb)).
Definition 2.1. Let GS be the set of all ground states of the relative Hamiltonian H. A
cube b ∈ Mr is said to be an improper cube of the configuration σ if σb 6= ϕb for any ϕ ∈ GS.
The union of the improper cubes of a configuration σ is called the boundary of the configuration
and denoted by ∂(σ).
Definition 2.2. The relative Hamiltonian H with the set of ground states GS satisfies the
Peierls condition if for any ϕ ∈ GS and any configuration σ coinciding almost everywhere with
ϕ (i.e. |{x ∈ Zd : σ(x) 6= ϕ(x)}| <∞)
H(σ, ϕ) ≥ λ|∂(σ)|,
where λ is a positive constant which does not depend on σ, and |∂(σ)| is the number of cubes in
∂(σ).
Proposition 2.3. If assumptions A1-A2 are satisfied then the Peierls condition holds.
Proof. Suppose σ coincides almost everywhere with a ground state ϕ ∈ GS then we have
U(σb)− U
min ≥ λ0 for any b ∈ ∂(σ) since ϕ is a ground state. Thus
H(σ, ϕ) =
∑
b∈Mr
(U(σb)− U(ϕb)) =
∑
b∈∂(σ)
(U(σb)− U
min) ≥ λ0|∂(σ)|.
Therefore, the Peierls condition is satisfied for λ = λ0. The proposition is proved.
3 Contours
Before giving our new contours let us recall the definition of the contour defined in original
Pirogov-Sinai theory (see [13]).
Definition 3.1. Pair Γ = (M,σ(M)), (where M = suppσ(M) is a finite connected subset
of Zd), is called contour of the configuration σ, if M is a component (maximal connected set)
of the boundary ∂(σ).
Now we define our contours which are more convenient to use for the symmetric models.
Let Λ ⊂ Zd be a finite set. Let σ
(i)
Λc ≡ i, i = 1, ..., s be a constant configuration outside of
Λ. For each i we extend the configuration σΛ inside Λ to the entire lattice by the ith constant
configuration and denote it by σ
(i)
Λ . The set of such configurations we denote by Ω
(i)
Λ .
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For a given configuration σ
(i)
Λ ∈ Ω
(i)
Λ denote V
(j)
Λ ≡ V
(j)
Λ (σ
(i)
Λ ) = {t ∈ Λ : σ
(i)
Λ (t) = j}, j =
1, ..., q, j 6= i. Let GΛ,j = (V
(j)
Λ , L
(j)
Λ ) be a graph such that
L
(j)
Λ = {(x, y) ∈ V
(j)
Λ × V
(j)
Λ : d(x, y) = 1}, j = 1, ..., q, j 6= i.
It is clear, that for a fixed Λ the graph GΛ,j contains a finite number (= m) of maximal connected
subgraphs GΛ,j,p i.e.
GΛ,j = {GΛ,j,1, ..., GΛ,j,m}, GΛ,j,p = (V
(j)
Λ,p, L
(j)
Λ,p), p = 1, ...,m; j 6= i.
Here V
(j)
Λ,p and L
(j)
Λ,p are the set of vertexes and edges of G
Λ,j
p , respectively.
The (finite) graph GΛ,j,p, j = 1, ..., q, j 6= i, p = 1, ...,m is called subcontour of the configura-
tion σ
(i)
Λ .
The set V
(j)
Λ,p, j = 1, ..., q, j 6= i, p = 1, ...,m is called interior of GΛ,j,p, and is denoted by
IntGΛ,j,p. Note that the configuration σ
(i)
Λ takes the same value j at all points of the connected
component GΛ,j,p. This value is called mark of the subcontour.
For any two subcontours T1, T2 the distance dist(T1, T2) is defined by
dist(T1, T2) = min
x∈IntT1
y∈IntT2
d(x, y),
where d(x, y) is the distance between x, y ∈ Zd (see section 2.1).
Definition 3.2. The subcontours T1, T2 are called adjacent if dist(T1, T2) ≤ r. A set of
subcontours A is called connected if for any two subcontours T1, T2 ∈ A there is a collection of
subcontours T1 = T˜1, T˜2, ..., T˜l = T2 in A such that for each i = 1, ..., l − 1 the subcontours T˜i
and T˜i+1 are adjacent.
Definition 3.3. Any maximal connected set (component) of subcontours (with given marks)
is called contour of the configuration σ
(i)
Λ .
For contour γ = {Tp} denote Intγ = ∪pIntTp.
Remarks. Our definition of a contour is different from the Definition 3.1. Indeed: (i) our
contour can be non connected subgraph of Zd, but the contours in original PS theory are
connected; (ii) By our definition for any two contours γ, γ′ we have dist(γ, γ′) > r. Thus our
contours do not interact. This means that for any σ ∈ Ω there is no a cube b ∈ ∂(σ) with
b ∩ γ 6= ∅ and b ∩ γ′ 6= ∅. Such property allows as to use a contour-removal operation. This
operation is similar to the one in ordinary Peierls argument [5]: Given a family of contours
defining a configuration σ ∈ Ω
(i)
Λ , the family obtained by omitting one of them is also the family
of contours of a (different) configuration in Ω
(i)
Λ . There is an algorithm of the contour-removal
operation to obtain a new configuration as follows. Take the configuration σ and change all the
spins in the interior of γ (which must be removed) to value i. This makes γ disappear, but leaves
intact the other contours. Contours defined in the Definition 3.1 may interact. Therefore the
Peierls argument is not directly applicable in that approach.
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In the sequel of the paper by contour we mean a contour defined by Definition 3.3. For a
given (sub)contour γ denote
impγ = {b ∈ ∂ : b ∩ γ 6= ∅}, |γ| = |impγ|.
By the construction we have impγ ∩ impγ′ = ∅ for any contours γ 6= γ′.
For a given graph G denote by V (G) the set of its vertices.
Let us define a graph structure on Mr as follows. Two cubes b, b
′ ∈ Mr are connected by
an edge if b ∩ b′ 6= ∅. Denote this graph by G(Mr). Here the vertices of this graph are elements
(cubes) of Mr. Note that the graph G(Mr) is a locally finite i.e. there is k = k(d, r) < +∞ such
that any vertex of G(Mr) has k nearest neighbors. Thus Lemma 1.2 of [2] can be reformulated
as follows
Lemma 3.4. Let N˜n,G(x) be the number of connected subgraphs G
′ ⊂ G(Mr) with x ∈ V (G
′)
and |V (G′)| = n. Then
N˜n,G(x) ≤ (ek)
n.
For x ∈ Zd we will write x ∈ γ if x ∈ Intγ.
Denote Nn(x) = |{γ : x ∈ γ, |γ| = n}|, where as before |γ| = |impγ|.
Lemma 3.5. Nn(x) ≤
1
2(4ek)
n.
Proof. Consider impγ as a subgraph of G(Mr). In general impγ may be non connected
subgraph of the graph G(Mr). Denote by Kγ the minimal connected subgraph of G(Mr), which
contains the contour γ. It is easy to see that
|V (Kγ)| ≤ 2|impγ| = 2|γ|. (3.1)
Using the estimation (3.1) and Lemma 3.4 we obtain
Nn(x) ≤
(
2n
n
)
N˜2n,G(x) ≤ 2
2n−1(ek)n =
1
2
(4ek)n.
The lemma is proved.
4 Non-uniqueness of Gibbs measure
For A ⊂ Zd denote
C(A) = {b ∈Mr : b ∩A 6= ∅}.
For σΛ ∈ Ω
(i)
Λ the conditional Hamiltonian (2.3) has the form
H(i)(σΛ) ≡ H(σΛ
∣∣σΛc = i) = ∑
b∈Mr :
b∩Λ6=∅
U(σΛ,b) =
∑
b∈∂(σΛ)
(U(σΛ,b)− U
min) + |C(Λ)|Umin, (4.1)
where σΛ,b(x) = σΛ(x) if x ∈ Λ ∩ b and σΛ,b(x) = i if x ∈ Λ
c ∩ b.
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The Gibbs measure on the space Ω
(i)
Λ with boundary condition σ
(i) is defined as
µ
(i)
Λ,β(σΛ) = Z
−1
Λ,i exp(−βH
(i)(σΛ)), (4.2)
where ZΛ,i is the normalizing factor.
Let us consider a sequence of sets on Zd
V1 ⊂ V2 ⊂ ... ⊂ Vn ⊂ ..., ∪Vn = Z
d,
and s sequences of boundary conditions outside these sets:
σ(i)n ≡ i, n = 1, 2, ..., i = 1, ..., s.
By very similar argument of proof of the lemma 9.2 in [7] one can prove that each of s sequences
of measures {µ
(i)
n,β, n = 1, 2, ...}, i = 1, ..., s contains a convergent subsequence.
We denote the corresponding limits by µ
(i)
β , i = 1, ..., s. Our purpose is to show that for a
sufficiently large β these measures are different.
Lemma 4.1. Suppose assumptions A1, A2 are satisfied. Let γ be a fixed contour and
pi(γ) = µ
(i)
β (σn ∈ ΩVn : γ ∈ ∂(σn)). Then
pi(γ) ≤ exp{−βλ0|γ|}, (4.3)
where λ0 is defined by formula (2.7).
Proof. Put Ωγ = {σn ∈ Ω
(i)
Vn
: γ ⊂ ∂(σn)}, Ω
0
γ = {σn : γ ∩ ∂ = ∅} and define a (contour-
removal) map χγ : Ωγ → Ω
0
γ by
χγ(σn)(x) =
{
i if x ∈ Intγ
σn(x) if x /∈ Intγ.
When γ is fixed then the configuration on Intγ also fixed. Therefore the map χγ is one-to-one
map. For any σn ∈ Ω
(i)
Vn
we have
|∂(σn)| = |∂(χγ(σn))|+ |γ|.
Consequently, using (4.1) one finds
pi(γ) =
∑
σn∈Ωγ
exp{−β
∑
b∈∂(σn)
(U(σn,b)− U
min)}∑
σ˜n
exp{−β
∑
b∈∂(σ˜n)
(U(σ˜n,b)− Umin)}
≤
∑
σn∈Ωγ
exp{−β
∑
b∈∂(σn)
(U(σn,b)− U
min)}∑
σ˜n∈Ω0γ
exp{−β
∑
b∈∂(σ˜n)
(U(σ˜n,b)− Umin)}
=
∑
σn∈Ωγ
exp{−β
∑
b∈∂(σn)
(U(σn,b)− U
min)}∑
σ˜n∈Ωγ
exp{−β
∑
b∈∂(χγ(σ˜n))
(U(χγ(σ˜n,b))− Umin)}
. (4.4)
Since σn,b = χγ(σn,b), for any b ∈ ∂(σn) \ impγ we have∑
b∈∂(σn)
(U(σn,b)− U
min) = S1 + S2, (4.5)
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where S1 =
∑
b∈∂(χγ (σn))
(U(σn,b)− U
min); S2 =
∑
b∈impγ(U(σn,b)− U
min).
By our construction γ is a contour of ∂(σn) iff σn(x) = i for any x ∈ Z
d \ Intγ with
d(x, Intγ) < r. Consequently, impγ does not depend on σn ∈ Ωγ . By assumptions A1-A2 we
have U(σn,b)− U
min ≥ λ0 > 0, for any b ∈ impγ.
Hence
S2 =
∑
b∈impγ
(U(σn,b)− U
min) ≥ λ0|γ|, for any σn ∈ Ωγ . (4.6)
Thus from (4.4)-(4.6) one gets (4.3). The lemma is proved.
Now using Lemmas 3.5 and 4.1 by very similar argument of [11] one can prove the following
Lemma 4.2. If assumptions A1-A3 are satisfied then for fixed x ∈ Λ uniformly by Λ the
following relation holds
µ
(i)
β (σΛ : σΛ(x) = j)→ 0, j 6= i as β →∞.
This lemma implies the main result, i.e.
Theorem 4.3. If A1-A3 are satisfied then for all sufficiently large β there are at least s
(=number of ground states) Gibbs measures for the Hamiltonian (2.2) on Zd.
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