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The purpose of this research is development of vision-based object detection algorithm that recognizes a marine 
object, localizes the object on captured frames, and estimates the distance to the object. Faster R-CNN and stereo 
vision based depth estimation are combined for real-time marine object detection. The performance of this algorithm 
is verified by model ship detection test in towing tank. The test results showed that this algorithm is potentially 
applicable to real USV. 
KEY WORDS: Unmanned surface vehicle; vision-based object 
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NOMENCLATURE  
AIS, automatic identification system 
CNN, convolutional neural network 
Faster R-CNN, faster region with convolutional neural network 
GPU, graphics processing unit 
ILSVRC, ImageNet large scale visual recognition competition 
IoU, intersection over union 
LiDAR, light detection and ranging 
LRF, laser rangefinder 
mAP, mean average precision 
PASCAL VOC, PASCAL visual object classes 
Radar, radio detection and ranging 
ReLU, rectified linear unit 
RPN, region proposal network;  
USV, unmanned surface vehicle 
 
INTRODUCTION 
The autonomous system is becoming an essential part of our 
life, reducing human labor and human error. The automatic 
system has found its way into the various control system such as 
processes in factories, switching on telephone networks, heat 
treating, etc. Over time, the automatic system technology has 
been advanced and the concepts of the fully automatic system, 
called automation, have been arising. This system is usually 
accomplished in combination with complex systems, such as 
modern factories, airplanes, and ships.  
Accordingly, there is rapid growth in unmanned vehicle 
development such as unmanned ground and aerial vehicle for 
supporting transportation, surveillance environment 
investigation and so on. In the marine industry, there has been 
an effort on development of USV. It operates on the sea surface 
without crew and is becoming popular due to its reduced cost 
compared to for example research and oceanographic ships, and 
being more efficient than weather buoys. They are commonly 
designed to accomplish their mission from the commands 
WUDQVPLWWHG UHPRWHO\ ZLWKRXW KXPDQV¶ LQVWDQW FRQWURO RU
programmed to perform regularized actions repeatedly. This 
helps avoiding marine accidents mostly caused by human error 
(Campbell, Naeem, and Irwin 2012).  
As vessels are automated, the significance of obtaining and 
processing the data surrounding the operating vehicles for safe 
navigation has increased. The collision avoidance through 
proper path planning ensures also prevention from a crash 
accident. Accordingly, it requires decent sensor system that 
detects accurately and processes the obtained data to applicable 
information that can be used for pertinent action. 
In order to collect such data, the majority of USV is equipped by 
various sensors such as sonar sensor, AIS, LiDAR, Radar and 
vision sensor for detecting obstacles or other vessels. However, 
most of this equipment has disadvantages as they are expensive 
or difficult to install on a small ship due to their massive weight. 
This necessitates the simplification of the equipment and the 
reduction of their number. In this regard, the use of a vision 
sensor is powerful for USV where near obstacles are closely 
related to collision risk, in place of other expensive and heavy 
detection equipment. Furthermore, it can enhance detection by 
supporting existing detection system in large vessels. 
Due to use of the vision sensor, it is required to process an 
image to recognize objects. In order for a USV to recognize an 
object without human intervention, it is important to possess 
object recognition ability comparable to that of a human being. 
For this purpose, this research uses the CNN which specializes 
in image processing more than other machine learning 
techniques. The CNN is a state-of-art technique of computer 
DOJRULWKPV PLPLFNLQJ DQLPDO¶V YLVXDO SHUFHSWLRQ DQG OHDUQLQJ
abilities. Intelligent animals and humans obtain the ability of 
object recognition by learning the images and their 
corresponding names by experience over a long period of time. 
As the CNN works similarly, it requires a large number of 
images, many computational iterations, high computational 
power and time. Recently, due to the remarkable developments 
in data science, it is not difficult to collect a large number of 
datasets. Moreover, improvement of computer capacity reduced 
computation time significantly. 
However, the brevity of research on the unmanned ship, there 
were no efforts or studies on the application of this method to 
the marine industry. Most vision-based detection systems in this 
area are set through the intuitive visual features observed by 
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users (Woo 2016; Woo and Kim 2016; Wang and Wei 2013; 
Wang, Wei, Wang, Ow, Ho, Feng, et al. 2011; Wang, Wei, 
Wang, Ow, Ho, and Feng 2011; Sinisterra, Dhanak, and von 
Ellenrieder 2014; Gladstone et al. 2016; Shin et al. 2018). 
Although it can be called automation, there is still a human error 
because it is eventually set by a human. The CNN can mitigate 
this problem by extracting the features on its own reducing 
human intervention. In this context, this research was motivated 
to apply the vision sensor, one of the economical and 
lightweight equipment to automatic navigation. 
The aim of this research is to implement an algorithm to 
recognize other objects or ships using a stereo camera for 
autonomous navigation of USV. Faster R-CNN (Ren et al. 2015) 
is used for real-time classification and localization based on 
CNN, and depth estimation method is used to estimate the 
distance to detected objects. As a preliminary process, the CNN 
and RPN in the Faster R-CNN are fine-tuned. When the 
algorithm starts to run, a left frame passes through the whole 
network of the Faster R-CNN, and it classifies and localizes the 
observed objects. After this, from the left and right vision, the 
3D point cloud is created all over the pixels. By matching the 
local information and the 3D point cloud obtained from the 
Faster R-CNN and depth estimation, it estimates the distance to 
the objects. This process is repeated in real-time. 
 
ALGORITHM ARCHITECTURE 
The project is composed by two stages as shown in Fig. 4. The 
first stage is localization and classification performed by Faster 
R-CNN. In this stage, the process is carried out with only left 
frame acquired from left view. It provides the information of 
object type and the location on the frame. The second stage is 
depth estimation. It utilizes both side frames and figures out the 
depth, which represents the distance to an every pixel point. 
This process furnishes the information of distance to object 
mobilizing object local data obtained from the Faster R-CNN. 
 
 
Modification of Faster R-CNN 
Although there is a default configuration in Faster R-CNN that 
gives the best performance in VOC2017 (Everingham et al. 
2007), some configurations are modified to be suitable to 
recognize the ship as it has not been utilized in the marine 
industry.  
 
CNN Model 
There are many CNN models that have been released such as 
ALexNet (Krizhevsky, Sutskever, and Hinton 2012), ZF Net 
(Zeiler and Fergus 2014), VGG Net (Simonyan and Zisserman 
2014), GoogLeNet (Szegedy et al. 2015), Microsoft ResNet (He 
et al. 2016), etc. As such these networks are becoming deeper 
and deeper, they showed higher accuracy in classification. 
However, although they are improved, they also require higher 
GPU memory capacity as it processes more massive data. It 
restricted the options for using the best network among them. 
Due to this reason, we selected ZF Net that does not cause out of 
the memory of GPU that used in this research.  
 
 
Fig. 4. Project architecture 
 
ZF Net is the network that won the ILSVRC 2013. This model 
reached an 11.2% error rate and was fine-tuned more than the 
AlexNet architecture, which won the ILSVRC 2012. It is alike 
to AlexNet, but with a few slight alterations, it has improved 
performance. ZF net uses  ? ൈ  ? filters instead of  ? ?ൈ  ? ? filters 
used in AlexNet, and the stride is also reduced. This allows the 
first convolutional layer to maintain a lot of initial pixel 
information. ReLU is used for the activation function, the cross-
entropy loss is used for error function, and batch stochastic 
gradient descent is used for training (Deshpande 2016).  
 
Anchor 
In the Faster R-CNN process, the input image is scaled such that 
their shorter side becomes 600 pixels while the long side does 
not exceed 1000 pixels before it is fed into a network. 
Therefore, the  ? ? ?ൈ  ? ? ? pixels image captured by the stereo 
camera is scaled to  ? ? ?ൈ  ? ? ? pixel. The anchors propose 
regions on this scaled image with its size of  ? ? ?ଶ pixels,  ? ? ?ଶ 
pixels,  ? ? ?ଶ pixels and its ratios of 1:2, 1:1 and 2:1 as shown in 
Fig. 6 and Fig. 7 (Ren et al. 2015) 
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Fig. 6. Scaled image and applied anchors 
 
 
Fig. 7. Default anchors 
 
In this process, there is a critical drawback to detect a small 
object. For example, if it detects a side of a small ship that is  ? long and  ? ?  away, the ship occupies around  ? ?ൈ  ? 
pixels on the captured image, and it is scaled to  ? ?ൈ  ? pixels. 
At the moment the smallest anchor slides over the object region, 
as shown in Fig. 8, the IoU is only 0.016, which is much smaller 
than default IoU threshold 0.7 to be considered as positive. With 
this default anchor, the ground-truth box smaller than  ? ?ଶ pixels 
cannot be labelled as positive. 
 
Fig. 8. The overlap between  ? ? ?ଶ anchor and small object 
 
Therefore, the anchor size and ratio are recommended to be set 
to at least  ? ?ଶ pixels and 5:1, as shown in Fig. 9, respectively, to 
maximize the IoU.  
 
Fig. 9. Size comparison between  ? ?ଶanchors with the ratio of 
5:1 
 
Accordingly, we modified the anchor configuration from the 
default of it, to fit to detect a ship-shaped object in distance.  
A  ?-long small ship occupies  ? ? ?ൈ  ? ? pixels at a distance of  ?, and   ? ?ൈ  ? pixels at a distance of  ? ?, on the captured 
image from the stereo camera. These sizes are scaled to  ? ? ?ൈ ? ? pixels and  ? ?ൈ  ? pixels, respectively. Correspondingly, the 
optimal range of anchor size is from  ? ?ଶ  pixel to  ? ? ?ଶ  pixel 
with the ratio of 5:1. Because changing the size and ratio of 
anchor from its default reduces its mAP (Ren et al. 2015), we 
followed the anchor size and IoU threshold from Faster R-CNN 
for small logo detection (Eggert et al. 2017), to minimise the 
loss of mAP, and also modified the setting to drop small boxes 
as changing minimum box size from  ? ?ଶ  to  ?ଶ  to enable to 
detect small area. The anchor configuration is shown in Table 1. 
 
Table 1. Default and modified anchor configurations 
Anchor 
configuration 
Default Modified 
Anchor size 
(pixels) 
 ? ? ?ଶ,  ? ? ?ଶ,  ? ? ?ଶ  ?ଶ,  ? ?ଶ,  ? ?ଶ,  ? ?ଶ,  ? ?ଶ,  ? ?ଶ,  ? ? ?ଶ,  ? ? ?ଶ 
Anchor ratio 2:1, 1:1, 1:2 4:1, 5:1, 6:1 
IoU threshold 0.7 0.5 
Minimum box 
size 
(pixels) 
 ? ?ଶ  ?ଶ 
 
Dataset 
The powerful advantage of CNN is that it can classify objects by 
generalizing same labelled objects into one category, although 
they have various appearances. It can be proved clearly if the 
experiment is carried out on real sea observing various real 
ships. However, in this research, the actual sea area test was 
replaced with an experiment that detects the model ship in the 
towing tank because there are many practical limitations such as 
preparing and measuring real distance. Therefore, the dataset 
consists of only one class of model ship. 
A notable point in this section is the size of an object in an 
image used for training. As the anchor sizes are reduced overall 
from default, proposals that are assigned as positive during 
training are required to be considered carefully. For example, 
assume that there is a  ? ? ?ൈ  ? ? ? pixels object in an  ? ? ?ൈ  ? ? ? 
pixels image and the anchor size is  ? ?ଶ pixels. When the anchor 
slides over the ground-truth box, it labels everywhere as positive 
and catches all the feature of the object minutely, rather than its 
overall outline as shown in Fig. 10. However, when observing a 
distant object, the overall outline is a criterion that recognizes 
objects more than detailed features due to the fixed resolution of 
camera. It causes difficulty in recognizing distant object. 
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Fig. 10. Anchors labelled positive and negative on a large object 
and small object 
 
Therefore, in order to detect small objects, anchors must capture 
the outline of the object as a feature. This means that the scaled 
object size of the dataset image should be similar to the scaled 
size of the object to be detected. 
As the model ship is observed between the distances from 4  
to 50  during the experiment, the ground-truth box of model 
ship occupies pixels from  ? ? ൈ  ? pixels to  ? ? ?ൈ  ? ? pixels, in  ? ? ?ൈ  ? ? ? pixels scaled image. Accordingly, ground-truth box 
size in image datasets to be prepared are recommended to 
occupy pixels from   ? ?ൈ  ? pixels to  ? ? ?ൈ  ? ? pixels, where the 
area ratios of scaled images to the ground-truth boxes are  ?ǣ ሺ ?Ǥ ? ?ൈ  ? ?ିସሻ  and  ?ǣ ሺ ?Ǥ ? ?ൈ  ? ?ିଶሻ , respectively. For 
example, if there is a  ? ? ? ?ൈ  ? ? ? ?pixels image in a dataset, 
the ground-truth box area is required to occupy the pixels from ሺ ? ? ? ?ൈ  ? ? ? ?ሻ ൈ ሺ ?Ǥ ? ?ൈ  ? ?ିସሻ  to ሺ ? ? ? ?ൈ  ? ? ? ?ሻ ൈሺ ?Ǥ ? ?ൈ  ? ?ିଶሻǡ  e.g., from  ? ? ? pixels to  ? ? ? ? ? ? pixels as 
shown in Fig. 11. Additionally, as the aspect ratio of the ground-
truth box in dataset image closes to the anchor ratio, there is a 
high probability that anchors sliding over the object labelled as 
positive. 
 
Fig. 11. Example of recommended ground-truth box in dataset 
image 
 
The image dataset of the model ship to be used for the training 
was prepared by taking a picture of it. If the size of the object on 
the taken images is large, a margin is added to the edge of the 
images to satisfy above conditions. The number of dataset 
images is around 1000, referring to the PASCAL VOC 2007 
dataset (Everingham et al. 2007). 
 
Depth Estimation 
The distance to object is important information for collision risk 
assessment. This section describes the process to calculate the 
distance to object. Unlike the case where only the left frame is 
used in Faster R-CNN, both frames are used in depth estimation 
and it calculates the distance to object based on the location of 
the object obtained from the Faster R-CNN. 
The workflow of depth estimation is shown in Fig. 12 (Dalal 
and Triggs 2005; Bradski and Kaehler 2008). Left frame and 
Right frame are acquired from a stereo camera in real-time. 
Both frames are rectified and transform into the grey scale from 
RGB, and by using those, the disparity is calculated 
(Hirschmuller 2005; Heiko Hirschmüller (Inst. of Robotics & 
Mechatronics Oberpfaffenhofen, German Aerosp. Center, 
Wessling 2005). This disparity is used to calculate the distance 
to each pixel point on the captured scene along with the stereo 
camera calibration parameters. 
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Fig. 12. Workflow of depth estimation 
 
Distance to Object 
The Faster R-CNN represents the position of the object as a 
final output giving bounding boxes accompanying the values of 
left bottom point and right top point. From these values, we 
extracted the center point of the bounding box as following Eq. 
3. ሺݔ௖ ǡ ݕ௖ሻ ൌ ൬ݔଵ ൅ ݔଶ ? ǡ ݕଵ ൅ ݕଶ ? ൰ (3) 
where ሺୡǡ ୡሻ is the centre point of bounding box, ሺଵǡ ଵሻ and ሺଶǡ ଶሻ are the left bottom point and right top point of bounding 
box respectively. By matching this value to 3D point cloud map, 
the hypothetical distance to object, ୭ , is calculated. This 
process is shown in Fig. 13. 
 
 
Fig. 13. Workflow of distance estimation 
 
DETECTION TEST 
Stereo Camera 
The specification of the stereo camera used in this research is 
described in Fig. 14 and Table 2. In this research, resolution and 
frame were set to  ? ? ?ൈ  ? ? ? MJPEG and 30fps respectively 
due to memory limitation during computation. 
 
Computer Capacity 
The computer environment in which the computation is 
performed is indicated in Tables 3. 
 
Detection Test Environment 
The detection test was carried out by observing the model ship 
in a towing tank. The geometry is shown in Fig. 15. Since the 
LRF outputs the voltage according to the distance to the board, 
we measured the voltage and actual distance at three points and 
calibrated it. 
The length of the model ship used in the experiment is shown in 
Fig. 16 and was around  ?, and only the side was observed 
during the detection test. 
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Fig. 14. Stereo camera 
 
Table 2. Stereo camera specification 
Model name KYT-U100-960R1ND 
Sensor Aptina AR0130 
Focus Manual 
Synchronization Yes 
Resolution & frame  ? ? ?ൈ  ? ? ? MJPEG 30fps, YUY2 
15fps 
  ? ? ? ?ൈ  ? ? ? MJPEG 30fps, YUY2 
5fps 
Compression 
format 
MJPEG \ YUY2 
Interface USB2.0 
Lens Parameter Non Distortion Lens, FOV 96°(D), 
80°(H), 60°(V) 
Voltage DC5V 
UVC Support 
OTG Support 
Auto exposure AEC Support 
Auto white balance 
AEB 
Support 
Adjustable 
parameters 
Brightness/Contrast/Color 
saturation/Definition/Gamma/WB 
Dimension 74mm x 27mm 
Operating 
Temperature 
-20°C to 70°C 
Support OS Windows, Linux, MAC, Android 
 
Table 3. Computer environment 
Computer Components Specification 
CPU Processor Intel Core i7 6700 CPU @ 
3.40GHz 
Cores 4 
Threads 8 
Mainboard Model W650DC 
Chipset Intel Skylake 
Southbridge Intel H170 
Memory Type DDR 4 
Size 8 Gbytes 
Graphics 
Card 
Memory Type GDDR 5 
Memory Size 4096 MB 
Matlab Version R2016b 
 
 
Fig. 15. Towing tank geometry during detection test 
 
 
Fig. 16. The model ship used in detection test 
 
Dataset 
In order to observe the performance of the algorithm proposed 
in this research, the detection test were carried out by changing 
dataset image, which has a large effect on the CNN 
performance. As the dataset, images of the model ship used in 
this detection experiment and of the other model ships have 
prepared as shown in Fig. 17. 
 
   
 
    
(a) 
 
 
 
 
 
 
 
  
(b) 
Fig. 17. Image samples in the dataset. (a) Image of model ship 
used in the detection system. (b) Image of the model ship not 
used in detection test 
 
Network Configuration 
The detection test was carried out in the following cases to 
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observe the performance of the algorithm according to the 
dataset type and proposal configuration as described in Table 4. 
 
Table 4. Dataset type and proposal configuration of networks for 
detection test 
Network 
case 
Dataset type 
Same 
model ship 
Different 
model ship 
Total 
amount 
Case 1 930 104 1034 
Case 2 930 104 1034 
Case 3 0 303 303 
Case 4 241 0 241 
 
Network 
case 
Proposal configuration 
Anchor size Anchor 
ratio 
IoU 
threshold 
Case 1  ? ? ?ଶ,  ? ? ?ଶ,  ? ? ?ଶ 1:2, 1:1, 2:1 0.7 
Case 2  ?ଶ ,  ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ? ?ଶ,  ? ? ?ଶ 1:4, 1:5, 1:6 0.5 
Case 3  ?ଶ ,  ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ? ?ଶ,  ? ? ?ଶ 1:4, 1:5, 1:6 0.5 
Case 4  ?ଶ ,  ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ?ଶ ,  ? ? ?ଶ,  ? ? ?ଶ 1:4, 1:5, 1:6 0.5 
 
The network for case 1 is set to default proposal configuration 
and trained with the same model ship dataset image that will be 
observed in the test. This is for taking a see how powerful the 
existing CNN is with default configuration and for comparison 
with other modified networks. In case 2, the dataset is same to 
case 1 but the proposal configuration is changed. This 
configuration is modified for the purpose of small object 
detection. In case 3, the proposal configuration is same to case 2 
but the dataset is composed by other model ship that is different 
from what will be observed. This is to see how much the 
network recognizes when it is trained with a limited dataset. 
Case 4 is to see the effect of the amount of dataset. It has 
relatively small amount of dataset. In order to calculate mAP, 
the dataset consists of the 70% of train images and the 30% test 
images. 
 
Test Result 
Network Training Result 
The results of training each network are shown in Table 5. The 
mAP is a factor that evaluates the quality of dataset and is an 
index of how much the test set relates to the train set. The higher 
the value, the higher the associativity between images of the 
datasets. Since the mAP of the ZF net trained with the PASCAL 
VOC 2007 dataset is 59.9% (Ren et al. 2015), the dataset used 
in this research is judged to be collected appropriately. 
Table 5. Training and detection results of networks for each case 
Network case Train-Time 
(hour) 
mAP 
(%) 
Case 1 18.57 66.04 
Case 2 19.75 72.58 
Case 3 18.27 79.87 
Case 4 18.83 63.27 
 
Detection Test Result 
In the first detection test, the detection algorithm ran while the 
carriage with the stereo camera approaches to the model ship. It 
was carried out for each network in four cases. The initial 
distance between the stereo camera and the model ship is  ? ?Ǥ ? ?, and the speed of the carriage is   ?Ǥ ?Ȁ. It starts 
moving after  ? ? from the start of the camera recording. The 
results of detection test are shown in Fig. 18. In all cases, the 
mean computing time per frame was  ?Ǥ ? ?  so that it is 
considered that there is no problem in real-time detection.  
 
(a) 
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(b) 
 
(c) 
 
 
(d) 
 
Fig. 18. . The result of detection and distance estimation (a)  
network case 1. (b) network case 2. (c) network case 3. (d) 
network case 4. 
 
However, it was not able to estimate the distance more than  ? ?Ǥ ?. The reason is due to the depth estimation technique, 
which is built on disparity images. Since the disparity images 
are drawn based on the texture of the image, wrong disparities 
can be included due to low texture, low pixel, etc. (Hirschmuller 
2005). As the distance increases then the pixel containing visual 
information reduces, inaccurate disparities are generated and the 
accuracy of the distance estimation decreases. The example of 
disparity images at the distance of  ? ? and  ? is shown in 
Fig. 19. The plateau between  ? ? ? and  ? ? ? in the cases 1, 2 
and 4 (Fig. 18 (a), (b) and (c)) are also explained for the same 
reason. 
 
  
(a) 
 
  
(b) 
Fig. 19. Disparity image. (a) Original frame and disparity image 
at the distance of  ?. (b) Original frame and disparity image at 
the distance of  ? ? 
 
Except for the detection farther than  ? ?Ǥ ?, cases 1, 2, and 4 
generally estimated distances close to the actual distance. 
However, in case 3, only the distance within  ? was estimated 
appropriately, and in case 4, excessive wrong detection 
occurred.  
The percentages of the well-detected frame, calculated as in Eq. 
4, and mean distance errors excluding the distance of more than  ? ?Ǥ ? are shown in Tables 6-7. Case 2, the network trained 
with the same model ship image dataset with the proposed 
proposal configuration, showed the highest detection 
performance. On the other hand, a network trained with a small 
amount of different model ship image dataset scarcely detected 
the model ship. The mean distance error was the smallest in the 
default network, case 1. 
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Result comparison between case 1 and case 2; focusing on 
proposal configuration 
In cases 1 and 2, the dataset image is the same as the model ship 
used in detection test, and the number of those was large 
enough. The difference between the two cases was the proposal 
configuration, where case 2 has more anchor sizes than case 1 
and the anchor ratio is closer to the size of the model ship used 
in this test. The IoU threshold of case 2 was also set to a smaller 
than case 1. 
The percentage of well-detected frame in case 1 and case 2 was 
59.77% and 65.85%, respectively. This shows that the modified 
proposal configuration improved the recognition success rate by  ?Ǥ ? ? ? from the default. The greatest improvement was to detect 
at a distance more than  ? ?  as shown in Fig 20-22. For 
example, At the time of  ? ? ?, network case 1 was not able to  
recognise the model ship, whereas network case 2 recognized it. 
 
Table 6. Number of frames during detection test according to 
network case (µ#¶ refers the number of frames) 
Network 
case 
Total 
# 
Well-
detected 
# 
Wrong-
detected 
# 
No-
detected 
# 
Case 1 1392 832 0 560 
Case 2 1350 927 51 372 
Case 3 1376 38 135 1203 
Case 4 1318 812 438 68 
 
Table 7. Percentage of well detected frame and mean of distance 
error 
Network 
case 
Percentage of 
well-detected 
frame (%) 
Mean of distance 
error (m) 
Case 1 59.77 2.36 
Case 2 68.67 2.90 
Case 3 2.76 11.34 
Case 4 61.61 3.67 
 
However, there was the wrong-detected frame in case 2 as 
shown in Fig. 23-25. At the time of  ? ? ?, network case 1 
recognised model ship properly, but network case 2 showed 
wrong recognition result. The percentage of the wrong-detected 
frame in case 2 was 3.78% higher than case 1. This is why the 
mean distance error of case 2 is higher than case 1. 
Nevertheless, as the no-object-detected frame reduced from 
40.23% to 27.56%, so that overall model ship recognition 
success rate increased. 
 
 
Fig. 20. Comparison of well-detected distance range between 
case 1 and case 2. It shows the improvement of detection at the 
distance more than  ? ? as marked in circles. 
 
 
Fig. 21. Visualization of distance estimation and object 
recognition at the time of  ? ? ? in case 1. Nothing detected. 
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Figure 22. Visualization of distance estimation and object 
recognition at the time of  ? ? ? in case 1. The numbers above 
the bounding box indicate the estimated distance, and the text 
below indicates the classification result and corresponding 
matching probability. 
 
 
 
Fig. 23. Wrong detection in case 2 compared to case 1. The 
parts where wrong recognition are marked as circles. 
 
 
Fig. 24. Visualization of distance estimation and object 
recognition at the time of 277 sec in case 1. The numbers above 
the bounding box indicate the estimated distance, and the text 
below indicates the classification result and corresponding 
matching probability. 
 
 
Fig. 25. Visualization of distance estimation and object 
recognition at the time of 277 sec in case 2. The numbers above 
the bounding box indicate the estimated distance, and the text 
below indicates the classification result and corresponding 
matching probability. 
 
Result comparison between case 2 and case 3; focusing on 
dataset quality 
Cases 2 and 3 have the same proposal configuration but the 
dataset image was different. The dataset images in case 2 were 
mainly consisted of the images of the same model ship that has 
been used in the detection test. On the other hand, the dataset 
image in case 3 is composed of images of completely different 
model ships that have not been used in the detection test. The 
purpose of arranging the dataset was to test the CNN¶VVWUength 
that it can recognize certain object even if it has not been trained 
with the same image. However, there was a limit to collect 
enough amount of images of different model ships, so that only 
303 images were contained in the dataset in case 3. 
As shown in Fig. 18(c), network case 3 did not detect the model 
ship at the distance more than  ?, and it misrecognised or did 
not recognized at all in 97.24% of the frames as described in 
table 7. This implies that the quality of the dataset has the 
greatest effect on the performance of the detection algorithm, 
especially CNN, and its effect is extremely critical. 
 
3) Result comparison between case 2 and case 4; focusing on 
dataset quantity 
Case 2 and case 4 have same proposal configuration and they 
both were trained with images of the model ship that has been 
used in the detection test. The difference between them is a 
number of dataset images, 1034 images for case 2 and 241 
images for case 4. The purpose of this comparison is to see the 
influence of the dataset quantity. 
As indicated in Tables 6-7, network case 4 made a result that a 
percentage of the well-detected frame is 61.61%, which is 7.6% 
lower than case 2. From this, it is considered that the amount of 
dataset affects the CNN. The larger the amount of dataset, it is 
expected that the better performance of the detection algorithm. 
 
RESULT and DISCUSSION 
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Overall, the proposed algorithm was impossible to estimate over 
a certain distance due to disparity-based calculation in terms of 
distance estimation. On the object detection side, detection noise 
was occurred due to false recognition, but changing the proposal 
configuration showed a slight improvement in performance 
compared to the default. Due to the characteristics of CNN, the 
performance of the proposed algorithm was more dominantly 
influenced by the quality of dataset than the proposal 
configuration and quantity of dataset. 
The aim of this research was to develop a vision-based detection 
algorithm for USV. For this, the Faster R-CNN is used to 
recognize and localize objects on frames, and the depth 
estimation with a stereo camera is used to estimate the distance 
to detected objects. In order to evaluate the proposed algorithm 
and to examine the factors that affect the performance of the 
algorithm, several case studies were carried out with model ship 
detection test. 
First of all, the average computation time per frame was  ?Ǥ ? ?, revealing that it is practical for real-time detection. 
When CNN is trained with high quality and quantity of dataset, 
it detected the model ship with a probability of almost 70% and 
the average distance error was within  ?. Unlike conventional 
vision-based detection system, the proposed algorithm clarifies 
the type of object through classification so that it derives 
additional factors that contribute to the collision risk. It thus 
seems that it is possible to support the automation of the USV 
with low cost by simplifying existing expensive equipment. 
However, the proposed detection algorithm required a high 
quality and a large amount of dataset for high performance. In 
particular, the quality of the dataset has had the greatest impact 
on the performance. This is due to the nature of artificial 
intelligence that draws erroneous results when it learns with 
incorrect information. This is why it needs a large amount of 
dataset to cover this enough. Another limitation observed in this 
test is that it was impossible to estimate the distance over  ? ?. 
Since the depth estimation computes the disparity based on the 
texture difference between the left and right frames of the stereo 
camera, if the texture or resolution is low, the distance 
estimation is limited. This limitation in this test was because the 
frame was taken at a resolution of  ? ? ?ൈ  ? ? ?. 
The most important point for the real application of this 
algorithm is a large amount of high-quality image dataset of 
marine obstacles. Due to advances in data science, it is expected 
that organizations providing image databases increases then it 
will be able to collect these vast amounts of datasets effortlessly 
in the future. We plan to train the CNN by collecting image 
datasets of various objects that may exist in actual sea, not 
model ship, and to make a more powerful detection algorithm 
by using a high-resolution stereo camera. In addition, since the 
ultimate goal of the USV detection system is collision 
avoidance, we plan to devise a method to calculate the collision 
risk using the information of the type of object, direction to 
object, and distance to object, which are derived from the 
proposed algorithm. 
 
CONCLUSIONS 
We implemented object detection algorithm combining Faster 
R-CNN and depth estimation with a stereo camera. The dataset 
for Faster R-CNN has been collected as the images of model 
ship used in detection test and other model ships. The Faster R-
CNN has trained with that dataset for its fine-tuning. In this 
process, we have felt the need for object recognition that 
occupies a small area on the frame, so that we accordingly 
modified the existing default configuration of Faster R-CNN 
and resized the images in the dataset.  
In order to examine the efficiency of the proposed algorithm and 
its influencing factors, Faster R-CNN has been trained in four 
cases by varying the quality, quantity of dataset, and proposal 
configuration. Test results have shown that the quality of the 
dataset has the greatest effect on the performance of the 
algorithm. In this research, the Faster R-CNN has shown almost 
70% recognition ability if such dataset condition is satisfied.  
The distance estimation using depth estimation in this test 
cannot estimate the distance over  ? ?. This happens because 
the depth estimation technique computes the disparity based on 
the texture of the frame. As the distance to the model ship 
increases, the number of pixels containing the visual 
information of the area decreases. On the other hand, when 
estimating the distance within  ? ?, the average distance error 
has been only within  ?. Therefore, if the resolution of the 
camera is high, then the depth estimation technique seems to be 
well worth applying. 
Finally, the average computation time per frame has been  ?Ǥ ? ?  when computing with the above two techniques 
combined. Therefore, it has been confirmed that there is a 
possibility of real application if high quality and quantity dataset 
can be collected and a high-resolution stereo camera is used. 
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