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Abstract
In this paper we show that harmonic compact operator-valued functions are characterized
by having harmonic diagonal matrix coefficients in any choice of basis. We also give an
example which shows that an operator-valued function with values outside the compact oper-
ators can have harmonic diagonal matrix coefficients in any choice of basis without being a
harmonic operator-valued function. We use our harmonic matrix coefficients characterization
to establish a Harnack’s theorem for an increasing sequence of harmonic compact self-adjoint
operator-valued functions and we show that this Harnack’s theorem need not hold when the
compactness restriction is dropped. © 2001 Elsevier Science Inc. All rights reserved.
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The theory of analytic operator-valued functions is well developed. It seems,
however, that relatively little is known about harmonic operator-valued functions.
The need for such a theory naturally arises in investigations of the behavior of cer-
tain classes of Hilbert space operators under self-adjoint perturbations, where the
perturbations depend in a smooth way on a single complex variable. More precisely,
because an analytic self-adjoint operator-valued function is necessarily constant, it
seems natural to consider harmonic as an appropriate notion of smoothness for such
perturbations.
Throughout this paper, let H be a separable Hilbert space and let L(H) de-
note the bounded linear operators on H. Denote by K(H) ⊆L(H) the algebra
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of compact operators on H and let KNN(H) and KSA(H) be the subalgebras
of non-negative compact operators and self-adjoint compact operators, respectively.
Recall that the dual of K(H) is T1, the trace-class operators in L(H), where the
space T1 consists of those operators A on H for which there exists an orthonor-
mal basis {φn}∞n=1 of H such that
∑∞
n=1〈Aφn, φn〉 is finite. For any A ∈T1, the
functional it defines on K(H) is
τA(·) = Tr(A·) =
∞∑
n=1
〈A(·)ψn, ψn〉,
where {ψn}∞n=1 is (without loss of generality) any choice of orthonormal basis of H
(see [5] for a development of this).
Definition 1. Let U be an open neighborhood in C. We say f : U→L(H) is
analytic (respectively, harmonic) if for each  ∈L(H)∗ the function  ◦ f is ana-
lytic (respectively, harmonic). In particular, we say a function v : U→K(H) is
harmonic if for each operator A ∈T1, the function τA ◦ v is a harmonic function.
A function is analytic in the above sense if and only if it is analytic in the a
priori stronger sense of being locally defined by a norm convergent power series
of operators (cf. [5]). Because of this, many of the classical results for analytic
complex-valued functions easily carry over to analytic operator-valued functions. For
example, the Identity Theorem, Cauchy’s Theorems, and the Maximum Principle
all have natural operator-valued analogs (cf. [1,4] or [3]). Similarly, a function is
harmonic in the above sense if and only if it is locally the real part of an analytic
operator-valued function and this, in turn, is equivalent to the condition that it is loc-
ally the Poisson integral of a strongly continuous operator-valued function. As with
analytic operator-valued functions, many of the results for complex-valued harmonic
functions carry over directly to the harmonic operator-valued setting. For example,
the mean value property, the maximum modulus principle, and the local existence of
a harmonic conjugate which is unique up to a constant skew-symmetric operator (i.e.,
an operator A such that A∗ = −A) all hold for harmonic operator-valued functions.
In the following lemma we will show that harmonic compact operator-valued
functions are characterized by having harmonic diagonal matrix coefficients in any
choice of basis. To simplify the proof of this lemma, note that a function v : U→
L(H) is harmonic if and only if its real and imaginary parts, Re(v) = (1/2)(v + v∗)
and Im(v) = (1/2i)(v − v∗), are harmonic. It is, of course, also true that if the posit-
ive and negative parts of a harmonic function, v : U→KSA(H), are harmonic,
then v is harmonic. However, the converse fails even in the case where v takes
values in self-adjoint rank one operators. In other words, if a harmonic function v
is decomposed as v = v+ − v− where v+v− = 0, then neither v+ nor v− needs to
be harmonic operators, as is seen by the example v(x, y) = (x2 − y2)〈·, φ〉φ, where
φ ∈H. With these remarks, we are ready to establish Lemma 1.
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Lemma 1. Let v : U→K(H), where U is an open neighborhood in C. The
following are equivalent:
(1) For each φ,ψ ∈H, the function 〈v(z)φ,ψ〉 is harmonic.
(2) For each φ ∈H, the function 〈v(z)φ, φ〉 is harmonic.
(3) For each operator A ∈T1, the function τA ◦ v is harmonic.
(4) For some fixed basis {φn}∞n=1 ofH, each 〈v(z)φn, φm〉 is harmonic and the norm
of v(z) is uniformly bounded on compact subsets of U.
Proof. By focusing on the real and imaginary parts of v separately, we can assume
without loss of generality that v takes values in the self-adjoint compact operators.
To see the equivalence of (1) and (2) let A = 〈·, φ〉ψ. Then A∗ = 〈·, ψ〉φ. From the
equation
〈·, (φ + ψ)〉(φ + ψ)− 〈·, φ〉φ − 〈·, ψ〉ψ = 〈·, φ〉ψ + 〈·, ψ〉φ,
we see that τ2 Re(A) ◦ v is harmonic. A similar calculation (using the vector φ + iψ)
yields the same conclusion for τ2 Im(A) ◦ v. Since the real and imaginary parts of A
induce harmonic functions, A does as well. Thus, (1) and (2) are equivalent.
Clearly (3) implies (2). To show the converse, we can consider the positive and
negative parts of the real and imaginary parts of A separately. Thus, we can assume
without loss of generality that A is a non-negative trace class operator. Let
A =
∞∑
j=0
λj 〈·, ψj 〉ψj ,
where the λj are non-negative and summable and {ψj }∞j=1 is an orthonormal basis
of H. We need to show that
Tr(Av(z)) =
∞∑
j=0
λj 〈v(z)ψj , ψj 〉
is a harmonic function. Let K be any compact subset of U. Fix ψ = ψj for some j
and let Wψ = {v(z)ψ | z ∈ K}. By the equivalence of (1) and (2) we know that each
〈v(z)ψ, φ〉 is harmonic and hence continuous. Thus, Wψ is a weakly and hence norm
bounded subset ofH. But then the uniform boundedness principle implies that there
exists an M > 0 such that ‖v(z)‖  M for all z ∈ K. Hence,
|λj 〈v(z)ψj , ψj 〉|  M|λj | ∀z ∈ K
is a summable bound and so the Weierstrass M-test implies that the series converges
absolutely and uniformly on K. Thus, Tr(Av(z)) is the normal limit of a family of
harmonic functions and so it is harmonic.
Finally, suppose that there exists a fixed basis {φn}∞n=1 of H such that each〈v(z)φn, φm〉 is harmonic and that the norm of v(z) is uniformly bounded on compact
subsets of U. If ψ =∑∞n=1 anφn is any element of H, then the Weierstrass M-test
implies that
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〈v(z)ψ,ψ〉 =
∞∑
n=1
∞∑
m=1
ana¯m〈v(z)φn, φm〉
is a normal limit of harmonic functions and hence is harmonic. 
In Lemma 1, we actually showed that if a function v : U→L(H) has harmonic
matrix coefficients in some fixed choice of basis for H and ‖v(z)‖ is a bounded
function, then every matrix coefficient of v is harmonic. For a compact operator-
valued function this is sufficient to imply that v is a harmonic function. The following
example shows that this sufficiency statement is not true for every bounded operator-
valued function v : U→L(H).
Example 1. Let U = {z ∈ C | |z| < 1,Re(z) > 0} be the right half of the unit disk.
For each natural number n, let
fn(z) = zαn,
where αn = (1/n)1/3. Define F : U→L(H) to be the infinite dimensional diag-
onal matrix whose nth diagonal entry is fn. Each fn is analytic on U. Moreover, for
each z ∈ U, ‖F(z)‖  1, since each fn satisfies this bound.
The function F is not an analytic operator-valued function because its derivative
does not take values in the bounded operators. Indeed, F ′ can only be the infinite
dimensional diagonal matrix whose nth diagonal entry is
f ′n = αnzαn−1.
Let φ be the square-summable sequence (1/n), where  = (1 + δ)/2 for some δ
strictly between 0 and 1/3. Then the nth component of F ′(1/2)φ is
(
F ′
(1
2
)
φ
)
n
= 21−αn
(1
n
)(5+3δ)/6
.
Since the factor 21−αn is bounded below by 1, this is not a square-summable se-
quence.
Now consider the function v = Re(F ). The norm of v is uniformly bounded by 1
onU and so the matrix coefficients of v are harmonic in any choice of basis. But the
calculation above shows that partial of v with respect to x does not take values in the
bounded operators onH when x = 1/2. Hence, v is not a harmonic operator-valued
function.
Now we will use Lemma 1 to establish an operator-valued analog of Harnack’s
theorem. It should be noted that in [2], Ky Fan proved the following operator-valued
analog of Harnack’s inequality.
Harnack’s inequality (Fan). LetH be a complex Hilbert space and let  denote the
open unit disk in the complex plane. Assume that F is an analytic function on  such
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that for each z ∈ , F (z) is a bounded linear operator on H with Re(F (z)) > 0
(i.e., non-negative and injective). Assume further that F(0) = I . Then for all z ∈ ,
1 − |z|
1 + |z|I  Re(F (z)) 
1 + |z|
1 − |z|I.
Since we are interested in functions taking values in the compact operator, unless
H is finite dimensional, the above theorem will not apply to our situation. However,
an analogous inequality holds for harmonic compact operator-valued functions for
similar reasons. We establish this inequality below.
Harnack’s inequality. Let U be an open neighborhood in C and assume that v:
U→KNN(H) is a non-negative operator-valued harmonic function. For any
open disk centered at a of radius R, (a, R), which is contained in U and any
a + reiθ ∈ (a, R),
R − r
R + r v(a)  v(a + re
iθ )  R + r
R − r v(a).
In other words both
v(a + reiθ )− R − r
R + r v(a) and
R + r
R − r v(a)− v(a + re
iθ )
are non-negative operators.
Proof. For each φ ∈H, 〈v(a + reiθ )φ, φ〉 is a real-valued non-negative harmonic
function on U. Thus Harnack’s inequality implies
R − r
R + r 〈v(a)φ, φ〉  〈v(a + re
iθ )φ, φ〉  R + r
R − r 〈v(a)φ, φ〉.
But this is exactly the content of the theorem. 
The above inequality implies an analog of Harnack’s theorem. Recall in the clas-
sical setting, Harnack’s theorem says that if a sequence vn of real-valued harmonic
functions satisfies vk  vk+1 for every k, then either vn converges normally to a
harmonic function or vn(z) → ∞ for all z (cf. [6]).
Harnack’s theorem. Let U be an open neighborhood in C and let vn : U→
KSA(H) be a non-decreasing sequence of self-adjoint compact operator-valued
harmonic functions. Then either there exists a function v : U→L(H) such that
for each φ ∈H, as n → ∞,
‖(v(z)− vn(z))φ‖ → 0
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uniformly in z on compact subsets of U or for every z ∈ U, the sequence vn(z)
diverges in the weak operator topology on L(H). Moreover, if the limit function
v exists and takes values in the compact operators, then it is harmonic.
Proof. By subtracting v1 from each term we can assume without loss of generality
that each vn is non-negative. If there exists a point z0 ∈ U and a vector ψ ∈H
such that 〈vn(z0)ψ,ψ〉 → ∞, then the real-valued Harnack’s theorem implies that
〈vn(z)ψ,ψ〉 → ∞ for each z ∈ U. Thus, the weak limit of the sequence vn fails to
exist at each point of U.
On the other hand, it is easy to show that for any non-decreasing sequence of non-
negative operators, {Pn}∞n=1, the sequence either converges in the strong operator
topology to a non-negative operator or there exists a ψ ∈H such that 〈Pnψ,ψ〉 →
∞ as n → ∞. Thus, if there is no point in U where vn is weakly divergent, then for
each z ∈ U, the sequence vn(z) converges strongly to some bounded operator v(z).
Let us show that this convergence is uniform in z on compact subsets of U.
First note that Harnack’s inequality implies ‖v(z)‖ is locally continuous. Indeed,
fix an open disk centered at a of radius R, (a, R), inside U and let r < R. The
function v inherits Harnack’s inequality on (a, R) from the sequence vn. Since v is
non-negative, taking the supremum of the expression
R − r
R + r 〈v(a)φ, φ〉  〈v(a + re
iθ )φ, φ〉  R + r
R − r 〈v(a)φ, φ〉.
over all unit vectors φ yields
‖v(a)‖R − r
R + r  ‖v(a + re
iθ )‖  R + r
R − r ‖v(a)‖.
Thus, ‖v(a + reiθ )‖ → ‖v(a)‖ as a + reiθ → a.
Now let K be a compact subset of U and fix φ ∈H. For each fixed z ∈ K,
since vn(z) is a non-decreasing sequence of non-negative operators converging in the
strong operator topology to v(z), ‖vn(z)‖‖v(z)‖. This, combined with the local
continuity of ‖v(z)‖, implies that there exists a constant M > 0 such that ‖vn(z)‖ +
‖v(z)‖  M for all z ∈ K. Hence,
‖(v(z)− vn(z))φ‖2
= 〈(v(z)− vn(z))2φ, φ〉
 ‖(v(z)− vn(z))‖〈(v(z)− vn(z))φ, φ〉
(since v(z)− vn(z) is non-negative)
 (‖v(z)‖ + ‖vn(z)‖)〈(v(z)− vn(z))φ, φ〉
 M〈(v(z)− vn(z))φ, φ〉.
By the real-valued Harnack’s theorem, the function 〈v(z)− vn(z)φ, φ〉 converges
uniformly to zero on the compact subset K of U. Thus, the strong operator conver-
gence of vn(z) to v(z) is uniform on compact subsets of U.
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Finally, suppose that vn converges strongly to a limit function v which takes
values in the compact operators. Then, for each φ ∈H, 〈v(z)φ, φ〉 is harmonic,
since it is a normal limit of the harmonic functions 〈vn(z)φ, φ〉. Hence, Lemma 1
implies that v is harmonic. 
Example 2. In general, the strong operator limit of a sequence of non-negative
compact operator-valued harmonic functions need not be compact operator-valued.
For example, let vn = In be the n× n identity matrix. Then vn is trivially an increas-
ing sequence of non-negative compact operator-valued functions. The sequence vn
converges in strong operator topology to the identity operator which is not compact
unless H is finite dimensional. Note that this example also shows that even if a
a sequence of non-negative compact operator-valued harmonic functions converges
strongly, it need not converge in operator norm.
In Example 2, although the limit of the sequence vn is not compact operator-
valued, it is harmonic. The next example shows that the limit need not be harmonic
if it is not compact operator-valued.
Example 3. It is possible for an increasing sequence of non-negative compact
operator-valued harmonic function to converge to a limit which is not harmonic. In-
deed, let un = Re(fn)+ 1 where fn is the analytic function constructed in Example
1. Let wn be the infinite dimensional diagonal matrix whose ith diagonal element
is ui , if 1  i  n and is zero otherwise. The wn forms an increasing sequence of
non-negative compact operator-valued harmonic functions. Clearly, wn converges
in the strong operator topology to w = v + I , where v = Re(F ) is the operator-
valued function constructed in Example 1. We showed in this example that v is not
harmonic. Hence, w is not harmonic.
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