We investigate the generalization performance of some learning problems in Hilbert functional Spaces. We introduce a notion of convergence of the estimated functional predictor to the best underlying predictor, and obtain an estimate on the rate of the convergence. This estimate allows us to derive generalization bounds on some learning formulations.
Introduction
In machine learning, our goal is often to predict an unobserved output value based on an observed input vector ¡ . This requires us to estimate a functional relationship r andomly drawn from , it is necessary to start with a model of the functional relationship. In this paper, we consider models that are subsets in some Hilbert functional spaces 
By introducing a non-negative Lagrangian multiplier ¥ , we may rewrite the above problem as:
We shall only consider this equivalent formulation in this paper. In addition, for technical reasons, we also assume that ¦ g 
The goal of this paper is to show that as 
is in the sense that 
B
. This representation can be computed as follows. Let
is not important for the purpose of this paper. . This implies the following inequality:
which is equivalent to:
Note that we have used
Therefore by comparing the above two inequalities, we obtain:
Note that the last equality follows from the first order condition (4). This is the only place the condition is used. In ( 
to its mean. The latter is often easier to estimate. For example, if its variance can be bounded, then we may use the Chebyshev inequality to obtain a probability bound. In this paper, we are interested in obtaining an exponential probability bound. In order to do so, similar to the analysis in [6] , we use the following form of concentration inequality which can be found in [5] , page 95: 
We may now use the following form of Jensen's inequality to bound the moments of the zero-mean random vector We study some consequences of Corollary 2.1, which bounds the convergence rate of the estimated predictor to the best predictor.
Regression
We consider the following type of Huber's robust loss function: 
Using this inequality and (4), we obtain:
If we assume that
This gives the following inequality:
It is clear that the right-hand side of the above inequality does not depend on the unobserved function b ¤
. Using Corollary 2.1, we obtain the following bound: 
Theorem 3.1 Using loss function (6) in (3). Assume that
Theorem 3.1 compares the performance of the computed function with that of the optimal predictor
. This style of analysis has been extensively used in the literature. For example, see [3] and references therein. In order to compare with their results, we can rewrite Theorem 3.1 in another form as: with probability of at least
In [3] , the authors employed a covering number analysis which led to a bound of the form (for squared loss)
It is also interesting to compare Theorem 3.1 with the leave-one-out analysis in [7] . The generalization error averaged over all training examples for squared loss can be bounded as
This result is not directly comparable with Theorem 3.1 since the right hand side includes an extra term of § C b ¤ C D
. Using the analysis in this paper, we may obtain a similar result from (7) which leads to an average bound of the form:
It is clear that the term
resulted in our paper is not as good as
from [7] . However analysis in this paper leads to probability bounds while the leave-one-out analysis in [7] only gives average bounds. It is also worth mentioning that it is possible to refine the analysis presented in this section to obtain a probability bound which when averaged, gives a bound with the correct term of
in the current analysis. However due to the space limitation, we shall skip this more elaborated derivation.
In addition to the above style bounds, it is also interesting to compare the generalization performance of the computed function to the empirical error of the computed function. Such results have occurred, for example, in [1] . In order to obtain a comparable result, we may use a derivation similar to that of (7), together with the first order condition of (3) as follows:
This leads to a bound of the form:
Combining the above inequality and (7), we obtain the following theorem: 
Unfortunately, this classification error function is not convex, which cannot be handled in our formulation. In fact, even in many other popular methods, such as logistic regression and support vector machines, some kind of convex formulations have to be employed. We shall thus consider the following soft-margin SVM style loss as an illustration:
Note that the separable case of this loss was investigated in [6] . In this case,
Using the standard Hoeffding's inequality, we have with probability of at most 
Conclusion
In this paper, we have introduced a notion of the convergence of the estimated predictor to the best underlying predictor for some learning problems in Hilbert spaces. This generalizes an earlier study in [6] . We derived generalization bounds for some regression and classification problems. We have shown that results from our analysis compare favorably with a number of earlier studies. This indicates that the concept introduced in this paper can lead to valuable insights into certain numerical formulations of learning problems.
