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Abst ract  
GK For the error R2n+l of the Gauss-Kronrod quadrature formula Q2~.K+ 1,we prove the precise asymptotic value of the GK 
low-order Peano constants cs(R2.+l), where s is fixed for increasing n. The result is applied for comparisons of the GK 
Gauss-Kronrod formula Qz.+ 1 with the Gauss formula Q,~ and with the Gauss formula Q2G.+ 1, with respect to this often 
used quality measure. 
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1. Introduction and statement of the results 
A quadrature formula Q. with remainder R. of (polynomial) degree of exactness deg(R.) = s ~> 0 
is a real linear functional of the type (cf. [-1]) 
n 
Q.[ f ]  = ~ av..f(x,,.), - (30 < x1 ,  n <~ . . .  < Xn ,  n < 00 ,  (1 )  
v=l  
f (x )dx  = Q. [ f ]  + R . [ f ] ,  R.[pu] ,~0, I~ s + 1, 
1 ~ 
n G G • where pu(x) = x". The Gauss formula Q C i f ]  = y.v= 1 av,.f(xv,.) is defined by the highest possible 
degree of exactness, i.e. deg(R. ~) = 2n - 1, and it is well known that the nodes x~,.a re the zeros of 
the Legendre polynomial P.. 
Gauss quadrature formulas are often recommended in practice. They are used in many of the 
adaptive quadrature routines which are compiled in QUADPACK (cf. [-16]), and are presently 
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used, e.g., in the numerical software libraries of NAG [14] and IMSL [9]. In most of these adaptive 
quadrature routines, the Gauss formulas Q G are used together with the so-called Gauss-Kronrod 
formulas GK Q2,+ 1, which are defined by 
n n+l  
QGnK+ 1 i f  ] ~, GK G GK K A~, f (x~,,) + Z ), = f(~,,,+, Bu,n+ 1 
v=l  p=l  
deg(RGK+ 1 ) /> 3n -k- 1 (2) 
(for a survey, cf. [8, 12]). A result of Szeg6 ([17]; cf. also [8, 12]) yields that Gauss-Kronrod 
K formulas exist, i.e., that the additional nodes ~,,,+ ~ are real, and that these nodes lie in ( -  1, 1) and 
interlace with the Gauss nodes for all n e ~. 
The most often used measures of quality (cf., e.g., [7]) for quadrature formulas Q, of degree 
deg(R,) ~> s - 1, are the so-called Peano constants cq(R,,), which are defined by 
IR , [ f ] l  cq(R.)= sup , 1 <q~<~,  (3) 
.feA~[-1,1] IIf~s) llq 
and where the function class A , [ -  1, 1] is defined by 
As [ -  1, 1] = {f i fe  C ~- 1 [ _  1, 1] andf  (s- 1) is absolutely continuous}. (4) 
By definition, 7 = c~(R,) is the unimprovable constant in error estimates of the type 
]R.[f]] ~<~2Hf(s)llq, f~As[ - -1 ,1 ] ,  1 <q~<oo.  (5) 
Except for the Gauss-Kronrod formulas, the Peano constants of almost all quadrature formulas 
of practical interest are either known explicitly, or upper and lower bounds or the asymptotic 
behaviour have been proved (cf., e.g., [1,2,15] and the literature cited therein). For the 
Gauss-Kronrod formulas, however, much less is known. Upper bounds for the Peano constants of 
order 3n + 2 ifn is even, respectively, 3n + 3 ifn is odd, were proved in [11] and [3]; a lower bound 
q GK for the same constants appeared in [3]. However, the low-order Peano constants cs (R2, + ~), where 
the order s is independent of n, are not known. 
Theorem. Let s~ ~ be fixed, Bs be the sth Bernoulli polynomial and let B(x,y)= 
$1 t x- 1(1 - t) r -  1 d t= r(x)r(y)/r(x + y) be the Beta function. Furthermore, let c~ be the Peano 
constants defined by (3), and let lip + 1/q = 1 if I < q < ~,  respectively, p = 1 if q = ~.  Then 
lim (2n + 1) cs(R2n+l) = IBs(x)lPdx [B(½ps + 1,½)] 1/p. 
As we shall see, the above given Peano constants can easily be obtained by a theorem of Petras 
[15] in conjunction with a recent result of the author [4] on the asymptotic behaviour of the 
Kronrod nodes. 
In practical applications, the pair of formulas (Q G, Q~K 1 ) is mostly used to compute a quadra- 
ture approximation and an error estimate. Thereby, often it is assumed that Q~K+I provides 
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a considerably better approximation to the integral than Q.~. This basic assumption finds an 
interesting justification in a result of Brass and F6rster [2-1 concerning the Peano constants of order 
2n, 
c¢ ,n  GK ( 16 ~" C2n~-K2n +1) 4 
< const - -  ~/54//-n\25 r-] " (6) 
cz,(R, ~ ~) 
Therefore, the Gauss-Kronrod formula might be considered significantly better than Q G, if the 
integrand is very smooth. In the following corollary, we prove similar result as in (6) for the 
low-order Peano constants, which represent large classes of functions satisfying comparatively 
weak smoothness conditions. 
Corollary 1. Let s e N be fixed, 1 < q <~ c~ and let c~ be the Peano constants defined in (3). Then 
there holds 
q/nGK 
lim cst~2.+l) -_ 2_~. 
.-*~ cq(g. C) 
Furthermore, one may compare the Gauss-Kronrod formula with other formulas that use the 
same number of nodes. A result in [3], 
oc GK 
lira " ca,+ 2(R2,+ l) = 4.201 ..., (7) 
indicates that the Gauss formula Q~.+ 1 might be considered significantly better than oK Q2.+1 for 
smooth functions. See F6rster I-5] for a practical error estimation method for the Gauss formula. 
For low-order Peano constants we obtain 
Corollary 2. Let s • N be fixed, 1 < q <<. ~ and let c q be the Peano constants defined in (3). Then 
there holds 
q inGK 
lim Cs [a2. + 1) _ 1. 
q G 
n~ cs(R2n+l )
Similar results can be proved for the comparison of Q2c, K+ 1 with further quadrature formulas like 
those considered in [15], e.g., the practically also often used Clenshaw-Curtis formula. 
2. The proofs 
The Peano constants defined in (3) are known to be in close connection to the Peano representa- 
tion of the functional R,, 
R. [ f ]  = ~1 f(S)(x)Ks(R.,x) dx, (S -  1) IKs(R. ,x)= R. [ ( ' -  x)~-'], (8) 
3- 1 
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where deg(R,) ~> s - 1, fe  As [ -  1, 11, 
,u>° ,  
r U r, 
u °= , u=0,  u+ ~0,  
[,0, u<0,  
u~>O, 
r i> 1 (9) 
u <0,  
(cf., e.g., [1, p. 391), and the dot in the definition of the Peano kernel Ks(R,,x) indicates the 
argument of the function to which R, is applied. The connection is 
c](R,) = rl Ks(R,)rip, 00) 
where l /p+l /q=l i f l  <q<ov,  andp=l i fq=~.  
For y6 [Y~-I,Y~), v = 1, . . . ,n  + 1, where -Y0 = Y,+~ = 1, let 
B~'v(Y)=(Y~-I-Y~)SB~( y  y~-'  - I /  (11) 
Here, Bs is the Bernoulli polynomial defined in [0, 1). Furthermore, for all y e [ -  1, 1], let/~s be 
defined by 
Bs(y) = Bs,~(y) i f y~ [Y~-I,Yv). (12) 
The funct ions/~ and Bs,~ were introduced by Petras [15], who proved the following interesting 
result. 
Lemma 3 (Petras [15, Theorem 11). Let [a,b] c [ -1 ,  1], r ~> 2, and for the quadrature formula 
Qm[f] = Y~v=lm avf(yv) with deg(R,,) ~> r - 1 let 
A B 
(i) 30<A<B Vyv-l ,y~6[a,b]:  - -<Y~-Y~-a  <-- ,  
m m 
(ii) max ](Y,,+I -Y~) - (Y~-Y~- I ) I  = o(m-1), 
[y ..... y,+l] c Ea, h] 
(iii) sup JKs(Rm,x)l = O(m-S), s <~ r, 
x6[a,b] 
where Ks(Rm) is the Peano kernel defined in (8). Then, for the largest subintervals 
[ Yk, Yt ] = [yk(m), yl(m) ] of [ a, b ], the following equalities are equivalent: 
(1) max Iz~+l - zv -  a~] = o(m-1), 
k<<. v~l 
(2) sup IKs(Rm, x ) -B~(x) [=o(m -s) fo ra l l se{1 , . . . , r -1} .  
x ~ [yk, y~] 
Here, z~ = l(y~ + Y~+I), and B~ is defined in (12). 
For completeness, we mention that more equalities are stated in [15, Theorem 1], which are 
equivalent o (1) and (2), but which are not needed here. 
Before we turn to the proof of the Theorem, we state some properties of the nodes and weights of 
Gauss-Kronrod quadrature formulas. 
S. Ehrich /Journal of Computational and Applied Mathematics 66 (1996) 177-183 181 
K G K G G Lemma 4. Let 0<e<½~ be fixed, and let 0<0L.+ 1 <¢1,n  <02,n+1 <¢2, .< . . -<  ~bn, < 
OK,+ 1,n+ 1 < rt, such that G, = -cos  ~b~n and Cu, n+IK - -  K +1 x~,  -cos  Ou,, holds for the nodes of the 
Gauss-Kronrod formula (2). Then there holds uniformly for all e<~¢~,n <~rt -e  and 
K <~ Ou,n+ 1 <~ ~ -- e, that 
(i) ¢~ v - 1 + o(1) 
1 
(i i) K p - -  ¼ + o(1)  
0g,n+ 1 = TC, 1 
(iii) AY, K = n s in¢~n(1 + o(1)), 
, 3 2n+~ 
(iv) GK = Zt s in0~n+l(1 + o(1)). 
3 Bu,,+ 1 2n + -~ 
While part (i) of Lemma 4 is a classical result (cf., e.g., [6] for a much stronger result), parts 
(ii)-(iv) have recently been proved in [4]. 
G Proof  of the Theorem. Let s e N, and for notat ional convenience let Yo =-1  =:Xo,, ,  
G = X G GK K Y2n+2 = 1 =:Xn+l.n, ao =a2n+2 =0,  Y2x K,n, a2~=AK, n, K= 1 . . . .  ,n, Y2K-1 =~,n+l ,  
K ~K x ~ -cos~b~n, ~,K,,+t----COS0u,n+I, and let azK_ 1 = B ,n+l, t¢ = 1, . . . ,n + 1. Let ,n = 
y~ = --COS ~.  We shall show that there holds uniformly for e ~< 0 ~< zt - e, 0 < e < in ,  
lim (2n + 1)SIKAR2G~+I cos0)  - GK  , - -  B~(R2n+I,COsO)I = O. 
n---~ oo 
(13) 
Using essentially the same argument as Petras in [15, Section 3] for 0¢  [e,n - el, it then follows 
that 
- GK lim (2n + 1)~IIKARGK+I)IIp = lim (2n + 1)~[IBAR2n+I)II~ 
n---~ oc n ---* ~ 
=~s iBs(x)lPdx (1 -x2)p~/Zdx , 1 ~<p<oo,  (14) 
-1  
which, using the equality j'o ~ ty- l (1  - t) x-~ at = 2 j.1 t2r-  ~(1 _ t2)x_l  dt, leads to the result. 
K G For  the proof  of (13), first note that for e ~< OK,n+ 1 < ¢~,. <~ n -- e we have 
G K 
__ OK,n +K 1 
Y2K Y2r -1  xG K ¢,._. + 0,,_.+ 1 sin ¢ , . .  - = ~,n-  ~,,,+1 = 2sin 2 2 ' (15) 
and 
a5 G O K + 
s ine~<s in~-"  -~-"+~ ~ 1, (16) 
2 
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K G while, using Lemma 4, (i) and (ii), for e ~< K~,. + 1 < ~br, n ~ n - -  /~ we have uniformly 
~G n K -- O~¢,n+ 1 -- 2n + 1 (1 + o(1)). (17) 
Using the same argumentat ion,  we obtain 
- = - x G = 2 sin Y2r+l Y2K ~K+ 1 ,n+l  K,n 
K G K G 
• 0x+l ,n+l  
sin (18) 
2 2 ' 
0~cK+ G 7~ 
1 ,n+l  - -  (~ ,n  - -  2n + 1 (1 + o(1)). (19) 
Applying Lemma 3 with [a ,b]  = [a rccos( r t -  e),arccos el, (13) will follow if we show that parts 
(i)-(iii) and (1) of Lemma 3 hold for Gauss -Kronrod  quadrature formulas• 
Proof  of (i). It follows from (16), (17) and (19) for y~ = -cos~9~, e ~< ~Ov ~< rt - e, that there exist 
positive constants ~ and/3 such that 
0~ 
-- < Or -1  -- Ov < -./3 (20) 
n n 
Proof  of (ii). Using (15), (17)-(19) we obtain that 
K X G X G K 
- -  ~V,?I  + (~v+l ,n+l  v ,n ) - -  ( v ,n - -  1) ( K ) 
rt 0~+l,.+a + ~b~,. _ sin + o(1) (21) 
- 2n + 1 sin 2 2 
holds uniformly in [e, x - el. Using Lemma 4, (i) and (ii), we obtain that 
sin 
2 2 
K 2 G O K K K 
2cos0V+l , .+ l  + qSv,. + v,n+l sin 0~+1,.+~ - 0v, n+l  O(n  -1  ) (22) 
4 4 
holds uniformly in [e, x - el, which leads to the result• 
Proof  of  (iii). Monegato  [10]  proved that the weights of Q2~+ 1 are positive for all n ~ N. This 
implies (iii) for all fixed s e N, s ~< deg(R2C, K+ 1) (cf. [15]). 
Proof  of (1). Arguing as above, we obtain that for v = 2• there holds uniformly in [e, n - e] that 
K K 
rc 0~+1,.+1 + 0~,.+1 (1 + o(1)). (23) Z~+l - z~ - - -  sin 
2n+ 1 2 
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From Lemma 4, (i) and (ii) we obtain 
K K 
OK.n+1 -[- 0K+l ,n+l  O 1 = ~b~,,( + o(1)) (24) 
2 
uniformly in I-e, rt - ~], which leads to the result for even v by a comparison with part (iii) of Lemma 
3; a similar argumentation yields the proof for odd v. [] 
Finally, the corollaries follow immediately from the equation (cf. [15]) 
lim n cst~. ~ -- IBs(x)l~dx [B(lps + 1,½)] 1/~. (25) 
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