It is shown that magnetotelluric impedances from the B-polarization (magnetic field in the strike direction of a 2-D resistivity structure) share a number of properties with 1-D impedances: all B-polarization impedances satisfy the same phase constraints as 1-D data, i.e. the impedance phase always lies between 0" and 90". As a consequence the B-polarization impedances are minimum phase and thus allow conversions between apparent resistivity and phase. The constraints hold for an arbitrary 2-D topography of the air-earth interface. By examining the spectral function it is found that the B-polarization impedances for a number of models admit an exact 1-D interpretation. For two quarter-spaces this holds for all points and resistivity contrasts. The resulting 1-D model gives the correct resistivity down to a depth of half the distance to the interface. For the dyke model as the next complicated structure, 1-D interpretability requires that the host resistivity does not exceed the dyke resistivity by more than a factor of 60. B-polarization data of more complex structures investigated in this paper show either no, or only a marginal, violation of 1-D interpretability. A necessary condition constraining the frequency dependence of B-polarization and 1-D data in terms of their Mellin transform is derived in the final section.
INTRODUCTION A N D BASIC EQUATIONS
Whereas the analytical properties of the magnetotelluric transfer functions for 1-D structures are well explored (e.g. Weidelt 1972 Weidelt , 1986 Parker 1980; Yee & Paulson 1988a,b; Berdicevskij & Dmitriev 1992) , very little reliable information is available for multidimensional structures. From an analytical point of view the B-polarization response (in the sequel abbreviated as 'B-response') is the simplest multidimensional response. In this polarization the magnetic field has only a component parallel to the strike direction and is constant at the air-earth interface. This simple boundary condition admits in some cases analytical solutions and is the reason that the surface impedance is simply the normalized tangential electric field rather than the ratio of two distorted local field components as in the Epolarization.
The present investigation was motivated by the question, whether there exist characteristic differences between 1-D and multidimensional responses, such that only an approximate 1-D interpretation could be found for an exact multidimensional response. A partial answer to this question is given by showing explicitly that some B-responses admit an exact 1-D interpretation. This has the practical consequence that a perfect 1-D fit will not necessarily imply a 1-D structure. This consequence, however, is not serious, since in general data in B-and E-polarization are available, and therefore the ambiguity of dimensionality is easily resolved.
There are two ways to test the one-dimensionality of a B-response at a given position: if the B-response is known in analytical form, a rigorous check is performed by testing the sign of the spectral function. If the B-response is given at a set of M discrete frequencies, 1-D consistency is checked by testing the signs of 2M determinants derived from the data (Weidelt 1986; Yee & Paulson 1988b) . The latter grants a 1-D model for the given frequencies only, it may no longer exist for a denser frequency set.
The following model is considered: the half-space z 2 0 with strike in x-direction has the resistivity distribution g ( y , z), where for simplicity p is bounded from below and above, such that O<e < m . Assuming a time factor exp(iwt), w > O throughout, the three complex Bpolarization field components B,, E,, E, are 
which has to be solved subject to the inhomogeneous boundary condition
where B,, (being twice the inducing magnetic field) is the uniform field in the air half-space z < 0.
The B-response is defined by Schmucker's transfer function (Schmucker 1970, p. 69) 
(3)
which is related to the surface impedance 2 = -p,,E,/B, by
Z ( Y , w ) = I'~POC(Y, 0,)
In Appendix A it is shown by an eigenfunction expansion that c ( y , o) admits the spectral representation where 4 denotes the imaginary part. On the other hand it is well known (Weidelt 1972; Parker 1980; Yee & Paulson 1988a) 
Parker (1980) and Yee & Paulson (1988a) have shown that the conditions (7) are also sufficient for the existence of a 1-D model. Three simple examples for the representation (6) are:
(1) uniform half-space with resistivity 4
(2) thin sheet with conductance t at depth h This paper focuses on the determination of the spectral function a ( y , A) in the representation (4) for simple analytical models. If, for a particular resistivity model, the spectral function a ( y , A) at a particular site y is non-negative in the whole spectral range A, then the B-response at site y admits a local I-D interpretation. The additive constant a,, in (6) is non-zero only for an insulating surface layer. In view of the assumption @ < a , it does not occur in the B-response presentation (4).
B-RESPONSE P H A S E CONSTRAINTS
The B-response c shares with the 1-D response the property that it never leaves the fourth quadrant (or that the impedance Z always stays in the first quadrant). For a proof let B,/B,,=:
where the phase v is considered as a continuous function 
These equations show that neither b nor v can have a local maximum at an interior point of the half-space z 2 0 , because the necessary conditions for a local maximum of the
cannot be satisfied, since by virtue of a>o the left-hand sides of eqs (9) and (10) would be negative there, whereas the right-hand sides are non-negative.
Therefore b and v attain their maxima at the boundary of the half-space z 2 0 . Assume for simplicity that for y -, f m the resistivity e ( y , z) tends to a layered structure p ( z ) (not necessarily the same at both sides). Then also 6 = b ( z ) and
for y + f m and in view of 6 4 0 for z+ m we obtain from eqs (9) and (10):
Therefore both b and v decrease at the left and right
1-D interpretation of B-polarization impedances 735
boundary of the half-space z 2 0 , and on the lower boundary ( z -m ) we have b-0 and I/--m. Hence, the maxima of b and q are attained at z = 0, where b = 1 and
In terms of b and the B-response ( 3 ) reads
Since b and have their maxima at z = 0, the derivatives in eq. (11) are non-positive. It is easily shown that they are in fact strictly negative ( i x . that the maxima at z = 0 are boundary maxima and not local maxima). The boundary condition (2) implies that dy* = 0 at z = 0. Assume that in addition a,* is vanishing a t a point y of the interface z = 0.
Then eq. (10) yields which would lead to an increase of when moving from the interface z = 0 into the conductor, contradicting the fact that I# has its maximum at z =O. Hence dz* < 0 at z =O. (1 1) the two previous results imply that c lies strictly inside the fourth quadrant (or Z inside the first). The phase constraints derived above for a plane air-earth interface dC hold in fact at each point P of an interface 3C with an arbitrary 2-D topography, assuming only that dC is horizontal for y -t f m and that the interface is sufficiently smooth at P, such that the curvature exists. Let fi be the unit normal vector at P pointing into !he conductor C, and define the tangential unit vector by t = i i X i . Then again B,(P) = B,, and the maxima of 6 and I# are attained at dC, where b = 1, = 0, and where K ( P ) is the curvature of dC at P, being positive (negative) if the interface at P a s seen from the air is convex (concave). By way of contradiction it is then again shown by means of eqs (11) and (10) that both d n q and d,b are strictly negative at P, thus recovering the phase constraints.
By a slight extension of the proof it can be shown that the B-response phase constraints even hold for arbitrary anisotropy (including dipping anisotropy). The proof relies on the fact that the resistivity tensor is positive definite (cf. also Protter & Weinberger 1969).
The tangential electric field component E,(P) is causally coupled to the inducing magnetic field (1/2)B0. As a consequence the B-response (eq. 12) has no singularities in the half-plane .9w 5 0, and real and imaginary part of c are related by a Hilbert transform pair (e.g. Nussenzveig 1972). The analyticity of the B-response in 4 w 5 0 is also demonstrated by the free-decay mode expansion (eq. A4) in Appendix A. It is easily seen that the phase constraints of the B-response imply that in addition to its analyticity c has no zeroes in 4 w 5 0, such that also log c is analytical there. is the impedance phase. Then
THE Q U A R T E R -S P A C E MODEL

The spectral function a ( y , A )
The simplest model in B-polarization are two quarter-spaces with p = Q , in y < 0 and e = e2 in y >0. In the vertical direction the quarter-spaces extend to infinity. The solution was first given by d'Erceville & Kunetz (1962) : 
Then cum = iPm, and we obtain for y > O (say)
For y < 0 interchange the subscripts 1 and 2. Consequently, B-responses from quarter-spaces admit a 1-D interpretation for all resistivity contrasts and points of observation. Fig. 1 represents the spectral function over a poor and a good conductor. Only the latter leads to significant departures from the local uniform half-space. The reconstruction of e(z) is performed in two steps.
1-D reconstruction from the spectral function
Step 1: Fourier transform of 6 ( p ) := a(A) to construct the kernel B ( x ) ( 0 ,
Step 2: solution of a linear integral equation with the kernel B ( x ) . the variable t is replaced by 5 on using
After changing the order of integration the p-integration simplifies to
Since the range of integration starts at B ( x ) is given by resistive side and decreases on the conductive side (cf. Fig.   2 ). On putting s = k, tan E we derive from eq. (14) for y > 0 the limit This limit holds for y << z. For y + 0+, i.e. to the right of the vertical interface, this asymptotic value is already reached for z = 0. If the quarter-space y < 0 is highly resistive ( r -t o ) , the asymptotic resistivity in y > O tends to zero. If, however, the quarter-space y < 0 approaches a perfect conductor ( r -+ w ) , it does not affect the asymptotic 738 P. Weidelt and P. Kaikkonen resistivity, @(a) = p 2 and therefore g ( z ) = g 2 . The greatest effect is obtained for r = 9.05, where g ( m ) / p 2 = 1.5835. The apparent enhancement of the resistivity contrast (starting at increasing depth when leaving the discontinuity) results
Therefore the ratio between the asymptotic resistivities in y > 0 and y < 0 is r2 rather than the true value r.
In the quarter-space model the 1-D interpretation gives the true resistivity down to a depth of half the distance to the interface. In Appendix B this result is generalized by showing that in a segmented half-space the 1-D resistivity is correct down to half the distance to the closest interface.
T H E D Y K E M O D E L
The experience obtained from the simple quarter-space model cannot be generalized to more complicated structures. Already the dyke model (cf. Fig. 3 ) as the next complicated structure reveals that an unconditional 1-D interpretation of the B-response is possible only for resistive dykes. For conductive dykes the 1-D interpretation breaks down first for points of observation in the centre of the dyke, if this is more than 60 times better conducting than the host.
Let us denote the resistivities of the host and dyke by p I and p2, respectively, and let again r = p2/p1, where r < 1 for a conductive dyke. Moreover, let k,, a,,,, ,,,, and p,, 1; ala; [a, cosh (azD) + a z r sinh ( a 2 D ) ]
The B-response can be obtained from the method described in Appendix B. Alternatively it can be deduced from the solutions given by Rankin (1962 ) or Wait & Spies (1974 . As in Section 3.1 the spectral function is again easily calculated by rotating the line of integration in the s-plane by n/2. 
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The origin of these peaks is best explained by,appealing to the free-decay mode expansion of the B-response as outlined in Appendix A. Separating the z-dependence by assuming a variation -sin(vz) (cf. eq. A7), the relevant eigenvalue equation is
with rn = 1 for ( y ( > D and rn = 2 for ( y ( < D, subject to the continuity of QI and pp' at y = f D . The eigenvalue I is buried in p,, where p1 = 6 p z . Since the expansion coefficients (A5) are proportional to the horizontal average of the decay modes, only the symmetrical modes contribute. It is easily seen that the eigenvalue problem admits two types of free-decay modes: can be excited. In the resistive host the field still deca s exponentially in the horizontal direction. If p z exceeds u + el/Qz, the eigenfunction shows a horizontal oscillation also in the resistor, which then allows a continuous spectrum.
The discrete symmetrical modes trapped in the conducting dyke are responsible for the peaks occurring in the spectral function (cf. Fig. 3 Fig. 3 ), because the mode average decreases with n (cf. eq. (A5) and Fig. 5 ).
An idea of the qualitative behaviour of the spectral function may also be formed by considering the unphysical 740 P. Weidelt and P. Kaikkonen from which-using the recipe ( S t t h e spectral function follows with the calculus of residues, 2 " (-1)'
where [XI denotes the greatest integer S X . The spectrum shows a Hequence of peaks with sign (-1)" whenever p 2 D / n just exceeds n + 112.
From the simple models considered so far one may tend to anticipate that the failure of 1-D interpretability of the B-response is restricted to high contrasts. However, remaining in the class of resistivity models g(y, z) = p(y), z 2 0 we were able to construct a special low-contrast model with a contrast lower than 4, which was not 1-D at all points.
QUARTER-SPACES WITH INSULATING OR CONDUCTIVE SUBSTRATUM
The simplest modification of the quarter-space model considered in Section 3, where the quarter-spaces extend in the vertical direction to infinity, is the addition of a horizontal interface at z = H , below which the resistivity is either zero or infinite. Also this model has been first treated by d'Erceville & Kunetz (1962) According to the recipe (5) the spectral functions of eqs (26) and (27) The infinite resistivity contrast associated with a perfectly conducting or insulating substratum destroys the 1-D character of the B-response. In general, however, this violation is not serious, as may be anticipated from the small width of the negative peaks or the oscillatory behaviour of the spectral function. As an illustration interpretation over a conductive segment of a segmented overburden lying over a resistive basement, albeit the data are not strictly 1-D.
RESULTS FROM NUMERICAL MODELLING
The analytical models considered so far have permitted, via the spectral function, a strict test, of whether the B-responses, arbitrarily densely sampled over any frequency interval, admit a 1-D interpretation. In practice, the response is given for a finite set of frequencies. In this case the 1-D test can be performed by means of the necessary and sufficient compatibility conditions as given by Weidelt (1986) or Yee & Paulson (1988b) . Even if 1-D interpretability is possible for the given data set, it may be destroyed by increasing the sampling density or shifting the frequency interval.
For an outcropping conducting square-cylinder the B-respon'se in terms of apparent resistivity e;, and phase cp has been computed at the centre of the structure for five frequencies. Along with the response in E-polarization the results are displayed at the top of Fig. 8 . The five B-responses successfully pass the 1-D test, whereas the E-responses fail. The B-responses can be represented in terms of D+-models (Parker 1980) . For exact data Df-models in general are non-unique. The bottom of Fig. 8 shows the two extremal models (Weidelt 1985 showing the least total conductance and the deepest first conductor. By increasing the number of frequencies the extremal models get more and more similar. This example underlines the well-known fact that the 1-D B-response interpretation may grossly deviate from the true structure, since poor conductors are replaced by fictitious good conductors.
A NECESSARY CONDITION FOR B-RESPONSE D A T A
According to the eigenfunction expansion given in Appendix A (cf. eq. A4) the singularities of the B-response lie on the positive imaginary frequency axis. The angular separation of these singularities from the real frequency axis introduces a particularly smooth frequency dependence. By with O < u < 1. It is no easy task to check the asymptotic behaviour (eq. 28) of the Mellin spectrum for real data. The computation requires a broad frequency range and it is not granted.that the unbiased extrapolation of the data to w + 0 and w -m will lead to a B-response c ( w ) , for which a Mellin transform is characterized by ri = a , 6 = b + 1, such that E ( w ) has a Mellin transform &f(s) for 0.77 < u < 1.42. In theory the modified response C ( w ) should also be analytical in -3n/2 < arg w < + n / 2 and should satisfy the asymptotic behaviour (eq. 28). Taking u = 1, the bottom of Fig. 9 shows the logarithmic Mellin spectrum ( 2 l n ) In ]k(1 + i t ) (
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of the data displayed in the upper part the figure. In this representation we expect the slope +3 for t --t --c o and -1 for t-+ +m, which is indicated by the dashed lines and well followed by the experimental data in the range -1 < t < 3.
If the Mellin spectrum is truncated at these bounds and inverted, then is a smoothed version of the data c ( w ) and results from singularities on the positive imaginary w-axis only. This smoothed version is displayed at the top of Fig. 9 in full lines. The smoothed version differs only slightly from the data and interpolates between them, where they are scattered.
The constraints (eq. 28) of course also hold for true 1-D data, which form a subset of B-polarization data.
CONCLUSIONS
The analysis of the magnetotelluric B-polarization response for simple structures has revealed that these data are not fundamentally different from the response of layered conductors. For instance, data from quarter-spaces and dyke models of moderate contrast allow an exact I-D interpretation. As a practical consequence an excellent 1-D fit to one polarization does not necessarily imply a 1-D structure. However, since in general the data for both polarizations are available, the true dimensionality of the conductor will mostly be uncovered.
On the other hand, the analytical models producing negative peaks in the spectral function (e.g. the highly conducting dyke or the quarter-spaces overlying a perfectly insulating or conducting basement) clearly indicate that in some cases exact B-responses admit only an approximate 1-D interpretation. Because of the deficiencies of real data, it will in practice mostly be impossible to attribute a 1-D misfit-without considering the second polarization-either to data errors or to a 1-D inconsistency (cf. Fig. 5 of Groom & Bailey (1989) ).
B-response and I-D response are closely related, because both admit the representation (4) or ( 6 ) , i.e. the singularities are located on the positive imaginary frequency axis, which considerably constrains the frequency dependence as illustrated in Section 7. Such a presentation is not granted for the E-polarization response, which is the ratio of two disturbed field components. Moreover-and this is not a consequence of eq. (4)-the phases of B-response and 1-D response are restricted to the same quadrant. The difference between the responses results from the incidental negative values of the spectral function a ( y , A). In the examples studied, the negative peaks were either narrow or the spectral function was highly oscillatory between (great) positive and (small) negative values, so that in a real data set this 1-D inconsistency may be hidden.
ACKNOWLEDGMENTS
To Dr Alan Jones we convey our sincere thanks for providing the COPROD2 data set. P.K. The spectral function a ( y , A) is obtained by summing all a , ( y ) with A, =A. Since in general eigenfunctions are oscillating, individual an(y) will have both signs. However, the summation of expansion coefficients belonging to the same eigenvalue may give a positive yield, which is necessary for a 1-D interpretation. This is illustrated by the quarter-space model considered below. Moreover, expansion coefficients a n ( y ) sufficiently averaged over y will tend to positive values, since according to eq. (A5) an then will approach the product of two complex conjugate numbers.
The B-response eigenfunction expansion (A4) is illustrated by two simple examples. Because of the lateral uniformity there is a contribution only from the horizontal wavenumber u = 0.
Two quarter-spaces with resistivity el in y < 0 and e2 i n y > o
This model is considered in Section 3. Let again r : = e2/e,.
Without restricting generality we assume p2 < p, such that r < 1. Since in the vertical direction the quarter-spaces extend to infinity, the ansatz
is appropriate. From eq. (Al) follows w i t h r n = l f o r y < O a n d r n = 2 f o r y > O , a n d p , < p 2 . Eq. (A8) is supplemented by requiring the continuity of P) and pp' at y =O. The resulting eigenfunctions are always oscillatory in the well-conducting quarter-space y > 0. In y < O , however, they are oscillating only for u < p c , and (13) and (14) lead to poles at s = p,,,, which cancel the contributions from the first term l/k,,,. For r-+ 1 the second integral of eq. (A17) yields a non-vanishing contribution, since in this case ii, = u2 = 0, p l -p2 -v and (for all r < 1)
The B-response is obtained from the first version of eq. (A16) after changing the order of integration, since the v-integration in eq. (A16) corresponds to the s-integration in eqs (13) and (14).
A P P E N D I X B: T H E B-RESPONSE O F A SEGMENTED HALF-SPACE
In this appendix we describe a new method for calculating the B-response of a segmented half-space and show that its 1-D interpretation gives the correct resistivity down to the depth of half the distance to the closest interface. shows that the correct resistivity g ( y ) is recovered down to the depth of D / 2 . In the segmented overburden model the resistivity is correct down to the depth min (H, D / 2 ) .
