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ON THE WHITHAM EQUATIONS FOR THE DEFOCUSING
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Abstract. We study the Whitham equations for the defocusing complex modified KdV (mKdV)
equation. These Whitham equations are quasilinear hyperbolic equations and they describe the
averaged dynamics of the rapid oscillations which appear in the solution of the mKdV equation
when the dispersive parameter is small. The oscillations are referred to as dispersive shocks. The
Whitham equations for the mKdV equation are neither strictly hyperbolic nor genuinely nonlinear.
We are interested in the solutions of the Whitham equations when the initial values are given by a
step function. We also compare the results with those of the defocusing nonlinear Schro¨dinger (NLS)
equation. For the NLS equation, the Whitham equations are strictly hyperbolic and genuinely
nonlinear. We show that the weak hyperbolicity of the mKdV-Whitham equations is responsible for
an additional structure in the dispersive shocks which has not been found in the NLS case.
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1. Introduction. In [11, 12], Pierce and Tian studied the self-similar solutions of
the Whitham equations which describe the zero dispersion limits of the KdV hierarchy.
The main feature of the Whitham equations for the higher members of the hierarchy,
of which the KdV equation is the first member, is that these Whitham equations
are neither strictly hyperbolic nor genuinely nonlinear. This is in sharp contrast to
the case of the KdV equation whose Whitham equations are strictly hyperbolic and
genuinely nonlinear . In this paper, we extend their studies to the case of the complex
modified KdV equation, which is the second member of the defocusing nonlinear
Schro¨dinger hierarchy. The Whitham equations for the defocusing NLS equation are
strictly hyperbolic and genuinely nonlinear, and they have been studied extensively
(see for examples, [4, 6, 7, 10, 13]). However, for the mKdV equation, the Whitham
equations are neither strictly hyperbolic nor genuinely nonlinear.
Let us begin with a brief description of the zero dispersion limit of the solution
of the NLS equation
√−1 ∂ψ
∂t
+ 22
∂2ψ
∂x2
− 4|ψ|2ψ = 0 , (1.1)
with the initial data
ψ(x, 0) = A0(x) exp
(√−1 S0(x)

)
.
Here A0(x) and S0(x) are real functions that are independent of . Writing the solution
ψ(x, t; ) = A(x, t; ) exp
(√−1 S(x,t;) ), and using the notation ρ(x, t; ) = A2(x, t; ),
v(x, t; ) = ∂S(x, t, )/∂x, one obtains the conservation form of the defocusing NLS
equation 
∂ρ
∂t
+
∂
∂x
(4ρv) = 0 ,
∂
∂t
(ρv) +
∂
∂x
(
4ρv2 + 2ρ2
)
= 2
∂
∂x
(
ρ
∂2
∂x2
ln ρ
)
.
(1.2)
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2 Y. KODAMA, V.U. PIERCE AND F.-R. TIAN
The mass density ρ = |ψ|2 and momentum density ρv =
√−1
2 (ψψ
∗
x − ψ∗ψx) have
weak limits as → 0 [6]. These limits satisfy a 2× 2 system of hyperbolic equations
∂ρ
∂t
+
∂
∂x
(4ρv) = 0 ,
∂
∂t
(ρv) +
∂
∂x
(
4ρv2 + 2ρ2
)
= 0 ,
(1.3)
until its solution develops a shock. System (1.3) can be rewritten in the diagonal form
for ρ 6= 0,
∂
∂t
(
α
β
)
+ 2
(
3α+ β 0
0 α+ 3β
)
∂
∂x
(
α
β
)
= 0 , (1.4)
where the Riemann invariants α and β are given by
α =
v
2
+
√
ρ , β =
v
2
−√ρ . (1.5)
As a simple example, we consider the case with α = a =constant. System (1.4)
reduces to a single equation
∂β
∂t
+ 2(a+ 3β)
∂β
∂x
= 0 . (1.6)
The solution is given by the implicit form
β(x, t) = f(x− 2(a+ 3β)t) ,
where f(x) = β(x, 0) is the initial data for β. One can easily see that if β(x, 0)
decreases in some region, then β(x, t) develops a shock in a finite time, i.e., ∂β/∂x
becomes singular.
After the shock formation in the solution of (1.3) or (1.4), the weak limits are
described by the NLS-Whitham equations, which can also be put in the Riemann
invariant form [4, 6, 7, 10]
∂ui
∂t
+ λg,i(u1, . . . , u2g+2)
∂ui
∂x
= 0 , i = 1, 2, . . . , 2g + 2 , (1.7)
where λg,i are expressed in terms of complete hyperelliptic integrals of genus g [8].
Here the number g is exactly the number of phases in the NLS oscillations with small
dispersion. Accordingly, the zero phase g = 0 corresponds to no oscillations, and
single and higher phases g ≥ 1 correspond to the NLS oscillations. System (1.4) is
viewed as the zero phase Whitham equations. The solution of the Whitham equations
(1.7) for g ≥ 1 then describes the averaged motion of the oscillations appearing in the
solution of (1.1) (see e.g. [7]).
Let us discuss the most important g = 1 case in more detail. We note that it
is well known that the KdV oscillatory solution, in the single phase regime, can be
approximately described by the KdV periodic solution when the dispersive parameter
is small [1, 5, 16]. It is very possible to use the method of [1, 16] to show that the
solution of the NLS equation (1.1) for small  can be approximately described, in the
single phase regime, by the periodic solution of the NLS equation. The NLS periodic
solution has the form
ρ˜(x, t; ) = ρ3 + (ρ2 − ρ3) sn2(
√
ρ1 − ρ3 θ(x, t; ), s) . (1.8)
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with θ(x, t; ) = (x− V1t)/ and the velocity V1 = V1(ρ1, ρ2, ρ3). Here ρi’s are deter-
mined by the equation obtained from (1.2)
2
4
(
dρ
dθ
)2
= (ρ− ρ1)(ρ− ρ2)(ρ− ρ3)
with ρ1 > ρ2 > ρ3, and sn(z, s) is the Jacobi elliptic function with the modulus
s = (ρ2 − ρ3)/(ρ1 − ρ3). We can also write ρi’s as [3]
ρ1 =
1
4
(u1 + u2 − u3 − u4)2
ρ2 =
1
4
(u1 − u2 + u3 − u4)2
ρ3 =
1
4
(u1 − u2 − u3 + u4)2
(1.9)
with u1 > u2 > u3 > u4. The velocity V1 is then given by
V1 = 2(u1 + u2 + u3 + u4) .
For constants u1, u2, u3 and u4, formula (1.8) gives the well known elliptic solution
of the NLS equation. To describe the solution ρ(x, t; ) of the NLS equation (1.2), the
quantities u1, u2, u3 and u4 are instead functions of x and t and they evolve according
to the single phase Whitham equations (1.7) for g = 1.
The weak limit of ρ(x, t; ) of NLS equation (1.1) as  → 0 can be expressed in
terms of ρ1, ρ2, ρ3 and ρ4 [6]
ρ(x, t) = ρ1 − (ρ1 − ρ3)E(s)
K(s)
, (1.10)
where K(s) and E(s) are the complete elliptic integrals of the first and second kind,
respectively. This weak limit can also be viewed as the average value of the periodic
solution ρ˜(x, t; ) of (1.8) over its period L = 2K(s)/
√
ρ1 − ρ3.
In order to see how a single phase Whitham solution appears, we consider the
following step initial data for system (1.4)
α(x, 0) = a, β(x, 0) =
{
b, x < 0
c, x > 0
, (1.11)
where a > b, a > c, b 6= c. The solution of (1.4) develops a shock if and only if b > c
(cf. (1.6)). After the formation of a shock, the Whitham equations (1.7) with g = 1
kick in. For instance, we consider the Whitham equations with the initial data [7]
u1(x, 0) = a, u2(x, 0) = b, u3(x, 0) =
{
b, x < 0
c, x > 0
, u4(x, 0) = c. (1.12)
Now notice that the Whitham equations (1.7) for g = 1 with the initial data (1.12)
can be reduced to a single equation u3t + λ1,3(a, b, u3, c)u3x = 0. The equation has a
global self-similar solution, which is implicitly given by x/t = λ3(a, b, u3, c). The x-t
plane is then divided into three parts
(1)
x
t
< γ , (2) γ <
x
t
< 2a+ 4b+ 2c , (3)
x
t
> 2a+ 4b+ 2c ,
where γ = 2(a + b + 2c) − 8(a − c)(b − c)/(a + b − 2c) (see (2.7) and (2.8) below for
the derivation). The solution of system (1.4) occupies the first and third parts, i.e.,
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(1) for x/t < γ,
α(x, t) = a, β(x, t) = b,
(3) for x/t > 2a+ 4b+ 2c,
α(x, t) = a, β(x, t) = c .
The Whitham solution of (1.7) with g = 1 lives in the second part, i.e.,
(2) for γ < x/t < 2a+ 4b+ 2c,
u1(x, t) = a , u2(x, t) = b ,
x
t
= λ1,3(a, b, u3, c) , u4(x, t) = c ,
where the solution u3 can be obtained as a function of the self-similarity variable x/t,
if
∂λ1,3
∂u3
(a, b, u3, c) 6= 0.
Indeed, it has been shown that the Whitham equations (1.7) are genuinely nonlinear
[6, 7], i.e.,
∂λ1,i
∂ui
(u1, u2, u3, u4) > 0, i = 1, 2, 3, 4, (1.13)
for u1 > u2 > u3 > u4. In Figure 1, we plot the self-similar solution of the Whitham
equations (1.7) with g = 1 for the NLS equation, and the corresponding periodic
oscillatory solution (1.8) for the initial data (1.11) with a = 4, b = 0 and c = −1. The
oscillations describe a dispersive shock of the NLS equation under a small dispersion.
Note here that the oscillations have a uniform structure, which is due to an almost
linear profile of the Whitham solution u3. This will be seen to be in sharp contrast
to the case of the mKdV equation, which we will discuss later (cf. Figure 1.2).
Fig. 1.1. Self-Similar solution of the NLS-Whitham equation (1.7) of g = 1 and the corre-
sponding oscillatory solution (1.8) of the NLS equation with  = 0.15. The dark line in the middle
of the oscillations is the weak limit ρ(x, t) given by (1.10). The initial data is given by (1.11) with
a = 4, b = 0 and c = −1.
The figures in this paper all have the same form: On the left hand side is a plot
of the solution of the Whitham equations as a function of the self-similarity variable
x/t, which is exact, other than a numerical method used to implement the inverse
function theorem. On the right hand side is the oscillatory solution given by (1.8)
(respectively (1.21) for mKdV) at t = 1, while the dark plot is the weak limit (1.10)
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of the oscillatory solution at t = 1, both plots on the right are also exact. In the
first two figures we demark the region where the Whitham equations with g = 1
govern the solution, place a dashed-dotted line where the behavior of the oscillatory
solution changes, and label the four functions u1 > u2 > u3 > u4. The demarcation
and labeling are similar in the other figures and we will leave them off for brevity.
Although we do not include any numerical simulations, we would like to mention that
E. Overman showed us his numerical simulation of the NLS and mKdV equations
which captures the features of the oscillatory solutions plotted in this paper.
The defocusing NLS equation is just the first member of the defocusing NLS
hierarchy; the second is the (defocusing) complex modified KdV (mKdV) equation
∂ψ
∂t
+
3
2
|ψ|2 ∂ψ
∂x
− 
2
4
∂3ψ
∂x3
= 0 . (1.14)
We again use ψ(x, t; ) = A(x, t; ) exp
(√−1 S(x,t;) ) and notation ρ(x, t; ) = A2(x, t; ),
v(x, t; ) = ∂S(x, t; )/∂x to obtain the conservation form of the mKdV equation
∂ρ
∂t
+
∂
∂x
(
3
4
ρ2 +
3
4
ρv2
)
= 2
∂
∂x
(
ρ3/4
∂2
∂x2
ρ1/4
)
,
∂
∂t
(ρv) +
∂
∂x
(
3
2
ρ2v +
3
4
ρv3
)
=
2
4
∂
∂x
[
∂2
∂x2
(ρv)− 3
2
R
]
,
(1.15)
where
R =
3v
2ρ
(
∂ρ
∂x
)2
+
∂v
∂x
∂ρ
∂x
− v ∂
2ρ
∂x2
.
The mass density ρ and momentum density ρv for the mKdV equation also have
weak limits as → 0 [6]. As in the NLS case, the weak limits satisfy
∂
∂t
ρ+
∂
∂x
(
3
4
ρ2 +
3
4
ρv2
)
= 0 ,
∂
∂t
(ρv) +
∂
∂x
(
3
2
ρ2v +
3
4
ρv3
)
= 0 ,
(1.16)
until the solution of (1.16) forms a shock. One can rewrite equations (1.16) as
∂
∂t
(
α
β
)
+
3
8
(
5α2 + 2αβ + β2 0
0 α2 + 2αβ + 5β2
)
∂
∂x
(
α
β
)
= 0 , (1.17)
where the Riemann invariants α and β are again given by formula (1.5).
Let us again consider the simplest case α(x, 0) = a, where a is constant, to see
how the solution of system (1.17) develops a shock. In this case, the system reduces
to a single equation
∂β
∂t
+
3
8
(
a2 + 2aβ + 5β2
) ∂β
∂x
= 0 .
As in the NLS case, we consider the initial function given by β(x, 0) = b for x < 0
and β(x, 0) = c for x > 0. We recall that, in the NLS case, the zero phase solution of
(1.4) develops a shock if and only if b > c. However, the solution in the mKdV case
develops a shock for b > c if and only if a+ 5b > 0. In addition, if b < c, the solution
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in the mKdV case develop a shock if and only if a+5b < 0. These differences between
the mKdV and NLS cases are due to the weak hyperbolicity of the system (1.17) (note
that for the eigenspeed λ = 38 (α
2 + 2αβ + 5β2) for β, we have ∂λ/∂β = 34 (α + 5β)
which can change sign). As will be shown below, this leads to an additional structure
in the dispersive shock for the mKdV case.
As in the case of the NLS equation, immediately after the shock formation in the
solution of (1.16), the weak limits are described by the mKdV-Whitham equations
∂ui
∂t
+ µg,i(u1, . . . , u2g+2)
∂ui
∂x
= 0 , i = 1, 2, 3 . . . , 2g + 2 , (1.18)
where µg,i’s can also be expressed in terms of complete hyperelliptic integrals of genus
g [6].
In this paper, we study the solution of the Whitham equations (1.18) with g = 1
when the initial mass density ρ(x, 0) and momentum density ρ(x, 0)v(x, 0) are step
functions. In view of (1.5), this amounts to requiring α and β of system (1.17) to
have step-like initial data. We are interested in the following two cases:
(i) α(x, 0) is a constant and
α(x, 0) = a , β(x, 0) =
{
b, x < 0
c, x > 0 , a > b , a > c , b 6= c , (1.19)
(ii) β(x, 0) is a constant and
α(x, 0) =
{
b, x < 0
c, x > 0 , β(x, 0) = a , b > a , c > a , b 6= c . (1.20)
In the case of the NLS equation, the genuine nonlinearity of the single phase
Whitham equations (see (1.13)) warrants that the solution is found by the implicit
function theorem. However the mKdV-Whitham equations (1.18), in general, are not
genuinely nonlinear, that is, a property like (1.13) is not available (see Lemma 2.1
below). Our construction of solutions of the Whitham equation (1.18) with g = 1
makes use of the non-strict hyperbolicity of the equations. For the NLS case, it
has been known in [6, 7] that the Whitham equations (1.7) with g = 1 are strictly
hyperbolic, that is,
λ1,1 > λ1,2 > λ1,3 > λ1,4
for u1 > u2 > u3 > u4. For the mKdV-Whitham equations (1.18) with g = 1, the
eigenspeeds µ1,i(u1, u2, u3, u4) may coalesce in the region u1 > u2 > u3 > u4 (we will
discuss the details in Section 2).
Let us now describe one of our main results (see Theorem 3.1) for the single phase
mKdV-Whitham equations with step-like initial function (1.19) for a = 4, b = 1 and
c = −1. In this case, the space time is divided into four regions (see Figure 1.2)
instead of three in the case of the NLS equation (cf. Figure 1)
(1)
x
t
< c1 , (2) c1 <
x
t
< c2 , (3) c2 <
x
t
< c3 , (4)
x
t
> c3 ,
where c1, c2 and c3 are some constants. In the first and fourth regions, the solution
of the 2× 2 system (1.17) governs the evolution:
(1) for x/t < c1,
α(x, t) = 4, β(x, t) = 1,
WHITHAM EQUATIONS FOR THE COMPLEX MODIFIED KDV 7
(4) for x/t > c2,
α(x, t) = 4, β(x, t) = −1.
The Whitham solution of the 4× 4 system (1.18) with g = 1 lives in the second and
third regions;
(2) for c1 < x/t < c2,
u1(x, t) = 4, u2(x, t) = 1,
x
t
= µ1,3(4, 1, u3, u4),
x
t
= µ1,4(4, 1, u3, u4) ,
(3) for c2 < x/t < c3,
u1(x, t) = 4, u2(x, t) = 1,
x
t
= µ1,3(4, 1, u3,−1) , u4(x, t) = −1.
Note that, in the second region, we have
µ1,3(4, 1, u3, u4) = µ1,4(4, 1, u3, u4)
on a curve in the region −1 < u4 < u3 < 4. This implies the non-strict hyperbolicity
of the mKdV-Whitham equations (1.18) for g = 1.
It is again possible to use the method of [1, 16] to show that the solution of the
mKdV equation (1.14) can be approximately described, in the single phase regime,
by the periodic solution of the mKdV when  is small. The periodic solution has the
same form as (1.8) of the NLS, i.e.,
ρ˜(x, t; ) = ρ3 + (ρ2 − ρ3) sn2(
√
ρ1 − ρ3 θ(x, t; ), s) . (1.21)
However, θ(x, t; ) is now given by θ = (x− V2t)/ with the velocity V2 (see e.g. [9])
V2 =
3
8
σ21 −
1
2
σ2 ,
where σ1 =
∑4
j=1 uj and σ2 =
∑
i<j uiuj are the elementary symmetric functions of
degree one and two, respectively. The functions ρ1, ρ2 and ρ3 are also given by formula
(1.9). If u1, u2, u3 and u4 are constants, formula (1.21) gives the periodic solution
of the mKdV equation. To describe the solution ρ(x, t; ) of the mKdV equation
(1.14), the quantities u1, u2, u3 and u4 must satisfy the single phase mKdV-Whitham
equations (1.18) for g = 1. The weak limit of ρ(x, t; ) of the mKdV equation is also
given by formula (1.10).
In Figure 1.2, we plot the self-similar solution of the Whitham equations (1.18) for
g = 1 and the corresponding periodic oscillatory solution (1.21). We note here that
the pattern of the oscillation in this case has two distinct structures: one corresponds
to the region (2), c1 < x/t < c2, and the other corresponds to the region (3), c2 <
x/t < c3, We also note that the weak limit ρ(x, t) is not C1 smooth at the boundary
point x/t = c2 ≈ 4.63.
As we will show below, for other values of a, b and c, the solutions of (1.17) and
(1.18) with g = 1 will be seen to be quite different from the above.
The Whitham equations (1.18) for the mKdV equation are analogous to the
Whitham equations for the higher members of the KdV hierarchy [11, 12]. For step
like initial data, the single phase Whitham solutions for the higher order KdV are also
constructed using the non-strict hyperbolicity of the equations. In the case of strictly
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Fig. 1.2. Self-Similar solution of the mKdV-Whitham equation (1.18) with g = 1 and the
corresponding oscillatory solution (1.21) of the mKdV equation with  = 0.012. The initial data is
given by (1.19) with a = 4, b = 0 and c = −1. There are two distinct structures in the oscillations
and they are separated by x/t ≈ 4.63 (cf. Figure 1).
hyperbolic Whitham equations for the KdV, the oscillations (dispersive shock) have
uniform structure. However, in the case of non-strict hyperbolic Whitham equations
for the higher order KdV, an additional structure has been found in the dispersive
shocks. This new structure is similar to the one found here in the dispersive shocks
of the mKdV equation.
The organization of the paper is as follows. In Section 2, we will study the
eigenspeeds, µg,1, µg,2, µg,3 and µg,4 of the Whitham equations (1.18) for g = 1.
In Section 3, we will construct the self-similar solutions of the single phase Whitham
equations for the initial function (1.19) with a > b > c. In Section 4, we will construct
the self-similar solution of the Whitham equations for the initial function (1.19) with
a > c > b. In Section 5, we will briefly discuss how to handle the other step-like initial
data (1.20).
2. The Whitham Equations. In this section we define the eigenspeeds λg,i’s
and µg,i’s of the Whitham equations (1.7) and (1.18) with g = 1 for the NLS and
the mKdV equations. For simplicity, we suppress the subscript g = 1 in the notation
λg,i’s and µg,i’s in the rest of the paper.
We first introduce the polynomials of ξ for n = 0, 1, 2, . . . [2, 4, 10]:
Pn(ξ, u1, u2, u3, u4) = ξn+2 + an,1ξn + · · ·+ an,n+2 , (2.1)
where the coefficients, an,1, an,2, . . . , an,n+2 are uniquely determined by the two con-
ditions
Pn(ξ, u1, u2, u3, u4)√
(ξ − u1)(ξ − u2)(ξ − u3)(ξ − u4)
= ξn +O(ξ−2) for large |ξ|
and ∫ u1
u2
Pn(ξ, u1, u2, u3, u4)√
(u1 − ξ)(ξ − u2)(ξ − u3)(ξ − u4)
dξ = 0 .
The coefficients of Pn can be expressed in terms of complete elliptic integrals.
The eigenspeeds of the Whitham equations (1.7) with g = 1 for the NLS equation
are defined in terms of P0 and P1 of (2.1) [4, 6, 10],
λi(u1, u2, u3, u4) = 8
P1(ui, u1, u2, u3, u4)
P0(ui, u1, u2, u3, u4)
, i = 1, 2, 3, 4 ,
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which give
λi(u1, u2, u3, u4) = 2
(
σ1(u1, u2, u3, u4)− I(u1, u2, u3, u4)
∂uiI(u1, u2, u3, u4)
)
. (2.2)
Here σ1 :=
∑4
j=1 uj , and I(u1, u2, u3, u4) is given by a complete elliptic integral [13]
I(u1, u2, u3, u4) =
∫ u1
u2
dη√
(u1 − η)(η − u2)(η − u3)(η − u4)
. (2.3)
The function I can be rewritten as a contour integral. Hence,
2(ui − uj) ∂
2I
∂ui∂uj
=
∂I
∂ui
− ∂I
∂uj
, i, j = 1, 2, 3, 4 (2.4)
since the integrand satisfies the same equations for each η 6= ui. This contour integral
connection also allows us to give another formulation of I
I(u1, u2, u3, u4) =
∫ u3
u4
dη√
(u1 − η)(u2 − η)(u3 − η)(η − u4)
. (2.5)
It follows from (2.2), (2.3) and (2.5) that
λ4 − 2σ1 < λ3 − 2σ1 < 0 < λ2 − 2σ1 < λ1 − 2σ1 (2.6)
for u4 < u3 < u2 < u1. This implies the strict hyperbolicity of the NLS-Whitham
equation (1.7) for g = 1.
The eigenspeeds λi’s have the following values [13]: At u3 = u4, we have
λ1 = 6u1 + 2u2,
λ2 = 2u1 + 6u2,
λ3 = λ4 = 2(u1 + u2 + 2u4)− 8(u1−u4)(u2−u4)u1+u2−2u4 ,
(2.7)
and at u2 = u3,  λ1 = 6u1 + 2u4,λ2 = λ3 = 2u1 + 4u3 + 2u4,
λ4 = 2u1 + 6u4.
(2.8)
Notice that the eigenspeed λ2 = λ3 at u2 = u3 is the same as the velocity of the
periodic solution (1.8), i.e. V1 = 2σ1 = 2(u1 + 2u3 + u4).
The eigenspeeds of the mKdV-Whitham equations (1.18) with g = 1 are [6]
µi(u1, u2, u3, u4) = 3
P2(ui, u1, u2, u3, u4)
P0(ui, u1, u2, u3, u4)
, i = 1, 2, 3, 4 . (2.9)
They can be expressed in terms of λ1, λ2, λ3 and λ4 of the NLS-Whitham equations
(1.7) with g = 1.
Lemma 2.1. The eigenspeeds µi(u1, u2, u3, u4)’s of (2.9) can be expressed in the
form
µi =
1
2
(λi − 2σ1) ∂q
∂ui
+ q , i = 1, 2, 3, 4 , (2.10)
10 Y. KODAMA, V.U. PIERCE AND F.-R. TIAN
where σ1 =
∑4
j=1 uj and q = q(u1, u2, u3, u4) is the solution of the boundary value
problem of the Euler-Poisson-Darboux equations
2(ui − uj) ∂
2q
∂ui∂uj
=
∂q
∂ui
− ∂q
∂uj
, i, j = 1, 2, 3, 4 , (2.11)
q(u, u, u) = 3u2.
Also the µi’s satisfy the over-determined systems
1
µi − µj
∂µi
∂uj
=
1
λi − λj
∂λi
∂uj
, i 6= j . (2.12)
We omit the proof since it is very similar to the proof of an analogous result for
the KdV hierarchy [14].
The boundary value problem (2.11) has a unique solution. The solution is a
symmetric quadratic function of u1, u2, u3 and u4
q =
3
8
σ21 −
1
2
σ2 , (2.13)
where σ2 =
∑
i>j uiuj is the elementary symmetric polynomial of degree two. Notice
that q gives the velocity of the periodic solution (1.21) for the mKdV equation, i.e.
V2 = q.
For NLS, λi’s satisfy [13]
∂λ4
∂u4
<
3
2
λ3 − λ4
u3 − u4 <
∂λ3
∂u3
(2.14)
for u4 < u3 < u2 < u1. Similar results also hold for the mKdV-Whitham equations
(1.18) with g = 1.
Lemma 2.2.
∂µ3
∂u3
>
3
2
µ3 − µ4
u3 − u4 if
∂q
∂u3
> 0 , (2.15)
∂µ4
∂u4
<
3
2
µ3 − µ4
u3 − u4 if
∂q
∂u4
> 0 , (2.16)
for u4 < u3 < u2 < u1.
Proof. We use (2.10) and (2.14) to obtain
∂µ3
∂u3
=
1
2
∂λ3
∂u3
∂q
∂u3
+
1
2
(λ3 − 2σ1) ∂
2q
∂u23
>
3
4
λ3 − λ4
u3 − u4
∂q
∂u3
+
1
2
(λ4 − 2σ1) ∂
2q
∂u23
, (2.17)
and
µ3 − µ4 = 12 (λ3 − λ4)
∂q
∂u3
+
1
2
(λ4 − 2σ1)
(
∂q
∂u3
− ∂q
∂u4
)
=
1
2
(λ3 − λ4) ∂q
∂u3
+ (λ4 − 2σ1)(u3 − u4) ∂
2q
∂u3∂u4
=
2
3
(u3 − u4)
(
3
4
λ3 − λ4
u2 − u3
∂q
∂u3
+
3
2
(λ4 − 2σ1) ∂
2q
∂u3∂u4
)
, (2.18)
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where we have used equation (2.11)
∂q
∂u3
− ∂q
∂u4
= 2(u3 − u4) ∂
2q
∂u3∂u4
.
It follows from formula (2.13) for q that
3
∂2q
∂u3∂u4
=
∂2q
∂u23
,
which, along with with (2.17) and (2.18), proves (2.15). Inequality (2.16) is proved in
the same way.
The following calculations are useful in the subsequent sections. Using formula
(2.10) for µ3 and µ4 and formulae (2.2) for λ3 and λ4, we obtain
µ3 − µ4 = I(∂u3I)(∂u4I)
[
∂q
∂u4
∂I
∂u3
− ∂q
∂u3
∂I
∂u4
]
=
I
(∂u3I)(∂u4I)
[
∂q
∂u4
(
∂I
∂u3
− ∂I
∂u4
)− ( ∂q
∂u3
− ∂q
∂u4
)
∂I
∂u4
]
=
2I(u3 − u4)
(∂u3I)(∂u4I)
M , (2.19)
where
M =
∂q
∂u4
∂2I
∂u3∂u4
− ∂
2q
∂u3∂u4
∂I
∂u4
.
Here we have used equations (2.4) for I and equations (2.11) for q in equality (2.19).
Since q of (2.13) is quadratic, we obtain
∂M
∂u3
=
∂q
∂u4
∂3I
∂u23∂u4
. (2.20)
We note that another expression for M is
M =
∂q
∂u3
∂2I
∂u3∂u4
− ∂
2q
∂u3∂u4
∂I
∂u3
.
Hence, we get
∂M
∂u4
=
∂q
∂u3
∂3I
∂u3∂u24
. (2.21)
We next evaluate M(u1, u2, u3, u4) when u3 = u4. Using the integral formula
(2.3) for the function I and applying the change of variable η = (u1 − u2)ν + u2, we
obtain
M
∣∣∣
u3=u4
=
∂q
∂u4
4(u2 − u4)3
∫ 1
0
dν
(1 + u1−u2u2−u4 ν)
3
√
ν(1− ν)
−
∂2q
∂u3∂u4
2(u2 − u4)2
∫ 1
0
dν
(1 + u1−u2u2−u4 ν)
2
√
ν(1− ν) .
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The two integrals can be evaluated exactly as∫ 1
0
dν
(1 + γν)3
√
ν(1− ν) =
pi(8 + 8γ + 3γ2)
8(1 + γ)
5
2
,
∫ 1
0
dν
(1 + γν)2
√
ν(1− ν) =
pi(2 + γ)
2(1 + γ)
3
2
for γ > −1. We finally get
M
∣∣∣
u3=u4
=
piU(u1, u2, u4)
128[(u2 − u4)(u1 − u4)] 52
, (2.22)
where
U(u1, u2, ξ) = [8(u2 − ξ)2 + 8(u2 − ξ)(u1 − u2) + 3(u1 − u2)2](u1 + u2 + 4ξ)
− 8(u2 − ξ)[2(u2 − ξ)2 + 3(u2 − ξ)(u1 − u2)
+(u1 − u2)2] . (2.23)
Similar to (2.19) for µ3 and µ4, we have
µ2 − µ3 = 2I(u2 − u3)(∂u2I)(∂u3I)
N , (2.24)
where
N =
∂q
∂u2
∂2I
∂u2∂u3
− ∂
2q
∂u2∂u3
∂I
∂u2
.
Since q of (2.13) is quadratic, we obtain
∂N
∂u3
=
∂q
∂u2
∂3I
∂u2∂u23
. (2.25)
Finally, we use (2.7) and (2.10) to calculate
(µ2 − µ3)
∣∣∣
u3=u4
=
1
2
[λ2 − 2(u1 + u2 + 2u4)] ∂q
∂u2
− 1
2
[λ3 − 2(u1 + u2 + 2u4)] ∂q
∂u3
=
(u2 − u4)
2(u1 + u2 − 2u4) V (u1, u2, u4) , (2.26)
where
V (u1, u2, u4) = 3u21 + 3u
2
2 − 12u24 + 6u1u2 + 6u1u4 − 6u2u4 . (2.27)
3. Self-Similar Solutions. In this section, we construct self-similar solutions of
the Whitham equations (1.18) with g = 1 for the initial function (1.19) with a > b > c.
The case with a > c > b will be studied in next section. The solution of the zero
phase Whitham equations (1.17) does not develop a shock when a+ 5b ≤ 0. We are
therefore only interested in the case a+ 5b > 0.
We first study the ξ-zero of the cubic polynomial equation
U(a, b, ξ) = 0 , (3.1)
where U is given by (2.23). It is easy to prove that for each pair of a and b satisfying
a > b and a+ 5b > 0, U(a, b, ξ) = 0 has only one simple real root. Denoting this zero
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by ξ(a, b), we then deduce that U(a, b, ξ) is positive for ξ > ξ(a, b) and negative for
ξ < ξ(a, b). Since U(a, b,−(a+ b)/4) < 0 in view of (2.23), we must have
ξ(a, b) > −a+ b
4
. (3.2)
For initial function (1.19) with a > b > c and a+5b > 0, we now classify the resulting
Whitham solutions into four types:
(I) ξ(a, b) ≤ c with any a > b > c
(II) ξ(a, b) > c with a+ 5b > 3(b− c) > 0
(III) ξ(a, b) > c with a+ 5b = 3(b− c) > 0
(IV) ξ(a, b) > c with 0 < a+ 5b < 3(b− c)
We will study the second type (II) first.
3.1. Type II. Here we consider the step initial function (1.19) satisfying ξ(a, b) >
c and a+ 5b > 3(b− c) > 0.
Theorem 3.1. (see Figure 1.2.) For the step-like initial data (1.19) with a >
b > c, a+ 5b > 3(b− c) and ξ(a, b) > c, the solution (α, β) of the zero phase Whitham
equations (1.17) and the solution (u1, u2, u3, u4) of the single phase Whitham equations
(1.18) with g = 1 are given as follows:
(1) For x/t ≤ µ3(a, b, ξ(a, b), ξ(a, b)),
α = a , β = b . (3.3)
(2) For µ3(a, b, ξ(a, b), ξ(a, b)) < x/t < µ3(a, b, u∗∗, c),
u1 = a , u2 = b ,
x
t
= µ3(a, b, u3, u4) ,
x
t
= µ4(a, b, u3, u4) , (3.4)
where u∗∗ is the unique solution u3 of µ3(a, b, u3, c) = µ4(a, b, u3, c) in the
interval c < u3 < b.
(3) For µ3(a, b, u∗∗, c) ≤ x/t < µ3(a, b, b, c),
u1 = a , u2 = b ,
x
t
= µ3(a, b, u3, c) , u4 = c. (3.5)
(4) For x/t ≥ µ3(a, b, b, c),
α = a , β = c. (3.6)
The boundaries x/t = µ3(a, b, ξ(a, b), ξ(a, b)) and x/t = µ3(a, b, b, c) are called
the trailing and leading edges, respectively. They separate the solutions of the single
phase Whitham equations (1.18) with g = 1 and the zero phase Whitham equations
(1.17). The single phase Whitham solution matches the zero phase Whitham solution
in the following fashion (see Figure 1.):
(u1, u2) = the solution (α, β) of (1.17) defined outside the region , (3.7)
u3 = u4 , (3.8)
at the trailing edge;
(u1, u4) = the solution (α, β) of (1.17) defined outside the region , (3.9)
u2 = u3 , (3.10)
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at the leading edge.
The proof of Theorem 3.1 is based on a series of lemmas: We first show that the
solutions defined by formulae (3.4) and (3.5) indeed satisfy the Whitham equations
(1.18) for g = 1 [2, 15].
Lemma 3.2.
(1) The functions u1, u2, u3 and u4 determined by equations (3.4) give a solution
of the Whitham equations (1.18) with g = 1 as long as u3 and u4 can be solved
from (3.4) as functions of x and t.
(2) The functions u1, u2, u3 and u4 determined by equations (3.5) give a solution
of the Whitham equations (1.18) with g = 1 as long as u3 can be solved from
(3.5) as a function of x and t.
Proof. (1) u1 and u2 obviously satisfy the first two equations of (1.18) for g = 1.
To verify the third and fourth equations, we observe that
∂µ3
∂u4
=
∂µ4
∂u3
= 0 (3.11)
on the solution of (3.4). To see this, we use (2.12) to calculate
∂µ3
∂u4
=
∂λ3
∂u4
λ3 − λ4 (µ3 − µ4) = 0 .
The second part of (3.11) can be shown in the same way. We then calculate the partial
derivatives of the third equation of (3.4) with respect to x and t
1 =
∂µ3
∂u3
tu3x , 0 =
∂µ3
∂u3
tu3t + µ3 ,
which give the third equation of (1.18) with g = 1. The fourth equation of (1.18) with
g = 1 can be verified in the same way.
(2) The second part of Lemma 3.2 can easily be proved.
We now determine the trailing edge. Eliminating x and t from the last two
equations of (3.4) yields
µ3(a, b, u3, u4)− µ4(a, b, u3, u4) = 0 . (3.12)
Since it degenerates at u3 = u4, we replace (3.12) by
F (a, b, u3, u4) :=
µ3(a, b, u3, u4)− µ4(a, b, u3, u4)
u3 − u4 = 0 . (3.13)
Therefore, at the trailing edge where u3 = u4, equation (3.13), in view of formulae
(2.19) and (2.22), reduces to
U(a, b, u4) = 0 . (3.14)
Noting that ξ(a, b) is the unique solution of (3.1), we then deduce that u4 = ξ(a, b).
Lemma 3.3. Equation (3.13) has a unique solution satisfying u3 = u4. The
solution is u3 = u4 = ξ(a, b). The rest of equations (3.4) at the trailing edge are
u1 = a, u2 = b and x/t = µ3(a, b, ξ(a, b), ξ(a, b)).
Having located the trailing edge, we now solve equations (3.4) in the neighborhood
of the trailing edge. We first consider equation (3.13). We use (2.19) to write F of
(3.13) as
F (a, b, u3, u4) =
2I
(∂u3I)(∂u3I)
M(a, b, u3, u4) .
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We note that at the trailing edge u3 = u4 = ξ(a, b), we have M(a, b, ξ(a, b), ξ(a, b)) = 0
because of (2.22) and (3.14). We then use (2.20) and (2.21) to differentiate F at the
trailing edge
∂F (a, b, ξ(a, b), ξ(a, b))
∂u3
=
∂F (a, b, ξ(a, b), ξ(a, b))
∂u4
=
I
2(∂u3I)(∂u3I)
[a+ b+ 4ξ(a, b)]
∂3I
∂u23∂u4
> 0 ,
where we have used the expression (2.13) for q in the last equation and (3.2) in the
inequality. These show that equation (3.13) or equivalently (3.12) can be inverted to
give u4 as a decreasing function of u3
u4 = A(u3) (3.15)
in a neighborhood of u3 = u4 = ξ(a, b).
We now extend the solution A(u3) of equation (3.12) in the region c < u4 <
ξ(a, b) < u3 < b as far as possible. We first claim that
∂q(a, b, u3, u4)
∂u3
> 0 ,
∂q(a, b, u3, u4)
∂u4
> 0 (3.16)
on the extension. To see this, we first observe that inequalities (3.16) are true at
the trailing edge u3 = u4 = ξ(a, b). This follows from (2.13) and (3.2). Therefore,
inequalities (3.16) hold in a neighborhood of the trailing edge. To prove that (3.16)
remains true on the extension, we use formula (2.10) for µ3 and µ4 to rewrite equation
(3.12) as
1
2
[λ3 − 2(a+ b+ u3 + u4)] ∂q
∂u3
=
1
2
[λ4 − 2(a+ b+ u3 + u4)] ∂q
∂u4
.
Since the two terms in the two parentheses are both negative in view of (2.6) and
since ∂q∂u3 −
∂q
∂u4
= (u3 − u4)/4 > 0 in view of (2.13), neither ∂q∂u3 nor
∂q
∂u4
can vanish
on the extension. This proves inequalities (3.16).
We deduce from Lemma 2.2 that
∂µ3
∂u3
> 0 ,
∂µ4
∂u4
< 0 (3.17)
on the solution of (3.12). Because of (3.11) and (3.17), solution (3.15) of equation
(3.12) can be extended as long as c < u4 < ξ(a, b) < u3 < b.
There are two possibilities: (1) u3 touches b before or simultaneously as u4 reaches
c and (2) u4 touches c before u3 reaches b. It follows from (2.8), (2.10) and (2.13)
that
µ3(a, b, b, u4)−µ4(a, b, b, u4) = 12 (b−u4)(a+ 2b+ 3u4) > 0 for c ≤ u4 < b , (3.18)
where we have used a+ 2b+ 3c > 0 in the inequality. This shows that (1) is unattain-
able. Hence, u4 will touch c before u3 reaches b. When this happens, equation (3.12)
becomes
µ3(a, b, u3, c) = µ4(a, b, u3, c) . (3.19)
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Lemma 3.4. Equation (3.19) has a simple zero in the interval c < u3 < b,
counting multiplicities. Denoting the zero by u∗∗, then µ3(a, b, u3, c) − µ4(a, b, u3, c)
is positive for u3 > u∗∗ and negative for u3 < u∗∗.
Proof. We use (2.19) and (2.20) to prove the lemma. In both formulae, ∂u3I,
∂u4I and ∂
2
u3u4I are all positive functions. By (2.20),
∂M(a, b, u3, c)
∂u3
=
(a+ b+ u3 + 3c)
4
∂3I
∂u23∂u4
for c < u3 < b . (3.20)
We claim that
M(a, b, u3, c) < 0 when u3 = c and M(a, b, u3, c) > 0 for u3 near b .
The second inequality follows from (2.19) and (3.18). The first inequality can be
deduced from formula (2.22)
M(a, b, c, c) =
piU(a, b, c)
128[(b− c)(a− c)] 52 < 0 for c < ξ(a, b) .
Therefore, M(a, b, u3, c) has a zero in the interval c < u3 < b. The uniqueness of the
zero follows from (3.20) in that M(a, b, u3, c) increases or changes from decreasing to
increasing as u3 increases. This zero is exactly u∗∗ and the rest of the theorem can
be proved easily.
Having solved equation (3.12) for u4 as a decreasing function of u3 for c < u4 <
ξ(a, b) < u3 < b, we turn to equations (3.4). Because of (3.11) and (3.17), the third
equation of (3.4) gives u3 as an increasing function of x/t, for µ3(a, b, ξ(a, b), ξ(a, b)) <
x/t < µ3(a, b, u∗∗, c). Consequently, u4 is a decreasing function of x/t in the same
interval.
Lemma 3.5. The last two equations of (3.4) can be inverted to give u3 and u4
as increasing and decreasing functions, respectively, of the self-similarity variable x/t
in the interval µ3(a, b, ξ(a, b), ξ(a, b)) < x/t < µ3(a, b, u∗∗, c), where u∗∗ is given in
Lemma 3.4.
We now turn to equations (3.5). We want to solve the third equation when
x/t > µ3(a, b, u∗∗, c) or equivalently when u3 > u∗∗. According to Lemma 3.4,
µ3(a, b, u3, c)−µ4(a, b, u3, c) > 0 for u∗∗ < u3 < b. In view of (3.16), ∂u3q(a, b, u3, c) =
(a+ b+ 3u3 + c)/4 is positive at u3 = u∗∗ and hence, it remains positive for u3 > u∗∗.
By (2.15), we have
∂µ3(a, b, u3, c)
∂u3
> 0 .
Hence, the third equation of (3.5) can be solved for u3 as an increasing function of
x/t as long as u∗∗ < u3 < b. When u3 reaches b, we have x/t = µ3(a, b, b, c). We have
therefore proved the following result.
Lemma 3.6. The third equation of (3.5) can be inverted to give u3 as an increasing
function of x/t in the interval µ3(a, b, u∗∗, c) ≤ x/t ≤ µ3(a, b, b, c).
We are ready to conclude the proof of Theorem 3.1. The solutions (3.3) and (3.6)
are obvious. According to Lemma 3.5, the last two equations of (3.4) determine u3
and u4 as functions of x/t in the region µ3(a, b, ξ(a, b), ξ(a, b)) ≤ x/t ≤ µ3(a, b, u∗∗, c).
By the first part of Lemma 3.2, the resulting u1, u2, u3 and u4 satisfy the Whitham
equations (1.18) with g = 1. Furthermore, the boundary conditions (3.7) and (3.8)
are satisfied at the trailing edge x = µ3(a, b, ξ(a, b), ξ(a, b)).
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Similarly, by Lemma 3.6, the third equation of (3.5) determines u3 as a function of
x/t in the region µ3(a, b, u∗∗, c) ≤ x/t ≤ µ3(a, b, b, c). It then follows from the second
part of Lemma 3.2 that u1, u2, u3 and u4 of (3.5) satisfy the Whitham equations
(1.18) for g = 1. They also satisfy the boundary conditions (3.9) and (3.10) at the
leading edge x/t = µ3(a, b, b, c). We have therefore completed the proof of Theorem
3.1.
A graph of the Whitham solution (u1, u2, u3, u4) is given in Figure 1.2. It is
obtained by plotting the exact solutions of (3.4) and (3.5).
3.2. Type I. Here we consider the initial function (1.19) satisfying ξ(a, b) ≤ c
with b > c and a+ 5b > 0.
Fig. 3.1. Self-Similar solution of the Whitham equations (1.18) with g = 1 and the correspond-
ing oscillatory solution (1.21) of the mKdV equation with  = 0.07. The initial data is given by
(1.19) with a = 7, b = 0 and c = −1 of type I.
We will only present our proofs briefly, since they are, more or less, similar to
those in Section 3.1. The main feature of this case is that the ξ-zero point does not
appear in the solution u3, and the Whitham equations (1.18) with g = 1 are strictly
hyperbolic on the solution.
Theorem 3.7. (see Figure 3.1.) For the step-like initial data (1.19) with a >
b > c, a + 5b > 0 and ξ(a, b) ≤ c, the solution of the Whitham equations (1.18) with
g = 1 is given by
u1 = a , u2 = b ,
x
t
= µ3(a, b, u3, c) , u4 = c
for µ3(a, b, c, c) < x/t < µ3(a, b, b, c). Outside this interval, the solution of (1.17) is
given by
α = a , β = b for
x
t
≤ µ3(a, b, c, c) ,
and
α = a , β = c for
x
t
≥ µ3(a, b, b, c) .
Proof. It suffices to show that µ3(a, b, u3, c) is an increasing function of u3 for
c < u3 < b. Substituting (2.13) for q into (2.20) yields
∂M(a, b, u3, c)
∂u3
=
1
4
[a+ b+ u3 + 3c]
∂3I
∂u23∂u4
≥ 1
4
[a+ b+ 4ξ(a, b)]
∂3I
∂u23∂u4
> 0
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for c < u3 < b, where we have used ξ(a, b) ≤ c in the first inequality and (3.2) in
the second one. We now use formula (2.22) to calculate the value of M(a, b, u3, c) at
u3 = c
M(a, b, c, c) =
piU(a, b, c)
128[(b− c)(a− c)] 52 ≥ 0 for ξ(a, b) ≤ c ,
because U(a, b, ξ) ≥ 0 for ξ ≥ ξ(a, b). Therefore, M(a, b, u3, c) > 0 for c < u3 < b. It
then follows from (2.19) that µ3(a, b, u3, c)−µ4(a, b, u3, c) > 0. Since ∂q∂u3 (a, b, u3, c) =
(a+b+3u3+c)/4 > (a+b+3ξ(a, b))/4 > 0 because of (3.2), we conclude from Lemma
2.2 that
dµ3(a, b, u3, c)
du3
> 0
for c < u3 < b.
3.3. Type III. Here we consider the step initial function (1.19) satisfying ξ(a, b) >
c with a+ 5b = 3(b− c) > 0.
Fig. 3.2. Self-Similar solution of the Whitham equations (1.18) with g = 1 and the correspond-
ing oscillatory solution (1.21) of the mKdV equation with  = 0.007. The initial data is given by
(1.19) with a = 3, b = 0, c = −1 of type III.
Theorem 3.8. (see Figure 3.2.) For the step-like initial data (1.19) with a >
b > c, ξ(a, b) > c and a+ 5b = 3(b− c), the solution of the g = 1 Whitham equations
(1.18) with g = 1 is given by
u1 = a , u2 = b ,
x
t
= µ3(a, b, u3, u4) ,
x
t
= µ4(a, b, u3, u4) ,
for µ3(a, b, ξ(a, b), ξ(a, b)) < x/t < µ3(a, b, b, c). Outside the region, the solution of
equations (1.17) is given by
α = a , β = b , for
x
t
≤ µ3(a, b, ξ(a, b), ξ(a, b)) ,
and
α = a , β = c , for
x
t
≥ µ3(a, b, b, c) .
Proof. It suffices to show that u3 and u4 of µ2(a, b, u3, u4) − µ3(a, b, u3, u4) =
0 reaches b and c, respectively, simultaneously. To see this, we deduce from the
calculation (3.18) that
µ3(a, b, b, u4)− µ4(a, b, b, u4) = 12(b− u4)(a+ 2b+ 3u4) , (3.21)
vanishes at u4 = (−a− 2b)/3 = c.
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3.4. Type IV. Here we consider the step initial function (1.19) satisfying ξ(a, b) >
c with 0 < a+ 5b < 3(b− c).
Fig. 3.3. Self-Similar solution of the Whitham equations (1.18) with g = 1 and the correspond-
ing oscillatory solution (1.21) of the mKdV equation with  = 0.006. The initial data is given by
(1.19) with a = 2.75, b = 0 and c = −1 of type IV. The solution in the region 2.52 < x/t < 2.65
represents a rarefaction wave.
Theorem 3.9. (see Figure 3.3.) For the step-like initial data (1.19) with a >
b > c, ξ(a, b) > c and 0 < a + 5b < 3(b − c), the solution of the Whitham equations
(1.14) is given by
u1 = a , u2 = b ,
x
t
= µ2(a, b, u3, u4) , x = µ3(a, b, u3, u4) t
for µ3(a, b, ξ(a, b), ξ(a, b)) < x/t < µ3(a, b, b,−(a + 2b)/3). Outside the region, the
solution of equation (1.17) is divided into the three regions:
(1) For x/t ≤ µ3(a, b, ξ(a, b), ξ(a, b)),
α = a , β = b .
(2) For µ3(a, b, b,−(a+ 2b)/3) ≤ xt ≤ 38
(
a2 + 2ac+ 5c2
)
,
α = a, β = −1
5
a−
√
8
15
x
t
− 4
25
a2 .
(3) For x/t ≥ 38
(
a2 + 2ac+ 5c2
)
,
α = a, β = c .
Proof. By the calculation (3.21), when u3 of µ3(a, b, u3, u4) − µ4(a, b, u3, u4) =
0 touches b, the corresponding u4 reaches −(a + 2b)/3, which is above c. Hence,
equations
x
t
= µ3(a, b, u3, u4) ,
x
t
= µ4(a, b, u3, u4)
can be inverted to give u3 and u4 as functions of x/t in the region µ3(a, b, ξ(a, b), ξ(a, b)) <
x/t < µ3(a, b, b,−(a+ 2b)/3). In the region (2), the equations (1.17) has a rarefaction
wave solution.
4. More Self-Similar Solutions. In this section, we construct self-similar so-
lutions of the g = 1 Whitham equations (1.18) for the initial function (1.19) with
a > c > b. The solution of equations (1.17) does not develop a shock for a+ 5b ≥ 0.
We are therefore only interested in the case a + 5b < 0. We classify the resulting
Whitham solution into four types:
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(V) a+ 5b ≤ −4(c− b) < 0
(VI) 0 > a+ 5b > −4(c− b) with V (a, c, b) < 0
(VII) 0 > a+ 5b > −4(c− b) with V (a, c, b) = 0
(VIII) 0 > a+ 5b > −4(c− b) with V (a, c, b) > 0
where V is a quadratic polynomial given by (2.27).
4.1. Type V. Here we consider the step initial function (1.19) satisfying a+5b ≤
−4(c− b) < 0.
Fig. 4.1. Self-Similar solution of the Whitham equations (1.18) with g = 1 and the correspond-
ing oscillatory solution (1.21) of the mKdV equation with  = 0.018. The initial data is given by
(1.19) with a = 1/2, b = −1 and c = 0 of type V.
Theorem 4.1. (see Figure 4.1.) For the step-like initial data (1.19) with a >
c > b, a+ 5b ≤ −4(c− b), the solution of the Whitham equations (1.18) with g = 1 is
given by
u1 = a , u2 = c ,
x
t
= µ3(a, c, u3, b) , u4 = b
for µ3(a, c, c, b) < x/t < µ3(a, c, b, b). Outside this interval, the solution of (1.17) is
given by
α = a β = b for
x
t
≤ µ3(a, c, c, b) ,
and
α = a β = c for
x
t
≥ µ3(a, c, b, b) .
Proof. It suffices to show that µ3(a, c, u3, b) is a decreasing function of u3 for
b < u3 < c. By (2.10), we have
∂µ3(a, c, u3, b)
∂u3
=
1
2
∂λ3
∂u3
∂q
∂u3
+
1
2
[λ3 − 2(a+ c+ u3 + b)] ∂
2q
∂u23
.
The second term is negative because of (2.6) and ∂
2q
∂u22
= 3/8 > 0. The first term is
also negative: Its first factor is positive in view of (1.13); while its second factor is
∂q
∂u3
=
1
4
(a+ c+ 3u3 + b) < 0,
for b < u3 < c, as we have that a+ b+ 4c ≤ 0.
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Fig. 4.2. Self-Similar solution of the Whitham equations (1.18) with g = 1 and the corre-
sponding periodic oscillatory solution (1.21) of the mKdV equation with  = 0.018. The initial data
is given by (1.19) with a = 2, b = −1 and c = 0 of type VI. The oscillations have two distinct
structures, which are separated by x/t ≈ 1.51.
4.2. Type VI. Here we consider the step initial function (1.19) satisfying 0 >
a+ 5b > −4(c− b) with V (a, c, b) < 0.
Theorem 4.2. (see Figure 4.2.) For the step-like initial data (1.19) with 0 >
a + 5b > −4(c − b) and V (a, c, b) < 0, the solution of the Whitham equations (1.18)
with g = 1 is given by
u1 = a ,
x
t
= µ2(a, u2, u3, b) ,
x
t
= µ3(a, u2, u3, b) , u4 = b (4.1)
for µ3(a,−(a+ b)/4,−(a+ b)/4, b) < x/t ≤ µ3(a, u∗∗∗, u∗∗∗, b) and by
u1 = a, u2 = c ,
x
t
= µ3(a, c, u3, b) , u4 = b (4.2)
for µ3(a, u∗∗∗, u∗∗∗, b) ≤ x/t < µ3(a, c, b, b), where u∗∗∗ is the unique solution u3
of µ2(a, c, u3, b) = µ3(a, c, u3, b) in the interval b < u3 < c. Outside the region
µ3(a,−(a + b)/4,−(a + b)/4, b) < x/t < µ3(a, c, b, b), the solution of equation (1.17)
is given by
α = a , β = b for
x
t
≤ µ3(a,−(a+ b)/4,−(a+ b)/4, b) ,
and
α = a , β = c for
x
t
≥ µ3(a, c, b, b) .
Proof. We first locate the “leading” edge, i.e., the solution of equation (4.1) at
u2 = u3. Eliminating x/t from the first two equations of (4.1) yields
µ2(a, u2, u3, b)− µ3(a, u2, u3, b) = 0 . (4.3)
Since it degenerates at u2 = u3, we replace (4.3) by
G(a, u2, u3, b) :=
µ2(a, u2, u3, b)− µ3(a, u2, u3, b)
(u2 − u3)
√
(u1 − u3)(u2 − u4)I(a, u2, u3, b)
= 0 . (4.4)
In the Appendix, we show that, at the “leading” edge u2 = u3, we have
G(a, u3, u3, b) = 2(
∂q
∂u2
+
∂q
∂u3
) = 0 ,
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in view of (A.2), which along with (2.13) gives u2 = u3 = −(a+ b)/4. Having located
the “leading” edge, we solve equation (4.4) near u2 = u3 = −(a + b)/4. We use
formula (A.3) to obtain
∂G(a,−(a+ b)/4,−(a+ b)/4, b)
∂u2
=
∂G(a,−(a+ b)/4,−(a+ b)/4, b)
∂u3
= 2 .
These show that equation (4.4) gives u2 as a decreasing function of u3
u2 = B(u3) (4.5)
in a neighborhood of u2 = u3 = −(a+ b)/4.
We now extend the solution (4.5) of equation (4.3) as far as possible in the region
b < u3 < −(a+ b)/4 < u2 < c. We use formula (2.10) to obtain
∂µ2
∂u2
=
1
2
∂λ2
∂u2
∂q
∂u2
+
1
2
[λ2 − 2(a+ u2 + u3 + b)] ∂
2q
∂u22
,
∂µ3
∂u3
=
1
2
∂λ3
∂u3
∂q
∂u3
+
1
2
[λ3 − 2(a+ u2 + u3 + b)] ∂
2q
∂u23
.
In view of (1.13) and (2.6), we have
∂µ2
∂u2
> 0 if
∂q
∂u2
> 0 ,
∂µ3
∂u3
< 0 if
∂q
∂u3
< 0 .
We claim that
∂q
∂u2
> 0 ,
∂q
∂u3
< 0 (4.6)
on the solution of (4.3) in the region b < u3 < −(a + b)/4 < u2 < c. To see this, we
use formula (2.10) to rewrite equation (4.3) as
1
2
[λ2 − 2(a+ u2 + u3 + b)] ∂q
∂u2
=
1
2
[λ3 − 2(a+ u2 + u3 + b)] ∂q
∂u3
.
This, together with
∂q
∂u2
− ∂q
∂u3
= 2(u2 − u3) ∂
2q
∂u2∂u3
=
1
2
(u2 − u3) > 0
for u2 > u3, and inequalities (2.6), proves (4.6).
Hence, the solution (4.5) can be extended as long as b < u3 < −(a+b)/4 < u2 < c.
There are two possibilities; (1) u2 touches c before u3 reaches b and (2) u3 touches b
before or simultaneously as u2 reaches c.
Possibility (2) is unattainable. To see this, we use (2.26) to write
µ2(a, u2, b, b)− µ3(a, u2, b, b) = (u2 − b)2(a+ u2 − 2b) V (a, u2, b) , (4.7)
which is negative for b < u2 ≤ c since V (a, u2, b) of (2.27) is an increasing function of
u2 and since V (a, c, b) < 0. Therefore, u2 will touch c before u3 reaches b. When this
happens, we have
µ2(a, c, u3, b)− µ3(a, c, u3, b) = 0 . (4.8)
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Lemma 4.3. Equation (4.8) has a simple zero, counting multiplicities, in the
interval b < u3 < c. Denoting this zero by u∗∗∗, then µ2(a, c, u3, b)− µ3(a, c, u3, b) is
positive for u3 > u∗∗∗ and negative for u3 < u∗∗∗.
The proof, which involves formulae (2.24) and (2.25), is rather similar to the proof
of Lemma 3.19. We will omit it.
We now continue to prove Theorem 4.2. Having solved equation (4.3) for u2 as
a decreasing function of u3 for u∗∗∗ < u3 < −(a + b)/4, we can then use the middle
two equations of (4.1) to determine u2 and u3 as functions of x/t in the interval
µ2(a,−(a+ b)/4,−(a+ b)/4, b) < x/t < µ2(a, c, u∗∗∗, b).
We finally turn to equations (4.2). We want to solve the third equation of (4.2),
x/t = µ3(a, c, u3, b), for u3 < u∗∗∗. It is enough to show that µ3(a, c, u3, b) is a
decreasing function of u3 for u3 < u∗∗∗. According to Lemma 4.3, µ2(a, c, u3, b) −
µ3(a, c, u3, b) < 0 for u3 < u∗∗∗. Using formula (2.10) for µ2 and µ3, we have
1
2
[λ2 − 2(a+ c+ u3 + b)] ∂q
∂u2
<
1
2
[λ3 − 2(a+ c+ u3 + b)] ∂q
∂u3
.
This, together with
∂q
∂u2
− ∂q
∂u3
=
1
2
(c− u3) > 0
for u3 < c, and inequalities (2.6), proves
∂q(a, c, u3, b)
∂u3
< 0
for u3 < u∗∗∗. Hence,
∂µ3
∂u3
=
1
2
∂λ3
∂u3
∂q
∂u3
+
1
2
[λ3 − 2(a+ c+ u3 + b)] ∂
2q
∂u23
< 0 ,
where we have used inequality (1.13).
4.3. Type VII. Here we consider the step initial function (1.19) satisfying 0 >
a+ 5b > −4(c− b) with V (a, c, b) = 0.
Fig. 4.3. Self-Similar solution of the Whitham equations (1.18) g = 1 and the corresponding
oscillatory solution (1.21) of the mKdV equation with  = 0.01. The initial data is given by (1.19)
with a = 1 +
√
5, b = −1 and c = 0 of type VII.
Theorem 4.4. (see Figure 4.3.) For the step-like initial data (1.19) with 0 >
a + 5b > −4(c − b) and V (a, c, b) = 0, the solution of the Whitham equations (1.18)
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with g = 1 is given by
u1 = a ,
x
t
= µ2(a, u2, u3, b) ,
x
t
= µ3(a, u2, u3, b) , u4 = c ,
for µ3(a,−(a + b)/4,−(a + b)/4, b) < x/t < µ3(a, c, b, b). Outside the region, the
solution of equations (1.17) is given by
α = a , β = b , for
x
t
≤ µ3(a,−(a+ b)/4,−(a+ b)/4, b) ,
and
α = a , β = c , for
x
t
≥ µ3(a, c, b, b) .
Proof. It suffices to show that u2 and u3 of µ2(a, u2, u3, b) − µ3(a, u2, u3, b) = 0
reaches c and b, respectively, simultaneously. To see this, we deduce from equation
(4.7) that
µ2(a, c, b, b)− µ3(a, c, b, b) = (c− b)2(a+ c− 2b) V (a, c, b) (4.9)
vanishes when V (a, c, b) = 0.
4.4. Type VIII. Here we consider the step initial function (1.19) satisfying
0 > a+ 5b > −4(c− b) with V (a, c, b) > 0.
Theorem 4.5. (see Figure 4.4.) For the step-like initial data (1.19) with 0 >
a + 5b > −4(c − b) and V (a, c, b) > 0, the solution of the Whitham equations (1.18)
with g = 1 is given by
u1 = a ,
x
t
= µ2(a, u2, u3, b) ,
x
t
= µ3(a, u2, u3, b) , u4 = b ,
for µ3(a,−(a+b)/4,−(a+b)/4, b) < x/t < µ3(a, uˆ, uˆ, b), where uˆ is the unique u2-zero
of the quadratic polynomial V (a, u2, b) in the interval −(a + b)/4 < u2 < c. Outside
the region, the solution of equations (1.17) is divided into the following three regions:
(1) For x/t ≤ µ3(a,−(a+ b)/4,−(a+ b)/4, b),
α = a , β = b .
(2) For µ2(a, uˆ, b, b) ≤ x/t ≤ 38
(
a2 + 2ac+ 5c2
)
,
α = a , β = −1
5
a+
√
8
15
x
t
− 4
25
a2 .
(3) For x/t ≥ 38
(
a2 + 2ac+ 5c2
)
,
α = a , β = c .
Proof. By the calculation (4.9), when u3 of µ2(a, u2, u3, b) − µ3(a, u2, u3, b) = 0
touches b, the corresponding u2 reaches uˆ, where V (a, uˆ, b) = 0. Obviously, uˆ < c.
Hence, equations
x
t
= µ2(a, u2, u3, b) ,
x
t
= µ3(a, u2, u3, b)
can be inverted to give u2 and u3 as functions of x/t in the region µ2(a,−(a +
b)/4,−(a+ b)/4, b) < x/t < µ2(a, uˆ, uˆ, b). To the right of this region, equations (1.17)
has a rarefaction wave solution.
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Fig. 4.4. Self-Similar solution of the Whitham equations and the corresponding oscillatory
solution (1.21) of the mKdV equation with  = 0.008. The initial data is given by (1.19) with a = 4,
b = −1 and c = 0 of type VIII. The solution in the region 4.1 < x/t < 4.2 represents a rarefaction
wave.
5. Other Initial Data. We conclude the paper by showing how to handle the
initial data (1.20). Inequalities (2.14) are replaced by
∂λ2
∂u2
<
3
2
λ1 − λ2
u1 − u2 <
∂λ1
∂u2
for u4 < u3 < u2 < u1. Results similar to Lemma 2.2 can then be easily proved. The
rest of calculations are also similar to those in Sections 3 and 4.
Appendix A. Leading Edge Calculations. The function I(u1, u2, u3, u4) of
(2.3) can be written in terms of the complete elliptic integral of the first kind K(s),
i.e.,
I =
K(s)√
(u1 − u3)(u2 − u4)
,
where
s =
(u1 − u2)(u3 − u4)
(u1 − u3)(u2 − u4) .
Using the derivative formula
dK(s)
ds
=
E(s)− (1− s)K(s)
2s(1− s) ,
where E(s) is the complete elliptic integral of the second kind, we calculate λ2 and
λ3 of (2.2)
λ2 = 2σ1 − 4 u1 − u2
1− u1−u3u2−u3 EK
,
λ3 = 2σ1 + 4
u3 − u4
1− u2−u4u2−u3 EK
.
We then use (2.10) to write µ2 − µ3 as
−2(u2−u3)K(s)
[
u1 − u2
(u2 − u3)K − (u1 − u3)E
∂q
∂u2
+
u3 − u4
(u2 − u3)K − (u2 − u4)E
∂q
∂u3
]
.
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Hence, G(u1, u2, u3, u4) of (4.4) becomes
G = −2
[
u1 − u2
(u2 − u3)K − (u1 − u3)E
∂q
∂u2
+
u3 − u4
(u2 − u3)K − (u2 − u4)E
∂q
∂u3
]
. (A.1)
We now use the asymptotics of K(s) and E(s) as s is close to 1
K(s) ≈ 1
2
log
16
1− s , E(s) ≈ 1 +
1
4
(1− s)
(
log
16
1− s − 1
)
to calculate the u2 = u3 limit
G = 2
(
∂q
∂u2
+
∂q
∂u3
)
. (A.2)
Finally, we can also use the expression (2.13) and the derivative formula
dE(s)
ds
=
E(s)−K(s)
2s
to evaluate the partial derivatives of G in the u2 = u3 limit
∂G
∂u2
∣∣∣
u2=u3
= 2 +
(u1 − u4)(u1 + 4u3 + u4)
4(u1 − u3)(u4 − u3) , (A.3)
∂G
∂u3
∣∣∣
u2=u3
= 2− (u1 − u4)(u1 + 4u3 + u4)
4(u1 − u3)(u4 − u3) .
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