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Abstract
We consider the inverse problem of estimating the spatially varying pulse wave
velocity in blood vessels in the brain from dynamic MRI data, as it appears in the
recently proposed imaging technique of Magnetic Resonance Advection Imaging
(MRAI). The problem is formulated as a linear operator equation with a noisy
operator and solved using a conjugate gradient type approach. Numerical exam-
ples on experimental data show the usefulness and advantages of the developed
algorithm in comparison to previously proposed methods.
Keywords. Brain Imaging, MRI, Cerebral Hemodynamics, Pulse Wave Veloc-
ity, Magnetic Resonance Advection Imaging, Inverse Problems, Space-Time Dis-
cretization, Regularization, CGNE
1 Introduction
With every beat of the human heart a pulse wave is created which travels through
the blood vessels in the body somewhat like the waves produced by a rock thrown into
water. The speed of the this wave, termed pulse wave velocity (PWV), is closely related
to material properties of the blood vessel it travels through [11, 14, 20]; a high PWV
indicates a stiffer blood vessel than a lower PWV, given the same vessel wall thickness
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and vessel diameter. Arterial pulse wave velocity (PWV) is the gold standard for
aortic stiffness assessment in cardiovascular disease [13, 16, 28] and provides normative
values for healthy and increased arterial stiffness [2,17,18]. Arterial stiffness is related to
arterial compliance [3,4,27], the ratio of blood volume change to blood pressure change.
Arterial compliance absorbs the impact of the pulse pressure waves and enables steady
blood flow throughout the whole cardiac cycle [6, 26]. Pulse wave velocity and arterial
compliance are reliable prognostic markers for cardiovascular morbidity and mortality in
adult populations such as the elderly, subjects with diabetes, arteriosclerosis, coronary
heart disease, and hypertension [1, 2, 8, 9, 12,15,17–19,21,23].
It would be desirable if measurements of the PWV could not only be performed
for the major arteries in the body but also in the brain using Magnetic Resonance
Imaging (MRI). Brain MRI already provides high-resolution angiograms of arteries
deep inside the brain. Adding the pulsatile component of blood flow could allow for the
measurement of the cerebral PWV along cerebral arteries. The long-term goal would
be to provide a novel clinical biomarker to assess cerebrovascular integrity, namely
the cerebrovascular PWV. As a first attempt to non-invasively measure the PWV using
MRI, Voss et al. [25]recently introduced the technique of Magnetic Resonance Advection
Imaging (MRAI). They propose to measure the pulsatile component of blood flow from
dynamic echo planar imaging (EPI) data, such as acquired in functional and resting
state functional MRI experiments [22,24]. The fundamental idea is that the PWV and
the associated MRI data can be connected via the advection equation
∂
∂t
ρ(x, y, z, t) + v(x, y, z) · ∇ρ(x, y, z, t) = 0 , (1.1)
where ρ(x, y, z, t) denotes the time-dependent MRI data and v(x, y, z) the spatially
varying PWV, which is assumed to be divergence-free. Equation (1.1) was derived
from physical considerations and multiple regression was used to estimate v(x, y, z).
While leading to promising first results, for example a correct identification of the pulse
wave direction following main cerebral arteries, it was determined that this approach
is not suitable to quantitatively estimate the PWV. The main reason is insufficient
accuracy of the EPI data and limited temporal resolution.
Hence, in [10] the authors proposed a stable and efficient algorithm for estimat-
ing v(x, y, z) via (1.1) based on a formulation of this parameter estimation problem
within the framework of Inverse Problems [5]. The resulting nonlinear inverse problem
was solved using a fast gradient-based iterative regularization method, which yielded
stable reconstructions of the PWV in a reasonable computational time for the given
spatio-temporal resolution of the considered MRI data sets. Unfortunately, as with the
regression approach, only qualitative estimates of the PWV could be obtained, since
the spatio-temporal resolution of the MRI data set was too low to yield quantitative
results. However, it is expected that the resolution of MRI data will increase in the
years to come, hopefully allowing also quantitative estimates of the PWV. While the
algorithm proposed in [10] is in principle able to deal with data sets of higher resolution,
it may in practice not be able to handle the resulting large amount of data in a reason-
able time. Thus, there is the need for a faster and robust algorithm for estimating the
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PWV, which scales well with respect to the size of the involved data sets.
In this paper, we present an algorithm satisfying the above requirements, which
is based on a reformulation of the problem into a linear system of equations with
both a noisy operator and a noisy right hand side. This system is then solved by
the method of Conjugate Gradients for the Normal Equations (CGNE), where the
required calculations can be written down explicitly in terms of simple calculations
without having to assemble or store the system matrix, which allows for an effective
implementation. The remaining part of this paper is structured as follows: In Section 2,
we derive the exact mathematical model and reformulate the problem into a system
of linear equations, based on a suitable space-time discretization of the problem. In
Section 3, we consider the application of CGNE to the problem, deriving an explicit
algorithm to carry out the required computations, and which avoids the assembly of
the system matrix. In Section 4, we present numerical results of the application of our
algorithm to experimental data and finally, in Section 5, we give some short conclusions.
Since the aim of this paper is mainly the design and presentation of an effective
algorithm for solving the parameter estimation problem of MRAI, the interested reader
is referred to [10,25]for a detailed medical and physical background on MRAI.
2 Mathematical Model and Discretization
In this section, we consider a suitable mathematical model and numerical discretization
for the parameter estimation problem of MRAI, leading to a linear inverse problem
with both a noisy operator and a noisy right-hand side.
For this, note first that the model equation (1.1) used in [10, 25]was derived from
the transport equation
ρt(x, y, z, t) +∇ · (ρ(x, y, z, t) v(x, y, z)) = 0 , (x, y, z) ∈ Ω , t ∈ [0, T ] , (2.1)
under the assumption of a divergence-free vector field PWV v. Since this assumption
does not necessarily hold in practice, we directly work with equation (2.1) here.
A typical MRI data set does not provide continuous information over the whole area
of the brain but rather consists of averaged values given on a voxel grid. Hence, we
assume (for simplicity) that the domain Ω corresponding to the observed region of the
brain is a cuboid. Furthermore, since the voxels are typically uniform, we set
xi := x0 + i∆x , yj := y0 + j∆y , zk := z0 + k∆z ,
and define the voxels Ωi,j,k := [xi−1, xi] × [yj−1, yj] × [zk−1, zk]. Then it follows from
integrating (2.1) over the sets Ωi,j,k that
∂
∂t
∫
Ωi,j,k
ρ(x, y, z, t) d(x, y, z) +
∫
∂Ωi,j,k
ρ(x, y, z, t) v(x, y, z) · n(x, y, z) dS = 0 , (2.2)
where n(x, y, z) denotes the unit outward normal and 1 ≤ i ≤ I, 1 ≤ j ≤ J , 1 ≤ k ≤ K.
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Since neither ρ nor v are known everywhere, all integrals are approximated using
some quadrature rules. If one uses midpoint rules, then the values at the boundaries
of Ωi,j,k have to be approximated via interpolation. Therefore, we suggest the following
rules that are exact for bilinear and trilinear functions, respectively:∫ xi
xi−1
∫ yj
yj−1
f(x, y) d(x, y) ≈ ∆x∆y
4
(
f(xi−1, yj−1) + f(xi, yj−1)
+ f(xi−1, yj) + f(xi, yj)
)
,∫ xi
xi−1
∫ yj
yj−1
∫ zk
zk−1
f(x, y, z) d(x, y, z) ≈ ∆x∆y∆z
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(
f(xi−1, yj−1, zk−1) + f(xi, yj−1, zk−1)
+ f(xi−1, yj, zk−1) + f(xi, yj, zk−1)
+ f(xi−1, yj−1, zk) + f(xi, yj−1, zk)
+ f(xi−1, yj, zk) + f(xi, yj, zk)
)
.
Thus, we obtain the semi-discrete system
∂
∂t
Di,j,k(t) =
2
∆x
Ai,j,k(t) +
2
∆y
Bi,j,k(t) +
2
∆z
Ci,j,k(t) , (2.3)
where 1 ≤ i ≤ I, 1 ≤ j ≤ J , 1 ≤ k ≤ K,
Di,j,k(t) := ρi−1,j−1,k−1(t) + ρi,j−1,k−1(t) + ρi−1,j,k−1(t) + ρi,j,k−1(t)
+ ρi−1,j−1,k(t) + ρi,j−1,k(t) + ρi−1,j,k(t) + ρi,j,k(t) ,
Ai,j,k(t) :=
(
ρi−1,j−1,k−1(t) v1,i−1,j−1,k−1 + ρi−1,j,k−1(t) v1,i−1,j,k−1
+ ρi−1,j−1,k(t) v1,i−1,j−1,k + ρi−1,j,k(t) v1,i−1,j,k
)
−
(
ρi,j−1,k−1(t)v1,i,j−1,k−1 + ρi,j,k−1(t)v1,i,j,k−1
+ ρi,j−1,k(t)v1,i,j−1,k + ρi,j,k(t)v1,i,j,k
)
,
Bi,j,k(t) :=
(
ρi−1,j−1,k−1(t) v2,i−1,j−1,k−1 + ρi,j−1,k−1(t) v2,i,j−1,k−1
+ ρi−1,j−1,k(t) v2,i−1,j−1,k + ρi,j−1,k(t) v2,i,j−1,k
)
−
(
ρi−1,j,k−1(t)v2,i−1,j,k−1 + ρi,j,k−1(t)v2,i,j,k−1
+ ρi−1,j,k(t)v2,i−1,j,k + ρi,j,k(t)v2,i,j,k
)
,
Ci,j,k(t) :=
(
ρi−1,j−1,k−1(t) v3,i−1,j−1,k−1 + ρi,j−1,k−1(t) v3,i,j−1,k−1
+ ρi−1,j,k−1(t) v3,i−1,j,k−1 + ρi,j,k−1(t) v3,i,j,k−1
)
−
(
ρi−1,j−1,k(t)v3,i−1,j−1,k + ρi,j−1,k(t)v3,i,j−1,k
+ ρi−1,j,k(t)v3,i−1,j,k + ρi,j,k(t)v3,i,j,k
)
,
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and
ρi,j,k(t) := ρ(xi, yj, zk, t) and vm,i,j,k := vm(xi, yj, zk) ,
0 ≤ i ≤ I, 0 ≤ j ≤ J , 0 ≤ k ≤ K, and m = 1, 2, 3.
In a final step, the derivative with respect to t is approximated by a differential
quotient. If one wants to calculate ρ for given v, it is more appropriate to use a forward
differential quotient, since it is much faster (but not as stable).
However, we are interested in calculating v from measurements of ρ. Therefore,
we can as well use a backwards differential quotient. Unfortunately, measurements
of ρ do not exist at all time steps for all grid points, due to what is called the slice-
time acquisition problem. The issue is that MRI data are usually gathered slice by slice,
meaning that for each time step the data ρi,j,k are only measured for a fixed k depending
on the time-step. Different scanning set-ups allow for different orders of the slices on
which the data are acquired. As in [10], we here focus (without loss of generality) on
the case of ascending slice-time acquisition, i.e., measurements are available at points
(xi, yj, zk, tk,l) , 0 ≤ i ≤ I, 0 ≤ j ≤ J, 0 ≤ k ≤ K, 0 ≤ l ≤ L, (2.4)
where
tk,l := (k + (K + 1)l)∆t .
This means that in each time step only one z-layer can be measured and after a full
cycle it restarts again. The measurements are abbreviated by ρi,j,k,l := ρ(xi, yj, zk, tk,l).
To reduce the size of the linear system obtained from (2.3), we use the following
fully discrete system
Di,j,k(tk,l)−Di,j,k(tk,l−1)
(K + 1)∆t
=
2
∆x
Ai,j,k(tk,l) +
2
∆y
Bi,j,k(tk,l) +
2
∆z
Ci,j,k(tk,l) , (2.5)
where 1 ≤ i ≤ I, 1 ≤ j ≤ J , 1 ≤ k ≤ K, 1 ≤ l < L. Since measurements for ρ are not
available at all points, we have to use (linear) interpolation, i.e.,
ρi,j,k(tk,l) = ρi,j,k,l , 0 ≤ l ≤ L ,
ρi,j,k−1(tk,l) = ρi,j,k−1,l
(
1− 1
K + 1
)
+ ρi,j,k−1,l+1
1
K + 1
, 0 ≤ l < L .
If we also allow l = L in (2.5), then ρi,j,k−1(tk,L) has to be approximated via extrapola-
tion. Note that other slice-time acquisition procedures can be treated in a similar way
using a suitably different interpolation scheme.
For our further calculations we assume that ∆x = ∆y = ∆z := ∆. Then the system
(2.5) may be written as the following discrete linear equation
Tv = b , (2.6)
where v ∈ X := R3(I+1)(J+1)(K+1) and b ∈ Y := RI·J ·K·(L−1) is defined by
bi,j,k,l :=
(Di,j,k(tk,l)−Di,j,k(tk,l−1))∆
2(K + 1)∆t
.
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According to (2.5)
(Tv)i,j,k,l := Ai,j,k(tk,l) +Bi,j,k(tk,l) + Ci,j,k(tk,l) .
One can solve equation (2.6) using the CGNE-method, as described in the next section.
3 Solving the Discrete Inverse Problem using CGNE
In this section, we consider CGNE for solving (2.6), which is based on the observation
that a least squares solution of (2.6) is given as a solution of the normal equations
T ∗Tv = T ∗b ,
where T ∗ denotes the adjoint of T . Since T ∗T is positive semi-definite, the method of
conjugate gradients (CG) can be applied for solving (3), which leads to CGNE.
For the CGNE method we need inner products in X and Y . In Y we choose the
standard Euclidean inner product
〈 b, c 〉 :=
I∑
i=1
J∑
j=1
K∑
k=1
L−1∑
l=1
bi,j,k,lci,j,k,l .
Since the functions (v1, v2, v3) are assumed to be differentiable, especially v1 with respect
to x, v2 with respect to y, and v3 with respect to z, we suggest the following inner
product in X:
〈 v, w 〉 :=
I∑
i=0
J∑
i=0
K∑
k=0
(v1,i,j,kw1,i,j,k + v2,i,j,kw2,i,j,k + v3,i,j,kw3,i,j,k)
+
1
∆2
I∑
i=1
J∑
i=0
K∑
k=0
(v1,i,j,k − v1,i−1,j,k)(w1,i,j,k − w1,i−1,j,k)
+
1
∆2
I∑
i=0
J∑
i=1
K∑
k=0
(v2,i,j,k − v2,i,j−1,k)(w2,i,j,k − w2,i,j−1,k)
+
1
∆2
I∑
i=0
J∑
i=0
K∑
k=1
(v3,i,j,k − v3,i,j,k−1)(w3,i,j,k − w3,i,j,k−1) ,
which is a discretized version of the inner product
〈 v, w 〉L2(Ω) +
〈
∂v1
dx
,
∂w1
dx
〉
L2(Ω)
+
〈
∂v2
dy
,
∂w2
dy
〉
L2(Ω)
+
〈
∂v3
dz
,
∂w3
dz
〉
L2(Ω)
.
We also need the adjoint of T with respect to these inner products, i.e.,
〈Tv, d 〉Y = 〈 v, T ∗d 〉X .
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Please note that
I∑
i=0
J∑
i=0
K∑
k=0
v1,i,j,kw1,i,j,k +
1
∆2
I∑
i=1
J∑
i=0
K∑
k=0
(v1,i,j,k − v1,i−1,j,k)(w1,i,j,k − w1,i−1,j,k)
=
1
∆2
J∑
i=0
K∑
k=0
(v1,0,j,k, . . . , v1,I,j,k)

a −1 0 0 0
−1 b −1 0 0
. . . . . . . . . . . . . . .
0 0 −1 b −1
0 0 0 −1 a


w1,0,j,k
w1,1,j,k
...
w1,I−1,j,k
w1,I,j,k

with a := ∆2 + 1 and b := a + 1. A similar formula holds for the parts concerning
v2,·,·,· and v3,·,·,·.
For the calculation of the adjoint T ∗d we need the following numbers
r−1 := 1 , r0 := a , ri := b ri−1 − ri−2 , i = 1, . . . ,max{I, J,K} ,
r¯I := rI − rI−1 , r¯J := rJ − rJ−1 , r¯K := rK − rK−1 .
Using the above equality, T ∗d may be calculated componentwise as follows:
Algorithm 3.1. Calculation of T ∗d
• Set κ := 0
• Calculate: cα,β,γ,i,j,k :=
L−1∑
l=1
di+α,j+β,k+γ,lρi,j,k(tk+γ,l) , α, β, γ ∈ {0, 1},
i = 1− α, . . . , I − α , j = 1− β, . . . , J − β , k = 1− γ, . . . , K − γ.
For all other indices i, j, k: cα,β,γ,i,j,k := 0.
• For j = 0, . . . , J and k = 0, . . . , K do:
For i = 0, . . . , I do:
ei := c1,1,1,i,j,k + c1,0,1,i,j,k + c1,1,0,i,j,k + c1,0,0,i,j,k
− c0,1,1,i,j,k − c0,0,1,i,j,k − c0,1,0,i,j,k − c0,0,0,i,j,k
If (i = 0) {
w1,i,j,k := ei
} else {
w1,i,j,k := ei ri−1 + w1,i−1,j,k
}
w1,I,j,k := w1,I,j,k/r¯I κ := κ+ eI ∗ w1,I,j,k
For i = I − 1, . . . , 0 do:
w1,i,j,k := (w1,i,j,k + ri−1w1,i+1,j,k)/ri κ := κ+ ei ∗ w1,i,j,k
• For i = 0, . . . , I and k = 0, . . . , K do:
For j = 0, . . . , J do:
ej := c1,1,1,i,j,k + c0,1,1,i,j,k + c1,1,0,i,j,k + c0,1,0,i,j,k
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− c1,0,1,i,j,k − c0,0,1,i,j,k − c1,0,0,i,j,k − c0,0,0,i,j,k
If (j = 0) {
w2,i,j,k := ej
} else {
w2,i,j,k := ej rj−1 + w2,i,j−1,k
}
w2,i,J,k := w2,i,J,k/r¯J κ := κ+ eJ ∗ w2,i,J,k
For j = J − 1, . . . , 0 do:
w2,i,j,k := (w2,i,j,k + rj−1w2,i,j+1,k)/rj κ := κ+ ej ∗ w2,i,j,k
• For i = 0, . . . , I and j = 0, . . . , J do:
For k = 0, . . . , K do:
ek := c1,1,1,i,j,k + c1,0,1,i,j,k + c0,1,1,i,j,k + c0,0,1,i,j,k
− c1,1,0,i,j,k − c1,0,0,i,j,k − c0,1,0,i,j,k − c0,0,0,i,j,k
If (k = 0) {
w3,i,j,k := ek
} else {
w3,i,j,k := ek rk−1 + w3,i,j,k−1
}
w3,i,j,K := w3,i,j,K/r¯K κ := κ+ eK ∗ w3,i,j,K
For k = K − 1, . . . , 0 do:
w3,i,j,k := (w3,i,j,k + rk−1w3,i,j,k+1)/rk κ := κ+ ek ∗ w3,i,j,k
• Then (T ∗d)m,i,j,k := ∆2wm,i,j,k and 〈T ∗d, T ∗d 〉X := ∆2κ.
The CGNE method in algorithmic form is now given as follows:
Algorithm 3.2. (CGNE)
• Calculate the numbers h := ∆2, a := h+1, b := a+1, and ri, r¯I , r¯J , r¯K as above.
• Set v := 0, it := 0, and choose itmax.
• While it < itmax) {
If (it = 0) {
d := b
Calculate w and κ as in Algorithm 3.1
γ := κ and p := w
} else {
d := d− αq
Calculate w and κ as in Algorithm 3.1
β := κ/γ, γ := κ, and p := w + βp
}
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Calculate q := Tp
α := γ/ 〈 q, q 〉Y
v := v + αp
it++
}
Note that in Algorithm 3.2 the matrices T and T ∗ are not needed explicitly, which
makes its application very time-efficient.
4 Numerical Results
In this section, we consider the application of our CGNE method to experimental data.
In order to be able to compare our methods to the existing techniques, we use the
same MRI data sets as in [10], namely the MRI scans of subjects 2 and 16 of a publicly
available data set obtained on a 7.0 T MRI scanner [7]. As in [10] we use the first 20
seconds of the second 15 minute segments of the data. For these data sets we have that
∆ = 1.4 mm and (K + 1)∆t = 2 s, which means that once every 2 seconds the scanner
has completed a single scan of the brain.
Since we are dealing with an inverse problem, a good stopping rule for the iteration
has to be used. Many common choices are not suitable in our case for two reasons:
Firstly, no reliable estimate of the noise in the data is known, and secondly, it is not
clear whether they are suitable in the case of a noisy operator. However, a monitoring
of the residual ‖Tv − b‖ during the iteration indicates that one should stop the iteration
at around 10 iterations in order to avoid instabilities, which was used to terminate the
CGNE algorithm.
Figure 4.1 shows the results of our CGNE algorithm terminated after 10 iterations,
in the same way as in [10]. The left images in the figure show maximum intensity
projections (MIPs) over the z-axis of the norm of the reconstructed PWV vector field
v. One can clearly see the location of some of the major blood vessels as well as
(relative) information on the absolute velocity of the PWV. The right images show
color direction MIPs, created by assigning a RGB value to every pixel of the MIP by
first identifying the voxel whose velocity norm entered the MIP at that pixel, and then
taking the absolute values of the components v1, v2, and v3 of the PWV at that voxel
as the red, green, and blue values of the RGB triplet at that pixel, respectively. For
example, a red pixel in the color direction MIP indicates movement along the x-axis, a
green pixel along the y-axis and a blue pixel along the z-axis. A uniform scaling was
applied to the resulting figures to enhance their colors. From this one can get some
idea about the direction of the PWV.
From a visual comparison with the results in [10, 25], one can see that our CGNE
approach yields much better results than the one proposed in [25]and leads to similar
results as the algorithm proposed in [10]. However, it is much faster than the iterative
algorithm from [10], requiring only around 4 instead of 14 seconds per iteration on the
same workstation (Intel(R) Xeon(R) CPU E5-1620 v4 @3.50GHz). Furthermore, it also
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scales much better with respect to the size of the input, as all calculations are explicit
and no matrices need to be assembled or stored. This difference in speed makes it
possible to process MRI data sets with a much higher spatio-temporal resolution.
5 Conclusion and Outlook
In this paper we proposed a CGNE based algorithm for solving the parameter estima-
tion problem of MRAI. Based on a reformulation of the problem as a linear operator
equation with both a noisy operator and a noisy right-hand side, this algorithm allows
for an efficient numerical implementation which can also handle MRI data sets with
a high spatio-temporal resolution, which will be available in the near future. Numer-
ical experiments on experimental data show the competitiveness of our algorithm in
comparison with existing reconstruction algorithms.
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Figure 4.1: Results of our proposed algorithm applied to subject 2 (upper two figures)
and subject 16 (lower two figures) of the data set. Velocity norm MIPs (left) and colour
direction MIPs (right).
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