Abstract. For a Hecke operator R, one defines the matrix bialgebra E R , which is considered as the function algebra on the quantum space of endomorphisms of the quantum space associated to R. One generalizes this notion, defining the function algebra M RS on the quantum space of homomorphisms of two quantum spaces associated to two Hecke operators R and S respectively. M RS can be considered as a quantum analogue (or a deformation) of the function algebra on the variety of matrices of a certain degree. We provide two realiztions of M RS as a quotient algebra and as a subalgebra of a tensor algebra, whence derive interesting informations about M RS , for instance the Koszul property, a formula for computing the Poincaré series. On M RS coact the bialgebras E R and E S . We study the two-sided ideals in M RS , invariant with respect to these actions, in particular, the determinantal ideals. We prove analogies of the fundamental theorems on invariant theory for these quantum groups and quantum hom-spaces.
Introduction
Let V be a vector space of finite dimension over a field of characteristic zero. There are two ways of interpreting the symmetric tensor algebra S(V ) over V . The first one is to consider it as a factor algebra of the tensor algebra T(V ) over V . Thus we have a relation between two tensors, like a ⊗ b = b ⊗ a. The second way is to consider S(V ) as a subspace of T(V ) consisting of symmetrized tensors, e.g., for a, b ∈ V , the element a ⊗ b + b ⊗ a belongs to the symmetric tensor algebra on V . We are thus speaking of two realizations of the symmetric tensor algebras over V . The analogous procedure applies also for the exterior (anti-symmetric) tensor algebra.
A Hecke operator R on a vector space V of finite dimension is an invertible operator on V ⊗V that satisfies the Yang-Baxter equation and the Hecke equation (x+1)(x−q) = 0. To a Hecke operator there is associated a quantum space, given in terms of a pair of quadratic algebras (Section 1). The latter algebras are quantum analogues (or deformations) of the symmetric and anti-symmetric tensor algebras over a vector space.
For a quantum space associated to a Hecke operator, the two realizations for its (quantum) symmetric and anti-symmetric tensor algebras was first obtained by Gurevich [7] . While the first realization was taken as the definition, the second realizations followed from the general theory of Hecke algebras. In this paper we give the second realization for the (anti-) symmetric tensor algebras on the quantum semi-group of endomorphism associated to a Hecke operator and the quantum hom-space associated to a pair of Hecke operators.
The main idea in giving the second realization is to construct a projector on the tensor power of V . For the classical case, it is the (anti-) symmetrizer operator, e.g., a ⊗ b −→ (a⊗b+b⊗a)/2. For the quantum space, it is the quantum (anti-) symmetrizer, constructed in terms of the trivial and signature representations of the Hecke algebras. In Section 1, we recall the definition of the quantum exterior and the quantum symmetric algebras associated to a Hecke operator and their second realization, due to Gurevich (Equation (8) ). Together, these algebras determine a quantum space. Then, we recall the definition of the matrix bialgebra associated to the Hecke operator, which is considered as the function algebra of the quantum semi-group of endomorphism of the quantum space. Unlike the classical case, where a matrix can also be considered as a vector, the matrix bialgebra generally cannot be defined as a quantum symmetric algebra associated to a Hecke operator. In fact, it can still be defined analogously in terms of a Yang-Baxter operator, but this operator has the minimal polynomial of degree 3. As a result, only an analogue of the quantum anti-symmetrizer was defined (the operator Φ n in Equation (12)), which is no more a projector. There is not strightforward analogue of the quantum symmetrizer.
There is a simple solution by the following remark. Since the Yang-Baxter operator defining the matrix bialgebra is a tensor product of the ordinary Hecke operator with the inverse of its dual, our operator Φ n is a homomorphic image of a Casimir element in H n ⊗ H n , where H n is the Hecke algebra of type A n . Using various dual bases in H n , we found eigenvalues of Φ n . So that we can modify it to obtain a projectorΦ n (Subsection 2.1). Now, the choice of a quantum symmetrizer becomes clear. The remark above also suggest us define an operator Ψ n , which play the role of the quantum symmetrizer. We find its eigenvalues and modify it to get a projectorΨ n . It is the operatorsΨ n , n = 1, 2, . . . , which give the second realization for the matrix bialgebra.
The results can be generalized for the function algebra on the space of homomorphisms of two quantum spaces or quantum hom-space. This quadratic algebra is introduced in Section 3, it is defined in terms of a pair of Hecke operators. Thus, on it coact the matrix bialgebras associated to these Hecke operators. Our second realization for quantum spaces of homomorphisms implies a quantum analogue of Cauchy's decomposition (21) . Although in the classical case, the operatorΨ n reduces to the ordinary symmetrizer operator, its relationship with Cauchy's decomposition is new. Moreover, the second realization also implies interesting results in invariant theory.
Before describing the invariant theory for quantum groups of type A, let me briefly recall the classical theory. Let M(m, n) denote the space of m × n-matrices. Let µ denote the matrix multiplication map µ : M(m, t) × M(t, n) −→ M(m, n), µ(A, B) = AB, A ∈ M(m, t), B ∈ M(t, n). On the variety M(m, t)×M(t, n) acts the general linear group GL(t), g(A, B) = (Ag −1 , gB). It this easy to see that elements of an orbit of GL(t) have the same image under µ. The above action of GL(t) induces an action on the polynomial ring on M(m, t)×M(t, n), O(M(m, t)×M(t, n)). The classical invariant theory for general linear groups studies the subring of invariant polynomials in O(M(m, t) × M(t, n)). Let m Using the associated homomorphism of algebras µ * : O(M(m, n)) −→ O(M(m, t) × M(t, n)), we can reformulate the above theorems as follows:
1. A polynomial in O(M(m, t) × M(t, n)), invariant under the action of GL(t), is contained in the image of µ * . 2. The kernel of µ * is the ideal in O(M(m, n)), generated by minors of degree t + 1 in the matrix (e i j ). The characteristic free proof of these theorems, due to DeConcini-Procesi [1] , uses the notion of standard basis and has close relationship with combinatorics. A generalization of these results for standard quantum general linear groups was obtained by Goodearl et.al [5, 6] . Their proof closely follows DeConcini-Procesi's proof.
In the quantum setting, the variety M(m, n) is replaced by a quantum hom-space. Given two Hecke operators R, S, the quantum hom-space associated to R, S is denoted by M SR . On the algebra M SR coact the bialgebras E R on the right and E S on the left. In Section 4, we study two sided ideals in M SR which are invariant with respect to these actions. In the classical case, these ideals were studied by DeConcini-Eisenbud-Procesi [2] . We show that there is a one-one correspondence between invariant ideals and diagram ideals in the sense of [2] (note that our notation here slightly differes from the notion in [2] , a partition is replaced by its conjugate partition). In the classical case, those invariant ideals that correspond to diagram ideals of the form (1 k ) = {λ|λ 1 ≥ k} are determinantal ideals, i.e., generated by minors of degree k. In our general case, the notions of quantum determinant and quantum minor is not defined. We show, however, that in the case of standard quantum general linear groups, where these notions are defined, the quantum determinantal ideals, introduced by Goodearl et.al., are precisely those corresponding to (1 k ) , for some k.
The setting for invariant theory of quantum groups of type A involves three Hecke operators R, S and T , of which R is also a Hecke symmetries. The morphism µ * mentioned above becomes an algebra morphism
The corresponding quantum group is the Hopf algebra associated to R, H R . This Hopf algebra coacts on the source and the target of µ * and the formulation of the first and the second fundamental theorems can be made analogously as in the classical case. Since H R is not commutative, there are more than one coactions of it on M RS , which yield different versions of the fundamental theorems.
The method of our proof is new. It relies mainly on the second realization of function algebras on quantum spaces homomorphisms. In the case of standard quantum general linear groups, our result is precisely those obtained in [5, 6] . On the other hand, our assumption about the quantum groups also covers the case of standard quantum general linear supergroups. Thus, we have particularly proved the fundamental theorems for quantum general linear supergroups, which have as a special case the fundamental theorems for general linear supergroups. Unlike the case of (quantum) general linear groups, in the super case, the kernel of µ * is not generated by (quantum) minors. It is an interesting problem to study such ideals.
Preliminaries
Throughout this paper, we work over an algebraically closed field K of characteristic zero. 0.1. Partitions. A partitions λ of n ∈ N is a sequence λ = (λ 1 , λ 2 , ...) of non-increasing non-negative integers, whose sum is n, we write λ ⊢ n or |λ| = n. The maximal number r, for which λ r = 0, is called the length of λ. The diagram [λ] associated to λ is a matrix, whose first row contains λ 1 elements, called nodes, second row contains λ 2 elements, and so on. The conjugated to λ, denoted by λ ′ , is the one, whose diagram [λ ′ ] is obtained from [λ] by rotating it 180
• along its diagonal. A standard λ-tableau is the diagram [λ], filled by numbers 1, 2, ..., |λ|, in such a way that they increase along rows and columns. The number of standard tableaux is denoted by d λ .
0.2. Symmetric Groups. The symmetric group S n consists of permutations of the set 1, 2, . . . , n. It can be regarded as the group generated by transposition v i = (i, i + 1), 1 ≤ i ≤ n − 1, subject to the relations:
The length l(w) of an element w is the minimal length of the words in v i expressing w. It equals the number of pairs 1 ≤ i < j ≤ n for which iw > jw. [4] . The Hecke algebra H n = H n,q is a q-analogue of the group algebra K[S n ]. It is generated over K by 1 and the elements T i , 1 ≤ i ≤ n − 1, subject to the relations
Hecke Algebras
We shall always assume that q n = 1, ∀n > 1. In this case H n,q is semisimple. The embedding H l ⊗ H m −→ H l+m , mapping H l ∋ T i to T i ∈ H l+m and H m ∋ T j to I m+j ∈ H l+m , is called the standard embedding. [4] . Representations of H n,q , for q not being root of unity, can be parameterized by partitions of n. Let S λ be the simple representation of H n , corresponding to λ, then the dimension of S λ is d λ (d λ is defined in 0.1). Let A λ be the block, i.e. a minimal two sided ideal, in H n , that corresponds to
Representations of the Hecke Algebras
ii λ are mutually orthogonal primitive idempontents of H n . Notice that for λ = µ, E ij λ E kl µ = 0. We shall also consider the algebra H op n . Its simple comodules are canonically identified with S λ * , the dual vector space to S λ : if φ λ is the representation of H n on S λ , then the representation of H op n on S λ is given byφ λ (w) := φ λ (w) * .
0.5.
A bilinear form on H n [4] . There exists a non-degenerate, symmetric, associative bilinear form on H n , defined as follows:
w . Thus, we see that {q −l(w) T w −1 , w ∈ S n } is the dual basis to {T w , w ∈ S n } with respect to this bilinear form. Therefore, the Casimir element w∈Sn q −l(w) T w ⊗ T w −1 is central:
Since A λ is simple, the bilinear form restricted on A λ should satisfy (
(1)
The coefficients k λ can be explicitly given (cf. [10] )
0.6. Hecke Operators. Let V be a finite dimensional vector space over a field K and R be a invertible operator on V ⊗ V . R is called Hecke operator if the following conditions are satisfied:
A Hecke operator induces a right representation ρ of H n,q on V ⊗n , for n > 1:
. For any w ∈ S n , we denote R w := ρ(T w ). 0.7. Hopf algebras. We assume that the reader is familiar with the notions of bialgebras and Hopf algebras and their (co)modules. The reader may consult [23] or [19, Chapter1] for basic notions of bialgebras and Hopf algebras. For a coalgebra C, C cop denotes C with the opposite coproduct. Similary, for a bialgebra B, B cop denotes the B with the opposite product and coproduct, it is a bialgebra too. If M is a right C comodule then M * is a left C-comodule in a canonical way, namely, if δ denotes the coaction of C on M, then the left coaction λ of C on M * is given by λ(φ)(m) = φ(δ(m)) for all m ∈ M, φ ∈ M * . Hence, M * is a right C cop -comodule.
0.8. The dual space to a tensor product. To a vector space V , the dual vector space is defined to be V * := Hom (V, K). If V is finite dimensional over K, then so is V * and they have the same dimension. For finite dimension vector spaces, there is the following equivalent definition of dual vector spaces which is more suitable for further generalization (cf. [3] ). The dual vector space to a vector space V (of finite dimension) is a pair (V * , ev V : V * ⊗ V −→ K), such that there exists a linear map db V : K −→ V ⊗ V * , satisfying the following conditions (id V is the identity map on V ):
The dual vector space is determined uniquely up to an isomorphism by these conditions. For the generalization for monoidal categories see [3, Chap. 1] or [14] . Notice that ev plays the role of the pairing between V and V * . Although the vector space (V ⊗ W ) * := Hom (V ⊗ W, K) is uniquely determined, there are more than one way of specifying a basis for this space based on given bases on V and W . This can be seen from the point of view of the second definition above as the existence of more than one choices of the K-linear mapping ev V ⊗W . More precisely, one can set (V ⊗ W ) * = V * ⊗ W * , which is the usual way, or (V ⊗ W ) * = W * ⊗ V * which is actually a more standard way. In this paper we shall use both ways of identifying (V ⊗ W ) * . Note that for longer tensor products, we shall identify their duals in the above two ways (although there are more), namely
For the case of V ⊗n = V ⊗ V ⊗ · · · ⊗ V , the above notation may be confusing, so we shall use the notations V * ⊗n and V ⊗n * to refer to the first and the second identification, respectively.
One of the reasons to specify the dual spaces is for describing the matrices of adjoint operators. Recall that to each operator R : U −→ V on finite dimensional vector spaces, there corresponds an adjoint operator R * : U * −→ V * , which is uniquely determined. For operators on tensor products, the determination of an adjoint operator obviously depends on the choice of the specification of dual spaces. In this paper we shall use the following notation for the matrices of adjoint operators:
1. Matrix Quantum Semigroups of Type A Let K be an algebraically closed field of characteristic zero, which will be fixed through out this paper. Let q ∈ K × which is not a root of unity of order greater that 1. q will also be fixed through out the paper.
1.1. Quadratic Algebras. Let V be a vector space over K of finite dimension. Let R be a subspace of V ⊗ V . Let A = A(V, R) be the quotient algebra of the tensor algebra on V by the two-sided ideal generated by elements of R:
Such an algebra is called quadratic algebra [19, Chap. 1] . R is called the space of relations of A. The two-sided ideal, generated by R, is usually denoted by R(A). Since the relations on A are homogeneous, A inherits a grading from T(V )
The Poincaré (or Hilbert) series of A is by definition the formal power series P A (t) :
is canonically isomorphic to the free non-commutative algebra with d generators: k x 1 , x 2 , . . . , x d . The polynomial ring in d indeterminates is the quotient of this algebra by the ideal generated by elements of the form x i x j − x j x i , thus a quadratic algebra. The Poincaré series of the polynomial ring is equal to (1 − t) −d as a formal series. The dual quadratic algebra is the polynomial algebra on anti-commuting indeterminates (ξ 1 , ξ 2 , . . . , ξ d ), it is the quotient of the free non-commutative algebra k ξ 1 , ξ 2 , . . . , ξ d by the ideal generated by elements of the form
1.2. Quantum Spaces and Quantum Endomorphism Rings. Let R = R q be a Hecke operator on V , where q ∈ K × will be assumed not to be a root of unity of order greater than 1. We define the following quadratic algebras
S R and R are considered as the function algebra and the exterior algebra on a quantum space. The function algebra on the quantum semi-group of endomorphisms of this quantum space is defined to be a quadratic algebra on V * ⊗ V , given by (23) interchanges the second and the third components in a tensor product, (see [8, Section 1.2]). One can check that
Using s (23) we shall identifyR with
Then there exists uniquely a morphism db V : K −→ V ⊗ V * , subject to the following conditions:
In fact, if x 1 , x 2 , . . . , x n form a basis of V and
Conversely, the dual vector space V * can be given in terms of the linear map ev V and db V . Then
is a coalgebra with the coproduct
The direct sum of ∆ n defines a coalgebra structure on T making it a bialgebra. It turns out that the ideal generated by
We shall also write ∆(E) = E⊗E, for E = (e i j ).
The relation on E can be written in terms of the matrix E as follows (cf [8] ):
V is a right comodule over T, with the coaction
⊗n is also a right comodule over E. Its dual, (V ⊗n ) * is a left comodule over E in a canonical way, hence a right comodule over E cop . The relation in (5) implies that R is a morphism of E-comodules. Hence, n , S n are right E-comodules, they are factor comodules of V ⊗n . Actually, E n is a subcoalgebra of E and the cocation of E on V ⊗n , n , S n factorizes through E n . Since E n is finite dimensional, E n * is an algebra and its left modules are in one to one correspondence with right E ncomodules. Therefore E n * acts on V ⊗n , n , S n . On the other hand, the operator R induces a right action ρ = ρ R on V ⊗n of the Hecke algebra H n . We have a quantum analogue of Schur's double centralizers theorem [8, Theorem 2.1]:
As a consequence, simple E n comodules are parameterized by primitive idempotents of H n , which, in their order, are parameterized by partitions of n. For each primitive idempotents
is either zero of a simple E n -comodule, conjugated idempotents define isomorphic comodules. In particular, as E n -comodules
where
w∈Sn q −l(w) T w , the q-symmetrizer and q-anti-symmetrizer operators, where [n] q := (q n − 1)/(q − 1). Moreover we have isomorphisms of algebras
where the product on the spaces on the right-hand sides of these isomorphisms are given by
This is the second realization of S and , first considered by Gurevich [7] . In other words, let X = ∞ n=0 ρ(X n ). Then X is a projection on T(V ), which carries the algebra structure of T(V ) to its image Im X making this space an algebra. The second realization states that Im X is isomorphic to S R . Further, we have
This means S is isomorphic to ! * , is isomorphic to S ! * as graded space, where * means graded dual.
Explicitly, R d is given as follows, with respect to a basis
The Hecke equation of R is (R + 1)(R − q 2 ) = 0. Im (R − q 2 ) has a basis consisting of elements of the form
has a basis consisting of elements of the form x i x j + qx j x i , i ≤ j. Thus the relations on the algebra S R d are x i x j − q −1 x j x i = 0, i < j and the relations on the algebra R d are x i x j + qx j x i = 0, i ≤ j. The second realization of S and says that their elements can be realized as q-symmetrized tensors in k x 1 , x 2 , . . . , x d :
The situation for the algebra E is more complicated. In studying the Poincaré series of E, Sudbery [22] introduced an operator Φ, acting on E ⊗3 1 , which is an analogue of the symmetrizer X n . The study was further developed in [8] , where a complete description of the Poincaré series of E was given in terms of the Poincaré series of . Define for each n ≥ 0 an operator
As it has been mentioned, we identifyR w with
3 is the operator introduced by Sudbery. It was shown that
for transcendent q [8, Thm. 2.6], from which follows
"•" is the product in the λ-ring C 0 [[t]] of power series with constant coefficient equal to 1 (see, e.g. [15] ).
Another Realization for The Algebra E
Unlike X n and Y n , the operator Φ n introduced in (13) is not a projection. This is the main difficulty in giving the second realization for the algebra E. If we know the eigenvalues of this operator, we can modify it to get a projection.
The Operator
Thus, the spectrum of Φ n is contained in {d λ k
The isomorphisms in (6) and (7) imply the following decomposition of V ⊗n as E n * −H nbimodule:
where S λ is the simple right H n -module, isomorphic to the right ideal in H n , spanned by {E
where S λ * is the simple right H op n -module, isomorphic to the right ideal in
as E n * op ⊗ E n * − H op n ⊗ H n -bimodules. In particular, for any elements x ∈ Im σ(E µ ), y ∈ ρ(E ν ), x ⊗ y ⊗ S µ * ⊗ S ν is an invariant space of Φ n and the action of Φ n on this space does not depend on x, y. Moreover, we have:
That is, the action of Π λ from the right on S λ * ⊗ S λ has rank 1.
Not all λ ⊢ n contribute in the second decomposition of (19) . For some λ, σ(E λ ) or ρ(E λ ) my vanish. See Theorem 2.6 for the vanishing condition of σ(E λ ) and ρ(E λ ).
The Operator Ψ
n . The operatorΦ n is not a right projection that we need for describing E. The discussion in the previous subsection suggests us a new operator. According to (4), E 2 is isomorphic to Im (R + q), whereR := s (23) ( t R ⊗ R) s (23) . We shall also identifyR with
Set Ψ λ = (ρ * ⊗ ρ)Π λ . An analogue of Lemma 2.1 holds for Ψ λ . Consequently, we have
On the other hand, according to (7) , there is an algebra isomorphism
Consequently, we have an isomorphism of coalgebras
Therefore, as
The operator Ψ n is not a projector. However we can slightly modify it to have a projection
n . Then Ψ is a projector on T(V * ⊗ V ), which then induces an algebra structure on its image Im Ψ: for a ∈ V * ⊗n ⊗V ⊗n and b ∈ V * ⊗m ⊗V ⊗m , a·b :=Ψ n+m (a⊗b).
Theorem 2.4. Assume that the parameter q is not a root of unity of order greater that 1. Then the projection Ψ induces an algebra isomorphism from
is precisely the Kernel ofΨ n . Thus, the linear map Ψ :
n (a) has the following properties
That is R(E) = Ker Ψ. Therefore, Ψ factorizes through R(E) to a linear isomorphism
meaning that ψ is an algebra homomorphism and therefore isomorphism E −→ Im Ψ.
We now proceed to show that, for q not a root of unity of order greater than 1 (cf. Eq. (13)),
The inclusion "⊂" is obviously, for we have Φ n = (R i − 1)P i for certain operator P i , i = 1, 2, . . . , n − 1. To show the equality, we compare the dimensions of E ! n and Im Φ n . Let l λ = dim k Im ρ(E λ ). From the definition of the operator S, we see that σ(E λ ) ∼ = ρ(E λ ′ ) as vector spaces. Therefore dim Im Φ n = λ⊢n l λ ′ l λ . On the other hand, since E is a Koszul algebra (with the above assumption on q), (cf. [8, Thm 2.5])
Hence, according to (14), we have
Thus, dim Im Φ n = dim E ! n . Whence (26) follows. Finally, let us denote by F the quadratic algebra on V * ⊗ V with relation R(F) := Im (R + q). Thus, F can be considered as the quantum exterior algebra over the matrix quantum semi-group. We have
In terms of the matrix E, the relations can be given as follows:
The vector space V * ⊗ V is self dual with respect to the pairing (φ ⊗ x, ψ ⊗ y) := (φ, y)(ψ, x). With respect to this pairing, F is canonically isomorphic to E ! . Therefore F is Koszul algebra and
or equivalently
Decompose (V * ⊗ V ) ⊗n (which is identified with V * ⊗n ⊗ V ⊗n ) into simple H op n ⊗ H nmodules (with the action given by τ ⊗ρ). Notice that, as in the case of E, F n and R(F)
n are H op n ⊗ H n -modules. Recall that the operator Φ n also has rank λ⊢n l λ l λ ′ on V * ⊗n ⊗ V ⊗n and vanishes on R(F) n . Comparing the dimension we see that R(F) n is precisely the kernel of Φ n . Analogously, the image of Ψ n is The question when ρ(E λ ) is zero can be answered by knowing the Poincaré series of S R . More precisely, is is proved that the Poincaré series of S R is a rational function having only negative roots and positive pole (as a complex function). Let r denote the number of poles and s denote the number of roots of P S (t). We call the pair (r, s) the birank of R. For example, the birank of the operator R d in Section 0 is (d, 0).
Let Γ r,s denote the set of partitions λ such that λ r+1 ≤ s. 
The Quantum Spaces of Homomorphisms
The notion of E R as an "endomorphism ring" of a quantum space can be generalized to the notion of "space of homomorphisms" of two quantum spaces. Let R and S be Hecke operators on V and W , respectively. We define the quadratic algebra M = M SR on W * ⊗ V , whose relation is
where, as usual, R(S S ) := Im (S − q), R(S R ) := Im (R − q), and so on. We have
As in the previous section, we shall identify the two vector space (W * ⊗ V ) ⊗n and W * ⊗n ⊗ V ⊗n . The algebra M can be interpreted as the function algebra on the quantum space of homomorphisms (or quantum hom-space) from the quantum space associated to R to the one associated to S. Let x 1 , · · · , x m be a basis of V and η 1 , · · · , η n be a basis of W * . Then {m
M has the following properties: Let A := (a 1 , a 2 , . . . , a n ) be a point of S S , i.e., (A ⊗ A)(R − q) = 0, and T = (t i
There is also an interpretation of M SR from the categorical view-point. The bialgebra E can be constructed as the Coend of the functor F from the braided monoidal category V, generated by one object v and one morphism τ : v ⊗2 −→ v ⊗2 , into the category of vector space, such that F(v) = V and F(τ ) = R (cf. [21, 18] ). That is, for any vector space X,
where Nat (F, G) denotes the set of natural transformation between functors F and G, F⊗X is the functor that sends w to F(w)⊗X and sends f to
Let us now consider another functor G, with G(v) = W and G(τ ) = T . Then we have
The exterior algebra on the quantum hom-space is defined to be
The bialgebra E R coacts on M and N from the right. The coaction is induced from the one on W * ⊗ V : δ(m 
As in (18), we have a decomposition of (W * ⊗V )
The subspace R(M) n of (W
Remark. if the action of t S i ⊗ R i on S λ * ⊗ S µ is not zero then this action does not depend on S and R. In fact, the action of Consider the action ofΨ n SR on a module x ⊗ y ⊗ S λ * ⊗ S µ , x ∈ σ(E λ ), y ∈ ρ(E µ ). This has rank 1 if λ = µ and 0 otherwise. Therefore, for
SinceΨ n SR is a projector, so is the map Ψ SR : ∞ n=0Ψ n SR , which induces an isomorphism of algebras M −→ ∞ n=0 Im Ψ SR . This map is also a homomorphism of E cop S ⊗E R -comodules because eachΨ SR is.
The remark above implies that the lattice induced by R(M) [8] for more details). Consequently, the lattice generated by R(M)
Theorem 3.1. Let R = R q and S = S q be Hecke operators, where q ∈ K × is not a root of unity of order greater than 1. Then the algebra M SR is a Koszul algebra, its Poincaré series are given by
There is a realization of M a subspace of T(W * ⊗ V ): the following is an isomorphism of
where, for each n, as E S − E R -bicomodules
Further, we have
Im (Ψ n SR ) = n−1 i=1 R(M) n i .(41)
Quantum Determinantal Ideals
In commutative algebra, the ideal I k , generated by the k × k-minors in the coordinate ring of the varieties M k (m, n) is called determinantal ideal (0 ≤ k ≤ min(m, n)). This ideal is invariant with respect to a natural action of the group
It is proved to be prime, see, e.g. [2] . The variety determined by I k is called determinantal variety.
In the quantum setting, we have a coaction of the bialgebra G = E cop S ⊗ E R on the algebra M SR . A subspace (resp. two-sided ideal) in M SR , which is invariant with respect to the coaction of G will be called invariant subspace (resp. invariant ideal). Let M λ denote Im τ (E λ ) ⊗ Im ρ(E λ ). Then any invariant subspace of M is a direct sum of some M λ , λ ∈ P, (P is the set of all partitions).
Let us denote by P SR the set of partitions λ, such that k λ l λ = 0 (see the previous section). This set can be fully described using Theorem 2.6. In this section we show that there is a one-one correspondence between G-invariants ideals in M and D-ideals in P SR . The latter is defined as follows: a subset J of P SR is called a D-ideal if for any σ ∈ J and any τ ∈ P SR , such that τ ⊃ σ, one has τ ∈ J (cf. [2] ). For any subset J of P SR , let I(J) denote the subspace σ∈J M σ .
We need the following key lemma. Reference for the Littlewood-Richardson coefficients is [17] . The proof of this lemma will be given at the end of this section.
Notice that for any partition λ, λ and (1 k ) satisfies the condition of the lemma above. In fact, using the Littlewood-Richardson rule c 
Following [2] , we denote by I σ the ideal in M, generated by M σ . We have
For each set J ⊂ P, let J denote the smallest D-ideal in P, containing J. The following facts follow immediately from Theorem 4.3.
Corollary 4.4. 1. The ideal generated by I(S) for some subset S ⊂ P is I( S ).
2. I σ ⊃ I τ if and only if τ ⊃ σ.
Let J ⊂ P. Then I(J) is an ideal in M if and only if J is a D-ideal in P.
We now describe the product of determinantal ideals. We need the following order on the set of partitions (cf. [2] ). Firstly, we identify a partition with the diagram it determines. Define functions β k , k = 1, 2, ..., on the set of diagram as follows. For a
′ is the conjugate partition of σ. In other words, β k (σ) is the number of boxes in the first k columns of the diagram determined by σ. We say that τ ≥ σ if for all k, β k (τ ) ≥ β k (σ). Proof. We use induction. If σ has only one non-zero component, the claim is obvious. Let σ = (σ 1 , σ 2 , . . . , σ r ). Denote σ * the partition σ = (σ 1 , σ 2 , . . . , σ r−1 ). Using the induction assumption, one reduces it to showing that
Let M λ ⊂ I(D σ * ) · I σr . Then λ ∈ C γ(1 σr ) , for some γ ∈ D σ * , by Corollary 4.2. In this case λ contains γ and satisfies λ i − γ i ≤ 1, |λ| − |γ| = σ r . Hence, for any k = 1, 2, ..., r − 1,
To show the converse inclusion we need the following lemma. Proof. Instead of considering partitions λ and σ, we consider their diagrams using the same notation. By assumption, the number of boxes in the first k columns of λ is greater than the corresponding number in σ, for k = 1, 2, ... Let b(λ) denote the set of boxes lying in the rightest place in each row. Thus the number of boxes in b(λ) is
To obtain γ, we remove from λ σ r boxes in b(λ). Starting from the lowest one in the rightest column we remove all the boxes bottom up (all these boxes belong to b(λ)). Then we remove those boxes of b(λ) lying in the second rightest column in the same way and keep doing this further to the left. We remove as many boxes as the number of boxes in the rightest column of σ ′ , i.e. σ r boxes. The diagram obtained is γ. To see that γ ≥ σ * ′ , we proceed as follows. Each time when we remove a box from λ, we also remove a box from the rightest column of σ ′ in the order bottom up. Thus we have two sequences of diagram denoted by λ = λ(0), λ(1), . . . , λ(σ r ) = γ and
On the other hand the set C γ(1 σr ) contains such partitions λ that 0 ≤ τ k − γ k ≤ 1 and |τ | − |γ| = σ r . Thus, the construction of γ above also implies that λ ∈ C γ(1 σr ) . The Lemma is therefore proved.
Assume now that λ ∈ D σ , by Lemma, there exist γ ⊂ λ such that γ ≥ σ * and λ ∈ C γ(1 σr ) . That is γ ∈ D σ * and, by Corollary 4.2,
The next interesting question is whether the primeness, radicals, preserve through the correspondence J −→ I(J). This problem is completely open. The following property is the only one in this direction that I am able to prove.
We first recall the definition of the radical of a (two-sided) ideal in a non-commutative ring. An m-system in a ring R is a set of elements such that for each two of its elements a, b, there exists an element r from the ring, such that arb belong to this set. Let I be an ideal. The radical √ I of I is defined to be the set of elements s, such that any m-system containing s intersects non-trivially with I.
Proof. We have to show that for any element a ∈ √ I, the G-invariant space generated by a also belong to √ I. To simplify the discussion, we introduce the algebra G * . Recall that G = E op S ⊗ E R is a cosemisimple bialgebra. Hence its dual is the completion of a direct sum of endomorphism rings on certain vector spaces
where the product on the right-hand side is defined componentwise. Let π λµ be the projection on the λµ-component. It is obvious that an element f of G * is invertible if and only if π λµ f is invertible in End (V λµ ), for all λ, µ. Let U be the of invertible elements in G * . Since the set of invertible elements in End (V λµ ) spans this vector space, the set U · m spans the submodule generated by m. Let now m ∈ √ I. It is thus sufficient to check that U · m ∈ √ I. This is an easy consequence of the fact that U consists of invertible elements and the product on M is G * -equivariant. The proposition is proved.
Proof of Lemma 4.1. We use the characterization of the product of M given in Theorem 2.4.
, where l = |λ|, m = |µ|. It is to show that for any given γ ∈ C λµ there exist such a and b, thatΨ γ (a ⊗ b) = 0 . According to the fact that the product is G-equivariant and that M σ is a simple G-comodule the assertion of Lemma will then follow.
Denote
For any fixed i and j, 1 ≤ i, j ≤ d λ , we can assume that the set {E 
We have, with the assumption on λ and µ
as E l+m -comodules, where the coaction of E l+m on the left-hand side is induced by the product on E, E l ⊗ E m −→ E m+l . Therefore,
so that, for each γ ∈ C λ,µ , we can choose v ∈ V * λ ⊗ V λ and w ∈ V * µ ⊗ V µ , such that the projection π γ (v ⊗ w) of v ⊗ w on V * γ ⊗ V γ through the above isomorphism is not zero. The crucial point here is that in the decomposition (42) is multiplicity-free.
On the other hand, if we embed H l ⊗ H m into H l+m in the standard way, then S γ , considered as H l ⊗ H m -module, contains S λ ⊗ S µ as a simple subcomodule. Therefore, the space
Here, the element ( m E mi λ ⊗ E jm λ ) is considered as an element of H l+m by the embedding
Since the sets {E on the left, (43) does not depend on i, j and k, l. That means, if (43) holds (or fails) for some i, j, k, l, it should holds (or fails) for all i, j, k, l. So that, if on the left-hand side of (43) we set i = j, k = l and summing it up after these indices and show that this element is not zero, we will be done. Thus, we have to show that
Analogous equalities hold for Π µ and Π γ . Let D λ be the set of left coset representatives of S l in S l+m , such that l(w)l(t) = l(wt) for w ∈ S l , t ∈ D λ . Then we have, as elements of
According to (44), we have
Therefore,
Thus, it is led to showing that F λ F µ F γ = 0. This is obvious by the assumption, that γ ∈ C λ,µ . The Lemma is therefore proved.
Invariant theory
Let m, n, t be positive integers. The group GL(t) acts on the variety M(m, t) × M(t, n) in the following way:
This action induces an action of GL(t) on the coordinate ring on M(m, t)×M(t, n), which is a polynomial ring in mt + tn variables. The classcial invariant theory studies the ideal of polynomials, which are invariant under this action. Let µ be the natural morphism of affine varieties M(m, t) × M(t, n) −→ M(m, n), (A, B) −→ AB, inducing a morphism of algebras
The first and the second fundamental theorems for general linear groups state that 1. Any invariant polynomial on M(m, t) × M(t, n) can be obtained by composing a polynimial on M(m, n) with µ, or, equivalently, the ideal of invariant polynomials is precisely Im µ * . Thus, it is the quotient of
is generated by the minors of rank (t + 1) × (t + 1), i.e., it is the ideal I t+1 .
In this section we formulate and prove a quantum analogue of the above theorems for arbitrary Hecke operators S, R and T , acting on U, V and W respectively. Thus M(m, t) (resp. M(t, n), M(m, n), GL(t)) will be replaced by M RS (resp. M T R , M T S , H R ). Here, H R is a Hopf algebra associated to R. The left action in (45) is replaced by a right coaction of H R on M T R ⊗ M RS . The set of polynomials on M(m, t) × M(t, n), invariant with the action of GL(t) now corresponds to the set of coinvariants of the coaction δ RST , i.e. the set of x ∈ M T R ⊗ M RS such that δ RST (x) = x ⊗ 1.
In the quantum case, the are (at least) two ways to define the action of the Hopf algebra H R on the algebra M RS , which coincide when the Hecke operators reduce to the ordinary flip operators. Therefore there are (at least) two versions of the fundamental theorems, depending on the way we define the coaction and on the way we define the algebra structure on M T R ⊗ M RS . In 5.1 we define an algebra structure on M T R ⊗ M RS in a usual way and choose an appropriate coaction of H R on it. In this setting M T R is an H R -comodule algebra, M RS is an H R -comodule but not comodule algebra. Another setting is considered Subsection 5.2, in which we modify M RS so that it becomes H R -comodule algebra (in fact, R is replaced byR). The algebra structure on M T R ⊗MR S is also modified making the new algebra an H R -comodule algebra.
5.1.
Fundamental theorems for quatum groups of type A, the first version. In formulating the fundamental theorems for quantum groups of type A, we need to intoduce the multiplication map µ * and the coaction of the quantum group H R . We first define the morphism µ * . The linear map
induces an algebra morphism
is the tensor product of the algebrasT(W * ⊗ V ) and T(V * ⊗U), that is, the elements from the latter algebras commute in T(W * ⊗V ) ⊗T(V * ⊗ U). In other words, we identify the two vector spaces
by means of the usual flip operator (that changes orders of tensor components). The restriction of θ on the n th component is then the n th tensor power of θ 1 , taking in account the above identification.
Fix bases of U, V, W and then define their dual bases on U * , V * , W * . These bases define bases for W * ⊗U, W * ⊗V, V * ⊗U, which will be denoted by
Combining θ with the quotient map T(W * ⊗V )⊗T(V * ⊗U) −→ M T R ⊗M RS , we obtain an algebra morphismθ :
Hence, it factorizes to a morphism
Next, we define the coaction of the Hopf algebra H R . The Hopf algebra H R is by definition the Hopf envelope of the bialgebra E R [19] , that is, there exists uniquely a bialgebra morphism i : E R −→ H R such that any bialgebra morphism f : E R −→ H to a Hopf algebra H factorizes uniquely through as a composition of i and a Hopf algebra morphism j : H R −→ H, f = j · i. The Hopf envelope of any bialgebras exists, hence we can define H R for any Hecke operators R. If R satisfies the Yang-Baxter equation (so for example, when R is a Hecke operator) it is known that E R is a coquasitriangular bialgebra [16, 14] . However, in general, the coquasitriangular structure on E R cannot be extended on H R .
We shall assume that R is a Hecke symmetry which means that the operator
, this condition provides the coquasitriangular structure on E R can be extended on H R , the antipode on H R is bijective [21, 13] , and the map i is injective [9, Thm. 2.3.5] .
By means of the injective bialgebra morphism i, we identify E R with a subbialgebra of H R . Each (simple) E R -comodule becomes then (simple) H R -comodule. Further, since the antipode of H R is an anti-homomorphism of (co)algebras, a left (resp. right) E R -comodule becomes a right (left) H R by composing the coaction with the antipode. In particular, since (V ⊗n ) * is a left E R -comodule, it is a right H R -comodule. The coaction is explicitly given as follows. Let
be the dual basis for V * . Then
Since S is injective, we also have
In particular, ( t R) w are endomorphisms of right H R -comodules, for all w ∈ S n . Therefore, M RS is a right H R -subcomodule of T(V * ⊗ U). Notice that T(V * ⊗ U) and hence M RS , is not an H R -comodule algebra. The reason is that the usual isomorphism V * ⊗n ⊗ V * ⊗m −→ V * ⊗m+n is not an H R -comodule morphism.
We are now ready to formulate a quantum analogue of the first and the second fundamental theorems for general linear groups. Hence, for λ = µ, the comodule W * λ ⊗ V λ ⊗ V * µ ⊗ U µ does not contains non-zero invariants. Taking the direct sum for all λ we prove the second claim of Theorem.
Proof of Lemma 5.2. Recall that the map θ is given in terms of the inclusion
, which in its order is given by the map db V . The restriction of θ on (W * ⊗ U) ⊗n is
Thus, is easy to see that θ is a morphism of E cop T ⊗ E S -comodules. On the other hand, with respect to the coaction of
The map µ * is obtained by passing to quotients. According to Theorem 2.4, we can identify M T S with a subspace of T(W * ⊗ U) such that the quotient map T(W * ⊗ U) −→ M T S is given by the sum Ψ of the projectors Ψ n . Thus µ * can be considered as the composition (Ψ T R ⊗ Ψ RS )θΨ T S . Therefore, the restriction of µ
Since the map db V λ is a morphism of H R -comodules, the above map is a morphism of E cop T ⊗ H R ⊗ E S -comodules. Lemma 5.2 is therefore proved.
5.2.
Fundamental theorems for quantum groups of type A, the second version. Since R is a Hecke symmetry, H R is a coquasitriangular Hopf algebra, i.e., the category of H R -comodules is braided (see, e.g., [14, Chapter XI] ). We can modify the struture above so that the morphism µ * is an H R -comodule algebra morphism. To do it, we identify the two vector spaces in (46) by means of an H R -comodule isomorphism τ V * V :
⊗n , whenever we have to interchange V * and V we shall use the comodule isomorphism ω V * V above. We therefore modify the algebra structure on
replacing the commuting relation of N and P by the following relation
where P is the matrix of the usual flip operator x ⊗ y −→ y ⊗ x, with respect to the basis
is modified, the map θ should also be modified. The restriction of θ on (W * ⊗ U) ⊗n is now
If we identify (W * ⊗ U) ⊗n with W * ⊗n ⊗ U ⊗n , then we can consider θ n as a morphism
Thus, if we define the coaction of H R on V * ⊗n in such a way that this comodule is isomorphic to (V * ) ⊗n as H R -comodules then ω n db V ⊗n is a comodule morphism and hence so is θ n . Explicitly, the coaction is given by
Note that with respect to these coactions, the operatorsR w , w ∈ S n , whereR = P RP , are comodules endomorphisms of V * ⊗n . Hence the quotient
On the other hand, we can check that θ factorizes to an algebra morphism
Thus, we obtain a coaction of H R on M SR ⊗ m MR T , for which the morphism µ * m is an E cop T ⊗ H R ⊗ E S -comodule morphism. Although we have modified the algebra structure on M SR ⊗ m MR T , this does not, affect the decomposition (48). That is, we still have an isomorphism of E cop T ⊗H R ⊗E S -comodules
Therefore an anlogue of Lemma 5.2 can be easily obtained, whence one gets an analogue of Theorem 5.1 + 1) s+1 ) ) where (r, s) is the birank of T .
Proof. It remains to check that M SR ⊗ m MR T is an H R -comodule algebra.
In fact, what we have done above is to define an algebra struture on the tensor product of two H Rcomodule algebras M T R and MR S (see, e.g., [18] ). Namely, the isomorphism ω V * ,V gives rise to an H R -comodule isomorphism MR S ⊗ M T R −→ M T R ⊗ MR S . It follows from the standard argument that M T R ⊗ m MR S is an H R -comodule algebra.
Example: Standard quantum general linear groups
The notion of quantum determinantal ideals presented here does not seem to have relationship with any quantum determinants. In fact, for an arbitrary Hecke operator, we aren't able to define any quantum determinant. However, in the case of standard Rmatrix (see Subsection 1.2), the quantum minors are definable, and our notion of quantum determinantal ideals can be given in terms of these quantum minors. The quantum determinantal ideals associated to standard quantum matrix of type A were studied by Goodearl, Lenagan and Rigal in [5, 6] , where the primeness was particularly proved. Here we show that in the case of standard R-matrix, our notion of quantum determinant ideal coincides with the notion give by Goodearl and Lenagan.
Recall that the standard R-matrix of type A n−1 has, with respect to a certain basis x 1 , x 2 , . . . , x n , the following form:
The Hecke equation for R n is (R n − q 2 )(R n + 1) = 0. The quantum exterior algebra Rn is the factor algebra of the non-commutative algebra K x 1 , x 2 , . . . , x n by the relations x i x j = −qx j x i for i ≤ j, it can be realized as subalgebra of K x 1 , x 2 , . . . , x n spanned by q-symmetrized tensors
for any sequence (i 1 < i 2 < . . . < i k ) of elements from {1, 2, . . . , n}, for k = 1, 2, . . . , n.
In particular, Rn k is spanned by
Analogously, assume that Rm k has a basis consisting of q-antisymmetrized tensors y j 1 ∧ y j 2 ∧ · · · ∧ y j k , for any sequence (j 1 < j 2 < . . . < j k ) of elements from {1, 2, . . . , m}, for k = 1, 2, . . . , m. Then the space ( Rm k ) * = Im τ k (E (1 k ) ) is canonically spanned by the set 
i k σ is precisely the quantum determinant of the submatrix of Z = (e j i ) formed on rows i 1 , i 2 , . . . , i k and columns j 1 , j 2 , . . . , j k . The fundamental theorems for standard quantum groups were proved by Goodearl, Lenagan and Rigal in [5, Theorem 2.5] and [6, Theorem 4.5] . We would like to mention that the setting of these theorems is slightly different from our setting here, namely, in defining the coaction of the quantum group and the algebra structure. In the language of our paper, the algebra structure of M T R ⊗ M RS considered in [loc.cit] is the ordinary algebra structure, i.e., as in the setting of Subsection 5.1. The coaction of H R on M RS considered in [loc.cit] corresponds however to the coaction given in Subsection 5.2. One can do that because for standard deformation we haveR n := P R n P = R n .
Example: The standard quantum general linear supergroups
There are two main differences between the coalgebras O(GL(n)) and O(GL(m|n)). Firstly, as a coalgebra, O(GL(n)) is cosemisimple while O(GL(m|n)) is not. Secondly, the determinant is a polynomial function while the super determinant is not. Looking at the more general construction of quantum groups of type A, we see that the quantum determinant is determined in terms of the quantum exterior algebra, which should be finite dimensional. Thus, if a Hecke opertor R produces a finite dimensional quantum exterior algebra, we call the corresponding bialgebra E R a quantum semi-group of type A n , where n is the of the Poincaré series of the quantum exterior algebra. In this case, R is called even Hecke operator. It may happen that the quantum symmetric algebra has finite dimension, in this case R is called odd Hecke operator [7, 9] . A typical of non-even and non-odd Hecke operator is the flip operators in super geometry. Hence it is natural to suggest non-even non-odd Hecke operators define analogies of the general linear supergroups. It this then also natural to consider them as operators in the category of vector superspaces. It turns out, however, that the basis category does not play a great role. That is, it doesn't matter whether or not we consider R as an operator in the category of vector superspaces and define E R as a superbialgebra, many properties of E R remain unchanged. In other words, many properties of E R depend only on the intrinsic properties of R.
For example, let R d be the standard matrix considered in the previous section. If we assume that some of the basis vectors x 1 , x 2 , . . . , x d have odd parity and the other have even parity, thus, V is a vector superspace, then R is an operator in the category of vector superspaces. In this category, the associated bialgebra E R is defined differently but it remains cosemisimple. On the other hand, if we take a flip operator on a strict vector superspace and consider it as an operator in the category of (non-super) vector spaces, the associated bialgebra E R remains non-cosemisimple.
All results in this paper hold in the category of vector superspaces. In fact, all what we have to do in the category of vector superspaces is to replace the ordinary flip operator by it super counterpart, i.e. to insert signs at some places.
Let now R r|s denote the super analogue of the standard R-matrices of type A. Explicitly, with respect to some homogeneous basis x 1 , x 2 , . . . , x d , d = r + s, wherex i :=0 if i ≤ r and1 if i ≥ r + 1, the operator R r|s has the following form: 1 + q 2ε ij δ lk ij , 1 ≤ i, j, k, l ≤ n = r + s, ε ij := sign (j − i), whereî denotes the parity of x i . Then R r|s is a Hecke symmetry of birank (r, s). The associated super bialgebra E R and Hopf algebra H R are called the function aglebras on the standard quantum super semi-group M q (r|s) and the standard quantum supergroup GL q (r|s), respectively, see, e.g. [20, 11] . Setting q = 1 in the above theorem, we obtain the fundamental theorems for general linear super groups. These theorems can be formulated in the classical way. Let µ denote the multiplication of supermatrices Remark. Except for the case n = s = v = 0, the ideal I( ((s + 1) r+1 ) ) is not a determinantal ideal. It is an interesting problem to describe this ideal more explicitly.
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