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Abstrak 
Tingkat penurunan kelulusan mahasiswa yang signifikan dan terus berkembang merupakan masalah 
yang ada pada perguruan tinggi. Maka dari itu pemantauan atau evaluasi terhadap kecenderungan 
mahasiswa lulus tepat waktu atau tidak menjadi sangat vital dan hal ini menjadi tugas bagi semua elemen 
yang ada di institusi perguruan tinggi, sehingga pemaksimalan kinerja harus dilakukan.  Banyak faktor 
yang menyebabkan ketidaktepatan waktu kelulusan mahasiswa tersebut, faktor-faktor tersebut dapat 
bersumber dari faktor internal dan faktor eksternal .Banyak penelitian yang menggunakan metode 
decision tree maupun classification tree dalam memprediksi tentang kelulusan tetapi nilai akurasi yang 
dihasilkan akurasinya masih kurang tinggi.  Setelah dilakukan pengujian dengan dua model yaitu 
Algoritma Decision Tree dan Algoritma Decision Tree berbasis Particle Swarm Optimization (PSO) 
maka hasil yang didapat adalah Algoritma Decision Tree menghasilkan nilai akurasi sebesar 96,57 % dan 
nilai AUC sebesar 0.942 dengan tingkat diagnosa Excellent Classification, namun setelah dilakukan 
penambahan yaitu Algoritma Decision Tree berbasis Particle Swarm Optimization nilai akurasi sebesar 
97.19 % dan nilai AUC sebesar 0.969 dengan tingkat diagnosa Excellent Classification. Sehingga kedua 
metode tersebut memiliki perbedaan tingkat akurasi yaitu sebesar 0.62 dan perbedaan nilai AUC sebesar 
0,027.  
 
Kata kunci: Kelulusan, Decision tree, Particle Swarm Optimization 
1. Pendahuluan 
Perkembangan pendidikan dewasa ini 
semakin maju dan semakin bertambah pesat 
jumlahnya. Pendidikan adalah usaha sadar 
dan terencana untuk mewujudkan suasana 
belajar dan proses pembelajaran agar peserta 
didik secara aktif mengembangkan potensi 
dirinya untuk memiliki kekuatan spiritual, 
keagamaan, pengendalian diri, kepribadian, 
kecerdasan, akhlak mulia, serta 
keterampilan yang diperlukan dirinya, 
masyarakat, bangsa, dan Negara [1]. 
Pendidikan merupakan sarana untuk 
mendapatkan suatu ilmu atau pengalaman 
yang berguna untuk mengembangkan otak 
bagi orang yang menempuhnya.  
Salah satu jenjang pendidikan yang 
menjadi persyaratan dasar dalam mencari 
pekerjaan adalah perguruan tinggi, yang 
mana perguruan tinggi akan mempersiapkan 
calon-calon sarjana yang handal dan 
mempunyai keterampilan dibidangnya. 
Banyak faktor yang menyebabkan 
ketidaktepatan waktu kelulusan mahasiswa 
tersebut, faktor-faktor tersebut dapat 
bersumber dari faktor internal dan faktor 
eksternal [2].  
Untuk membantu dalam 
menemukan informasi-informasi 
berharga itu diperlukan teknik data 
mining. Data mining adalah teknik 
untuk menemukan dan mendeskripsikan 
pola-pola yang ada dalam data sebagai 
sebuah alat untuk membantu 
menjelaskan data tersebut dan membuat 
prakiraan dari data itu [3]. 
Perguruan tinggi saat ini dituntut 
untuk memiliki keunggulan bersaing 
dengan memanfaatkan semua sumber 
daya yang dimiliki. Selain sumber daya 
sarana, prasarana, dan manusia, sistem 
informasi adalah salah satu sumber daya 
yang dapat digunakan untuk 
meningkatkan keunggulan bersaing [4]. 
Tingkat penurunan kelulusan 
mahasiswa yang signifikan dan terus 
berkembang merupakan sebuah masalah 
yang ada pada perguruan tiggi. Maka 
dari itu pemantauan atau evaluasi 
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terhadap kecenderungan mahasiswa 
lulus tepat waktu atau tidak menjadi 
sangat vital dan hal ini menjadi tugas 
bagi semua elemen yang ada di institusi 
perguruan tinggi, sehingga 
pemaksimalan kinerja harus dilakukan. 
Salah satu pemaksimalan kinerja yang 
dilakukan adalah pemantauan kinerja 
yang melibatkan penilaian yang 
melayani peran penting dalam 
menyediakan informasi yang diarahkan 
untuk membantu mahasiswa, guru atau 
dosen, administrator, dan pembuat 
kebijakan keputusan [9].    
Dalam melakukan penelitian ini 
menggunakan Metode Decision Tree dan 
Decision Tree PSO untuk melakukan 
prediksi terhadap tingkat kelulusan  tepat 
waktu berdasarkan pada parameter input 
yaitu;  Jenis Kelamin, Status Perkawinan, 
Status Pekerjaan, Indeks Prestasi Semester 
1, Indeks Prestasi semester 2, Indeks 
Prestasi semester 3, Indeks Prestasi semester 
4. 
Maka diperlukan sebuah prediksi 
kelulusan mahasiswa dengan teknik Data 
mining menggunakan algoritma Decision 
Tree dengan Particle Swarm Optimation 
(PSO). 
A. Pengertian Data Mining  
Istilah data mining memiliki beberapa 
padanan , seperti knowledge discovery 
ataupun pattern recognition. Kedua istilah 
tersebut sebenarnya memiliki ketepatannya 
masing-masing, istilah knowledge discovery  
atau penemuan pengetahuan tepat 
digunakan karena tujuan utama dari data 
mining memang untuk mendapatkan 
pengetahuan yang tersembunyi di dalam 
bongkahan data. Istilah pattern recognizing 
atau pengenalan pola pun tepat digunakan 
karena pengetahuan yang hendak digali 
memang berbentuk pola-pola yang mungkin 
juga masih perlu digali dari dalam 
bongkahan data yang tengah dihadapi. Bila 
dalam penulisan ini digunakan istilah data 
mining hal ini lebih didasarkan pada lebih 
populernya istilah tersebut dalam kegiatan 
penggalian pengetahuan data. Istilah data 
mining memiliki hakikat ( notion ) sebagai 
disiplin ilmu yang tujuan utamanya adalah 
untuk menemukan , menggali , atau 
menambang pengetahuan dari data atau 
informasi yang kita miliki. Kegiatan inilah 
yang menjadi bidang garapan dari disiplin 
ilmu data mining [14]. 
B. Algoritma Decision Tree  
Ada beberapa algoritma yang sering 
digunakan dalam pembentukan pohon 
keputusan, antara lain: ID3, CART, dan C 
4.5.  Algoritma C 4.5 ini adalah algoritma 
pengembangan dari algoritma ID3. Data 
yang digunakan dalam pohon keputusan 
dinyatakan dalam bentuk tabel dengan 
atribut, dimana atribut menyatakan 
parameter sebagai kriteria dalam 
pembentukan pohon keputusan. Proses 
pohon keputusan  yaitu mengubah bentuk 
tabel menjadi model pohon selanjutnya 
model pohon menjadi rule, dan terakhir 
menyederhanakan rule.  
Pada umumnya algoritma Decision 
Tree dalam membangun pohon keputusan 
adalah sebagai berikut: 
1) Memilih atribut sebagai akar 
2) Membuat cabang untuk tiap – tiap 
nilai 
3) Membagi kasus dalam cabang 
4) Mengulangi proses untuk tiap cabang 
semua kasus pada cabang memiliki 
kelas yang sama. 
Dalam pemilihan atribut sebagai akar 
berdasarkan nilai gain tertinggi dari atribut 
yang ada. Untuk menghitung nilai gain 
dapat menggunakan rumus persamaan: 
𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − ∑
|𝑆𝑖|
|𝑆|
𝑛
𝑖=1
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖) 
Keterangan: 
S :  himpunan kasus 
A :  atribut 
n :  jumlah partisi atribut A 
|Si| :  jumlah kasus pada partisi ke-i 
|S| :  jumlah kasus dalam S 
 
Untuk nilai entropi, dengan persamaan: 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  ∑ −𝑝𝑖 ∗ 𝑙𝑜𝑔2
𝑛
𝑖=1 𝑝𝑖  (2.2) 
Keterangan: 
S :  himpunan kasus 
A :  fitur 
n :  jumlah partisi S 
pi :  proporsi dari Si terhadap S 
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C. Algoritma PSO  
Particle Swarm Optimimization (PSO) 
adalah algoritma pencarian berbasis 
populasi dan diinisialisasi dengan populasi 
solusi acak yang disebut partikel  [20]. PSO 
merupakan metode pencarian yang berasal 
dari penelitian untuk gerakan sekelompok 
burung atau ikan. Serupa dengan algoritma 
genetik (GA), PSO melakukan pencarian 
menggunakan populasi (swarm) dari 
individu (partikel) yang akan diperbaharui 
dari iterasi ke iterasi. 
Untuk PSO dapat diasumsikan sebagai 
kelompok burung secara acak mencari 
makanan disuatu daerah. Burung tersebut 
tidak tahu dimana makanan tersebut berada, 
tapi mereka tahu sebarapa jauh makanan itu 
berada, jadi strategi terbaik untuk 
menemukan makanan tersebut adalah 
dengan mengikuti burung yang terdekat dari 
makanan tersebut  [20]. PSO digunakan 
untuk memecahkan masalah optimasi. 
Menemukan solusi yang optimal, 
masing-masing partikel bergerak kearah 
posisi yang terbaik sebelumnya dan posisi 
terbaik secara global. Sebagai contoh, 
partikel ke-i dinyatakan sebagai: xi = (xi1, 
xi2,....xid) dalam ruang d-dimensi. Posisi 
terbaik sebelumnya dari partikel ke-i 
disimpan dan dinyatakan sebagai pbesti = 
(pbesti,1, pbesti,2,...pbesti,d). Indeks 
partikel terbaik diantara semua partikel 
dalam kawanan group dinyatakan sebagai 
gbestd. Kecepatan partikel ke-i dinyatakan 
sebagai: vi = (vi,1,vi,2,....vi,d). Modifikasi 
kecepatan dan posisi tiap partikel dapat 
dihitung menggunakan kecepatan saat ini 
dan jarak pbesti,d ke gbestd seperti 
ditunjukan persamaan berikut: 
vi,d = w * vi,d + c1 * R * (pbesti,d - xi,d) 
+ c2 * R * (gbestd - xi,d)    (2.3) 
xid = xi,d + vi,d             (2.4) 
Dimana:  
Vi,d  =  Kecepatan partikel ke-i 
pada iterasi ke-i  
w  = Faktor bobot inersia  
c1, c2  = Konstanta akeselerasi 
(learning rate)  
R  = Bilangan random (0-1) 
xi,d = Posisi saat ini dari partikel ke-i 
pada iterasi ke-i 
pbesti  =  Posisi terbaik sebelumnya 
dari partikel ke-i 
gbesti  =  Partikel terbaik diantara 
semua partikel dalam satu 
kelompok atau populasi 
n = Jumlah partikel dalam 
kelompok 
d  =  Dimensi 
Persamaan (2.3) menghitung 
kecepatan baru untuk tiap partikel 
(solusipotensial) berdasarkan pada 
kecepatan sebelumnya (Vi,m), lokasi 
partikel dimana nilai fitness terbaik telah 
dicapai (pbest), dan lokasi populasi 
global (gbest untuk versi global, lbest 
untuk versi local) atau local 
neighborhood pada algoritma versi local 
dimana nilai fitness terbaik telah 
dicapai. Persamaan (2.4) memperbaharui 
posisi tiap partikel pada ruang solusi. 
Dua bilangan acak c1 dan c2 
dibangkitkan sendiri. Penggunaan berat 
inersia w telah memberikan performa 
yang meningkat pada sejumlah aplikasi. 
Hasil dari perhitungan partikel yaitu 
kecepatan partikel diantara interval 
[0,1]. 
 
2. Metode Penelitian   
Penelitian ini memakai data lulusan 
mahasiswa program DIII Politeknik 
Harapan Bersama Tegal, data yang 
dibutuhkan dalam penelitian ini antara lain 
jumlah data eksperimen 300 data dengan 
atribut seperti  jenis kelamin, status 
pernikahan, status pekerjaan, IPS_1, IPS_2, 
IPS_3, IPS_4. Atribut–atribut tersebut 
diambil dari data sistem akademik 
mahasiswa Politeknik Harapan Bersama 
Tegal.  
Adapun tahapan proses penelitian yang 
akan dilakukan adalah sebagai berikut:  
 
 
 
 
 
 
 
 
 
 
 
Gambar 1. Proses Penelitian 
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3. Hasil dan Pembahasan 
A. Hasil Pengujian Model Algoritma 
Decision Tree  
Tabel 1 Confusion Matrix  
 
 
 
 
 
 
Tabel 2 Nilai accuracy, recall dan precision 
 
 
 
 
 
B. Hasil Pengujian Model Algoritma 
Decision Tree PSO 
Tabel 3 Confusion Matrix  
 
 
 
 
 
Tabel 4 Nilai accuracy, recall dan precision 
 
 
 
 
 
 
 
C. Analisa Hasil Pengujian 
  Dari hasil pengujian diatas, baik 
evaluasi menggunakan counfusion matrix 
maupun ROC curve terbukti bahwa hasil 
pengujian algoritma decision tree dengan 
PSO memiliki nilai akurasi yang lebih tinggi 
dibandingkan dengan algoritma decision 
tree. Nilai akurasi untuk model algoritma 
decision tree sebesar  96.67 % dan nilai 
akurasi untuk model algoritma Decision 
Tree dengan PSO sebesar 97.67 % dengan 
selisih akurasi   1 %, dapat dilihat pada 
Tabel  dibawah ini : 
Tabel 5  selisih akurasi    
 
 
 
 
 
 
 
 Untuk evaluasi menggunakan ROC 
curve sehingga menghasilkan nilai AUC 
(Area Under Curve) untuk model algoritma 
Decision Tree mengasilkan nilai 0.951 
dengan nilai diagnosa Excellent 
Classification, sedangkan untuk algoritma 
Decision Tree dengan PSO (Particle Swarm 
Optimization) menghasilkan nilai 0.962 
dengan nilai diagnose Excellent 
Classification. 
 
4. Kesimpulan 
Dari hasil analisis optimasi dapat 
disimpulkan bahwa nilai akurasi yang 
didapat pada model algoritma Decision Tree 
dengan PSO adalah 97.67 % lebih baik jika 
dibandingkan dengan model algoritma 
Decision Tree yaitu 96.67 %. Dari hasil 
tersebut didapatkan selisih antara kedua 
model yaitu sebesar 1 %. Sementara untuk 
evalusai menggunakan ROC curve untuk 
kedua model yaitu, untuk model algoritma 
Decision Tree nilai AUC adalah 0.951 
dengan tingkat diagnosa Excellent 
Classification, dan untuk model algoritma 
Decision Tree dengan PSO nilai AUC 
adalah 0.962 dengan tingkat diagnosa 
Excellent Classification, sehingga 
didapatkan selisih nilai AUC sebesar 0.011.  
Sehingga dapat disimpulkan bahwa 
penerapan teknik optimasi particle swarm 
optimization dapat meningkatkan nilai 
akurasi pada algoritma Decision Tree. 
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