Abstract. Support vector machines (SVMs) has been accepted as a fashionable method in machine learning community, but it cannot be easily scaled to handle large scale problems for its time and space complexity that is around quadratic in the number of training samples. In this paper, confident majority voting (CMV) is proposed to scale SVMs (CMV-SVMs). CMV-SVMs decomposes a large-scale task into many smaller and simpler sub-problems in training phase and choose some confident classifiers to vote for the final outcome in test phase. CMVSVMs is compared with standard SVMs and parallel SVMs combined by majority voting. Experiments on three problems show that the proposed algorithm can significantly reduce the overall time consumed in training and testing. More importantly, it produces classification accuracy that is almost the same as standard SVMs does.
Introduction
In recent years, there are many very large-scale data sets like public-health data, gene expression data, national economics data, and geographic information data. Using these very large data sets, researchers can get higher accuracy, discover infrequent special cases, and avoid over-fitting. However, most of existing machine learning methods are hard to be used to deal with these very large data sets for the reasons of their long learning time or huge space demand. Therefore, one of the most challenging problems in machine learning community is to develop new learning model to efficiently handle these large data sets.
Today support vector machines (SVMs) (Vapnik [1] ) has been widely used in the field of pattern recognition for its strong theoretical foundations and good generalization performance. However, both its training time complexity and space complexity are O(N 2 ), where N denotes training set size, on the reason of training SVMs is to solve a quadratic programme problem in essence. Many efforts are made to scale SVMs, such as choosing representative samples by preprocessing training data [2] [3] [4] [5] , avoiding to solve the quadratic proTo whome correspondence should be addressed. This work was supported by the National Natural Science Foundation of China under the grants NSFC 60375022 and NSFC 60473040. 
gramme problem [6] [7] [8] , and using geometric algorithms [9] [10]. Divide-andconquer principle is applied to scale SVMs too. Divide-and-conquer principle implemented in serial include the standard SVMs training method SMO [11] , SVM light , and libSVM, as well as using boosting to scale SVMs [12] . Divideand-conquer principle implemented in parallel, which will be named as parallel SVMs later on, include Support Vector Mixtures [13] , bayesian committee support vector machine (BC-SVM) [14] , min-max modular SVMs (M 3 -SVM) [15] , and parallel mixture of SVMs [16] . Between sequential and parallel implementation, there are hierarchical and parallel methods [17] , [18] , and [19] that filter non-support vectors cascadely.
From the point of view of parallel learning, parallel SVMs has many merits over a monolithic SVM. The first is that parallel SVMs can be benefited from cheap clustering systems by MPI, PVM, and the current grid computing [20] . The second is its reliability that parallel SVMs will still works even though some of its components fail. The third is its speedup that can bring convenience to parameter selection or real control.
In this paper, a confident majority voting (CMV) strategy is proposed to scale SVMs (CMV-SVMs), which is inspired by an ensemble learning approach [21] . CMV-SVMs decomposes a large-scale task into many smaller and simpler sub-problems in training phase and choose some confident classifiers to vote for the final outcome in test phase. The experiments show that CMV-SVMs can not only significantly reduce the overall time consumed in training and testing but also keep classification accuracy that is almost the same as the classification accuracy of standard SVMs.
The Model of CMV-SVMs

The Definition of Classification Confidence
Given a problem with a training data set S tr = {(x 1 , y 1 ), ..., (x N , y N )}, where
n is an instance, y i ∈ {0, 1} is its class label, and N denotes the training data set size. After training, a classifier h : X → {0, 1} will be obtained. Given a test sample x, h(x) will output the class label of x. In order to evaluate the performance of h(x), a contingency matrix is defined as in Table 1 .
In real application, the class label y of a test example x is not known. A good classifier should output a class label for x with high classification confidence, otherwise its output cannot be believed and used to handle real problems. For example, in the field of medical diagnostics the classification confidence is very paramount. In this paper, the classification confidence for an example is used to choose the classifiers that can vote for the final classification. The classification confidence for x that is classified as class ω can be defined as (1) .
where T (x) denotes the classification confidence for x. Many work have been made to compute classification confidence [22] . As in Proposition 1, after setting an appropriate neighbor size for a test example x in a validation data set, the performance of a classifier in the neighborhood of a test sample x is used to evaluate the classification confidence of x. In addition, it should be noted that the classification confidence has been defined as local class accuracy in the work of Woods [21] . 
The Training and Test Algorithm of CMV-SVMs
CMV-SVMs is an parallel implementation of divide-and-conquer principle and a mixture of ensemble and modular learning.
The training algorithm of CMV-SVMs is below: 1. Initiation: constant M , i.e., the number of the repeat of training data set partitioning, the value of partition K, appropriate parameters of SVMs 2. For n = 1, 2, ...M Partitioning: the training data set S tr is randomly partitioned into K subsets with almost the same size, i.e. ∪ 
The Experiments and Analysis
In order to evaluate the performance of the proposed CMV-SVMs algorithms, simulation experiments are performed to compare the performances of CMVSVMs with standard SVMs and parallel SVMs combined with majority voting (MV). In this paper, the experiment platform is PC with 1G RAM and 3G CPU. The training algorithm is libSVM with cache of 100M and kernel function of RBF. Three data sets are used in experiments, the first two are artificial data and the last is real data. The artificial data include two-spirals data and checkboard data. The data of the two-spirals data are uniformly chosen from two curves of ρ = θ and ρ = −θ, where (ρ θ) means polar coordinates. The data of checkboard problem are chosen from a 2D checkboard that divides a 200 × 200 square into four quadrants in which the points are uniformly distributed. Forest coverType data set comes from UCI [23] , only the second class samples and the sixth class samples of it are chosen, in which one half of it is used as training data and the rest test data. The data set are scaled in the range [0 1]. All the classification problems statistics and the selection of the parameters for SVMs are shown in Table. 2.
In order to systematically evaluate the proposed method, the value of K is set to 2,3,...,20 in these experiments. K = 1 means that the classifier is trained by the entire training data, i.e. standard SVM is used.
From Fig. 1 , we can see firstly that the generalization ability of CMV-SVMs is the almost the same as the standard SVMs in case of different partition and sometimes better than standard SVMs. Secondly the generalization accuracy of CMV-SVMs is larger than all its component SVM classifiers, which can show that the confident combining can efficiently make the component SVM classifiers work cooperatively. In addition, considering Table. 3, we can see CMV-SVMs can get higher accuracy than Knn does. So Knn cannot substitute CMV-SVMs even CMV-SVMs uses the information of the nearest neighbors of a test instance. Thirdly the generalization accuracies of CMV-SVMs are larger than parallel SVMs combined by majority voting. Fig. 2 illustrates the average number of classifiers for one test sample when all the h j (x), 1 ≤ j ≤ M * K is not the same. From Fig. 2 , we can see that classification confidence requirement filters some component SVMs. It is like that for a given question only experts with richer experience can be selected to take part in decision-making. Therefore, the confident combining strategy can improve the generalization accuracy.
In Fig. 3 , the time considered includes the training and test time. It can be seen that CMV-SVMs can significantly reduce the overall time. Fig. 4 shows that the larger the value of M the higher the accuracy. It is because the larger M will lead to more diverse SVM classifiers and so more confident classifiers can be found to combine for classifying a test sample.
The limitation of our CMV-SVMs lies in the necessity of storing all the training samples to compute the classification confidence for test examples. However, choosing the confident components is an feasible strategy for classifiers' combination and ensure better performance for modular learning system. So, the improvement direction is to modify the method of computing classification confidence. It is also a direction of machine learning, because the usability of a classification system lies in that it can give confident classification. Therefore, improving CMV-SVMs is a very significative and interesting problem. Comparison to other parallel SVMs, CMV-SVMs can be more easily implemented. The future work include comparing CMV-SVMs with other parallel SVMs, which is a new work that fewer works have done.
Conclusion
In this paper, we gave a review of scaling SVM to large-scale classification problem and presented a novel CMV-SVMs to scale SVMs. Several experimental results indicate that confident majority voting can get higher accuracy than majority voting does and the proposed CMV-SVMs can not only significantly reduce the overall time consumed in training and testing but also produces classification accuracy that is almost the same as standard SVMs.
