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Introduction
La première partie de cette thèse est consacrée au schéma de Hilbert. Son étude est mo-
tivée par des problèmes pratiques concernant les solutions de systèmes polynomiaux don-
nés par des coefficients approchés. En effet, comprendre les déformations d’algèbres zéro-
dimensionnelles qui conservent le nombre de solutions, est un véritable enjeu dans la re-
cherche de solveurs polynomiaux stables et efficaces.
L’étude du schéma de Hilbert recouvre les chapitres 2 et 3, qui correspondent respective-
ment au cas des polynômes constants et à celui des polynômes de degré quelconque. L’idée
simple qui se cache derrière le concept de schéma de Hilbert de µ points, avec µ ∈ N, est
la description algébrique de l’ensemble des familles de µ points dans Kn+1, avec n ∈ N
et K un corps algébriquement clos. Il s’agit en effet de mettre en place une structure algé-
brique sur cet ensemble afin de le décrire. La construction algébrique qui apparait naturelle-
ment est alors la suivante : il s’agit d’associer à chaque famille de µ points de Kn+1, l’idéal
I ⊂ S := K[x0, ..., xn] formé des polynômes homogènes qui s’annulent en ces points. Il est
alors tout naturel de s’intéresser à l’ensemble des idéaux homogènes de polynôme de Hilbert
constant égal à µ et plus généralement de polynôme de Hilbert quelconque de degré d ≥ 0.
Nous sommes ainsi partis d’un énoncé géométrique, avec des familles de points dans Kn+1,
que nous transformons en un énoncé algébrique, avec des idéaux homogènes de polynôme
de Hilbert donné. Le formalisme de la géométrie algébrique apparait donc naturellement
comme l’outil adéquat pour l’étude de ce problème. C’est donc ce langage que nous adopte-
rons dans les chapitres 2 et 3.
En géométrie algébrique, le concept qui permet de décrire l’ensemble des idéaux homo-
gènes de polynôme de Hilbert donné P ∈ K[t] est le foncteur de Hilbert associé à P et
noté HilbPPn . Ce dernier est un foncteur contravariant de la catégorie des schémas vers celle
des ensembles et fut introduit en premier par Grothendieck [41]. Il est défini de la manière
suivante : à tout schéma S ∈ C, où C désigne la catégorie des K-schémas de type fini, on
associe l’ensemble HilbPPn(S) des familles plates χ ⊂ Pn × S de sous-schémas fermés de
Pn, paramétrés par S et dont les fibres ont pour polynôme de Hilbert P . Grothendieck [41]
a montré que ce foncteur contravariant est représentable dans C. Son représentant s’appelle
le schéma de Hilbert associé à P et sera noté HilbP (Pn). C’est ce schéma qui sera l’objet
du chapitre 2 pour le cas des polynômes constants égaux à µ et du chapitre 3 pour le cas des
polynômes de degré quelconque. Nous nous intéresserons en particulier aux équations qui le
définissent comme sous-schéma fermé de la grassmannienne et plus précisément à leur de-
gré. En effet, à l’heure actuelle, les résultats connus fournissent des équations de degré trop
élevé pour pouvoir expliciter ces équations, même dans les cas les plus simples. En utilisant
les résultats de Gotzmann [37], Iarrobino et Kleiman [49, Prop.C.30] ont par exemple déter-
miné un ensemble d’équations de degré Q(d+ 1) + 1, où Q est le polynôme complémentaire
à P . Plus tard et indépendement de [37], Bayer [5] a conjecturé qu’il existait un ensemble
d’équations de degré n + 1. Haiman et Sturmfels [43] l’ont ensuite prouvé. Néanmoins ces
deux bornes s’avèrent trop importantes, même dans les cas non-triviaux les plus simples.
Nous allons ainsi montrer dans les chapitres 2 et 3, que nous pouvons définir globalement le
schéma de Hilbert HilbP (Pn) comme sous-schéma fermé de la grassmannienne, au moyen
d’équations homogènes de degré ≤ d+ 2 en les coordonnées de Plücker. C’est donc surtout
au niveau de leur degré et de leur caractère global, que ces équations apportent une réelle
nouveauté. Notons de plus que pour le cas de polynôme de Hilbert constant égal à µ, nous
fournirons au chapitre 2 une interprétation simple de ces équations en termes de relations de
commutation et de réécriture.
L’objet du chapitre 2 est donc le schéma de Hilbert de µ points : Hilbµ(Pn), où µ ∈ N et
correspond à un papier en cour de soumission en collaboration avec M.E. Alonso et B. Mour-
rain : [3]. Ma contribution concerne principalement la démonstration des relations (2.4.7),
(2.4.9) et (2.4.12) ainsi que la mise en place du formalisme fonctoriel et schématique afin de
montrer que ces équations sont celles du schéma de Hilbert ponctuel. Nous commencerons
ainsi section, 2.2, par donner la définition du schéma de Hilbert et énoncerons les théorèmes
de Persistance et de Régularité de Gotzmann [37] sur lesquels nous baserons la construction
de nos équations. Ensuite, section 2.3, nous montrerons l’existence du schéma de Hilbert
(i.e la représentation du foncteur de Hilbert HilbµPn) par une approche locale. Nous exhi-
berons pour cela un recouvrement ouvert de sous-foncteurs représentables de HilbµPn , dont
les équations correspondent aux relations de commutation qui décrivent les algèbres zéro-
dimensionnelles de R := K[x1, ..., xn] [67]. Section 2.4, nous décrirons le plongement du
schéma de Hilbert dans la Grassmannienne et expliciterons ses équations globales, exprimées
en les coordonnées de Plücker. Ces équations se présentent sous la forme de polynômes ho-
mogènes de degré 2 et s’interprètent en termes de relations de commutation et de relations
de réécriture. Nous conclurons ce chapitre, section 2.5, en exploitant l’approche locale in-
troduite dans la section 2.3, et en particulier les relations de commutation qui caractérisent
les bases de bord [67]. Nous les utiliserons afin de retrouver un résultat connu concernant le
plan tangent du schéma de Hilbert de µ point [74, thm.4.3.5, p.270].
Le chapitre 3 concernera quant-à lui le cas plus général des schémas de Hilbert associés à des
polynômes de degré quelconque d ≥ 0 et correspond à un papier en commun avec P. Lella,
M. Roggero et B. Mourrain (voir [10]). Ma contribution dans cet article concerne essentielle-
ment la section 3.2 sur les coordonnées de Plücker, la démonstration du théorème 3.5.3 et sa
généralisation au cas des algèbres locales (voir proposition 3.5.6). Nous commencerons ainsi,
section 3.2, par aborder les propriétés des coordonnées de Plücker. En particulier, en partant
des coordonnées d’un point (∆I) ∈ P(∧pV ) correspondant à unK-espace vectoriel F tel que
∆ := V/F soit de dimension p, nous construirons un ensemble de générateurs pour ∧lF (
pour tout l = 1, . . . , n− p) qui dépend linéairement des coordonnées de Plücker de ∆. Nous
exploiterons ensuite ce système de générateurs afin d’exprimer plus simplement les condi-
tions qui définissent le schéma de Hilbert comme sous-schéma fermé de la Grassmannienne.
Sections 3.3 et 3.4 nous appliquerons cela pour retrouver (plus simplement), des systèmes
d’équations déjà connus pour HilbP (Pn) et dus à Iarrobino et Kleiman [49, Prop.C.30] et
Bayer, Haiman et Sturmfels [43]. Enfin, section 3.5, nous donnerons de nouvelles équations
pour HilbP (Pn). Ces équations se présentent sous la forme de polynômes homogènes de
degré ≤ d où d représente le degré de P .
La deuxième partie de cette thèse concerne la décomposition de tenseurs. Ce sujet n’est
pas sans rapport avec le schéma de Hilbert. Comme nous le verrons, celui-ci entretient des
liens étroits avec les notions d’algèbres zéro-dimensionnelles, de relations de commutation
et plus généralement de schéma de Hilbert ponctuel. Bien que les équations obtenues dans
les chapitres 2 et 3 ne soient pas directement utilisées pour la décomposition de tenseurs, il
n’en reste pas moins que l’étude menée autour du schéma de Hilbert permet de répondre à un
certain nombre de questions concernant la recherche du rang et d’une décomposition d’un
tenseur donné ou encore son unicité. Nous verrons donc apparaître, tout au long du chapitre
4, des références à des propriétés et des définitions introduites dans le cadre de l’étude du
schéma de Hilbert de µ points.
Les tenseurs sont des objets qui apparaissent dans nombre de contextes et applications diffé-
rentes. Les tenseurs les plus répandus sont ceux d’ordre deux, i.e les matrices. Néanmoins,
dans beaucoup de problèmes, les tenseurs d’ordre plus élevé apparaissent naturellement, afin
de collecter des informations dépendant de plus de deux variables. Ces données peuvent être,
par exemple, des observations d’expériences ou de phénomènes physiques liées à plusieurs
paramètres. Elles sont alors stockées dans des structures que l’on appelle tenseurs.
Le problème de décomposition de tenseurs consiste alors à écrire un tenseur donné, en une
somme de tenseurs indécomposables (i.e de rang 1), avec le moins de termes possibles. Une
telle décomposition sera dite minimale, et le nombre de termes correspondant s’appellera le
rang du tenseur. Cette écriture permet alors de déduire des propriétés géométriques ou d’inva-
riance associées aux observations. C’est pour cette raison que le problème de décomposition
de tenseurs suscite un intérêt aussi vif dans de nombreux domaines. Le premier d’entre eux
est lié au problème de Décomposition en Valeurs Singulières (SVD), pour le cas des ma-
trices, avec des applications dans le domaine de l’Analyse de Composantes Indépendantes.
Son extension au cas de tenseurs d’ordre plus grand, apparait en ingénierie électrique [79],
en traitement du signal [23] [19], en Traitement d’Antennes [29] [18] ou encore en télécom-
munication [84] [17] [76] [26], Chémométrie et Psychométrie [11] [53]. Citons également,
d’un point de vue plus théorique, le domaine de la Complexité Arithmétique [57] [55] [78].
La décomposition de tenseurs sera ainsi l’objet du chapitre 4. Les résultats qui y sont présen-
tés dans sont le fruit de différentes collaboration à savoir : [9] pour les sections 4.2 à 4.5 et
plus récement [6] pour les tenseurs généreaux section 4.9. D’autres résultats (section 4.6 et
4.7) concernant le rang et l’unicité de la décomposition de tenseurs ne font pas encore l’objet
de publication et sont le fruit d’une collaboration avec B. Mourrain.
La première partie traitera d’abord des tenseurs symétriques. Sur le plan mathématique,
ceux-ci sont représentés par des éléments de Sd := K[x0, ..., xn]d, i.e des polynômes ho-
mogènes de degré donné d ∈ N en n + 1 variables. Dans ce formalisme, le problème de
décomposition consiste à écrire un polynôme homogène f , en une somme minimale de puis-
sances d-ème de formes linéaires. Nous verrons, section 4.2, qu’il existe d’autres forma-
lismes comme l’approche duale, où le problème de décomposition revient à écrire une forme
linéaire de S∗d en une somme d’évaluations en des points de Kn+1. Nous traiterons aussi le
point de vue géométrique. Nous définirons et décrirons les propriétés des variétés sécantes,
de Véronèse et plus généralement de Segre. Section 4.3, nous présenterons l’algorithme de
Sylvester qui permet de décomposer des polynômes homogènes de degré quelconque à deux
variables. C’est ce que nous appellerons le cas binaire. Celui-ci sera notre point de départ à
partir duquel nous chercherons à décomposer des polynômes en un nombre quelconque de
variables. Dans la section 4.4, nous adopterons l’approche duale. Il s’agira alors d’étudier les
formes linéaires de R∗ qui s’écrivent comme somme d’évaluations. Nous introduirons des
propriétés relatives aux algèbres zéro-dimensionnelles afin d’expliciter les points d’évalua-
tions. Nous conclurons alors en montrant comment on peut se ramener à un simple calcul
de valeurs/vecteurs propres généralisés. Section 4.5, nous verrons comment (modulo une dé-
homogénéisation) notre problème de décomposition consiste à étendre une forme linéaire
définie partiellement sur Rd := K[x1, ..., xn]≤d en une somme d’évaluations. Nous introdui-
rons pour cela la notion d’opérateur de Hankel tronqué et fournirons des critères d’extension.
Enfin, section 4.7, nous exploiterons le formalisme introduit précédemment afin de traiter le
problème d’unicité de la décomposition minimale de tenseurs. Nous conclurons cette pre-
mière partie section 4.8, en fournissant des exemples qui illustreront les techniques jusque-là
développées.
Dans la deuxième partie du chapitre 4, section 4.9, nous aborderons le cas des tenseurs gé-
néraux (non nécessairement symétriques) et correspond à un travail en collaboration avec
A. Bernardi, P. Comon et B. Mourrain : [6] qui paraîtra dans les Proceedings de la confé-
rence ISSAC 2011. Ces tenseurs multi-homogènes seront représentés par des éléments de
Sd1(E1)⊗ ...⊗ Sdl(El), où Ei := 〈x0,i, ..., xni,i〉. Il s’agira alors d’écrire de tels polynômes
comme somme de produits de l de formes linéaires, avec le minimum de termes. En repre-
nant l’approche utilisée dans la première partie de ce chapitre, nous montrerons comment
les techniques et les algorithmes introduits pour le cas symétrique permettent d’apporter une
réponse au problème. Nous fournirons, section 4.9.2, de nouveaux exemples pour le cas des
tenseurs généraux.
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Chapitre 1
Notations et préliminaires
1.1 Notations
Soit K un corps algébriquement clos de caractéristique zéro et R := K[x1, ..., xn] = K[x]
l’anneau des polynômes en n variables et à coefficients dans K. On définit également S :=
K[x0, ..., xn] = K[x] l’anneau des polynômes en n + 1 variables. Pour tout α ∈ Nn+1 (resp.
α ∈ Nn) on pose xα := xα00 · · ·xαnn (resp. xα := xα11 · · ·xαnn ). Pour tout α = (α0, ..., αn) on
notera également α := (α1, ..., αn) et |α| l’entier défini par :
|α| :=
∑
i
αi.
Plus généralement, étant donné A une K-algèbre, on définit RA := R ⊗K A = A[x1, ..., xn]
et SA := S ⊗K A = A[x0, ..., xn] les anneaux de polynômes sur A en respectivement n et
n+ 1 variables.
On note SAd ⊂ SA l’ensemble des polynômes homogènes de degré d et RA≤d ⊂ RA (ou plus
simplement RAd ) l’ensemble des polynômes de degré inférieur ou égal à d dans R
A.
Suivant le contexte, AnK (resp. AnA) représentera tantôt l’espace affine Kn (resp. An) de di-
mension n sur le corps K (resp. sur l’anneau A), tantôt le schéma affine Spec(R) (resp.
Spec(RA)). De même, PnK (resp. PnA) désignera tantôt l’espace projectif de dimension n sur
le corps K (resp. sur l’anneau A), tantôt le schéma projectif Proj(S) (resp. Proj(SA)).
On noteram ⊂ S (resp.mA ⊂ SA) l’idéal homogène de S (resp. SA) engendré par x0, ..., xn.
Plus généralement, étant donné ζ ∈ Pn (resp. ζ ∈ PnA) un point de l’espace projectif, on no-
tera mζ ⊂ S (resp. mAζ ⊂ SA) l’idéal homogène engendré par les polynômes homogènes
qui s’annulent en ζ . De même étant donné un point ε ∈ An (resp. ε ∈ AnA) de l’espace af-
fine, on notera également mε ⊂ R (resp. mAε ⊂ RA) l’idéal engendré par les polynômes qui
s’annulent en ε.
Etant donné B = {xα1 , ...,xαD} un ensemble de D monômes dans S, on identifiera B
et l’ensemble de ses exposants {α1, ..., αD} (on procédera de même dans R). On écrira par
exemple “α ∈ B” au lieu de “xα ∈ B”.
On désignera par 〈B〉 le K-espace vectoriel engendré par B et plus généralement nous note-
rons 〈B〉A le A-module libre engendré par B dans SA (ou RA suivant le contexte).
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On appellera déhomogénéisation par rapport à x0 l’application de S dans R qui à un po-
lynôme P ∈ S associe le polynôme P := P (1, x1, ..., xn) ∈ R. Pour tout I ⊂ S, on notera
I ⊂ R l’image de I par la déhomogénéisation.
Inversement, on définit l’homogénéisation en degré d (par rapport à x0), comme étant l’ap-
plication qui à tout monôme :
xα ∈ Rd, |α| = k ≤ d
associe le monôme :
xαxd−k0 ∈ Sd.
Etant donné un polynôme P ∈ Rd, on notera P h ∈ Sd l’image de P par l’homogénéisation.
On a alors pour tout P ∈ Sd (resp. P ∈ Rd) :
(P )h = P (resp. (P h) = P ).
Nous serons amenés à utiliser la notion de dualité. Ainsi, étant donné E un K-espace
vectoriel, on notera E∗ := HomK(E,K) l’ensemble des formes K-linéaires de E vers K.
Une base de l’espace dual R∗d consiste par exemple en l’ensemble des formes linéaires qui
calculent les coefficients des polynômes dans la base monomiale. Ces opérateurs seront notés
(dα)|α|≤d (c’est la base duale de celle des monômes) :
dα : R→ k
xβ 7→ 1 si β = α,
0 si β 6= α
On identifiera alors R∗ avec l’anneau des séries formelles, i.e K[[d]] := K[[d1, ..., dn]].
Ainsi, tout élément Λ ∈ R∗ se décompose de la manière suivante dans K[[d]] :
Λ =
∑
α
Λ(xα)dα.
On s’intéressera en particulier à certaines formes linéaires deR∗ : les évaluations en un point
ζ ∈ Kn :
1ζ : R→ K
p 7→ p(ζ).
La décomposition de 1ζ dans K[[d]] est
1ζ =
∑
α
ζαdα.
On s’intéressera aussi aux compositions de ces évaluations avec les opérateurs de dérivation.
Ainsi, si θ(∂1, . . . , ∂n) est un opérateur différentiel sur l’espace des polynômes, on considè-
rera la composition suivante :
1ζ ◦ θ(∂1, . . . , ∂n) : R→ K
p 7→ θ(∂1, . . . , ∂n)(p)(ζ).
L’espace dual R∗ a de plus une structure naturelle de R-module [32] que l’on définit ainsi :
pour tout p ∈ R et tout Λ ∈ R∗, on considère l’opérateur linéaire suivant :
p ∗ Λ : R→ K
q 7→ Λ(pq).
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En particulier, on a :
xi ∗ dα =
{
dα11 · · · dαi−1i−1 dαi−1i dαi+1i+1 · · · dαnn si ai > 0,
0 sinon.
Etant donné k := (k0, ..., kn) ∈ Kn+1, on notera k(x) ∈ S1 la forme linéaire définie par :
k(x) := k0.x0 + ...+ kn.xn.
Comme dans le cas affine, étant donné un point ζ ∈ Kn+1, on notera 1ζ ∈ S∗ la forme
linéaire égale à l’évaluation en ζ :
1ζ : S → K
p 7→ p(ζ).
Enfin, soit d ∈ N et α ∈ Nn+1 un multi-indice tel que |α| = d, on notera dα ∈ S∗d la forme
linéaire suivante :
dα : Sd → K
xβ 7→ 1 si β = α,
0 si β 6= α
Enfin, étant donnée une forme linéaire Λ ∈ S∗d , on notera Λ ∈ R∗d la forme linéaire définie
par :
Λ(P ) := Λ(P h). (1.1.1)
Inversement, étant donné Λ ∈ R∗d, on définit Λh ∈ S∗d par :
Λh(P ) := Λ(P ).
Remarquons alors que pour tout Λ ∈ S∗d (resp. Λ ∈ R∗d), on a :
(Λ)h = Λ (resp. (Λh) = Λ ).
Etant donné une famille B = {b1, ..., br} de monômes de R (resp. S), on notera
B∗ := {b∗1, ..., b∗r} ⊂ R∗ (resp. S∗),
la famille de formes linéaires vérifiant b∗i (x
α) = 1 (resp. b∗i (x
α) = 1) si et seulement si
xα = bi (resp. xα = bi).
On notera PGL(n + 1) l’ensemble des changements de coordonnées dans K[x0, ..., xn].
Cet ensemble s’identifie naturellement à celui des matrices inversibles de taille n+1×n+1.
Etant donné g ∈ PGL(n+ 1) et E ⊂ S (resp. P ∈ S), on notera g ◦E (resp. g ◦P ) l’image
de E (resp. P ) dans S par le changement de coordonnées g.
Enfin, on définit l’action de PGL(N + 1) sur S∗ (resp. S∗d) par :
(g ◦ Λ)(P ) := Λ(g ◦ P ) ∀Λ ∈ S∗ (resp. S∗d), ∀P ∈ S (resp. Sd).
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On notera (A,m) tout couple formé d’un anneau local A et de son idéal maximal m.
Etant donnés A un anneau commutatif et t ∈ A un élément de A, At désignera la locali-
sation de A par rapport à la partie multiplicative {1, t, t2, ...}. De même, si p ∈ Spec(A) un
idéal premier de A, on notera Ap la localisation de A par rapport à p, mp son idéal maximal
et k(p) := Ap/mpAp son corps résiduel. Etant donné M un A-module, on note Mp (resp.
Mt) le Ap(resp. At)-module égal à M ⊗A Ap (resp. M ⊗A At).
De même si R = R0 ⊕ R1 ⊕ ... est un anneau commutatif gradué et f ∈ Rd un élément de
degré d, R(f) désignera l’anneau formé des éléments de degré 0 dans Rf . Si p ⊂ R est un
idéal homogène, on notera R(p) l’anneau local formé des éléments de degré 0 dans Rp. Plus
généralement, si M un R-module gradué et p ⊂ R (resp. f ∈ Rd) un idéal homogène gradué
(resp. un élément de degré d) M(p) (resp. M(f)) désignera les éléments de degré 0 dans Mp
(resp. Mf ).
Etant donnés un anneau A et un A-module M , on notera M˜ le faisceau quasi-cohérent
associé à M sur Spec(A) (voir [39][Def 1.3.4, p.85]). On dira de plus que M est localement
libre de rang n si pour tout p ∈ Spec(A), Mp est un Ap-module libre de rang µ. Lorsque A
est noethérien et que M est de type fini, alors M˜ est un faisceau cohérent (voir [39][5.3.1,
p.47] et [39][Thm.1.5.1, p.92]) et M est localement libre de rang µ si et seulement si M˜ est
localement libre de rang µ en tant que faisceau de modules (voir [39][5.4.1, p.48])
De même, étant donnés un anneau gradué B := ⊕d≥0Bd et un B-module gradué M :=
⊕d≥0Md, on notera M˜ le faisceau quasi-cohérent associé àM sur Proj(B) (voir [40][Prop.2.5.2,
p.31])
1.2 Préliminaires
1.2.1 Extension des coefficients
L’objectif de cette section est d’étendre la notion de généricité dans les anneaux de po-
lynômes sur K aux anneaux de polynômes sur une K-algèbre quelconque. Nous étudierons
aussi dans cette section l’influence des extensions de corps sur les idéaux zéro-dimensionnels.
Enfin nous fournirons une caractérisation des formes linéaires non-diviseurs de zéro dans ces
algèbres zéro-dimensionnelles.
Proposition 1.2.1. Soit A une K-algèbre et n un entier positif. Soit P un polynôme de
A[x1, . . . , xn] tel que P s’annule pour des valeurs génériques dans Kn. Alors P = 0 (dans
A[x1, . . . , xn]).
Démonstration. Soit Pd la proposition suivante : pour tout m ∈ N et tout polynôme P ∈
A[x1, . . . , xm] de degré inférieur ou égal à d, si P s’annule pour des valeurs génériques dans
Km alors P = 0. Nous allons prouver par récurrence que Pd est vraie pour tout d ≥ 0.
Pour d = 0, P0 est vraie.
Supposons Pk vraie pour tout k ≤ d, prouvons alors que Pd+1 est vraie. Soit m un entier
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et P un polynôme dans A[x1, . . . , xm] de degré inférieur ou égal à d + 1 tel que P s’annule
pour des valeurs génériques dans Km. Soit U ⊂ Km l’ensemble des zéros de P dans Km.
Soit Qi ∈ A[x1, . . . , xm, y1, . . . , ym] le polynôme défini par :
Qi(x,y) =
P (x)− P (y)
xi − yi .
Comme P = (xi − yi).Qi, Qi s’annule sur V := U × U \ {(x,y)| xi − yi = 0} ⊂ K2m.
Ainsi, Qi s’annule pour des valeurs génériques dans K2m et son degré est inférieur ou égal à
d. Par récurrence, Qi est égal à 0 pour tout 1 ≤ i ≤ m. Ainsi, toutes les dérivées partielles
∂iP = Qi(x,x) de P sont égales à zéro. Comme K est de caractéristique zéro, on conclut
que P est égal à zéro.
Ainsi, Pd est vraie pour tout d et m dans N. Cela prouve la proposition 1.2.1.
Dans la suite, K ⊂ k désignera une extension de corps de K et k sa clôture algébrique.
On rappelle que Sk := k[x0, . . . , xn] (resp. Sk := Sk ⊗k k) l’anneau des polynômes en
n+1 variables sur k (resp. k). On notera HilbµPn(Spec(k)) (ou plus simplement Hilb
µ
Pn(k))
l’ensemble des idéaux homogènes saturés I de Sk tels que Sk/I ait un polynôme de Hilbert
constant égal à µ (voir définition 2.2.3). Pour tout idéal I ∈ k[x0, . . . , xn], on notera I l’idéal
de k[x0, ..., xn] défini par :
I := I ⊗k k.
Etant donné P un point de l’espace projectif Pnk , on rappelle que mkP désigne l’idéal homo-
gène de k[x0, . . . , xn] engendré par :
{Q polynôme homogène de k[x0, . . . , xn]| Q(P ) = 0}.
Enfin, on note mk l’idéal homogène de k[x0, . . . , xn] engendré par :
{Q polynôme homogène de k[x0, . . . , xn] de degré ≥ 1}.
Définition 1.2.2. Soit J un idéal homogène dans HilbµPn(k). D’après le théorème des zéros
de Hilbert, J admet la décomposition primaire suivante :
J =
⋂
i
qi
avec qi idéal homogène mkPi-primaire, avec Pi dans l’espace projectif P
n
k
. L’ensemble {Pi}
sera appelé ensemble des points définis par J dans Pn
k
.
Plus généralement, étant donné J un idéal homogène (non nécessairement saturé) de Sk
de polynôme de Hilbert constant égal à µ, l’ensemble des points définis par J dans Pn
k
est
l’ensemble des points définis par son saturé (noté Sat(J)) :
Sat(J) :=
⋃
j∈N
J : (mk)j
dans Pn
k
.
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Proposition 1.2.3. Soit I ⊂ Sk un idéal homogène de HilbµPn(k). Alors :
I ∩ Sk = I
Démonstration. Tout d’abord, on a I ⊂ I ∩ Sk. Ainsi, en tensorisant par k, on a I ⊂
(I ∩ Sk) ⊗ k ⊂ I . Ainsi I = (I ∩ Sk) ⊗ k. En raisonnant par dimension pour tout degré
d ≥ 1, on a :
dimk(S
k
d/(I ∩ Sk)d) = dimk(Skd/(I ∩ Sk)d ⊗ k) = dimk(Skd/Id ⊗ k) = dimk(Skd/Id).
On conclut alors que :
I = I ∩ S.
Corollaire 1.2.4. Soit I ⊂ Sk un idéal homogène de HilbµPn(k). Alors, I appartient à
HilbµPn(k).
Démonstration. Il suffit uniquement de montrer que I est saturé (i.e I : mk = I). On sait
que I est saturé si et seulement si mk n’est pas un idéal premier associé à I . Raisonnons par
l’absurde et supposons alors que I n’est pas saturé. D’après le théorème des zéros de Hilbert,
I a une décomposition primaire de la forme :
I =
⋂
i
qi ∩ q
avec qi un idéal homogène mkPi-primaire où Pi est un point de l’espace projectif P
n
k
, et avec
q un idéal homogène mk-primaire. D’après la proposition 1.2.3, on a :
I = I ∩ Sk.
Ainsi :
I =
⋂
i
qi ∩ Sk
⋂
q ∩ Sk
où qi∩Sk est un idéal homogènemkPi∩S-primaire et q∩Sk un idéal homogènemk∩Sk = mk-
primaire. Comme I est saturé c’est impossible.
I est ainsi saturé.
Proposition 1.2.5. Soit I un idéal homogène de HilbµPn(k) et u une forme linéaire dans Sk1 .
Alors, (I : u) = I si et seulement si u n’annule aucun point défini par I dans Pn
k
.
Démonstration. On sait déjà d’après la proposition 1.2.4 que I admet une décomposition
primaire de la forme :
I =
⋂
i∈E
qi
où qi est un idéal homogène mkPi-primaire et {Pi| i ∈ E} est l’ensemble des points définis
par I dans Pn
k
. D’après la proposition 1.2.3, on a :
I =
⋂
i∈E
qi ∩ S (1.2.1)
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où qi ∩ S est un idéal homogène mk,Pi ∩ S-primaire. Ainsi, la décomposition primaire de I
se déduit de (1.2.1) en éliminant les qi ∩ S qui contiennent
⋂
j 6=i qj ∩ S et en intersectant les
qi ∩ S qui sont mkPi0 ∩ S-primaires pour le même point Pi0 . Mais si
⋂
j 6=i qj ∩ S ⊂ qi ∩ S
alors il existe j0 6= i tel que mkPj0 ∩S = mkPi ∩S, i.e Pj0 et Pi sont conjugués. De plus, qi∩S
et qj ∩ S sont mkPi0 ∩ S-primaires si et seulement si Pi, Pj et Pi0 sont conjugués. Ainsi, I a
une décomposition primaire de la forme :
I =
⋂
i∈F
qi ∩ S
où F ⊂ E vérifie que pour tout i ∈ E il existe un unique j ∈ F tel que Pi et Pj sont
conjugués. Ainsi, (I : u) = I si et seulement si u n’annule aucun point Pj pour tout j ∈ F ,
i.e u n’annule aucun point Pi pour tout i ∈ E.
Proposition 1.2.6. Soient k ⊂ L une extension de corps, L la clôture algébrique de L et I
un idéal homogène de HilbµPn(k) et I
L := I ⊗k L. Alors, les points définis par IL := I ⊗k L
dans Pn
L
sont exactement les images par l’extension de corps :
k ⊂ L
des points définis par Ik := I ⊗k k dans Pnk .
Démonstration. Les points définis par IL dans Pn
L
sont donnés par la décomposition primaire
de IL dans SL. Il s’agit alors de montrer que ces points sont les mêmes que ceux obtenus en
regardant la décomposition primaire de Ik dans Sk. En effet :
IL ⊗L L = Ik ⊗k L.
Ainsi, comme :
Ik =
⋂
i∈E
qi
où qi est un idéal homogène mkPi-primaire et {Pi| i ∈ E} l’ensemble des points définis par
Ik dans Pn
k
; on déduit que IL ⊗L L peut s’écrire :
IL ⊗L L =
⋂
i∈E
qi ⊗ L
où qi ⊗ L est un idéal homogène mkPi ⊗ L-primaire. Or, mkPi ⊗ L = mLPi (Pi étant considéré
comme un point de Pn
L
via l’extension de corps k ⊂ L). Ainsi, l’ensemble des points définis
par IL dans Pn
L
est exactement l’image par l’extension de corps :
k ⊂ L
de {Pi ∈ Pnk | i ∈ E}.
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1.2.2 Bases de Gröbner, idéaux initials et Borel-fixes
Définition 1.2.7. Un ordre monomial< sur S est un ordre total sur les monômes deK[x0, ..., xn]
tel que pour tous monômes u, v, w, on ait 1 < w et u < v ⇒ u.w < v.w.
Définition 1.2.8. Etant donné< un ordre monomial dansK[x0, ..., xn] et E ⊂ Sd, on appelle
initial de E et l’on note In(E), l’ensemble de monômes défini par :
In(E) := {xα| ∃P = xα +
∑
β<α
cβ.x
β ∈ E}.
Si I ⊂ S est un idéal homogène, on appellera idéal initial de I , que l’on notera In(I), l’idéal
homogène défini par :
In(I) :=
⊕
d
〈In(Id)〉.
Remarque 1.2.9. Soit I ⊂ S est un idéal homogène. Il s’agit de montrer que l’espace vecto-
riel défini par :
In(I) :=
⊕
d
〈In(Id)〉.
est bien un idéal. Remarquons pour cela que :
S1.In(Id) ⊂ In(Id+1).
En effet, soient xα ∈ In(Id) et xi avec 0 ≤ i ≤ n, alors il existe un polynôme de Id de la
forme suivante :
xα +
∑
β<α
cα,βx
β ∈ Id.
En multipliant par xi et en utilisant le fait que < est un ordre monomial (i.e xβ < xα ⇒
xi.x
β < xi.x
α), on déduit que xi.xα ∈ In(Id+1).
Définition 1.2.10. Etant donnés un idéal I ⊂ S et un ensemble de polynômes G ⊂ S, on dit
que G est une base de Gröbner de l’idéal I si In(G) engendre In(I).
Proposition 1.2.11. Etant donné un sous-espace vectoriel E ⊂ Sd et un ordre monomial <
dans S, notons N In(E) l’ensemble des monômes de Sd qui n’appartiennent pas à In(E).
Alors, N In(E) est une base du quotient Sd/E en tant que K-espace vectoriel.
Démonstration. Prouvons pour commencer queN In(E) est une famille génératrice de Sd/E.
Remarquons pour cela que tout monôme de In(E) peut se réécrire sur N In(E) modulo E.
En effet, indiçons les monômes de In(E) par ordre croissant pour l’ordre monomial < :
In(E) = {xα1 , ...,xαN}
avec :
xα1 < ... < xαN .
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Montrons par récurrence sur 1 ≤ i ≤ N , que pour tout k ≤ i, xαk se réécrit sur N In(E)
modulo E.
Pour i = 1, il existe par définition un polynôme de E de la forme suivante :
xα1 +
∑
β<αi
cαi,βx
β ∈ E.
Comme xα1 est le plus petit monôme de In(E), tous les monômes xβ < xα1 appartiennent à
N In(E). La proposition est donc prouvée pour i = 1.
De i à i+ 1 : il existe par définition un polynôme de E de la forme suivante :
xαi+1 +
∑
k≤i
cα,βx
β ∈ E
Nous pouvons alors réécrire ce polynôme sous la forme suivante :
xαi+1 +
∑
β<αi+1
cαi+1,αkx
αk +
∑
β<αi, β 6∈In(E)
cαi+1,βx
β ∈ E.
En utilisant l’hypothèse de récurrence, on peut facilement réécrire xαi+1 surN In(E) modulo
E.
Nous avons donc prouvé que tout monôme de In(E) peut se réécrire surN In(E) modulo E.
Comme Sd = 〈In(E)〉 ⊕ 〈N In(E)〉, cela prouve que N In(E) est une famille génératrice du
quotient Sd/E.
Montrons pour conclure queN In(E) est une famille libre du quotient Sd/E. Raisonnons
par l’absurde et supposons que cette famille soit liée dans Sd/E. Cela équivaut à dire qu’il
existe un polynôme P de la forme suivante dans E :
P :=
∑
β 6∈In(E)
cβx
β ∈ E
où les coefficients (cβ) ne sont pas tous nuls. Or, le monôme de plus haut degré qui appa-
rait dans P doit appartenir par définition à In(E). C’est en contradiction avec la forme du
polynôme P .
Corollaire 1.2.12. Etant donnés I ⊂ S un idéal et G une base de Gröbner de I , alors NG
constitue une base de S/I .
Définition 1.2.13. Etant donné une K-algèbre A et un idéal monomial I ⊂ A[x0, ..., xn],
nous dirons que I est Borel-fixe si pour tout monôme de I de la forme xi.xα ∈ I , on a :
xj.x
α ∈ I ∀ j ≥ i.
Etant donné un sous A-module E ⊂ SAd engendré par des monômes, nous dirons aussi que
E est Borel-fixe si pour tout monôme de E de la forme xi.xα ∈ I , on a :
xj.x
α ∈ E ∀ j ≥ i.
On remarque alors que (E) ⊂ SA est Borel-fixe en tant qu’idéal monomial.
Enfin, une famille F de monômes sera dite Borel-fixe si (F) est Borel-fixe en tant qu’idéal
monomial.
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Proposition 1.2.14. Soit E ⊂ SAd un sous A-module Borel-fixe. Notons NE ⊂ SAd l’en-
semble des monômes de SAd qui ne sont pas dans E etNE ⊂ RAd sa déhomogénéisation (i.e,
en posant x0 = 1 dans NE). Alors, NE est connexe à 1.
Démonstration. Montrons tout d’abord que si E 6= SAd , alors 1 ∈ NE. En effet, 1 6∈ NE si
et seulement si xd0 ∈ E. Comme E est Borel-fixe, xd0 ∈ E est équivalent à E = SAd . Ainsi,
E 6= SAd implique 1 ∈ NE.
Soit xα ∈ NE, avec 1 ≤ k := |α| ≤ d. Il existe alors 1 ≤ i ≤ n et β tels que xα = xi.xβ .
Montrons que xβ ∈ NE. Pour cela, il suffit de prouver que xd−k+10 .xβ ∈ SAd n’appartient
pas à E. En effet, si xd−k+10 .x
β appartient à E, alors par propriété Borel-fixe, cela implique
que xi.xd−k0 .x
β appartient àE. Cela implique encore que xα = xi.xβ n’appartient pas àNE.
Or c’est impossible.
Théorème 1.2.15. Soit < un ordre monomial sur S tel que x0 > ... > xn et I ⊂ S un idéal
homogène. Alors, il existe un ouvert de Zariski U de PGL(n+ 1) et un idéal monomial J tel
que pour tout g ∈ U , In(g ◦ I) = J .
Voir [31, Thm. 15.18, p.353].
Définition 1.2.16. Soit < un ordre monomial sur S tel que x0 > ... > xn et I ⊂ S un idéal
homogène. On appellera idéal générique initial (ou encore initial générique) de I , et l’on
note Gin(I), l’idéal monomial défini J dans le théorème 1.2.15 par :
In(g ◦ I) = J, ∀g ∈ PGL(n+ 1) générique.
De même, étant donné E un sous-espace vectoriel de Sd, on appellera initial générique de
E, et l’on note Gin(E) ⊂ Sd, la famille de monômes définie par :
〈Gin(E)〉 := Gin((E))d
où (E) désigne l’idéal engendré par E.
Théorème 1.2.17 (Galligo, Bayer et Stillman). Soit < un ordre monomial sur S tel que
x0 > ... > xn et I ⊂ S un idéal homogène. Alors, l’idéal initial générique de I est Borel-
fixe.
Voir [31, thm. 15.20, p.354].
Remarque 1.2.18. Ce théorème s’étend aussi au cas d’un sous-espace vectoriel E de Sd.
1.2.3 Bases de bord et relations de commutation
Dans cette section nous allons fournir une description des idéaux affines zéro-dimensionnels
dont l’algèbre quotient admet une base monomiale connexe à 1 fixée. Nous utiliserons pour
cela les relations de commutation caractérisant les bases de bord. Cette approche ainsi que
le résultat principal : le théorème 1.2.26, sont tirés de [67]. Nous le redémontrerons et en
déduirons le théorème 1.2.30.
Commençons par donner quelques définitions utiles par la suite :
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Définition 1.2.19. Une famille B ∈ R de monômes sera dite connexe à 1 si :
- 1 ∈ B,
- pour tout xα 6= 1 ∈ B, il existe un entier 1 ≤ i ≤ n et un monôme xβ ∈ B tels que :
xα = xi ∗ xβ.
Une famille F ⊂ Sd de monômes sera dite connexe à 1 si sa déhomogénéisation par rapport
à x0 (i.e, en posant x0 = 1), noté F ⊂ R, est connexe à 1 au sens précédent.
Définition 1.2.20. On désignera par Bkd l’ensemble des famillesB de k monômes de Sd, telle
que la déhomogénéisation B ⊂ R de B, soit une famille de k monômes connexe à 1.
Définition 1.2.21. Etant donnée B une famille de monômes dans R, on pose :
B+ := B ∪ x1B ∪ ... ∪ xnB
et
∂B := B+ \B.
Définition 1.2.22. Soit B ∈ R une famille de monômes. On appelle famille de réécriture
associée à B une famille de polynômes de la forme (hα)α∈∂B avec :
hα(x) = x
α −
∑
β∈B
zα,β x
β
et zα,β ∈ K. On l’appellera base de bord de B si de plus B est une base de l’algèbre A =
R/(hα(x)).
Soit (A,m) un anneau local noethérien et une K-algèbre, d’idéal maximal m et de corps
résiduel k. Soit RA := A[x1, ..., xn] et µ un entier positif. Nous définissons l’ensemble des
idéaux I de RA zéro-dimensionnels de multiplicité µ par :
H0(A) := {I ⊂ RA idéal| RA/I soit un A−module libre de rang µ}. (1.2.2)
Nous allons pour cela décrire cet ensemble localement sous forme de variétés algébriques
affines. On définit ainsi les sous-ensembles HB0 de H0(A) associés aux familles de monômes
B de taille µ par :
HB0 (A) := {I ⊂ RA idéal|RA/I soit un A−module libre de rang µ et de base B}. (1.2.3)
Proposition 1.2.23. L’ensemble des (HB0 (A)) pourB connexe à 1 constitue un recouvrement
de H0(A) :
H0(A) =
⋃
B connexe à 1
HB0 (A)
Démonstration. Il s’agit de remarquer que tout A-module libre de rang fini, de la forme
RA/I avec I ⊂ RA idéal, admet une base de monômes connexe à 1.
D’après de Lemme de Nakayama, on peut se ramener au cas du corps : A = k. Soit
I ∈ H0(k). Construisons par récurrence sur i ≤ µ une famille Fi de monômes libre dans
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R/I (en tant que k-espace vectoriel), connexe à 1 et qui engendre Ri/I≤i ⊂ R/I .
Pour i = 0, il suffit de prendre F0 = (1). Pour i + 1, par hypothèse de récurrence, tout
polynôme P de degré inférieur ou égal à i + 1 est engendré par Fi ∪ {xj ∗ xα| xα ∈ Fi}
dans R/I . Il est donc possible d’extraire un sous-ensemble Gi+1 de {xj ∗ xα| xα ∈ Fi} tel
que Fi+1 := Fi ∪ Gi+1 soit une famille libre qui engendre Ri+1/I≤i+1 ⊂ R/I . De plus, par
construction et par hypothèse de récurrence,Fi+1 est connexe à 1 et permet ainsi de conclure.
Enfin, l’algèbreR/I étant de dimension finie, il existe un entier i (ici i = µ convient) à partir
duquel :
Ri/I≤i = Ri+1/I≤i+1 = ... = R/I
et la famille Fi constitue alors une base connexe à 1 de R/I .
Fixons B ⊂ RA une famille de µ monômes connexe à 1. Nous allons montrer que
(HB0 (A)) est une variété affine. Soit N le nombre de coefficients (zα,β)α∈∂B,β∈B qui ap-
paraissent dans toute famille de réécriture associée à B (voir définition 1.2.6).
Définition 1.2.24. Pour tout z ∈ ANA et tout entier 1 ≤ i ≤ n, on définit l’application linéaire
MBi (z) : 〈B〉 → 〈B〉 par :
– MBi (z)(b) = xi b pour b ∈ B si xi b appartient à B,
– MBi (z)(b) =
∑
zxi b,βx
β pour b ∈ B si xi b appartient à ∂B.
On note MBi (z) la matrice deMBi (z) dans la base B.
Remarque 1.2.25. Les matrices MBi (z), pour tout entier 1 ≤ i ≤ n, dépendent linéairement
de z ∈ ANA .
Théorème 1.2.26. HB0 (A) est une carte affine de H0(A). En particulier, HB0 (A) est en bi-
jection avec la variété de ANA définie par les équations de commutations suivantes en z
MBi (z) ◦ MBj (z)− MBj (z) ◦ MBi (z) = 0 (1.2.4)
pour tout entiers 1 ≤ i ≤ j ≤ n.
Cette description sous forme de relations de commutation caractérisant les bases de bord
a été développée par B. Mourrain et P. Trebuchet dans le contexte des formes normales
(voir [66] et [67]).
Démonstration. Notons V B(A) la variété deANA définie par les relations (1.2.4). La bijection
consiste alors en l’application φ := HB0 (A) → V B(A) qui à tout idéal I de HB0 (A) associe
le point z = (zα,β)α∈∂B,β∈B ∈ ANA défini de la manière suivante : pour tout α ∈ ∂B, les
(zα,β)β∈B s’obtiennent en écrivant l’unique décomposition de xα sur B modulo I :
xα =
∑
β∈B
zα,β x
β mod I. (1.2.5)
Montrons tout d’abord que cette application est injective. Il s’agit en effet de montrer que
pour tout idéal I ∈ HB0 (A), la famille de réécriture suivante associée à B :
hα(x) = x
α −
∑
β∈B
zα,β x
β,
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où les (zα,β)β∈B sont donnés par (1.2.5), engendre l’idéal I .
Il est clair que (hα(x)) ⊂ I . Inversement, montrons que I ⊂ (hα(x)). Définissons pour tout
P =
∑
γ aγ.x
γ ∈ RA l’application linéaire suivante :
P (M) : 〈B〉A → 〈B〉A
où P (M) = ∑γ aγ.(MB(z))γ avec :
(MB(z))γ :=MB1 (z)γ1 ◦ ... ◦MBn (z)γn .
Remarquons ici que l’application P (M) est bien définie car les opérateurs (MBi (z))1≤i≤n
commutent deux à deux. En effet, ils correspondent aux opérateurs de multiplication par les
variables (xi)1≤i≤n dans la A-algèbre commutative RA/I (qui est aussi un A-module libre
de base B).
On remarque alors que P (M)(1) n’est autre que la décomposition de P sur B, dans RA/I
en tant queA-module libre de baseB. On montre alors facilement par récurrence sur le degré
de P , que
P − P (M)(1) ∈ ({hα(x)}α∈∂B).
Ainsi, si P ∈ I , alors P (M)(1) = 0 et P appartient à ({hα(x)}α∈∂B).
On a donc montré que I est engendré par les relations de réécriture :
I = ({hα(x)}α∈∂B). (1.2.6)
et que φ est donc injective.
Afin de montrer la surjectivité nous allons construire une application inverse à gauche de
φ. Soit z = (zα,β)α∈∂B,β∈B ∈ V B(A), on considère l’application suivante :
σ : RA −→ 〈B〉A
P → P (M)(1).
Comme z appartient à V B(A), les opérateurs (MBi (z))1≤i≤n commutent et σ est ainsi bien
définie. Soit :
J(z) = Ker(σ). (1.2.7)
On remarque facilement que J(z) est un idéal. De plus, B étant connexe à 1, on a :
∀ b ∈ B, b(M)(1) = b.
L’application σ est donc surjective et RA/J(z) ' 〈B〉A. Ainsi, J(z) appartient à HB0 (A).
Montrons alors que :
J(−) : V B(A) −→ HB0 (A)
z→ J(z)
est inverse à gauche de φ i.e φ(J(z)) = z pour tout z ∈ V B(A). D’après ce qui précède,
∀ b ∈ B, b(M)(1) = b.
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On montre alors facilement que pour tout α ∈ ∂B, on a :
xα =
∑
β∈B
zα,β x
β modulo J(z).
Ainsi, par définition, φ(J(z)) = z et φ est une bijection.
Remarque 1.2.27. Par construction, pour tout entier d ≥ maxβ∈B(deg(xβ)) :
RA≤d/J(z)≤d = R
A/J(z).
On déduit en particulier que pour tout idéal I ∈ HB0 (A) (avec B famille de µ monômes
connexe à 1) on a :
RA≤d/I≤d = R
A/I.
Corollaire 1.2.28. Soit I ⊂ RA un idéal appartenant à H0(A). Alors, pour tout d ≥ µ − 1
on a :
RA≤d/I≤d = R
A/I.
Démonstration. Soit I ∈ H0(A). Grâce à la proposition 1.2.23, il existe une famille B de µ
monômes connexe à 1 telle que :
I ∈ HB0 (A).
Il suffit alors d’appliquer la remarque 1.2.27 en notant que maxβ∈B(deg(xβ)) < µ pour toute
famille B de µ monômes connexe à 1.
Exemple 1.2.29. Soit A = k un corps, µ = 2 et B = (1, x) une famille de 2 monômes
connexe à 1 dans Rk = k[x1, x2].
Dans ce cas ∂B = (x2, x1x2, x21) et les règles de réécriture sont les suivantes :
- hx2 = x2 − zx2,1.1 + zx2,x1 .x
- hx1x2 = x1x2 − zx1x2,1.1 + zx1x2,x1 .x1
- hx21 = x
2
1 − zx21,1.1 + zx21,x1 .x1.
Les matrices de multiplication sont :
MB1 (z) =
(
0 zx21,1
1 zx21,x1
)
, MB2 (z) =
(
zx2,1 zx1x2,1
zx2,x1 zx1x2,x1
)
.
On écrit alors M1.M2 − M2.M1 = 0 pour obtenir les équations de HB0 (k) en temps que
variété de l’espace affine A6k. Les équations sont alors :
- zx21,1 zx2,x1 − zx1 x2,1 = 0,
- zx21,1 zx1 x2,x1 − zx2,1 zx21,1 − zx1 x2,1 zx21,x1 = 0,
- zx2,1 + zx21,x1 zx2,x1 − zx1 x2,x1 = 0,
- zx1 x2,1 + zx21,x1 zx1 x2,x1 − zx2,x1 zx21,1 − zx1 x2,x1 zx21,x1 = 0.
Théorème 1.2.30. Soit I ⊂ RA un idéal de RA et d ≥ µ un entier. Notons M := RA/I et
Mk := R
A
k /I≤k le sous A-module de M formé des polynômes de degré inférieur ou égal à
k. Si Mi est libre de rang µ pour i = d, d + 1, alors il en est de même pour tout i ≥ d et I
est engendré par I≤d.
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Démonstration. Remarquons que la preuve de la proposition 1.2.23 s’adapte ici pour fournir
une famille B de µ monômes connexe à 1 qui soit une base de Md. Comme d ≥ µ, tous les
monômes de B sont de degré inférieur ou égal à d− 1 : B ⊂ Rd−1. D’autre part, l’inclusion
naturelle suivante :
Md ⊂Md+1
implique que B est aussi une base de Md+1 en tant que A-module libre. Ainsi, il existe un
unique point z := (zα,β)α∈δB,β∈B ∈ ANA tel que pour tout xα ∈ ∂B :
xα =
∑
xβ∈B
zα,βx
β modulo I≤d.
Le point z vérifie alors les équations de commutation (1.2.4). En effet, pour tout b ∈ B,Mi◦
Mj(b) (resp.Mj ◦Mi(b)) n’est autre que la décomposition de xi xj b (resp. xj xi b) sur B
dans Md+1 (en tant que A module libre de base B). Or M étant une A-algèbre commutative,
xi xj b = xj xi b ∀b ∈ B etMi ◦Mj =Mj ◦Mi.
Considérons alors l’idéal J(z) défini par (1.2.7). Par définition J(z) appartient à HB0 (A). De
plus, d’après (1.2.6) :
J(z) = ({hα(x)}α∈∂B)
et par construction hα(x) ∈ I≤d pour tout α ∈ ∂B. Ainsi J(z) ⊂ I . Enfin, d’après le
corollaire 1.2.28 on a :
R≤d/J(z)≤d = R≤d+1/J(z)≤d+1 = ... = R/J(z).
Ainsi, grâce au diagramme commutatif suivant pour tout k ≥ d :
RA≤k/J(z)≤k
= //
φk

RA≤k+1/J(z)≤k+1
φk+1

RA≤k/I≤k
ik // RA≤k+1/I≤k+1
(1.2.8)
on déduit que ik est surjective (et par définition injective) :
R≤d/I≤d = R≤d+1/I≤d+1 = ... = R/I.
Enfin, par considération de rang :
R≤d/I≤d = RA≤d/J(z)≤d
et I = J(z). I vérifie alors le théorème.
Remarque 1.2.31. Le théorème 1.2.30 se généralise au cas d’idéaux homogènes et de po-
lynômes de Hilbert non constant à travers les théorèmes de Persistance et de régularité de
Gotzmann (voir théorèmes 2.2.11 et 2.2.9)
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1.2.4 Foncteurs représentables
Nous allons décrire dans cette section, au moyen de sous foncteurs ouverts, des condi-
tions qui garantissent le caractère représentable d’un foncteur contravariant. Cette section
s’inspire largement de l’appendice E de [74].
On notera C la catégorie des K-schémas de type fini et Ca celle des K-schémas affines de
type fini.
Définition 1.2.32. On appelle foncteur contravariant de la catégorie C vers la catégorie des
ensembles la donnée d’un application F qui :
– à tout schéma X ∈ C associe un ensemble F(X),
– à tout morphisme de schémas g : X → Y associe un morphisme (d’ensembles) de
F(g) : F(Y )→ F(X),
et qui de plus satisfait les conditions suivantes :
– F(TdX) = IdF(X),
– pour tout morphismes de schémas g : X → Y et h : Y → Z, F(h ◦ g) = F(g) ◦F(h).
Définition 1.2.33. Etant donné un foncteur contravariant F de la catégorie C vers celle des
ensembles, F est dit représentable s’il existe un schéma Z ∈ C tel que F soit isomorphe au
foncteur contravariant Hom(−, Z) où :
Hom(−, Z) : X ∈ C −→ Hom(X,Z) := {g : X → Y morphisme de schémas dans C}.
Définition 1.2.34. A tout foncteur contravariant F de C dans la catégorie des ensembles et à
tout schéma Z ∈ C, on associe un préfaisceau d’ensembles :
U −→ F(U)
pour tout sous-schéma ouvert U ⊂ Z de Z.
On dit alors que F est un faisceau si pour tout schéma Z ∈ C, le préfaisceau associé à F sur
Z est un faisceau, i.e pour tout recouvrement ouvert (Ui)i∈I de Z :
0→ F(Z)→
∏
i
F(Ui) −→
∏
i,j
F(Ui ∩ Uj)→ 0.
Définition 1.2.35. Etant donnés F et G deux foncteurs contravariants de C dans la catégorie
des ensembles. G est dit sous-foncteur ouvert (resp. fermé) de F si pour tout schéma S ∈ C
et pour toute transformation naturelle :
Hom(−, S) −→ F ,
le produit fibré Hom(−, S)×F G (qui est un sous-foncteur de Hom(−, S)) est représenté par
un sous-schéma ouvert (resp. fermé) de S.
Une famille de sous-foncteurs ouverts (Gi) de F constitue un recouvrement ouvert si pour
tout schéma S ∈ C et pour toute transformation naturelle Hom(−, S) −→ F , la famille
(Si) de sous-schémas ouverts représentant les foncteurs (Hom(−, S) ×F Gi) constitue un
recouvrement ouvert de S.
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Proposition 1.2.36. Soit F un foncteur contravariant de C dans la catégorie des ensembles.
Si :
i) F est un faisceau,
ii) F admet un recouvrement formé de sous-foncteurs ouverts représentables,
alors F est représentable.
Voir [74][Prop.E.10, p.318].
Proposition 1.2.37. Soit F un foncteur contravariant et G un sous-foncteur de F . Si F et G
sont des faisceaux et si pour tout schéma affine X dans C et toute transformation naturelle :
Hom(−, X) −→ F
le foncteur H := Hom(−, X)×F G, restreint à la catégorie Ca des schémas affines de type
fini sur K, est représenté par un sous-schéma ouvert de X , alors G est un sous-foncteur
ouvert de F (dans la catégorie C).
Démonstration. Soient X et Y deux objets de C et (Ui)i∈I un recouvrement affine de X .
Considérons une transformation naturelle
Hom(−, X) −→ F
donnée par un élément λ ∈ F(X) (voir appendice E de [74][Lem.E.1, p.313]). Soit H le
foncteur contravariant donné par
H(Y ) := {φ ∈ Hom(Y,X)| F(φ)(λ) ∈ G(Y ) ⊂ F(Y )}.
Soit (Vi,j)j un recouvrement affine de φ−1(Ui) ⊂ Y pour tout i. Soit φi,j la restriction de φ à
Vi,j :
φi,j : Vi,j −→ Ui.
CommeF et G sont des faisceaux,F(φ)(λ) ∈ F(Y ) si et seulement siF(φi,j)(λi) ∈ F(Vi,j)
pour tout i, j (où λi ∈ F(Ui) est la restriction de λ ∈ F(X) àF(Ui)). D’après les hypothèses
sur G, il existe pour tout i un sous-schéma ouvert Ωi du schéma affine Ui tel que :
F (φ)(λ) ∈ G(Y )⇔ F (φi,j)(λi) ∈ G(Vi,j)∀i, j ⇔ φi,j se relève à travers Ωi∀i, j : (1.2.9)
Vi,j
φi,j //
  
Ui
Ωi
??
Ainsi, si φ ∈ Hom(Y,X) appartient aH(Y ), φ se relève à travers Ω := ∪iΩi :
Y
φ //
$$
X
Ω =
⋃
Ωi
::
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Inversement, si φ se relève à travers Ω := ∪iΩi, considérons (Wi,j)j un recouvrement affine
de φ−1(Ωi) ⊂ Y pour tout i. Notons alors φi,j la restriction de φ à Wi,j :
Wi,j
φi,j //
!!
Ui
Ωi
??
Ainsi, ce diagramme commutatif et l’équivalence (1.2.9) impliquent que :
F(φi,j)(λi) ∈ F(Wi,j)
appartient à G(Wi,j) pour tout i, j. Comme F et G sont des faisceaux, cela implique que
F(φ)(λ) ∈ F(Y ) appartient à G(Y ) et donc que φ appartient àH(Y ).
Le foncteur H est donc isomorphe au foncteur Hom(−,Ω) i.e H est représenté par le sous-
schéma ouvert Ω de X . G est donc un sous-foncteur ouvert de F (dans C).
Proposition 1.2.38. Soit F un foncteur contravariant de la catégorie C vers celle des en-
sembles. Supposons que F soit un faisceau. Alors, F est représenté par un schéma X ∈ C si
et seulement si F et Hom(−, X) restreints à Ca sont isomorphes (dans Ca).
Démonstration. C’est une conséquence directe du fait que F est un faisceau et que tout
schéma admet un recouvrement par des ouverts affines.
1.2.5 La Grassmannienne
Le but de cette section est de définir le foncteur Grassmannien et de montrer son caractère
représentable. Le schéma projectif qui le représente sera appelé Grassmannienne et sera
utilisé afin de donner une description globale du schéma de Hilbert. Ces résultats sont biens
connus et peuvent être par exemple trouvés dans la littérature à [74][Section.4.3.4]."
Définition 1.2.39. Etant donné un A-module E, on notera SA(E) la A-algèbre symétrique
associée à E définie comme étant le quotient de l’algèbre graduée :
TA(E) :=
⊕
i
E⊗
i
A
par l’idéal engendré par les relations :
x⊗ y − y ⊗ x
où x et y parcourent E (pour plus de détails voir par exemple [40, 1.7.1, p.14]).
En particulier, lorsque E est un K espace vectoriel de dimension finie N , SK(E) (que l’on
notera simplement S(E)) sera une K-algèbre graduée isomorphe à K[x0, ..., xN ]. On dési-
gnera alors aussi cette algèbre parK[E]. On notera Sd(E) la composante homogène de degré
d de cette algèbre graduée.
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Définition 1.2.40. Soit V unK-espace vectoriel de dimension N et n ≤ N un entier. Soit X
un schéma de type fini surK. Le n-foncteur Grassmannien de V est le foncteur contravariant
de la catégorie C vers celle des ensembles qui àX associe l’ensemble GrnV (X) des faisceaux
localement libres ∆ de rang n tels que ∆ est un quotient de V ⊗K OX sur X :
V ⊗K OX −→ ∆ −→ 0,
où OX désigne le faisceau structurel sur X (voir [46, def. p.74, chap. II]).
Théorème 1.2.41. Pour tout K-espace vectoriel V de dimension finie N et tout entier n ≤
N , le n-foncteur Grassmannien de V est représentable. Il est représenté par un schéma
projectif noté Grn(V ) :
Grn(V ) ∼ Proj(K[∧nV ]/(#)).
où (#) désigne l’idéal engendré par les relations de Plücker.
Démonstration. Par définition, le n-foncteur Grassmannien de V est donné par :
X −→ {V ⊗K OX → ∆→ 0 | ∆ est un faisceau localement libre de rang n sur OX}.
Soit :
g := V ⊗K OX → E → 0
un élément de GrnV (X). Notons ∧ le produit extérieur. Alors on a :
∧ng := ∧nV ⊗K OX → ∧n∆ = L → 0
où L est un faisceau inversible (voir définition [39][5.4.1, p.48]). Soit E = (e0, . . . , eN) une
base de V . Soit si ∈ ∆(X) l’image de ei par g et ∆i1,...,in := si1 ∧ . . . ∧ sin ∈ L(X).
(∆i1,...,in) satisfait alors les relations suivantes :∑
λ=1,...,n+1
(−1)λ∆i1,...,in−1,jλ ⊗∆j1,...,jˆλ,...,jn+1 = 0. (1.2.10)
pour toutes familles d’indices (i1, ..., in−1) et (j1, ..., jn+1). Ainsi, d’après [40][Prop.4.2.3,
p.73], on peut associer à ∧ng le morphisme suivant :
Φ(∆, g) := X −→ Proj(K[∧nV ]/(#E)).
où #E désigne les relations de Plücker de Grn(V ) associées à E :
#E := {
∑
λ=1,...,n+1
(−1)λ(ei1∧ ...ein−1∧ejλ).(ej1∧ ...∧ êjλ∧ ...∧ejn+1)}(i1,...,in−1)
(j1,...,jn+1)
⊂ S2(∧µV )
(1.2.11)
où K[∧µV ] = ⊕i Si(∧µV ) := S(∧µV ).
On a ainsi construit une transformation naturelle du foncteur Grassmannien GrnV vers le
foncteur Hom(−,Proj(K[∧nV ]/(#E))) :
Φ := GrnV −→ Hom(−,Proj(K[∧nV ]/(#E)))
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Lemme 1.2.42. Le morphisme Φ est un isomorphisme de foncteurs.
Démonstration. Prouvons que :
Φ(X) := GrnV (X)→ Hom(X,Proj(K[∧nV ]/(#E)))
est une bijection naturelle.
Soient (∆, g) et (∆′, g′) deux éléments de GrnV (X) i.e ∆ et ∆
′ sont des faisceaux localement
libres de rang µ, g et g′ sont des morphismes surjectifs :
g : V ⊗OX → ∆→ 0
et
g′ : V ⊗OX → ∆′ → 0.
Soient (si) et (∆i1,...,in) (resp. (s
′
i) et (∆
′
i1,...,in
)) les sections globales de ∆ etL = ∧n∆ (resp.
∆′ et L′ = ∧n∆′) introduites précédemment. Supposons que Φ(X)(∆, g) et Φ(X)(∆′, g′)
sont égaux dans Hom(X,Proj(K[∧nV ]/(#E))). Alors, il existe un isomorphisme φ entre
L et L′ vérifiant le diagramme commutatif suivant :
∧nV ⊗OX //
%%
L
φ
L′
et tel que φ(∆i1,...,in) = ∆
′
i1,...,in
( où (∆i1,...,in) et (∆
′
i1,...,in
) satisfont les relations (1.2.10)).
Considérons les ouverts X∆i1,...,in où ∆i1,...,in 6= 0 (qui sont égaux aux ouverts X∆′i1,...,in
car φ est un isomorphisme qui envoie ∆i1,...,in sur ∆
′
i1,...,in
). Sur X∆i1,...,in (resp. X∆′i1,...,in ),
(si1 , . . . , sin) (resp. (s
′
i1
, . . . , s′in)) est une base de E (resp. E ’) et on a :
sj =
∑
k=1,...,n
aj,k sik (resp. s
′
j =
∑
k=1,...,n
a′j,k s
′
ik
)
où
ajk = (−1)n−k
∆i1,...,iˆk,...,in,j
∆i1,...,in
= a′jk. (1.2.12)
Ainsi, sur les ouverts X∆i1,...,in , on a des isomorphismes naturels fi1,...,in de ∆|X∆i1,...,in vers
∆′|X∆i1,...,in
qui envoient sik|X∆i1,...,in vers s
′
ik|X∆i1,...,in
pour tout k ≤ n. Alors, d’après les
relations (1.2.12), les morphismes (fi1,...,in) se recollent pour former un isomorphisme f de
∆ vers E ′ défini sur X tel que le diagramme commute :
V ⊗OX g //
g′
$$
∆
f}}
∆′
.
Ainsi,
g = V ⊗OX → ∆→ 0
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et
g′ = V ⊗OX → ∆′ → 0
sont égaux en tant qu’éléments de Hom(X,Proj(K[∧nV ]/(#E))). Φ(X) est donc injec-
tive.
Prouvons maintenant que Φ(X) est surjective. Soit :
φ := ∧nV ⊗OX → L → 0
un élément de Hom(X,Proj(K[∧nV ]/(#E))) où L est un faisceau inversible surX tel que
(∆i1,...,in)i1,...,in := (φ(ei1,...,in))i1,...,in ∈ H0(X,L) satisfait les relations (1.2.10). Sur chaque
ouvert X∆i1,...,in on définit un faisceau libre de rang n noté ∆
i1,...,in de base (ei1 , . . . , ein).
En utilisant les relations (1.2.12) et (1.2.10), on peut recoller les faisceaux (∆i1,...,in) pour
former un faisceau ∆ localement libre de rang n sur X ainsi qu’un morphisme surjectif :
g := V ⊗OX → ∆→ 0
qui vérifie :
Φ(X)(∆, g) = (L, φ).
Φ(X) est donc surjective et Φ est un isomorphisme de foncteurs.
Enfin, grâce au lemme 1.2.42, le n-foncteur Grassmannien de V est représenté par :
Grn(V ) ∼ Proj(K[∧nV ]/(#E)).
31
32
Chapitre 2
Le schéma de Hilbert ponctuel
2.1 Introduction
Un problème apparait naturellement lors de l’étude des systèmes polynomiaux : comment
caractériser les idéaux définissant un nombre fini µ de points, comptés avec multiplicité. Ce
sont les idéaux zéro-dimensionnels. Cette question est motivée par des problèmes pratiques
liés à l’étude des solutions de systèmes polynomiaux donnés par des coefficients appro-
chés. Comprendre ainsi les déformations d’algèbres zéro-dimensionnelles qui conservent le
nombre de solutions constitue un véritable challenge dans la recherche de solveurs polyno-
miaux numériques stables et efficaces. D’un point de vu théorique, cela revient à étudier le
Schéma de Hilbert de µ points noté Hilbµ(Pn), qui constitue un domaine de recherche actif
en géométrie algébrique.
La notion de schéma de Hilbert a été introduite par [41] : il est définit comme étant un
représentant d’un foncteur contravariant, appelé foncteur de Hilbert et noté HilbµPn , de la
catégorie des schémas vers celles des ensembles. Celui-ci associe à tout schéma S l’ensemble
des familles plates χ ⊂ Pr × S de sous-schémas fermés de Pr paramétrés par S et dont les
fibres ont un polynôme de Hilbert constant égal à µ.
De nombreux travaux ont été menés afin d’analyser les propriétés géométriques du schéma
de Hilbert (voir eg. [51]). Citons parmi elles le fait que Hilbµ(Pn) est réductible pour
n > 2 [50], bien que ses composantes demeurent inconnues pour µ ≥ 8 [16], ou encore
sa connexité, qui a été prouvée en premier par Hartshorne (1965), puis étudiée dans [70]
avec une approche plus constructive.
Bien que l’on sache que le foncteur de Hilbert soit représentable [41] ou plus récemment
[74], ses représentations effectives font toujours l’objet de recherches actives. En utilisant par
exemple le théorème de persistance de [37], on obtient une description explicite et globale
du schéma de Hilbert en tant que sous-schéma d’un produit de deux grassmanniennes [49].
Les équations de Hilbµ(Pn) en tant que sous-schéma fermé d’une seule grassmannienne
sont aussi fournies dans [49]. Ces équations s’obtiennent par l’intermédiaire de conditions
de rang sur des espaces vectoriels de polynômes en degré successifs. Elles se présentent sous
la forme de polynômes homogènes de degré égal au nombre de monômes dansK[x0, ..., xn]µ
moins µ.
Dans [5], un ensemble différent d’équations de degré n en les coordonnées de Plücker
est proposé. Il y est conjecturé que ces équations définissent le schéma de Hilbert. Ceci est
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prouvé dans [43]. Néanmoins, ces équations ne sont pas optimales en terme de degré.
En effet, comme dans l’exemple [43][p. 756] en dimension 3, les équations sont de degré
3 alors que le schéma de Hilbert correspondant peut être défini par des quadriques.
Le problème de représentation du foncteur HilbµPn est aussi étudié à travers la construc-
tion de sous-foncteurs et de recouvrements ouverts du schéma de Hilbert. Ainsi, des recou-
vrements correspondant à des sous-ensembles d’idéaux d’initial donné pour un certain ordre
monomial, sont introduits dans plusieurs travaux comme [34] et plus récemment [63]. Ces
sous-ensembles s’identifient à des ouverts affines du schéma de Hilbert et correspondent à
des idéaux dont les algèbres quotients admettent une base monomiale fixée. Les équations
explicites de ces variétés affines sont développées dans [42] pour le cas du plan, [47], [48],
en utilisant les syzygies ou encore dans [73]. Citons enfin [81], où les auteurs fournissent
une preuve élémentaire de la représentation du foncteur de Hilbert. Les méthodes utili-
sées reposent essentiellement sur de simples constructions algébriques et évitent ainsi l’em-
ploi de plongements dans des espaces de dimension élevée et le recours à la régularité de
Castelnuovo-Mumford.
Dans ce chapitre, nous nous intéresserons au schéma de Hilbert de µ points dans l’espace
projectif Pnk et à sa représentation effective. Les résultats qui y sont présentés correspondent
à l’article [3] en cours de soumission et sont le fruit d’une collaboration avec M.E. Alonso
et B. Mourrain. Ma contribution a été tout d’abord de fournir, avec mes co-auteurs, deux
ensembles d’équations décrivant parfaitement l’ensemble des idéaux homogènes saturés de
polynôme de Hilbert constant dans le cas d’un corps K algébriquement clos de caractéris-
tiques zéro. Mon travail a ensuite consisté à adapter ce résultat au cas plus général d’une
K-algèbre locale noethérienne A et de montrer, via le formalisme des schémas et des fonc-
teurs, que ces équations étaient bel et bien celles du schéma de Hilbert de µ points.
Nous fournirons donc dans ce chapitre de nouvelles équations pour Hilbµ(Pn), qui sont plus
simples que celles de Bayer et de Iarrobino-Kanev. Ce sont des relations quadratiques en les
coordonnées de Plücker. Elles définissent le schéma de Hilbert comme sous-variété fermée
d’une seule Grassmannienne. Nous commencerons par donner une nouvelle preuve concer-
nant la représentation du foncteur de Hilbert via un recouvrement de sous-foncteurs ouverts.
En reformulant un résultat de [66], on rappellera comment ces ouverts correspondant à des
algèbres quotients de base monomiale connexe à 1 peuvent être définis simplement par des
relations de commutation caractérisant les bases de bord (voir aussi [72], [54]). Nous mon-
trerons alors comment ces relations de commutation peuvent être exploitées davantage afin
de fournir un ensemble explicite d’équations définissant Hilbµ(Pn) comme variété projec-
tive et plus précisément comme sous-variété fermée de la Grassmannienne. Ces équations
sont de degré 2 en les coordonnées de Plücker et apportent une réelle nouveauté par rapport
à celles de [5] et de [49], dont le degré est bien plus élevé.
Dans la section 2.2, nous commencerons par rappeler la définition et les propriétés fonda-
mentales du foncteur de Hilbert de µ points. Nous en fournirons ensuite, dans la section 2.3,
une description locale en terme de recouvrement de sous-foncteurs ouverts, dont on montrera
le caractère représentable grâce aux relations de commutation. Enfin, section 2.4, nous don-
nerons de nouvelles équations globales et explicites pour le schéma de Hilbert de µ points.
Celles-ci consistent en des polynômes homogènes de degré 2 en les coordonnées de Plücker
et s’interprètent en terme de relations de commutation et de réécriture. Nous conclurons sec-
tion 2.5 en appliquant ces équations pour fournir un description du plan tangent du schéma
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de Hilbert.
Nous ferons, tout au long de ce chapitre, régulièrement usage des préliminaires introduits
dans la section 1.2. Les notations seront celles décrites dans la section 1.1.
2.2 Le foncteur de Hilbert
Dans cette section, µ désignera un entier positif, P un polynôme de Hilbert et K ⊂ K
un corps quelconque. On notera (A,m) une K-algèbre et un anneau local noethérien d’idéal
maximal m et de corps résiduel k.
Définition 2.2.1. Etant donné B une K-algèbre et I idéal homogène de SB, I est dit saturé
si pour tous entiers k et d tels que k ≤ d, on a :
Id : Sk = Id−k
Définition 2.2.2. Soient X, Y deux schémas et f : X → Y un morphisme de schémas. On
dit que X est f -plat sur Y (ou encore que X est Y -plat) si OX est f -plat sur Y i.e pour tout
x ∈ X , OX,x est un OY,f(x) module plat (voir [46][Chap.III, p.254]).
Définition 2.2.3. Le foncteur de Hilbert de Pn associé à un polynôme de Hilbert P , noté
HilbPPn , est le foncteur contravariant de la catégorie C vers celle des ensembles qui à tout
schéma X de C associe l’ensemble des sous-familles plates Z ⊂ X ×K Pn de sous-schémas
fermés de Pn paramétrés par X et dont les fibres ont un polynôme de Hilbert constant égal à
P (Z ⊂ X ×K Pn est une sous-famille plate signifie que Z est plat sur X).
Proposition 2.2.4. Soit R = R0⊕R1⊕ ... un anneau gradué tel que R0 est un anneau local
noethérien et R une R0-algèbre de type fini engendrée par ses éléments de degré 1. Soit M
un R-module gradué de type fini et Md sa composante de degré d. Alors, M(f) est R0-plat
pour tout f ∈ R1 si et seulement si Md est un R0-module libre pour tout d 0.
Voir [31][Ex.6.11.c, p176].
Corollaire 2.2.5. Soit X = Spec(A). Alors :
HilbPPn(A) := Hilb
P
Pn(Spec(A)) = Hilb
P
Pn(X) =
{I ⊂ SA idéal homogène saturé| SAd /Id soit un A− module libre de rang P (d) ∀d 0}.
Démonstration. Ce corollaire est une conséquence directe de la proposition 2.2.4.
Définition 2.2.6. Soit B une K-algèbre. Let p ∈ Spec(B) un idéal premier de B de corps
résiduel k(p) := Bp/pBp. Soit I un idéal homogène de SB = B[x0, . . . , xn]. Considérons la
suite exacte suivante :
0 // I // B[x0, . . . , xn] // B[x0, . . . , xn]/I // 0.
En tensorisant par k(p) on obtient la suite exacte suivante :
I ⊗ k(p) // k(p)[x0, . . . , xn] // B[x0, . . . , xn]/I ⊗ k(p) // 0
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On note alors I(p) l’idéal homogène de k(p)[x0, . . . , xn] qui est égal à l’image de I ⊗ k(p)
dans k(p)[x0, . . . , xn]. On a alors :
B[x0, . . . , xn]/I ⊗ k(p) ∼ k(p)[x0, . . . , xn]/I(p).
Remarque 2.2.7. En général, I(p) n’est pas isomorphe à I ⊗ k(p) car le produit tensoriel par
k(p) n’est pas un foncteur exact à gauche, i.e l’application suivante :
I ⊗ k(p) // k(p)[x0, . . . , xn]
n’est pas injective.
Théorème 2.2.8. Etant donnés I un idéal homogène de S et d ∈ N un entier positif, on a :
dim(Id+1) ≥ dim(S1 V (t, d))
où t = dim(Id) et V (t, d) désigne l’espace vectoriel engendré par les t premiers monômes
de Sd pour l’odre lexicographique.
Les théorèmes suivants sont attribués à Gotzmann et constituent un point essentiel de la
construction du plongement du schéma de Hilbert dans la Grassmannienne :
Théorème 2.2.9 (Théorème de Persistance, voir [37] ). Soit P un polynôme de Hilbert et
a(P ) ∈ N son nombre de Gotzmann (voir [49, C.12, p.295]). Soit d ≥ a(P ) un entier.
Soit B un anneau local noethérien et I un idéal homogène de SB engendré par Id. Notons
M := SB/I l’algèbre graduée définie par I ⊂ SB. Si Mi est un B-module libre (i.e plat,
voir [83][Lem.7.51, p.55]) de rang P (i) pour i = d, d + 1, alors Mi est libre de rang P (i)
pour tout i ≥ d.
Remarque 2.2.10. En particulier, pour P = µ, le nombre de Gotzmann de P est égal à µ et
le théorème de persistance s’énonce :
Soient d ≥ µ un entier, B un anneau local noethérien et I l’idéal homogène de SB
engendré par Id. Notons M := SB/I l’algèbre graduée définie par I ⊂ SB. Si Mi est un
B-module libre de rang µ pour i = d, d+ 1, alors Mi est libre de rang µ pour tout i ≥ d.
Théorème 2.2.11 (Théorème de régularité de Gotzmann). Soient P un polynôme de Hilbert,
a(P ) ∈ N son nombre de Gotzmann et I un idéal homogène de S de polynôme de Hilbert P .
Alors, I est a(P )-régulier :
Hi(Pn, I˜(a(P )− i)) = 0
pour tout i > 0, où I˜ est le faisceau quasi-cohérent associé à I dans Pn et Hi(Pn, ) désigne
le i-éme foncteur de cohomologie (voir [46, def. p.207, chap. III]).
Voir [49, C.23, p.301].
Pour une définition précise de Hi(Pn,−), voir [46, Chap.III, §8].
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Remarque 2.2.12. Pour P = µ, le théorème de régularité s’énonce :
Soit I ⊂ S un idéal homogène de S de polynôme de Hilbert µ. Alors, I est µ-régulier :
Hi(Pn, I˜(µ− i)) = 0
pour tout i > 0, où I˜ est le faisceau quasi-cohérent associé à I dans Pn.
Corollaire 2.2.13. SoientK ⊂ K un corps quelconque et I ⊂ SK un idéal homogène saturé
de SK de polynôme de Hilbert P . Alors :
(i) I est engendré en degré ≤ a(P ),
(ii) la fonction de Hilbert de I coïncide avec P à partir du degré a(P ),
(iii) pour tout d ≥ a(P ),
I = (Id)⊕ Id : S1 ⊕ ...⊕ Id : Sd−1.
Démonstration. En utilisant la proposition 1.2.3, on remarque qu’il suffit de démontrer ce
corollaire dans le cas d’un corps algébriquement clos. Les points (i) et (ii) sont alors des
conséquences directes des théorèmes 2.2.9 et 2.2.11 et des propriétés induites par la régula-
rité (voir [49, C.21, C.22, p.300]).
(iii) s’obtient quant-à lui grâce au théorème de Macaulay sur la croissance minimale d’un
idéal homogène de SK (voir 2.2.8).
Corollaire 2.2.14. Soient K ⊂ K un corps quelconque et I ⊂ SK un idéal homogène de
SK de polynôme de Hilbert P . Soit N ≥ a(P ) tel que :
dimKSKd /Id = P (d)
pour tout d ≥ N . Alors :
Sat(I) = (IN)⊕ IN : S1 ⊕ ...⊕ IN : SN−1.
Démonstration. Il s’agit simplement d’utiliser (iii) du corollaire 2.2.13 et le théorème de
Macaulay sur la croissance minimale des idéaux homogènes de SK (2.2.8).
2.3 Représentation et description locale du foncteur de Hil-
bert de µ points
2.3.1 Recouvrement ouvert du foncteur de Hilbert de µ points
Nous allons tout d’abord généraliser le corollaire 2.2.13 au cas d’un anneau local noethé-
rien (A,m) et d’un polynôme de Hilbert constant égal à µ :
Proposition 2.3.1. Soit I ∈ HilbµPn(A) un idéal homogène saturé de SA de polynôme de
Hilbert µ. On note M := SA/I l’algèbre quotient graduée associée à I . Alors :
(i) I est engendré en degré ≤ µ,
(ii) Md est un A-module libre de rang µ pour tout d ≥ µ,
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(iii) pour tout d ≥ µ,
I = (Id)⊕ Id : SA1 ⊕ ...⊕ Id : SAd−1.
Démonstration. Considérons I(m) ⊂ S⊗K k l’idéal de Sk associé à m ⊂ A (voir définition
2.2.6). Alors, Sk/I(m) a pour polynôme de Hilbert µ. D’après les corollaires 2.2.5 et 2.2.14,
il existe un entier N tel que :
- I(m) coïncide avec son saturé à partir du degré N .
- A[x0, . . . , xn]d/Id est libre de rang µ pour tout d ≥ N .
Il existe alors une forme linéaire u ∈ S1 telle que :
k[x0, . . . , xn]d/I(m)d
∗u // k[x0, . . . , xn]d+1/I(m)d+1 (2.3.1)
est injective pour tout d ≥ N . Nous pouvons supposer sans perte de généralité que u = x0.
On déduit alors le diagramme commutatif suivant pour tout d ≥ N :
(A[x0, . . . , xn]d/Id)⊗ k ∗x0 //
'

(A[x0, . . . , xn]d+1/Id+1)⊗ k
'

k[x0, . . . , xn]d/I(m)d
∗x0 // k[x0, . . . , xn]d+1/I(m)d+1
(2.3.2)
Ainsi, par liberté, pour tout d ≥ N la multiplication par x0 :
A[x0, . . . , xn]d/Id
∗x0 // A[x0, . . . , xn]d+1/Id+1 (2.3.3)
est un isomorphisme. Comme I est saturé, la multiplication par x0 dans A[x0, . . . , xn]/I est
injective et x0 n’est donc pas un diviseur de zéro de I :
I : (x0) = I. (2.3.4)
Procédons alors par déhomogénéisation : nous allons poser x0 = 1 dans I . On notera ainsi
I l’image de I par cette déhomogénéisation. Comme x0 n’est pas un diviseur de zéro de I ,
on a :
A[x0, . . . , xn]d/Id ' A[x1, . . . , xn]≤d/I≤d, ∀d ≥ 0. (2.3.5)
Ainsi, la suite d’inclusions suivante :
A[x1, . . . , xn]≤N/I≤N ⊂ A[x1, . . . , xn]≤N+1/I≤N+1 ⊂ ... ⊂ A[x1, . . . , xn]/I
implique que A[x1, . . . , xn]/I est un A-module libre de rang µ, donc I ∈ H0(A). D’après le
corollaire 1.2.28 :
A[x1, . . . , xn]≤d/I≤d = A[x1, . . . , xn]/I
pour tout d ≥ µ et (ii) est alors démontré.
De plus, grâce au théorème 1.2.30, on a :
I = (I≤d)
pour tout d ≥ µ. Cela démontre (i) en utilisant (2.3.5).
(iii) se déduit alors de (i) et du fait que I est par définition saturé.
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Remarque 2.3.2. La proposition 2.3.1 se généralise facilement en :
Soient uneK-algèbre B de type fini (non nécessairement locale) et I ∈ HilbµPn(B) un idéal.
Notons M le module gradué SB/I , on a alors :
(i) I est engendré en degré µ,
(ii) M˜d est localement libre de rang µ sur Spec(B) pour tout d ≥ µ,
(iii) pour tout d ≥ µ,
I = (Id)⊕ Id : SB1 ⊕ ...⊕ Id : SBd−1.
En outre, grâce au corollaire 1.2.28 le point (ii) peut être améliorer en :
(ii) M˜d est localement libre de rang µ sur Spec(B) pour tout d ≥ µ− 1.
Remarque 2.3.3. Grâce au corollaire 2.2.5 et à la proposition 2.3.1, on déduit la propriété
suivante :
Etant donnée une K-algèbre B de type fini (non nécessairement locale), on a :
HilbµPn(Spec(A)) =
{I ⊂ SB idéal homogène saturé| S˜Bd /Id est localement libre de rang µ sur Spec(B), ∀d ≥ µ}.
Proposition 2.3.4. Soient X = spec(B) un schéma dans C et Z = Proj(B[x0, . . . , xn]/I)
un élément de HilbµPn(X), u ∈ S1 une forme linéaire et Zu l’ouvert de Z associé à u en tant
qu’élément de H0(Z,OZ(1)) (voir [39][(0.5.5.2), p.53]). Soit pi le morphisme naturel de Z
vers X et p ∈ Spec(B) un idéal premier de B et k(p) := Bp/pBp son corps résiduel. Alors,
pi∗(OZu)p est unOX,p-module libre de rang µ si et seulement si u n’annule aucun point défini
par I(p) = I(p) ⊗k(p) k(p) dans Pnk(p) (voir définition 1.2.2 et 2.2.6), où k(p) est la clôture
algébrique de k(p).
Démonstration. Par changement de variables dans K[x0, . . . , xn], on peut supposer sans
perte de généralité que u = x0. En localisant on peut de plus se ramener au cas d’un an-
neau local noethérien (A,m) et d’un point p ∈ Spec(A) égal à l’idéal maximal m. On
notera k := A/m le corps résiduel de A.
Soit I ⊂ A[x1, . . . , xn] la déhomogénéisation de I par rapport à x0 (on pose x0 = 1). On a
alors I(m) = I(m) (voir définition 2.2.6) ainsi que les égalités suivantes :
(A[x0, . . . , xn]/I)⊗A k = k[x0, . . . , xn]/I(m)
(A[x1, . . . , xn]/I)⊗A k = k[x1, . . . , xn]/I(m).
On remarque dès lors que le polynôme de Hilbert de I(m) est constant égal à µ.
On sait d’autre part que Zx0 = D+(x0) (voir [40, Prop. (2.6.3), p.37]) et que Z|D+(x0) =
Spec(A[x1, . . . , xn]/I). Ainsi, pi∗(OZ |D+(x0)) est le faisceau de OX-modules associé au A-
module A[x1, . . . , xn]/I sur Spec(A). Ainsi, pi∗(OZx0 )m est un OX,m-module libre de rang
µ si et seulement si A[x1, . . . , xn]/I est libre de rang µ.
Supposons premièrement que x0 n’annule aucun des points définis par I(m) dans Pnk (voir
définition 1.2.2). D’après la proposition 1.2.5, x0 n’est pas un diviseur de zéro du saturé de
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I(m). Or d’après le corollaire 2.2.14, il existe un entier N ≥ µ tel que I(m) coïncide avec
son saturé à partir du degré N . Ainsi, pour tout d ≥ N :
k[x0, . . . , xn]d/I(m)d
x0 // k[x0, . . . , xn]d+1/I(m)d+1 (2.3.6)
est un isomorphisme. Or, d’après la proposition 2.3.1, les A-modules A[x0, . . . , xn]d/Id sont
libres de rang µ pour tout d ≥ µ. Ainsi, par liberté, pour tout d ≥ N ≥ µ la multiplication
par x0 :
A[x0, . . . , xn]d/Id
x0 // A[x0, . . . , xn]d+1/Id+1 (2.3.7)
est un isomorphisme. Les morphismes naturels suivants :
A[x0, . . . , xn]d/Id // A[x1, . . . , xn]d+1/I≤d+1 (2.3.8)
sont donc des isomorphismes pour tout d ≥ N . Les A-modules A[x1, . . . , xn]d+1/I≤d sont
donc libres de rang µ pour tout d ≥ N . La chaine d’inclusion suivante :
A[x1, . . . , xn]≤N/I≤N ⊂ A[x1, . . . , xn]≤N+1/I≤N+1 ⊂ ... ⊂ A[x1, . . . , xn]/I
permet de conclure que A[x1, . . . , xn]/I est libre de rang µ.
Réciproquement, supposons désormais que A[x1, . . . , xn]/I est un A-module libre de
rang µ. Alors, A[x1, . . . , xn]/I ⊗ k = k[x1, . . . , xn]/I(m) est de dimension µ et d’après
le corollaire 1.2.28 :
k[x1, . . . , xn]≤µ/I(m)≤µ = k[x1, . . . , xn]/I(m).
Ainsi, pour tout d ≥ µ, les inclusions naturelles :
k[x1, . . . , xn]≤d/I(m)≤d
i // k[x1, . . . , xn]≤d+1/I(m)≤d+1 (2.3.9)
sont des isomorphismes. Comme I(m) = I(m), cela implique que les multiplications par
x0 :
k[x0, . . . , xn]d/I(m)d
∗x0 // k[x0, . . . , xn]d+1/I(m)d+1 (2.3.10)
sont des isomorphismes pour tout d ≥ µ. Cela implique enfin que x0 n’annule aucun point
défini par I(m) dans Pn
k
.
Définition 2.3.5. Soit u ∈ S1 une forme linéaire. On définit alors Hu comme le sous-
foncteur de HilbµPn qui, à tout schéma X dans C, associe l’ensemble Hu(X) des sous-
familles plates Z ⊂ X × Pn de sous-schémas fermés de Pn paramétrés par X dont les
fibres ont un polynôme de Hilbert égal à µ et tels que pi∗(OZu) soit un faisceau localement
libre de rang µ sur X , où pi est le morphisme naturel de Z dans X et Zu est l’ouvert associé
à u en tant qu’élément de H0(Z,OZ(1)) (voir [39, (0.5.5.2) p.53]).
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Remarque 2.3.6. Etant donnés une forme linéaire u ∈ S1 et une K-algèbre de type fini B,
on remarque que :
Hu(B) = {I ⊂ SB ∈ HilbµPn(B)| I : u = I}.
Voir remarque 2.3.3 pour l’identification de HilbµPn(Spec(B)) avec :
{I ⊂ SB idéal homogène saturé| S˜Bd /Id est localement libre de rang µ sur Spec(B), ∀d ≥ µ}.
Proposition 2.3.7. La famille de sous-foncteurs (Hu)u∈K[x0,...,xn]1 consiste en un recouvre-
ment ouvert de sous-foncteurs de HilbµPn (voir définition 1.2.35).
Démonstration. Montrons tout d’abord que Hu consiste en un sous-foncteur ouvert de Hilb
µ
Pn .
Nous remarquons alors que, par construction, les foncteurs Hu et Hilb
µ
Pn sont des faisceaux
(voir définition 1.2.34). Ainsi, d’après la proposition 1.2.37, il suffit de considérer des sché-
mas affines X = Spec(B) de type fini sur K (où B est une K-algèbre de type fini) et prou-
ver qu’étant donnée une transformation naturelle du foncteur Hom(−, X) vers le foncteur
HilbµPn (i.e étant donné un élément Z ∈ HilbµPn(X)) le foncteur :
G := Hom(−, X)×HilbµPn Hu
restreint à la catégorie Ca de type fini sur K est représenté par un sous-schéma ouvert de X .
SoientX ′ = Spec(B′) un schéma affine de type fini surK et f un morphisme deK-algèbres
de B vers B′. Soient φ le morphisme de schémas de X ′ vers X associé à f , Z un élément
de HilbµPn(X) et I l’idéal homogène saturé de B[x0, . . . , xn] qui lui est associé. Notons Z
′
l’élément de HilbµPn(X
′) donné par (φ×IdPn)∗(Z) et I ′ l’idéal homogène deB′[x0, . . . , xn]
associé à l’algèbre quotient (B[x0, . . . , xn]/I)⊗B B′ (i.e associé à Z ′).
Par changement de coordonnées dans K[x0, . . . , xn], on peut supposer que u = x0. Alors,
Z ′x0 = (φ× IdPn)∗(Zx0) est égal à Spec(B′[x1, . . . , xn]/I ′) (où I ′ désigne la déhomogénéi-
sation de I ′).
On doit alors prouver que pour tout B′ et f , le faisceau de modules sur Spec(B′) associé au
B′-module B′[x1, . . . , xn]/I ′ est localement libre de rang µ si et seulement si le morphisme :
φ : Spec(B′)→ Spec(B)
se factorise à travers un sous-schéma ouvert Ωx0 de Spec(B).
Soit q un idéal premier de B′ et p son image dans Spec(B). D’après la proposition 2.3.4,
B′q[x1, . . . , xn]/I
′
q est libre de rang µ si et seulement si x0 n’annule aucun point défini par
I ′(q) = I ′(q)⊗k′(q) k′(q) dans Pnk′(q) (voir définition 2.2.6). Remarquons alors que :
I ′(q) = I(p)⊗k(p) k′(q).
Ainsi, d’après la proposition 1.2.6, les points définis par I ′(q) sont les mêmes que ceux
définis par I(p) = I(p)⊗k(p) k(p) dans Pnk(p) en utilisant les inclusions de corps naturelles :
k(p) i //

k′(q)

k(p) i // k′(q)
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On déduit alors que x0 n’annule aucun point défini par I ′(q) si et seulement si x0 ne
s’annule pas aux points définis par I(p). De manière équivalente : A′q[x1, . . . , xn]/I
′
q est
libre de rang µ si et seulement si Bp[x1, . . . , xn]/Ip est libre de rang µ (avec p = φ(q) =
f−1(q)). Ainsi, B′[x1, . . . , xn]/I ′ est libre de rang µ si et seulement si φ se factorise à
travers l’ensemble Ωx0 ⊂ Spec(B) formé des idéaux premiers p ∈ Spec(B) tels que
Bp[x1, . . . , xn]/Ip est libre de rang µ i.e Ip ∈ H0(Bp). D’après le théorème 1.2.30 et le
corollaire 1.2.28, on a alors :
Ωx0 = {p ∈ Spec(B)| Bp[x1, . . . , xn]≤d/Ip≤d = Bp[x1, . . . , xn]≤d+1/Ip≤d+1
et Bp[x1, . . . , xn]≤d/Ip≤d est libre de rang µ}.
Posons :
Ω1 = {p ∈ Spec(B)| Bp[x1, . . . , xn]≤d/Ip≤d est libre de rang µ},
Ω2 = {p ∈ Spec(B)| Bp[x1, . . . , xn]≤d+1/Ip≤d+1 est libre de rang µ},
Ω3 = {p ∈ Spec(B)| Bp[x1, . . . , xn]≤d/Ip≤d = Bp[x1, . . . , xn]≤d+1/Ip≤d+1}.
On a alors :
Ωx0 = Ω1 ∩ Ω2 ∩ Ω3.
On prouve alors, en utilisant le fait que Bp[x1, . . . , xn]≤d/Ip≤d est un B-module de type fini
(resp. Bp[x1, . . . , xn]≤d+1/Ip≤d+1 est de type fini) et que B est noethérien, que Ω1 (resp.
Ω2) est un ouvert de Spec(B). En effet, il s’agit d’un point de vue schématique de montrer
qu’étant donné un faisceau cohérentF sur Spec(B), avecB noethérien (voir [39, Thm.1.5.1,
p.92] et [39, 5.3.1, p.47]), l’ensemble des idéaux premiers p ∈ Spec(B) tels que Fp est libre
de rang µ est un ouvert de Spec(B).
En ce qui concerne Ω3, considérons K le B-module de type fini égal au conoyau de l’inclu-
sion suivante :
0 −→ Bp[x1, . . . , xn]≤d/Ip≤d −→ Bp[x1, . . . , xn]≤d+1/Ip≤d+1 −→ K −→ 0.
Soit K le faisceau cohérent associé à K sur Spec(B). Alors, Ω3 est égal à l’ensemble des
idéaux premiers p ∈ Spec(B) tels que Kp est nul. Ω3 est donc lui aussi un ouvert de
Spec(B) en vertu du point précédent.
On a donc montré que Ωx0 est un ouvert de Spec(B) et que Hx0 est un sous-foncteur ouvert
de HilbµPn .
Il reste à montrer que (Hu)u∈S1 est un recouvrement (fonctoriel) de Hilb
µ
Pn . D’après la
définition 1.2.35, il s’agit de montrer que (Ωu)u∈S1 est un recouvrement (ensembliste) de
Spec(B). Soit p un idéal de Spec(B). Considérons les points de Pn
k(p)
définis par I(p). On
peut alors trouver une forme linéaire u ∈ S1 qui ne s’annule en aucun de ces points. D’après
la proposition 2.3.4, p appartient à Ωu. La famille (Ωu)u∈S1 constitue donc un recouvrement
de Spec(B) et la famille de sous-foncteurs ouverts (Hu)u∈S1 est un recouvrement ouvert de
HilbµPn .
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2.3.2 Représentation du foncteur de Hilbert de µ points
Nous allons maintenant prouver que HilbµPn est représentable.
Définition 2.3.8. Soit B une famille de µ monômes de degré d ≥ µ dansK[x0, . . . , xn]. Soit
HBx0 le sous-foncteur de Hx0 qui à tout schéma X dans C associe l’ensemble HBx0(X) des
sous-familles Z ⊂ X × Pn de sous-schémas fermés Y paramétrés par X dont les fibres ont
un polynôme de Hilbert égal à µ et tels que pi∗(OZx0 ) est un faisceau libre sur X de base
B := B/xd0 ⊂ H0(Z,OZx0 ).
Remarque 2.3.9. Etant données une famille B ∈ Bµd de µ monômes et uneK-algèbre de type
fini A, on remarque que :
HBx0(A) = {I ⊂ SA ∈ HilbµPn(A)| I : x0 = I et B est une base du A-module libre SAd /Id}.
Voir remarque 2.3.6 pour l’identification de Hx0(A) avec :
{I ⊂ SA ∈ HilbµPn(A)| I : x0 = I}.
Lemme 2.3.10. Soit d ≥ µ un entier. Soit Bd (voir définition 1.2.20) l’ensemble des familles
B de µ monômes de degré d dans S telles que B connexe à 1 dans K[x1, . . . , xn] = R.
Alors, la famille de foncteurs contravariants (HBx0)B∈Bd consiste en un recouvrement ouvert
de sous-foncteurs représentables de Hx0 .
Démonstration. La démonstration du fait que (HBx0)B∈Bd consiste en un recouvrement ou-
vert de sous-foncteurs de Hx0 se calque sur celle de la proposition 2.3.7 en utilisant les points
suivants :
Soit A une K-algèbre de type fini et I ⊂ A[x0, ..., xn] un idéal. Si A[x1, ..., xn]/I est
localement libre de rang µ alors :
(i) l’ensemble des idéaux premiers p ∈ Spec(A) tels que Ap[x1, ..., xn]/Ip soit un Ap-
module libre de base B est un ouvert de Spec(A).
(ii) pour tout idéal premier p ∈ Spec(A), le Ap-module libre Ap[x1, ..., xn]/Ip admet une
base qui est une famille de µ monômes connexe à 1.
Il reste à montrer que HBx0 est représentable pour tout B ∈ Bµd . D’après la proposition
1.2.38, on peut se ramener au cas de schémas affines de type fini sur K. Etant donnés d un
entier, A une K-algèbre de type fini et B une famille de µ monômes de degré d tel que B est
connexe à 1, le morphisme suivant (voir (1.2.3)) :
ψ : HBx0(A) −→ HB0 (A)
I −→ I (2.3.11)
est une bijection dont l’inverse consiste en l’homogénéisation par rapport à x0. ψ définit
alors un isomorphisme de foncteurs entre HBx0 et H
B
0 dans Ca. Or, d’après 1.2.26, HB0 est
représenté (dans Ca) par Spec(K[(zα,β)α∈δB,β∈B]/R) oùR désigne les relations de commu-
tation (1.2.4). Enfin, d’après la proposition 1.2.38, HBx0 est un foncteur représentable (dans
C) et est représenté par Spec(K[(zα,β)α∈δB,β∈B]/R).
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Remarque 2.3.11. Etant donné u ∈ S1, le sous-foncteur ouvert Hu est donc représentable
(voir proposition 1.2.36). On notera Hu le schéma qui représente ce foncteur. La famille
(Hu)u∈S1 constitue donc un recouvrement ouvert du schéma de Hilbert HilbµPn , dont on
montre l’existence dans le théorème suivant.
De même, pour toute famille B ∈ Bµd , le sous-foncteur ouvert deHx0 associé à B, notéHBx0 ,
est représentable. On noteraHBx0 le schéma qui le représente. La famille (HBx0)B∈Bµd constitue
donc un recouvrement ouvert du schémaHx0 .
Théorème 2.3.12. Le foncteur de Hilbert HilbµPn de la catégorie C vers celle des ensembles
est représentable. On notera HilbµPn et on appellera schéma de Hilbert, l’élément de C qui
le représente.
Démonstration. D’après le lemme 2.3.10 et la proposition 1.2.36, Hx0 est un foncteur re-
présentable (dans C). Plus généralement, par changements de variables génériques dans
K[x0, . . . , xn], Hu est un foncteur représentable (dans C) pour tout u ∈ K[x0, . . . , xn]1.
Enfin, d’après les propositions 2.3.7 et 1.2.36, HilbµPn est représentable (dans C).
2.4 Description globale du foncteur de Hilbert de µ points
2.4.1 Le plongement dans la Grassmannienne
Les résultats présentés ici sont des conséquences du théorème de persistance de Gotzmann
[37]. On peut aussi les retrouver dans [49][Appendix C].
Proposition 2.4.1. Soit d ≥ µ un entier, on définit Wd comme étant le sous-foncteur de
GrµSd ×GrµSd+1 qui à tout schéma affine X = Spec(A) ∈ Ca associe :
Wd(X) = {(SAd /Id, SAd+1/Id+1) ∈ GrµSd(X)×GrµSd+1(X)| S1.Id = Id+1}
= {(SAd /Id, SAd+1/Id+1) ∈ GrµSd(X)×GrµSd+1(X)| S1.Id ⊂ Id+1}.
Démonstration. Premièrement, étant donné (SAd /Id, S
A
d+1/Id+1) ∈ GrµSd(X)×GrµSd+1(X),
l’implication :
S1.Id ⊂ Id+1 ⇒ S1.Id = Id+1
s’obtient grâce au lemme de Nakayama et au théorème de Macaulay sur la croissance mini-
male d’un idéal homogène de SK (voir 2.2.8).
Deuxièmement, l’existence du sous-foncteur Wd s’obtient grâce au fait que Gr
µ
Sd
×GrµSd+1
est un faisceau (voir définition 1.2.34) et que les ouverts affines constituent une base de la
topologie de tout schéma Y ∈ C.
Proposition 2.4.2. Soit d ≥ µ un entier, on définit Gd comme étant le sous-foncteur de GrµSd
qui à tout schéma affine X = Spec(A) ∈ Ca associe :
Gd(X) = {(SAd /Id) ∈ GrµSd(X)| SAd+1/S1.Id ∈ GrµSd+1(X)}
= {(SAd /Id) ∈ GrµSd(X)|∃Id+1, T1.SAd ⊂ Id+1 et SAd+1/Id+1 ∈ GrµSd+1(X)}.
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Démonstration. Les arguments sont les mêmes que ceux de la preuve de la proposition pré-
cédente 2.4.1.
Proposition 2.4.3. Etant donné un entier d ≥ µ, alors HilbµPn est en bijection avec le sous-
foncteur Wd de Gr
µ
Sd
×GrµSd+1 .
Démonstration. D’après le théorème de Persistance 2.2.9 et la remarque 2.3.2, étant donnés
un schéma X = Spec(A) ∈ Ca et un entier d ≥ µ, HilbµPn(X) est en bijection avec
Wd(A) ⊂ GrµSd(X) ×GrµSd+1(X). Les foncteurs qui interviennent ici étant des faisceaux
(voir définition 1.2.34) et les ouverts affines constituant une base de la topologie de n’importe
quel schéma Y ∈ C, cette bijection induit un isomorphisme de foncteurs entre HilbµPn et Wd
dans C pour tout entier d ≥ µ.
Proposition 2.4.4. Etant donné un entier d ≥ µ, alors HilbµPn est en bijection avec le sous-
foncteur Gd de Gr
µ
Sd
.
Démonstration. D’après le théorème de Persistance 2.2.9 et la remarque 2.3.2, étant donnés
un schéma X = Spec(A) ∈ Ca et un entier d ≥ µ, HilbµPn(X) est en bijection avec
Wd(A) ⊂ GrµSd(X)×GrµSd+1(X). On conclut alors comme précédemment.
Remarque 2.4.5. Soit X = Spec(A) ∈ Ca et d ≥ µ un entier, notons que la bijection
introduite dans la preuve de la proposition 2.4.3 est la suivante :
Wd(X) −→ HilbµPn(X)
(Id, Id+1) 7→ [Id]
avec [Id] = (Id) + (Id : S1) + (Id : S2) + . . .+ (Id : Sd−1) ⊂ SA.
De la même manière, la bijection introduite dans la preuve de la proposition 2.4.4 est la
suivante :
Gd(X) −→ HilbµPn(X) (2.4.1)
Id 7→ [Id].
Remarque 2.4.6. Notons enfin que les isomorphismes de foncteurs précédents induisent le
diagramme commutatif suivant pour tout d ≥ µ :
HilbµPn
ψ //
φ
&&
Wd ⊂ GrµSd ×GrµSd+1
pi
uu
Gd ⊂ GrµSd
(2.4.2)
où φ et ψ sont des isomorphismes naturels et pi est la projection sur la première Grassman-
nienne GrµSd . Ainsi, on déduit que pi est aussi un isomorphisme et que Gd est exactement la
projection de Wd sur Gr
µ
Sd
.
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2.4.2 Equations globales deHilbµ(Pn) comme sous variété d’un produit
de deux Grassmanniennes
Dans cette section d désignera un entier supérieur ou égal à µ. D’après la proposition
2.4.3, le foncteur de Hilbert HilbµPn est isomorphe au sous-foncteur Wd du produit Gr
µ
Sd
×
GrµSd+1 . Nous allons montrer dans cette section que Wd est représenté par un sous-schéma
fermé noté Wd de :
Grµ(Sd)×K Grµ(Sd+1) = Proj(K[∧µSd]/#d)×K Proj(K[∧µSd+1]/#d+1)
= Proj(K[∧µSd ⊗ ∧µSd+1]/(#d,#d+1))
où (#k) ⊂ S2(∧µSk) ⊂ K[∧µSk] désigne les relations de Plücker associées à la famille des
monômes de degré k (en tant que base de Sk, voir (1.2.11) et théorème 1.2.41). Nous four-
nirons ainsi les équations de ce sous-schéma fermé dans K[∧µSd ⊗ ∧µSd+1]. Nous allons
pour cela nous concentrer sur l’étude de Wd(X) avec X ∈ C est un K-schéma de type fini.
Ces résultats correspondent à la version schématique de [3][Thm.3.10, p.20] en collaboration
avec M.E. Alonso et B.Mourrain.
Définition 2.4.7. Pour tout entier k ≥ 0 et toute famille (q1, ..., qµ) de polynômes homogènes
de degré k, on définit Xkq1,...,qµ ∈ ∧µSk de la manière suivante :
Xkq1,...,qµ := q1 ∧ ... ∧ qµ.
Nous appellerons coordonnées de Plücker de Grµ(Sk) dans ∧µSk ⊂ S(∧µSk) = K[∧µSk] la
famille (Xkxα1 ,...,xαµ )xα1<...<xαµ (que l’on notera aussi plus simplement (Xkα1,...,αµ)α1<...<αµ)
pour un ordre monomial < fixé.
Remarque 2.4.8. Pour tout k ≥ 0, la K-algèbre graduée S(∧µSk) = K[∧µSk] est alors
isomorphe à l’algèbre polynomiale graduée K[(Xkα1,...,αµ)α1<...<αµ ].
Soit ∆ ∈ GrµSd(X) un faisceau d’OX-modules localement libre de rang µ :
g := Sd ⊗K OX −→ ∆ −→ 0.
Soit L le faisceau inversible (voir [39, 5.4.1, p.48]) défini par :
L := ∧µ∆ (2.4.3)
sur X , on a alors :
φ := ∧µSd ⊗OX −→ L −→ 0.
Dans toute la suite, on notera SXd le faisceau de OX-module définit par :
Sd ⊗K OX . (2.4.4)
Etant donnée une famille B = (q1, ..., qµ) ⊂ Sd de µ polynômes homogènes de degré d,
on notera ∆q1,...,qµ ∈ H0(X,L) l’image par φ de q1 ∧ ... ∧ qµ ∈ H0(X,∧µSd) :
∆B = ∆q1,...,qµ = φ(q1 ∧ ... ∧ qµ) ∈ H0(X,L). (2.4.5)
46
Considérons en particulier la famille de sections globales (∆xα1 ,...,xαµ )α1<...<αµ (que l’on
notera aussi (∆α1,...,αµ)α1<...<αµ) pour un ordre monomial< fixé. D’après le théorème 1.2.41,
elles satisfont les relations (1.2.10) :∑
λ=1,...,n+1
(−1)λ∆α1,...,αµ−1,βλ ⊗∆β1,...,βˆλ,...,βµ+1 = 0
dans H0(X,L⊗2).
Remarque 2.4.9. Dans le cas où X = Spec(A) ∈ Ca, avec la catégorie des faisceaux
d’OX-modules quasi-cohérents étant équivalente à celle des A-modules, on considèrera ∆ ∈
GrµSd(X) comme un A-module localement libre de rang µ. ∆ sera donc de la forme :
∆ = SAd /Id
où Id ⊂ SAd est un A-module. On notera alors :
Ker∆ := Id.
Remarque 2.4.10. Intéressons nous au cas d’un schéma affine X = Spec(A) avec (A,m)
un anneau local noethérien et une K-algèbre (cela revient à regarder localement en un point
p de X ∈ C). Dans ce cas, la catégorie des faisceaux quasi-cohérents d’OX-modules étant
équivalente à celle des A-modules, on peut écrire :
GrµSd(X) = {∆ = SAd /Id| ∆ est un A−module libre de rang µ}.
Ainsi avec les notations précédentes, L est isomorphe à OX et H0(X,L) ' A. Ainsi, étant
donnée une famille B = (q1, ..., qµ) ⊂ SAd de µ polynômes homogènes de degré d, les
sections globales (∆q1,...,qµ) s’identifient à des éléments de l’anneau localA (modulo le choix
d’une base pour ∆). On peut alors les calculer de deux manières différentes :
(i) soit (e1, ..., eµ) une base de ∆ en tant que A-module libre de rang µ. e1 ∧ ... ∧ eµ est
donc une base de ∧µ∆ en tant que A-module libre de rang 1. Etant donnée une famille
B = (q1, ..., qµ) ⊂ SAd de µ polynômes homogènes de degré d, la section globales
∆q1,...,qµ ∈ A s’obtient alors en écrivant dans ∧µ∆ ' A :
q1 ∧ · · · ∧ qµ = ∆q1,...,qµ .e1 ∧ · · · ∧ eµ.
(ii) On peut aussi considérer une base (δ1, . . . , δµ) ⊂ (SAd )∗ du dual ∆∗ := HomA(∆, A)
(qui est aussi unA-module libre de rang µ). Etant donnée une familleB = (q1, ..., qµ) ⊂
SAd de µ polynômes homogènes de degré d, la section globale ∆q1,...,qµ ∈ A s’obtient
alors de la manière suivante :
∆q1,...,qµ =
∣∣∣∣∣∣∣
δ1(q1) · · · δ1(qµ)
...
...
δµ(q1) · · · δµ(qµ)
∣∣∣∣∣∣∣ .
Dans la suite X ∈ C désigne un K schéma de type fini.
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Lemme 2.4.11. Soient ∆ un élément GrµSd(X) et B = (b1, . . . , bµ) ⊂ Sd une famille de
polynômes homogènes de degré d. Alors on a les relations suivantes pour tout a ∈ Sd :
∆B ⊗OX a−
µ∑
i=1
∆B[bi|a] ⊗OX bi = 0 dans H0(X,L ⊗OX Sd), (2.4.6)
où B[bi|a] = (b1, . . . , bi−1, a, bi+1, . . . , bµ) (L étant défini par (2.4.3)).
Démonstration. Il s’agit tout d’abord de remarquer que la question est locale sur X . On
peut donc supposer que X = SpecA où A est une K-algèbre locale noethérienne et que
nous sommes donc dans les conditions de la remarque 2.4.10. Nous allons alors utiliser la
description (ii) de cette remarque. Soit (δ1, . . . , δµ) ⊂ SAd∗ une base du dual ∆∗ (qui est
un A-module libre de rang µ). Les relations (2.4.6) sont alors des conséquences directes de
propriétés élémentaires sur le déterminant. En effet, considérons la matrice suivante :
M :=

δ1(a) δ1(b1) · · · δ1(bµ)
...
...
δµ(a) δµ(b1) · · · δµ(bµ)
1 1 · · · 1

et développons son déterminant par rapport à la dernière ligne. On a alors la relation sui-
vante :
M

∆B
∆B[b1|a]
...
∆B[bµ|a]
 =

0
0
...
det(M)
 .
On conclut alors que δk(∆B a−
∑µ
i=1 ∆B[bi|a] bi) = 0 pour tout 1 ≤ k ≤ µ. Cela prouve que
∆B a−
∑µ
i=1 ∆B[bi|a] bi = 0 dans le quotient ∆.
Lemme 2.4.12. [3][Thm.3.10, p.20] Soit d ≥ µ un entier et (∆,∆′) un couple d’éléments
de GrµSd(X)×GrµSd+1(X). Alors, (∆,∆′) appartient à Wd(X) si et seulement si les relation
suivantes :
∆B ⊗∆′B′,xka −
∑
b∈B
∆B[b|a] ⊗∆
′
B′,xkb = 0, (2.4.7)
sont vérifiées dans H0(X,L⊗OX L′) (avec les notations (2.4.5) et (2.4.3)), pour toute famille
B (resp. B′) de µ (resp. µ − 1) monômes de degré d (resp. d + 1), tout monôme a ∈ Sd et
pour tout 0 ≤ k ≤ n (où B′ , xka désigne la famille (b′1, . . . , b′µ−1, xka)).
Démonstration. La question est à nouveau locale sur X . On peut donc se ramener au cas où
X = Spec(A) avec A noethérien local.
On sait alors, d’après la proposition 2.4.1, que (∆,∆′) appartient à Wd(A) si et seulement
si S1. ker ∆ ⊂ ker ∆′ . Il s’agit donc de prouver que les relations (2.4.7) sont équivalentes à
cette inclusion.
Supposons tout d’abord que (∆,∆′) satisfait les relations (2.4.7). On va alors montrer que S1·
ker ∆ ⊂ ker ∆′ . SoientB une base de ∆ en tant queA-module libre de rang µ (ainsi ∆B 6∈ m
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est inversible) et p un élément de ker ∆. Par linéarité, les relations (2.4.7) impliquent que
∆
′
B′,xkp = 0 pour tout k = 0, . . . , n et toute famille B
′ de µ−1 monômes de degré d+1 (car
∆B[b|p] = 0). Ainsi, grâce au lemme 2.4.11, xk · p appartient à ker ∆′ pour tout p ∈ ker ∆ et
tout k = 0, .., n. On a donc S1 · ker ∆ ⊂ ker ∆′ .
Réciproquement, supposons que (∆,∆′) vérifie :
S1. ker ∆ ⊂ ker ∆′ .
Prouvons alors que les relations (2.4.7) sont satisfaites. Ceci est en fait une conséquence
directe du lemme 2.4.11 : pour toute famille B := (bi)i de µ monômes dans SAd et tout
polynôme a ∈ SAd , on a la relation suivante :
a∆B =
∑
i
∆B[bi|a] bi
dans le quotient ∆. Comme S1. ker ∆ ⊂ ker ∆′ , on a aussi :
a xk ∆B =
∑
i
∆B[bi|a] bi xk
dans ∆′ pour tout 0 ≤ k ≤ n.
Ainsi par linéarité, pour toute famille B′ de µ− 1 monômes, on a les relations suivantes :
∆B ∆
′
B′,xka = ∆
′
B′,xk ∆Ba =
∑
b∈B
∆B[b|a] ∆
′
B′,xkb
qui sont exactement les relations (2.4.7) dans le cas local.
Théorème 2.4.13. Le foncteur Wd est représenté par le sous-schéma fermé de Grµ(Sd)×K
Grµ(Sd+1) = Proj(K[∧µSd ⊗ ∧µSd+1]/(#d,#d+1)) définit par les relations :
XdB ⊗ Xd+1B′,xka −
∑
b∈B
XdB[b|a] ⊗ Xd+1B′,xkb = 0,
dans K[∧µSd ⊗ ∧µSd+1]/(#d,#d+1), pour toute famille B (resp. B′) de µ (resp. µ − 1)
monômes de degré d (resp. d + 1), tout monôme a ∈ Sd et pour tout 0 ≤ k ≤ n (où B′ , xka
désigne la famille (b
′
1, . . . , b
′
µ−1, xka)).
Démonstration. Le théorème est une conséquence directe du lemme 2.4.12.
2.4.3 Equations globales deHilbµ(Pn) comme sous variété d’une Grass-
mannienne
Dans cette section, fixons à nouveau un entier d ≥ µ. D’après la proposition 2.4.4, le
foncteur de Hilbert HilbµPn est isomorphe au sous-foncteur Gd du foncteur Gr
µ
Sd
. Nous
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allons montrer dans cette section que Gd est représenté par un sous-schéma fermé noté Gd
de :
Grµ(Sd) = Proj(K[∧µSd]/#d))
où (#d) ⊂ S2(∧µSd) ⊂ K[∧µSd] désigne les relations de Plücker associées à la famille des
monômes de degré d (en tant que base de Sd, voir relations (1.2.11) et théorème 1.2.41).
Nous fournirons ainsi les équations de ce sous-schéma fermé dans K[∧µSd]. Nous allons
pour cela nous concentrer sur l’étude de Gd(X) avec X ∈ C un K-schéma de type fini. Les
résultats qui sont ici présentés, notamment les théorèmes 2.4.20 et 2.4.21, correspondent au
papier en collaboration avec M.E. Alonso et B. Mourrain : [3][Thm.3.16, p.25 et Thm.3.17,
p.27].
Les notations seront les mêmes que celles introduites dans la section 2.4.2. Soit en outre
∆ ∈ GrµSd(X), u = u0 x0 + · · · + un xn ∈ S1 une forme linéaire et B = (b1, ..., bµ) une
famille de µ monômes dans Sd−1, on considère alors la section globale ∆u.B ∈ H0(X,L)
(où L := ∧µ∆ sur X) que l’on cherche à écrire comme un “polynôme” en u. En effet, par
multilinéarité il est possible d’écrire ∆u.B comme un “polynôme” en u dont les coefficients
dépendent linéairement de sections de la forme ∆F ∈ H0(X,L) où F est une famille de µ
monômes de degrés d. On pose ainsi :
∆u·B =
∑
I∈{0,...,n}µ
u(I)∆I·B, (2.4.8)
où ∆I·B = ∆xI1b1,...,xIµbµ et (I) ∈ Nn+1 et l’unique multi-indice qui vérifie u(I) = uI1 · · ·uIµ
pour tout I ∈ {0, . . . , n}µ. Dans ce contexte, on écrira également Ii pour désigner Ibi et plus
généralement Ib pour tout b ∈ B.
Désormais, étant données deux familles B et B′ de monômes de degré d− 1, on a :
∆u·B ⊗∆u·B′ =
∑
K∈Nn+1,|K|=2µ
uK ⊗
∑
I,J∈{0,...,n}µ, (I)+(J )=K
∆I·B ∆J ·B.
Remarque 2.4.14. En toute rigueur, pour pouvoir considérer ∆u.B comme un polynôme en
u, il faut introduire la A-algèbre graduée :
Γ(X,∆) :=
⊕
k
H0(X,L⊗k).
∆u.B est alors un polynôme en u à coefficients dans Γ(X,∆)1 et ∆u·B⊗∆u·B′ un polynôme
en u à coefficients dans Γ(X,∆)2.
Proposition 2.4.15. Soit ∆ ∈ Gd(X) ⊂ GrµSd(X). Alors, pour toute famille B de µ mo-
nômes de degré d − 1, pour tout K ∈ Nn+1 avec |K| = 2µ, pour tout b, b′′ ∈ B et tout
0 ≤ i < j ≤ n, on a les relations suivantes dans H0(X,L⊗2) :∑
(I)+(J )=K
∑
b′∈B
(∆I·B[xIb′ b
′|xib] ⊗∆J ·B[xJb′′ b′′|xjb′] −∆I·B[xIb′ b′|xjb] ⊗∆J ·B[xJb′′ b′′|xib′]) = 0.
(2.4.9)
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Démonstration. Remarquons d’abord (en utilisant les notations (2.4.8)) que les termes qui
apparaissent dans les relations (2.4.9) sont exactement les coefficients du polynôme en u :∑
b′∈B
(∆u·B [ub′|xib] ⊗∆u·B [ub′′|xjb′] −∆u·B [ub′|xjb] ⊗∆u·B [ub′′|xib′]) ∈ Γ(X,∆)[u]. (2.4.10)
Il s’agit alors de montrer que ce polynôme est nul. Or, d’après la proposition 1.2.1, cela
équivaut à ce qu’il s’annule pour des valeurs génériques de u dans S1. Il s’agit donc de
montrer que les section globales :∑
b′∈B
(∆u·B [ub′|xib] ⊗∆u·B [ub′′|xjb′] −∆u·B [ub′|xjb] ⊗∆u·B [ub′′|xib′]) ∈ H0(X,L⊗
2
) (2.4.11)
sont nulles dans H0(X,L⊗2) pour des valeurs génériques de u ∈ S1. Cette question est alors
locale et on supposera dans la suite de la preuve que S = Spec(A) avec A une K-algèbre
locale noethérienne d’idéal maximal m.
Soient I l’idéal homogène de HilbµPn(X) associé à ∆ ∈ GrµSd(X) et ∆′ = SAd+1/Id+1. ∆
et ∆′ sont alors des A-modules libres de rang µ. Soient F := (e1, . . . , eµ) une base de ∆ et
P1 ∈ A[u] le polynôme en u défini par :
P1(u) := ∆
′
u·F .
Comme I est saturé, il existe v ∈ S1 tel que v n’est pas un diviseur de zéro de I et ainsi
P1(v) /∈ m. Le polynôme P1 ∈ SA⊗ (A/m) = k[x0, . . . , xn] n’est donc pas égal à zéro. Par
conséquence, en vertu de la proposition 1.2.1, ∆′u.F /∈ m pour des valeurs génériques de u
dans S1. Fixons une forme linéaire générique u telle que ∆′u.F /∈ m.
Alors, F := (e1, . . . , eµ) et u · F := (u e1, . . . ,u eµ) sont respectivement des bases de ∆ et
∆′. Ainsi, pour toute famille B de µ monômes de degré d− 1 on a :
∆u·B
∆F
=
∆′u2·B
∆′u·F
.
En effet, pour tout polynôme a de degré d, la décomposition suivante dans ∆ :
a =
∑
i
zi ei dans ∆ (zi ∈ A)
implique :
u a =
∑
i
zi u ei dans ∆′
puisque u.Ker∆ ⊂ ker∆′. Pour toute famille B de µ monômes de degré d − 1 et tout
b′, b, b′′ ∈ B, on a alors :∑
b′∈B
∆u·B [ub′|xib] ∆u·B [x0b′′|xjb′] =
∆F
∆′uF
∑
b′∈B
∆u·B [ub′|xib] ∆
′
u2·B [u2b′′|uxjb′]
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Mais d’après le lemme 2.4.11 on a :∑
b′∈B
x0 xjb
′
∆u·B [ub′|xib] = xj xib∆u·B dans ∆
′.
Enfin, par linéarité on obtient :∑
b′∈B
∆u·B [ub′|xib] ∆u·B [ub′′|xjb′] =
∆F
∆′u·F
∆u·B ∆′
u2·B [u2b′′|xixjb]
Cette relation étant symétrique en i et j, on a alors :∑
b′∈B
∆u·B [ub′|xib] ∆u·B [ub′′|xjb′] =
∑
b′∈B
∆
u·B [ub′|xjb] ∆u·B [ub′′|xib′] ,
ce qui prouve (2.4.10).
Remarque 2.4.16. Supposons dans cette remarque que nous sommes dans le cas local : A est
une K-algèbre noethérienne locale. Etant données une forme linéaire u et une famille B de
µ monômes de degré d − 1 telles que u.B est une base de ∆ (en tant que A-module libre),
notons pi la projection naturelle de ∆ sur 〈u.B〉. Alors, les équations (2.4.9) impliquent que
les opérateurs suivants :
Mi : 〈u.B〉 −→ 〈u.B〉
u.b→ pi(xi.b)
commutent deux à deux pour tout 0 ≤ i ≤ n.
Proposition 2.4.17. Soit ∆ ∈ Gd(X) ⊂ GrµSd(X). Alors, pour toute famille B de µ mo-
nômes de degré d − 1, pour tout K ∈ Nn+1 tel que |K| = 2µ, pour tout monôme a ∈ Sd−1,
pour tout b ∈ B et tout k = 0, . . . , n, on a les relations suivantes dans H0(X,L⊗2) :
∑
(I)+(J )=K
(
∆I·B[xIb b|xka] ⊗∆J ·B −
∑
b′∈B
∆I·B[xIb b|xkb′] ⊗∆J ·B[xJb′ b′|xJb′ a]
)
= 0, (2.4.12)
Démonstration. Comme précédemment (en utilisant les notations (2.4.8)), les termes qui
apparaissent dans les relations (2.4.12) sont exactement les coefficients du polynôme en u :
∆u·B[ub|xka] ⊗∆u·B −
∑
b′∈B
∆u·B[ub|xkb′] ⊗∆u·B[ub′|ua] ∈ Γ(X,∆)[u]. (2.4.13)
Il s’agira donc à nouveau de montrer que pour des valeurs génériques de u ∈ S1 :
∆u·B[ub|xka] ⊗∆u·B −
∑
b′∈B
∆u·B[ub|xkb′] ⊗∆u·B[ub′|ua] = 0 dans H0(X,L). (2.4.14)
Cette question est à nouveau locale et on supposera dans la suite de la preuve que X =
Spec(A) avec A une K-algèbre locale noethérienne d’idéal maximal m.
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Soit I l’idéal homogène de HilbµPn(X) associé à ∆ ∈ Gd(X) ⊂ GrµSd(X). Soit ∆′ =
SAd+1/Id+1. ∆ et ∆
′ sont donc des A-modules libres de rang µ. Soit F := (e1, . . . , eµ) une
base de ∆.
Comme dans la preuve de la proposition précédente 2.4.15, on pourra supposer que u n’est
pas un diviseur de zéro de I et que u.F := (u.e1, . . . ,u.eµ) est une base de ∆′. Alors, pour
toute famille B de µ monômes de degré d− 1 on a encore :
∆u.·B
∆F
=
∆′u2·B
∆′u·F
Ainsi, pour toute famille B de µ monômes de degré d− 1, tout monôme a de degré d− 1 et
tout 0 ≤ k ≤ n ∈ N :
∆u·B[u·b|xkb′] =
∆F
∆′u·F
∆′
u2·B[u2b|xk.u.b′] .
D’après le 2.4.11 on a aussi :∑
b′∈B
∆u·B[u.b′|u.a] u b
′ xk = ∆u·B xk a dans ∆′.
Enfin, par linéarité on a :∑
b′∈B
∆u·B [ub|xkb′] ∆u·B [u.b′|u.a] =
∆F
∆′u·F
∆uB ∆
′
u2·B [u2b|xk.u.a] = ∆u·B [u.b|xka] ∆u·B
ce qui prouve (2.4.17).
Remarque 2.4.18. Supposons dans cette remarque que nous sommes dans le cas local : A
est une K-algèbre noethérienne locale. Soient u une forme linéaire et B une famille de µ
monômes de degré d − 1 telles que u.B est une base de ∆ (en tant que A-module libre).
Notons pi la projection naturelle de ∆ sur 〈u.B〉. Alors, étant donné a un monôme (ou plus
généralement un polynôme) de degré d− 1, les équations (2.4.12) impliquent que :
pi(xi.a) = Mi(pi(u.a))
pour tout 0 ≤ i ≤ n, où Mi est défini comme dans la remarque 2.4.16.
Afin de démontrer le théorème 2.4.20, nous avons besoin du lemme suivant :
Lemme 2.4.19. Soit d ≥ µ un entier et E ⊂ SAd un sous-A-module tel que SA/E ∈
GrµSd(A). Alors, pour tout changement générique de coordonnées g ∈ PGL(n+1), SAd /g◦E
admet une base de monômes de la forme x0B, avec B ⊂ Sd−1. On peut de plus supposer
que le complémentaire de x0B dans l’ensemble des monômes de degré d est Borel-fixe.
Démonstration. Soit Id = ker ∆ ⊂ SAd . En tensorisant par le corps résiduel k et en utilisant
le lemme de Nakayama, on peut se ramener au cas où A = k. En outre, il suffit de prouver le
résultat pour ∆in := Skd/Jd où J est l’idéal initial de (Id) pour un ordre monomial < tel que
xi > xi+1, i = 0, . . . , n − 1 (voir théorème 1.2.15 et définition 1.2.16). D’après [31, Thm.
15.20, p. 351], par changement générique de coordonnées, on peut supposer que J est Borel-
fixe i.e si xixα ∈ J alors xjxα ∈ J pour tout j > i.
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Sous ces hypothèses, prouvons alors qu’il existe une famille B de µ monômes de degré d−1
telle que x0 ·B soit une base de Skd/Jd. Il suffit pour cela de montrer que Jd +x0 Skd−1 = Skd .
Posons J ′d := (Jd+x0 S
k
d−1)/x0 S
k
d−1 en tant que sous-espace vectoriel de S
′
d := S
k
d/x0 S
k
d−1
(qui est isomorphe à k[x1, . . . , xn]d). On doit alors prouver que S ′d = J
′
d. Soit L ⊂ Skd−1
l’ensemble défini par :
L := {x ∈ Skd−1| x0x ∈ Jd} = (Jd : x0).
On a alors la suite exacte suivante :
0 // Sd−1/L
∗x0 // Skd/Jd // S
′
d/J
′
d
// 0.
Supposons que dim(S ′d/J
′
d) > 0. Alors dim(L) > sd−1 − µ et comme d ≥ µ, d’après
[37][(2.10), p.66], dim(Sk1 · L) > sd − µ. De plus, J étant Borel-fixe, S1 · L ⊂ Jd. Ainsi,
dim(Jd) ≥ dim(Sk1 · L) > sd − µ. Par hypothèse ceci est impossible et donc J ′d = S ′d.
On déduit alors qu’il existe une famille B de µ monômes de degré d − 1 telle que x0B est
une base Skd/Jd. En particulier, x0B est le complémentaire de Jd (qui est Borel-fixe) dans
l’ensemble des monômes de degré d.
Théorème 2.4.20. [3][Thm.3.16, p.25] Soit ∆ ∈ GrµSd(X). Alors, ∆ appartient à HilbµPn(X)
si et seulement si il satisfait les relations (2.4.9) et (2.4.12).
Démonstration. La question est à nouveau locale, et nous supposerons dans la suite de la
preuve que X = Spec(A) avec A une K-algèbre locale noethérienne d’idéal maximal m.
D’après le lemme 2.4.19, il existe une famille B ⊂ SAd−1 de µ monômes de degré d− 1 et
une forme linéaire u ∈ S1 telles que u·B est une base de ∆ = Td/Id. Soit pi : Td/Id → 〈u.B〉
l’isomorphisme naturel de A-modules de Td/Id vers 〈u.B〉 (le sous A-module libre de base
u.B de SAd ).
On introduit alors les opérateurs A-linéaires (Mi)i=1,...,n sur 〈u.B〉 définis de la manière
suivante :
Mi : 〈u.B〉 −→ 〈u.B〉
u.b→ pi(xi.b).
D’après les remarques 2.4.16 et 2.4.18, les relations (2.4.9) et (2.4.12) impliquent que :
(i) les opérateurs (Mi)i=1,...,n commutent deux à deux,
(ii) pour tout 0 ≤ i ≤ n et tout monôme a (ou plus généralement tout polynôme) de
degré d− 1, on a :
pi(xi.a) = Mi(pi(u.a)).
On définit alors pour tout k ≥ 0 les applications A-linéaires σk de la manière suivante :
σk : S
A
k −→ 〈u.B〉
P → P (M)(pi(ud))
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où P (M) désigne l’opérateur A-linéaire défini sur 〈u.B〉 en posant :∑
α
cα.x
α(M) :=
∑
α
cα.M
α0
0 ◦ ... ◦Mαnn .
Notons que grâce au point (i) P (M) est bien défini et que par définition u(M) = Id〈u.B〉.
On pose alors :
J :=
⊕
k
Ker(σk).
Remarquons tout d’abord que grâce au point (i), J est un idéal homogène de SA. Montrons
ensuite par récurrence sur 0 ≤ k ≤ d que :
σd(u
d−k P ) = pi(ud−k P ) ∀P ∈ SAk .
Pour k = 0, cela découle de manière évidente du fait que u(M) = Id〈u.B〉. De k à k + 1 :
considérons un polynôme homogène de degré d de la forme ud−k−1 xi P pour 0 ≤ i ≤ n et
P ∈ SAk . Alors :
σd(u
d−k−1 xi P ) = Mi ◦ [ud−k−1 P ](M)(ud) = Mi ◦ u(M) ◦ [ud−k−1 P ](M)(ud)
= Mi ◦ [ud−k P ](M)(ud) = Mi(σd(ud−k P )).
Par hypothèse de récurrence on déduit que :
σd(u
d−k−1 xi P ) = Mi(σd(ud−k P )) = Mi(pi(ud−k P )).
Et enfin, en utilisant le point (ii) on a :
σd(u
d−k−1 xi P ) = Mi(pi(ud−k P )) = pi(ud−k−1 xi P ).
On conclut donc que σd = pi et comme u(M) = Id〈u.B〉, on déduit que σk est surjectif pour
tout k ≥ d (car σd+k(uk u b) = σd(u b) = u b ∀b ∈ B). Ainsi, J est un idéal homogène
saturé (car u est de manière évidente un non diviseur de zéro de J) tel que SAk /Jk est libre
de rang µ pour tout k ≥ d. J appartient donc à HilbµPn(X). Enfin, du fait que σd = pi, on a :
Id = Jd
et donc ∆ ∈ HilbµPn(X).
Théorème 2.4.21. [3][Thm.3.17, p.27] Le foncteur Gd est représenté par le sous-schéma
fermé noté Gd de
Proj(K[∧µSd/(#d)]) défini par l’idéal engendré par les relations :∑
(I)+(J )=K
∑
b′∈B
(Xd
I·B[xIb′ b
′|xib] .X
d
J ·B[xJb′′ b
′′|xjb′]−XdI·B[xIb′ b′|xjb] .X
d
J ·B[xJb′′ b
′′|xib′]) = 0. (2.4.15)
pour toute famille B de µ monômes de degré d − 1, pour tout K ∈ Nn+1 avec |K| = 2µ,
pour tout b, b′′ ∈ B, tout 0 ≤ i < j ≤ n, ainsi que les relations :∑
(I)+(J )=K
(
XdI·B[xIb b|xka] X
d
J ·B −
∑
b′∈B
Xd
I·B[xIb b|xkb′]
Xd
J ·B[xJb′ b
′|xJb′ a]
)
= 0. (2.4.16)
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pour toute famille B de µ monômes de degré d − 1, pour tout K ∈ Nn+1 tel que |K| = 2µ,
pour tout monôme a ∈ Sd−1, pour tout b ∈ B et tout k = 0, . . . , n.
On a donc :
Hilbµ(Pn) ' Proj(K[∧µSd]/(#d, (2.4.15), (2.4.16))).
Démonstration. Ce théorème est une conséquence du théorème 2.4.20. En effet, se donner
un élément de Gd(X) est équivalent à se donner un élément ∆ ∈ GrµSd(X) dont les sections
(∆α1,...,αµ)α1<...<αµ ∈ H0(X,∧µ∆) satisfont les relations (2.4.9) et (2.4.12). Cela équivaut
encore à se donner un couple (L, φ) et des sections (lα1,...,αµ)α1<...<αµ ∈ H0(X,L) où L est
un faisceau inversible sur X , φ un morphisme surjectif :
φ : ∧µSd ⊗OX −→ L −→ 0
et (lα1,...,αµ) ∈ H0(X,L) engendrent L et satisfont les relations #d,(2.4.9) et (2.4.12). Enfin,
c’est équivalent (voir par exemple [46, thm. 7.1, p. 150]) à se donner un morphisme de
schémas :
X −→ Proj(K[∧µSd]/#d, (2.4.16), (2.4.15)).
Cette bijection naturelle induit donc un isomorphisme de foncteurs entre Gd et le foncteur
Hom(−,Proj(K[∧µSd]/#d, (2.4.16), (2.4.15))) dans la catégorie C. Gd est donc représenté
par Proj(K[∧µSd]/#d, (2.4.16), (2.4.15)).
Pour finir, d’après la proposition 2.4.4 :
Hilbµ(Pn) ' Gd ' Proj(K[∧µSd]/#d, (2.4.16), (2.4.15)).
2.5 L’espace tangent de Hilbµ(Pn)
L’objectif de cette section est de déterminer l’espace tangent au schéma de HilbertHilbµ(Pn).
Bien que le résultat ne soit pas nouveau, nous fournirons une preuve originale utilisant es-
sentiellement le formalisme des bases de bord ainsi que le théorème 1.2.26 qui en découle.
Le résultat présenté ici ne constitue donc pas une réelle nouveauté à proprement parlé, mais
illustre parfaitement l’intérêt dees bases de bord et de l’approche développée section 1.2.3.
Considérons un point K-rationnel représenté par I0 ⊂ K[x0, ..., xn] via l’identification :
I0 ∈ HilbµPn(K) ' Hom(K, Hilbµ(Pn)).
On sait, d’après le théorème 2.4.21, queHilbµ(Pn) est un schéma projectif dont les équations
sont données par (2.4.15) et (2.4.16) ainsi que les relation de Plücker #. Dans toute cette
section, d désignera un entier supérieur ou égal à µ.
Pour u ∈ S1, on rappelle que l’on noteHu le sous-schéma ouvert de HilbµPn qui représente le
sous-foncteur ouvert Hu du foncteur de Hilbert (voir remarque 2.3.11). La famille (Hu)u∈S1
constituant un recouvrement ouvert du schéma de Hilbert, il existe alors une forme linéaire
v ∈ S1 telle que :
I0 ∈ Hv,
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ce qui revient à dire (voir remarque 2.3.6) que I0 : v = I0 (i.e v n’est pas un diviseur de
zéro de I0). Nous pouvons sans perte de généralité (après changement de coordonnées) nous
ramener au cas où v = x0.
Rappelons enfin que pour toute famille B ∈ Bµd (voir remarque 2.3.11) HBx0 représente le
sous-foncteur ouvert HBx0 du foncteur Hx0 . La famille (H
B
x0
)B∈Bµd étant un recouvrement
ouvert de Hx0 et l’étude du plan tangent constituant une approche locale, on peut supposer
que :
I0 ∈ HBx0
pour une famille B ∈ Bµd .
On sait alors que l’affinisation (voir (2.3.11)) permet d’identifier HBx0 et H
B
0 (voir (1.2.2)).
D’après le théorème 1.2.26,HBx0 n’est autre que le sous-schéma fermé deAN associé à l’idéal
suivant :
HB := {z ∈ KN ;Mxi(z) ◦Mxj(z)−Mxj(z) ◦Mxi(z) = 0, 1 ≤ i < j ≤ n} ⊂ K[z].
Rappelons (voir définition 1.2.6) que le système de coordonnées est ici le suivant :
z = (zα,β)α∈∂B,β∈B.
Ce sont ces coordonnées que nous allons utiliser pour déterminer l’espace tangent au schéma
de Hilbert Hilbµ(Pn).
Notons enfin que le point z0 := (z0α,β)α∈∂B,β∈B de AN associé à I0 ∈ HB0 (K) s’obtient en
écrivant pour tout α ∈ ∂B, la décomposition suivante :
xα =
∑
β∈B
zα,β.x
β
dans l’algèbre quotient R/I0 := K[x]/I0 (qui par définition, a pour base B).
Fixons désormais B ∈ Bµd et considérons I0, un K-point de Hilbµ(Pn), tel que I0 ∈
HBx0(K) ' HB0 (K). Notons z0 ∈ AN les coordonnées de I0 dans HB0 (K) et (h0α)α∈∂B la famille
de réécriture associée à z0 :
h0α(x) = x
α −
∑
β∈B
z0α,βx
β ∈ I0 ⊂ R.
On rappelle que ces relations de réécriture engendrent l’idéal I0 ⊂ R.
Par définition, le plan tangent à HilbµPn en I0, est donné par l’ensemble des points :
z1 := (z1)α,β ∈ AN
tels que le point zε ∈ AN défini par :
zεα,β := z
0
α,β − ε z1α,β, ∀α ∈ ∂B, ∀β ∈ B,
annule HB en ε = 0, avec multiplicité ≥ 2. On notera alors :
hεα(x) := h
0
α(x) + ε h
1
α(x)
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avec :
h1α(x) :=
∑
z1α,β x
β.
Enfin, pour 1 ≤ i ≤ n, on notera Mεi (resp. M0i ) la matrice de multiplication par xi dans B qui
est associée aux relations de réécriture (hεα)α∈∂B ( resp. (h
0
α)α∈∂B), voir définition 1.2.24. On
obtient alors :
Mεi ◦ Mεj − Mεj ◦ Mεi
= (M0i ◦ M0j − M0j ◦ M0i )
+ε(M1i ◦ M0j + M0i ◦ M1j − M1j ◦ M0i − M0j ◦ M1i ) +O(ε2)
= ε(M1i ◦ M0j + M0i ◦ M1j − M1j ◦ M0i − M0j ◦ M1i ) +O(ε2).
où Mεxi = M
0
i +εM
1
i . On en déduit alors les équations du plan tangent àHilb
µ(Pn) en leK-point
I0 ∈ HB0 (K). Ce sont les équations linéaires suivantes en z1 ∈ AN :
M1i ◦ M0j + M0i ◦ M1j − M1j ◦ M0i − M0j ◦ M1i = 0 (1 ≤ i < j ≤ n). (2.5.1)
Définition 2.5.1. Soient z0 := (zα,β)α∈∂B,β∈B ∈ AN un point, (h0α(x))α∈∂B la famille de
réécriture associée à z0 (i.e h0α(x) := x
α −∑β∈B zα,βxβ) et M0i la matrice de multiplication
associée à ces règles de réécriture et à la variable xi pour tout 1 ≤ i ≤ n. On définit alors
Tz0 l’ensemble des z1 ∈ AN qui satisfont les équations linéaires (2.5.1).
On notera également H0z0 : 〈B+〉 −→ 〈B+〉 l’application linéaire qui à xβ ∈ B associe
H0z0(x
β) := 0 et qui à xα ∈ ∂B associe H0z0(xα) := h0α. Enfin, Nz0 : 〈B+〉 −→ 〈B〉
désignera la projection sur 〈B〉 le long de 〈h0α〉.
Pour finir, étant donné z1 ∈ AN , on notera H1z1 : 〈B+〉 −→ 〈B〉 l’application qui à xβ ∈ B
associe H1z1(x
β) := 0 et à xα ∈ ∂B associe H1z1(xα) := h1α(x) =:
∑
β∈B z
1
α,β.x
β .
Remarque 2.5.2. Avec les notations de la définition 2.5.1, remarquons que pour tout p =∑
α∈B+ λαx
α ∈ 〈B+〉, on a :
H0z0(p) =
∑
α∈∂B
λαh
0
α
et de plus :
Nz0 +Hz0 = Id〈B+〉.
Notons enfin que par définition, pour tout m ∈ 〈B〉 et tout 1 ≤ i ≤ n on a :
M0i (m) = N
0
z0(xim).
De même, par construction, on a :
M1i (m) = H
1
z1(xim)
pour tout m ∈ 〈B〉.
Nous fournissons ici une preuve plus simple d’un résultat bien connu [74][p. 217] concer-
nant l’espace tangent. Nous utiliserons le formalisme et les résultats que nous avons intro-
duits précédement.
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Théorème 2.5.3. [3][Thm.4.2, p.30] Soit I0 ∈ HB0 un K-point de Hilbµ(Pn). Notons z0 ∈
AN le point associé à I0 et (h0α)α∈∂B les relations de réécriture correspondantes. Alors :
φ : Tz0 → HomR(I0, R/I0)
z1 → φ(z1) : h0α 7→ h1α
où h1α(x) =
∑
β∈B z
1
α,βx
β , est un isomorphisme de K-espace vectoriel.
Démonstration. Rappelons que dans les conditions du théorème 2.5.3, on a :
I0 = ({h0α}α∈∂B).
Etant donné z1 ∈ Tz0 , commençons alors par prouver que φ(z1) est bien défini, i.e si g =∑
α uαh
0
α =
∑
α u
′
αh
0
α ∈ I0 avec uα, u′α ∈ R, alors
∑
α uαh
1
α =
∑
α u
′
αh
1
α dans R/I0. En
d’autres termes, il s’agit de montrer que si
∑
α vαh
0
α = 0 dans R, alors
∑
α vαh
1
α = 0 dans
R/I0. D’après [67, Thm.4.3], les syzygies des éléments de la base de bord h
0 := (h0α)α∈∂B
sont engendrées par les polynômes de commutation :
xiH
0
z0(xi′m)− xi′H0z0(xim) +H0z0(xiNz0(xi′m))−H0z0(xi′Nz0(xim)),
pour tout m ∈ B, 1 ≤ i < i′ ≤ n. Montrons que ces relations sont encore satisfaites si l’on
remplace H0z0 par H
1
z1 . Comme z
1 ∈ Tz0 , on a :
0 = M0i ◦ M1i′(m)− M0i′ ◦ M1i (m) + M1i ◦ M0i′(m)− M1i′ ◦ M0i (m)
= Nz0(xiH
1
z1(xi′m))−Nz0(xi′H1z1(xim)) +H1z1(xiNz0(xi′m))−H1z1(xi′Nz0(xim))
= xiH
1
z1(xi′m)−H0z0(xiH1z1(xi′m))
−xi′H1z1(xim) +H0z0(xi′H1z1(xim))
+H1z1(xiNz0(xi′m))−H1z1(xi′Nz0(xim))
≡ xiH1z1(xi′m)− xi′H1z1(xim) +H1z1(xiNz0(xi′m))−H1z1(xi′Nz0(xim)) modulo I0.
Cela prouve que les générateurs de syzygies s’envoient par le morphisme φ(z1) sur 0 ∈ R/I0
et qu’ainsi, l’image par φ(z1) de n’importe quelle syzygie de h0 := (h0α)α∈∂B est 0. Le
morphisme de R-algèbre φ(z1) est donc bien défini dans HomR(I0, R/I0).
Inversement, montrons que si ψ0 ∈ HomR(I0, R/I0), alors le point z1 = (z1α,β)α∈∂B,B
défini par :
ψ0(h
0
α)(x) =
∑
β∈B
z1α,β.x
β ∈ R/I0,
appartient à Tz0 . Comme ψ0 ∈ HomR(I0, R/I0), les syzygies de h0 s’envoient sur 0 par ψ0.
Ainsi, pour tout m ∈ B, 1 ≤ i < i′ ≤ n, on a :
0 ≡ ψ0(xiH0z0(xi′m)− xi′H0z0(xim) +H0z0(xiNz0(xi′m))−H0z0(xi′Nz0(xim)))
≡ xiH1z1(xi′m)− xi′H1z1(xim) +H1z1(xiNz0(xi′m))−H1z1(xi′Nz0(xim)) modulo I0.
Comme H1z1(p) ∈ 〈B〉 et Nz0(H1z1(p)) = H1z1(p) pour tout p ∈ 〈B+〉, on a :
0 = Nz0(xiH
1
z1(xi′m))−Nz0(xi′H1z1(xim)) +H1z1(xiNz0(xi′m))−H1z1(xi′Nz0(xim))
= M0i ◦ M1i′(m)− M0i′ ◦ M1i (m) + M1i ◦ M0i′(m)− M1i′ ◦ M0i (m),
ce qui prouve que z1 ∈ Tz0 .
Remarque 2.5.4. Grâce au théorème 2.5.3 on montre que l’espace tangent à Hilbµ(Pn), qui
est localement défini par les équations (2.5.1), est aussi isomorphe à Hom(I0/I
2
0, R/I0).
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Chapitre 3
Schémas de Hilbert quelconques
3.1 Introduction
Ce chapitre correspond à un papier en cours de soumission et en collaboration avec
P. Lella, M. Rogerro et B. Mourrain intitulé "Low degree equations defining the Hilbert
scheme" (voir [10]). La structure de ce chapitre est ainsi semblable à celle de l’article [10]
à quelques changements de notations près. Ma contribution concerne principalement la dé-
monstration du théorème 3.5.3, son extension au cas d’une K-algèbre locale noethérienne
A (voir proposition 3.5.6) et son application au théorème 3.5.7. J’ai aussi contribué avec P.
Lella à la mise en forme de la section 3.2 et de son résultat principal : le corollaire 3.2.9.
Le schéma de Hilbert HilbP (Pn), associé à un polynôme de Hilbert admissible P (t) et à
l’espace projectif Pn, fut introduit initialement par [41]. Il paramètre l’ensemble des familles
plates de sous-schémas fermés de X × Pn dont les fibres ont un polynôme de Hilbert égal à
P (t) (où X ∈ C).
Rappelons que l’on note S = K[x0, . . . , xn] l’anneau des polynômes en n + 1 variables
dans un corps K algébriquement clos de caractéristique zéro. On notera P (t) un polynôme
de Hilbert admissible et Q(t) :=
(
t+n
n
)− P (t) son polynôme complémentaire. Comme dans
le cas des polynômes constants égaux à µ du chapitre 2, le schéma de Hilbert se présente
naturellement comme un sous-schéma fermé du schéma GrassmannienGrP (d)(Sd) (voir [41,
74]) pour un entier d suffisamment grand.
Comme dans le chapitre 2, nous allons utiliser deux résultats importants de Gotzmann
[37], connus sous le nom de Théorème de Régularité de Gotzmann [38, Thm.3.11] et de
Théorème de Persistance de Gotzmann [38, Thm.3.8]. Ils permettent de déterminer l’entier
d nécessaire au plongement du schéma HilbP (Pn) dans la grassmannienne GrP (d)(Sd). Le
premier résultat permet aussi de calculer cet entier en décomposant simplement le polynôme
de Hilbert en une somme de coefficients binomiaux. En utilisant le théorème de Macaulay
sur la croissance minimale des idéaux polynomiaux 2.2.8, le deuxième théorème assure que
Id ∈ GrP (d)(Sd) a un polynôme de Hilbert P si et seulement si dim Id+1 6 Q(d+ 1).
En appliquant ces résultats, de nombreux auteurs ont cherché à expliciter un ensemble
d’équations définissant le schéma de Hilbert en tant que sous-schéma fermé de la Grassman-
nienne ou d’un produit de deux Grassmanniennes. On peut dégager deux motivations qui
font de ce problème un domaine de recherche actif. La première d’entre elles est la question
suivante :
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Peut on déterminer un ensemble d’équations qui définissent le schéma de
Hilbert comme sous-schéma fermé de la Grassmannienne GrP (d)(Sd) ?
La deuxième motivation est plus pratique et concerne les méthodes concrètes permettant de
calculer un tel ensemble d’équations. En effet, le nombre de variables mises en jeu dans de
tels calculs est important et ne peut être réduit de par la complexité du problème. Le seul
moyen de simplifier ces équations est alors de tenter de réduire leur degré, afin d’au moins
pouvoir réaliser des calculs explicites pour certains cas simples non-triviaux.
A l’heure actuelle, les résultats connus fournissent des équations de degré trop élevé pour
pouvoir mener à bien de tels calculs même dans les cas les plus simples. Iarrobino et Kleiman
[49, Prop.C.30] ont par exemple déterminé un ensemble d’équations de degré Q(d+ 1) + 1.
Plus tard, Bayer [5] a conjecturé qu’il existait un ensemble d’équations de degré n + 1.
Haiman et Sturmfels [43] l’ont ensuite prouvé. Néanmoins ces deux bornes s’avèrent trop
importantes, même dans les cas non-triviaux les plus simples. Ainsi, pour le schéma de
Hilbert de 2 points dans P3, les équations de Iarrobino et Kleiman sont de degré 19 et celles
de Bayer, Haiman et Sturmfels de degré 4.
Dans le chapitre 2 nous avons prouvé que le schéma de Hilbert ponctuel peut être défini
par un ensemble d’équations de degré 2. Les outils utilisés étaient les bases de bord et la
commutation de certains opérateurs de multiplication qui leurs sont associés. Néanmoins ces
techniques se limitent au cas des idéaux zéro-dimensionnels.
D’un autre coté, d’un point de vue local, Bertone, Lella et Roggero [7] ont prouvé que
HilbP (Pn) peut être recouvert par des ouverts affines définis par des équations de degré
inférieur ou égal à r + 2 en les coordonnées de Plücker local, où r désigne le degré du
polynôme de Hilbert P (t). Les techniques utilisées sont semblables à celles que nous allons
développer ici à savoir : les idéaux Borel-fixe et le résultat de Gotzmann [37].
Ces bornes coïncident avec celles fournies au chapitre 2 pour le cas des polynômes de
Hilbert constants. Il est donc naturel de chercher à joindre ces deux points de vue afin de
montrer que r + 2 constitue aussi une borne pour le degré des équations globales du schéma
de Hilbert.
Le résultat principal de ce chapitre est le suivant :
Théorème 3.1.1. Soit P (t) un polynôme de Hilbert admissible de degré r dans Pn. Alors,
HilbP (Pn) peut être défini comme un sous-schéma fermé deGrP (d)Sd par un ensemble d’équa-
tions de degré ≤ r + 2 en les coordonnées de Plücker.
Mis à part le cas trivial des hypersurfaces, cette borne est plus petite que celles de Iarrobino-
Kleiman et Bayer-Haiman-Sturmfels. Elle semble de plus être d’avantage cohérente avec les
objets que nous étudions. En effet, cette borne ne dépend que de la dimension des sous-
schémas paramétrés par HilbP (Pn).
Dans la section 3.3 nous donnerons une preuve simple du résultat de Iarrobino et Klei-
man. Nous utiliserons les propriétés des coordonnées de Plücker introduites à la section 1.2.5
du chapitre 1. Section 3.4, nous prouverons de la même manière l’existence de la borne ob-
tenue par Bayer, Haiman et Sturmfels. En réalité, ces deux résultats découlent tous les deux
de l’utilisation de la construction précédente sur le produit extérieur. La différence entre ces
deux bornes est liée uniquement à l’application de deux stratégies distinctes. Enfin, dans la
section 3.5, nous commencerons par introduire les notions et les propriétés nécessaires à la
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preuve de notre résultat. Ce sont essentiellement des propriétés combinatoires sur les idéaux
Borel-fixes ainsi que leur lien avec le schéma de Hilbert. Nous donnerons ensuite la démons-
tration de notre théorème en traitant d’abord le cas du corps puis celui des anneaux locaux,
pour enfin conclure.
Une méthode permettant de calculer ces équations peut être directement déduite de la preuve
de notre résultat. Néanmoins, même si ces équations sont plus simples que celles de Iarrobino-
Kleiman et Bayer-Haiman-Sturmfels, leur calcul explicite demeure en général trop difficile
pour être mené à bien.
Nous ferons, tout au long de ce chapitre, régulièrement usage des préliminaires introduits
dans la section 1.2. Les notations seront celles décrites dans la section 1.1.
3.2 Coordonnées de Plücker
Les notations et définitions seront celles de la section 1.2.5. Nous rappelons la définition
du foncteur Grassmannien :
Définition 3.2.1. Soit V un K-espace vectoriel de dimension N et n ≤ N un entier. Soit X
un schéma de type fini surK. Le n-foncteur Grassmannien de V est le foncteur contravariant
de la catégorie C vers celle des ensembles qui àX associe l’ensemble GrnV (X) des faisceaux
localement libres ∆ de rang n, tels que ∆ est un quotient de V ⊗K OX sur X :
V ⊗K OX −→ ∆ −→ 0.
Fixons V un K-espace vectoriel de dimension N , E = (e1, ..., eN) une base de V , p ≤ N
un entier et X ∈ C un schéma de type fini sur K. Soit alors ∆ ∈ GrpV (X) :
g := V ⊗K OX −→ ∆ −→ 0.
Soit L := ∧p∆ et φ := ∧pg :
φ : ∧pV ⊗K OX −→ L −→ 0.
On rappelle qu’à toute famille v1, ..., vp ∈ V de p vecteurs de V , on associe la section globale
∆v1,...,vp ∈ H0(X,L) définie de la manière suivante :
∆v1,...,vp = φ(v1, ..., vp).
Etant donné H = (h1, ..., hp) une famille de p indices deux à deux distincts compris entre 1
et N , on définit la section globale ∆H ∈ H0(X,L) par :
∆H := ∆eh1 ,...,ehp .
On notera εH l’ordre de la permutation σ qui ordonneH. On a donc :
∆H = εH.∆σ(H).
Etant données K = {k1, . . . , ka} et H = {h1, . . . , hb} deux familles d’indices deux à deux
distincts compris entre 1 et N , on notera K,H la famille d’indices {k1, . . . , ka, h1, . . . , hb},
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alors que l’on notera K ∪ H la famille ordonnée dont les indices appartiennent à K ou H.
Par exemple, étant donné K = {1, 5} et H = {2}, K,H = {1, 5, 2}, H,K = {2, 1, 5} et
K ∪H = H ∪K = {1, 2, 5}. En revenant aux sections globales de L, on a :
∆K,H = εK,H∆K∪H .
Remarque 3.2.2. Par la suite, nous serons amenés à nous intéresser au cas de schémas affines
X = Spec(A) où A est une K-algèbre noethérienne locale (cela correspond à l’étude locale
en un point p de Y ∈ C). Comme dans la remarque 2.4.10, on peut identifier les faisceaux
d’OX-modules quasi-cohérents avec lesA-modules et les sections ∆v1,...,vp avec des éléments
de A par la construction suivante :
soit (λ1, ..., λp) ∈ V ∗ une base de ∆⊥ := 〈λ ∈ V ∗|λ(∆) = 0〉. On peut alors calculer les
éléments ∆v1,...,vp ∈ A grâce au déterminant suivant :
∆v1,...,vp =
λ1(v1) . . . λ1(vp)
...
...
λp(v1) . . . λp(vp)
. (3.2.1)
Remarque 3.2.3. Dans la suite nous serons amenés à étudier GrpV (A) avec V = Sd. Dans
ce cas là, comme dans la section 2.4, pour toute famille ordonnée H = (h1, ..., hp) de p
multi-indices de taille d, nous désignerons par ∆H l’élément :
∆xh1 ,...,xhp
obtenu par (3.2.1).
Remarque 3.2.4. Dans le cas où X = Spec(A) avec A une K-algèbre locale noethérienne
on a :
GrpV (A) := Gr
p
V (X) = {∆ A-module libre de rang p| ∃F ⊂ V A, ∆ = V A/F}.
Cet ensemble s’identifie à
GrpV (A) ' {F ⊂ V Asous A-module libre de rang N − p| V A/F soit libre de rang p}.
Dans ce contexte, nous considèrerons donc les éléments de GrpV tantôt comme des A-
modules libres de rang p, tantôt comme des sous A-modules libres de rang N − p de V A.
Considérons pour commencer le cas d’un corps K ⊂ k.
Définition 3.2.5 ( [4]). Un extenseur de taille l dans V k := V ⊗K k est un élément de ∧lV k
de la forme v1 ∧ . . . ∧ vl avec v1, . . . , vl dans V k.
Etant donné un F ⊂ V k, un k-espace vectoriel de dimension l, on définit la notion
d’extenseur associé à F comme étant un élément de la forme f1 ∧ . . . ∧ fl ∈ ∧lV , où
{f1, . . . , fl} est une base de F . Notons que tous les extenseurs associés à F sont égaux à
multiplication près par un scalaire non nul.
Dans la suite, comme dans [4], on identifiera tout sous-espace vectoriel F ⊂ V de dimen-
sion l avec un extenseur de taille l qui lui est associé.
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Rappelons la Proposition 4.2 de [4].
Proposition 3.2.6. Etant donnés des vecteurs a1, . . . , ap, b1, . . . , bs dans V k avec p+s > N ,
considérons les extenseurs suivants :
T = a1 ∧ · · · ∧ ap et U = b1 ∧ · · · ∧ bs.
Soit [ , ] : V N → k une forme N -linéaire alternée. On a alors le relèvement suivant :
(V )N k
∧NV
[ ]
Alors l’égalité suivante est satisfaite :∑
H={h1,...,hN−s}
h1<...<hN−s
K={k1,...,kp+s−N}
k1<...<kp+s−N
H∪K={1,...,p}
εH,K[ah1 ∧ . . . ∧ ahN−s , U ] ak1 ∧ . . . ∧ akp+s−N = (3.2.2)
=
∑
H={h1,...,hp+s−N}
h1<...<hp+s−N
K={k1,...,kN−s}
k1<...<kN−s
H∪K={1,...,s}
εH,K[T, bk1 ∧ · · · ∧ bkN−s ] bh1 ∧ . . . ∧ bhp+s−N (3.2.3)
On note ces deux termes T ∗ U et on appelle ∗ l’opérateur d’intersection.
Proposition 3.2.7 ( [4]). Soient T et U deux extenseurs associés aux sous-espaces vectoriels
F ∈ GrpV (k) et G ∈ GrlV (k) tels que F + G = V k et F ∩ G 6= 0 (on a donc p + l > N ).
Soit ∗ l’opérateur d’intersection associé à une forme N -linéaire alternée [ ] ∈ (∧NV k)∗ ' k
non nulle, alors T ∗ U est un extenseur associé à F ∩G (qui est de dimension p+ l −N ).
Voir Proposition 4.3, p.132 de [4].
Proposition 3.2.8. Soit F ∈ GrpV (k) un sous-espace vectoriel de V de dimension s := N−p
et 1 ≤ m ≤ s. Soit ∆ := V/F , alors l’ensemble des éléments de la forme :
θmJ (F ) :=
∑
H={h1,...,hp}
h1<...<hp
K={k1,...,km}
k1<...<kmK∪H=J
∆H.ek1 ∧ ... ∧ ekm .εK,H ∈ ∧mV k
pour toute famille ordonnée J de m+ p indices compris entre 1 et N engendre ∧mF .
Démonstration. Utilisons l’équation (3.2.3) avec T = F ∈ GrpV (k) et U = BJ = ej1 ∧ ...∧
ejp+m ∈ GrN−p−mV (k). On a alors :
θmJ (F ) = F ∗BJ =
∑
H={h1,...,hp}
h1<...<hp
K={k1,...,km}
k1<...<kmK∪H=J
[F,BH]BK.εK,H
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et d’après la proposition 3.2.7, θmJ (F ) est un extenseur associé à F ∩ 〈BJ 〉. Si l’on prend
[ , ] égal au déterminant dans la base de V k qui consiste en l’union d’une base de F et d’une
base de V k/F , alors [V,BH] = ∆H. Comme θmJ (F ) est un extenseur associé à F ∩ 〈BJ 〉, il
engendre ∧m(F ∩ 〈BJ 〉). Ainsi, la famille :
θmJ (F ) =
∑
H={h1,...,hp}
h1<...<hp
K={k1,...,km}
k1<...<kmK∪H=J
∆Hek1 ∧ ... ∧ ekm .εK,H
pour tout J engendre 〈 ∪J ∧m(F ∩ 〈BJ 〉)〉 = ∧mF .
Généralisons cette propriété au cas d’une K-algèbre noethérienne locale A d’idéal maxi-
mal m et de corps résiduel k.
Corollaire 3.2.9. Soit F ∈ GrpV (A) un sousA-module libre de rangN−p de V A := V ⊗KA
tel que ∆ := V A/F soit libre de rang p. Alors, l’ensemble des éléments de la forme :
θmJ (F ) :=
∑
H={h1,...,hp}
h1<...<hp
K={k1,...,km}
k1<...<kmK∪H=J
∆H.ek1 ∧ ... ∧ ekm .εK,H ∈ ∧mV A
pour toute famille ordonnée J de m+ p indices compris entre 1 et N engendre ∧mF .
Démonstration. Ce corollaire n’est qu’une conséquence de la proposition 3.2.8 qu’il s’agit
de généraliser au cas d’un anneau local grâce au lemme de Nakayama.
Exemple 3.2.10. Appliquons ces résultats à Gr2K6(k). Soit {e1, . . . , e6} la base canonique
de V k = V ⊗K k = k6 et considérons le sous-espace vectoriel F = 〈f1 = e1, f2 = e2, f3 =
e3 + 2e4, f4 = e5 − e6〉. Une base du quotient E/F est donnée par {e4, e6} et une base de
F⊥ est donnée par {λ1 = e∗5 + e∗6, λ2 = 2e∗3 − e∗4}.
Appliquons la méthode fournie par (3.2.1). On obtient :
∆35(F ) = −2, ∆36(F ) = −2, ∆45(F ) = 1,∆46(F ) = 1
et les 11 autres coefficients ∆i,j égaux à zéro.
Appliquons alors la proposition 3.2.8 afin de calculer un système de générateurs de ∧2F .
θ21235(F ) = ∆35(F )e1 ∧ e2 = −2e1 ∧ e2 = θ21236(F ) = −2θ21245(F ) = −2θ21246(F ),
θ21345(F ) = ∆45(F )e1 ∧ e3 −∆35(F )e1 ∧ e4 = e1 ∧ e3 + 2e1 ∧ e4 = θ21346(F ),
θ21345(F ) = −∆36(F )e1 ∧ e5 + ∆35(F )e1 ∧ e6 = 2e1 ∧ e5 − 2e1 ∧ e6 = −2θ21456(F ),
θ22345(F ) = ∆45(F )e2 ∧ e3 −∆35(F )e2 ∧ e4 = e2 ∧ e3 + 2e2 ∧ e4 = θ22346(F ),
θ22356(F ) = −∆36(F )e2 ∧ e5 + ∆35(F )e2 ∧ e6 = 2e2 ∧ e5 − 2e2 ∧ e6 = −2θ22456(F ),
θ23456(F ) = −∆46(F )e3 ∧ e5 + ∆45(F )e3 ∧ e6 + ∆36(F )e4 ∧ e5 −∆35(F )e4 ∧ e6 =
= −e3 ∧ e5 + e3 ∧ e6 − 2e4 ∧ e5 + 2e4 ∧ e6
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Définition 3.2.11. Etant donné un polynôme de Hilbert P (t) de nombre de Gotzmann d =
a(P ), nous considèrerons le K-espace vectoriel V = Sd pour un certain degré d ∈ N muni
de sa base monomiale. Soient A une K-algèbre locale noethérienne et F ∈ GrP (d)Sd (A) un
sous A-module libre de rang Q(d) = sd − P (d) de SAd , tels que ∆ := SAd /F soit libre de
rang P (d). Les éléments θmJ (F ) introduits dans le corolaire 3.2.9 sont :
θmJ (F ) :=
∑
H={h1,...,hp}
h1<...<hp
K={k1,...,km}
k1<...<kmK∪H=J
∆H.xαk1 ∧ ... ∧ xαkm .εK,H
et nous noterons θm(F ) l’ensemble des θmJ (F ) pour tout J de taille m+ p.
On définit de plus :
xi θ
m
J (F ) =
∑
H={h1,...,hp}
h1<...<hp
K={k1,...,km}
k1<...<kmK∪H=J
∆H.(xixαk1 ) ∧ ... ∧ (xixαkm ).εK,H,
Bmxi(F ) = {xi θmJ (F ), ∀ J } et Bm(F ) = {Bmxi(F ), ∀ 0 ≤ i ≤ n}.
3.3 Equations de Iarrobino-Kleiman
Théorème 3.3.1 (Iarrobino, Kleiman [49]). Soit K ⊂ k un corps, P (t) un polynôme de Hil-
bert admissible dans k[x0, . . . , xn] et d := a(P ) son nombre de Gotzmann (voir [49][C.12,
p.295]). Posons Q(t) =
(
n+t
n
) − P (t). Alors HilbPPn(k) peut être défini comme une sous-
variété fermée de la Grassmannienne GrP (d)Sd (k) par des équations de degré Q(d+ 1) + 1.
Démonstration. Rappelons la construction GrP (d)Sd (k) en tant que variété de P
N
k avec :
N = dimk ∧P (d) Skd .
Dans PNk , on considère les coordonnées de Plücker (voir définition 2.4.7) :
(Xkα1,...,αP (d))α1<...<αP (d),|αi|=d.
A tout point ∆ ∈ GrP (r)Sr (k) on associe le point de PNk dont les coordonnées sont données
par :
Xkα1,...,αP (d) = ∆α1,...,αP (d) .
où ∆α1,...,αP (d) ∈ k est donné par la remarque 3.2.3. On notera ces coordonnées ∆H pour
toute famille ordonnéeH de multi-indices de taille d.
On a alors le plongement suivant :
φ : Gr
P (d)
Sd
(k) −→ PNk (3.3.1)
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∆→ (∆α1,...,αP (d)).
L’image de φ dans PNk est une variété projective (que l’on identifiera à Gr
P (d)
Sd
(k)) dont les
équations sont les relations de Plücker (voir (1.2.11)). Montrons alors que HilbPPn(k) est une
sous-variété de GrP (d)Sd (k) via le plongement φ.
Soit ∆ = Skd/Id ∈ GrP (d)Sd (k), d’après la proposition 3.2.8 on a :
Id = 〈(θ1J )J (∆)〉 = 〈θ1(∆)〉.
Par définition du plongement de HilbPPn(k) dans Gr
P (d)
Sd
(k) (voir la sous-section 2.4.1), ∆ ∈
HilbPPn(k) si et seulement si S1.Id = 〈B1〉 est de dimension inférieure ou égale à Q(d + 1).
Ainsi, l’écriture des mineurs de taille Q(d+ 1) + 1 de la matrice dont les lignes sont données
par les éléments de B1, fournissent des équations de degré Q(d+ 1) + 1 en les coordonnées
de (∆α1,...,αP (d)) ∈ PN . Celles-ci définissent HilbPPn(k) en tant que sous-variété fermée de
Gr
P (d)
Sd
(k) ⊂ PN .
Exemple 3.3.2. Calculons les équations de Iarrobino-Kleiman pour Hilb2P2(k). Le nombre
de Gotzmann étant ici égal à 2, nous considérons la Grassmannienne Gr2S2(k) ' Gr2K6(k)
comme dans l’exemple 3.2.10 avec la base monomiale {e1 = x2, e2 = xy, e3 = y2, e4 =
xz, e5 = yz, e6 = z
2}. En suivant la preuve du théorème 3.3.1, on considère l’idéal I = 〈θ1〉
et on impose que toute famille de q(3) + 1 = 9 polynômes de {B1x,B1y,B1z} soit dépendante.
Considérons par exemple les polynômes représentés dans la matrice suivante :
x3 x2y xy2 y3 x2z xyz y2z xz2 yz2 z3
x θ1126 ∆26 −∆16 0 0 0 0 0 ∆12 0 0
x θ1156 ∆56 0 0 0 0 −∆16 0 ∆15 0 0
x θ1234 0 ∆34 −∆24 0 ∆23 0 0 0 0 0
x θ1356 0 0 ∆56 0 0 −∆36 0 ∆35 0 0
y θ1123 0 ∆23 −∆13 ∆12 0 0 0 0 0 0
y θ1345 0 0 0 ∆45 0 −∆35 ∆34 0 0 0
z θ1146 0 0 0 0 ∆46 0 0 −∆16 0 ∆14
z θ1234 0 0 0 0 0 ∆34 −∆24 ∆23 0 0
z θ1456 0 0 0 0 0 0 0 ∆56 −∆46 ∆45
(3.3.2)
Les conditions de dépendance correspondent à l’annulation des mineurs de taille 9 :
• −∆16∆23∆224∆26∆35∆45∆246 + ∆13∆16∆24∆26∆34∆35∆45∆246 + ∆15∆23∆224∆26∆36∆45∆246+
−∆13∆15∆24∆26∆34∆36∆45∆246 −∆216∆223∆24∆26∆45∆46∆56 + ∆13∆216∆23∆24∆36∆45∆46∆56+
−∆12∆16∆23∆26∆234∆246∆56 −∆12∆15∆26∆334∆246∆56 + ∆12∆15∆24∆26∆34∆35∆246∆56+
+ ∆12∆16∆24∆
2
34∆35∆
2
46∆56 −∆12∆16∆224∆235∆246∆56 + ∆12∆16∆23∆24∆34∆36∆246∆56+
−∆12∆23∆224∆36∆45∆246∆56 + ∆12∆13∆24∆34∆36∆45∆246∆56 + ∆12∆216∆23∆234∆46∆256+
−∆12∆216∆23∆24∆35∆46∆256 + ∆212∆334∆246∆256 −∆212∆24∆34∆35∆246∆256,
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•∆16∆23∆224∆26∆35∆245∆46 −∆13∆16∆24∆26∆34∆35∆245∆46 −∆15∆23∆224∆26∆36∆245∆46+
+ ∆13∆15∆24∆26∆34∆36∆
2
45∆46 + ∆
2
16∆
2
23∆24∆26∆
2
45∆56 −∆13∆216∆23∆24∆36∆245∆56+
+ ∆12∆16∆23∆26∆
2
34∆45∆46∆56 + ∆12∆15∆26∆
3
34∆45∆46∆56 −∆12∆15∆24∆26∆34∆35∆45∆46∆56+
−∆12∆16∆24∆234∆35∆45∆46∆56 + ∆12∆16∆224∆235∆45∆46∆56 −∆12∆16∆23∆24∆34∆36∆45∆46∆56+
+ ∆12∆23∆
2
24∆36∆
2
45∆46∆56 −∆12∆13∆24∆34∆36∆245∆46∆56 + ∆14∆16∆223∆24∆26∆45∆256+
−∆12∆216∆23∆234∆45∆256 + ∆12∆216∆23∆24∆35∆45∆256 −∆13∆14∆16∆23∆24∆36∆45∆256+
−∆212∆334∆45∆46∆256 + ∆212∆24∆34∆35∆45∆46∆256 −∆12∆14∆16∆23∆234∆356+
+ ∆12∆14∆16∆23∆24∆35∆
3
56,
• −∆14∆16∆223∆24∆26∆45∆46∆56 + ∆13∆14∆16∆23∆24∆36∆45∆46∆56 + ∆12∆14∆16∆23∆234∆46∆256+
−∆12∆14∆16∆23∆24∆35∆46∆256,
•∆14∆16∆323∆26∆45∆46∆56 + ∆14∆15∆223∆26∆34∆45∆46∆56 −∆13∆14∆16∆23∆34∆35∆45∆46∆56+
−∆13∆14∆16∆223∆36∆45∆46∆56 + ∆12∆14∆16∆223∆35∆46∆256 −∆12∆14∆223∆34∆45∆46∆256,
• −∆14∆15∆223∆24∆26∆45∆46∆56 + ∆13∆14∆16∆23∆24∆35∆45∆46∆56 −∆12∆14∆16∆223∆34∆46∆256+
+ ∆12∆14∆
2
23∆24∆45∆46∆
2
56,
• −∆14∆16∆23∆224∆26∆35∆45∆46 + ∆13∆14∆16∆24∆26∆34∆35∆45∆46 + ∆14∆15∆23∆224∆26∆36∆45∆46+
−∆13∆14∆15∆24∆26∆34∆36∆45∆46 −∆12∆14∆16∆23∆26∆234∆46∆56 −∆12∆14∆15∆26∆334∆46∆56+
+ ∆12∆14∆15∆24∆26∆34∆35∆46∆56 + ∆12∆14∆16∆24∆
2
34∆35∆46∆56 −∆12∆14∆16∆224∆235∆46∆56+
+ ∆12∆14∆16∆23∆24∆34∆36∆46∆56 −∆12∆14∆23∆224∆36∆45∆46∆56 + ∆12∆13∆14∆24∆34∆36∆45∆46∆56+
+ ∆212∆14∆
3
34∆46∆
2
56 −∆212∆14∆24∆34∆35∆46∆256,
•∆14∆16∆323∆26∆34∆46∆56 + ∆14∆15∆223∆26∆234∆46∆56 −∆14∆15∆223∆24∆26∆35∆46∆56+
−∆13∆14∆16∆23∆234∆35∆46∆56 + ∆13∆14∆16∆23∆24∆235∆46∆56 −∆13∆14∆16∆223∆34∆36∆46∆56+
−∆12∆14∆223∆234∆46∆256 + ∆12∆14∆223∆24∆35∆46∆256,
• −∆14∆16∆223∆24∆26∆35∆45∆46 + ∆14∆15∆223∆24∆26∆36∆45∆46 + ∆12∆14∆16∆23∆234∆35∆46∆56+
−∆12∆14∆16∆23∆24∆235∆46∆56 + ∆12∆14∆16∆223∆34∆36∆46∆56 −∆12∆14∆223∆24∆36∆45∆46∆56,
•∆13∆14∆16∆23∆24∆26∆35∆45∆46 −∆13∆14∆15∆23∆24∆26∆36∆45∆46 −∆12∆14∆16∆223∆26∆34∆46∆56+
−∆12∆14∆15∆23∆26∆234∆46∆56 + ∆12∆14∆15∆23∆24∆26∆35∆46∆56 + ∆12∆13∆14∆23∆24∆36∆45∆46∆56+
+ ∆212∆14∆23∆
2
34∆46∆
2
56 −∆212∆14∆23∆24∆35∆46∆256,
• −∆13∆14∆216∆23∆24∆35∆45∆46 + ∆13∆14∆15∆16∆23∆24∆36∆45∆46 + ∆12∆14∆216∆223∆34∆46∆56+
+ ∆12∆14∆15∆16∆23∆
2
34∆46∆56 −∆12∆14∆15∆16∆23∆24∆35∆46∆56 −∆12∆14∆16∆223∆24∆45∆46∆56.
3.4 Equations de Bayer
Plaçons nous dans le même contexte que celui de la section 3.3 : soient K ⊂ k un corps,
P (t) un polynôme de Hilbert admissible dans k[x0, . . . , xn] et d := a(P ) son nombre de
Gotzmann (voir [49][C.12, p.295]). Posons Q(t) =
(
n+t
n
) − P (t). On a vu que HilbPPn(k)
peut être défini comme une sous-variété fermée de la Grassmannienne GrP (d)Sd (k) par des
équations de degré Q(d+ 1) + 1.
Le but est ici de réduire le degré de ces équations et d’atteindre la borne fournie par Bayer
dans [5] et également démontrée dans [43][Thm.4.4, p.21] L’approche est la même : carac-
tériser ∆ := Skd/Id ∈ HilbPPn(k) par une condition de rang sur Id.S1. Il s’agit ensuite de
développer les mineurs associés à cette condition de rang en regroupant les polynômes issus
d’éléments de Id multipliés par une même variable xi.
Dans l’exemple 3.3.2, il s’agit d’exprimer les mineurs de la matrice (3.3.2) en regroupant
les 4 premières lignes, la cinquième avec la sixième et les 3 dernières afin d’obtenir des
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équations de degré 3 en les ∆i,j .
Théorème 3.4.1 (Conjecturé dans [5], démontré dans [43]). SoientK ⊂ k un corps, P (t) un
polynôme de Hilbert admissible dans k[x0, . . . , xn] et d := a(P ) son nombre de Gotzmann
(voir [49][C.12, p.295]). Posons Q(t) =
(
n+t
n
) − P (t). Alors, HilbPPn(k) peut être défini
comme une sous-variété de GrP (d)Sd (k) par des équations de degré ≤ n+ 1.
Démonstration. Soit ∆ = Skd/Id ∈ GrP (d)Sd (k). Comme on l’a rappelé dans la preuve du
théorème 3.3.1, ∆ appartient à HilbPPn(k) si et seulement si :
dimkS1.Id ≤ Q(d+ 1).
Or, d’après la proposition 3.2.8, S1.Id = 〈B1〉. Ainsi, ∆ ∈ HilbPPn(k) si et seulement si :
∧Q(d+1)+1B1 = 0.
Cela peut se réécrire de la manière suivante :
Q(d+1)+1∧
B1 =
〈
x0 θ
m0
J0 ∧ · · · ∧ xn θmnJn
∣∣∣ ∀ x0 θm0J0 ∈ Bm0x0 , . . . , xn θmnJn ∈ Bmnxn∀mi 6 q(d) s.t. ∑imi = Q(d+ 1) + 1
〉
.
D’après la proposition 3.2.8, les vecteurs générateurs de ce sous-espace vectoriel de∧Q(d+1)+1Sd+1
ont des coefficients (dans la base usuelle xi1 ∧ ... ∧ xiQ(d+1)+1) qui sont des polynômes ho-
mogènes de degré ≤ n+ 1 en les (∆H)|H|=P (d) (voir la remarque 3.2.3). L’annulation de ces
coefficients fournit alors des équations de degrés ≤ n+ 1 qui définissent HilbPPn(k) comme
une sous-variété fermée de GrP (d)Sd (k).
Exemple 3.4.2. Reprenons à nouveau le cas de Hilp2Pn(k) avec les même notations que
celles de l’exemple 3.3.2. CommeQ(2) = 4 etQ(3)+1 = 9, on doit calculer les produits ex-
térieurs xθm0J0 ∧yθm1J1 ∧zθm2J2 pour (m0,m1,m2) = (4, 4, 1), (4, 1, 4), (1, 4, 4), (4, 3, 2), (4, 2, 3),
(3, 4, 2), (3, 2, 4), (2, 4, 3), (2, 3, 4), (3, 3, 3).
Considérons par exemple le terme xθ4 ∧ yθ21346 ∧ zθ323456 :
x θ4123456 = ∆56 x
3 ∧ x2y ∧ xy2 ∧ x2z −∆46 x3 ∧ x2y ∧ xy2 ∧ xyz + ∆45 x3 ∧ x2y ∧ xy2 ∧ xz2 +
+ ∆36 x
3 ∧ x2y ∧ x2z ∧ xyz −∆35 x3 ∧ x2y ∧ x2z ∧ xz2 + ∆34 x3 ∧ x2y ∧ xyz ∧ xz2 +
−∆26 x3 ∧ xy2 ∧ x2z ∧ xyz + ∆25 x3 ∧ xy2 ∧ x2z ∧ xz2 −∆24 x3 ∧ xy2 ∧ xyz ∧ xz2 +
+ ∆23 x
3 ∧ x2z ∧ xyz ∧ xz2 + ∆16 x2y ∧ xy2 ∧ x2z ∧ xyz −∆15 x2y ∧ xy2 ∧ x2z ∧ xz2 +
+ ∆14 x
2y ∧ xy2 ∧ xyz ∧ xz2 −∆13 x2y ∧ x2z ∧ xyz ∧ xz2 + ∆12 xy2 ∧ x2z ∧ xyz ∧ xz2,
y θ21346 = ∆46 x
2y ∧ y3 −∆36 x2y ∧ xyz + ∆34 x2y ∧ yz2 + ∆16 y3 ∧ xyz −∆14 y3 ∧ yz2 + ∆13 xyz ∧ yz2,
z θ323456 = ∆56 xyz ∧ y2z ∧ xz2 −∆46 xyz ∧ y2z ∧ yz2 + ∆45 xyz ∧ y2z ∧ z3 + ∆36 xyz ∧ xz2 ∧ yz2 +
−∆35 xyz ∧ xz2 ∧ z3 + ∆34 xyz ∧ yz2 ∧ z3 −∆26 y2z ∧ xz2 ∧ yz2 + ∆25 y2z ∧ xz2 ∧ z3 +
−∆24 y2z ∧ yz2 ∧ z3 + ∆23 xz2 ∧ yz2 ∧ z3.
On déduit alors les coefficients de xθ4∧ yθ21346∧ zθ323456. Ce sont des polynômes homogènes
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de degré 3 en les ∆i,j :
• −∆226∆46 + ∆25∆246 + ∆16∆26∆56 −∆14∆256,
• + ∆25∆26∆46 −∆25∆45∆46 −∆16∆25∆56,
• −∆24∆26∆46 + ∆16∆24∆56 + ∆14∆45∆56,
• + ∆23∆26∆46 + ∆25∆34∆46 −∆16∆23∆56 −∆14∆35∆56,
• −∆24∆25∆46 + ∆14∆25∆56,
• + ∆16∆24∆45 + ∆14∆245 + ∆224∆46 −∆14∆25∆46,
• + ∆25∆26∆34 −∆24∆25∆36 −∆25∆34∆45 + ∆13∆25∆56,
• + ∆16∆24∆35 −∆14∆25∆36 + ∆14∆35∆45 + ∆23∆24∆46,
• −∆16∆24∆25 + ∆14∆25∆26 −∆14∆25∆45,
• + ∆15∆16∆24 −∆14∆16∆25 + ∆14∆15∆45 −∆12∆24∆46.
Ces polynômes appartiennent à l’idéal définissant Hilp2Pn(k) comme sous-variété fermée de
Gr2S2(k) ' Gr2K6(k).
3.5 Equations BLMR
Nous allons dans cette section fournir de nouvelles equations globales pour le schéma de
Hilbert associé à un polynôme P de degré r. Celles-ci sont homogènes de degré inférieur ou
égal à r + 2 en les coordonnées de Plücker et sont donc de ce point de vue plus simple que
celles de Iarrobino-Kleiman et Bayer. Nous commencerons par étudier le cas des schémas
affines de la forme X = Spec(k), où K ⊂ k est un corps. Puis nous généraliserons les
résultats aux cas des schémas quelconques X ∈ C.
3.5.1 Le cas d’un schéma X = Spec(k)
Tout au long de cette section, P (t) désignera un polynôme de Hilbert admissible dans Pn
de degré r et de nombre de Gotzmann d = a(P ) et K ⊂ k une extension de corps. On pose
Q(t) =
(
n+t
n
)− P (t) et on introduit :
Q′(t) := Q(t)−
(
n− d− 1 + t
n− d− 1
)
=
(
n+ t
n
)
−
(
n− d− 1 + t
n− d− 1
)
− P (t)
de telle sorte que Q(t) − Q′(t) = dimk(k[xn, . . . , xd+1]t). Nous désignerons PGL(n + 1)
l’ensemble des changements de coordonnées dansK[x0, ..., xn]. PGL(n+1) s’identifie donc
naturellement à l’ensemble des matrices inversibles de taille (n+ 1)× (n+ 1) à coefficients
dans K.
Proposition 3.5.1. Soit U ′x l’ensemble des éléments Id ∈ GrP (d)Sd (k) (i.e Sd/Id de dimension
P (d)) tels que Id admet un ensemble de générateurs de la forme suivante :
GdI = {xαl + fl / l = 1, . . . , l0} ∪ {gj, j = 1, . . . , j0}
avec fl, gj ∈ (xr, . . . , x0) et {xαl / l = 1, . . . , l0} un ensemble de monômes inclus dans
k[xn, . . . , xr+1]d.
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Alors, U ′x est un ouvert non vide de GrP (d)S∗d (k) (en tant que variété de P
N
K , avec N =
dim ∧P (d) Sd, pour rappel voir (3.3.1)).
De plus, Id+1 := S1.Id admet un ensemble de générateurs Gd+1I dont les coordonnées dans
une base de Sd+1 de la forme :
{monômes de k[xn, . . . , xr+1]d+1} ∪ {monômes de (x0, . . . , xr)d+1}
et écrites en ligne forment la matrice suivante :
Ad+1 =
 Id • • •0 D1
0 D2
 (3.5.1)
où
- les colonnes de la partie gauche de la matrice correspondent à la décomposition sur
les monômes de k[xn, . . . , xr+1]d+1 et ceux de la partie droite sur les monômes de
(x0, . . . , xr)d+1 ;
- la sous-matrice en haut à gauche Id est l’identité de taille Q(d+ 1)−Q′(d+ 1) ;
- les lignes de D1 contiennent les coefficients de xh(xαl + fl) ainsi que ceux de xhgj ,
h = 0, . . . , d ;
- les lignes de D2 contiennent les coefficients de xagj , a = r + 1, . . . , n ainsi que les
polynômes du type : xi′fl′ − xifl tels que xi′xαl′ = xixαl et i, i′ ≥ r + 1.
Enfin, le sous-ensemble Ux ⊂ U ′x de tous les éléments Id ∈ U ′x tels que rang(D1) ≥
Q′(d + 1) constitue un ouvert et {gUx / g ∈ PGL(n+ 1)} est un recouvrement ouvert de
Gr
P (d)
Sd
(k) (toujours via l’identification de GrP (d)Sd (k) à une sous-variété de P
N
k , voir (3.3.1)).
Démonstration. Considérons la projection canonique :
pi : k[x0, . . . , xn]d → (k[x0, . . . , xn]/(x0, . . . xr))r ' k[xr+1, . . . , xn]d.
Soit ∆ = Skd/Id ∈ GrP (d)Sd (k). Le sous-ensemble U ′x de Gr
P (d)
Sd
(k) est donné par la condi-
tion :
pi(Id) = k[xr+1, . . . , xn]d
qui est ouverte en les (∆H)|H|=P (d) et U ′x est donc un ouvert de GrP (d)Sd (k) pour la topologie
de Zariski (via le plongement (3.3.1)).
De plus cet ouvert est non vide car pour tout idéal Borel-fixe J ⊂ k[x0, ..., xn] tel que
Jd appartient à Gr
P (d)
Sd
(k), Jd appartient aussi à U ′x. En effet, si J est Borel-fixe tel que
Jd ∈ GrP (d)Sd (k), alors d’après le théorème 2.2.8 de Macaulay sur la croissance minimale des
idéaux on a :
dim(Jt) ≥ Q(t), ∀t ≥ d.
Alors, le polynôme de Hilbert de k[x0, . . . , xn]/J est de degré≤ deg(P (t)) = r. En utilisant
la propriété Borel-fixe (voir définition 1.2.13) on déduit aisément que Jd ⊇ k[xn, . . . , xr+1]d
et Jd appartient donc à U ′x.
Enfin, il est clair que pour tout Id ∈ U ′x, il existe une base GdI de Id en tant que k-espace
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vectoriel de la forme souhaitée.
Pour tout Id ∈ U ′x, S1GdI =
⋃
i xiG
d
I est un ensemble générateur de Id+1 := S1.Id. L’en-
semble des générateurs Gd+1I que nous recherchons, se déduit alors facilement de S1G
d
I en
modifiant seulement certains éléments : pour tout monôme xγ dans k[xr+1, . . . , xn]d+1 on
choisit un seul élément xi(xαl + fl) avec xγ = xixαl que l’on garde dans Gd+1I (cela cor-
respond aux lignes du premier bloc Ad+1) tandis que tout autre élément xi′(xαl′ + fα′) avec
xγ = xi′x
αl′ est remplacé par xi′fαl′ − xifαl (qui appartient à (x0, . . . , xr)).
Enfin, montrons que {gUx / g ∈ PGL(n+ 1)} est un recouvrement ouvert de GrP (d)Sd (k).
Fixons un ordre monomial < vérifiant x0 > ... > xn et un élément Id ∈ GrP (d)Sd (k). Nous
allons montrer que pour des changements génériques de coordonnées g ∈ PGL(n + 1) on
a :
g ◦ Id ∈ Ux.
Rappelons que par changement générique de coordonnées on peut supposer que tout idéal
admet un idéal initial Borel-fixe (voir théorème 1.2.15 et définition 1.2.16). Ainsi, pour un
changement générique de coordonnées g ∈ PGL(n+ 1), Jd := In(g ◦ Id) est Borel-fixe (i.e
si xi.xα ∈ Jd alors xj.xα ∈ Jd pour tout j ≥ i). D’après ce qui précède, on sait que :
k[xn, . . . , xr+1]d ⊂ Jd.
On en déduit alors facilement que g ◦ Id admet un ensemble de générateurs de la forme
souhaitée i.e g ◦ Id ∈ U ′x.
Notons que Jd ∈ GrP (d)Sd (k) et que dimS1.Jd ≤ dimS1.Id. De plus, comme Jd est Borel-fixe
on a :
dim(x0Jd + · · ·+ xrJd) = dim(S1.Jd ∩ (x0, . . . , xr)) =
= dim(S1.Jd)− dim(k[xr+1, . . . , xn]d+1) ≥ Q′(d+ 1).
Ainsi :
dim(x0(g ◦ Id) + · · ·+ xr(g ◦ Id)) ≥ dim(x0In(g ◦ Id) + · · ·+ xrIn(g ◦ Id) =
= dim(x0Jd + · · ·+ xrJd) ≥ Q′(d+ 1).
On conclut alors que gI ∈ Ux car les générateurs de x0(g◦I)d+· · ·+xr(g◦I)d correspondent
aux lignes de D1.
Corollaire 3.5.2. Soit Id ∈ Ux, alors :
Id ∈ Ux ∩HilbPPn(k) ⇐⇒ rang(D) = rang(D1) = Q′(d+ 1). (3.5.2)
Démonstration. On sait que Id ∈ HilbPPn(k) si et seulement si dim(Id+1) = rang(Ad+1) =
Q(d + 1). De par la forme de la matrice Ad+1, cela équivaut à ce que rangD = Q′(d + 1).
Comme rangD1 ≥ Q′(d+ 1), on déduit (3.5.2).
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Théorème 3.5.3. [10][Thm.5.3, p.13] Soit P (t) un polynôme de Hilbert de degré r ad-
missible sur Pn et d son nombre de Gotzmann. Soit K ⊂ k une extension de corps. Alors,
HilbPPn(k) peut être défini comme une sous-variété fermée de Gr
P (d)
Sd
(k) par un ensemble
T ⊂ K[∧P(d)Sd] formé de polynômes homogènes de degré≤ r+2 (GrP (d)Sd (k) étant toujours
considérée comme une sous-variété de PNK via le plongement (3.3.1)).
Démonstration. On divise la preuve en deux étapes :
Etape 1. Il s’agit tout d’abord de construire un ensemble de polynômes Tx inclus dans
K[∧P (d)Sd] tel que pour tout Id ∈ Ux, Id ∈ Ux ∩HilbPPn(k) si et seulement Tx(∆H) = 0
avec ∆ := Skd/Id (voir la remarque 3.2.3 pour la construction des éléments (∆H)|H|=P (d)).
Soit Id ∈ Ux et posons ∆ := Skd/Id. Considérons alors un premier ensemble d’éléments
de ∧Q′(d+1)+1Skd de la forme :( ∧
h=0,...,r
xhθ
mh
Jh (∆)
)
∧ xaθ1K(∆) ∈ ∧Q
′(d+1)+1Skd (3.5.3)
pour toute famille (xhθ
mh
Jh (∆)){h=0,...,d} ⊂ Skd+1 telle que
∑
hmh = Q
′(d + 1), pour tout
ensemble K de P (d) + 1 monômes de degré d disjoint avec k[xr+1, . . . , xn]d et enfin pour
toute variable xa, a = r + 1, . . . , n.
Considérons aussi un second ensemble d’éléments de ∧Q′(d+1)+1Skd de la forme :( ∧
h=0,...,r
xhθ
mh
Jh (∆)
)
∧ (xiθ1K1(∆)− xi′θ1K2(∆)) (3.5.4)
à nouveau pour toute famille (xhθ
mh
Jh (∆)){h=0,...,r} ⊂ Skd+1 telle que
∑
hmh = Q
′(d + 1)
et pour toute famille H de P (d) monômes de degré d disjoint avec k[xr+1, . . . , xn]d, tout
monôme xηk[xr+1, . . . , xn]d−1 et tout couple d’indices (i, i′) ⊂ {r + 1, . . . , n} tels que
K1 = H ∪ {xi′xη} et K2 = H ∪ {xixη} et K1,K2.
D’après la proposition 3.2.8, (3.5.3) et (3.5.4) s’annulent pour ∆ = Skd/Id si et seulement
si, dans le contexte la proposition 3.5.1, toute famille formée de Q′(d + 1) lignes de D1 et
d’une ligne de D2 est liée (au sens où ses éléments sont linéairement dépendants). En notant
que D2 n’est pas réduit à 0 (voir remarque 3.5.4), on déduit que c’est équivalent au fait que
rangD1 = rangD2 ≤ Q′(d+ 1) i.e Id ∈ Ux ∩HilbPPn(k) d’après le corollaire 3.5.2.
Remarquons alors que d’après la proposition 3.2.8, les coefficients des éléments de (3.5.3) et
(3.5.4), dans la base usuelle (xi1∧...∧xiQ′(d+1)+1) de ∧Q
′(d+1)+1Skd+1, sont des polynômes ho-
mogènes de degré≤ r+2 en les (∆H)|H|=P (d). C’est cet ensemble de polynômes homogènes
que l’on note :
Hx ⊂ K[∧P (d)Skd ]. (3.5.5)
Etape 2. Soit Id un élément de Gr
P (d)
Sd
(k) et g un élément PGL(n + 1) représentant un
changement générique de coordonnées. Notons toujours ∆ := Skd/Id et ∆
g := Skd/(g ◦ Id).
On peut alors facilement montrer que pour toute famille J de taille P (d), les coefficients
∆gJ (définis dans la remarque 3.2.3) s’écrivent comme polynômes bihomogènes de degré 1
en les (∆H)|H|=P (d) et de degré Q(d)× d en les coefficients (gi,j) de g.
Ainsi, étant donné un polynôme homogène R de degré s ≤ r+ 2 dans Hx, R((∆gJ )|J |=P (d))
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est un polynôme bihomogène de degré s en les (∆H)|H|=P (d) et de degré Q(d) × d × s en
les (gi,j). Les coefficients de R((∆g)|J |=P (d)) en tant que polynôme de degré Q(d) × d × s
en (gi,j) sont donc des polynômes de degré s ≤ r + 2 en les (∆H)|H|=P (d). Notons CR cet
ensemble de polynômes.
D’après la proposition 3.5.1 et le corollaire 3.5.2, Id ∈ GrP (d)Sd (k) appartient à HilbPPn(k)
si et seulement si pour des changements génériques de coordonnées g ∈ PGL(n+ 1) :
gI ∈ Ux ∩HilbPPn(k)
i.e :
tous les polynômes homogènes R ∈ Hx s’annulent en (∆gJ )|J |=P (d)
ou de manière équivalente :
tous les polynômes CR pour tout R ∈ Hx s’annulent pour (∆H)|H|=P (d).
On a donc prouvé que I ∈ GrP (d)Sd (k) appartient à HilbPPn(k) si et seulement si (∆H)|H|=P (d)
annule les polynômes
H :=
⋃
R∈Hx
CR (3.5.6)
qui sont homogènes de degré inférieur ou égal à r + 2.
Remarque 3.5.4. Soit Id ∈ U ′x. Remarquons qu’une condition nécessaire pour que D2 soit
vide est que Id n’ait pas de générateur dans GdId du type gj . Prouvons que c’est impossible.
En effet, cela implique que la dimension de Id est égale à p˜(d) :=
(
n+r
n
)−(n−r+d
n−r
)
. Montrons
alors que p˜(d) ne peut pas coïncider avec P (d) où P est un polynôme de Hilbert de nombre
de Gotzmann égal à d et de degré r. Pour cela nous allons chercher à majorer P (d) pour un
tel polynôme de Hilbert P .
D’après la décomposition de Green des polynômes de Hilbert [38, Thm. 3.11], le polynôme
suivant :
p(t) =
(
t+ r
r
)
+
(
t+ r − 1
r
)
+ · · ·+
(
t+ r − d+ 1
r
)
,
est de degré r et de nombre de Gotzmann égal à d. De plus, tout autre polynôme de Hilbert P
de degré r et de nombre de Gotzmann d s’obtient à partir de p(t) en remplaçant au moins un
coefficient binomial
(
t+r−j
r
)
par un autre coefficient de la forme
(
t+(r−i)−j
r−i
)
(avec i, j > 0).
Comme
(
d+r−j
r
)
>
(
d+(r−i)−j
r−i
)
, P (d) est majoré par p(d) =
∑d
i=1
(
r+i
r
)
.
Enfin, en utilisant la décomposition suivante :
k[x0, . . . , xn]d =
⋃
i=0,...,d
k[x0, . . . , xr]i · k[xr+1, . . . , xn]d−i,
on déduit que :
p˜(d) =
(
n+ d
n
)
−
(
n− r + d+ 1
n− r + 1
)
=
d∑
i=1
(
r + i
r
)(
n− r + 1 + d− i
n− r + 1
)
>
d∑
i=1
(
r + i
r
)
et que :
p˜(d) > p(d) ≥ P (d).
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Exemple 3.5.5. Appliquons le théorème 3.5.3 au cas de l’exemple 3.3.2 et 3.4.2. Puisque le
polynôme de Hilbert est constant, afin de calculer le premier ensemble d’équations (3.5.3),
nous devons considérer le produit extérieur entre zθ4123456 et deux éléments xθ
1
456, yθ
1
456 ne
contenant pas de monôme dans k[x, y]. On obtient 12 polynômes :
• −∆26∆46 + ∆45∆46 + ∆16∆56, • −∆245 + ∆25∆46 −∆15∆56,
• −∆24∆46 + ∆14∆56, • ∆34∆45 + ∆23∆46 −∆13∆56,
• −∆24∆45 + ∆12∆56, • ∆14∆45 −∆12∆46,
• −∆36∆46 + ∆26∆56 + ∆45∆56, • ∆35∆46 −∆25∆56,
• −∆245 −∆34∆46 + ∆24∆56, • ∆35∆45 −∆23∆56,
• −∆25∆45 + ∆23∆46, • ∆15∆45 −∆13∆46 + ∆12∆56.
De plus, pour calculer le second ensemble d’équations (3.5.4), nous devons considérer les
coefficients du produit extérieur entre zθ4123456 et un élément appartenant à l’ensemble :
{yθ1145 − xθ1245, yθ1245 − xθ1345, yθ1146 − xθ1246, yθ1246 − xθ1346, yθ1156 − xθ1256, yθ1256 − xθ1356}.
On obtient 36 générateurs :
• ∆16∆25 −∆15∆26 −∆24∆26 + ∆14∆36, • ∆24∆25 −∆14∆35,
• −∆15∆24 −∆224 + ∆14∆25 + ∆14∆34, • ∆15∆23 + ∆23∆24 −∆13∆25,
• −∆14∆23 + ∆12∆25, • ∆13∆14 −∆12∆15 −∆12∆24,
• −∆25∆26 −∆26∆34 + ∆16∆35 + ∆24∆36, • ∆225 + ∆25∆34 −∆15∆35 −∆24∆35,
• −∆24∆25 + ∆14∆35, • ∆23∆25 + ∆23∆34 −∆13∆35,
• −∆23∆24 + ∆12∆35, • ∆13∆24 −∆12∆25 −∆12∆34,
• −∆24∆46 + ∆14∆56, • ∆16∆25 −∆15∆26 + ∆24∆45,
• −∆16∆24 + ∆14∆26 −∆14∆45, • ∆16∆23 −∆13∆26 −∆24∆34 + ∆14∆35,
• ∆224 −∆14∆25 + ∆12∆26, • ∆14∆15 −∆12∆16 −∆14∆24,
• −∆226 + ∆16∆36 −∆34∆46 + ∆24∆56, • ∆25∆26 −∆15∆36 + ∆34∆45,
• −∆24∆26 + ∆14∆36 −∆24∆45, • ∆23∆26 −∆234 + ∆24∆35 −∆13∆36,
• −∆24∆25 + ∆24∆34 + ∆12∆36, • ∆15∆24 −∆12∆26 −∆14∆34,
• ∆226 −∆16∆36 −∆25∆46 + ∆15∆56, • −∆25∆26 + ∆16∆35 + ∆25∆45,
• ∆24∆26 −∆16∆34 −∆15∆45, • −∆23∆26 −∆25∆34 + ∆15∆35,
• ∆16∆23 −∆15∆25 + ∆24∆25, • ∆215 −∆13∆16 −∆14∆25 + ∆12∆26,
• −∆35∆46 + ∆25∆56, • ∆26∆35 −∆25∆36 + ∆35∆45,
• −∆26∆34 + ∆24∆36 −∆25∆45, • ∆25∆35 −∆34∆35 −∆23∆36,
• −∆225 + ∆23∆26 + ∆24∆35, • ∆15∆25 −∆13∆26 −∆14∆35 + ∆12∆36.
Pour finir, nous devons considérer l’action de PGL(3) pour obtenir toutes les équations.
3.5.2 Cas général
Dans cette sous-section, P désignera un polynôme de Hilbert admissible dans Pn de degré
r et de nombre de Gotzmann d = a(P ) et X ∈ C un schéma de type fini sur K. On notera Q
le polynôme défini par :
Q(t) =
(
n+ t
n
)
− P (t)
et Q′ par :
Q′(t) := Q(t)−
(
n− d− 1 + t
n− d− 1
)
=
(
n+ t
n
)
−
(
n− d− 1 + t
n− d− 1
)
− P (t).
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Etant donné un élément ∆ ∈ GrP (d)Sd (X) :
g := Sd ⊗OX → ∆→ 0,
rappelons brièvement (voir (2.4.5)) la construction des sections globales (∆q1,...,pP (d)) ∈
H0(X,L) avec L := ∧P (d)∆ et (q1, ..., qP (d)) une famille de P (d) polynômes homogènes
de degré d. Soit :
φ := ∧P (d)Sd ⊗OX → L → 0
le morphisme obtenu à partir de g, par l’application du produit extérieur d’ordre P (d). Pour
toute famille (q1, ..., qP (d)) de P (d) polynômes homogènes de degré d, on définit ∆q1,...,qP (d) ∈
H0(X,L) par :
∆q1,...,qP (d) := φ(q1 ∧ ... ∧ qP (d)).
D’après le théorème 1.2.41, ces sections globales satisfont les relations de Plücker (1.2.10) :∑
λ=1,...,n+1
(−1)λ∆α1,...,αP (d)−1,βλ ⊗∆β1,...,βˆλ,...,βP (d)+1 = 0
dans H0(X,L⊗2).
Par la suite, on notera ∆ ⊂ H0(X,L) la famille de sections globales de ∆ ∈ GrP (d)Sd (X)
définie par :
∆ := (∆xα1 ,...,xαP (d) )xα1<...<xαP (d) ⊂ H0(X,L)
En outre, nous invitons le lecteur à se reporter à la sous-section 2.4.1 concernant le plon-
gement du schéma de Hilbert dans la Grassmannienne. On remarquera alors que les propo-
sitions qui y sont énoncées peuvent sans difficulté se généraliser au cas d’un polynôme de
Hilbert égal à P (et non uniquement constant égal à µ).
Il s’agit dans cette sous-section de fournir les équations du schéma de Hilbert HilbP (Pn) en
tant que sous-schéma fermé du schéma projectif GrP (d)(Sd) représentant le foncteur Gr
P (d)
Sd
et ainsi généraliser, à des polynômes de Hilbert P quelconques, le théorème 2.4.21 énoncé
dans le cas de polynômes de Hilbert constants.
Proposition 3.5.6. [10][Thm.6.12, p.17] Soit ∆ ∈ GrP (d)Sd (X). Alors, ∆ ∈ HilbPPn(X) si
et seulement si la famille de sections globales ∆ ⊂ H0(X,L) satisfait :
R(∆) = 0 dans Γ(X,L) :=
⊕
i
H0(X,L⊗i)
pour tout polynôme R ∈ H ⊂ K[∧P (d)Sd] (voir (3.5.6)) avec L := ∧P (d)∆.
Démonstration. L’annulation des sections globales d’un faisceau quasi-cohérent d’OX-modules
étant une propriété locale, nous pouvons nous ramener sans perte de généralité au cas où
X = Spec(A) ∈ Ca avec A une K-algèbre locale noethérienne d’idéal maximal m et de
corps résiduel k := A/m. Dans ce cas là, ∆ s’identifie à un A-module de la forme SAd /Id
libre de rang P (d) avec Id ⊂ SAd un sous A-module libre de rang Q(d) de SAd . La fa-
mille de sections globales ∆ s’identifie quant-à elle à la famille (∆H)|H|=P (d) ⊂ PNA (avec
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N = dimKSd) formée d’éléments de A introduits dans la remarque 3.2.3. Il s’agit alors de
montrer que ces éléments annulent les polynômes de l’ensemble T (voir (3.5.6)) si et seule-
ment si ∆ = SAd /Id ∈ GrP (d)Sd (A) appartient à HilbPPn(A). Cela consiste à généraliser le
théorème 3.5.3 au cas d’une K-algèbre locale noethérienne A.
Etape 1 :
Supposons d’abord que ∆ = SAd /Id ∈ GrP (d)Sd (X) satisfait les équations du théorème 3.5.3.
Considérons alors la suite exacte suivante :
0→ Id → SAd → SAd /Id → 0.
En tensorisant par k := A/m on obtient :
Id ⊗ k → k[x0, ..., xn]d → SAd /Id ⊗ k → 0.
Notons Id(k) l’image de Id ⊗ k dans k[x0, ..., xn]d := Skd . On a donc :
SAd /Id ⊗ k ' Skd/Id(k).
Fixons un ordre monomial < vérifiant x0 > · · · > xn. D’après [31, Thm. 15.20, p.354], il
existe un ensembleB ⊂ Sd deQ(d) monômes vérifiant la propriété Borel-fixe : si xi.xα ∈ B
alors xj.xα ∈ B pour tout j ≥ i ; tel que pour des changements génériques de coordonnées
g ∈ PGL(n+ 1) on ait :
B = In(g ◦ Id(k)) ⊂ Sd.
Soit Jd ⊂ SAd le A-module libre de rang Q(d) engendré par B. Jd est donc Borel-fixe.
Notons que Id(k) appartient à Gr
P (d)
Sd
(k) et satisfait aussi les équations du théorème 3.5.3.
On déduit donc que :
Id(k) ∈ HilbPPn(k).
Soit Id+1 := S1.Id et comme précédemment notons Id+1(k) l’image de Id+1⊗k dans Skd . On
a alors Id+1(k) = S1.Id(k), et comme Id(k) appartient à HilbPPn(k), on a :
dimId+1(k) = Q(d+ 1).
Soit B′ l’ensemble de Q(d+1) monômes de degré d+1 égal à l’initial générique de Id+1(k)
introduit dans la définition 1.2.16. Notons Jd+1 le A-module libre de rangQ(d+1) engendré
par B′. D’après la remarque 1.2.9, on a :
S1B ⊂ B′
et que donc :
S1 Jd ⊂ Jd+1.
Ainsi, par dimension, Jd appartient à HilbPPn(A) et
S1 Jd = Jd+1 et S1B = B′.
Fixons désormais un changement de coordonnées générique g ∈ PGL(n+ 1) pour lequel :
B = In(g ◦ Id(k)) et B′ = In(g ◦ Id+1(k)).
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On supposera sans perte de généralité que g = Idn+1 (quitte à remplacer (Id, Id+1) par
(g ◦ Id, g ◦ Id+1)). Par construction de l’ensemble H (voir (3.5.6)) on supposera aussi par la
suite que (∆H)|H|=P (d) annule les polynômes de l’ensemble Hx (voir (3.5.5)). Dans ce cas,
par liberté, Id est un A-module libre de rang Q(d) admettant une base de la forme :
{xα −
∑
xβ 6∈Jd
cα,βx
β| xα ∈ Jd}
Comme on l’a vu dans la preuve de la proposition 3.5.1, Jd = 〈B〉A étant Borel-fixe libre de
rang Q(d) on a :
A[xr+1, ..., xn] ⊂ Jd
et alors Id admet une base GdI de la forme suivante :
GdI = {xαl + fl / l = 1, . . . , l0} ∪ {gj, j = 1, . . . , j0}
avec fl, gj ∈ (xr, . . . , x0) et {xαl / l = 1, . . . , l0} ⊂ A[xn, . . . , xr+1]d. On peut donc décrire
Id+1 = S1.Id comme dans la proposition 3.5.1 au moyen de la matrice Ad+1. Dans ces
conditions et avec les mêmes notations, commençons par prouver que le A-module x0 Id +
· · · + xr Id ' 〈D1〉A (où 〈D1〉A est engendré par les lignes de D1) contient une famille de
Q′(d+ 1) polynômes de la forme suivante :
(xα −
∑
xβ 6∈Jd+1
cα,βx
β)xα∈x0.Jd+...+xr.Jd .
Prouvons par récurrence sur 0 ≤ i ≤ r que c’est vrai pour xα ∈ xiJd.
Pour i = 0, soit xα = x0.xγ avec xγ dans Jd. Il existe alors un élément :
xγ −
∑
xβ 6∈Jd
cγ,βx
β ∈ Id
Ainsi,
xγ x0 −
∑
xβ 6∈Jd
cγ,βx
β x0
appartient à x0Id ⊂ x0 Id + ... + xr Id. Comme (Jd) est Borel-fixe et que Jd appartient à
HilbPPn(A) (en particulier Jd+1 : S1 = Jd) on peut facilement prouver que si x
β 6∈ Jd alors
x0 x
β 6∈ Jd+1. Ainsi, la proposition est prouvée pour i = 0.
De i à i+ 1 : soit xα = xi+1.xγ avec xγ ∈ Jd. Alors :
xγ −
∑
xβ 6∈Jd
cγ,βx
β ∈ Id.
Ainsi,
xγ xi+1 −
∑
xβ 6∈Jd
cγ,βx
β xi+1 ∈ xi+1 Id ⊂ x0 Id + ...+ xr Id.
Si xβ xi+1 appartient à Jd+1 avec xβ 6∈ Jd, alors il existe 0 ≤ j ≤ n tel que :
xβ xi+1 = xj x
ω
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avec xω ∈ Jd. Comme (Jd) est Borel-fixe et comme xβ /∈ Jd, j est strictement plus petit
que i + 1. Alors, par récurrence, comme j ≤ i et xω ∈ Jd, on peut réécrire xβ xi+1 = xj xω
comme un élément du A-module engendré par B′ modulo x0 Id + · · ·+xr Id. La proposition
est donc prouvée pour i+ 1.
Le A-module 〈D1〉A ' (x0 Id + · · ·+ xr Id) contient donc une famille F de la forme :
F := (xα −
∑
xβ 6∈Jd+1
cα,β x
β)xα∈x0 Jd+···+xr Jd .
Or par hypothèse, (∆H) annule les polynômes de Hx. On déduit donc que ∆ = SAd /Id satis-
fait les équations (3.5.3) et (3.5.4).
Montrons premièrement que cela implique que F engendre le A-module 〈D2〉A. En effet, les
équations (3.5.4) impliquent que le produit extérieur entre Q′(d+ 1) polynômes de 〈D1〉A et
un polynôme de 〈D2〉A est toujours égal à zéro. En particulier, le produit extérieur entre les
Q′(d+1) polynômes de F et n’importe quel polynôme g de 〈D2〉A est égal à zéro. On déduit
alors facilement que g appartient à 〈F〉A et que F engendre 〈D2〉A (on utilise en particulier
le fait que le A-module libre SAd+1 admet une base contenant F).
Montrons deuxièmement que F engendre 〈D1〉A. En utilisant le même raisonnement que
dans la preuve du théorème 3.5.3 ainsi que la remarque 3.5.4, on prouve facilement que les
équations (3.5.3) et (3.5.4) impliquent que le produit extérieur entreQ′(d+1)+1 polynômes
de 〈D1〉A est toujours égal à zéro. En particulier, le produit extérieur entre les Q′(d+ 1) po-
lynômes de F et n’importe quel autre polynôme g de 〈D1〉A est égal à zéro. On déduit alors
facilement que g appartient à 〈F〉A et que F engendre 〈D1〉A (on utilise à nouveau le fait
que le A-module libre SAd+1 admet une base contenant F).
Enfin, on conclut que Id+1 est un A-module libre de base :
F ∪ {les polynômes représentés par les lignes du premier bloc de Ar+1}.
On peut alors facilement réécrire cette famille de polynômes en utilisant des combinaisons
linéaires d’éléments F pour obtenir une base de la forme :
(xα −
∑
xβ 6∈Jd+1
cα,βx
β)xα∈Jd+1 .
SAd+1/Id+1 est donc un A-module libre de baseNJd+1 (l’ensemble des monômes qui ne sont
pas dans Jd+1) et Id ∈ HilbPPn(X).
Etape 2 :
Supposons que Id ∈ GrP (d)Sd (X) appartient à HilbPPn(X). Prouvons alors qu’il satisfait les
équations du théorème 3.5.3. Cela revient à prouver les relations (3.5.3) et (3.5.4) pour des
changements génériques de coordonnées. Fixons un ordre monomial< tel que x0 > ... > xn.
D’après le théorème de Galligo [31, Thm. 15.20, p.354] et le lemme de Nakayama, il existe
un idéal monomial Borel-fixe (Jd) de polynôme de Hilbert P , tel que, pour des changements
génériques de coordonnées,NJd etNJd+1 sont des bases respectives de Td/Id et Td+1/Id+1
en tant que A-modules libres (où NJi désigne les monômes de Si qui ne sont pas dans
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Ji). Alors, comme dans l’Etape 1, on peut représenter Id+1 au moyen de la matrice Ar+1
introduite dans la proposition 3.5.1 et prouver l’existence d’une familleF ⊃ D1 deQ′(d+1)
polynômes homogènes de degré d+ 1 de la forme :
(xα −
∑
xβ 6∈Jd+1
cα,βx
β)xα∈x0.Jd+...+xr.Jd .
CommeNJd+1 est une base de SAd+1/Id+1 en tant queA-module libre, tout polynôme associé
à une ligne de 〈D1〉A ou de 〈D2〉A appartient à 〈F〉A. En conséquence, les relations (3.5.3) et
(3.5.4) sont satisfaites pour des changements génériques de coordonnées. Les équations du
théorème 3.5.3 sont donc vérifiées.
Théorème 3.5.7. Le foncteur de Hilbert HilbPPn est représentable. Il est représenté par un
sous-schéma fermé HilbP (Pn) du schéma Grassmannien GrP (d)(Sd) représentant le fonc-
teur Grassmannien GrP (d)Sd . En particulier, en notant #d les relations de Plücker associées à
la famille des monômes de degré d (en tant que base de Sd, voir (1.2.11) et théorème 1.2.41),
on a :
HilbP (Pn) ' Proj(K[∧P (d)Sd]/(#d,T))
avec T défini par (3.5.6).
Démonstration. Ce théorème est une conséquence de la proposition 3.5.6. En effet, soit
X ∈ C, se donner un élément de HilbPPn(X) est équivalent à se donner un élément ∆ ∈
Gr
P (d)
Sd
(X) dont les sections (∆α1,...,αP (d))α1<...<αP (d) ∈ H0(X,∧P (d)∆) annulent les poly-
nômes de H. C’est encore équivalent à se donner un couple (L, φ) et des sections (lα1<...<αP (d))α1<...<αP (d) ∈
H0(X,L) où L est un faisceau inversible sur X , φ un morphisme surjectif :
φ : ∧µSd ⊗OX −→ L −→ 0
et (lα1<...<αP (d)) ∈ H0(X,L) engendrent L et satisfont les relations #d,H. Enfin, cela équi-
vaut (voir par exemple [46][thm. 7.1, p. 150]) à se donner un morphisme de schémas :
X −→ Proj(K[∧µSd]/#d,H).
Cette bijection naturelle induit donc un isomorphisme de foncteurs entre HilbP (Pn) et le
foncteur Hom(−,Proj(K[∧µSd]/#d,H)) dans la catégorie C. HilbP (Pn) est donc repré-
senté par Proj(K[∧µSd]/#d,H).
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Chapitre 4
Décomposition de tenseurs symétriques
4.1 Introduction
Les tenseurs symétriques apparaissent essentiellement sous forme de fonctions multiva-
riées. En statistiques par exemple, les tenseurs cumulants sont des dérivées de la seconde
fonction caractéristique [65].
Les tenseurs sont aussi largement utilisés en électronique depuis les années quatre-vingt-
dix [79], et en particulier dans le domaine de l’"Antenna Array Processing" [29] [18], ou
encore celui des télécommunications [84] [17] [76] [33] [26]. Plus tôt encore, dans les an-
nées soixante-dix, les tenseurs ont été utilisés en Chémométrie [11] et en Psychométrie [53].
La complexité arithmétique est aussi un domaine important où la compréhension des tenseurs
et de leurs décompositions ont fait d’importantes avancées [57] [55] [78]. Citons en particu-
lier les tenseurs d’ordre trois qui représentent des applications bilinéaires [55] [8] [78] [57].
Enfin, l’Analyse de Données représente aussi un champ important d’application de la dé-
composition de tenseurs. Citons, par exemple, l’analyse des composantes indépendantes qui
fut initialement introduite pour des tenseurs symétriques dont le rang n’excèdent pas la di-
mension [21] [15]. Néanmoins, il est désormais possible d’estimer plus de facteurs que la
dimension [30] [52].
Dans certaines applications, les tenseurs peuvent être symétriques seulement dans certains
modes [23], ou au contraire ne pas être symétriques, ni avoir la même dimension [19] [77].
De nombreuses autres applications de la décomposition de tenseurs peuvent être trouvées
dans [19] [77].
Remarquons que dans certains cas, les tenseurs apparaissent sous forme d’une collection de
matrices symétriques [28] [35] [84] [71] [82]. Inversement, certains algorithmes traitent les
tenseurs symétriques en tant que collection de matrices symétriques [85] [87] [27].
Le problème de décomposition de tenseurs symétriques, que nous considérons dans ce cha-
pitre, est un problème déterminantiel qui étend la Décomposition en Valeurs Singulières
(SVD) pour les matrices symétriques. Cette méthode est un outil important en algèbre li-
néaire numérique qui concentre beaucoup d’attention et est régulièrement utilisée dans de
nombreuses applications [36].
Comme on a pu le voir au dessus, l’extension à des tenseurs symétriques généraux apparait
dans beaucoup de domaines. Néanmoins, de nombreux problèmes, tant théoriques qu’algo-
rithmiques, demeurent non résolus. Parmi les problèmes résolus, mentionnons la détermina-
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tion du nombre minimal de termes dans la décomposition d’un tenseur générique [2], qui
y est énoncée sous la forme d’un problème d’interpolation duale. Voir [49, chap. 2] pour
un lien entre ces deux points de vue. En ce qui concerne les problèmes ouverts, citons par
exemple la détermination du rang maximal de tenseurs de degré et de dimension donnés,
ou encore la détermination de la stratification de l’ensemble des tenseurs symétriques "rang
par rang". Voir néanmoins [20] pour une réponse dans le cas binaire. Pour une présentation
détaillée du problème de décomposition de tenseurs symétriques du point de vue de la géo-
métrie algébrique projective, nous renvoyons le lecteur à [49]. Les propriétés des matrices de
Catalecticant, reliées à la dualité apolaire associée à un tenseur symétrique de degré donné,
y sont largement étudiées.
En parallèle et de manière indépendante, probablement à cause de la barrière du langage,
des recherches concernant ce problème ont été développées en analyse numérique. Elles sont
principalement inspirées par le cas des tenseurs d’ordre 2, i.e des matrices. Malgré leur intérêt
pratique évident, les algorithmes numériques actuellement utilisés par la plupart des commu-
nautés scientifiques sont sous-optimaux, dans le sens où ils n’exploitent pas complètement
les symétries [1], minimisent différents critères de manière séquentielle [85] [27] ou sont
itératifs et souffrent d’un manque de garantie concernant leur convergence globale [45] [69].
Ils requièrent de plus que le rang soit plus petit que le rang générique. Parmi ces méthodes,
citons par exemple les techniques PARAFAC [11], largement appliquées pour résoudre les
problèmes qui sont mal posés. En effet, contrairement au cas des matrices, l’ensemble des
tenseurs symétriques de rang ≤ r n’est pas fermé, et sa clôture admet des singularités cor-
respondant à des tenseurs de rang > r. Cela explique pourquoi une approche numérique
itérative rencontre des difficultés pour calculer une décomposition de tenseur. Pour plus de
détails sur les problèmes ouverts concernant les tenseurs symétriques, voir [22].
Le but de ce chapitre est de décrire une nouvelle méthode capable de décomposer un ten-
seur symétrique d’ordre et de dimension quelconques en une somme de termes de rang un.
L’algorithme proposé dans ce chapitre s’inspire du théorème de Sylvester [56], et l’étend à
de plus grandes dimensions. En utilisant le produit apolair sur les polynômes, on montrera
que le problème de décomposition de tenseurs se ramène à écrire une forme linaire comme
une combinaison d’évaluations en des points distincts. Nous fournirons des conditions né-
cessaires et suffisantes pour l’existence d’une décomposition de rang r. Celles-ci sont basées
sur des conditions de rang d’opérateurs de Hankel et des propriétés de commutation. Au
lieu de travailler degré par degré, comme dans [49], on considèrera une situation affine afin
de traiter en une seule fois les différentes composantes homogènes. Dans le cas binaire, le
problème de décomposition peut être résolut directement en calculant les rangs des Catalec-
ticants. En dimension plus grande, la situation est plus complexe. Une étape d’"extension"
est nécessaire pour trouver une décomposition. Cela conduit à la résolution d’un système po-
lynomial de petit degré à partir duquel on déduit une décomposition en résolvant un simple
problème de valeurs propres.
Cet algorithme n’est pas restreint à des rangs sous-génériques comme pour la méthode pro-
posée dans [49][chap. 5]. Dans les cas sous-génériques, la décomposition est néanmoins
essentiellement unique (i.e à scalaire près et à permutation près) sous certaines conditions
de rang. La méthode que nous proposons exploite pleinement les symétries du problème et
fournit une réponse concernant l’unicité.
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Les sections 4.2 à 4.5 de ce chapitre correspondent à un article en collaboration avec P.
Comon, B. Mourrain et E. Tsigaridas : voir [9]. Les sections 4.6 et 4.7 apportent quant à
elles une réelle nouveauté par rapport à l’article précédement cité et n’apparaisent à l’heure
actuelle dans aucune publication. Les résultats qui y sont exposés sont le fruit d’une col-
laboration avec B. Mourrain et, après approfondissement, feront certainement partie d’un
article. Enfin, la section 4.9 correspond à un travail en collaboration avec A. Bernardi, P.
Comon et B. Mourrain dont une version a été soumise et acceptée aux "Proceedings" de
ISSAC 2011 : voir [6]. Cette section se contente de mettre en place le formalisme et les pro-
priétés nécessaires afin d’adapter le cas multi-homogène aux techniques développées pour
la décomposition de tenseurs symétriques. Celle-ci n’est pas moins complète que [6] qui est
constitué essentiellement d’un rappel de ces techniques et d’une application au cas multi-
homogène. La version correspondante qui sera publiée dans les "Proceedings" sera quant à
elle moins précise que [6] puisqu’il a fallu s’adapter aux contraintes de taille imposées par
ISSAC sur les papiers soumis. Enfin, ma contribution dans ce travail, au même titre que mes
co-auteurs, a été de généraliser les résultats de [9] au cas multi-homogène.
Nous commencerons ainsi ce chapitre par exposer différentes formulations du problème de
décomposition de tenseurs. Nous rappellerons ensuite le théorème de Sylvester et l’algo-
rithme qui en découle pour le cas binaire. Dans la section 4.4, nous développerons le point
de vue dual et nous introduirons les notions d’opérateur de Hankel et de décomposition gé-
néralisée. Puis, dans la section 4.5, nous verrons comment décomposer un tenseur revient à
étendre une forme linéaire définie partiellement. Nous fournirons alors des critères d’exis-
tence pour de telles extensions. Nous aborderons ensuite la question de l’unicité et donnerons
des conditions pour lesquelles la décomposition de tenseurs est essentiellement unique. Nous
conclurons alors ce chapitre en fournissant un algorithme de décomposition inspiré de celui
de Sylvester pour le cas binaire et basé sur les critères d’extension de la section 4.5. Nous
appliquerons cet algorithme à trois exemple dans les sous-sections respectives 4.8.1, 4.8.2
et 4.8.3. Enfin, nous montrerons section 4.9 comment ces techniques peuvent s’adapter afin
de résoudre le problème de décomposition de tenseurs généraux (non nécessairement symé-
triques) et traiterons deux exemples dans la sous-section 4.9.2.
Nous ferons, tout au long de ce chapitre, régulièrement usage des préliminaires introduits
dans la section 1.2. Les notations seront celles décrites dans la section 1.1.
4.2 Formulations du problème
Nous allons présenter dans cette section trois formulations différentes du même problème
que nous considérons dans ce chapitre.
4.2.1 Décomposition polynomiale
On peut considérer un tenseur symétrique d’ordre d et de dimension n comme un poly-
nôme f(x) ∈ Sd homogène de degré d en n+ 1 variables :
f(x) =
∑
j0+j1+···+jn=d
aj0,j1,...,jnx
j0
0 x
j1
1 · · · xjnn . (4.2.1)
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Il s’agit alors de décomposer f en une somme de puissances d-ème de formes linéaires, i.e :
f(x) =
r∑
i=1
λi (ki,0x0 + ki,1x1 + · · ·+ ki,nxn)d = λ1 k1(x)d + λ2 k2(x)d + · · ·+ λr kr(x)d,
(4.2.2)
avec λi 6= 0, ki 6= 0, et r le plus petit possible. Ce r minimal s’appellera le rang de f .
Une approche naïve consiste à résoudre le problème de décomposition de la manière
suivante : soit f ∈ Sd un polynôme homogène de degré d. Supposons que le rang de f est
connu et égal à r. Considérons alors la relation suivante :
f(x) =
r∑
i=1
(ki,0x0 + ki,1x1 + · · ·+ ki,nxn)d
où les r(n + 1) coefficients ki,j des formes linéaires ki sont des inconnus. En développant
le terme de droite et en identifiant ses coefficients avec ceux de f , on obtient un système
d’équations polynomiales en les ki,j . C’est un système surdéterminé de
(
n+d
d
)
équations en
r(n + 1) variables. Les polynômes de ce système sont homogènes de degré d. Cette des-
cription du problème n’est pas optimale, elle introduit en particulier r! solutions redondantes
puisque toute permutation des formes linéaires solutions satisfait encore les équations de ce
système polynomial. Un autre inconvénient majeur de cette approche est le degré élevé des
polynômes qu’il s’agit de résoudre (degré d). Le lecteur pourra ainsi comparer avec le sys-
tème de polynômes de degré 2 décrit plus loin dans la section 4.5.
4.2.2 Variétés sécantes et variétés de Véronèse
Rappelons les liens qui existent entre la décomposition de tenseurs et les variétés sécantes
dans le cas symétrique. En effet, l’ensemble des tenseurs symétriques de la forme k(x)d =
(k0x0 + k1x1 + · · ·+ knxn)d pour k = (k0, k1, . . . , kn) dans Kn+1 est une variété algébrique
fermée.
Définition 4.2.1. Soit E unK-espace vectoriel de dimension n+1. L’image de l’application
suivante :
νd : Proj(E) → Proj(Sd(E))
v 7→ vd
s’appelle la variété de Véronèse. On la note Vd(E).
Voir [44, 86] pour une description de ces variétés.
Ainsi, en utilisant ce point de vue, un tenseur symétrique de rang 1 dans Sd(E) correspond
à un point de la Véronèse Vd(E). De même, un tenseur symétrique de rang ≤ r dans Sd(E)
est une combinaison linéaire de r points sur la Véronèse Vd(E). Il appartient donc à l’espace
linéaire engendré par r points sur Vd(E).
Définition 4.2.2. Soient X ⊂ PN une variété projective et σ0r(X) l’ensemble suivant :
σ0r(X) :=
⋃
P1,...Pr∈X
〈P1, . . . , Pr〉.
La r-ème variété sécante σr(X) de X est la clôture (pour la topologie de Zariski) de σ0r(X).
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Voir [44, 86] pour des exemples et pour les propriétés générales de ces variétés.
4.2.3 Décomposition et dualité
Définition 4.2.3. Soit f, g ∈ Sd, avec f =
∑
|α|=d fαx
α0
0 · · ·xαnn et g =
∑
|α|=d gαx
α0
0 · · · xαnn .
On définit le produit apolair sur Sd comme suit :
〈f, g〉 =
∑
|α|=d
fα gα
(
d
α0, . . . , αn
)−1
.
Définition 4.2.4. En utilisant le caractère non-dégénéré de ce produit apolair, on peut asso-
cier à tout élément de Sd un unique élément de S∗d grâce à l’application suivante :
τ : Sd → S∗d
f 7→ f ∗,
où la forme linéaire f ∗ est définie par :
f ∗ : g 7→ 〈f, g〉.
Ainsi, τ associe au polynôme f =
∑
|α|=d cα
(
d
α
)
xα ∈ Sd la forme linéaire f ∗ =
∑
|α|=d cα d
α ∈
S∗d .
Proposition 4.2.5. Soient f ∈ Sd et (ki)1≤i≤r une famille de points deAn+1. Alors, f s’écrit :
f =
∑
i
λi(x0 ki,0 + · · ·+ xn. ki,n)d
si et seulement si f ∗ ∈ S∗d s’écrit :
f ∗ =
∑
λi1ki
sur Sd.
Démonstration. Un calcul simple montre que 〈f,k(x)d〉 = f(k) pour tout k ∈ Kn+1. On a
donc :
τ(k(x)d) = 1k ∈ S∗d .
Le problème de décomposition peut se reformuler de la manière suivante :
Etant donné Λ ∈ S∗d , il s’agit de trouver le plus petit nombre de vecteurs non-
nuls k1, . . . ,kr ∈ Kn+1 et de scalaires non-nuls λ1, . . . , λr ∈ K − {0} tels
que :
Λ =
r∑
i=1
λi 1ki . (4.2.3)
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Par changement de variables générique, nous serons amenés à supposer sans perte de géné-
ralité que les coordonnées ki,0 sont égales à 1.
Définition 4.2.6. On appelle décomposition affine de Λ ∈ S∗d (resp. f ∈ Sd) la donnée d’une
famille de points (ki)1≤i≤r de An+1 et d’une familles de scalaires (λi)1≤i≤r telles que :
Λ =
r∑
i=1
λi 1ki (resp. f =
r∑
i=1
λi (x0 ki,0 + x1 ki,1 + · · ·+ xn ki,n)d)
et ki,0 = 1 pour tout 1 ≤ i ≤ r.
Remarque 4.2.7. Notons que d’après la proposition 4.2.5, f ∈ Sd admet une décomposition
affine si et seulement si f ∗ admet une décomposition affine.
Définition 4.2.8. Etant donné f ∈ Sd, on rappelle que l’on note f ∈ Rd la déhomogénéisa-
tion de f par rapport à x0, i.e :
f = f(1, x1, ..., xn).
On définit alors f ∗ ∈ R∗d de la manière suivante :
f ∗ : Rd → K
p 7→ f ∗(ph)
où ph désigne l’homogénéisation en degré d de p par rapport à x0. On a par définition :
f ∗ = f ∗ (voir notations, section 1.1).
Remarque 4.2.9. Etant donné f ∈ Sd, on vérifie aisément que pour tout q ∈ Sd, on a :
f ∗(q) = f ∗(q) = f ∗(q(1, x1, ..., xn)).
Proposition 4.2.10. Etant donné f ∈ Sd, et (ki)i une famille de points dans Kn+1 telle que
ki,0 = 1 ∀i. Alors, f admet la décomposition affine suivante :
f =
∑
i
λi(ki,0 x0 + · · ·+ ki,n xn)d
si et seulement si f ∗ peut s’écrire :
f ∗ =
∑
i
λi1ki ∈ R∗d
où ki = (ki,1, ..., ki,n).
Démonstration. Cela vient de la proposition 4.2.5 et du fait que f ∗ admet une décomposition
affine de la forme suivante :
f ∗ =
∑
i
λi1ki
(avec ki,0 = 1 ∀i) si et seulement si f ∗ peut s’écrire :
f ∗ =
∑
i
λi1ki ∈ R∗d.
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Remarque 4.2.11. Ainsi, à changement générique de coordonnées près, décomposer f ∈ Sd
en somme de puissances de formes linéaires, revient à décomposer f ∗ ∈ R∗d en somme
d’évaluations. Notre problème de décomposition de tenseurs peut donc se reformuler de la
manière suivante :
Soit Λ ∈ R∗d, il s’agit de trouver le plus petit nombre de vecteurs non-nuls
k1, . . . ,kr ∈ Kn et de scalaires non-nuls λ1, . . . , λr ∈ K− {0} tels que :
Λ =
r∑
i=1
λi 1ki (4.2.4)
sur Rd.
Définition 4.2.12. Etant donné Λ ∈ S∗d (resp.R∗d), on appellera rang de Λ, le plus petit entier
r tel que Λ s’écrive :
Λ =
r∑
i=1
λi1ki (resp.
r∑
i=1
λi1ki).
Etant donné g ∈ Rd, on appellera rang de g, le plus petit entier r tel que g s’écrive :
g(x) =
r∑
i=1
λiki(x) =
r∑
i=1
λi(1 + ki,1.x1 + ...+ ki,n.xn)
d.
Proposition 4.2.13. Etant donné f ∈ Sd, on a :
(i) rang f = rang f ∗,
(ii) rang f = rang f ∗
(iii) rang f ≥ rang f .
Démonstration. Les points (i) et (ii) sont des conséquences directes de définitions 4.2.4 et
4.2.8. (iii) vient du fait que si f s’écrit :
f(x) =
r∑
i=1
λi(1 + ki,1 x1 + · · ·+ ki,n xn)d,
alors f s’écrit :
f(x) =
r∑
i=1
λi(x0 + ki,1 x1 + · · ·+ ki,n xn)d
4.3 Le cas binaire (n = 1)
Le cas binaire se résout grâce à l’algorithme de Sylvester initialement énoncé afin de dé-
composer des polynômes homogènes en deux variables sous formes d’une somme de puis-
sances de formes linéaires [80] [20]. Rappelons cet algorithme :
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Théorème 4.3.1 (Sylvester, 1886). Soit p(x0, x1) =
∑d
i=0
(
d
i
)
ci x
i
0 x
d−i
1 un polynôme homo-
gène de degré d sur C. Alors, p peut s’écrire comme une somme de puissances d-ème de r
formes linéaires distinctes dans C :
p(x0, x1) =
r∑
j=1
λj (αj x0 + βj x1)
d, (4.3.1)
si et seulement si :
(i) il existe un vecteur q dans Cr+1 tel que : c0 c1 · · · cr... ...
cd−r · · · cd−1 cd
 q = 0. (4.3.2)
(ii) le polynôme q(x0, x1) =
∑r
l=0 ql x
l
0 x
r−l
1 admet r racines distinctes, i.e. q peut s’écrire
sous la forme
q(x0, x1) =
r∏
j=1
(β∗j x0 − α∗j x1).
La preuve de ce théorème est constructive et induit l’algorithme 1 page suivante. Etant
donné un polynôme bivarié p(x0, x1) de degré d et de coefficients ai =
(
d
i
)
ci, 0 ≤ i ≤ d, il
s’agit de calculer les matrices de Hankel notées H[r] de taille d− r + 1× r + 1 et dont les
entrées sont données par :
H[r]ij = ci+j−2
et de considérer leur noyau.
4.4 Opérateurs de Hankel et algèbre quotient
Dans cette section, nous rappellerons les outils algébriques nécessaires à la description et
à l’analyse de notre algorithme.
Pour tout Λ ∈ R∗, on définit la forme bilinéaire QΛ de la manière suivante :
QΛ : R×R→ K
(a, b) 7→ Λ(ab).
La matrice de QΛ dans la base monomiale de R sera notée :
QΛ := (Λ(x
α+β))α,β
avec α, β ∈ Nn.
Pour tout Λ ∈ R∗, on définit l’opérateur de HankelHΛ de R dans R∗ par :
HΛ : R→ R∗
p 7→ p ∗ Λ.
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Algorithm 1 DÉCOMPOSITION DE FORMES BINAIRES
Entrée : Un polynôme p(x0, x1) homogène de degré d.
Sortie : Une décomposition de p de la forme p(x0, x1) =
∑r
j=1 λjkj(x)
d avec r minimal.
1. Initialiser r = 0
2. Incrémenter r ← r + 1
3. Si le noyau de H[r] est réduit à {0}, alors on revient à l’étape 2
4. Autrement, on calcule une base {k1, . . . ,kl} du noyau de H[r].
5. Spécialisation :
– Prendre un vecteur générique q dans le noyau, e.g. q =
∑
i µiki
– Calculer les racines du polynôme associé à q : q(x0, x1) =
∑r
l=0 ql x
l
0 x
d−l
1 . Notons
les (βj,−αj), où |αj|2 + |βj|2 = 1.
– Si les racines ne sont pas distinctes dans P1 on essaie une autre spécialisation. Si des
racines distinctes ne peuvent être obtenues on revient à l’étape 2.
– Autrement, si q(x0, x1) admet r racines distinctes on calcule les coefficients λj ,
1 ≤ j ≤ r, en résolvant le système linéaire suivant où ai :=
(
d
i
)
ci
αd1 . . . α
d
r
αd−11 β1 . . . α
d−1
r βr
αd−21 β
2
1 . . . α
d−1
r β
2
r
: : :
βd1 . . . β
d
r
 λ =

a0
a1
a2
:
ad

6. La décomposition est alors p(x0, x1) =
∑r
j=1 λj kj(x)
d, avec kj(x) = (αj x0 +βj x1).
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La matrice de l’application linéaire HΛ dans la base monomiale (xα) de R et dans sa base
duale (dα) de R∗ sera notée :
HΛ = (Λ(x
α+β))α,β,
avec α, β ∈ Nn.
On a alors :
QΛ(a, b) = Λ(ab) = a · Λ(b) = b · Λ(a) = HΛ(a)(b) = HΛ(b)(a).
Définition 4.4.1. Etant donnés B = {b1, . . . , br}, B′ = {b′1, . . . , b′r′} ⊂ R et Λ ∈ R∗, on
définit :
HB′,BΛ : 〈B〉 → 〈B′〉∗,
comme la restriction de HΛ à l’espace vectoriel engendré par B (noté 〈B〉) composée avec
l’application naturelle de R∗ dans 〈B′〉∗. Soit HB′,BΛ la matrice de taille r × r′ définie par :
(Λ(bi b
′
j))1≤i≤r,1≤j≤r′ .
Si B′ = B, on noteraHBΛ et HBΛ . Enfin, on notera :
Hi,jΛ : Ri → R∗j ,
la restriction de HΛ à Ri composée avec l’inclusion de R∗ dans R∗j . On notera alors Hi,j la
matrice deHi,jΛ dans les bases monomiales.
Remarque 4.4.2. Si B,B′ sont des familles de polynômes linéairement indépendants, alors
H
B′,B
Λ est la matrice de HB
′,B
Λ dans la base B de 〈B〉 et la base duale B′∗ dans 〈B′〉∗. Les
matrices de Catalecticant introduites dans [49] correspondent au cas où B et B′ sont res-
pectivement les ensembles de monômes de degré ≤ k et ≤ d − k pour k = 0, . . . , d (voir
définition 4.6.2).
Remarque 4.4.3. Notons que les opérateurs de Hankel satisfont des propriétés de symétrie :
HB′,BΛ = tHB,B
′
Λ
pour tout famille de monômes B′, B ⊂ R.
D’après la définition des opérateurs de Hankel, un polynôme p ∈ R appartient au noyau
deHΛ si et seulement si p ∗ Λ = 0, i.e Λ(pq) = 0 ∀q ∈ R.
Proposition 4.4.4. Etant donné Λ ∈ R∗, on note IΛ le noyau de HΛ. Alors, IΛ est un idéal
de R.
Démonstration. Soit p1, p2 ∈ IΛ. Alors pour tout q ∈ R, Λ((p1+p2)q) = Λ(p1q)+Λ(p2q) =
0. Ainsi, p1 + p2 ∈ IΛ. De plus, si p ∈ IΛ et p′ ∈ R, alors pour tout q ∈ R on a Λ(pp′q) = 0.
Ainsi pp′ ∈ IΛ et IΛ est un idéal.
Soit AΛ = R/IΛ l’algèbre quotient associée à l’idéal IΛ. Le rang de HΛ est égal à la
dimension de AΛ en tant que K-espace vectoriel.
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Définition 4.4.5. Une algèbre quotient de type finiA est dite Gorenstein s’il existe une forme
bilinéaire non-dégénérée Q sur A telle que pour tout polynôme f, g, h ∈ A on a Q(f, gh) =
Q(fg, h) ou de manière équivalente s’il existe une forme linéaire Λ ∈ A∗ telle que (f, g) ∈
A×A 7→ Λ(f g) est non-dégénérée.
On peut montrer (voir [32] pour plus de détails) que A est Gorenstein si et seulement si
A∗ est un A-module libre de rang 1 engendré par un élément Λ ∈ A∗ : A∗ = A ∗ Λ.
L’ensemble A ∗ Λ s’appellera le système inverse engendré par Λ [64].
Proposition 4.4.6. Soit Λ ∈ R∗. Le dual A∗Λ de AΛ, s’identifie avec l’ensemble D = {q ∗
Λ| q ∈ R} et AΛ est une algèbre de Gorenstein.
Démonstration. Soit D = {q ∗Λ| q ∈ R} le système inverse engendré par Λ. Par définition :
D⊥ = {p ∈ R| ∀q ∈ R, q ∗ Λ(p) = Λ(pq) = 0}.
Ainsi D⊥ = IΛ. Puisque A∗Λ = I⊥Λ on déduit que A∗Λ = I⊥Λ = D⊥⊥ = D. AΛ est donc
Gorenstein.
Proposition 4.4.7. [9][Prop.3.5, p.7] Soient B = {b1, . . . , br}, B′ = {b′1, ..., b′r} ⊂ R
deux familles de polynômes et Λ ∈ R∗. Supposons que HΛ soit de rang fini égal à r et que
H
B′,B
Λ soit inversible. Alors b1, . . . , br est une base de AΛ. De plus, si 1 ∈ 〈B〉 l’idéal IΛ est
engendré par le noyau deHB′,B+Λ (voir définition 1.2.19 pour B+).
Démonstration. Prouvons d’abord que {b1, . . . , br} ∩ IΛ = {0}. Soit p ∈ 〈b1, . . . , br〉 ∩ IΛ.
Alors, p =
∑
i pi bi avec pi ∈ K et Λ(p b′j) = 0 ∀1 ≤ j ≤ r. Cela implique que HB
′,B
Λ ·p = 0,
avec p = [p1, . . . , pr] ∈ Kr. Puisque HB′,BΛ est inversible, cela implique enfin que p = 0 et
p = 0.
Ainsi, les opérateurs b1 ∗ Λ, . . . , br ∗ Λ sont linéairement indépendants dans R∗. En effet,
soit m = [µ1, . . . , µr] tel que µ1(b1 ∗ Λ) + · · ·+ µr(br ∗ Λ) = (µ1b1 + · · ·+ µrbr) ∗ Λ = 0.
Comme {b1, . . . , br} ∩ Ker(HΛ) = {0}, on a m = 0.
Par dimension, on déduit donc que {b1 ∗Λ, . . . , br ∗Λ} engendre l’image deHΛ. Pour tout
p ∈ R, il existe µ1, . . . , µr ∈ K tels que p∗Λ =
∑r
i=1 µi(bi ∗ Λ). On a donc p−
∑r
i=1 µibi ∈
IΛ. Cela induit la décomposition suivante R = B ⊕ IΛ, et montre que b1, . . . , br est une base
de AΛ.
De plus, si 1 ∈ 〈B〉, l’idéal IΛ est engendré par les relations xjbk −
∑r
i=1 µ
j,k
i bi ∈ IΛ.
Celles-ci appartiennent au noyau deHB′,B+Λ .
Proposition 4.4.8. Soit Λ ∈ R∗. Si HΛ est de rang fini r, alors AΛ est de dimension r sur K
et il existe ζ1, . . . , ζd ∈ Kn (avec d ≤ r), et pi ∈ K[∂1, . . . , ∂n], tels que :
Λ =
d∑
i=1
1ζi ◦ pi(∂) (4.4.1)
En particulier, les points ζ1, . . . , ζd ∈ Kn sont exactement les racines de l’idéal zéro-dimen-
sionnel IΛ et la multiplicité de ζi est égale à la dimension de l’espace vectoriel engendré par
le système inverse associé à 1ζi ◦ pi(∂).
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Démonstration. Puisque le rang de HΛ est fini égal à r, la dimension de AΛ est aussi égale à
r. Ainsi, le nombre de racines de l’idéal zéro-dimensionnel IΛ, notées ζ1, . . . , ζd, est au plus
r, i.e d ≤ r. Il suffit alors d’appliquer le théorème [32, Th. 7.34, p. 185] pour conclure.
Remarque 4.4.9. Notons qu’en caractéristique zéro, le système inverse de 1ζi ◦ pi(∂) est
isomorphe à l’espace vectoriel engendré par le polynôme pi et toutes ses dérivées.
Définition 4.4.10. Etant donné f ∈ Sd (resp. Λ ∈ S∗d), on appellera décomposition affine
généralisée de f (resp. Λ) la donnée de k polynômes pi ∈ K[∂1, ..., ∂n] et de k points ζi ∈ An,
tels que :
f ∗ =
∑
i=1,...,k
1ζi ◦ pi(∂) (resp. Λ =
∑
i=1,...,k
1ζi ◦ pi(∂) ).
On appellera la taille (ou encore le rang) d’une telle décomposition l’entier r égal à la
somme des dimensions des espaces vectoriels engendrés par les systèmes inverses associés
aux formes linéaires 1ζi ◦ pi(∂).
De même, étant donné Λ ∈ R∗ (ou plus généralement Λ ∈ R∗d), on appellera décomposition
généralisée de Λ la donnée de k polynômes pi ∈ K[∂1, ..., ∂n] et de k points ζi ∈ An, tels
que :
Λ =
∑
i=1,...,k
1ζi ◦ pi(∂).
Théorème 4.4.11. [9][Thm.3.8, p.8] Soit Λ ∈ R∗. Alors, on a Λ = ∑ri=1 λi 1ζi avec λi 6= 0
et (ζi) deux à deux distincts dans Kn, si et seulement si le rang de HΛ est égal à r et IΛ est un
idéal radical.
Démonstration. Si Λ =
∑r
i=1 λi 1ζi , avec λi 6= 0 et (ζi) deux à deux distincts dansKn, alors
soit {e1, . . . , er} une famille de polynômes d’interpolation en ces points : ei(ζj) = 1 si i = j
et 0 sinon. Soit Iζ l’idéal des polynômes qui s’annulent en ζ1, . . . , ζr. Cet idéal est radical et
on a Iζ ⊂ IΛ. Pour tout p ∈ IΛ et i = 1, . . . , r, on a p ∗ Λ(ei) = Λ(p ei) = p(ζi) = 0, ce qui
prouve que IΛ = Iζ est radical. Le quotient AΛ est alors de dimension r.
Inversement, si le rang de HΛ est égal à r, d’après la proposition 4.4.8, Λ =
∑r
i=1 1ζi◦pi(∂)
où pi est de degré 0 pour tout 1 ≤ i ≤ r (car la multiplicité de ζi est 1). Cela démontre donc
l’équivalence.
Plus généralement, on a :
Théorème 4.4.12. Soit Λ ∈ R∗. Alors, Λ = ∑mi=1 λi 1ζi ◦ pi(∂) avec λi 6= 0, (ζi) deux à
deux distincts dans Kn et tel que la taille de cette décomposition généralisée soit égale à r,
si et seulement si le rang de HΛ est égal à r.
Démonstration. Commençons par remarquer que l’implication réciproque⇐ est une consé-
quence directe de la proposition 4.4.8.
Réciproquement, montrons l’implication directe⇒. Soit Λ ∈ R∗ de la forme :
Λ =
m∑
i=1
λi 1ζi ◦ pi(∂)
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tel que la somme des dimensions des systèmes inverses engendrés par les éléments 1ζi ◦pi(∂)
soit égale à r. Pour tout 1 ≤ i ≤ m, le polynôme pi étant de degré fini, il existe un entier ki
tel que :
IΛ ⊃
⋂
i
mkiζi ,
avec IΛ := {p ∈ R| p ∗ Λ = 0}. Ainsi, IΛ est un idéal zéro-dimensionnel et admet une
décomposition primaire (voir [32, Def.1.37, p.17]) de la forme :
IΛ =
⋂
i=j,...,m′
Qj
où Qj est un idéal mζ′j -primaire pour tout 1 ≤ j ≤ m′. Ainsi d’après la proposition 4.4.8, Λ
admet la décomposition suivante :
Λ =
m′∑
j=1
λ′j 1ζ′j ◦ qj(∂),
Avec 1ζ′j ◦ qj(∂) ∈ Q⊥j pour tout 1 ≤ j ≤ m′. Notons E l’ensemble de points défini par :
E := {ζi}1≤i≤m ∪ {ζ ′j}1≤j≤m′
Indiçons alors l’ensemble E :
E = (εk)1≤l≤m′′ .
Il existe alors un entier k (suffisamment grand), tel que pour tout 1 ≤ i ≤ m (resp. 1 ≤ j ≤
m′), il existe 1 ≤ l ≤ m′′ tel que
1ζi ◦ pi(∂) ∈ (mkεl)⊥ (resp. 1ζ′j ◦ qj(∂) ∈ (mkεl)⊥).
Or, d’après [32, Prop.7.12, p.176], on a la somme directe suivante :⊕
l=1,...,m′′
(mkζi)
⊥.
Ainsi, quitte à réindexer les points (ζ ′j)j , l’égalité :
Λ =
m′∑
j=1
λ′j 1ζ′j ◦ qj(∂) =
m∑
i=1
λi 1ζi ◦ pi(∂)
implique que m = m′ et ζi = ζ ′i, λi = λ
′
i et pi = qi pour tout 1 ≤ i ≤ m. En appliquant
alors une dernière fois la proposition 4.4.8, on déduit que la dimension de AΛ est égale à la
taille de la décomposition généralisée :
Λ =
m∑
i=1
λi 1ζi ◦ pi(∂),
i.e le rang deHΛ est égal à r.
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Remarque 4.4.13. Dans la preuve du théorème ci-dessus, on remarque que la multiplicité de
ζi dans IΛ est exactement égale à la dimension de l’espace vectoriel engendré par le système
inverse associé à :
1ζi ◦ pi(∂)
pour tout 1 ≤ i ≤ m. On a aussi montré le corollaire suivant :
Corollaire 4.4.14. Soit Λ ∈ R∗ une forme linéaire. Alors, Λ admet une unique décomposition
généralisée (voir définition 4.4.10).
Afin de calculer les racines de l’idéal IΛ, nous allons exploiter les propriétés des opéra-
teurs de multiplication dans AΛ : Ma : AΛ → AΛ tel que ∀b ∈ AΛ,Ma(b) = a b. Nous
considèrerons aussi leur transposée : tMa : A∗Λ → A∗Λ telle que ∀γ ∈ A∗Λ,tMa(γ) = a ∗ γ.
Proposition 4.4.15. Pour toute forme linéaire Λ ∈ R∗ telle que le rang de HΛ soit fini et tout
a ∈ AΛ on a :
Ha∗Λ = tMa ◦ HΛ = HΛ ◦Ma (4.4.2)
Démonstration. Par définition, ∀p ∈ R,Ha∗Λ(p) = a p∗Λ = a∗(p∗Λ) = tMa◦HΛ(p).
Théorème 4.4.16. Soit Λ ∈ R∗. Si AΛ est un espace vectoriel de dimension finie, alors
Λ =
∑d
i=1 1ζi ◦ pi(∂) pour ζi ∈ Kn et pi(∂) ∈ K[∂1, . . . , ∂n] et :
– l’ensemble des valeurs propres des opérateursMa et tMa, est égal à {a(ζ1), . . . , a(ζr)}.
– les vecteurs propres communs des opérateurs (tMxi)1≤i≤n sont exactement (à scalaire
près) les formes linéaires 1ζi .
Démonstration. Voir [24, 25, 32]
En utilisant la proposition précédente, on peut calculer les points ζi ∈ Kn à partir d’un
calcul de vecteurs propres. En effet, étant donné Λ ∈ R∗, supposons que B′, B ⊂ R avec
|B| = |B′| = rang(HΛ) = rang(HB′,BΛ ). Alors la relation (4.4.2) et sa transposée im-
pliquent :
H
B′,B
a∗Λ =
tMB
′
a H
B
Λ = H
B
Λ M
B
a ,
où MBa (resp. M
B′
a ) est la matrice de multiplication par a dans la base B (resp. B
′) de AΛ.
D’après le théorème 4.4.16, les solutions communes des problèmes de valeurs propres géné-
ralisées :
(Ha∗Λ − λ HΛ)v = 0 (4.4.3)
pour tout a ∈ R, permettent de calculer les vecteurs propres communs des opérateurs Mta
(qui sont exactement les formes linéaires 1ζi , avec ζi racine de IΛ). Ces vecteurs propres
communs sont donc de la forme [b1(ζi), . . . , br(ζi)] (i = 1, . . . , r). Notons qu’il suffit de
calculer les vecteurs propres communs de (Hxi∗Λ) pour i = 1, . . . , n.
Enfin, si Λ =
∑d
i=1 λi1ζi (λi 6= 0), les racines sont simples, et un seul calcul de vecteurs
propres est suffisant. En effet, pour tout a ∈ R, MBa est diagonalisable et les vecteurs propres
généralisés HBΛv sont (à scalaire près) les évaluations 1ζi .
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4.5 Opérateurs de Hankel tronqués
Revenons au problème de décomposition de tenseurs symétriques : soit f =
∑
|α|=d cα
(
d
α
)
xα ∈
Sd admet une décomposition de taille r, si et seulement si f ∗ peut s’écrire :
f ∗ =
r∑
i=1
λi 1ζi ,
où ζ1, . . . , ζr ∈ Kn+1 sont des points distincts et λi ∈ K− {0}.
Par changement générique de coordonnées, on peut se borner à chercher une décomposition
affine de f ∈ Sd (voir définition 4.2.6). Cela revient alors (voir proposition 4.2.10) à trouver
une forme linéaire Λ˜ ∈ R∗ telle que Λ˜ coïncide avec f ∗ en degré inférieur ou égal à d et :
Λ˜ =
r∑
i=1
λi 1ζi
où ζ1, . . . , ζr ∈ Kn sont des points distincts et λi ∈ K − {0}. D’après le théorème 4.4.11,
HΛ˜ est alors de rang r et IΛ˜ est radical.
Inversement, s’il existe Λ˜ ∈ R∗ telle que HΛ˜ soit de rang r, IΛ˜ soit un idéal radical et Λ˜
coïncide avec f ∗ ∈ R∗d en degré plus petit que d, alors d’après la proposition 4.4.8, Λ˜ =∑r
i=1 λi 1ζi et f admet une décomposition affine en une somme de r puissances d-ème de
formes linéaires. On a donc démontré le théorème suivant :
Théorème 4.5.1. Etant donné f ∈ Sd, f admet une décomposition affine de taille r (voir
définition 4.2.6) si et seulement si f ∗ ∈ R∗d admet une extension Λ˜ ∈ R∗ telle que IΛ˜ est un
idéal radical zéro-dimensionnel de multiplicité r.
Si toute fois l’idéal IΛ˜ n’est pas radical, d’après le théorème 4.4.12 on a :
Théorème 4.5.2. Etant donné f ∈ Sd, f admet une décomposition affine généralisée de
taille r (voir définition 4.4.10) si et seulement si f ∗ ∈ R∗d admet une extension Λ˜ ∈ R∗ telle
que IΛ˜ est un idéal zéro-dimensionnel de multiplicité r.
Le problème de décomposition de tenseurs symétriques peut alors se reformuler de la
manière suivante :
Soit Λ ∈ R∗d, il s’agit de trouver le plus petit entier r tel qu’il existe une forme
linéaire Λ˜ ∈ R∗ qui étende Λ et telle que HΛ˜ soit de rang r et IΛ˜ soit un idéal
radical.
Dans cette section, nous allons donc chercher à caractériser sous quelles conditions une
forme Λ ∈ R∗d peut s’étendre en Λ˜ ∈ R∗ avecHΛ˜ de rang r.
Soient λ ∈ R∗d et B,B′ ⊂ Rd deux familles de monômes de degré inférieur ou égal à d
connexes à 1 (voir définition 1.2.19). On considère la matrice de Hankel formelle :
H
B′,B
Λ (h) = (hα+β)α∈B′,β∈B,
avec hγ = λ(xγ) si |γ| ≤ d et hγ une variable sinon. L’ensemble de ces nouvelles variables
sera noté h. On notera HB′,BΛ (h) : 〈B〉 −→ 〈B′〉∗ la forme linéaire formelle associée à
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la matrice HB
′,B
Λ (h) dans les bases B et B
′∗. Lorsque B′ = B, on adoptera les notations
suivantes : HBΛ etHBΛ .
Supposons que HB
′,B
Λ (h) soit inversible dans K(h), alors on peut définir les matrices de
multiplication formelles :
MBi (h) := (H
B′,B
Λ )
−1HB
′,B
xi∗Λ . (4.5.1)
On notera alorsMBi (h) : 〈B〉 −→ 〈B〉 l’application linéaire formelle associée à la matrice
MBi (h) dans la base B pour tout 1 ≤ i ≤ n.
Théorème 4.5.3. [6][Thm.3.2, p.11] Soient B = {xβ1 , . . . ,xβr} et B′ = {xβ′1 , . . . ,xβ′r}
deux familles de monômes de degré inférieur ou égal à d et connexes à 1 (voir définition
1.2.19). Soit Λ une forme linéaire sur 〈B′ · B+〉≤d et Λ(h) la forme linéaire formelle de
〈B′ · B+〉∗ définie par Λ(h)(xγ) = Λ(xγ) si |γ| ≤ d et hγ une variable sinon. Alors Λ
admet une extension Λ˜ ∈ R∗ telle queHΛ˜ est de rang r avec B′ et B deux bases de AΛ˜ si et
seulement si il existe une solution au problème suivant en h :
(i) MBi (h) ◦ MBj (h)− MBj (h) ◦ MBi (h) = 0 (1 ≤ i < j ≤ n)
(ii) det(HB
′,B
Λ )(h) 6= 0.
De plus, pour toute solution h0 ∈ KN (pour un certain N ∈ N), une telle extension Λ˜ qui
vérifie en outre Λ˜ = Λ(h0) sur 〈B′ ·B+〉d existe de manière unique.
Démonstration. Supposons qu’il existe Λ˜ ∈ R∗ qui étende Λ avecHΛ˜ de rang r et B′, B des
base de AΛ˜. Définissons h
0 ∈ KN (pour un certain N ∈ N) de la manière suivante : pour
tout xγ ∈ 〈B′ ·B+〉≤d et |γ| > d on pose :
h0γ = Λ˜(x
γ).
Alors, Λ(h0) = Λ˜ sur 〈B′ · B+〉 et HB′,BΛ(h0) = HB
′,B
Λ˜
est inversible. Par ailleurs, d’après
la proposition 4.4.15, les matrices de multiplication par les variables xi dans la base B de
l’algèbre quotient AΛ˜ sont données par (4.5.1) :
MBi (h
0) = (HB
′,B
Λ )
−1HB
′,B
xi∗Λ .
Comme AΛ˜ est une algèbre commutative, ces opérateurs commutent. h0 est donc une solu-
tion du problème.
Réciproquement, supposons qu’il existe h0 ∈ KN tel que les matrices de multiplication
commutent et que HB′,BΛ(h0) soit inversible. D’après le théorème 1.2.26 et (1.2.6), il existe un
unique idéal I ⊂ R engendré par l’ensemble des relations de réécriture :
K := {xi b−MBi (h0)(b)| ∀1 ≤ i ≤ n et ∀b ∈ B}
tel que R = 〈B〉 ⊕ I . Soit piB la projection de R sur 〈B〉 le long de I = (K).
On définit alors Λ˜ ∈ R∗ comme suit :
∀p ∈ R∗, Λ˜[p] = Λ(h0)[p(M)(1)]
où p(M) est l’application linéaire obtenue en remplaçant les variables xi par les opérateurs
commutatifsMBi (h0). Notons que p(M) est aussi l’opérateur de multiplication par p mo-
dulo I = (K), exprimé dans la base B. Par construction, (K) ⊂ KerHΛ˜ et B est une famille
98
génératrice de AΛ˜.
Prouvons par récurrence sur le degré de b′ ∈ B′ que pour tout b ∈ B, on a :
Λ(h0)[b′ b] = Λ(h0)[b′(M) (b)].
Cette propriété est vraie pour b′ = 1. Comme B′ est connexe à 1, si b′ 6= 1 ∈ B′, il existe
1 ≤ i ≤ n tel que b′ = xi b′′ avec b′′ ∈ B′ de degré plus petit strict que b′. Par construc-
tion des opérateurs MBi (h
0), on a Λ(h0)[b′′.xi.b] = Λ(h0)[b′′MBi (h0)(b)]. Par hypothèse de
récurrence, on déduit que :
Λ(h0)[b′ b] = Λ(h0)[b′′(M) ◦MBi (h0)(b)] = Λ(h0)[b′(M)(b)].
En outre, pour tout b+ ∈ B+, il existe 1 ≤ i ≤ n et b ∈ B tels que, xi.b = b+. Par définition
des opérateurs de multiplication, et en remarquant que pour tout b ∈ B, on a :
b(M)(1) = b,
on peut alors écrire :
Λ(h0)[b′.b+] = Λ(h0)[b′.xi.b] = Λ(h0)[b′.MBi (h0)(b)] =
= Λ(h0)[b′.MBi (h0)◦b(M)(1)] = Λ(h0)[b′(M)◦MBi (h0)◦b(M)(1)] = Λ(h0)[(b′.b+)(M)(1)].
Ainsi, pour tout b′ ∈ B′ et b+ ∈ B+ on a :
Λ(h0)[b′ b+] = Λ˜[b′ b+].
Cela montre que Λ(h0) = Λ˜ sur 〈B · B+〉 et que Λ˜ est une extension de Λ. Enfin, comme
det(HB
Λ˜
) = det(HBΛ(h0)) 6= 0, on déduit que B est une famille libre (et donc une base) de AΛ˜
et queHΛ˜ est de rang r.
S’il existe une autre forme linéaire Λ′ ∈ R∗ qui étend Λ(h0) ∈ 〈B′ ·B+〉∗ avec rangHΛ′ =
r, d’après la proposition 4.4.7, kerHΛ′ est engendré kerHB′·B+Λ′ et coïncide ainsi avec kerHΛ˜.
De plus, comme Λ′ coïncide avec Λ˜ sur B, ces deux formes linéaires sont égales.
Le degré de ces relations de commutation est inférieur ou égal à 2 en les variables h. En
effet, un calcul direct implique que pour tout m ∈ B :
– Si xi.m ∈ B, xjm ∈ B alors (MBi ◦MBj −MBj ◦MBi )(m) ≡ 0 dans K(h).
– Si xim ∈ B, xjm 6∈ B alors (MBi ◦MBj −MBj ◦MBi )(m) est de degré 1 dans K[h].
– Si xim 6∈ B, xjm 6∈ B alors (MBi ◦MBj −MBj ◦MBi )(m) est de degré 2 dans K[h].
Nous allons maintenant donner une caractérisation équivalente de ces extensions en termes
de conditions de rang.
Théorème 4.5.4. [6][Thm.3.3, p.13] Soient B = {xβ1 , . . . ,xβr} et B′ = {xβ′1 , . . . ,xβ′r}
deux familles de monômes de degré inférieur ou égal à d, connexe à 1 (voir définition 1.2.19).
Soient Λ une forme linéaire sur 〈B′+·B+〉≤d et Λ(h) la forme linéaire formelle de 〈B′+·B+〉∗
définie par Λ(h)(xγ) = Λ(xγ) si |γ| ≤ d et hγ une variable sinon. Alors, Λ admet une
extension Λ˜ ∈ R∗ telle que HΛ˜ est de rang r, avec B′ et B des bases de AΛ˜, si et seulement
si il existe une solution au problème suivant en h :
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(i) les mineurs de taille (r + 1)× (r + 1) deHB′+,B+Λ (h) s’annulent,
(ii) det(HB′,BΛ )(h) 6= 0.
De plus, pour toute solution h0 ∈ KM une telle forme linéaire Λ˜ qui vérifie en outre que
Λ˜ = Λ(h0) sur 〈B′+ ·B+〉 existe de manière unique.
Démonstration. Tout d’abord, supposons qu’il existe Λ˜ ∈ R∗ qui étende Λ. Définissons
h0 ∈ KM (pour un certain entier M ∈ N) de la manière suivante : pour tout xγ ∈ 〈B′+ ·B+〉
tel que |γ| > d, on pose :
h0γ := Λ˜(x
γ).
CommeHΛ˜ est de rang r etAΛ˜ a pour baseB′ etB, tous les mineurs de taille (r+1)×(r+1)
de HB
′+,B+
Λ˜
= HB
′+,B+
Λ(h0) sont nuls et H
B′+,B+
Λ˜
= HB
′+,B+
Λ(h0) est inversible. h
0 ∈ KM est donc solu-
tion du problème.
Réciproquement, supposons qu’il existe une solution h0 ∈ KM au problème (i) et (ii).
Définissons h1 ∈ KN (pour un certain entier N ≤ M ∈ N) de la manière suivante : pour
tout γ ∈ Nn tel que xγ ∈ 〈B′ ·B+〉 et |γ| > d on pose :
h1γ := h
0
γ.
Alors h1 ∈ KN est une solution du problème du théorème 4.5.3. En effet, il s’agit de montrer
que les opérateurs de multiplication (MBi (h1))i commutent deux à deux. Pour cela, remar-
quons d’abord que pour tout b′ ∈ B′, tout b ∈ B et tout entier 1 ≤ i ≤ n on a :
Λ(h1)[MBi (h1)(b) b′] = Λ(h0)[MBi (h1)(b) b′] = Λ(h0)[xi.b b′].
Ainsi,
Λ(h0)[(xi b−MBi (h1)(b)) b′] = 0
pour tout b′ ∈ B′. Or, comme tous les mineurs de taille (r + 1) × (r + 1) de HB′+,B+Λ(h0) sont
nuls et que HB
′,B
Λ(h0) est inversible, on déduit que :
Λ(h0)[(xi b−MBi (h1)(b)) b′′] = 0
pour tout b′′ ∈ B′+ i.e :
Λ(h0)[MBi (h1)(b) b′′] = Λ(h0)[xi.b b′′] (4.5.2)
pour tout b′′ ∈ B+.
Fixons alors b ∈ B et 1 ≤ i, j ≤ n. On a :
Λ(h1)[MBi (h1)◦MBj (h1)(b).b′] = Λ(h0)[MBi (h1)◦MBj (h1)(b) b′] = Λ(h0)[MBj (h1)(b)xi b′]
pour tout b′ ∈ B′. D’après (4.5.2) on a donc :
Λ(h1)[MBi (h1) ◦MBj (h1)(b) b′] = Λ(h0)[MBj (h1)(b)xi b′] = Λ(h0)[xj b.xi b′]
pour tout b′ ∈ B′. Par symétrie en i et j on déduit alors que :
Λ(h1)[MBi (h1) ◦MBj (h1)(b) b′] = Λ(h1)[MBj (h1) ◦MBi (h1)(b) b′]
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pour tout b′ ∈ B′. CommeHB′,BΛ(h1) = HB
′,B
Λ(h0) est inversible on déduit que :
MBj (h1) ◦MBi (h1)(b) =MBi (h1) ◦MBj (h1)(b)
pour tout b ∈ B et 1 ≤ i, j ≤ n. On applique alors le théorème 4.5.3 pour conclure.
Proposition 4.5.5. [6][Prop.3.4, p.14] SoitB = {xβ1 , . . . ,xβr} une famille de monômes de
degré inférieur ou égal à d connexe à 1 et Λ ∈ 〈B+.B+〉≤d une forme linéaire. Soit Λ(h) la
forme linéaire formelle sur 〈B+.B+〉 définie de la manière suivante : pour tout xα ∈ B+.B+,
on pose Λ(h)(xα) = Λ(xα) si |α| ≤ d et Λ(h)(xα) = h0α une variable sinon. Alors, Λ admet
une extension Λ˜ ∈ R∗ telle que HΛ˜ soit de rang r et que B soit une base de AΛ˜ si et seule-
ment si le problème suivant en h admet une solution :
(i) il existe une matrice W ∈ KB×∂B telle que :
HB
+
Λ(h) =
(
H G
Gt J
)
, (4.5.3)
avec H = HBΛ = H
B
Λ˜
et :
G = H W, J = Wt H W, (4.5.4)
(ii) HBΛ(h) est inversible.
Démonstration. Tout d’abord, il est clair que s’il existe h0 ∈ KM tel que G = H W, J = Wt H W
et detHBΛ(h0) 6= 0, alors :
HB
+
Λ(h0) =
(
H H W
WtH Wt H W
)
est clairement de rang r et h0 est une solution du théorème 4.5.4. Il existe donc une extension
Λ ∈ R∗ de Λ ∈ 〈B+.B+〉≤d telle queHΛ soit de rang r et B soit une base de AΛ.
Réciproquement, supposons qu’il existe une extension Λ˜ de Λ telle que HΛ˜ soit de rang r
et que B soit une base de AΛ˜. Définissons alors h0 ∈ KM de la manière suivante : pour tout
xα ∈ 〈B+.B+〉 tel que |α| > d on pose :
h0α = Λ˜(x
α).
h0 est donc une solution du problème du théorème 4.5.4. Ainsi, HB+Λ(h0) et H
B
Λ(h0) sont toutes
deux de rang r. Décomposons alors HB+Λ(h0) comme dans (4.5.3). L’image de G est alors conte-
nue dans celle de H. Il existe donc une matrice W ∈ kB×∂B telle que G = H W. W n’est autre
que la matrice de la projection pi∂B : 〈∂B〉 → 〈B〉 modulo IΛ˜. Or, pour tout b′′, b′ ∈ ∂B on
a Λ˜[b′′.b′] = Λ˜[pi∂B(b′′).pi∂B(b′′)] = λ(h0)[pi∂B(b′′).pi∂B(b′′)]. On en déduit alors que :
J = Wt H W.
h0 ∈ KM est donc une solution au problème de la proposition 4.5.5.
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4.6 Les rangs d’un tenseur
Dans cette section nous définirons la notion de variété Cactus introduite dans [13]. Nous
développerons différentes propriétés concernant ces variétés. Citons parmi elles le théorème
4.6.14 dont on trouve un équivalent dans [13, Thm.1.7 , p.7] et que nous redémontrerons
dans le cadre de notre formalisme. Nous introduirons également différentes notions de rang
et les comparerons les unes aux autres.
Définition 4.6.1. On notera σ0,dr ⊂ P(Sd), l’ensemble défini par :
σ0,dr := {f ∈ P(Sd)| ∃k1, ...,ks ∈ S∗1 avec s ≤ r t.q f = k1(x)d + · · ·+ ks(x)d}
et σdr sa clôture dans P(Sd) pour la topologie de Zariski (voir définition 4.2.2).
Définition 4.6.2. Etant donné un tenseur symétrique f ∈ Sd et un entier 0 ≤ k ≤ d, on
appelle Catalecticant d’ordre k de f , et on note Ckf , l’application suivante :
Sk −→ S∗d−k
p→ p ∗ f ∗.
où f ∗ est donné par la définition 4.2.4.
On appelle matrice de Catalecticant d’ordre k, et on note Ckf , la matrice de Ckf dans la base
monomiale de Sk et dans la base duale de la base monomiale de S∗d−k.
Etant données deux familles de monômes D ⊂ Sk et D′ ⊂ Sd−k, on notera CD′,Df la matrice
de Ckf associée à D et D′∗.
Remarque 4.6.3. Etant donné un tenseur symétrique f ∈ Sd, les Catalecticants ne sont rien
d’autre que des versions homogènes des opérateurs de HankelHB′,Bf∗ introduits dans la défi-
nition 4.4.1 (voir définition 4.2.8 pour f ∗). Plus précisément, étant donné un entier 1 ≤ i ≤ d
ainsi que deux familles de monômes D ⊂ Si et D′ ⊂ Sd−i, notons B ⊂ Ri et B′ ⊂ Rd−i les
familles obtenues en déhomogénéisant D et D′ (i.e, en posant x0 = 1) :
B := D et B′ := D′.
On a alors :
C
D′,D
f = H
B′,B
f∗ .
Remarque 4.6.4. Grâce aux propriétés de symétrie du produit apolair, on déduit aisément
que :
Ckf = tCd−kf
via l’identification Sd−i ' (S∗d−i)∗. Matriciellement on a :
Ckf =
tCkf .
Ou encore :
C
D′,D
f =
tC
D,D′
f
pour toutes familles de monômes D ⊂ Si et D′ ⊂ Sd−i
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Définition 4.6.5. Etant donné un entier i ≤ d, on définit pour tout r ∈ N la variété Γi,d−ir ⊂
P(Sd) par :
Γi,d−ir := {f ∈ Sd| rang(Cif ) = rang(Cd−if ) ≤ r}.
Remarque 4.6.6. L’ensemble Γi,d−ir ⊂ P(Sd) est bien muni d’une structure de variété. En
effet, ses équations sont données par l’annulation des mineurs de taille (r+ 1)× (r+ 1) des
matrices de Catalecticant Cif (i.e des matrices C
d−i
f )
Rappelons que HilbsPn(K) s’identifie à l’ensemble des idéaux homogènes saturés I ⊂ S
tels que l’algèbre graduée S/I soit de polynôme de Hilbert constant égal à s (voir section
2.2).
Définition 4.6.7. Etant donnés deux entiers r et d, on définit la r-variété Cactus (voir [13][(2.2),
p.8]), et l’on note Krd ⊂ P(Sd), comme étant la fermeture (pour la topologie de Zariski) du
sous-ensemble K0,dr défini par :
K0,dr := {f ∈ Sd| ∃s ≤ r,∃I ∈ HilbsPn(K), f ∗ ∈ I⊥d ⊂ S∗d}.
Proposition 4.6.8. Etant donné un entier r, on a les inclusions suivantes :
σ0,dr ⊂ K0,dr ⊂ Γi,d−ir ⊂ P(Sd)
pour tout 0 ≤ i ≤ d.
Démonstration. Rappelons que σ0,dr désigne le sous-ensemble suivant (voir définitions 4.2.2
et 4.2.1) :
σ0,dr := {f ∈ Sd|∃s ≤ r,∃(ki)i=1,...,s ⊂ Pn, f =
∑
i=1,...,s
ki(x)
d}.
Pour la première inclusion, il suffit de montrer que pour tout polynôme f ∈ Sd de la forme :
f =
∑
i=1,...,s
ki(x)
d
avec s ≤ r, il existe un idéal I ∈ HilbsPn(K) tel que f ∗ ∈ I⊥d . Pour cela remarquons que f ∗
peut s’écrire sous la forme suivante :
f ∗ =
∑
i=1,...,s
1ki .
Il est donc clair que f ∗ ∈ (⋂i=1,...,smki)⊥d . On conclut alors en notant que ⋂i=1,...,smki ap-
partient à HilbsPn(K) avec s ≤ r.
Pour la seconde inclusion, il suffit de montrer que tout f ∈ Sd tel que f ∗ ∈ I⊥d , pour un
idéal I ∈ HilbsPn(K) avec s ≤ r, vérifie :
rang(Ci,d−if ) ≤ s ≤ r
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pour tout 0 ≤ i ≤ d. En effet, posons :
Ji := Ker Ci,d−if
pour tout 0 ≤ i ≤ d. On remarque alors que par définition des Catalecticants :
Ji+1 : S1 = Ji ∀ 0 ≤ i ≤ d− 1.
De plus, on a :
Jd ⊃ Id.
L’idéal I étant saturé, on a par ailleurs :
Id : Sd−s = Is ∀ 0 ≤ s ≤ d.
On déduit alors que :
Ji ⊃ Ii ∀ 0 ≤ i ≤ d.
Enfin, l’étude de la fonction de Hilbert de I ∈ HilbkPn(K) révèle que celle-ci est strictement
croissante jusqu’au degré s, après quoi elle est constante égale à s. En particulier on a :
dim Si/Ii ≤ s, ∀ 0 ≤ i ≤ d.
Cela implique donc par l’inclusion ci-dessus que :
dim Si/Ji ≤ s, ∀ 0 ≤ i ≤ d,
i.e :
rang(Ci,d−if ) ≤ s, ∀ 0 ≤ i ≤ d.
Définition 4.6.9. Etant donnés deux entiers r et d, on notera Ω0,dr ⊂ P(S∗d) le sous-ensemble
de S∗d formé des éléments qui admettent une décomposition affine généralisée de taille infé-
rieure ou égale à r (voir définition 4.4.10) :
Ω0,dr := {Λ ∈ S∗d | Λ admet un décomposition affine généralisée de taille ≤ r} ⊂ P(S∗d).
On pose également :
Ωdr :=
⋃
g∈PGL(n+1)
g ◦ Ω0,dr ⊂ P(S∗d).
On définit enfinH0,dr ⊂ P(Sd) par :
H0,dr := {f ∈ Sd| f ∗ ∈ Ωdr}
etHdr sa fermeture (pour la topologie de Zariski) dans P(Sd) :
Hdr := {f ∈ Sd| f ∗ ∈ Ωdr}.
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Proposition 4.6.10. Etant donnés deux entiers r et d, on a l’égalité suivante :
K0,dr = H0,dr . (4.6.1)
En particulier on a :
Kdr = Hdr .
Démonstration. Commençons par montrer l’inclusion direct :
{f ∈ Sd| ∃s ≤ r,∃I ∈ HilbsPn(K), f ∗ ∈ I⊥d ⊂ S∗d} ⊂ {f ∈ Sd| f ∗ ∈ Ωdr}.
Il suffit pour cela de montrer que pour tout Λ ∈ S∗d tel que Λ ∈ I⊥d , avec I ∈ HilbsPn(K) et
s ≤ r, on a :
Λ ∈ Ωdr :=
⋃
g∈PGL(n+1)
g ◦ Ω0,dr ⊂ P(S∗d).
Pour cela, fixons u ∈ S1 une forme linéaire telle que I : u = I (c’est possible car, par
définition, I est saturé). On peut se ramener (par changement de coordonnées) au cas où
u = x0. Montrons alors que Λ ∈ Ω0,dr . Notons I la déhomogénéisation de I . L’algèbre
quotient R/I est un K-espace vectoriel de dimension s. On a de plus les isomorphismes
naturels suivants :
I⊥d ' (Sd/Id)∗ ' (Rd/I≤d)∗. (4.6.2)
Ils associent en particulier à Λ ∈ I⊥d la forme linéaire Λ ∈ (Rd/I≤d)∗. Grâce à l’inclusion
suivante :
Rd/I≤d ⊂ R/I,
la forme linéaire Λ ∈ (Rd/I≤d)∗ peut se prolonger (de manière non nécessairement unique)
en une forme linéaire Λ˜ ∈ (R/I)∗. L’idéal IΛ˜ contient donc I et HΛ˜ est donc de rang inférieur
ou égal à s. D’après le théorème 4.4.12, Λ˜ s’écrit alors :
Λ˜ =
∑
i=1,...,m
1ζi ◦ pi(∂)
et la taille de cette décomposition généralisée est inférieure ou égale à s ≤ r. La forme
linéaire Λ s’écrit donc elle aussi :
Λ =
∑
i=1,...,m
1ζi ◦ pi(∂)
sur Rd/I≤d. Cela implique que Λ ∈ Ω0,dr .
Montrons maintenant l’inclusion inverse :
{f ∈ Sd| f ∗ ∈ Ωdr} ⊂ {f ∈ Sd| ∃s ≤ r,∃I ∈ HilbsPn(K), f ∗ ∈ I⊥d ⊂ S∗d}.
Il suffit pour cela de montrer que :⋃
g∈PGL(n+1)
g ◦ Ω0,dr ⊂ {Λ ∈ S∗d | ∃s ≤ r,∃I ∈ HilbsPn(K), Λ ∈ I⊥d ⊂ S∗d}.
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Soit Λ ∈ g ◦Ω0,dr avec g ∈ PGL(n+ 1). Par changement de coordonnées, on peut supposer
sans perte de généralité que g = Idn+1. Alors (voir définition 4.4.10), il existe une forme
linéaire Λ′ ∈ R∗ qui s’écrit :
Λ′ =
∑
i=1,...,m
1ζi ◦ pi(∂)
où la somme des dimensions des systèmes inverses associés aux formes linéaires 1ζi ◦ pi(∂)
est égale à s ≤ r, telle que :
Λ = Λ′ sur R≤d.
D’après le théorème 4.4.12, IΛ′ ⊂ R est un idéal zéro-dimensionnel de multiplicité s ≤ r.
Notons I ⊂ S l’homogénéisation de IΛ′ par rapport à x0. On a alors :
I ∈ HilbsPn(K).
Comme Λ = Λ′ sur R≤d, on a :
Λ ∈ I⊥d .
Proposition 4.6.11. Etant donnés deux entiers r et d tels que d ≥ r l’ensembleK0,dr ⊂ P(Sd)
est fermé pour la topologie de Zariski i.e :
K0,dr = Kdr .
Démonstration. Fixons un entier s ≤ r et montrons que l’ensemble :
{f ∈ Sd| ∃I ∈ HilbsPn(K), f ∗ ∈ I⊥d ⊂ S∗d}
est fermé. Rappelons que pour tout entier d ≥ s, HilbsPn(K) est une sous-variété fermée
de GrsSd(K) et plus généralement de P(∧sSd) (voir théorème 2.4.20 chapitre 2). On montre
alors aisément que pour tout couple d’entiers s ≤ d, l’ensemble E défini par :
E := {(f,∆) ∈ P(Sd)×HilbsPn(K)| f ∗ ∈ ∆∗} ⊂ P(Sd)× P(∧sSd)
est une sous variété fermée de P(Sd)× P(∧sSd). Sa première projection sur P(Sd) est exac-
tement l’ensemble :
{f ∈ Sd| ∃I ∈ HilbsPn(K), f ∗ ∈ I⊥d ⊂ S∗d}.
et d’après le théorème [75][Thm.3, p.58], celui-ci est donc fermé. L’ensemble K0,dr est donc
une réunion finie de tels fermés.
Définition 4.6.12. Etant donné f ∈ Sd :
– on appelle rang de bord (ou encore rang typique, voir [14, 22, 82]), et l’on note rdσ(f),
le plus petit entier r tel que f ∈ σdr , que l’on notera plus simplement σdr (voir définition
4.6.1),
– on appelle Cactus-rang de f , et l’on notera rdK(f), le plus petit entier r tel que f ∈
Kdr = Hdr ,
106
– on appelle h-rang de f , et l’on notera rdH(f), le plus petit entier r tel que f ∈ H0,dr =
K0,dr (voir aussi [49][Def.5.66, p.198]),
– on appelle Gamma-rang de f , et l’on notera rdΓ(f), le plus petit entier r tel qu’il existe
0 ≤ i ≤ d vérifiant f ∈ Γi,d−ir , i.e :
rdΓ(f) := sup0≤i≤d(rang(C
i,d−i
f )).
Proposition 4.6.13. Etant donné f ∈ Sd, on a :
rdΓ(f) ≤ rdK(f) ≤ rdσ(f) ≤ rang f
et
rdΓ(f) ≤ rdK(f) ≤ rdH ≤ rang f.
Démonstration. La proposition est une conséquence directe de la définition 4.6.12 et de la
proposition 4.6.8.
Théorème 4.6.14. Etant donnés deux entiers r et d tels que d ≥ 2r, on a :
Kdr = Γi,d−ir
pour tout r ≤ i ≤ d− r.
Ce théorème est énoncé dans [13, Thm.1.7, p.4] et est aussi une conséquence de [49][C.33,
p.309]. Nous allons ici en fournir une preuve en utilisant le formalisme des opérateurs de
Hankel tronqués introduits précédemment (voir section 4.4).
Démonstration. Nous allons montrer l’inclusion suivante :
Γi,d−ir ⊂
⋃
g∈PGL(n+1)
{f ∈ Sd| f ∗ ∈ g ◦ Ω0,dr } = {f ∈ Sd| f ∗ ∈ Ωdr} := H0,dr . (4.6.3)
Pour cela, fixons f ∈ Γi,d−ir pour un entier r ≤ i ≤ d− r. Rappelons que :
C
i,d−i
f =
tC
d−i,i
f ,
et posonsE := Ker(Ci,d−if ) et F := Ker(Cd−i,if ). Notons k ≤ r le rang de Ci,d−if . Les quotients
Si/E et Sd−i/F sont donc de dimension k. Comme k ≤ r ≤ i et k ≤ r ≤ d − i, on peut
appliquer le lemme 2.4.19 et supposer ainsi (par changement générique de coordonnées)
qu’il existe une famille D (resp. D′) de k monômes de Si (resp. Sd−i) telle que x0D (resp.
x0D
′) soit une base de Si/E (resp. Sd−i/F ). Le lemme 2.4.19 et la proposition 1.2.14 nous
permettent en outre de supposer que la déhomogénéisation de x0D (resp.x0D′) :
B := D ⊂ R≤i (resp. B′ := D′ ⊂ R≤d−i)
est connexe à 1. Dès lors on procède par déhomogénéisation et on remarque que :
H
B′,B
f∗ = C
x0 D′,x0D
f
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est une matrice inversible de taille k×k. De plus, comme la famille B (resp. B′) est connexe
à 1 et de taille k, les monômes qui y apparaissent sont de degré au plus k − 1 < r ≤ i (resp.
k − 1 < r ≤ d − i). Ainsi les monômes de B+ (resp. B′+) sont de degré inférieur ou égal
à k ≤ r ≤ i (resp. k ≤ r ≤ d − i). La matrice HB′+,B+f∗ est donc entièrement connue. En
particulier on a :
H
B′+,B+
f∗ = C
S1D′,S1D
f .
La matrice CS1D
′,S1D
f étant une sous-matrice de C
i,d−i
f , son rang est donc lui aussi égal à k.
On a donc :
rang HB
′+,B+
f∗ = rang H
B′,B
f∗ = k.
Nous pouvons alors appliquer les théorèmes 4.5.2 et 4.5.4 pour conclure que f ∗ ∈ Ω0,dk ⊂
Ω0,dr .
Etant donné f ∈ Γi,d−ir , nous avons donc montré que pour un changement générique de
coordonnées g ∈ PGL(n+ 1) :
g ◦ f ∗ ∈ Ω0,dr .
On a donc :
Γi,d−ir ⊂ {f ∈ Sd| f ∗ ∈ Ωdr} = H0,dr .
D’après les propositions 4.6.10 et 4.6.8, on a alors :
Γi,d−ir ⊂ H0,dr = K0,dr ⊂ Γi,d−ir . (4.6.4)
Remarque 4.6.15. Dans les conditions du théorème 4.6.14, la chaine d’inclusions (4.6.4)
fournit en plus le résultat suivant :
Kdr = {f ∈ Sd| ∃k ≤ r,∃I ∈ HilbkPn(K), f ∗ ∈ I⊥d ⊂ S∗d} = {f ∈ Sd| f ∗ ∈ Ωdr}
et les ensembles :
{f ∈ Sd| ∃k ≤ r,∃I ∈ HilbkPn(K), f ∗ ∈ I⊥d ⊂ S∗d} = {f ∈ Sd| f ∗ ∈ Ωdr}
sont donc fermés.
4.7 Unicité de la décomposition
Dans cette section nous mettrons en évidence des conditions dans lesquelles la décompo-
sition de tenseurs symétrique est unique.
Théorème 4.7.1. Soient deux entiers positifs d et r tels que d ≥ 2r − 2. Soit f ∈ Sd tel que
f ∗ ∈ Ωdr . Alors, pour tout changement générique de coordonnées g ∈ PGL(n + 1), g ◦ f ∗
admet une unique décomposition affine généralisée de taille ≤ r (voir définition 4.4.10).
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Démonstration. Remarquons tout d’abord que comme f ∗ ∈ Ωdr , pour tout changements de
coordonnées génériques g ∈ PGL(n+ 1), la forme linéaire g ◦ f ∗ admet une décomposition
affine généralisée de taille inférieure ou égale à r (voir définition 4.6.9). Il reste donc à traiter
l’unicité. Pour cela, fixons un changement de coordonnées générique g pour lequel g ◦ f ∗
admet une décomposition affine généralisée de taille inférieur ou égale à r. Montrons que
celle-ci est unique. On peut supposer sans perte de généralité que g = Id. Notons alors :
Λ :=
k∑
j=1
1ζj ◦ pj(∂) ∈ R∗
une décomposition affine de f ∗ de taille k ≤ r, avec (ζj)1≤j≤k ⊂ An une famille de k points
distincts deux à deux et (pj)1≤j≤k ⊂ K[x] une famille de polynômes en n + 1 variables. On
a donc par définition :
Λ = f ∗ sur Rd.
Considérons alors une autre décomposition affine généralisée de f ∗ de taille k′ ≤ r :
Λ′ =
k′∑
j=1
1ζ′j ◦ p′j(∂) ∈ R∗
avec (ζ ′j)1≤j≤k′ ⊂ An une famille de k′ points distincts deux à deux et (p′j)1≤j≤k ⊂ K[x] une
famille de polynômes en n+ 1 variables. On a donc :
Λ = f ∗ = Λ′ sur Rd.
Les algèbres quotients R/IΛ et R/IΛ′ sont de dimension finie inférieure ou égale à r (res-
pectivement k et k′, voir théorème 4.4.12). D’après la proposition 1.2.23 il existe alors des
familles de monômes B et B′ connexe à 1 qui sont des bases de R/IΛ et R/IΛ′ respective-
ment. Celles-ci étant de cardinal plus petit que r, on a alors :
B ⊂ Rr−1 et B′ ⊂ Rr−1.
On déduit alors que :
dim(R/IΛ) = rang(H
r−1,r−1
Λ ) et rang(H
r−1,r−1
Λ′ ) = dim(R/IΛ′).
De plus, comme d ≥ 2 (r − 1), on a :
rang(Hr−1,r−1Λ ) = rang(H
r−1,r−1
f∗ ) = rang(H
r−1,r−1
Λ′ )
et donc :
dim(R/IΛ) = dim(R/IΛ′) = k = k′ ≤ r.
Les inclusions B ⊂ Rr−1 et B′ ⊂ Rr−1 impliquent que :
(IΛ)≤r−1 = Ker(H
r−1,r−1
Λ ) et (IΛ′)≤r−1 = Ker(H
r−1,r−1
Λ′ ).
mais aussi que :
R/IΛ = Rr−1/(IΛ)≤r−1 et R/IΛ′ = Rr−1/(IΛ′)≤r−1.
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Enfin, comme Hr−1,r−1Λ = H
r−1,r−1
Λ = H
r−1,r−1
Λ′ , on a donc :
R/IΛ = Rr−1/(IΛ)≤r−1 = Rr−1/Ker(H
r−1,r−1
f∗ ) = Rr−1/(IΛ′)≤r−1 = R/IΛ′ .
Comme Λ = Λ′ sur Rr−1 (car Λ = Λ′ sur Rd), on déduit que :
Λ = Λ′.
D’après le corollaire 4.4.14, on conclut (quitte à réindexer les ensembles ζ ′j ) que ζi = ζ
′
i et
pi = p
′
i pour tout 1 ≤ i ≤ k. On a donc montré que f ∗ admet une unique décomposition de
taille inférieure ou égale à r.
Corollaire 4.7.2. Soient deux entiers r et d tels que d ≥ 2r − 2, et f ∈ Sd de rang r. Alors,
f admet une unique décomposition en somme de r formes linéaires à la puissance d.
Démonstration. Si f est de rang r, alors f ∈ σ0,dr ⊂ K0,dr . On peut donc appliquer le théo-
rème 4.7.1 et déduire que f ne peut avoir deux décompositions affines généralisées.
Le théorème suivant concerne encore l’unicité de la décomposition de tenseurs symé-
trique. On retrouve un résultat similaire dans [68, Thm.2.3, p.7] ainsi que [49][Thm.5.3.E,
p.136] :
Théorème 4.7.3. Soit deux entiers d et k tels que 2k ≤ d. Considérons r points non-nuls
ζ1, ..., ζr de Kn+1 et notons I l’idéal homogène défini par :
I :=
⋂
1≤i≤r
mζi .
où mζi ⊂ S désigne l’idéal engendré par les polynômes homogènes de S qui s’annulent en
ζi. Notons également f ∈ Sd le polynôme suivant :
f := ζ1(x)
d + · · ·+ ζr(x)d. (4.7.1)
Si :
dimSk/Ik = r,
alors f est de rang r et (4.7.1) est son unique décomposition en somme de r puissances de
formes linéaires.
Démonstration. Commençons par montrer que f est de rang r. Pour cela, nous allons prou-
ver que :
rang(Ck,d−kf ) = r.
Notons Kk ⊂ Sk le noyau du Catalecticant Ci,d−if pour tout 0 ≤ i ≤ d. On remarque
facilement que Ik ⊂ Kk. Remarquons aussi que I ∈ HilbrPn(K) et que sa fonction de
Hilbert se stabilise à partir du degré k car dimSk/Ik = r. Considérons pour tout entier l les
injections suivantes :
il : Sl/Il → Kr
p 7→ (p(ζi))1≤i≤r.
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Comme dimSl/Il = r pour tout l ≥ k, il est une bijection pour tout l ≥ k. On déduit alors
que pour tout l ≥ k, les évaluations 1ζ1 , ...,1ζr ∈ S∗l sont linéairement indépendantes.
Rappelons enfin que f ∗ ∈ S∗d s’écrit :
f ∗ = 1ζ1 + · · ·+ 1ζr
et que Ck,d−kf est défini par :
Ck,d−kf : Sm → S∗d−k
p 7→ p ∗ f ∗ = p(ζ1) 1ζ1 + · · ·+ p(ζr) 1ζr .
L’entier d− k étant supérieur ou égal à k, les formes linéaires 1ζ1 , ...,1ζr ∈ S∗k−d sont linéai-
rement indépendantes et le noyau de Ck,d−kf est exactement égal à Ik. Ainsi, le rang de Ck,d−kf
est exactement égal à r, et d’après la proposition 4.6.13, le rang de f est supérieur ou égal à
r. Celui-ci vaut donc r.
Montrons désormais que (4.7.1) est l’unique décomposition de taille r de f . Considérons
une autre décomposition de f :
f := λ1.ε1(x)
d + · · ·+ λr.εr(x)d (4.7.2)
pour des points non-nuls εi ∈ Kn+1. Par changement générique de coordonnées, nous pou-
vons supposer que ζ0,i = ε0,i = 1 pour tout 1 ≤ i ≤ r et que les décompositions (4.7.1) et
(4.7.2) sont des décompositions affines de f de taille r (voir définition 4.2.6). D’après le théo-
rème 4.5.1, ces deux décompositions correspondent à deux extensions : Λ˜ ∈ R∗ et Λ˜′ ∈ R∗
de f ∗ ∈ R∗d telles que IΛ˜ ⊂ R et IΛ˜′ ⊂ R sont des idéaux radicaux zéro-dimensionnels
de multiplicité r. On sait de plus que HRk,Rd−kf∗ = C
k,d−k
f (via la déhomogénéisation, voir
remarque 4.6.3) est une sous-matrice de rang r de HΛ et de HΛ′ . Comme :
rang(HRk,Rd−kf∗ ) = rang(C
k,d−k
f ) = rang(HΛ) = rang(HΛ′) = r,
on déduit que :
Ker(HRk,Rd−kf∗ ) = Kk = I≤k ⊂ IΛ
et :
Ker(HRk,Rd−kf∗ ) = Kk = I≤k ⊂ IΛ′.
Or, comme la fonction de Hilbert de I se stabilise à partir du degré k, on a :
Ik+l = Sl.Ik (i.e I≤l+k = Rl.I≤k).
Cela implique que les idéaux IΛ et IΛ′ contienent I à partir du degré k. Par argument de
dimension, cela implique que :
IΛ = IΛ′ = I
et que :
Λ = Λ′.
La décomposition (4.7.1) est donc l’unique décomposition de taille r de f .
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4.8 Algorithme de décomposition de tenseurs symétriques
Nous allons maintenant présenter l’algorithme de décomposition de tenseurs symétriques
en somme de tenseurs de rang 1. Celui-ci généralise l’algorithme de Sylvester [80] proposé
pour le cas binaire (n = 1), voir aussi [20].
Considérons un polynôme homogène f(x) de degré d de la forme (4.2.1) que l’on souhaite
décomposer. Comme on l’a vu précédemment, par changement générique de coordonnées,
on peut se borner à chercher une décomposition affine de f . Il s’agit alors (voir proposition
4.2.10) de décomposer f ∗ ∈ R∗d de la façon suivante :
f ∗ =
r∑
i=1
λi 1ki
où ki := (ki,1, · · · , ki,n) ∈ AnK sont des points deux à deux distincts.
Supposons que l’on connaisse la valeur de r. La donnée de f ∗ sur un ensemble de po-
lynômes de degré suffisamment élevé nous permet de calculer les matrices de multiplica-
tion. D’après le théorème 4.4.16, en résolvant le problème des valeurs propres généralisées
(Hxi∗f∗ − λ Hf∗)v = 0 on retrouve les points ki. Enfin, en résolvant un simple système li-
néaire, on obtient les valeurs λi, . . . , λr. Ainsi, le but de l’algorithme suivant est d’étendre
f ∗ sur un ensemble de polynômes suffisamment grand afin de pouvoir lancer le calcul de
valeurs propres généralisées.
Algorithm 2 DÉCOMPOSITION DE TENSEURS SYMÉTRIQUES
Entrée : un polynôme homogène f(x0, x1, . . . , xn) de degré d.
Sortie : une décomposition de f de la forme f =
∑r
i=1 λi ki(x)
d avec r minimal.
– Calculer les coefficients de f ∗ ∈ R∗d à partir de ceux de f ∈ Sd.
– r := 1 ;
– Répéter :
1. Calculer un ensemble B de monômes de degré ≤ d connexe à 1 avec |B| = r.
2. Trouver des paramètres h tels que det(HBf∗(h)) 6= 0 et les matrices Mi =
HBxif∗(h)(H
B
f∗(h))
−1 commutent.
3. S’il n’y a pas de solution, on recommence pour r := r + 1.
4. Sinon on calcule les n × r valeurs propres ζi,j et les vecteurs propres vj tels que
Mivj = ζi,jvj , i = 1, . . . , n, j = 1, . . . , r.
jusqu’à ce que : les valeurs propres soient simples.
– Résoudre alors le système linéaire en (νj)j=1,...,k : Λ =
∑r
j=1 νj1ζj où ζj ∈ Kn sont les
vecteurs propres trouvés à l’étape 4.
Les exemples qui suivent illustrent l’algorithme ci-dessus. Les deux premiers sont tirés
de [9][Ex.5.1, p.11 et Ex.5.2, p.13]. Les troisième exemple n’apparait quant à lui dans aucun
autre article préalablement rédigé.
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4.8.1 Premier exemple
Considérons le tenseur symétrique de dimension n + 1 = 3 et d’ordre d = 5 correspon-
dant au polynôme homogène suivant :
f = −1549440x0x1x23+2417040x0x12x22+166320x02x1x22−829440x0x13x2−5760x03x1x2−
222480x0
2x1
2x2+38x0
5−497664x15−1107804x25−120x04x1+180x04x2+12720x03x12+
8220x0
3x2
2−34560x02x13−59160x02x23+831840x0x14+442590x0x24−5591520x14x2+
7983360x1
3x2
2 − 9653040x12x23 + 5116680x1x24.
Une décomposition minimale de ce polynôme en somme de puissances de formes linéaires
est la suivante :
(x0 + 2 x1 + 3 x2)
5 + (x0− 2x1 + 3 x2)5 + 1
3
(x0− 12x1− 3x2)5 + 1
5
(x0 + 12 x1− 13x2)5.
Le rang du tenseur est donc 4.
On calcule les coefficients (cj1,...,jn) de f
∗ ∈ R∗≤d dans la base duale d(j1,...,jn) à partir des
coefficients (aj0,...,jn) de f ∈ Sd dans la base monomiale (xj00 ...xjnn ) :
cj1,...,jn := aj0,...,jn .
(
d
j0, . . . , jn
)−1
.
On calcule ensuite f ∗ ainsi que la matrice de Hankel formelle associée à f ∗(h) :

1 x1 x2 x21 x1x2 x
2
2 x
3
1 x
2
1x2 x1x
2
2 x
3
2
1 38 −24 36 1272 −288 822 −3456 −7416 5544 −5916
x1 −24 1272 −288 −3456 −7416 5544 166368 −41472 80568 −77472
x2 36 −288 822 −7416 5544 −5916 −41472 80568 −77472 88518
x21 1272 −3456 −7416 166368 −41472 80568 −497664 −1118304 798336 −965304
x1x2 −288 −7416 5544 −41472 80568 −77472 −1118304 798336 −965304 1023336
x22 822 5544 −5916 80568 −77472 88518 798336 −965304 1023336 −1107804
x31 −3456 166368 −41472 −497664 −1118304 798336 h6,0,0 h5,1,0 h4,2,0 h3,3,0
x21x2 −7416 −41472 80568 −1118304 798336 −965304 h5,1,0 h4,2,0 h3,3,0 h2,4,0
x1x22 5544 80568 −77472 798336 −965304 1023336 h4,2,0 h3,3,0 h2,4,0 h1,5,0
x32 −5916 −77472 88518 −965304 1023336 −1107804 h3,3,0 h2,4,0 h1,5,0 h0,6,0

PourB = {1, x1, x2, x21}, la matrice HBf∗(h) = HBf∗ est une matrice de taille 4×4 inversible :
HBf∗ =

38 −24 36 1272
−24 1272 −288 −3456
36 −288 822 −7416
1272 −3456 −7416 166368

On calcule ensuite la matrice HBx1∗f∗ :
HBx1∗f∗ =

−24 1272 −288 −3456
1272 −3456 −7416 166368
−288 −7416 5544 −41472
−3456 166368 −41472 −497664

113
On résout alors le problème de valeurs/vecteurs propres généralisés suivant :
(∆1 − λ∆0)X = 0.
Les vecteurs propres généralisés sont les suivants :
1
−12
−3
144
 ,

1
12
−13
144
 ,

1
−2
3
4
 ,

1
2
3
4

Ils représentent les évaluations en 4 points distincts de A3K exprimées dans la base duale de
{1, x1, x2, x21}. Ces quatre points sont donc :
ζ1 =
 1−12
−3
 , ζ2 =
 112
−13
 , ζ3 =
 1−2
3
 , ζ4 =
 12
3
 .
Il reste alors à résoudre le système linéaire suivant :
f = `1(x0−12x1−3x2)5 +`2(x0 +12x1−13x2)5 +`3(x0−2x1 +3x2)5 +`4(x0 +2x1 +3x2)5
en les (li). On trouve alors `1 = 3, `2 = 15, `3 = 15 et `4 = 5.
4.8.2 Deuxième exemple
Considérons le tenseur de dimension n + 1 = 3 et d’ordre d = 4 correspondant au
polynôme homogène suivant :
f = 79x0x
3
1 + 56x
2
0x
2
2 + 49x
2
1x
2
2 + 4x0x1x
2
2 + 57x
3
0x1,
Ce tenseur est de rang 6.
Comme précédemment il s’agit tout d’abord de calculer la matrice de Hankel formelle
associée à la forme linéaire formelle f ∗(h) :
1 x1 x2 x21 x1x2 x
2
2 x
3
1 x
2
1x2 x1x
2
2 x
3
2 x
4
1 x
3
1x2 x
2
1x
2
2 x1x
3
2 x
4
2
1 0 57
4
0 0 0 28
3
79
4
0 1
3
0 0 0 49
6
0 0
x1
57
4
0 0 79
4
0 1
3
0 0 49
6
0 h500 h410 h320 h230 h140
x2 0 0
28
3
0 1
3
0 0 49
6
0 0 h410 h320 h230 h140 h050
x21 0
79
4
0 0 0 49
6
h500 h410 h320 h230 h600 h510 h420 h330 h240
x1x2 0 0
1
3
0 49
6
0 h410 h320 h230 h140 h510 h420 h330 h240 h150
x22
28
3
1
3
0 49
6
0 0 h320 h230 h140 h050 h420 h330 h240 h150 h060
x31
79
4
0 0 h500 h410 h320 h600 h510 h420 h330 h700 h610 h520 h430 h340
x21x2 0 0
49
6
h410 h320 h230 h510 h420 h330 h240 h610 h520 h430 h340 h250
x1x22
1
3
49
6
0 h320 h230 h140 h420 h330 h240 h150 h520 h430 h340 h250 h160
x32 0 0 0 h230 h140 h050 h330 h240 h150 h060 h430 h340 h250 h160 h070
x41 0 h500 h410 h600 h510 h420 h700 h610 h520 h430 h800 h710 h620 h530 h440
x31x2 0 h410 h320 h510 h420 h330 h610 h520 h430 h340 h710 h620 h530 h440 h350
x21x
2
2
49
6
h320 h230 h420 h330 h240 h520 h430 h340 h250 h620 h530 h440 h350 h260
x1x32 0 h230 h140 h330 h240 h150 h430 h340 h250 h160 h530 h440 h350 h260 h170
x42 0 h140 h050 h240 h150 h060 h340 h250 h160 h070 h440 h350 h260 h170 h080

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On remarque alors que pour B = {1, x1, x2, x21, x1x2, x22}, la matrice de taille 6 × 6
HBf∗(h) = H
B
f∗ est inversible :
HBf∗ =

0 57
4
0 0 0 28
3
57
4
0 0 79
4
0 1
3
0 0 28
3
0 1
3
0
0 79
4
0 0 0 49
6
0 0 1
3
0 49
6
0
28
3
1
3
0 49
6
0 0

On calcule ensuite la matrice HBx1∗f∗(h) :
HBx1∗f∗(h) =

57
4
0 0 79
4
0 1
3
0 79
4
0 0 0 49
6
0 0 1
3
0 49
6
0
79
4
0 0 h500 h410 h320
0 0 49
6
h410 h320 h230
1
3
49
6
0 h320 h230 h140

De même on calcule la matrice HBx2∗f∗(h) :
HBx2∗f∗(h) =

0 0 28
3
0 1
3
0
0 0 1
3
0 49
6
0
28
3
1
3
0 49
6
0 0
0 0 49
6
h410 h320 h230
1
3
49
6
0 h320 h230 h140
0 0 0 h230 h140 h050

A partir des matrices HBx1∗f∗(h), H
B
x2∗f∗(h) et grâce à (4.5.1), on obtient les matrices de
multiplication MB1 (h) et M
B
2 (h) :
MBi (h) := (H
B
f∗)
−1HBxi∗f∗(h). (4.8.1)
La relation matricielle :
MB1 (h) ◦ MB2 (h)− MB2 (h) ◦ MB1 (h) = 0
induit des relations polynomiales de degré 2 en les variables {h500, h410, h320, h230, h140, h050}.
Une solution de ce système d’équation est la suivante :
{h500 = 1, h410 = 2, h320 = 3, h230 = 1.5060, h140 = 4.960, h050 = 0.056}.
On substitue ces valeurs dans tMB1 (h) et
tMB2 (h) et on en calcule les vecteurs propres com-
muns. On obtient 6 vecteurs représentant les évaluations en 6 points distincts de A3K expri-
mées dans la base duale de B = {1, x1, x2, x21, x1x2, x22} :
1
−0.830 + 1.593 i
−0.326− 0.0501 i
−1.849− 2.645 i
0.350− 0.478 i
0.103 + 0.0327 i
 ,

1
−0.830− 1.593 i
−0.326 + 0.050 i
−1.849 + 2.645 i
0.350 + 0.478 i
0.103− 0.032 i
 ,

1.0
1.142
0.836
1.305
0.955
0.699
 ,
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
10.956
−0.713
0.914
−0.682
0.509
 ,

1
−0.838 + 0.130 i
0.060 + 0.736 i
0.686− 0.219 i
−0.147− 0.610 i
−0.539 + 0.089 i
 ,

1
−0.838− 0.130 i
0.060− 0.736 i
0.686 + 0.219 i
−0.147 + 0.610 i
−0.539− 0.089 i
 .
Les 6 points sont donc :
ζ1 '
 1−0.830 + 1.593 i
−0.326− 0.0501 i
 , ζ2 '
 1−0.830− 1.593 i
−0.326 + 0.050 i
 , ζ3 '
 1.01.142
0.836
 ,
ζ4 '
(
10.956
−0.713
)
, ζ5 '
 1−0.838 + 0.130 i
0.060 + 0.736 i
 , ζ6 '
 1−0.838− 0.130 i
0.060− 0.736 i
 .
Il s’agit pour finir de résoudre le système linéaire suivant en les (λi) :
f =
∑
i
λi ζi(x)
d
On trouve alors :
f ' (0.517 + 0.044 i) (x0 − (0.830− 1.593 i)x1 − (0.326 + 0.050 i)x2)4
+(0.517− 0.044 i) (x0 − (0.830 + 1.593 i)x1 − (0.326− 0.050 i)x2)4
+2.958 (x0 + (1.142)x1 + 0.836x2)
4
+4.583 (x0 + (0.956)x1 − 0.713x2)4
−(4.288 + 1.119 i) (x0 − (0.838− 0.130 i)x1 + (0.060 + 0.736 i)x2)4
−(4.288− 1.119 i) (x0 − (0.838 + 0.130 i)x1 + (0.060− 0.736 i)x2)4 .
4.8.3 Troisième exemple
Nous considèrerons dans cet exemple le cas de polynômes homogènes f de degré 3 en 4
variables sur C :
S = C[x0, x1, x2, x3] et f ∈ S3.
Dans ces conditions là on a le théorème suivant (voir [68][Thm.3.9, p.13]) :
Théorème 4.8.1 (Pentaèdre de Sylvester). Tout polynôme générique f ∈ S3 est de rang 5
et admet une unique décomposition minimale i.e il existe une unique famille (ki)1≤i≤5 (à
scalaire près) de 5 points de C4 et des coefficients (λi)1≤i≤5 tels que :
f =
5∑
i=1
λi ki(x).
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Nous appliquons alors notre algorithme à un polynôme générique f ∈ S3 donné par :
f := 5x30 +3x
2
0 x1 +6x
2
0 x3 +210x1 x2 x3 +9x
2
0 x2 +165x0 x
2
1−6x0 x1 x2 +18x0 x1 x3 +
39x0 x
2
2 − 24x0 x2 x3 + 42x0 x23 + 99x21 x2 + 111x21 x3 − 69x1 x22 − 51x1 x23 − 42x22 x3 +
36x2 x
2
3 + 43x
3
1 + 27x
3
2 + 8x
3
3
afin de trouver son unique décomposition. En déhomogènéisant on obtient :
f := 5 + 3x1 + 6x3 + 210x1 x2 x3 + 9x2 + 165x
2
1− 6x1 x2 + 18 x1 x3 + 39x22− 24x2 x3 +
42x23 +99x
2
1 x2 +111x
2
1 x3−69x1 x22−51x1 x23−42x22 x3 +36x2 x23 +43x31 +27x32 +8x33.
On considère alors la famille B := (1, x1, x2, x3, x21). On a alors :
B+ = (1, x1, x2, x3, x
2
1, x1 x2, x1 x3, x
2
2, x2 x3, x
2
3, x
3
1, x
2
1 x2, x
2
1 x3).
Calculons la matrice de Hankel formelle associée à f ∗(h) dans les bases B ×B+ :
1 x1 x2 x3 x
2
1 x1 x2 x1 x3 x
2
2 x2 x3 x
2
3 x
3
1 x
2
1 x2 x
2
1 x3
1 5 1 3 2 55 −1 3 13 −4 14 43 33 37
x1 1 55 −1 3 43 33 37 −23 35 −17 h1 h2 h3
x2 3 −1 13 −4 33 −23 35 27 −14 12 h2 h4 h5
x3 2 3 −4 14 37 35 −17 −14 12 8 h3 h5 h6
x21 55 43 33 37 h1 h2 h3 h4 h5 h6 h7 h8 h9

La sous-matrice HBf∗ vaut donc :
HBf∗ =

5 1 3 2 55
1 55 −1 3 43
3 −1 13 −4 33
2 3 −4 14 37
55 43 33 37 h1

et son determinant est égal à :
32768h1 − 21030896.
La transposée de sa comatrice (i.e le produit de son inverse par son determinant) vaut alors :
M :=
9023h1 − 2537349 −102h1 + 242518 −2719h1 + 1967061 −2044h1 + 1735484 −326524
−102h1 + 242518 604h1 − 378020 38h1 − 12310 −104h1 + 89800 −17768
−2719h1 + 1967061 38h1 − 12310 3583h1 − 2284469 1404h1 − 872204 −22276
−2044h1 + 1735484 −104h1 + 89800 1404h1 − 872204 3056h1 − 1906224 −42512
−326524 −17768 −22276 −42512 32768
 .
On calcul ensuite les matrices HBx1∗f∗ , H
B
x2∗f∗ et H
B
x3∗f∗ :
HBx1∗f∗ =

1 55 −1 3 43
55 43 33 37 h1
−1 33 −23 35 h2
3 37 35 −17 h3
43 h1 h2 h3 h7
 ,
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HBx2∗f∗ =

3 −1 13 −4 33
−1 33 −23 35 h2
13 −23 27 −14 h4
−4 35 −14 12 h5
33 h2 h4 h5 h8
 ,
HBx3∗f∗ =

2 3 −4 14 37
3 37 35 −17 h3
−4 35 −14 12 h5
14 −17 12 8 h6
37 h3 h5 h6 h9
 .
On calcule ensuite le produit des matrices de multiplication MB1 (h), M
B
2 (h) et M
B
2 (h) par le
determinant de HBf∗ grâce aux relations suivantes pour tout 1 ≤ i ≤ 3 :
det(HBf∗) M
B
i (h) = (32768h1 − 21030896) (HBf∗)−1 HBxi∗f∗(h) = M HBxi∗f∗(h). (4.8.2)
Les 3 relations matricielles suivantes :
– MB1 (h) M
B
2 (h)− MB2 (h) MB1 (h) = 0
– MB1 (h) M
B
3 (h)− MB3 (h) MB1 (h) = 0
– MB3 (h) M
B
2 (h)− MB2 (h) MB3 (h) = 0
multipliées par le det(HBf∗)
2 fournissent des equations polynomiales de degré ≤ 4 en les 9
variables {h1, h2, h3, h4, h5, h6, h7, h8, h9}. Sous la condition :
det(HBf∗) 6= 0 ( i.e h1 6=
21030896
32768
),
ce système polynomial admet une unique solution donnée par :
(h1 = 979, h2 = 101, h3 = 45, h4 = 127, h5 = −55, h6 = 133, h7 = 1891, h8 = 597, h9 = 961).
On substitue alors ces valeurs dans MB1 (h)
t :
MB1 (h)
t =

0 11048976 0 0 0
0 0 0 0 11048976
−27881712 4108464 −11288304 22018176 2074176
−10330992 8595864 32109840 −4028688 −219384
−289188000 183325248 98523360 −3988800 26365968

et on en calcule les vecteurs propres dans la base duale de B = {1, x1, x2, x3, x21} :
1
−4
−1
2
16
 ,

1
5
1
1
25
 ,

12
−1
−1
4
 ,

1
1
1
2
1
 ,

1
−3
3
−2
1
 .
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Ces 5 vecteurs propres représentent les évaluations en 5 points de A3K associées à la décom-
position de f ∗ ∈ R∗3 et exprimées dans la base duale de B = {1, x1, x2, x3, x21}. Ces 5 points
sont donc donnés dans B par :
ζ1 '
 −4−1
2
 , ζ2 '
 51
1
 ,
ζ3 '
 2−1
−1
 , ζ4 '
 11
2
 , ζ5 '
 3−3
2
 .
Il s’agit pour finir de résoudre le système linéaire suivant en les (λi) :
f =
∑
i
λi ζi(x)
d
On trouve alors :
f = (x0 − 4x1 − x2 + 2x3)3 + (x0 + 5x1 + x2 + x3)3 + (x0 + 2x1 − x2 − x3)3 + (x0 +
x1 + x2 + 2x3)
3 + (x0 + 3x1 − 3x2 + 2x3)3.
4.9 Tenseurs généraux
Nous allons, dans cette section, présenter la décomposition de tenseurs généraux mul-
tilinéaires et multihomogènes. Il s’agit donc d’une généralisation des sections précédentes
relatives à la décomposition de tenseurs purement symétriques. Nous montrerons en effet
qu’il est à nouveau possible de se ramener à un problème de matrices de moment tronquées
et ainsi appliquer les techniques de décomposition de tenseurs symétriques précédemment
développées. Cette section correspond à l’article [6] qui contient en plus un rappel des théo-
rèmes et propriétés introduites sections 4.2, 4.4 et 4.5.
Nous commencerons par fournir trois formulations différentes du problème de décompo-
sition de tenseurs généraux qui permettront alors d’établir le lien avec les sections précé-
dentes. Enfin, nous fournirons un exemple provenant du domaine du traitement d’antennes
afin d’illustrer notre approche.
4.9.1 Formulations du problème
Décomposition polynomiale
Soit l ∈ N et (n1, ..., nl) une famille de l entiers. Notons Ei l’espace vectoriel engendré
par les variables (x0,i, ..., xni,i) :
Ei := 〈x0,i, ..., xni,i〉,
pour tout entier 1 ≤ i ≤ l. Nous noterons alors :
xi := (x0,i, ..., xni,i)
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et U l’anneau des polynômes en
∑
1≤i≤l ni + 1 variables sur K :
U := K[x1, ...,xl].
Dans la suite, N désignera l’entier suivant :
N := n1 + ...+ nl.
Comme précédemment, nous noterons xi l’affinisation de xi par rapport à sa première va-
riable :
xi := (x1,i, ..., xni,i).
On notera également T l’anneau de polynômes suivant :
T := K[x1, ...,xl].
La K-algèbre T s’identifie donc à l’anneau des polynômes en N :=
∑
1≤i≤l ni variables :
T ' K[x1, ..., xN ]. (4.9.1)
Etant donné un multi-indice δ = (d1, ..., dl) ∈ Nl, nous noterons Uδ (ou bien Ud1,...,dl) l’en-
semble des polynômes multihomogènes de degré δ :
Uδ := {f ∈ U | f =
∑
α=(α1,...,αl)| |αi|=di
fα x
α1
1 · · ·xαl}.
De même, étant donné δ = (d1, ..., dl) ∈ Nl, nous noterons Tδ (ou bien Td1,...,dl) l’ensemble
des polynômes de multi- degré "inférieur ou égal à" δ :
Tδ := {g ∈ T | g =
∑
α=(α1,...,αl)| |αi|≤di
gα x
α1
1 · · ·xαl}.
Considérons f ∈ Uδ, le problème auquel nous nous intéressons dans cette section est le
suivant : il s’agit de décomposer f en une somme de r produits de puissances de formes
linéaires :
f = λ1 k1,1(x1)
d1 · · ·kl,1(xl)dl + · · ·+ λr k1,r(x1)d1 · · ·kl,r(xl)dl
où ki,j(xi) ∈ K[xi]1 est une forme linéaire, pour tout 1 ≤ i ≤ l et 1 ≤ j ≤ r :
ki,j(xi) = k
i,j
0 x0,i + · · ·+ ki,jni xni,i.
Ce r minimal s’appellera le rang de f .
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Variété de Segre
Rappelons que (voir définition 4.2.1) que l’on note νd(E) ⊂ P(E) la variété de Véronèse
associée au K-espace vectoriel E et à l’entier d et définie par :
νd : Proj(E) → Proj(Sd(E))
v 7→ vd.
Rappelons aussi (voir définition 4.2.2) qu’étant donnée une variété projective X ∈ PN ,
σr(X) désigne la r-ème variété sécante associée à X . Elle est définie comme étant la clôture
de l’ensemble suivant :
σ0r(X) :=
⋃
P1,...Ps∈X
〈P1, . . . , Ps〉.
Néanmoins, afin d’aborder d’un point de vue géométrique le problème de décomposition de
tenseurs généraux, il est nécessaire d’introduire la notion de variété de Segre :
Définition 4.9.1. Etant donnés l espaces vectoriels E1, ..., El de dimension finie, l’image de
l’application suivante :
sk : P(E1)× · · · × P(El) → P(E1 ⊗ · · · ⊗ El)
(v1, . . . ,vl) 7→ v1 ⊗ · · · ⊗ vl
s’appelle la variété de Segre de l facteurs et on appellera morphisme de Segre l’application
sk. On la notera S(E1 ⊗ · · · ⊗ El).
Définition 4.9.2. Soient E1, . . . , El des K-espaces vectoriels de dimension respective n1 +
1, ..., nl + 1. La variété de Segre-Véronèse notée Ξ(Sd1(E1) ⊗ · · · ⊗ Sdl(El)), est définie
comme étant l’image de P(E1) × ... × P(El) dans P(Sd1(E1) ⊗ · · · ⊗ Sdl(El)) par la com-
position des deux applications suivantes :
P(E1)× · · · × P(El)
νd1×···×νdl−→ P(Sd1E1)× · · · × P(SdlEl)
et :
P(Sd1E1)× · · · × P(SdlEl) sl−→ P(Sd1(E1)⊗ ...⊗ SdlEl).
L’application νd1×· · ·×νdl représente le produit des k morphismes de Véronèse associés aux
espaces vectorielsEi et aux entiers di. L’application sl, quant-à elle, représente le morphisme
de Segre associé aux k facteurs P(Sd1E1), · · · ,P(SdlEl) (voir définition 4.9.1). On a donc :
Ξ(Sd1(E1)⊗ · · · ⊗ Sdl(El)) := Im(sl ◦ (ν1 × ...× νl)).
Ainsi, d’un de point de vue géométrique, un tenseur T ∈ P(Sd1(E1) ⊗ · · · ⊗ Sdl(El))
de rang 1 n’est rien d’autre qu’un point de la variété de Segre-Véronèse. Plus généralement,
une combinaison linéaire de r points de la variété de Segre-Véronèse est un tenseur de rang
inférieur ou égal à r. Il est donc naturel de s’intéresser à la r-ème variété sécante de la variété
de Segre-Véronèse :
σr(Ξ(S
d1(E1)⊗ · · · ⊗ Sdl(El))).
Définition 4.9.3. Soient E1, ..., El, l K-espaces vectoriels de dimension respective n1 +
1, ..., nl + 1 et f ∈ Sd1(E1) ⊗ ... ⊗ Sdl(El) − {0}. Le plus petit entier r tel que f ∈
σr(Ξ(S
d1(E1)⊗ · · · ⊗ Sdl(El))) s’appelle le rang de bord (ou encore rang typique) de f .
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Décomposition et dualité
En suivant la même démarche que dans la section 4.2, nous allons reformuler problème
en terme de décomposition de formes linéaires en sommes d’évaluations.
Soient E1, ..., El, l K-espaces vectoriels de dimension n1 + 1, ..., nl + 1 respectivement
définis par :
Ei := 〈x0,i, ..., xni,i〉
et fixons δ = (d1, ...,dl) un mutli-indice. Comme pour le cas symétrique dans la section 4.2,
on définit le produit scalaire apolaire sur Uδ :
Définition 4.9.4. Soient f et g, deux éléments de Uδ = K[x1, ...,xl]δ :
f =
∑
α=(α1,...,αl)| |αi|=di
fα x
α1
1 · · ·xαl
et :
g =
∑
α=(α1,...,αl)| |αi|=di
gα x
α1
1 · · ·xαl .
On définit le produit apolair sur Uδ comme suit :
〈f, g〉 :=
∑
α=(α1,...,αl)| |αi|=di
fα gα
(
d1
α1
)−1
· · ·
(
dl
αl
)−1
.
Définition 4.9.5. En utilisant le caractère non-dégénéré de ce produit apolair, on peut asso-
cier à tout élément de Uδ un unique élément de U∗δ grâce à l’application suivante :
τ : Uδ → U∗δ
f 7→ f ∗,
où la forme linéaire f ∗ est définie par :
f ∗ : g 7→ 〈f, g〉.
Ainsi, à tout polynôme :
f =
∑
α=(α1,...,αl)| |αi|=di
fα
(
d1
α1
)
· · ·
(
dl
αl
)
xα11 · · ·xαl ∈ Uδ,
τ associe la forme linéaire :
f ∗ =
∑
α=(α1,...,αl)| |αi|=di
fα d
α ∈ U∗δ .
Remarque 4.9.6. Rappelons (voir section notations 1.1) que pour tout α = (α1, ..., αl) ∈
Nn1+1×· · ·×Nnl+1 tel que |αi| = di pour tout 1 ≤ i ≤ l, dα ∈ U∗δ désigne la forme linéaire
définie par :
dα : Uδ → K
xβ 7→ 1 si β = α,
0 si β 6= α.
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Comme dans la section 4.2, étant donné un point k ∈ Ani+1, k(xi) ∈ K[xi]1 désignera la
forme linéaire suivante :
k(xi) := k0 x0,i + · · ·+ kni xni,i
pour tout 1 ≤ i ≤ l.
Proposition 4.9.7. Soient f ∈ Uδ et ((ki, j)1≤i≤l)1≤j≤r ⊂ An1+1 × · · · × Anl+1 une famille
de r points de An1+1 × · · · × Anl+1. Alors, f s’écrit :
f =
∑
1≤j≤r
λjk1,j(x1)
d1 ⊗ · · · ⊗ kl,j(xl)dl
si et seulement si f ∗ ∈ U∗δ s’écrit :
f ∗ =
∑
1≤j≤r
λj1(k1,j ,...,kl,j)
sur Uδ = K[x1, ...,xl]δ.
Démonstration. Un calcul simple montre que 〈f,k1(x1)d1⊗· · ·⊗kl(xl)dl〉 = f(k1, . . . ,kl)
pour tout k1, ...,kl ∈ An1+1 × · · · × Anl+1 et f ∈ Uδ. On a donc :
(k1(x1)
d1 ⊗ · · · ⊗ kl(xl)dl)∗ = 1(k1,...,kl) ∈ U∗δ .
Le problème de décomposition de tenseurs généraux peut se reformuler de la manière
suivante :
Etant donné Λ ∈ U∗δ , il s’agit de trouver le plus petit nombre r, de points non-
nuls de An1+1×· · ·×Anl+1 : (ki,1)1≤i≤l, . . . , (ki,r)1≤i≤l et de scalaires non-nuls
λ1, . . . , λr ∈ K− {0} tels que :
Λ =
r∑
j=1
λj 1(k1,j ,...,kl,j). (4.9.2)
Par changement de variables générique, nous serons amenés à supposer sans perte de géné-
ralité que la première coordonnée ki,j0 ∈ K du point ki,j ∈ Ani+1 est égale à 1 pour tout
1 ≤ i ≤ l et tout 1 ≤ j ≤ r. Notons qu’à la différence du cas symétrique, les changements
de variables sont ici considérés comme des éléments de :
PGL(n1 + 1)× · · · × PGL(nl + 1).
Définition 4.9.8. On dit que :
Λ =
r∑
j=1
λj 1(k1,j ,...,kl,j) ∈ U∗δ
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est une décomposition affine de Λ ∈ U∗δ si pour tout point ki,j ∈ Ani+1, la première coor-
donnée ki,j0 ∈ K est non nulle :
ki,j0 6= 0, ∀1 ≤ i ≤ l, 1 ≤ j ≤ r.
De même, étant donné f ∈ Uδ, on dira que f admet une décomposition affine si :
f =
r∑
j=1
λj (x0,1 + x1,1 k
1,j
1 + · · ·+ xn1,1 k1,jn1 )d1 ⊗ · · · ⊗ (x0,l + x1,l kl,j1 + · · ·+ xnl,l kl,jnl )dl .
Remarque 4.9.9. Notons que d’après la proposition 4.9.7, f ∈ Uδ admet une décomposition
affine si et seulement si f ∗ ∈ U∗δ admet une décomposition affine.
Comme dans la section 4.2, nous sommes amenés à considérer la "déhomogénéisation".
Etant donné un élément f ∈ U = K[x1, ...,xl], on appellera déhomogénéisation de f , et on
notera f , le polynôme de T = K[x1, ...,xl] défini par :
f(x1, ...,xl) := f(1, x1,1, ..., xn1,1, ..., 1, x1,l, ..., xnl,l) ∈ T.
Etant donné g ∈ Tδ , le processus inverse, i.e homogénéisation en degré δ, par rapport aux
variables (x0,i)1≤i≤l, sera encore notée gh ∈ Uδ.
Enfin, étant donnée une forme linéaire Λ ∈ U∗δ , on notera encore Λ ∈ T ∗δ , la forme linéaire
définie par :
Λ(p) := Λ(ph). (4.9.3)
Définition 4.9.10. Etant donné f ∈ Uδ, on définit alors f ∗ ∈ T ∗δ de la manière suivante :
f ∗ : Tδ → K
p 7→ f ∗(ph)
où ph désigne l’homogénéisation en degré δ = (d1, ..., dl) de p. On a par définition :
f ∗ = f ∗ (voir (4.9.3)).
Remarque 4.9.11. Etant donné f ∈ Uδ, on vérifie aisément que pour tout q ∈ Uδ, on a :
f ∗(q) = f ∗(q).
Proposition 4.9.12. Etant donnés f ∈ Uδ, et (ki,1)1≤i≤l, ..., (ki,r)1≤i≤l une famille de r points
de An1+1 × ... × Anl+1, telle que ki,j0 = 1 ∀1 ≤ i ≤ l, 1 ≤ j ≤ r. Alors, f admet la
décomposition affine suivante :
f =
r∑
j
λjk1,j(x1)
d1 ⊗ · · · ⊗ kl,j(xl)dl
si et seulement si f ∗ peut s’écrire :
f ∗ =
∑
j
λj1(k1,j ,...,kl,j) ∈ T ∗δ
où ki,j := (k
i,j
1 , ..., k
i,j
ni
) pour tout 1 ≤ i ≤ l et 1 ≤ j ≤ r.
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Démonstration. Cela vient de la proposition 4.9.7 et du fait que f ∗ admet une décomposition
affine de la forme suivante :
f =
r∑
j
λjk1,j(x1)
d1 ⊗ · · · ⊗ kl,j(xl)dl
(avec ki,j0 = 1 ∀1 ≤ i ≤ l, 1 ≤ j ≤ r) si et seulement si f ∗ peut s’écrire
f ∗ =
∑
j
λj1(k1,j ,...,kl,j) ∈ T ∗δ .
Remarque 4.9.13. Ainsi, à changement générique de coordonnées près dans PGL(n1 +1)×
· · · × PGL(nl + 1), décomposer f ∈ Uδ en somme de produits tensoriels de puissances de
formes linéaires revient à décomposer f ∗ ∈ T ∗δ en somme d’évaluations. Notre problème de
décomposition de tenseurs peut donc se reformuler de la manière suivante :
Soit Λ ∈ T ∗δ , il s’agit de trouver le plus petit nombre r de points non-nuls
(k1,j, . . . ,kl,j), ..., (k1,j, . . . ,kl,j) de An1 × ... × Anl et de scalaires non-nuls
λ1, . . . , λr ∈ K− {0} tels que :
Λ =
r∑
i=1
λi 1(k1,j ,...,kl,j) (4.9.4)
sur Tδ.
Dès lors, en remarquant que T ' K[x1, ..., xN ], (voir (4.9.1)), notre problème de dé-
composition de tenseurs généraux se ramène à celui d’étendre une forme linéaire définie
partiellement sur T ∗, en une somme d’évaluations. En particulier, tout le formalisme ainsi
que les techniques mis en place dans les sections 4.4 et 4.5 s’appliquent à notre problème.
Les seules différences étant le nombres de variables : N =
∑l
i=1 ni au lieu de n, et le do-
maine de définition des formes linéaires qu’il faut étendre : elles sont connues jusqu’au degré
multi-homogène δ = (d1, ..., dl) ∈ Nl au lieu de d ∈ N.
4.9.2 Exemples et applications
L’algorithme que nous allons présenter ici est essentiellement le même que celui de la
section 4.8 en tenant compte des différences sur le nombre de variables : N =
∑l
i=1 ni au
lieu de n, et sur le domaine de définition des formes linéaires à étendre.
Les exemples qui suivent sont tirés de [6][Section 4.3, p.16] :
Premier exemple
Considérons pour commencer un tenseur de R4 ⊗ R4 ⊗ R4 noté f dont la déhomogénéi-
sation est donnée par :
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f := 4 + 7 a1 + 8 a2 + 9 a3 + 5 b1 − 2 b2 + 11 b3 + 6 c1 + 8 c2 + 6 c3 + 21 a1 b1 + 28 a2 b1 +
11 a3 b1− 14 a1 b2− 21 a2 b2− 10 a3 b2 + 48 a1 b3 + 65 a2 b3 + 28 a3 b3 + 26 a1 c1 + 35 a2 c1 +
14 a3 c1 + 18 b1 c1 − 10 b2 c1 + 40 b3 c1 + 36 a1 c2 + 48 a2 c2 + 18 a3 c2 + 26 b1 c2 − 9 b2 c2 +
55 b3 c2+38 a1 c3+53 a2 c3+14 a3 c3+26 b1 c3−16 b2 c3+58 b3 c3+68 a1 b1 c1+91 a2 b1 c1+
48 a3 b1 c1−72 a1 b2 c1−105 a2 b2 c1−36 a3 b2 c1 +172 a1 b3 c1 +235 a2 b3 c1 +112 a3 b3 c1 +
90 a1 b1 c2 +118 a2 b1 c2 +68 a3 b1 c2−85 a1 b2 c2−127 a2 b2 c2−37 a3 b2 c2 +223 a1 b3 c2 +
301 a2 b3 c2+151 a3 b3 c2+96 a1 b1 c3+129 a2 b1 c3+72 a3 b1 c3−114 a1 b2 c3−165 a2 b2 c3−
54 a3 b2 c3 + 250 a1 b3 c3 + 343 a2 b3 c3 + 166 a3 b3 c3 ∈ T.
où T est ici donné par :
T := K[a1, a2, a3, b1, b2, b3, c1, c2, c3].
Considérons les familles de monômes B′ := (1, b1, b2, b3) et B := (1, a1, a2, a3). La matrice
correspondante HB
′,B
f∗ est égale à :
H
B′,B
f∗ =

4 7 8 9
5 21 28 11
−2 −14 −21 −10
11 48 65 28

et est inversible. De plus, les transposées des opérateurs de mutliplication par les variables
c1, c2, c3 sont connues :
tMBc1 =

0 11/6 −2/3 −1/6
−2 −41/6 20/3 19/6
−2 −85/6 37/3 29/6
−2 5/2 0 1/2

tMBc2 =

−2 23/3 −13/3 −1/3
−6 1/3 7/3 13/3
−6 −28/3 29/3 20/3
−6 14 −7 0

tMBc3 =

0 3/2 0 −1/2
−2 −33/2 14 11/2
−2 −57/2 23 17/2
−2 3/2 2 −1/2

et leurs valeurs propres respectives sont (−1, 2, 4, 1), (−2, 4, 5, 1) et (−3, 2, 6, 1). Les vec-
teurs propres communs associés sont :
v1 =

1
−1
−2
3
 , v2 =

1
2
2
2
 , v3 =

1
5
7
3
 , v4 =

1
1
1
1
 .
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On déduit alors que les coordonnées (a1, a2, a3, b1, b2, b3, c1, c2, c3) des 4 points d’évaluation
sont :
ζ1 :=

−1
−2
3
?
?
?
−1
−2
−3

, ζ2 :=

2
2
2
?
?
?
2
4
2

, ζ3 :=

5
7
3
?
?
?
4
5
6

, ζ4 :=

1
1
1
?
?
?
1
1
1

,
Enfin, en calculant de la même manière les opérateurs de multiplication tMB′c1 ,
t MB
′
c2
,t MB
′
c3
ainsi
que leurs vecteurs propres communs, on déduit que :
ζ1 =

−1
−2
3
−1
−1
−1
−1
−2
−3

, ζ2 :=

2
2
2
2
2
3
2
4
2

, ζ3 =

5
7
3
3
−4
8
4
5
6

, ζ4 =

1
1
1
1
1
1
1
1
1

.
Finalement, il suffit de résoudre le système linéaire suivant en les variables(γ1, γ2, γ3, γ4) :
T = γ1 (1 + a1 + a2 + a3) (1 + b1 + b2 + b3) (1 + c1 + c2 + c3)
+ γ2 (1− a1 − 2 a2 + 3 a3) (1− b1 − b2 − b3) (1− c1 − 2 c2 − 3 c3)
+ γ3 (1 + 2 a1 + 2 a2 + 2 a3) (1 + 2 b1 + 2 b2 + 3 b3) (1 + 2 c1 + 4 c2 + 2 c3)
+ γ4 (1 + 5 a1 + 7 a2 + 3 a3) (1 + 3 b1 − 4 b2 + 8 b3) (1 + 4 c1 + 5 c2 + 6 c3),
On obtient γ1 = γ2 = γ3 = γ4 = 1.
Deuxième exemple
Considérons à présent un tenseur g ∈ R4⊗R4⊗R6 dont la déhomogénéisation est donnée
par :
g := 1046 a1 b1 c1 + 959 a1 b1 c2 + 660 a1 b1 c3 + 866 a1 b1 c4 + 952 a1 b1 c5− 1318 a1 b2 c1−
1222 a1 b2 c2−906 a1 b2 c3−1165 a1 b2 c4−1184 a1 b2 c5−153 a1 b3 c1+52 a1 b3 c2+353 a1 b3 c3+
354 a1 b3 c4+585 a1 b3 c5+852 a2 b1 c1+833 a2 b1 c2+718 a2 b1 c3+903 a2 b1 c4+828 a2 b1 c5−
1068 a2 b2 c1 − 1060 a2 b2 c2 − 992 a2 b2 c3 − 1224 a2 b2 c4 − 1026 a2 b2 c5 + 256 a2 b3 c1 +
468 a2 b3 c2+668 a2 b3 c3+748 a2 b3 c4+1198 a2 b3 c5−614 a3 b1 c1−495 a3 b1 c2−276 a3 b1 c3−
392 a3 b1 c4−168 a3 b1 c5+664 a3 b2 c1+525 a3 b2 c2+336 a3 b2 c3+472 a3 b2 c4+63 a3 b2 c5+
713 a3 b3 c1 + 737 a3 b3 c2 + 791 a3 b3 c3 + 965 a3 b3 c4 + 674 a3 b3 c5 − 95 a1 b1 + 88 a1 b2 +
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193 a1 b3 + 320 a1 c1 + 285 a1 c2 + 134 a1 c3 + 188 a1 c4 + 382 a1 c5 − 29 a2 b1 − 2 a2 b2 +
198 a2 b3 + 292 a2 c1 + 269 a2 c2 + 138 a2 c3 + 187 a2 c4 + 406 a2 c5 + 119 a3 b1− 139 a3 b2 +
20 a3 b3 − 222 a3 c1 − 160 a3 c2 + 32 a3 c3 + 9 a3 c4 − 229 a3 c5 + 122 b1 c1 + 119 b1 c2 +
112 b1 c3 + 140 b1 c4 + 108 b1 c5 − 160 b2 c1 − 163 b2 c2 − 176 b2 c3 − 214 b2 c4 − 117 b2 c5 +
31 b3 c1 + 57 b3 c2 + 65 b3 c3 + 73 b3 c4 + 196 b3 c5 − 35 a1 − 21 a2 + 54 a3 − 3 b1 − 3 b2 +
24 b3 + 50 c1 + 46 c2 + 20 c3 + 29 c4 + 63 c5 − 6 ∈ T.
où T est ici égal à :
T := K[a1, a2, a3, b1, b2, b3, c1, c2, c3, c4, c5]
En posant B = {1, a1, a2, a3, b1, b2} et B′ = {1, c1, c2, c3, c4, c5} on obtient la sous-matrice
de HΛg suivante :
H
B′,B
Λg
=

−6 −35 −21 54 −3 −3
50 320 292 −222 122 −160
46 285 269 −160 119 −163
20 134 138 32 112 −176
29 188 187 9 140 −214
63 382 406 −229 108 −117

qui est inversible. Le rang de ce tenseur est donc au moins 6. Cherchons alors à savoir s’il
existe Λ ∈ T ∗ qui étende Λg telle que la matrice de Hankel HΛ soit de rang 6. Si on re-
garde HB
′+,B+
Λg
, certains coefficients sont inconnus. Néanmoins, comme nous allons le voir,
ils peuvent être déterminés en exploitant les relations de commutation.
Les colonnes HB
′,C
Λg
sont connues pour C = {b3, a1 b1, a2 b1, a3 b1, a1 b2, a2 b2, a3 b2}. On peut
alors déduire les relations entre ces monômes et ceux de B en résolvant le système suivant :
H
B′,B
g∗ X = H
B′,C
g∗ .
Cela induit alors les relations suivantes dans AΛ :
b3 ≡ −1.− 0.02486 a1 + 1.412 a2 + 0.8530 a3 − 0.6116 b1 + 0.3713 b2
a1 b1 ≡ −2.+ 6.122 a1 − 3.304 a2 + .6740 a3 + .7901 b1 − 1.282 b2
a2 b1 ≡ −2.+ 4.298 a1 − 1.546 a2 + 1.364 a3 + .5392 b1 − 1.655 b2
a3 b1 ≡ −2.− 3.337 a1 + 5.143 a2 + 1.786 a3 − 2.291 b1 + 1.699 b2
a1 b2 ≡ −2.+ 0.03867 a1 − 0.1967 a2 + 1.451 a3 − 2.049 b1 + 3.756 b2
a2 b2 ≡ −2.+ 3.652 a1 − 3.230 a2 + .9425 a3 − 2.562 b1 + 4.198 b2
a3 b2 ≡ −2.+ 6.243 a1 − 7.808 a2 − 1.452 a3 + 5.980 b1 + 0.03646 b2
En utilisant la première pour b3, on peut réduire a1 b3, a2 b3, a3 b3 et ainsi obtenir 3 relations
de dépendance linéaires entre les monômes de B∪{a21, a1a2, a1a3, a22, a2a3, a23}. En utilisant
les relations de commutation :
lcm(m1,m2)
m1
N(m1)− lcm(m1,m2)
m2
N(m2),
pour (m1,m2) ∈ {(a1 b1, a2 b1), (a1 b2, a2 b2), (a2 b2, a3 b2)}, où N(mi) est la réduction de
mi par les 3 relations précédentes ; on obtient 3 nouvelles relations entre les monômes de
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B ∪ {a21, a1a2, a1a3, a22, a2a3, a23}.
On déduit alors de ces 6 relations, l’expression des monômes de {a21, a1a2, a1a3, a22, a2a3, a23}
comme combinaison linéaire des monômes de B :
a21 ≡ 12.08 a1 − 5.107 a2 + .2232 a3 − 2.161 b1 − 2.038 b2 − 2.
a1 a2 ≡ 8.972 a1 − 1.431 a2 + 1.392 a3 − 3.680 b1 − 2.254 b2 − 2.
a1 a3 ≡ −11.56 a1 + 9.209 a2 + 2.802 a3 + 1.737 b1 + .8155 b2 − 2.
a22 ≡ −2.+ 6.691 a1 + 2.173 a2 + 2.793 a3 − 5.811 b1 − 2.846 b2
a2 a3 ≡ −2.− 11.87 a1 + 9.468 a2 + 2.117 a3 + 3.262 b1 + 0.01989 b2
a23 ≡ −2.+ 16.96 a1 − 8.603 a2 + 1.349 a3 − 6.351 b1 − .3558 b2.
Nous sommes désormais à même de calculer la matrice de multiplication par a1 dans la
baseB. Celle-ci s’obtient en réduisant les monômes deB·a1 = {a1, a21, a1 a2, a1 a3, a1 b1, a1 b2}
par les relations précédentes :
MBa1 :=

0.0 −2.0 −2.0 −2.0 −2.0 −2.0
1.0 12.08 8.972 −11.56 6.122 0.03867
0.0 −5.107 −1.431 9.209 −3.304 −0.1967
0.0 0.2232 1.392 2.802 0.6740 1.451
0.0 −2.161 −3.680 1.737 0.7901 −2.049
0.0 −2.038 −2.254 0.8155 −1.282 3.756

.
Les vecteurs propres de l’opérateur transposé, normalisés de telle sorte que leur première
coordonnée vaut 1, sont :
1.0
5.0
7.003
3.0
3.0
−4.0

,

1.0
2.999
4.0
−4.999
−2.999
4.999

,

1.0
2.0
2.0
2.0
2.0
2.0

,

1.0
8.001
6.002
−7.002
4.001
−5.001

,

1.0
−1.0
−2.0
3.0
−1.0
−1.0

,

1.0
0.9999
0.9999
0.9999
0.9999
0.9999

Ils correspondent aux évaluations des monômes de B en les racines de IΛ (voir théorème
4.4.16). On connait ainsi les coordonnées a1, a2, a3, b1, b2 de ces racines. En developpant le
polynôme suivant :
γ1 (1 + a1 + a2 + a3)) (1 + b1 + b2 + b3) (1 + · · · ) + γ2 (1− a1− 2 a2 + 3 a3) (1− b1− b2−
b3) (1 + · · · ) + γ3 (1 + 2 a1 + 2 a2 + 2 a3) (1 + 2 b1 + 2 b2 + 3 b3) (1 + · · · ) + γ4 (1 + 5 a1 +
7 a2 + 3 a3) (1 + 3 b1 − 4 b2 + 8 b3) (1 + · · · ) + γ5 (1 + 8 a1 + 6 a2 − 7 a3) (1 + 4 b1 − 5 b2 −
3 b3) (1 + · · · ) + γ6 (1 + 3 a1 + 4 a2 − 5 a3) (1− 3 b1 + 5 b2 + 4 b3) (1 + · · · )
(où les points · · · représentent les termes linéaires en les ci) et en identifiant les coefficients
de g qui ne dépendent pas de c1, . . . , c5, on obtient un système linéaire en les γi, dont l’unique
solution est (2,−1,−2, 3,−5,−3). Cela nous permet de calculer la valeur de Λ pour tous les
monômes de {a1, a2, a3, b1, b2, b3} × {a1, a2, a3, b1, b2, b3}. En particulier, on peut calculer
129
les coefficients de HB,BΛ . En résolvant le système :
H
B,B
Λ X = H
B,B′
g∗ ,
on déduit les relations entre les monômes de B′ et B dans l’algèbre AΛ et en particulier
c1, . . . , c5 exprimés comme combinaison linéaire des monômes de B modulo . Cela nous
permet de retrouver les coordonnées manquantes et d’obtenir la décomposition suivante :
T := 2 (1+a1+a2+a3) (1+b1+b2+b3) (1+c1+c2+c3+c4+c5)−(1−a1−2 a2+3 a3) (1−
b1−b2−b3) (1−c1−2 c2−3 c3−4 c4+5 c5)−2 (1+2 a1+2 a2+2 a3) (1+2 b1+2 b2+3 b3) (1+
2 c1+2 c2+2 c3+2 c4+2 c5)+3 (1+5 a1+7 a2+3 a3) (1+3 b1−4 b2+8 b3) (1+4 c1+5 c2+
6 c3 + 7 c4 + 8 c5)− 5 (1 + 8 a1 + 6 a2− 7 a3) (1 + 4 b1− 5 b2− 3 b3) (1− 6 c1− 5 c2− 2 c3−
3 c4−5 c5)−3 (1+3 a1+4 a2−5 a3) (1−3 b1+5 b2+4 b3) (1−3 c1−2 c2+3 c3+3 c4−7 c5).
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Schémas de Hilbert et décomposition de tenseurs
Résumé
Cette thèse est constituée de deux parties. La première regroupe les chapitres 2 et 3 et traite du schéma de
Hilbert. Ces chapitres correspondent respectivement à des travaux en collaboration avec M.E. Alonso et B.
Mourrain : [3] et avec P. Lella, B. Mourrain et M. Roggero : [10]. Nous nous intéresserons aux équations qui le
définissent comme sous-schéma fermé de la grassmannienne et plus précisément à leur degré. Nous fournirons
ainsi de nouvelles équations globales, plus simples que celles qui existent déjà. Le chapitre 2 se concentre sur
le cas des polynômes de Hilbert constants égaux à µ. Après avoir rappelé les définitions et propriétés élémen-
taires du foncteur de Hilbert associé à µ, noté HilbµPn , nous montrerons que celui-ci est représentable. Nous
adopterons pour cela une approche locale et construirons un recouvrement ouvert de sous-foncteurs représen-
tables, dont les équations correspondent aux relations de commutation qui caractérisent les bases de bord. Son
représentant s’appelle le schéma de Hilbert associé à µ, noté Hilbµ(Pn). Nous fournirons ensuite, grâce aux
théorèmes de Persistance et de Régularité de Gotzmann, une description globale de ce schéma. Nous donne-
rons un système d’équations homogènes de degré 2 en les coordonnées de Plücker qui caractérise Hilbµ(Pn)
comme sous-schéma fermé de la Grassmannienne. Nous conclurons ce chapitre par une étude du plan tangent
au schéma de hilbert en exploitant l’approche locale et les relations de commutation précédemment introduites.
Le chapitre 3 traite le cas général du schéma de Hilbert associé à un polynôme P de degré d ≥ 0, noté
HilbP (Pn). Nous généraliserons le chapitre précédent en fournissant des équations globales homogènes de
degré d+ 2 en les coordonnées de Plücker.
La deuxième partie de cette thèse concerne la décomposition de tenseurs, chapitre 4. Nous commencerons par
étudier le cas symétrique, qui correspond à l’article [9] en collaboration avec P. Comon, B. Mourrain et E. Tsi-
garidas. Nous étendrons pour cela l’algorithme de Sylvester proposé pour le cas binaire. Nous utiliserons une
approche duale et fournirons des conditions nécessaires et suffisantes pour l’existence d’une décomposition de
rang donné, en utilisant les opérateurs de Hankel. Nous en déduirons un algorithme pour le cas symétrique.
Nous aborderons aussi la question de l’unicité de la décomposition minimale. Enfin, nous conclurons en étu-
diant le cas des tenseurs généraux qui correspond à un article en collaboration avec A. Bernardi, P. Comon et
B. Mourrain : [6]. Nous montrerons en particulier comment le formalisme introduit pour le cas symétrique peut
s’adapter pour résoudre le problème.
Hilbert schemes and tensors decomposition
Abstract
This thesis consists of two parts. The first one contains chapter 2 and 3 and is about the Hilbert scheme. These
chapters correspond to joint works with M.E. Alonso and B. Mourrain : [3] and with P. Lella, B. Mourrain and
M. Roggero : [10]. We are interested in the equations that define it as a closed sub-scheme of the Grassman-
nian and especially their degree. We will give new global equations, more simple than those already known.
Chapter 2 is about the case of constant Hilbert polynomial equal to µ. First, we will briefly recall the defini-
tions and propositions related to the Hilbert functor associated to µ, denoted by HilbµPn . Then we will prove
that it is representable, we will use a local approach and build a covering of open representable sub-functors
whose equations correspond to commutation relations that characterize border basis. The scheme that repre-
sents HilbµPn is called the Hilbert scheme associated to µ and is denoted by Hilb
µ(Pn). Then, thanks to the
theorems of Persistence and Regularity of Gotzmann, we will give a global description of Hilbµ(Pn). We will
provide a set of homogeneous equations of degree 2 in the Plücker coordinates that characterizes Hilbµ(Pn) as
a closed sub-scheme of the Grassmannian. We will finally conclude this chapter by studying the tangent plan of
the Hilbert scheme. Chapter 3 deals with the general case of Hilbert scheme associated to a Hilbert polynomial
P of degree d ≥ 0, denoted by HilbP (Pn). We will generalize chapter 2, giving homogeneous equations of
degree d+ 2 in the Plücker coordinates.
The second part of this thesis is concerned with tensors decomposition, chapter 4. We will begin with the sym-
metric case which corresponds to a joint work with P. Comon, B. Mourrain and E. Tsigaridas : [9]. We will
extend the algorithm devised by Sylvester for the binary case. We will use a dual approach and give necessary
and sufficient conditions for the existence of a decomposition of a given rank, using Hankel operators. We will
deduce an algorithm for the symmetric case. Finally, we will conclude by studying the case of general tensors
which corresponds to a joint work with A. Bernardi, P. Comon and B. Mourrain : [6]. In particular, we will
prove how the formalism that as been used so far for the symmetric case, can be extended to solve the problem.
