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Abstract
In the paper we prove the following theorem.
Theorem. Let Ω be a bounded domain in RN (N  2) with C1,1 boundary, and let f be
a real-valued C2 function on Ω satisfying f = λf for some λ 0.
(a) Suppose f satisfies
Dα(f )=
∫
Ω
δ(x)α
∣∣∇f (x)∣∣2 dx <∞
for some α,−1 < α  1 (0 < α  1 when N = 2). Then for p = 2(N − 1)/(N + α − 2)
the function |f |p has a harmonic majorant on Ω .
(b) Conversely, if |f |p has a harmonic majorant on Ω for some p,1 < p  2, then
Dα(f ) <∞ for α = [2(N − 1)− p(N − 2)]/p.
Part (a) of the theorem was originally proved by S. Yamashita [Illinois J. Math. 25 (1981)
626–631] in the unit disc inC, and for harmonic functions (λ= 0) in the unit ball B ofRN ,
N  3, with 0 < α  1 when N = 2, and 0 α  1 when N  3.
 2002 Elsevier Science (USA). All rights reserved.
Keywords: Dirichlet integral; Laplacian; Hardy space; Harmonic and subharmonic functions
✩ Part of this paper was written while the author was on Sabbatical leave at the CRM of the
University of Montreal.
E-mail address: stoll@math.sc.edu.
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)0 03 64 -5
M. Stoll / J. Math. Anal. Appl. 274 (2002) 788–811 789
1. Introduction
The results of this paper were motivated by the following two theorems of
S. Yamashita.
Theorem A ([18], Theorem 1). Let f be a solution of f = λf , λ 0, in the unit
disc D in C with∫ ∫
D
(
1− |z|2)α∣∣∇f (z)∣∣2 dx dy <∞
for some α, 0 < α  1, then |f |2/α admits a harmonic majorant in D.
In the same paper Yamashita also proved the following extension of Theo-
rem A to harmonic functions on the unit ball B in RN (N  3).
Theorem B ([18], Theorem 3). Let f be a harmonic function in the unit ball B of
RN (N  3) satisfying
Dα(f )=
∫
B
(
1− |x|)α∣∣∇f (x)∣∣2 dx <∞ (1.1)
for some α, 0  α  1. Then for p = 2(N − 1)/(N + α − 2) the function |f |p
admits a harmonic majorant in B .
In the paper, we first of all extend both of these two theorems to bounded
domains in RN (N  2) with C1,1 boundary. Also, for N  3, we extend
Theorem B including both the case −1 < α < 0 and also the case where f is
an eigenfunction of the Laplacian  with eigenvalue λ 0. Furthermore, we also
prove a converse of both Theorems A and B.
If Ω is a bounded domain in RN , N  2, we denote by Xλ(Ω) the set of real-
valued C2 functions on Ω satisfying f = λf , where  is the usual Laplacian
in RN . Also, for a real-valued C1 function f on Ω we denote by ∇f the gradient
of f . In Section 3 we show that if f ∈ Xλ(Ω), λ  0, then |f |p and |∇f |p
are subharmonic on Ω for all p, 1  p < ∞. In this section we also derive
some elementary inequalities for |f |p and |∇f |p that will be required in the
sequel. In Section 4 we summarize some of the properties of Hardy-type spaces of
eigenfunctions of the Laplacian. For 1 p <∞ and λ 0, we denote byHpλ (Ω)
the set of functions f ∈Xλ(Ω) for which |f |p has a harmonic majorant onΩ . For
f ∈Hpλ (Ω), 1 p <∞, the norm of f can be defined as ‖f ‖p =H|f |p (t0)1/p,
where t0 ∈Ω is fixed, and H|f |p is the least harmonic majorant of |f |p on Ω .
790 M. Stoll / J. Math. Anal. Appl. 274 (2002) 788–811
For a bounded domain Ω in RN and α ∈ R, we denote by Dα(Ω) the set of
real-valued C1 functions f on Ω for which
Dα(f )=
∫
Ω
δ(x)α
∣∣∇f (x)∣∣2 dx <∞,
where δ(x) denotes the distance from x to ∂Ω , the boundary of Ω . For f ∈
Dα(Ω), we set
‖f ‖Dα =
∣∣f (t0)∣∣+Dα(f )1/2.
The main result of the paper, Theorem 5.2, is as follows:
Theorem C. Let Ω be a bounded domain in RN (N  2) with C1,1 boundary.
(a) Suppose f ∈Xλ(Ω), λ 0. If f ∈Dα(Ω) for some α, −1 < α  1, when
N  3 (0 < α  1 when N = 2), then f ∈Hpλ (Ω) for all p, 1 p  pα , where
pα = 2(N − 1)/(N + α − 2), with
‖f ‖p C‖f ‖Dα .
(b) Conversely, if f ∈Hpλ (Ω), 1 < p  2, λ  0, then f ∈ Dα(Ω) for all α
satisfying α  αp , where αp = [2(N − 1)− p(N − 2)]/p, with
‖f ‖Dα  C‖f ‖p.
In Section 6 we provide examples to show that some of the conclusions are
best possible.
Related results have also been considered by Y. Mizuta and T. Shimomura in
the setting of the unit ball in RN . In [10] they proved that if u is a harmonic
function on B satisfying∫
B
(
1− |x|)α∣∣∇u(x)∣∣p dx <∞, (1.2)
where 1 <p <∞ and −1< α < p− 1, then
lim inf
r→1 (1− r)
(N−p+α)/p−(N−1)/q
( ∫
Sr
∣∣u(x)∣∣q ds(x)
)1/q
= 0,
when q > 0 and (N − p − 1)/p(N − 1) < 1/q < (N − p + α)/p(N − 1). The
above result of Mizuta and Shimomura was in fact proved for locally p-precise
functions on B , which includes the class of harmonic functions on B . In [10,
Remark 3] the authors also proved that if u is a locally p-precise function on B
satisfying (1.2) with 1 <p <∞ and 0 α < p− 1, and
1
q
= N − p+ α
p(N − 1) > 0,
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then ( ∫
Sr
∣∣u(x)∣∣q ds(x)
)1/q
C
( ∫
RN
∣∣1− |x|∣∣α∣∣∇u(x)∣∣p dx
)1/p
. (1.3)
With p = 2 and 0  α  1, this is the result of Yamashita (Theorem B). For
1 <p <∞, p = 2, the case α = p− 1 remains open. For N = 2 and α = p − 1,
then with q = p − 1, inequality (1.3) becomes the Littlewood–Payley inequality
for harmonic functions in the unit disc D, namely,
2π∫
0
∣∣u(reiθ )∣∣p dθ  C ∫
D
(
1− |z|)p−1∣∣∇u(z)∣∣p dx dy.
For harmonic functions in D, this inequality is known to be valid for all p,
1 < p  2 [8]. For analytic functions in D the inequality is valid for all p,
0 <p  2.
Theorem B, and its converse, has also been extended by the author to
holomorphic functions on the unit ball B in Cn [16]. For holomorphic functions,
the converse holds for all p, 0 < p  2. Some details comparing the harmonic
and holomorphic results are included in Section 7. Section 7 also contains some
remarks for the special case N = 2.
2. Notation
Our setting throughout the paper isRN , N  2, the points of which are denoted
by x = (x1, . . . , xn) with euclidean norm |x| =
√
x21 + · · · + x2n . For r > 0 and
x ∈ RN , set Br(x)= B(x, r)= {y ∈RN : |x−y|< r} and Sr (x)= S(x, r)= {y ∈
R
N : |x − y| = r}. Lebesgue measure in RN will be denoted by dx and surface
measure by ds. For E ⊂ RN we denote the volume measure of E by |E|. The
volume of the unit ball B in RN will be denoted by ωN . Also, if S is an (N − 1)-
dimensional surface in RN and E ⊂ S, when there is no confusion we will also
use |E| to denote the surface measure of E. Finally, for a real (or complex) valued
C1 function f , the gradient of f is denoted by ∇f , and if f is C2, the Laplacian
f of f is given by
f =
N∑
j=1
∂2f
∂x2j
.
For any set Ω ⊂ RN , the boundary of Ω is denoted by ∂Ω and the distance
from x to ∂Ω by δ(x). Suppose Ω is a bounded domain in RN . For x ∈ Ω set
B(x)= B(x, 12δ(x)). Then for all y ∈ B(x),
1
2
δ(x) δ(y) 3
2
δ(x). (2.1)
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Throughout the paper we will use C to denote a positive constant, not
necessarily the same on any two occurrences. Any dependence of C on say
α,β, . . . will be denoted by C(α,β, . . .). We also use the notation F(t) ≈ G(t)
to mean that there exist positive constants C1 and C2 such that C1F(t)G(t)
C2F(t) for all appropriate t .
Following the notation of [1,5], a C1,1 surface in RN is a closed, bounded
(N − 1)-dimensional surface S satisfying the following conditions:
(a) S is a C1 surface; that is, each point of S has an N -dimensional neighbor-
hood V which can be mapped in a 1–1 fashion onto an N -dimensional cube
by a transformation T such that T and T −1 are C1 transformations and such
that T (S∩V ) is the intersection of the cube with one of the coordinate hyper-
planes.
(b) S is of bounded curvature, that is, if θ(x, y) denotes the angle between the
exterior normals at x and y , then
1
r0
= sup
x =y
| sin 12θ(x, y)|
1
2 |x − y|
<∞. (2.2)
If | sin θ(x, y)| C|x − y|α , 0 < α < 1, then S is said to be a C1,α surface.1
Suppose Ω is a bounded domain whose boundary ∂Ω is a C1,1 surface. For
t ∈ ∂Ω , let nt denote the unit exterior normal at t , and for r > 0, set
Ωr =
{
x ∈Ω : δ(x) > r}.
We now summarize some of the properties of Ω that will be required in the paper
(see [1, pp. 171–175]).
(2.3) For each r , 0 < r < r0, ∂Ωr is of class C1,1 and the mapping t → t− rnt is
a 1–1 transformation of ∂Ω onto ∂Ωr whose Jacobian is both bounded and
bounded away from zero, uniformly for all r , 0 < r  r ′ < r0. Furthermore,
|B(ζ,ρ) ∩ ∂Ωr | ≈ ρN−1 for all ζ ∈ ∂Ωr and 0 < r < r ′ < r0.
(2.4) For each r , 0 < r < r0 and t ∈ ∂Ω , the balls B(t− rnt , r) and B(t+ rnt , r)
are respectively internally and externally tangent to ∂Ω at t .
(2.5) The domain Ω has a Green function G and a Poisson kernel P given by
P(x, t)= ∂
∂nt
G(x, t), x ∈Ω, t ∈ ∂Ω.
1 More generally, S is said to be a Liapunov–Dini surface if | sin θ(x, y)|Cε(|x−y|), where ε(t),
t > 0, is a non-negative, monotone continuous function having the property that ε(t)/t is monotone
and
∫ 1
0
ε(t)
t dt <∞.
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For fixed t ∈ ∂Ω , x → P(x, t) is harmonic on Ω , and for fixed x ∈ Ω ,
t → P(x, t) is continuous and positive on ∂Ω . Furthermore, the Poisson
kernel satisfies
C1
δ(x)
|x − t|N  P(x, t) C2
δ(x)
|x − t|N
for all x ∈Ω , t ∈ ∂Ω .2
(2.6) The Poisson integral formula holds for Ω , that is, if f is harmonic on Ω
and continuous on Ω , then
f (x)= PΩ [f ](x)=
∫
∂Ω
P (x, t)f (t) dσ (t),
where σ is the normalized surface measure on ∂Ω . Furthermore, if f
is continuous on ∂Ω , then F(x) = PΩ [f ](x) is harmonic on Ω and
continuous on Ω .
(2.7) If Pr is the Poisson kernel forΩr , 0 < r < r0, then for fixed x , Pr(x, t−rnt )
converges uniformly to P(x, t) as r→ 0.
3. Some properties of eigenfunctions of the Laplacian
Let Ω be a domain in RN . For λ ∈R, we denote by Xλ(Ω) or simply Xλ the
set of eigenfunctions of  with eigenvalue λ, i.e.,
Xλ =
{
f ∈C2(Ω): f = λf }.
We first observe that if f ∈ Xλ with λ  0, and 1  p < ∞, then |f |p is
subharmonic on Ω . If Zf is the zero set of f , then on Ω \Zf ,
|f |p = p(p− 1)|f |p−2|∇f |2 + pλ|f |p. (3.1)
Thus |f |p  0 on Ω \ Zf , and hence |f |p is subharmonic there. But at
each point of Zf the mean value inequality trivially holds, and thus |f |p is
subharmonic on all of Ω .
Also, for f ∈Xλ, we have
|∇f |p = p|∇f |p−2
[
λ|∇f |2 + (p− 2)|∇f |−2
N∑
j=1
(∇f · ∇fxj )2
+
N∑
j=1
∣∣∇fxj ∣∣2
]
,
2 For domains with C2 boundary, a proof of the given inequality can be found in [7,
Propositions 8.2.1 and 8.2.2]. The proofs however only require the existence of internal and external
tangent spheres.
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where fxj = ∂f∂xj and x · y denotes the inner product in RN . By the Cauchy–
Schwarz inequality |∇fxj |2  |∇f |−2(∇f · ∇fxj )2. Thus
|∇f |p  p|∇f |p−2
[
λ|∇f |2 + (p− 1)|∇f |−2
N∑
j=1
(∇f · ∇fxj )2
]
.
From this it now follows that if f ∈Xλ, λ 0, then |∇f |p is subharmonic on Ω
for all p  1.3 We summarize these results in the following proposition.
Proposition 3.1. If f ∈Xλ(Ω), λ 0, then |f |p and |∇f |p are subharmonic on
Ω for all p, 1 p <∞.
As a consequence of the subharmonicity of |f |p and |∇f |p we have the
following corollary.
Corollary 3.2. Let x ∈Ω be arbitrary and let r > 0 be such that B(x, r) ⊂Ω .
Then for all f ∈Xλ, λ 0, and 1 p <∞,∣∣f (x)∣∣p  C
rN
∫
Br (x)
∣∣f (y)∣∣p dy, (3.2)
and ∣∣∇f (x)∣∣p  C
rN
∫
Br (x)
∣∣∇f (y)∣∣p dy. (3.3)
Although we will only require p  1 in the paper, by a theorem of
Pavlovic [11], these inequalities are in fact also valid for 0 <p < 1. For the proof
of the main result we also require the following inequality.
Proposition 3.3. Let x ∈Ω be arbitrary and let r > 0 be such that B(x, r)⊂Ω .
Then for all f ∈Xλ and 1 p <∞,4∣∣∇f (x)∣∣p  C
rN+p
∫
Br (x)
∣∣f (y)∣∣p dy. (3.4)
3 When λ = 0, then by a theorem of Stein and Weiss [14, Theorem 4.14] |∇f |p is subharmonic
for all p  (N − 2)/(N − 1), N  3 (log |∇f | is subharmonic when N = 2). However, the following
example suggested by my colleague Ralph Howard shows that p  1 is best possible for f ∈Xλ(Ω),
λ > 0. Let Ω = {x ∈ RN : x1 > 0} and let f (x) = 1α cosh(αx1). Then f ∈ Xλ with λ = α2, and|∇f (x)|p = sinhp(αx1). But then

∣∣∇f (x)∣∣p = α2 sinhp−2(αx1)(p cosh2(αx1)− 1)
and for 0 < p < 1, p cosh2(αx1)− 1 changes sign on (0,∞).
4 For harmonic functions inequality (3.4) is well known (e.g., [4, p. 250]).
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Proof. We only prove the case N  3, the case N = 2 being similar. By
translation it suffices to prove the result for x = 0. Suppose R > 0 is such
that B(0,2R) ⊂ Ω . Set BR = B(0,R) and let GR and PR denote the Green
function and Poisson kernel of B(0,R) respectively. By Green’s identity (see [6,
Theorem 5.1]), if f ∈Xλ, then for all x ∈B(0,R),
f (x)= 1
NωNR
∫
SR
f (t)PR(x, t) ds(t)
− λ
N(N − 2)ωN
∫
BR
GR(x, y)f (y) dy.
In the above, SR = ∂BR and PR(x, t) is given by
PR(x, t)= R
2 − |x|2
|x − t|N .
Since |∇PR(0, t)| CR1−N and |∇GR(0, y)| C|y|1−N we obtain
∣∣∇f (0)∣∣CR−N ∫
SR
∣∣f (t)∣∣ds(t)+ |λ|C ∫
BR
∣∣f (y)∣∣|y|1−N dy
 C
R
MR
(|f |),
where MR(|f |) = max{|f (x)|: x ∈ BR}. Hence |∇f (0)|p  CR−pMR(|f |p).
But for each y ∈ BR , B(y,R)⊂ B(0,2R). Thus by inequality (3.2),
∣∣∇f (0)∣∣p  CR−N−p ∫
B(0,2R)
∣∣f (y)∣∣p dy,
from which inequality (3.4) now follows. ✷
4. Hardy-type spaces of eigenfunctions of the Laplacian
Prior to our discussion of Hardy-type spaces of eigenfunctions of the Lapla-
cian, we begin this section with some general results concerning subharmonic
functions. For a domain Ω in RN (N  2), we denote by S(Ω) the class of sub-
harmonic functions f on Ω for which f has a harmonic majorant on Ω . It is well
known that if a subharmonic function f has a harmonic majorant on Ω , then it
has a least harmonic majorant on Ω . In the definition of subharmonic we exclude
the case f ≡−∞.
796 M. Stoll / J. Math. Anal. Appl. 274 (2002) 788–811
Let f be subharmonic onΩ . The Riesz measure of f is the nonnegative regular
Borel measure µf on Ω satisfying∫
Ω
ϕ(x) dµf (x)=
∫
Ω
f (x)ϕ(x) dx (4.1)
for all ϕ ∈ C∞c (D). If f is C2, then by Green’s identity dµf (x)=f (x) dx.
By a regular exhaustion {Ωn} of Ω we mean a sequence of domains Ωn, with
Ωn ⊂Ωn+1 and ⋃∞n=1 Ωn =Ω , and such that the Dirichlet problem is solvable
for Ωn. By Corollary 8.28 of [6] each domain in RN has a regular exhaustion. For
each n, let Gn denote the Green function of Ωn. If f is subharmonic on Ω with
Riesz measure µf , then by the Riesz Decomposition Theorem, for all x ∈Ωn
f (x)=−
∫
Ωn
Gn(x, y) dµf (y)+ hn(x), (4.2)
where hn(x) is the least harmonic majorant of f on Ωn. Furthermore, for each n,
the harmonic function hn is given by
hn(x)=
∫
∂Ωn
f (t) dωxn(t), (4.3)
where ωxn is the harmonic measure on ∂Ωn with respect to the point x ∈Ωn.
The following two propositions have been proved by the author in [15] for
the case N = 2. As the proofs for the general case N  3 are identical, they are
omitted.
Proposition 4.1. Let f be subharmonic in Ω and let µf be the Riesz measure
of f . Then f ∈ S(Ω) if and only if there exists t0 ∈Ω such that
sup
n
∫
Ωn
Gn(t0, x) dµf (x) <∞ (4.4)
for any regular exhaustion {Ωn} of Ω . If the domain Ω has a Green function G,
then f ∈ S(Ω) if and only if there exists t0 ∈Ω such that∫
Ω
G(t0, x) dµf (x) <∞. (4.5)
Suppose Ω is a bounded domain in RN with Green function G satisfying the
following: for each t0 ∈Ω , there exist constants C1 and C2, depending only on t0
and Ω , such that
(i) C1δ(x)G(t0, x) for all x ∈Ω, and
(ii) G(t0, x)C2δ(x) for all x ∈Ω \B(t0). (4.6)
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If the boundary of Ω is C2 or C1,1, then the inequalities can be established by
comparing the Green’s functionG to the Green function of balls that are internally
tangent to obtain (i), and to the Green function of the complement of externally
tangent balls to obtain (ii). By the results of Widman [19], the inequalities (4.6)
are also valid for domains with C1,α or Liapunov–Dini boundaries.
Proposition 4.2. Let Ω be a bounded domain with Green function G satisfying
inequalities (i) and (ii) of (4.6), and let f be subharmonic on Ω with Riesz
measure µf . Then f has a harmonic majorant on Ω if and only if∫
Ω
δ(x) dµf (x) <∞. (4.7)
Furthermore, if this is the case, then by the Riesz decomposition theorem
f (x)=Hf (x)−
∫
Ω
G(x,y) dµf (y), (4.8)
where Hf is the least harmonic majorant of f .
Suppose Ω is a bounded domain in RN with Green’s function G satisfying
inequality (ii) of (4.6). Suppose also that f ∈ S(Ω) with least harmonic
majorant Hf . Let t0 ∈ Ω be arbitrary, and set ρ0 = 12δ(t0). From identity (4.8)
we obtain
1
ωNρ
N
0
∫
B(t0)
f (x) dx
= 1
ωNρ
N
0
∫
B(t0)
Hf (x) dx − 1
ωNρ
N
0
∫
B(t0)
∫
Ω
G(x,y) dµf (y) dx.
All of the above integrals are finite due to the local integrability of subharmonic
functions. Hence by the mean-value property and Fubini’s theorem,
Hf (t0)= 1
ωNρ
N
0
[ ∫
B(t0)
f (x) dx +
∫
Ω
∫
B(t0)
G(x, y) dx dµf (y)
]
.
Consider
I (y)= 1
ωNρ
N
0
∫
B(t0)
G(x, y) dx.
If y /∈ B(t0), then x → G(x,y) is harmonic on B(t0). Thus by the mean-value
property and inequality (4.6)(ii),
I (y)=G(t0, y)C2δ(y).
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Suppose y ∈B(t0) and N  3. Then since G(x,y) CN |x − y|2−N ,
I (y) CN
ωNρ
N
0
∫
B(t0)
|x − y|2−Ndx
 CN
ωNρ
N
0
∫
B(y,2ρ0)
|x − y|2−Ndx = 2NCNρ2−N0 .
But for y ∈B(t0), ρ0  2δ(y). Hence,
I (y) C(ρ0)δ(y),
where C(ρ0) is a constant depending only on ρ0. A similar inequality also holds
for N = 2. Thus I (y)  Cδ(y) for all y ∈ Ω , where C is a constant depending
only on t0. This proves the following proposition.
Proposition 4.3. Let Ω be a bounded domain in RN with Green function G
satisfying inequality (ii) of (4.6). If f ∈ S(Ω) and t0 ∈Ω is arbitrary, then there
exists a constant C(t0) depending only on t0 such that
Hf (t0) C(t0)
[ ∫
B(t0)
f (x) dx +
∫
Ω
δ(x) dµf (x)
]
,
where Hf is the least harmonic majorant of f .
For 1  p <∞ and λ  0, we denote by Hpλ (Ω) or simply Hpλ the set of
functions f ∈Xλ for which |f |p has a harmonic majorant on Ω . The space Hp0
is just the usual Hardy space of harmonic functions on Ω . Clearly Hpλ is a linear
space. For f ∈Hpλ , we denote the least harmonic majorant of |f |p by H|f |p . By
identity (4.3) H|f |p is given by
H|f |p (x)= lim
n→∞
∫
∂Ωn
∣∣f (t)∣∣p dωxn(t), (4.9)
where {Ωn} is any regular exhaustion of Ω . As in [12], for fixed t0 ∈ Ω , define
Np onHpλ by
Np(f )=
(
H|f |p (t0)
)1/p
. (4.10)
As a consequence of (4.9) the quantityNp defines a norm onHpλ . Furthermore, by
Harnack’s inequality, any choice of t1 different from t0 will define an equivalent
norm.
Suppose now that Ω is a bounded domain with C1,1 boundary. Let r0 be as
defined by (2.2). Then for all r , 0 < r < r0, ∂Ωr is also C1,1. If ωxr denotes the
harmonic measure on ∂Ωr at the point x ∈Ωr , then
dωxr = Pr(x, t) dσr(t),
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where σr is the normalized surface measure on ∂Ωr and Pr is the Poisson kernel
of Ωr . From this it now follows that for 1 p <∞ and λ 0,
Hpλ (Ω)=
{
f ∈Xλ: sup
0<r<r0
∫
∂Ω
∣∣f (t − rnt )∣∣p dσ(t) <∞
}
,
and that Np(f )≈ ‖f ‖p , where
‖f ‖p = sup
0<r<r0
[ ∫
∂Ω
∣∣f (t − rnt )∣∣p dσ(t)
]1/p
.
The usual weak star compactness argument also gives that for 1 < p <∞, there
exists a function fˆ ∈Lp(∂Ω) with ‖fˆ ‖p ≈ ‖f ‖p such that
H|f |p (x)=
∫
∂Ω
P (x, t)
∣∣fˆ (t)∣∣p dσ(t). (4.11)
When p = 1, then H|f |(x) = P [ν](x) for a measure ν on ∂Ω with ν(∂Ω) ≈
‖f ‖1.
Proposition 4.4. Let Ω be a bounded domain with C1,1 boundary, and suppose
f ∈Hpλ (Ω), 1 p <∞.
(a) Then there exists a constant C1 such that∣∣f (x)∣∣p  C1δ(x)−N+1‖f ‖pp for all x ∈Ω.
(b) If t0 ∈Ω is fixed, then there exists a constant C2 such that
‖f ‖pp  C2
[ ∫
B(t0)
∣∣f (x)∣∣p dx + ∫
Ω
δ(x) dµ|f |p (x)
]
.
Proof. Suppose 1 <p <∞. Then by identity (4.11),
∣∣f (x)∣∣p  ∫
∂Ω
P (x, t)
∣∣fˆ (t)∣∣p dσ(t),
where fˆ ∈ Lp(∂Ω) with ‖fˆ ‖p ≈ ‖f ‖p . But by property (2.5), P(x, t) 
Cδ(x)−N+1, from which the conclusion follows. The proof of the case p = 1
follows similarly. The proof of (b) is an immediate consequence of Proposition 4.3
and the fact that ‖f ‖pp  CH|f |p (t0) for a constant C depending only on t0. ✷
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5. Dirichlet spaces of eigenfunctions of the Laplacian
Let Ω be a bounded domain in RN . For α ∈R we denote byDα(Ω), or simply
Dα , the set of real (or complex) valued C1 functions f on Ω for which Dα(f ) is
finite, where
Dα(f )=
∫
Ω
δ(x)α
∣∣∇f (x)∣∣2 dx, (5.1)
and for f ∈Dα , set
‖f ‖Dα =
∣∣f (t0)∣∣+Dα(f )1/2,
where t0 ∈ Ω is fixed. Since a complex-valued function is in Dα if and only if
both its real and imaginary part are, we will always assume that f is real-valued.
Prior to proving the main result of the paper, we first prove the following two
inequalities.
Theorem 5.1. Let Ω be a bounded domain in RN , 1 p <∞, and α >−1.5
(a) Then for all f ∈Xλ, λ 0,∫
Ω
δ(x)α+p
∣∣∇f (x)∣∣p dx  C ∫
Ω
δ(x)α
∣∣f (x)∣∣p dx.
(b) If in addition the boundary of Ω is C1,1 and t0 ∈ Ω is fixed, then for all
f ∈Xλ, λ 0,∫
Ω
δ(x)α
∣∣f (x)∣∣p dx  C
[∣∣f (t0)∣∣p +
∫
Ω
δ(x)α+p
∣∣∇f (x)∣∣p dx
]
.
Proof. (a) As in the introduction, for x ∈ Ω , set B(x) = B(x, 12δ(x)). Then by
inequalities (2.1) and (3.4) we have∣∣∇f (x)∣∣p  Cδ(x)−p−α ∫
B(x)
δ(y)α−N
∣∣f (y)∣∣p dy.
5 In the proof of (a) the assumption α >−1 is not required. However, since |f |p is subharmonic
when f ∈Xλ (λ 0), if∫
Ω
δ(x)α
∣∣f (x)∣∣p dx <∞
for some α  −1, and if the boundary of Ω is C1,1, then by Theorem 2 of [17] the function f is
identically zero on Ω . Also, a more general version of part (a) of the theorem is stated without proof
in [9] for polyharmonic functions. For completeness we have included the proof.
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Therefore,∫
Ω
δ(x)α+p
∣∣∇f (x)∣∣p dx  C ∫
Ω
∫
Ω
χB(x)(y)δ(y)
α−N ∣∣f (y)∣∣p dy dx,
where for a subset E of Ω , χE denotes the characteristic function of E. But if
y ∈ B(x), then x ∈B(y, δ(y)). Hence by Fubini’s theorem,∫
Ω
∫
Ω
χB(x)(y)δ(y)
α−N ∣∣f (y)∣∣p dy dx

∫
Ω
∣∣B(y, δ(y))∣∣δ(y)α−N ∣∣f (y)∣∣p dy  C ∫
Ω
δ(y)α
∣∣f (y)∣∣p dy,
which proves (a).
(b) Let r0 be as defined in Eq. (2.2) and fix ρ0, 0 < ρ0 < r0, such that t0 ∈Ωρ0 .
We first prove that∫
Ω\Ωρ0
δ(x)α
∣∣f (x)∣∣p dx C1 ∫
∂Ωρ0
∣∣f (ζ )∣∣p ds(ζ )
+C2
∫
Ω\Ωρ0
δ(x)α+p
∣∣∇f (x)∣∣p dx. (5.2)
By elementary calculus we have
I (ρ0)=
∫
Ω\Ωρ0
δ(x)α
∣∣f (x)∣∣p dx  C
ρ0∫
0
rα
∫
∂Ωr
∣∣f (ζ )∣∣p ds(ζ ) dr.
Also, by property (2.3), for all r , 0 < r  ρ0,∫
∂Ωr
∣∣f (ζ )∣∣p ds(ζ )≈ ∫
∂Ω
∣∣f (ζ − rnζ )∣∣p ds(ζ ).
For 0 < r  ρ0 set
Mp(f, r)=
[ ∫
∂Ω
∣∣f (ζ − rnζ )∣∣p ds(ζ )
]1/p
. (5.3)
Then by the above,
I (ρ0) C
ρ0∫
0
rαM
p
p (f, r) dr.
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Now for ζ ∈ ∂Ω , r  t  ρ0, set g(t) = f (ζ − tnζ ). By the fundamental
theorem of calculus,
f (ζ − rnζ )− f (ζ − ρ0nζ )=−
ρ0∫
r
g′(t) dt =
ρ0∫
r
∇f (ζ − tnζ ) · nζ dt.
Hence
∣∣f (ζ − rnζ )∣∣ ∣∣f (ζ − ρ0nζ )∣∣+
ρ0∫
r
∣∣∇f (ζ − tnζ )∣∣dt. (5.4)
Thus by Minkowski’s inequality,
Mp(f, r)Mp(f,ρ0)+
ρ0∫
r
Mp
(|∇f |, t)dt,
where Mp(|∇f |, t) is defined analogously as in (5.3). Therefore, since α >−1,
ρ0∫
0
rαM
p
p (f, r) dr C1ρα+10 M
p
p (f,ρ0)
+C2
ρ0∫
0
rα
[ ρ0∫
r
Mp
(|∇f |, t) dt
]p
dr.
By Hardy’s inequality [5, Inequality 330], for g  0, p  1, α >−1,
ρ0∫
0
( ρ0∫
r
g(t) dt
)p
rα dr  C
ρ0∫
0
(
rg(r)
)p
rα dr.
Thus with g(t)=Mp(|∇f |, t) we have
ρ0∫
0
rαM
p
p (f, r) dr  C1Mpp (f,ρ0)+C2
ρ0∫
0
rα+pMpp
(|∇f |, r)dr,
from which (5.2) now follows.
It remains to be shown that∫
Ωρ0
δ(x)α
∣∣f (x)∣∣p dx +C1
∫
∂Ωρ0
∣∣f (ζ )∣∣p ds(ζ )
 C
[∣∣f (t0)∣∣p +
∫
Ω
δ(x)α+p
∣∣∇f (x)∣∣p dx
]
. (5.5)
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We first note that since Ωρ0 is connected [1, p. 172] and ∂Ωρ0 is C1,1, there
exists a constant C(ρ0) such that for every y ∈Ωρ0 there exists a polygonal path
γ (t), 0 t  1, with γ (0)= t0, γ (1)= y and
∫ 1
0 |γ ′(t)|dt  C(ρ0).6 Thus as in
inequality (5.4), if y ∈Ωρ0 ,
∣∣f (y)∣∣ ∣∣f (t0)∣∣+
1∫
0
∣∣∇f (γ (t))∣∣∣∣γ ′(t)∣∣dt

∣∣f (t0)∣∣+C(ρ0) sup{∣∣∇f (w)∣∣: w ∈Ωρ0}.
But since |∇f (w)|p is subharmonic in Ω ,∣∣∇f (w)∣∣p  C
ρ
N+α+p
0
∫
B(w, 12ρ0)
δ(x)α+p
∣∣∇f (x)∣∣p dx
for all w ∈Ωρ0 , from which (5.5) now follows. ✷
We are now ready to prove the main result of the paper.
Theorem 5.2. Let Ω be a bounded domain in RN (N  2) with C1,1 boundary.
(a) Suppose f ∈ Xλ, λ  0. If f ∈ Dα(Ω) for some α, −1 < α  1, when
N  3 (0 < α  1 when N = 2), then f ∈Hpλ for all p, 1 p  pα , where
pα = 2(N − 1)/(N + α − 2), with
‖f ‖p  C‖f ‖Dα .
(b) Conversely, if f ∈Hpλ , 1 < p  2, λ  0, then f ∈ Dα for all α satisfying
α  αp , where αp = [2(N − 1)−p(N − 2)]/p, with
‖f ‖Dα C‖f ‖p.
If N  3 and −1 < α  1, then 2  pα < 2(N − 1)/(N − 3), with p1 = 2.
When N = 2, then pα = 2/α and pα ∈ [2,∞). On the other hand, when
1 <p  2, αp ∈ [1,N) with α2 = 1.
Proof of Theorem 5.2. We will prove the theorem for N  3, the proof for the
case N = 2 again being similar.
(a) Suppose f ∈Dα ∩Xλ, λ 0, −1 < α  1. As in the previous proposition,
fix ρ0, 0 < ρ0 < r0, such that t0 ∈ Ωρ0 , where t0 ∈ Ω is fixed. Without loss of
generality we will assume that f (t0) = 0. Otherwise, consider f − f (t0). Let
p = 2(N − 1)/(N + α − 2). Since α  1, we have that p  2. By identity (3.1),
6 This can be shown to be true in general for any bounded domain with C1 boundary.
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Propositions 4.2 and 4.4, to show that f ∈Hpλ with ‖f ‖p  C‖f ‖Dα it suffices
to show that
I1 =
∫
Ω
δ(x)
∣∣f (x)∣∣p−2∣∣∇f (x)∣∣2 dx,
and for λ > 0,
I2 =
∫
Ω
δ(x)
∣∣f (x)∣∣p dx,
are both finite and satisfy Ij  CDα(f )p/2, j = 1,2. As in inequality (5.4), for
ζ ∈ ∂Ω and 0 < r  ρ0,
∣∣f (ζ − rnζ )∣∣ ∣∣f (ζ − ρ0nζ )∣∣+
ρ0∫
r
∣∣∇f (ζ − tnζ )∣∣dt.
Since δ(ζ − tnζ )≈ δ(y) for all y ∈ B(ζ − tnζ ), by inequality (3.3),
∣∣∇f (ζ − tnζ )∣∣2 Cδ(ζ − tnζ )−N−α
∫
B(ζ−tnζ )
δ(y)α
∣∣∇f (y)∣∣2 dy
Ct−N−αDα(f ).
Therefore,
∣∣f (ζ − rnζ )∣∣ sup
y∈∂Ωρ0
∣∣f (y)∣∣+CDα(f ) 12
ρ0∫
r
t−
1
2 (N+α) dt
M∞(f,ρ0)+CDα(f ) 12 r− 12 (N+α)+1.
Thus for all x ∈Ω \Ωρ0 ,∣∣f (x)∣∣M∞(f,ρ0)+CDα(f ) 12 δ(x)− 12 (N+α−2).
Suppose x ∈Ωρ0 . Then, as in the proof of inequality (5.5), since f (t0) = 0 and
ρ0  δ(x) Cρ0,∣∣f (x)∣∣ Cρ− 12 (N+α)0 Dα(f ) 12  C(ρ0)Dα(f ) 12 δ(x)− 12 (N+α−2)
for all x ∈Ωρ0 . Hence for all x ∈Ω ,∣∣f (x)∣∣ C(ρ0)Dα(f ) 12 δ(x)− 12 (N+α−2).
Thus with p = pα = 2(N − 1)/(N + α − 2) we obtain∣∣f (x)∣∣p−2  CDα(f ) 12 (p−2)δ(x)α−1 (5.6)
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for all x ∈Ω . Therefore,
I1 =
∫
Ω
δ(x)
∣∣f (x)∣∣p−2∣∣∇f (x)∣∣2 dx CDα(f )p2 .
For the integral I2, by inequality (5.6),
I2 =
∫
Ω
δ(x)
∣∣f (x)∣∣p−2∣∣f (x)∣∣2 dx CDα(f ) 12 (p−2)
∫
Ω
δ(x)α
∣∣f (x)∣∣2 dx.
Thus by part (b) of Theorem 5.1,
I2  CDα(f )
1
2 (p−2)
∫
Ω
δ(x)α+2
∣∣∇f (x)∣∣2 dx  CDα(f )p2 .
Hence Ij  CDα(f )
p
2 , j = 1,2, and thus f ∈ Hpαλ with ‖f ‖pα  C‖f ‖Dα .
As a consequence, by Hölder’s inequality, f ∈ Hpλ for all p, 1  p  pα , with‖f ‖p  C‖f ‖Dα .
(b) Conversely, suppose f ∈Hpλ , 1 <p  2, λ 0. Without loss of generality
we assume that f is real-valued. For ε > 0, set fε(x)= f (x)+ iε. Then fε(x) = 0
for all x ∈ Ω , and thus |fε|p is C2 on Ω . With p > 1, a straightforward
computation gives
|fε|p = p(p− 2)|fε|p−4f 2|∇f |2 + p|fε|p−2|∇f |2 + pλf 2|fε|p−2
= p|fε|p−4|∇f |2
[
(p− 1)f 2 + ε2]+ pλf 2|fε|p−2.
Thus since λ 0, |fε|p is subharmonic on Ω . Also, since 0 < (p− 1) 1,
|fε|−2
[
(p− 1)f 2 + ε2] (p− 1).
Thus |fε|p  p(p − 1)|fε|p−2|∇f |2. Although fε /∈ Hpλ , |fε|p does have a
harmonic majorant on Ω . Thus by Proposition 4.2 and inequality (4.6),∫
Ω
δ(x)
∣∣fε(x)∣∣p−2∣∣∇f (x)∣∣2 dx  C‖fε‖pp.
Also, as in Proposition 4.4, for all x ∈Ω ,∣∣fε(x)∣∣ Cδ(x)− 1p (N−1)‖fε‖p.
Thus since fε(x) = 0 for all x , and (p− 2) 0,∣∣fε(x)∣∣p−2  Cδ(x)− 1p (p−2)(N−1)‖fε‖(p−2)p .
Therefore,
806 M. Stoll / J. Math. Anal. Appl. 274 (2002) 788–811
C‖fε‖pp 
∫
Ω
δ(x)
∣∣fε(x)∣∣p−2∣∣∇f (x)∣∣2 dx
C‖fε‖p−2p
∫
Ω
δ(x)
1− 1
p
(p−2)(N−1)∣∣∇f (x)∣∣2 dx.
But
1− 1
p
(p− 2)(N − 1)= 1
p
[
2(N − 1)− p(N − 2)].
Hence with αp = [2(N −1)−p(N −2)]/p, we have Dαp(f ) C‖fε‖2p . Letting
ε→ 0 gives the desired result. ✷
6. Examples
In this section we provide several examples in the setting of the unit ball B
in RN, N  2, to show that some of the previous results are best possible. We
denote the boundary of B by S and the normalized surface measure on S by σ .
By integration in polar coordinates, if f is continuous on B , then
∫
B
f (x) dx =NωN
1∫
0
rN−1
∫
S
f (rt) dσ (t) dr. (6.1)
For our first example we require the following lemma, the proof of which is a
straightforward computation, and thus is omitted.
Lemma 6.1. For all γ > 0, 0< r < 1, and ξ ∈ S,
Iγ (r)=
∫
S
|rt − ξ |−γ dσ(t)≈


1, if γ < (N − 1),
log
1
(1− r) , if γ = (N − 1),
(1− r)−γ+(N−1), if γ > (N − 1).
Example 6.2. In our first example we show that the conclusion of Theorem 5.2(b)
fails when p = 1. Recall that αp = 1p [2(N − 1) − p(N − 2)]. Thus for p = 1,
α1 =N . For fixed ζ ∈ S, set
h(x)= 1− |x|
2
|x − ζ |N .
Then h is a non-negative harmonic function on B and thus is in H10(B). But by
Theorem 5.1,
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h(0)+
∫
B
(
1− |x|)N ∣∣∇h(x)∣∣2 dx
C
∫
B
(
1− |x|)N−2∣∣h(x)∣∣2 dx
C
1∫
0
rN−1(1− r)N
∫
S
|rt − ζ |−2N dσ(t) dr
C
1∫
0
rN−1(1− r)−1 dr =∞.
The last inequality follows from Lemma 6.1 with γ = 2N . Hence h /∈ DN(B).
However, it is easily shown that h ∈Dα(B) for all α > N . This in fact is the case
for any harmonic function in the space H10(B). For if h ∈H10(B), then∣∣h(x)∣∣ ∫
S
P (x, t) d|ν|(t),
for a finite signed measure ν on S. Hence by Minkowski’s inequality and
Lemma 6.1,∫
S
∣∣h(rζ )∣∣2 dσ(ζ )
[ ∫
S
[ ∫
S
P (rζ, t)2 dσ(t)
]1/2
d|ν|(t)
]2
 C(1− r)N .
Hence by Theorem 5.1(a),
∫
B
(
1− |x|)α∣∣∇h(x)∣∣2 dx  C
1∫
0
rN−1(1− r)α−N−1 dr.
This last integral is finite provided α >N .
A similar method of proof can be used to show that if f ∈Hp0 (B), 1 <p  2,
then f ∈Dα(B) for all α > αp . If f ∈Hp0 (B), 1 <p  2, then by (4.11)∣∣f (x)∣∣p  ∫
S
P (x, t)
∣∣fˆ (t)∣∣p dσ(t),
where fˆ is the boundary function of f , i.e., fˆ (t) = limr→1 f (rt). By Fatou’s
theorem, this limit exists for almost every t ∈ S [2, Theorem 6.3.1]. By the
continuous version of Minkowski’s inequality and Lemma 6.1 we have∫
S
∣∣f (rt)∣∣2 dσ(t) ‖fˆ ‖2p
∫
S
∣∣P(rt, ζ )∣∣2/p dσ(ζ )
C‖f ‖2p(1− r)−2(N−1)/p+(N−1).
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Thus by part (a) of Theorem 5.1,∫
B
(
1− |x|)α∣∣∇f (x)∣∣2 dx
 C‖f ‖2p
1∫
0
rN−1(1− r)α−2−2(N−1)/p+(N−1) dr.
This last integral is finite provided α > 2
p
(N − 1)− (N − 2)= αp . This method
however does not give f ∈Dαp .
Example 6.3. In this example we show that there exists a harmonic function
h ∈ Dα(B) for all α > 1, but h /∈ Hp0 for any p. Set β(r) = [− log(1 − r)]1/2.
By Theorem 8.17 of [2] there exists a harmonic function h on B such that
(a) |h(rζ )|< β(r) for all ζ ∈ S, 0 < r < 1, but
(b) h fails to have a finite radial limit at every ζ ∈ S.
By Fatou’s theorem [2, Theorem 6.3.1], every function in Hp0 (B), 1  p ∞,
has a finite radial, in fact nontangential, limit at almost every ζ ∈ S. Thus as a
consequence of (b), h /∈Hp0 (B) for any p, 1 p ∞. On the other hand,
1∫
0
rN−1(1− r)α−2
∫
S
∣∣h(rζ )∣∣2 dσ(ζ ) dr

1∫
0
rN−1(1− r)α−2 log 1
(1− r) dr.
This last integral however is finite for all α > 1. Thus by Theorem 5.1 the
function h is in Dα .
Example 6.4. Let N  3, −1 < α  1, and pα = 2(N − 1)/(N + α − 2). The
following example of Mizuta and Shimomura [10] shows that for each q > pα ,
there exists a harmonic function h on B with h ∈Dα but h /∈Hq0 .
For q > pα , choose δ such that 0 < δ < (N − 1)(1/pα − 1/q). Set
f (y)= ∣∣|y| − 1∣∣a|y − e|−b,
where a = δ − 12 (α + 1), b = 12 (N − 1), and e = (1,0, . . . ,0). Consider the
harmonic function h on B defined by
h(x)=
∫
B(2e,1)
(y1 − x1)|x − y|−Nf (y) dy, x ∈ B.
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By [10, Remark 2], the function h satisfies∫
B
(
1− |x|)α∣∣∇h(x)∣∣2 dx <∞, (6.2)
and [ ∫
S
∣∣h(rt)∣∣q dσ(t)
]1/q
 C(1− r)(N−1)(1/q−1/pα)+δ. (6.3)
By (6.2) the function h is in Dα . However, since (N − 1)(1/q − 1/pα)+ δ < 0,
by inequality (6.3) h /∈Hq0 (B).
7. Remarks
(a) When N = 2, then for 2 < p <∞, there exist harmonic functions h ∈Hp0
with h /∈Dαp , αp = 2/p. For details the reader is referred to [16]. For N  3 and
p > 2, it would be interesting to find a function h ∈Hp0 (B) but h /∈Dαp . Since it
is unlikely that the identity mapping of Dα (−1 < α < 1) to Hpα0 is onto, such a
function should exist.
(b) The special case N = 2 has another interesting consequence. If f (z) =∑
anz
n is holomorphic in |z|< 1, then as was pointed out by Yamashita in [18],
the function f ∈Dα if and only if the coefficients {an} satisfy
∞∑
n=1
n1−α|an|2 <∞.
From this it now follows that if f (z)=∑anzn is holomorphic in |z|< 1 and the
sequence {an} satisfies
∞∑
n=1
n
1− 2p |an|2 <∞ (7.1)
for some p, 2  p < ∞, then f is in the Hardy space Hp . Conversely, if
f (z)=∑anzn ∈Hp, 1< p  2, then by part (b) of Theorem 5.2, f ∈Dαp with
αp = 2/p. Thus the sequence {an} satisfies (7.1). For holomorphic functions, this
in fact is the case for all p, 0 <p  2 [16, Theorem 7.1].
Closely related to the above are the following results of Hardy and Littlewood.
If f (z)=∑anzn is holomorphic in |z|< 1, and the sequence {an} satisfies
∞∑
n=1
np−2|an|p <∞ (7.2)
for some p  2, then f ∈Hp [3, Theorem 6.3]. On the other hand, if f ∈Hp for
some p, 0< p 2, then (7.2) holds [3, Theorem 6.2]. Although the convergence
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of either of the series (7.1) or (7.2) for some p  2 implies that f (z)=∑anzn is
in the Hardy space Hp, it is somewhat interesting that for both p > 2 and p < 2,
the convergence of one does not imply the convergence of the other. Examples are
given in [16].
(c) In the unit ball B of Cn =RN (N = 2n), the author proved in [16] that if a
holomorphic function f on B satisfies∫
B
(
1− |z|)α∣∣∂f (z)∣∣2 dm(z) <∞
for some α, 0 < α  1, then f is in the holomorphic Hardy space Hqα where
qα = 2N/(N + 2α − 2). Now qα = pα when N = 2 or α = 1. However, when
N > 2 and α < 1, then pα < qα . On the other hand, for each q > pα , Example 6.4
gives the existence of a harmonic function h ∈Dα with h /∈Hq0 (B).
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