An approach to random processes with memory based on a fractal generalization of the Fokker-Planck-Kolmogorov equation in which the fractal time derivative describes what part of the system states is losed, and the other is conserved for all time of evolution is analyzed. It is shown that in the simple case of the fractional time diffusion-wave equation there are self-organization processes connected with the phase transition "order-disorder". PACS number(s): 05.40.+j, 05.45.+b, 64.60.Cn 
Introduction
The fractional calculus formalism generalizing differentiation and integration to fractional orders has a long history [1] , but recently the interpretative approach opened broad perspectives in physical applications [2] . The physical meaning of fractional derivatives is discovered in media with fractal geometry where their orders have sense of space or time dimensions. Now many examples of fractal space objects are known [3] . To define them as results of the Fourier transform we pass to fractional gradient operators (the Lévy process) [4] . On the other hand, Nigmatullin [5] established that fractional time derivatives describe the evolution of some physical systems which lose the part of the systems states and conserve the other for all time evolution. Therefore the fractional calculus can be applied in a large number of areas of mathematical physics [6] . The paper deals with one of them.
In many physical systems the Gaussian distribution is a straighforward consequence of the Central Limit Theorem which makes it possible to consider completely random processes. Hurst found a new set of statistical tools to examine data (not representing a purely random structure though standard statistical methods do not show any correlation between the observations) that may not have an underlying Gaussian distribution [7] . Using his rescaled range analysis it is possible to extract meaningful information about the "memory" of a time-series. If the observations are not independent, each carries a "memory" of events which proceded it. Mandelbrot and Van Ness [8] suggested the socalled fractional Brownian motion (a fractional integral of the white Gaussian noise) as a model reflecting the phenomenon. From the physical point of view, such statistical systems follow to consider open. They can exchange energy, matter, and (last but not least) information with the environment [9] . Namely, the environment influence generates memory effects. We shall consider only open macroscopic systems. They are composed of many objects, constituent, structural elements. These elements may be both microscopic and macroscopic. Due to the complexity of open systems, they may host a variety of structures: temporal, spatial and time-space structures. The complexity of open systems provides an ample opportunity for cooperative phenomena to occur. Evolution of open systems may lead to their degradation or self-organization. However, the definitions of degradation and self-organization are to a great extent arbitrary. Of much greater importance is the comparative analysis of the relative degree of order (or chaos) in different states of the open system being examined. Only such analysis can answer the question whether the open system undergoes self-organization or degradation. With this in mind, we are going to use the fractional calculus.
Qualitative kinetic analysis of random processes with memory
Consider a distribution density P (ξ, t) to find a particle at point ξ and time t. Normalization condition is
Let W (ξ, t ′ |ξ ′ , t) be the transition probability density of having a particle at the position ξ at the time t ′ , if at the time t ≤ t ′ = t+δt the particle was at the point ξ ′ such that the time variation is on a fractal set with a dimension 2β (a real number). As is well known [10] , the broad class of various stochastic processes including some non-Marcovian ones is given by the Chapman-Kolmogorov (CK) equation. The CK equation is not particularly convenient to work with since it is a functional relation. It is usual to work with differential forms. The main idea for the derivation of a kinetic equation is to express the time variation of the probability function through the space variations. When passing to differential equations the class becomes more narrow whereas calculations are easier. Starting from the CK equation
we follow the usual procedure to expand the function W (ξ, t ′ |ξ ′ , t) into a series and integrate the equation (2) . The probability density P (ξ, t ′ ) becomes
where
Assume that an infinitesimal change in time in P (ξ, t) is proportional to the fractional derivative of order 2β:
where δt is an infinitesimal time shift. Using the series (3) we obtain the equation
where (4) is a fractional analog of Fokker-Planck-Kolmogorov equation. Then it is not difficult to establish equations for averages
where the brackets denotes an average over an ensemble of realizations of ξ.
Observe some typical features of the fractional Fokker-Planck-Kolmogorov (FFPK) equation. If β = 1/2 then it is transformed into the usual diffusion equation. This form is equivalent to the complete absence of memory. For β = 1 we have the usual wave equation, i. e. the process with full memory. Equations containing derivatives higher than second order with respect to time cannot exist in nature: a random process cannot spread faster than a collection of deterministic trajectories. β = 0 defines the case of localization, which is the lower limit of any diffusion process. It is evident that the physical bounds on the possible value of β are given by 0 ≤ β ≤ 1. This let us suppose that for 0 < β < 1 the FFPK equation describes random processes with memory [11] .
Criterion for the relative degree of order
The FFPK equation is a integro-differential equation in partial derivatives with varying coefficients, its solution in the general case is not possible. In stationary systems, the probability distribution does not depend on the time (
∂t 2β P (ξ, t) = 0), the analysis of stationary solution to the FFPK equation leads to the Gibbs distribution, the cornerstone of statistical physics. Next, we make use of a natural extention of the stationary analysis to the study of nonstationary systems in the self-modelling regime, when the difference on two arguments ξ, t is expressed in terms of a single variable y = ξ/a(t):
where the functions a(t), ϕ(y) and the exponent α are to be defined. Mathematically, the probability distribution (5) is a homogeneous function of order α. Physically, the passage to the new variable y = ξ/a corresponds to a scaling of the stochastic quantity ξ on an arbitrary scale a(t). As is well known [2, 3] that such a feature is displayed by fractal objects. If the domain of definition of the phase space for the stochastic system is a fractal set, its dimension D lies between 2 (the conventional phase space) and 0 (the point of equilibrium). In order to find the exponent α, we substitute the function (5) into the normalization condition (1), getting as a result
The left-hand side of this equation depends on the time, whereas the right-hand side does not. Hence it follows that α = −1. The form of the function ϕ(y) can only be found from the equation (4). Of all macroscopic function, only entropy S possesses a combination of properties that allow it to be used as a measure of uncertainty (chaos) in the statis-tical description of processes in macroscopic systems.
Define the mean value of ξ 2 (t) as
Using the relation we can write the expression (6) in the form
It is essential that during the evolution of an open system in time, the entropy S(t) depends only on the time evolution of ξ 2 . We must choose between two possible behaviors for ξ 2 : lim t→∞ ξ 2 = const = ∞ and lim t→∞ ξ 2 = ∞, i. e. lim t→∞ P (ξ, t) = 0. In the first case, when passing to t → ∞ it is equally possible to consider the evolution of stationary states in open systems at slowly changing controlling parameters ("the S-theorem" [12] ). In the second case, we cannot adopte t → ∞. Here it is necessary to redefine entropy so that
In fact, we renormalize entropy. Now using the renormalized entropy difference as a measure of the relative degree of order in the distinguished states, it is possible to compare their evolution in the space of controlling parameters.
The Time Fractional Diffusion-Wave Equation and Self-Organization
To see what possibilities this approach gives we shall restrict ourselves to a particular case of the FFPK equation -the Time Fractional Diffusion-Wave (TFDW) Equation:
where D is a positive constant with the dimensions
. Its fundamental solutions of the basic Cauchy and Signalling problems are well known [13] . If the initial particle position is a point, for example P (ξ, 0) = δ(ξ), then
is the Mainardi function [13] , describes the particle evolution in the space-time domain (Br denotes the Bromwich path). Otherwise speaking, this is the Green function for the TFDW equation. This function is non-negative for any 0 ≤ β ≤ 1 and satisfies the normalization condition (1) . By averaging ξ 2 we obtain
where Γ(x) is the Gamma function. The value is the same as that for the fractional Brownian motion. Moreover, it cannot increase faster than t 
for an arbitrary parameter b. It is easy to calculate the characteristic function of the process as the Fourier cosine-transform
is the one-parameter Mittag-Leffler function [14] . ExpandingP (η, t) in a Maclaurin series about η we find all moments.
Note that for β = 1 the distribution density (10) is the Dirac δ-function, i. e. it describes the deterministic process. For β = 1/2 we have the Gaussian distribution of the usual Brownian motion (the motion at any one time is independent of the motion at any other time). The distribution shape is defined by the Mainardi function M(z, β). For 0 < β ≤ 1/2 the function is monotonic decreasing, while for 1/2 < β < 1 it first increases and then decreases, exibiting a maximum value at a certain point z max . Now let us calculate the entropy (6) in the case: As a controlling parameter we choose β and shall be consider the evolution of the sequence of states corresponding to different values of the controlling parameter. One should keep in mind that lim t→∞ ξ 2 = ∞. For accessing the relative orderedness of states with different values of β according to the entropy values, we must renormalize it to the fixed value of ξ 2 as that in (8) . Since S 0 is arbitrary we will confine our attention to
The dependence S(β) is represented on Fig. 1 . It reaches its maximum at β c = 1/2. The state we take as the state of physical chaos (the correctness of this assumption will have to be verified). For β c = 1/2 we have the usual Brownian motion, whereas for β d = 1 it becomes the wave motion, i. e. the purely deterministic process. The smooth decrease in the value (14) is a quantitative measure of the increase in the degree of order. Since the inequality S(1/2) > S(β = 1/2) is satisfied, then β → 1 2 + ∆β is the transition from a less ordered state (physical chaos) to a ordered state. This is an indication that we have looked for the corresponding controlling parameter as well as the evolution of the open system in the space of the controlling parameter may be associated with self-organization. An orderedness happens also to be in the case for 0 < β < 1/2 but more smooth. Clearly we have not here any full order though in some sense it is more than for β c = 1/2. Thus the value β can be adopted by a measure of relative degree of order. It is useful to mention some particular values S(0) = 1/ ln 2 and S(1/2) = 0.5(1 + ln π)/ ln 2.
The orderedness appearence of open systems with changing the controlling parameter may be also placed into the transition from the one most probable value to two. This is a stochastic analog of bifurcation. For β < 1/2 the distribution density has one sharp maximum (one attractor) at z max = 0. When the controlling parameter attains the critical value β c = 1/2 the function P (ξ, t) becomes flat. Then for β > β c it is transformed into a shape with two attractors. The maximum position along the ξ-axis can consider as a function depending on β. As a result we obtain the bifurcation diagram (Fig. 2) of the phase transition "order-disorder".
Conclusions
In this paper the FFPK equation is proposed for the description of open macroscopic systems. To consider their behaviors as random processes with memory the fractional time exponent indicates what part of the system states is conserved for all time of their evolution. Solutions of the equation can be found using Fourier-Laplace transform as well as generalizations of methods for solving the usual Fokker-Planck-Kolmogorov equation (see a rather comprehensive review [15] ). Particularly, there is a positive experience in construction of solutions for fractional diffusion and wave equations [13] . Using the criterion of the relative degree of order based on the determination of the Shannon entropy we have shown that as a cotrolling parameter it should be taken the fractional exponent. We have checked of the correct choice of the controlling parameter. Clearly, this does not exclude the possibility of considering the other controlling parameters, the search for the most ordered states can be optimized (see ref.
in [9] ). As an example of the FFPK equation we have studied and discussed the TFDW equation in greater detail. The simple case is interesting from the point of view of the phase transition "order-disorder" and the self-organization theory. Beyond all manner of doubt, the approach can point the way to new developments in the statistical theory of open systems.
