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the  same  order  of magnitude  as  the  isotropic  part  (contradicting  the  unstated  assumption  in 
Guéron‘s  theory  of  the  Curie  relaxation  process),  and  (b)  that  zero‐field  splitting  can  be much 














Despite  their  reputation  for being difficult, unpaired electrons have many applications  in nuclear 
magnetic  resonance:1 paramagnetic chemical shifts are used  to  refine metalloprotein structures,2 
paramagnetic relaxation enhancement (PRE) is a valuable source of ligand binding data and imaging 
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   (1) 
with the following shorthands for the spectral power density function and the characteristic times: 
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   (2) 
In these expressions,  0  is vacuum permeability,  N  is the magnetogyric ratio of the nucleus,  N  is 
the nuclear Zeeman frequency,  E  is the electron Zeeman frequency,  eff  is the effective magnetic 






















netic moment   E t . It has the average value   eq  described by a magnetic susceptibility tensor  χ
, and some dynamics   t  around that average in each individual system: 
         eq eqE 0,                t t B       χ        (4) 
The  dynamics  in   t   are  determined  by  the  simultaneous  action  of  Zeeman  interaction  and 
ZFS.40,53,54 Since both interactions are modulated by ligand cage vibrations, the problem of calculating 
the explicit form of   t  is exceedingly difficult. 
At the second stage of the theory,   E t  enters the microsecond‐scale “slow” tier, where the nu‐
clear spin Hamiltonian contains it as an external time‐dependent magnetic moment: 












where  r  is the lanthanide‐nucleus distance vector. It is convenient to split   E t  according to Equa‐
tion (4) and to rearrange the Hamiltonian: 
     T TN N 0 N 0ˆ ˆHˆ I B I t            1 σ D χ D       (7) 
The contribution to the chemical shielding tensor from the lanthanide magnetic susceptibility is now 
apparent2,27,28 – the  D χ  term gives rise to the pseudocontact shift and the Curie relaxation mech‐
anism.26,36 It is convenient to define the full nuclear shielding tensor as follows: 
  0  σ σ D χ    (8) 









       T T T Tˆ ˆ ˆ          I t I t I t         RD RDR R RD        (10) 
The final nuclear spin Hamiltonian that enters the Bloch‐Redfield‐Wangsness relaxation theory at the 
“slow” tier of the problem therefore is: 
     T T TN N N 0ˆ ˆHˆ I B I t          R 1 σ R RD       (11) 
An important point here is that the two terms in this Hamiltonian are statistically independent be‐







In the usual case of a vertical magnet,   00 0B B . As prescribed by BRW theory,43‐45 we will 
put the isotropic chemical shielding into  0Hˆ , and its anisotropy into  1Hˆ : 
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In  this expression,   N N iso 01 B       is  the  isotropic Zeeman  frequency of  the nucleus. The 
anisotropic part is expressed via Wigner D functions   lkmD  of molecular orientation. The irreducible 
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where the rotational correlation functions     lnkmpqG   are trajectory averages of the products of dif‐
ferently timed Wigner D functions from Equation (12): 




       12 1ln ln kp mq l l DkmpqG el 
         (15) 
where   denotes Kronecker symbols. The characteristic decay time of the (usually dominant) second 
rank terms is called rotational correlation time: 
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where  2 σ  is the first rank invariant of the total chemical shielding tensor: 
       2 2 22 XY YX XZ ZX YZ ZY           σ    (18) 
and  2σ  is the second rank invariant: 
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used  in the  literature (Eq. 38‐39  in a major review of this subject,39 Eq. 14‐15  in Guéron’s original 
paper26 and many others) did not predict the angle dependence in the nuclear relaxation rates. The 
first reason is that the paramagnetic shielding term actually has not one, but two components: 
   iso aniso    D χ D D χ    (20) 






















this is absolutely not the case in our systems, or for most lanthanide systems, where  ax     
can be of the same order of magnitude as  iso . In the case of a Tm3+ complex from our recent work,21 
iso = 0.49 Å3 and  ax = 0.39 Å3. Nuclei at the axial position relative to the eigenframe of  χ  relax 

























cions were  taken  to  their  logical  conclusion  Sharp,40,53,54 who pointed out  that ZFS  can be much 






If   t   is  the  fluctuating part of  the electron magnetic dipole written  in  the molecular  frame of 
reference, then the electron‐nuclear dipolar  interaction operator  in the  laboratory frame of refer‐
ence can be specified by Equation (10), in which case the Hamiltonians are: 
       T0 N Z 1 N 0 ˆˆ ˆ ˆ,           H I H t I t t       R D     (21) 
where   tR   is the overall molecular rotation matrix and  D   is defined  in Equation (6). Statistical 
properties of   tR  are well understood,71 but those of   t  are not readily available or easily pre‐
dictable because the electron Hamiltonian in Equation (3) is modulated by molecular vibrations, li‐
bration of coordinated solvent and other mechanisms with complicated frequency spectra and un‐
known statistics40,53,54,72,73 that will imprint themselves onto   t . However, it is reasonable to as‐
sume is that   t  is not statistically correlated with   tR . 
From the point of view of the nuclear spin, the structure of the Hamiltonian in Equation (21) is quite 
simple – it is a coupling to an oscillating external field: 
                
0 N Z 1 X X Y Y Z Z
N 0 1 0
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ˆ ˆ,          
H I H t a t I a t I a t I
a t t t H t H

  
   
  R D      (22) 
The corresponding relaxation rates are easily expressed in terms of autocorrelation functions (trajec‐
tory average is denoted here and below by angular brackets) of the components of   a t  – see the 
Mathematica worksheet in the Supplementary Information:  
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             2 2N 0k k k ka t a t r t d t r t d t     

             (24) 
where  ijr  are elements of  R  and  ijd  are elements of  D .  If we assume that the dynamics of the 
electron magnetic moment is uncorrelated with molecular rotation, the average splits: 
             2 2N 0k k k ka t a t d d r t r t t t     

             (25) 
The autocorrelation functions involving the elements of the rotation matrix are well known. It is rea‐
sonable to assume isotropic rotational diffusion here, in which case: 
      R3k kr t r t e   
      (26) 
where  R  is the rotational correlation time defined in Equation (16). Note that the right hand side 
does not depend on  k , and that D  is a symmetric matrix. This simplifies the sum: 
         R2 2N 03k ka t a t e d d t t     
          (27) 
With this in place, our autocorrelation functions become: 
        R2 2 2N 0 Tr3k ka t a t e  
       D G    (28) 
where the autocorrelation tensor of the electron momentum vector is defined as: 
       Tt t    G      (29) 
All information about the dynamics of the electron momentum is now hidden inside   G . After 
writing the dipolar matrix out explicitly, we find: 
          R2 2 20 N61 ˆ ˆTr 33 4 Tk ka t a t r r er                 1 G    (30) 
where  rˆ  is the unit vector pointing in the same direction as  r . After plugging this result back into 
Equation (23), we get the dipolar relaxation rate expressions: 
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Where   G  is the spectral power density tensor: 
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     E 0O ˆ ˆ ˆˆ ˆ ˆexp exp
t
t
i H t dt iH R

 
               (34) 
where  0ˆˆH  is the time average of   EˆˆH t  and  ˆˆR  is the negative‐definite electron relaxation superop‐
erator. The expression simplifies: 
    eq 0ˆ ˆˆ ˆˆ ˆ ˆTr expnk n kG iH R                (35) 
If we work in the eigenbasis of  0Hˆ , the equilibrium density matrix    eq 0ˆˆ exp H kT    is diagonal. 
For a single lanthanide, it is reasonable to neglect cross‐relaxation processes, in which case the elec‐
tron relaxation superoperator is also diagonal. Its action can then be reduced to an element‐by‐ele‐
ment Hadamard product  ˆˆ ˆˆ ˆR Rk ke e    . Writing the trace out explicitly, we obtain: 
    eq ˆ ˆ pq pqink pp n k
pq
G p q q p e e             (36) 
where  pq  are energy differences between eigenstates of the static Hamiltonian, and  pq qp   is 
the characteristic time with which the element  pq  returns to its thermal equilibrium value. Taking 
the Fourier transform in Equation (32) we get 
     eq ˆˆ ˆ ˆTrnk n kG j             (37) 
where the components of the spectral power density matrix depend on the frequencies of the tran‐
sitions and the corresponding relaxation times: 
     
R,
2 2 R, RR,

















  eq 2 1
pq
pq J
      (39) 
and extreme narrowing on the electron 
   2 2R, E E,           1          ,pq pq p q          (40) 
where  E   is  the electron  relaxation  time  that  is assumed  to be  the same  for all populations and 
coherences. With this in place, Equation (37) simplifies into 
      2 2eq B EEE ˆ ˆˆ ˆ ˆ ˆ ˆTr Tr Tr2 1 2 1Jnk n k n k n k
gG J J
J J
                    (41) 
The Cartesian components of the total electron momentum operator are orthogonal 





J J m J J J

           (42) 
and Equation (41) therefore further simplifies into 
     2 2B E13nk J nk
J J
G g       (43) 
After placing this into Equation (31): 
     2 2 2 2 2Edip 0 N B1 6 12 ˆ ˆTr 33 4 3 TJ J JgR r rr               1    (44) 
and noting that the trace is the same for any unit vector  rˆ  
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Figure 2. A  schematic  representation of  the  structure of 
the [LnL] complexes used in the experimental part of this 































In  the case of protons, we can neglect  the relaxation contribution  from  the “native” diamagnetic 
chemical shielding  tensor  0σ  –  its anisotropy  is of  the order of 10 ppm77, much smaller  than  the 
contribution from the paramagnetic centre. The fact that Equations (17) depend on the square of the 
anisotropy makes it a very reasonable approximation. We can therefore say that, for proton relaxa‐












































Gnk  Tb  Dy  Ho  Er  Tm  Yb 
  value  SE  value  SE  value  SE  value  SE  value  SE  value  SE 
xx  1754  159  494  308  456  103  –915  563  –27  19  62  15 
xy  –859  112  –1180  230  –640  62  –1010  558  –52  15  –25  13 
xz  –207  126  451  267  98  106  –373  426  –105  21  –102  17 
yy  2285  159  2696  289  913  211  2261  458  65  20  53  13 
yz  –351  136  –30  256  –352  84  –1102  582  29  21  –8  14 
zz  –196  136  518  185  800  103  2754  297  647  19  333  12 
16 
The spectral power density tensor   NG  extracted by fitting is strongly anisotropic. A very notable 
observation is the expected 90° turn of the orientation of the eigenframe between Tb, Dy, Ho com‐
plexes and Er, Tm, Yb complexes. Unlike the axiality parameter of the susceptibility tensor, the axial‐
ity of   NG  does not change sign when switching from easy‐plane to easy‐axis lanthanide systems. 
Although the physical meaning of   NG  is clear, it is unlikely that more detailed information (such 
as  the ZFS  tensor) can be extracted  from  it. As an order of magnitude estimate, we can say  that 
iso E iso 0G kT    – that would give us estimates for the electron relaxation time. Performing the 
calculations produces  E  = 0.5, 0.4, 0.2, 0.5, 0.1 and 0.3 ps for Tb‐Yb complexes respectively. These 
numbers are in surprisingly good agreement with the values known for similar isostructural series.80 











The effects observed  in this work go deeper than  just a cross‐correlation between the  lanthanide 

















is only symmetric when they commute, which is not the case for D  and  χ . 
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