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Abstrat
We ontinue the study of Markov systems started in [5℄. In this paper, we
prove a generalization of Breiman's strong low of large numbers [1℄ whih
implies a neessary ondition for the uniqueness of the stationary state of
a Markov system.
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An introdution to Markov systems an be found in one of the previous papers
by the author, e.g. [5℄, [6℄, [7℄, [8℄, [9℄.
Let (K, d) be a omplete separable metri spae. Let M := (Ki(e), we, pe)e∈E
be a nite Markov systems on K (see gure 1) with an invariant Borel proba-
bility measure µ. We assume that Ki(e) is open in K =
⋃
e∈E Ki(e), we|Ki(e) is
ontinuous and pe|Ki(e) is ontinuous and bounded away from zero for all e ∈ E.
Obviously, these onditions imply the Feller property of the Markov system. We
shall denote by CB(K) the set of all bounded ontinuous funtions on K and by
P (K) the set of all Borel probability measures onK. Let U : CB(K) −→ CB(K)
be the Markov operator assoiated with the Markov system, given by
Uf :=
∑
e∈E
pef ◦ we for all f ∈ CB(K),
and U∗ : P (K) −→ P (K) be its adjoint operator, given by
U∗ν(f) :=
∫
U(f) dν for all f ∈ CB(K), ν ∈ P (K).
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Fig. 1. A Markov system.
N = 3
We all a Markov system M ontrative if and only if there exists 0 < a < 1
suh that∑
e∈E
pe(x)d(we(x), we(y)) ≤ ad(x, y) for all x, y ∈ Ki(e), e ∈ E.
Let Σ+ := {(σ1, σ2, ...) : σi ∈ E, i ∈ N} endowed with the produt topology of
disreet topologies. For x ∈ K, let Px be the Borel probability measure on Σ
+
given by
Px(1[e1, ..., en]) := pe1(x)pe2 ◦ we1 (x)...pen ◦ wen−1 ◦ ... ◦ we1(x),
for every ylinder set 1[e1, ..., en] := {σ ∈ Σ
+ : σ1 = e1, ..., σn = en}, whih
represents the Markov proess generated by the Markov system with the Dira
initial distribution δx.
It was shown in [8℄ that an irreduible ontrative Markov systemM with uni-
formly ontinuous probabilities pe|Ki(e) has a unique invariant Borel probability
measure if Px ≪ Py for all x, y ∈ Ki(e), e ∈ E, (this was shown in [8℄ for
some loally ompat spaes, but it holds also on omplete separable spaes, as
ontrativeM also posses invariant measures on suh spaes [2℄).
This paper is motivated by the following question. Suppose the Markov system
M has a unique invariant Borel probability measure. Does this imply some
restritions on the measures Px, x ∈ K? An answer to this question gives a
generalization of Breiman's strong low of large numbers [1℄.
Theorem 1 Suppose 1/n
∑n−1
k=0 U
kg(x)→ µ(g) for all x ∈ K, g ∈ CB(K). Let
fe : K −→ [−∞,+∞] be Borel measurable suh that fe|Ki(e) is bounded and
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ontinuous for all e ∈ E. Then, for every x ∈ K,
lim
n→∞
1
n
n−1∑
k=0
fσk+1 ◦ wσk ◦ ... ◦ wσ1 (x) =
∑
e∈E
∫
Ki(e)
pefe dµ
for Px-a.e. σ ∈ Σ
+
.
Proof. We limb on the shoulders of Breiman [1℄. By Kakutani-Yosida norms
ergodi lemma (e.g. see [3℄ p. 441), 1/n
∑n−1
k=0 U
kg onverges uniformly to∫
g dµ for all g ∈ CB(K). Therefore, 1/n
∑n−1
k=0 U
k(pefe) onverges uniformly
to
∫
pefe dµ for all e ∈ E (we use the onvention 0×∞ = 0).
Now, x x ∈ K and dene
Xn(σ) :=
{
wσn ◦ wσn−1 ◦ ... ◦ wσ1(x), n ≥ 1
x, n = 0,
X ′n(σ) := fσn ◦Xn−1(σ)
for all σ ∈ Σ+, n ∈ N,
Z1n :=
{
X ′n − E (X
′
n|Xn−1) , n > 1
0, n ≤ 1,
and
Zkn :=
{
E (X ′n|Xn−k+1)− E (X
′
n|Xn−k) , n > k
0, n ≤ k
for k > 1, where E(.|.) denotes the onditional expetation with respet to
measure Px.
We are going to use the following result ([3℄, p. 387). Let Y1, Y2, ... be a sequene
of random variables suh that E(Yn|Yn−1, ..., Y1) = 0 and EY
2
n ≤ c <∞ for all
n. Then 1/m
∑m
l=1 Yl → 0 a.s..
To apply this, note that
E(Zkn|Z
k
n−1, ..., Z
k
1 ) = E(E(Z
k
n|Xn−k, Xn−k−1, ..., X1)|Z
k
n−1, ..., Z
k
1 ),
and that, sine the X1, X2, ... form a Markov hain,
E(Zkn|Xn−k, Xn−k−1, ..., X1) = E(Z
k
n|Xn−k) = 0.
Furthermore, E(Zkn)
2 ≤ 2maxe∈E ||fe|Ki(e) ||
2
∞
. Thus,
1
m
m∑
l=1
Zkl → 0 Px-a.e.. (1)
Now, write
X ′n − E(X
′
n|Xn−k) = Z
1
n + Z
2
n + ...+ Z
k
n, n > k.
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Thus, by (1),
lim
m→∞
∣∣∣∣∣ 1m
m∑
n=1
X ′n −
1
m
m∑
n=k+1
E(X ′n|Xn−k)
∣∣∣∣∣ = 0 Px-a.e..
Or, negleting at most k terms,
lim
m→∞
∣∣∣∣∣ 1m
m∑
n=1
X ′n −
1
m
m∑
n=1
E(X ′n+k|Xn)
∣∣∣∣∣ = 0 Px-a.e..
So that, for xed s,
lim
m→∞
∣∣∣∣∣ 1m
m∑
n=1
X ′n −
1
m
m∑
n=1
(
1
s
s∑
k=1
E(X ′n+k|Xn)
)∣∣∣∣∣ = 0 Px-a.e.. (2)
Now, observe that
E(X ′n+k|Xn)
=
∑
en+1,...,en+k
pen+1(Xn)pen+2(Xn)...
×pen+k ◦ wen+k−1 ◦ ... ◦ wen+1(Xn)fen+k ◦ wen+k−1 ◦ ... ◦ wen+1(Xn)
=
∑
en+k
Uk−1(pen+kfen+k)(Xn).
Sine 1/s
∑s
k=1 U
k−1(pefe) onverges uniformly to
∫
pefe dµ for all e ∈ E, for
every ǫ > 0, we an hoose s > 0 suh that
‖
1
s
s∑
k=1
∑
e∈E
Uk−1(pefe)−
∑
e∈E
∫
pefe dµ‖∞ < ǫ.
By (2), for suh s,
lim
m→∞
∣∣∣∣∣ 1m
m∑
k=1
X ′n −
∑
e∈E
∫
pefe dµ
∣∣∣∣∣ ≤ ǫ Px-a.e..
✷
Corollary 1 Suppose K is a ompat metri spae and µ is a unique invariant
Borel probability measure of the Markov system M. Let fe : K → [−∞,+∞] be
Borel measurable suh that fe|Ki(e) is ontinuous for all e ∈ E. Then, for every
x ∈ K,
lim
n→∞
1
n
n−1∑
k=0
fσk+1 ◦ wσk ◦ ... ◦ wσ1(x) =
∑
e∈E
∫
Ki(e)
pefe dµ
for Px-a.e. σ ∈ Σ
+
.
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Proof. By the hypothesis P (K) is weakly∗ ompat. Let x ∈ K. Sine every
weakly
∗
onvergent subsequene 1/nm
∑nm−1
k=0 U
∗kδx onverges to an invariant
Borel probability measure of U∗, by the uniqueness of µ, we onlude that
1
n
n−1∑
k=0
U∗kδx
w∗
→ µ.
Hene, the laim follows by Theorem 1. ✷
Remark 1 Obviously, Corollary 1 is a generalization of Breiman's strong low
of large numbers [1℄ for nite Markov systems.
The following is a version for ontrative Markov systems.
Corollary 2 Suppose K is a omplete separable metri spae. Suppose M is a
ontrative Markov system with a unique invariant Borel probability measure µ.
Let fe : K → [−∞,+∞] be Borel measurable suh that fe|Ki(e) is bounded and
ontinuous for all e ∈ E. Then, for every x ∈ K,
lim
n→∞
1
n
n−1∑
k=0
fσk+1 ◦ wσk ◦ ... ◦ wσ1 (x) =
∑
e∈E
∫
Ki(e)
pefe dµ
for Px-a.e. σ ∈ Σ
+
.
Proof. It was shown in [2℄ that the hypothesis implies
1
n
n−1∑
k=0
Ukg(x)→ µ(g)
for all x ∈ K, g ∈ CB(K). Thus, the laim follows by Theorem 1. ✷
Denition 1 Let Σ := {(..., σ−1, σ0, σ1, ...) : ei ∈ E ∀i ∈ Z} endowed with the
produt topology of disreet topologies. Denote by S the left shift map on Σ.
We all the shift invariant Borel probability measure M on Σ given by
M (m[e1, ..., ek]) :=
∫
pe1(x)pe2 (we1x)...pek (wek−1 ◦ ... ◦ we1x)dµ(x),
for every ylinder set m[e1, ..., ek] := {σ ∈ Σ : σi = ei for all m ≤ i ≤ n}, the
generalized Markov measure (see [6℄). We all the measure preserving transfor-
mation S : (Σ,M) −→ (Σ,M) a generalized Markov shift.
The following orollary gives a neessary ondition on measures Px, x ∈ K, for
the uniqueness of µ.
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Corollary 3 Suppose µ is a unique invariant Borel probability measure of M.
Suppose K is a ompat metri spae, or K is a omplete separable metri spae
and M is ontrative. Then, for every x ∈ K,
lim
n→∞
1
n
logPx(1[σ1, ..., σn]) =
∑
e∈E
∫
Ki(e)
pe log pe dµ
for Px-a.e. σ ∈ Σ
+
.
Proof. Set fe := log pe for all e ∈ E. Then, by Corollary 1 or Corollary 2, for
every x ∈ K,
lim
n→∞
1
n
log[pσ1(x)pσ2 ◦wσ1 (x)...pσn ◦wσn−1 ◦ ... ◦wσ1(x)] =
∑
e∈E
∫
Ki(e)
pe log pe dµ
for Px-a.e. σ ∈ Σ
+
. ✷
Remark 2 Note that −
∑
e∈E
∫
Ki(e)
pe log pe dµ is the Kolmogorov-Sinai en-
tropy of the generalized Markov shift assoiated withM and µ (this was proved
in [9℄ under additional assumption of uniform ontinuity of eah pe|Ki(e)). This
entropy formula also plays a entral role in [4℄.
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