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Abstract
For a dominant integral weight λ, we introduce a family of U+q (g)-submodules Vw(λ)
of the irreducible highest weight Uq(g)-module V (λ) of highest weight λ for a general-
ized Kac–Moody algebra g. We prove that the module Vw(λ) is spanned by its global
basis, and then give a character formula for Vw(λ), which generalizes the Demazure
character formula for ordinary Kac–Moody algebras.
1 Introduction
For a (symmetrizable) Kac–Moody algebra g, the Demazure character formula describes the
(formal) character of a Demazure module, which is a U+(g)-submodule generated by an extremal
weight vector of an integrable highest weight U(g)-module; this formula was proved by Kumar
([Kum]) and Mathieu ([M]) independently by using geometric methods. Also, from an algebraic
viewpoint, it is possible to formulate the notion of Demazure modules for an integrable highest
weight Uq(g)-module. In fact, Littelmann ([Li3]) gave a (conjectural) algebraic description of
the Demazure character formula in terms of Kashiwara’s crystal bases for g of finite type. Soon
afterward, this conjecture of Littelmann was proved by Kashiwara ([Kas2]) generally for a Kac–
Moody algebra. More precisely, Kashiwara showed that a Demazure module is spanned by its
global basis, and that there exists a basis at the crystal limit “q = 0”, which is called a Demazure
crystal.
In [JKK, JKKS], Kashiwara’s crystal basis theory was extended to the case of generalized
Kac–Moody algebras. Also, Littelmann’s path model for representations of Kac–Moody algebras
was extended to the case of generalized Kac–Moody algebras by Joseph and Lamprou ([JL]).
Therefore, it is natural to expect the existence of Demazure crystals for an irreducible highest
weight module over a generalized Kac–Moody algebra. The purpose of this paper is to obtain
a generalization of Demazure modules, their crystal bases, and a character formula for them for
generalized Kac–Moody algebras.
It is known that the representation theory of generalized Kac–Moody algebras are very similar
to that of ordinary Kac–Moody algebras, and many results for Kac–Moody algebras are extended
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to the case of generalized Kac–Moody algebras. However, there are some obstructions, which
come from the existence of imaginary simple roots, for the study of the structure of an irreducible
highest weight module over a generalized Kac–Moody algebra. Recall that a Demazure crystal
decomposes into a disjoint union of sl2-strings of finite length in the case of ordinary Kac–
Moody algebras. In contrast, in the case of generalized Kac–Moody algebras, sl2-strings and
“Heisenberg algebra”-strings corresponding to imaginary simple roots for an irreducible highest
weight module are no longer of finite length. Hence, we cannot apply a method similar to the
case of ordinary Kac–Moody algebras to our setting. To overcome this difficulty, we introduce
a certain Kac–Moody algebra g˜ defined from a given Borcherds–Cartan datum of a generalized
Kac–Moody algebra g, and then we relate the representation theory of g to the one of g˜. This
enables us to study the structure of an irreducible highest weight module over a generalized
Kac–Moody algebra by comparing it with the corresponding one over an ordinary Kac–Moody
algebra. In this way, under a certain condition, we can define Demazure modules for a generalized
Kac–Moody algebra, and show that they are spanned by their global bases (Theorem 3). As a
result, we obtain a character formula for these Demazure modules for a generalized Kac–Moody
algebra by introducing a “modified” Demazure operator for each imaginary simple root (Theorem
4).
Let us state our results more precisely. Let g be a generalized Kac–Moody algebra and g˜
the associated Kac–Moody algebra (see §2.2). For a dominant integral weight λ ∈ P+ for g and
the corresponding dominant integral weight λ˜ ∈ P˜+ for g˜ (see §2.5), we denote by B(λ) and
B˜(λ˜) the sets of generalized Lakshmibai–Seshadri paths and ordinary Lakshmibai–Seshadri paths,
respectively. Then, there exists an embedding B(λ) →֒ B˜(λ˜) of path crystals (Proposition 2.5.1);
note that this is not a morphism of crystals. By using this embedding, we have the following
decomposition rules for Uq(g)-modules in the category Oint (see [JKK, §2]). Denote by V (λ)
the irreducible highest weight Uq(g)-module of highest weight λ ∈ P
+.
Theorem 1 Let λ, µ ∈ P+ be dominant integral weights for g. Then, we have an isomorphism
of Uq(g)-modules:
V (λ)⊗ V (µ) ∼=
⊕
π∈B(µ)
π˜ : λ˜-dominant
V
(
λ+ π(1)
)
.
Here, π˜ ∈ B˜(µ˜) denotes the image of π ∈ B(µ) under the embedding B(µ) →֒ B˜(µ˜), and it is said
to be λ˜-dominant if π˜(t) + λ˜ belongs to the dominant Weyl chamber of g˜ for all t ∈ [0, 1].
Theorem 2 Let λ ∈ P+. For a subset S of the index set I of simple roots of g, we denote by
gS the corresponding Levi subalgebra of g, by g˜S˜ the corresponding one for g˜ (see §3.1), and by
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VS(µ) the irreducible highest weight Uq(gS)-module of highest weight µ. Then,
V (λ) ∼=
⊕
π∈B(λ)
π˜ : g˜
S˜
-dominant
VS
(
π(1)
)
as Uq(gS)-modules.
Here, π˜ ∈ B˜(λ˜) denotes the image of π ∈ B(λ) under the embedding B(λ) →֒ B˜(λ˜), and it is said
to be g˜
S˜
-dominant if π˜(t) belongs to the dominant Weyl chamber of g˜
S˜
for all t ∈ [0, 1].
Also, we prove an analog of the Parthasarathy–Ranga Rao–Varadarajan conjecture for generalized
Kac–Moody algebras (Theorem 3.2.4), using the embedding of path models and the tensor
product decomposition rule (Theorem 1).
Now, let us describe our main results. For a dominant integral weight λ ∈ P+, we take and
fix an element w in the monoid W (see Definition 2.3.1) satisfying the condition:
there exists an expression w = vlrjl · · · v1rj1v0, with j1, . . . , jl ∈ I
im and v0, v1, . . . , vl ∈
Wre (see §2.1 and §2.3), such that
α∨js
(
vs−1rjs−1 · · · v1rj1v0(λ)
)
= 1 for all s = 1, 2, . . . , l,
where α∨j , j ∈ I, are the simple coroots of g.
For such an element w ∈ W, we set Vw(λ) := U
+
q (g)V (λ)wλ, where V (λ)µ ⊂ V (λ) is the weight
space of weight µ ∈ P .
Theorem 3 For λ ∈ P+ and w ∈ W satisfying the condition above, there exists a subset
Bw(λ) ⊂ B(λ) of the crystal basis B(λ) of V (λ) such that
Vw(λ) =
⊕
b∈Bw(λ)
C(q)Gλ(b),
where {Gλ(b)}b∈B(λ) denotes the global basis of V (λ).
For the element w ∈ W above, we can take a specific expression, a minimal dominant reduced
expression (see §4.2), w = wkr
ak
ik
· · ·w1r
a1
i1
w0, with w0, w1, . . . , wk ∈ Wre, a1, . . . , ak ∈ Z>0, and
i1, . . . , ik ∈ I
im (all distinct). For each i ∈ Ire, we define an operator Di on the group ring
Z[P ] :=
⊕
µ∈P Ze
µ of the weight lattice P of g by:
Di(e
µ) :=
eµ − eµ−(1+α
∨
i (µ))αi
1− e−αi
.
For a reduced expression v = rjl · · · rj2rj1 ∈ Wre, with j1, j2, . . . , jl ∈ I
re, we set Dv :=
Djl · · ·Dj2Dj1. Also, for each i ∈ I
im and a ∈ Z≥1, we define an operator D
(a)
i by
D
(a)
i (e
µ) :=
{
eµ if α∨i (µ) = 0,∑a
m=0 e
µ−mαi otherwise.
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Theorem 4 Let λ ∈ P+ and w = wkr
ak
ik
· · ·w1r
a1
i1
w0 ∈ W be as above. Then, the (formal)
character of the Demazure module Vw(λ) is given as follows:
ch Vw(λ) = DwkD
(ak)
ik
· · ·Dw1D
(a1)
i1
Dw0(e
λ).
This paper is organized as follows. In Section 2, we recall some elementary facts about
generalized Kac–Moody algebras and Joseph–Lamprou’s path model. Also, we review the con-
struction of an embedding of Joseph–Lamprou’s path model into Littelmann’s path model. In
Section 3, we give proofs of Theorems 1 and 2, and show an analog of the Parthasarathy–Ranga-
Rao–Varadarajan conjecture for generalized Kac–Moody algebras. In Section 4, we introduce
Demazure modules for generalized Kac–Moody algebras, and study the structure of them. Fi-
nally in Section 5, we prove Theorems 3 and 4.
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2 Preliminaries
2.1 Generalized Kac–Moody algebras
In this subsection, we recall some fundamental facts about generalized Kac–Moody algebras.
For more details, we refer the reader to [Bo, JKK, JKKS, JL, Kac, Kan].
Let I be a (finite or) countable index set. We call A = (aij)i,j∈I a Borcherds–Cartan matrix if
the following three conditions are satisfied: (1) aii = 2 or aii ∈ Z≤0 for each i ∈ I; (2) aij ∈ Z≤0
for all i, j ∈ I with i 6= j; (3) aij = 0 if and only if aji = 0 for all i, j ∈ I with i 6= j.
An index i ∈ I is said to be real if aii = 2, and imaginary if aii ≤ 0. Denote by I
re := {i ∈
I | aii = 2} the set of real indices, and by I
im := {i ∈ I | aii ≤ 0} = I \ I
re the set of imaginary
indices. A Borcherds–Cartan matrix A is said to be symmetrizable if there exists a diagonal
matrix D = diag(di)i∈I , with di ∈ Z>0, such that DA is symmetric. Also, if aii ∈ 2Z for all
i ∈ I, then A is said to be even. Throughout this paper, we assume that the Borcherds–Cartan
matrix is symmetrizable and even.
For a given Borcherds–Cartan matrix A = (aij)i,j∈I , a Borcherds–Cartan datum is a quintuple(
A,Π := {αi}i∈I , Π
∨ := {α∨i }i∈I , P, P
∨
)
, where Π andΠ∨ are the sets of simple roots and simple
coroots, respectively, P ∨ is a coweight lattice, and P := HomZ(P
∨,Z) is a weight lattice. We set
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h := P ∨ ⊗Z C, and call it the Cartan subalgebra. Let h
∗ := HomC(h,C) denote the full dual
space of h. In this paper, we assume that Π∨ ⊂ h and Π ⊂ h∗ are both linearly independent
over C. Let P+ := {λ ∈ P | α∨i (λ) ≥ 0 for all i ∈ I} be the set of dominant integral weights,
and Q :=
⊕
i∈I Zαi the root lattice; we set Q
+ :=
∑
i∈I Z≥0αi. Let g be the generalized Kac–
Moody algebra associated with a Borcherds–Cartan datum (A,Π,Π∨, P, P ∨). We have the root
space decomposition g =
⊕
α∈h∗ gα, where gα := {x ∈ g | ad(h)(x) = h(α)x for all h ∈ h},
and h = g0. Denote by ∆ := {α ∈ h
∗ | gα 6= {0}, α 6= 0} the set of roots, and by ∆
+ the set
of positive roots. Note that ∆ ⊂ Q ⊂ P and ∆ = ∆+ ⊔ (−∆+). Also, we define a Coxeter
group Wre := 〈ri | i ∈ I
re〉group ⊂ GL(h
∗), where ri for i ∈ I
re is a simple reflection, and
set ∆im := WreΠim, where Πim := {αi}i∈Iim is the set of imaginary simple roots ; note that
∆im ⊂ ∆
+. In addition, we set ∆re := WreΠre and ∆
+
re := ∆re ∩∆
+, where Πre := {αi}i∈Ire is
the set of real simple roots. As in the case of ordinary Kac–Moody algebras, it is easily checked
that the coroot β∨ := wα∨i of β = wαi ∈ ∆
+
re ⊔∆im is well-defined (see [JL, §2.1.9]).
Definition 2.1.1 Let q be an indeterminate. The quantized universal enveloping algebra Uq(g)
associated with a Borcherds–Cartan datum (A,Π,Π∨, P, P ∨), with D = diag(di)i∈I as above, is
a C(q)-algebra generated by the symbols ei, fi, i ∈ I, and q
h, h ∈ P ∨, subject to the following
relations:
· q0 = 1, qh1qh2 = qh1+h2 for h1, h2 ∈ P
∨,
· qheiq
−h = qh(αi)ei, q
hfiq
−h = q−h(αi)fi for h ∈ P
∨ and i ∈ I,
· [ei, fj] = δij
Ki −K
−1
i
qi − q
−1
i
for i, j ∈ I, where we set qi := q
di and Ki := q
diα
∨
i ,
·
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
e
1−aij−r
i eje
r
i = 0 for i ∈ I
re and j ∈ I, with i 6= j,
·
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
f
1−aij−r
i fjf
r
i = 0 for i ∈ I
re and j ∈ I , with i 6= j,
· [ei, ej] = [fi, fj] = 0 if aij = 0.
Here, we set [n]i :=
qni − q
−n
i
qi − q
−1
i
, [n]i! :=
n∏
k=1
[k]i, and
[
m
n
]
i
:=
[m]i!
[m− n]i![n]i!
for i ∈ I.
If aii < 0, then we set ci := −
1
2
aii ∈ Z>0, and define {n}i :=
q
cin
i
−q
−cin
i
q
ci
i −q
−ci
i
. If aii = 0, we set
{n}i := n. We define divided powers by e
(n)
i :=
eni
[n]i!
, f
(n)
i :=
fni
[n]i!
if i ∈ Ire, and by e
(n)
i := e
n
i ,
f
(n)
i := f
n
i if i ∈ I
im. Here we understand that e
(0)
i = f
(0)
i := 1, and e
(n)
i = f
(n)
i := 0 for
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n < 0. Let U+q (g) and U
−
q (g) be the subalgebras of Uq(g) generated by ei, i ∈ I, and fi, i ∈ I,
respectively.
Let V (λ) be the irreducible highest weight Uq(g)-module of highest weight λ ∈ P
+. We
define the Kashiwara operators e˜i, f˜i, i ∈ I, on V (λ) in the following way (see [JKK, §4]). Since
we have V (λ) =
⊕
n≥0 f
(n)
i Ker(ei) for each i ∈ I, and the weight space decomposition V (λ) =⊕
µ∈P V (λ)µ, each weight vector v ∈ V (λ)µ, µ ∈ P , has the unique expression v =
∑
n≥0 f
(n)
i vn
such that (a) vn ∈ Ker(ei) ∩ V (λ)µ+nαi , (b) if i ∈ I
re and α∨i (µ+ nαi) < n, then vn = 0, and (c)
if i ∈ I im, n > 0, and α∨i (µ+ nαi) = 0, then vn = 0. This expression for v is called the i-string
decomposition. Then, we define f˜iv :=
∑
n≥0 f
(n+1)
i vn and e˜iv :=
∑
n≥1 f
(n−1)
i vn. Note that if
i ∈ I im, then f˜i = fi.
Let uλ ∈ V (λ)λ\{0} denote the highest weight vector, and B(λ) the crystal basis of V (λ) with
the crystal lattice L(λ). Here, L(λ) is a free module over the local ring {f(q)/g(q) | f(q), g(q) ∈
C[q], g(0) 6= 0} generated by f˜il · · · f˜i1uλ, l ≥ 0, i1, . . . , il ∈ I, and we have B(λ) = {f˜il · · · f˜i1uλ
mod qL(λ) | l ≥ 0, i1, . . . , il ∈ I} \ {0}. Let A := C[q, q
−1], and denote by V (λ)A the A-form of
V (λ). Let ¯ : Uq(g)→ Uq(g) be the C-algebra automorphism defined by
q 7−→ q−1, qh 7−→ q−h, ei 7−→ ei, fi 7−→ fi,
for h ∈ P ∨ and i ∈ I. Also, we define a C-linear automorphism ¯ on V (λ) by Xuλ := Xuλ for
X ∈ Uq(g). Let {Gλ(b)}b∈B(λ) denote the global basis of V (λ). We know from [JKK, Theorem
9.3] that the element Gλ(b), b ∈ B(λ), is characterized by the following three conditions: (i)
Gλ(b) = Gλ(b), (ii) Gλ(b) ∈ V (λ)
A ∩ L(λ), and (iii) Gλ(b) ≡ b mod qL(λ).
2.2 The associated Kac–Moody algebra g˜
We associate a Cartan matrix A˜ with a given Borcherds–Cartan matrix A = (aij)i,j∈I as follows.
Set I˜ := {(i, 1)}i∈Ire ⊔{(i,m)}i∈Iim,m∈Z≥1 , and define a Cartan matrix A˜ := (a˜(i,m),(j,n))(i,m),(j,n)∈I˜
by {
a˜(i,m),(i,m) := 2 for (i,m) ∈ I˜ ,
a˜(i,m),(j,n) := aij for (i,m), (j, n) ∈ I˜ with (i,m) 6= (j, n).
Note that if A is symmetrizable, then so is A˜ (see [I, Lemma 4.1.1]). Let us denote by
(
A˜, Π˜ :=
{α˜(i,m)}(i,m)∈I˜ , Π˜
∨ := {α˜∨(i,m)}(i,m)∈I˜ , P˜ , P˜
∨
)
the Cartan datum associated with A˜, where Π˜, Π˜∨
are the sets of simple roots and simple coroots, respectively, P˜ is a weight lattice, and P˜ ∨ is
a coweight lattice. Let g˜ be the associated Kac–Moody algebra, h˜ := P˜ ∨ ⊗Z C the Cartan
subalgebra, and W˜ the Weyl group. Note that every permutation on the subset {(i,m)}m∈Z≥1 ⊂
I˜ induces a (Dynkin) diagram automorphism of g˜ for each i ∈ I im. We denote by Si the
permutation group on the subset {(i,m)}m∈Z≥1 ⊂ I˜ for each i ∈ I
im, and set Ω :=
∏
i∈Iim Si.
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For notational simplicity, we write (i,m) := ((is, ms))
k
s=1 = ((ik, mk), . . . , (i2, m2), (i1, m1)) if
i = (ik, . . . , i2, i1) ∈ I
k and m = (mk, . . . , m2, m1) ∈ Z
k for k ≥ 0, and call it an ordered index if
mr = 1 for ir ∈ I
re, and if mxs = s for all s = 1, 2, . . . , t, where {x1, x2, . . . , xt} = {1 ≤ x ≤ k |
ix = i}, with 1 ≤ x1 < x2 < · · · < xt ≤ k, for each i ∈ I
im. We set I :=
⋃∞
k=1 I
k, I˜ :=
⋃∞
k=1 I˜
k,
and denote by I˜ord the set of all ordered indices. Since them for which (i,m) ∈ I˜ord is determined
uniquely by i, we have a bijection I → I˜ord, i 7→ (i,m). Note that Ω acts on I˜ diagonally.
Example 2.2.1 If I = {1, 2, 3}, Ire = {1} and I im = {2, 3}, then I˜ = {(1, 1)} ⊔ {(2, m),
(3, m)}m∈Z≥1. An ordered index (i,m) ∈ I˜ord corresponding to i = (3, 1, 3, 3, 1, 2, 3, 1, 3, 2, 1, 2) ∈
I is as follows:
(i,m) =
(
(3, 5), (1, 1), (3, 4), (3, 3), (1, 1), (2, 3), (3, 2), (1, 1), (3, 1), (2, 2), (1, 1), (2, 1)
)
.
We also define the subset I˜gen ⊂ I˜ of generic indices in I˜ by I˜gen := {(i,m) = ((is, ms))
k
s=1 ∈
I˜ | ms 6= mt for s 6= t with is = it ∈ I
im}; note that I˜ord ⊂ I˜gen ⊂ I˜, and that I˜gen = Ω I˜ord. In
particular, I˜gen is stable under the action of Ω.
2.3 The monoid W
In this subsection, we give a brief review of the monoid W and its properties. For more details,
we refer the reader to [I, §2.2].
If we define ri ∈ GL(h
∗), i ∈ I im, by ri(µ) := µ − α
∨
i (µ)αi for µ ∈ h
∗, then the inverse of ri
is given by
r−1i (µ) = µ+
1
1− aii
α∨i (µ)αi for µ ∈ h
∗.
Note that this ri has an infinite order in GL(h
∗).
Definition 2.3.1 ([I, Definition 2.2.1]). Let W denote the monoid generated by the symbols
r˜i, i ∈ I, subject to the following relations:
(1) r˜2i = 1 for all i ∈ I
re;
(2) if i, j ∈ Ire, i 6= j, and the order of rirj ∈ GL(h
∗) is m ∈ {2, 3, 4, 6}, then we have
(r˜ir˜j)
m = (r˜j r˜i)
m = 1;
(3) if i ∈ I im, then for all j ∈ I \ {i} such that aij = 0, we have r˜ir˜j = r˜j r˜i.
Each element w ∈ W can be written as a product w = r˜i1 r˜i2 · · · r˜ik of generators r˜i, i ∈ I. If
the number k is minimal among all the expressions for w of the form above, then k is called the
length of w and the expression r˜i1 r˜i2 · · · r˜ik is called a reduced expression. In this case, we write
ℓ(w) = k. Since the ri ∈ GL(h
∗), i ∈ I, satisfy the conditions (1), (2) and (3) in Definition 2.3.1,
we have the following (well-defined) homomorphism of monoids:
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W −→ GL(h∗), r˜i 7−→ ri, for i ∈ I.
For simplicity, we write ri for r˜i in W. Remark that Wre and 〈ri | i ∈ I
re〉monoid ⊂ W are
isomorphic as groups, where 〈ri | i ∈ I
re〉monoid denotes the submonoid of W generated by ri,
i ∈ Ire; note that this submonoid is in fact a group by Definition 2.3.1 (1). Hence we may (and
do) regard the group Wre as a submonoid of W. For β = wαi ∈ ∆
+
re ⊔∆im, i ∈ I, w ∈ Wre, the
element rβ := wriw
−1 is well-defined (see [I, §2.2]).
Definition 2.3.2 ([I, Definition 2.2.6]). For w ∈ W and β ∈ ∆+re ⊔∆im, we write w → rβw if
ℓ(rβw) > ℓ(w). Also, we define a partial order ≤ on W as follows: w ≤ w
′ in W if there exist
w0, w1, . . . , wl ∈ W such that w = w0 → w1 → · · · → wl = w
′.
Note that if v ≤ w inW and w = ril · · · ri2ri1 is a reduced expression, then there exists a reduced
expression v = rixp · · · rix2rix1 , l ≥ xp > · · · > x2 > x1 ≥ 1, by the Exchange Property of W (see
[I, §2.2]). However, the converse does not hold in general. For example, if i, j ∈ I im with aij 6= 0,
then ri and rirj are not comparable even though ri is a subword of rirj and each of them is a
(unique) reduced expression.
Definition 2.3.3 ([I, Definition 2.2.10]). Let w = wkrik · · ·w1ri1w0 ∈ W, with i1, . . . , ik ∈ I
im
and w0, w1, . . . , wk ∈ Wre, be a reduced expression, namely, ℓ(w) = ℓ(wk) + 1+ · · ·+ ℓ(w1) + 1+
ℓ(w0). We call this expression a dominant reduced expression if it satisfies
risws−1ris−1 · · ·w1ri1w0(P
+) ⊂ P+ for all s = 1, 2, . . . , k.
Note that every w ∈ W has at least one dominant reduced expression. Indeed, if we choose an
expression of the form above in such a way that the sequence
(
ℓ(w0), ℓ(w1), . . . , ℓ(wk)
)
is minimal
in lexicographic order among all the reduced expressions of the form above, then it is a dominant
reduced expression (see [I, §2.2]).
2.4 Joseph–Lamprou’s path model
In this subsection, following [JL], we review Joseph–Lamprou’s path model for generalized Kac–
Moody algebras. For more details, we refer the reader to [JL, I].
Let hR denote a real form of h, and h
∗
R
its full dual space. Let P be the set of all piecewise-
linear continuous maps π : [0, 1] −→ h∗
R
such that π(0) = 0 and π(1) ∈ P , where we set
[0, 1] := {t ∈ R | 0 ≤ t ≤ 1}. Also, we set Hπi (t) := α
∨
i
(
π(t)
)
for t ∈ [0, 1], and then
mπi := min{H
π
i (t) | H
π
i (t) ∈ Z, t ∈ [0, 1]}.
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Now we define the root operators ei, fi : P −→ P ⊔ {0} for i ∈ I. First, we set f
i
+(π) :=
max{t ∈ [0, 1] | Hπi (t) = m
π
i }. If f
i
+(π) < 1, then we can define f
i
−(π) := min{t ∈ [f
+
i (π), 1] |
Hπi (t) = m
π
i + 1}. In this case, we set
(fiπ)(t) :=

π(t) t ∈ [0, f i+(π)],
π
(
f i+(π)
)
+ri
(
π(t)− π
(
f i+(π)
))
t ∈ [f i+(π), f
i
−(π)]
π(t)− αi t ∈ [f
i
−(π), 1].
Otherwise (i.e., if f i+(π) = 1), we set fiπ := 0.
Next, we define the operator ei for i ∈ I
re. Set ei+(π) := min{t ∈ [0, 1] | H
π
i (t) = m
π
i }. If
ei+(π) > 0, then we can define e
i
−(π) := max{t ∈ [0, e
i
+(π)] | H
π
i (t) = m
π
i + 1}. In this case, we
set
(eiπ)(t) :=

π(t) t ∈ [0, ei−(π)],
π
(
ei−(π)
)
+ri
(
π(t)− π
(
ei−(π)
))
t ∈ [ei−(π), e
i
+(π)]
π(t) + αi t ∈ [e
i
+(π), 1].
Otherwise (i.e., if ei+(π) = 0), we set eiπ := 0.
Finally, we define the operator ei for i ∈ I
im. Set ei−(π) := f
i
+(π). If e
i
−(π) < 1 and there
exists t ∈ [ei−(π), 1] such that H
π
i (t) ≥ m
π
i + 1 − aii, then we can define e
i
+(π) := min{t ∈
[ei−(π), 1] | H
π
i (t) = m
π
i + 1 − aii}. We set eiπ := 0 if e
i
−(π) = 1, or e
i
−(π) < 1 and H
π
i (t) <
mπi + 1 − aii for all t ∈ [e
i
−(π), 1], or e
i
−(π) < 1 and there exists t ∈ [e
i
−(π), 1] such that
Hπi (t) ≥ m
π
i + 1− aii and H
π
i (s) ≤ m
π
i − aii for some s ∈ [e
i
+(π), 1]. Otherwise, we set
(eiπ)(t) :=

π(t) t ∈ [0, ei−(π)],
π
(
ei−(π)
)
+r−1i
(
π(t)− π
(
ei−(π)
))
t ∈ [ei−(π), e
i
+(π)]
π(t) + αi t ∈ [e
i
+(π), 1].
Let λ ∈ P+. We write µ ≥ ν for µ, ν ∈ Wλ := {wλ ∈ P | w ∈ W} if there exists a sequence
of elements µ =: λ0, λ1, . . . , λs−1, λs := ν in Wλ and positive roots β1, . . . , βs ∈ ∆
+
re ⊔∆im such
that λi−1 = rβiλi and β
∨
i (λi) > 0 for i = 1, . . . , s. This relation ≥ on Wλ defines a partial order.
For µ, ν ∈ Wλ and β ∈ ∆+re ⊔ ∆im, we write µ
β
←− ν if µ = rβν, β
∨(ν) > 0, and µ covers ν by
this partial order. Note that the direction of the arrow
β
←− defined above is opposite to that in
[JL, §5.1.1].
Definition 2.4.1 ([JL, §5.2.1]). For a rational number a ∈ (0, 1] and µ, ν ∈ Wλ with µ ≥ ν,
an a-chain for (µ, ν) is a sequence µ =: ν0
β1
←− ν1
β2
←− · · ·
βs
←− νs := ν of elements in Wλ such that
for each i = 1, 2, . . . , s, aβ∨i (νi) ∈ Z>0 if βi ∈ ∆
+
re, and aβ
∨
i (νi) = 1 if βi ∈ ∆im.
Definition 2.4.2 ([JL, §5.2.2]). Let λ := (λ1 > λ2 > · · · > λs) be a sequence of elements in
Wλ, and a := (0 = a0 < a1 < · · · < as = 1) a sequence of rational numbers. Then, the pair
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π := (λ;a) is called a generalized Lakshmibai–Seshadri path (GLS path for short) of shape λ if
it satisfies the following conditions (called the chain condition): (i) there exists an ai-chain for
(λi, λi+1) for each i = 1, 2, . . . , s− 1; (ii) there exists a 1-chain for (λs, λ).
In this paper, we think of the pair π = (λ;a) as a path belonging to P by π(t) :=
∑j−1
i=1 (ai −
ai−1)λi+(t−aj−1)λj for aj−1 ≤ t ≤ aj and j = 1, 2, . . . , s. We denote by B(λ) the set of all GLS
paths of shape λ.
Now, we define a crystal structure on B(λ). Let π ∈ B(λ). We set wt(π) := π(1) ∈ P . For
each i ∈ Ire, we set εi(π) := −m
π
i , ϕi(π) := α
∨
i
(
wt(π)
)
−mπi = H
π
i (1) − m
π
i . Then, we have
εi(π) = max{n ∈ Z≥0 | e
n
i π ∈ P}, and ϕi(π) = max{n ∈ Z≥0 | f
n
i π ∈ P}. For each i ∈ I
im, we
set εi(π) := 0, ϕi(π) := α
∨
i
(
wt(π)
)
. By the definitions, we have ϕi(π) = εi(π)+α
∨
i
(
wt(π)
)
for all
i ∈ I. Next, we define the Kashiwara operators on B(λ). We use the root operators ei, i ∈ I
re,
and fi, i ∈ I, on P as Kashiwara operators. For ei, i ∈ I
im, we use the “cutoff” of the root
operators ei, i ∈ I
im, on P
(
⊃ B(λ)
)
, that is, if eiπ /∈ B(λ), then we set eiπ := 0 in B(λ) even if
eiπ 6= 0 in P. Thus, B(λ) is endowed with a crystal structure. From [JL, Proposition 6.3.5], we
have B(λ) = Fπλ \ {0}, where F is the monoid generated by the Kashiwara operators fi, i ∈ I.
2.5 Embedding of path models
In this subsection, we give a brief review of the construction of an embedding of Joseph–
Lamprou’s path model for a given generalized Kac–Moody algebra g into Littelmann’s path
model for an associated Kac–Moody algebra g˜. For more details, we refer the reader to [I, §4].
Let (A,Π,Π∨, P, P ∨) be a Borcherds–Cartan datum, and (A˜, Π˜, Π˜∨, P˜ , P˜ ∨) be an associated
Cartan datum as in §2.2. For each µ ∈ WP+ = WreP
+, we take (and fix) an element µ˜ ∈ P˜
such that
α˜∨(i,m)(µ˜) = α
∨
i (µ) for all (i,m) ∈ I˜ . (1)
Let B˜(µ˜) be the set of all (G)LS paths of shape µ˜ for g˜, and F˜ the monoid generated by the Kashi-
wara operators f(i,m), (i,m) ∈ I˜. Following the notation of §2.2, we write Fi = fik · · · fi2fi1 ∈ F
for i = (ik, . . . , i2, i1) ∈ I, and F(i,m) = f(ik ,mk) · · · f(i2,m2)f(i1,m1) ∈ F˜ for (i,m) = ((is, ms))
k
s=1 ∈
I˜.
Proposition 2.5.1 ([I, Proposition 4.1.2]). For a dominant integral weight λ ∈ P+, the map
˜ : B(λ) −→ B˜(λ˜), π = Fiπλ 7−→ π˜ := F(i,m)πλ˜,
is well-defined and injective, where the m for which (i,m) ∈ I˜ord is determined uniquely by i ∈ I.
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Recall that B(λ) denotes the crystal basis of the irreducible highest weight Uq(g)-module
V (λ) of highest weight λ ∈ P+. Since we know from [I, Theorem 6.1.1] that B(λ) ∼= B(λ) as
crystals, we obtain the following embedding by Proposition 2.5.1:
˜ : B(λ) →֒ B˜(λ˜), b = F˜iuλ 7→ b˜ := F˜(i,m)u˜λ˜, for (i,m) ∈ I˜ord, (2)
where B˜(λ˜) denotes the crystal basis of the irreducible highest weight Uq(g˜)-module V˜ (λ˜) of
highest weight λ˜ ∈ P˜+, F˜i := f˜ik · · · f˜i2 f˜i1 , F˜(i,m) := f˜(ik ,mk) · · · f˜(i2,m2)f˜(i1,m1) are monomials of
the Kashiwara operators, and uλ ∈ V (λ), u˜λ˜ ∈ V˜ (λ˜) are the highest weight vectors.
3 Some representation-theoretical results
3.1 Decomposition rules for Uq(g)-modules in the category Oint
In this subsection, we show the decomposition rules for Uq(g)-modules stated in Theorems 1 and
2. For this purpose, we recall the following decomposition rules for path crystals.
Theorem 3.1.1 ([I, Theorem 7.1.3]). Let λ, µ ∈ P+. Then, we have an isomorphism of crys-
tals:
B(λ)⊗ B(µ) ∼=
⊔
π∈B(µ)
π˜ : λ˜-dominant
B
(
λ+ π(1)
)
.
Here, π˜ ∈ B˜(µ˜) denotes the image of π ∈ B(µ) under the embedding B(µ) →֒ B˜(µ˜), and it is said
to be λ˜-dominant if π˜(t) + λ˜ belongs to the dominant Weyl chamber of g˜ for all t ∈ [0, 1].
Let S ⊂ I be a subset. We set Sre := S ∩ Ire and Sim := S ∩ I im. Also, we set S˜ :=
{(i, 1)}i∈Sre ⊔ {(i,m)}i∈Sim,m∈Z≥1 . Let us denote by gS (resp., g˜S˜) the Levi subalgebra of g
corresponding to S (resp., the Levi subalgebra of g˜ corresponding to S˜), and denote by BS(λ)
the set of all GLS paths of shape λ for gS.
Theorem 3.1.2 ([I, Theorem 7.2.2]). Let λ ∈ P+. Then, we have an isomorphism of gS-
crystals:
B(λ) ∼=
⊔
π∈B(λ)
π˜ : g˜
S˜
-dominant
BS
(
π(1)
)
.
Here, π˜ ∈ B˜(λ˜) denotes the image of π ∈ B(λ) under the embedding B(λ) →֒ B˜(λ˜), and it is said
to be g˜S˜-dominant if π˜(t) belongs to the dominant Weyl chamber of g˜S˜ for all t ∈ [0, 1].
From [JKK, Theorems 3.7 and 7.1], we know the existence and uniqueness of the crystal
basis of Uq(g)-modules in the category Oint, and the complete reducibility for Uq(g)-modules
in the category Oint (see [JKK, Definition 3.1] for the definition of the category Oint). Since
11
V (λ) ⊗ V (µ), λ, µ ∈ P+, belongs to Oint for g, and V (λ) belongs to Oint for gS (as a Uq(gS)-
module), Theorems 1 and 2 follow immediately from Theorems 3.1.1 and 3.1.2.
3.2 Analog of the Parthasarathy–Ranga Rao–Varadarajan conjec-
ture for generalized Kac–Moody algebras
In this subsection, we prove an analog of the Parthasarathy–Ranga Rao–Varadarajan conjecture
for generalized Kac–Moody algebras.
In what follows, we denote by [µ] the unique element in Wreµ ∩ P
+ for µ ∈ WP+. By an
argument similar to the one for [Li1, Proposition 7.1], we can show the following lemma.
Lemma 3.2.1 Let λ, µ ∈ P+, and π := (µ1, . . . , µl; a0, a1, . . . , al) ∈ B(µ). If λ+π(ap) ∈ P
+ for
all 0 ≤ p ≤ l− 1, then there exists a λ-dominant path π′ ∈ B(µ) such that λ+π′(1) = [λ+π(1)].
Let r(i,m), (i,m) ∈ I˜, denote the simple reflection of the Weyl group W˜ of g˜, W˜re ⊂ W˜ the
subgroup of W˜ generated by r(i,1), i ∈ I
re, and W˜gen := {R(i,m) ∈ W˜ | (i,m) ∈ I˜gen}, where
R(i,m) := r(il,ml) · · · r(i1,m1) for (i,m) = ((is, ms))
l
s=1 ∈ I˜. Note that W˜gen is not closed under
multiplication, and that W˜re is isomorphic as a group to the submonoid Wre ofW; we write this
isomorphism as
˜ : Wre ∼=−−→ W˜re, w = ril · · · ri1 7−→ w˜ := r(il,1) · · · r(i1,1), for i1, . . . , il ∈ Ire. (3)
Also, we can easily check that the map W˜gen → GL(h
∗), R(i,m) 7→ Ri, is well-defined, where
Ri := ril · · · ri1 for i = (il, . . . , i1) ∈ I.
Lemma 3.2.2 Let λ ∈ P+. If F(i,m)πλ˜, (i,m) ∈ I˜gen, is not 0 in B˜(λ˜), then F(i,m¯)πλ˜ is not 0
in B˜(λ˜), where the element (i, m¯) ∈ I˜ord is determined uniquely by i ∈ I.
Proof. Since (i,m) ∈ I˜gen, there exists a permutation ω ∈ Ω on I˜ that sends (i,m) to (i, m¯)
(see §2.2). Hence we have a permutation on the path crystal B˜(λ˜), induced by the diagram
automorphism of g˜ corresponding to the ω ∈ Ω, that sends F(i,m)πλ˜ to F(i,m¯)πλ˜ (see [NS, Lemma
3.1.1]). Therefore, we see that F(i,m¯)πλ˜ 6= 0. 
For a path η = F(i,m)πλ˜ ∈ B˜(λ˜) with (i,m) ∈ I˜gen, we set η¯ := F(i,m¯)πλ˜, with (i, m¯) ∈ I˜ord.
From the proof of Lemma 3.2.2, η¯ is independent of the choice of an expression for η of the form
F(i,m)πλ˜ with (i,m) ∈ I˜gen. The following lemma is obvious.
Lemma 3.2.3 Let η ∈ B˜(λ˜), and write η(1) as λ˜−
∑
c(i,m)α˜(i,m), c(i,m) ∈ Z≥0. If c(i,m) ∈ {0, 1}
for all i ∈ I im and m ∈ Z≥1, then there exists a path π ∈ B(λ) such that π˜ = η¯ in B˜(λ˜).
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For i = (ik, ik−1, . . . , i1) ∈ I, we set i[s] := (is, is−1, . . . , i1), 1 ≤ s ≤ k. Let λ, µ ∈ P
+
and Ri, Rj ∈ W, i = (ik, . . . , i2, i1), j = (jl, . . . , j2, j1) ∈ I, be such that α
∨
is
(Ri[s−1]λ) =
1
(
resp., α∨jt(Rj[t−1]µ) = 1
)
if is ∈ I
im (resp., jt ∈ I
im). We take sequences m = (mk, . . . , m2, m1)
and n = (nl, . . . , n2, n1) of positive integers such that (i,m), (j,n) ∈ I˜gen, and such that ms 6= nt
if is = jt in I
im. Also, we set ν := Riλ + Rjµ ∈ P and ν¯ := R(i,m)λ˜ + R(j,n)µ˜ ∈ P˜ ; note that
ν¯ 6= ν˜ in general, where ν˜ ∈ P˜ is defined by equation (1) in §2.5 for a weight ν ∈ WP+. With
this notation, we have the following.
Theorem 3.2.4 If ν¯ ∈ P˜+, then V (ν) appears in the irreducible decomposition of V (λ)⊗V (µ).
Proof. If we take M ∈ Z≥1 such that (i,M) does not appear in (i,m) and (j,n) for any
i ∈ I, then the equality α∨i (ν) = α˜
∨
(i,M)(ν¯) holds for all i ∈ I by the definition of ν¯. Since
α˜∨(i,M)(ν¯) ≥ 0, we deduce that ν is a dominant integral weight. By Theorem 1, it suffices to
show that there exists π ∈ B(µ) such that π˜ ∈ B˜(µ˜) is λ˜-dominant and λ + π(1) = ν. Set
η1 :=
(
R−1(i,m)R(j,n)µ˜; 0, 1
)
∈ B˜(µ˜), with R(i,m), R(j,n) ∈ W˜gen. By Lemma 3.2.1, there exists
a λ˜-dominant path η2 ∈ B˜(µ˜) such that λ˜ + η2(1) = [λ˜ + η1(1)] = ν¯. If we write η2(1) as
µ˜ −
∑
c(i,m)α˜(i,m), then c(i,m) ∈ {0, 1} for all i ∈ I
im and m ∈ Z≥1 by the definition of ν¯.
Therefore, by Lemma 3.2.3, there exists π ∈ B(µ) such that π˜ = η¯2. From this, we conclude that
π˜ ∈ B˜(µ˜) is λ˜-dominant and λ+ π(1) = ν. 
Corollary 3.2.5 Let λ, µ ∈ P+, w1, w2 ∈ Wre, and set ν = w1λ + w2µ. If ν ∈ P
+, then V (ν)
appears in the irreducible decomposition of V (λ)⊗ V (µ).
Remark 3.2.6 For general elements w1, w2 in the monoid W, the statement of the corollary
above is false. To see this, we take λ, µ ∈ P+ and i ∈ I im such that α∨i (λ) = 0 and α
∨
i (µ) = 1.
Then, ν := λ + riµ = λ + µ − αi is a dominant integral weight for g. However, we have(
B(λ)⊗B(µ)
)
ν
=
{
πλ⊗fiπµ
}
, and ei(πλ⊗fiπµ) = πλ⊗eifiπµ = πλ⊗πµ 6= 0. Therefore, there is
no highest weight vector of weight ν, and V (ν) cannot be an irreducible component of V (λ)⊗V (µ).
As for g˜, we have ν¯ := λ˜ + r(i,1)µ˜, α˜
∨
(i,1)(ν¯) = α˜
∨
(i,1)(λ˜) + α˜
∨
(i,1)(r(i,1)µ˜) = α
∨
i (λ) − α
∨
i (µ) = −1,
and hence we see that ν¯ is not a dominant integral weight for g˜.
4 Demazure modules for generalized Kac–Moody alge-
bras
4.1 Definition of Demazure modules
Let λ ∈ P+ and w = vlrjl · · · v1rj1v0 ∈ W, with j1, . . . , jl ∈ I
im, v0, . . . , vl ∈ Wre, be such that
α∨js
(
vs−1rjs−1 · · · v1rj1v0(λ)
)
= 1 for all s = 1, 2, . . . , l. (4)
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Note that the condition (4) for w and λ is independent of the choice of an expression for w since
this condition is preserved under the relations (1), (2), and (3) of Definition 2.3.1. For such an
element w ∈ W, we set Vw(λ) := U
+
q (g) V (λ)wλ, where V (λ)µ ⊂ V (λ) denotes the weight space
of weight µ ∈ P . We call Vw(λ) the Demazure (sub)module of V (λ) of lowest weight wλ. Since
Vw(λ) depends only on the weight wλ ∈ P , we may assume that the element w = Ri, with
i = (ik, . . . , i2, i1), satisfies the following condition (recall the notation i[t] = (it, . . . , i2, i1), t =
1, . . . , k):
α∨it(Ri[t−1]λ) > 0 for all t = 1, 2, . . . , k. (5)
We will show that the Demazure module Vw(λ) is generated by a single weight vector. Namely,
we will show that dim V (λ)wλ = 1; note that the action of W on the set of weights of V (λ) does
not necessarily preserve the weight multiplicities. Before doing this, we recall the action of Wre
on B(λ) (see [JL, §9.2]): for π ∈ B(λ) and v = rik · · · ri2ri1 ∈ Wre, with i1, i2, . . . , ik ∈ I
re, define
Svπ := x
α∨ik
(Ri[k−1]wt(π))
ik
· · ·x
α∨i2
(Ri[1]wt(π))
i2
x
α∨i1
(wt(π))
i1
π, (6)
where xai := f
a
i if a ≥ 0, x
a
i := e
−a
i if a < 0, and i = (ik, . . . , i2, i1). It is obvious that
wt(Svπ) = v
(
wt(π)
)
.
Lemma 4.1.1 If w ∈ W and λ ∈ P+ satisfy condition (4), then we have dimV (λ)wλ = 1.
Proof. Let w = vlrjl · · · v1rj1v0, with v0, . . . , vl ∈ Wre, j1, . . . , jl ∈ I
im, be a reduced expression
satisfying condition (4). It suffices to show that #B(λ)wλ = 1. As remarked above, we may
assume further that this expression for w satisfies condition (5).
If we set π := Svlfjl · · ·Sv1fj1Sv0πλ, then the x’s in the expression (6) for Svs, s = 0, 1, . . . , l,
are all f by condition (5), and hence π = πwλ by condition (4). Also, by using the fact [I, Lemma
4.1.5], we can deduce that the element π˜ ∈ B˜(λ˜) (see Proposition 2.5.1) can be written as π˜ =
Sv˜lf(jl,ml) · · ·Sv˜1f(j1,m1)Sv˜0πλ˜ = πw˜λ˜, where ((js, ms))
l
s=1 ∈ I˜ord, w˜ := v˜lr(jl,ml) · · · v˜1r(j1,m1)v˜0 ∈
W˜ , and each v˜s ∈ W˜re corresponds to vs ∈ Wre via the isomorphism (3) in §3.2. This shows that
the image of B(λ)wλ under the embedding of Proposition 2.5.1 is contained in B˜(λ˜)w˜λ˜; note that
if π1 and π2 in B(λ) satisfy wt(π1) = wt(π2), then wt(π˜1) = wt(π˜2). Since B˜(λ˜)w˜λ˜ = {πw˜λ˜}, we
conclude that B(λ)wλ = {πwλ}, and hence #B(λ)wλ = 1. 
Remark 4.1.2 Since the element w˜ ∈ W˜ in the proof of Lemma 4.1.1 is a minimal coset
representative of a coset in W˜/W˜λ˜, where W˜λ˜ ⊂ W˜ denotes the isotropy subgroup for λ˜ ∈ P˜
+
(see [Hu, §1.10 and §1.12]), by the uniqueness of minimal coset representative, w˜ is independent
of the choice of an expression for w satisfying conditions (4) and (5) for λ ∈ P+.
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4.2 Minimal dominant reduced expressions
In this subsection, we introduce a specific expression for w ∈ W, which satisfies conditions (4)
and (5) for λ ∈ P+, in order to state Theorem 4 (see §1).
Lemma 4.2.1 Let w ∈ W satisfy conditions (4) and (5) for λ ∈ P+. Then, w has an expression
w = wkr
ak
ik
· · ·w1r
a1
i1
w0, with w0, . . . , wk ∈ Wre and a1, . . . , ak ∈ Z≥1, where i1, . . . , ik ∈ I
im are
all distinct. Moreover, if s ∈ {1 ≤ t ≤ k | at > 1}, then ais,is = 0, i.e., the (is, is)-entry of the
Borcherds–Cartan matrix A is zero.
Proof. Let w = vlrjl · · · v1rj1v0, with v0, . . . , vl ∈ Wre, j1, . . . , jl ∈ I
im, be a reduced expression
satisfying conditions (4) and (5) for λ ∈ P+. If js = jt with s > t, then we have
α∨js
(
vs−1rjs−1 · · · vtrjt(vt−1rjt−1 · · · v1rj1v0(λ))
)
= α∨jt
(
vt−1rjt−1 · · · v1rj1v0(λ)
)
by condition (4). Also, by condition (5), rjs commutes with vs−1, . . . , vt+1, vt and rjs−1 , . . . , rjt+1, rjt
since α∨js is an anti-dominant integral coweight by [JL, Lemma 2.1.11]. In particular, we obtain
ajs,js = 0. 
We fix an expression w = wkr
ak
ik
· · ·w1r
a1
i1
w0 given in Lemma 4.2.1 for which the sequence(
ℓ(w0), ℓ(w1), . . . , ℓ(wk)
)
is minimal in lexicographic order among all such expressions of w.
Then, this is a dominant reduced expression (see Definition 2.3.3). We call this expression a
minimal dominant reduced expression (with respect to λ ∈ P+).
Here we collect some fundamental properties of minimal dominant reduced expression w =
wkr
ak
ik
· · ·w1r
a1
i1
w0; these properties follow directly from the definition and by induction on k and
ℓ(w). For each 0 ≤ s ≤ k, let ws = rs,ℓs · · · rs,2rs,1, with rs,p := rαs,p , αs,p ∈ Πre, be a (fixed)
reduced expression, where ℓs := ℓ(ws).
Lemma 4.2.2 With the notation above, the following statements hold.
(a) α∨s,p(rs,p−1 · · · rs,2rs,1r
as−1
is−1
· · ·w1r
a1
i1
w0λ) = 1 for all 0 ≤ s ≤ k − 1 and 1 ≤ p ≤ ℓs.
(b) α∨s,p(αs,p−1) = −1 for all 0 ≤ s ≤ k − 1 and 1 < p ≤ ℓs.
(c) α∨s,p(αt,q) = 0 and α
∨
s,p(αit) = 0 if (t, q) < (s, p− 1) in lexicographic order.
(d) α∨is(αs−1,1) = −1 and α
∨
is
(αt,q) = 0 if (t, q) < (s− 1, 1) in lexicographic order.
(e) α∨0,1(λ) = 1 and α
∨
s,p(λ) = 0 for 0 ≤ s ≤ k − 1 and 1 ≤ p ≤ ℓs such that (s, p) 6= (0, 1).
(f) If s 6= 0 or w0 6= 1, then α
∨
is
(λ) = 0 for 0 ≤ s ≤ k − 1.
(g) If w0 = 1, then α
∨
i1
(λ) = 1.
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4.3 Description of Demazure modules
This subsection is devoted to the proof of Proposition 4.3.1 below. Before doing this, we fix
some notation. Let gre ⊂ g be the Levi subalgebra corresponding to I
re; note that gre is
an ordinary Kac–Moody algebra. For a (fixed) reduced expression v = rjl · · · rj2rj1 ∈ Wre,
with jl, . . . , j2, j1 ∈ I
re, we set Fmv := f
ml
jl
· · · fm2j2 f
m1
j1
and F˜mv := f˜
ml
jl
· · · f˜m2j2 f˜
m1
j1
. Also, for
i = (il, . . . , i2, i1), set F
m
i := f
ml
il
· · · fm2i2 f
m1
i1
and Fmaxi := f
max
il
· · · fmaxi1 , where f
max
j u, j ∈ I
re,
u ∈ V (λ), denotes the element f pj u 6= 0, p ≥ 0, such that f
p+1
j u=0. By convention, we write
Fv := F
m
v if m = (1, . . . , 1, 1).
Proposition 4.3.1 Let w ∈ W satisfy conditions (4) and (5) for λ ∈ P+, and fix a minimal
dominant reduced expression w = wkr
ak
ik
· · ·w1r
a1
i1
w0. Then, with the notation above, we have
(1) Vw(λ) =
∑
m,ǫC(q)F
mk
wk
f ǫkik · · ·F
m1
w1
f ǫ1i1 F
m0
w0
uλ, where the summation is over allm = (ms)
k
s=0 ∈∏k
s=0Z
ℓ(ws)
≥0 and all ǫ = (ǫt)
k
t=1, 0 ≤ ǫt ≤ at, 1 ≤ t ≤ k.
(2) Vv(λ) ⊂ Vw(λ) if v ≤ w in W.
Part (2) of Proposition 4.3.1 follows from part (1), and part (1) for k = 1 is established by
Lemmas 4.3.2 and 4.3.3 below; part (1) for k ≥ 2 follows immediately by induction on k.
Now, suppose that k = 1 for the expression of w above, and write w = Rir
a
iRj, with a ∈ Z≥1,
i ∈ I im, i = (is, . . . , i2, i1), j = (jt, . . . , j2, j1), such that Ri, Rj ∈ Wre are reduced expres-
sions. In this case, we have Vw(λ) = U
+
q (g)uwλ, where uwλ := F
max
i f
a
i Fjuλ = F
max
i f
a
i F
max
j uλ ∈
V (λ)wλ \ {0} by Lemma 4.2.2. Set J := I \ {i}, and denote by gJ ⊂ g the Levi subalge-
bra corresponding to J . If we write
(
eiU
+
q (gJ)
)m
:=
(
eiU
+
q (gJ)
)
· · ·
(
eiU
+
q (gJ)
)
(m times), then
U+q (g) =
⊕∞
m=0 U
+
q (gJ )
(
eiU
+
q (gJ)
)m
and we have the following by weight consideration:
Vw(λ) =
∞⊕
m=0
U+q (gJ)
(
eiU
+
q (gJ)
)m
uwλ =
a⊕
m=0
U+q (gJ )
(
eiU
+
q (gJ)
)m
uwλ, (7)
where the number a in the right-hand side of (7) is the one appearing in the expression w =
Rir
a
iRj. By Lemma 4.2.2, we have f
m
i Fjuλ ∈ V (λ)rmi Rjλ \ {0} and F
max
i f
m
i Fjuλ ∈ V (λ)Rirmi Rjλ \
{0}, 0 ≤ m ≤ a. Note that rmi Rjλ ∈ P
+ for all m ≥ 1 since Rir
m
i Rj is a (minimal) dominant
reduced expression. Therefore, each fmi Fjuλ for 1 ≤ m ≤ a is a Uq(gre)-highest weight vector.
Lemma 4.3.2 For each 1 ≤ m ≤ a, we have
U+q (gJ)
(
eiU
+
q (gJ)
)a−m
uwλ =
∑
n∈Zs
≥0
C(q)F ni f
m
i Fjuλ.
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Proof. We proceed by descending induction on m. If m = a, then we have ejU
+
q (gJ)uwλ = {0}
for all j ∈ J \ Ire by weight consideration. Hence it follows that U+q (gJ)uwλ = U
+
q (gre)uwλ. Also,
U+q (gre)uwλ is identical to
∑
nC(q)F
n
i f
a
i Fjuλ by [Kas2, Corollary 3.2.2]. Thus, Lemma 4.3.2
follows in this case.
Suppose that 1 ≤ m ≤ a− 1. By the induction hypothesis, we have
U+q (gJ)
(
eiU
+
q (gJ)
)a−m
uwλ = U
+
q (gJ)ei
∑
n
C(q)F ni f
m+1
i Fjuλ,
which is identical to U+q (gJ )
∑
C(q)F ni eif
m+1
i Fjuλ since i does not appear in i and each F
n
i in
the summation commutes with ei. Since aii = 0 by Lemma 4.2.1, it follows that
eif
m+1
i Fjuλ = {m+ 1}i︸ ︷︷ ︸
=m+1(≥2)
[
α∨i (λ− αj1 − · · · − αjt)︸ ︷︷ ︸
=1
−
1
2
aiim︸ ︷︷ ︸
=0
]
i
fmi Fjuλ
by [JKK, Lemma 2.5]. Therefore, we obtain
U+q (gJ)
∑
C(q)F ni eif
m+1
i Fjuλ = U
+
q (gJ)
∑
C(q)F ni f
m
i Fjuλ. (8)
Also, we see that the right-hand side of (8) is identical to U+q (gre)
∑
C(q)F ni f
m
i Fjuλ by weight
consideration, which is identical to
∑
C(q)F ni f
m
i Fjuλ by [Kas2, Corollary 3.2.2]. This proves
Lemma 4.3.2. 
Lemma 4.3.3 We have U+q (gJ)
(
eiU
+
q (gJ)
)a
uwλ =
∑
n,mC(q)F
n
i F
m
j uλ.
Proof. If we set m = 0 in the proof of Lemma 4.3.2, then the same argument shows that
U+q (gJ)
(
eiU
+
q (gJ)
)a
uwλ = U
+
q (gre)
∑
C(q)F ni F
m
j uλ. (9)
Now, it is easily seen that the right-hand side of (9) is identical to
∑
C(q)F ni F
m
j uλ by direct
calculation. This proves Lemma 4.3.3. 
4.4 The maps Ψλ,w and Φλ,w
Let g˜re ⊂ g˜ denote the Levi subalgebra corresponding to I˜
re := {(i, 1)}i∈Ire. Since gre (see
§4.3) and g˜re are ordinary Kac–Moody algebras with the same Cartan datum, there exists an
embedding of C(q)-algebras:
Ψre : Uq(gre) →֒ Uq(g˜re), ei 7−→ e(i,1), fi 7−→ f(i,1), q
α∨i 7−→ qα˜
∨
(i,1) . (10)
According to the minimal dominant reduced expression w = wkr
ak
ik
· · ·w1r
a1
i1
w0, the element w˜ ∈
W˜ (see Remark 4.1.2) is expressed as w˜ = w˜kR(ik,ak) · · · w˜1R(i1,a1)w˜0, with as = (as, . . . , 2, 1), 1 ≤
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s ≤ k, where each w˜s ∈ W˜re corresponds to ws ∈ Wre via the isomorphism (3) in §3.2 and we write
(i,m) = ((i,ml), . . . , (i,m1)) if m = (ml, . . . , m1); recall the notation R(i,m) = r(il,ml) · · · r(i1,m1).
Note that this expression for w˜ has properties similar to those in Lemma 4.2.2 for λ˜ ∈ P˜+. Let
V˜w˜(λ˜) denote the Demazure submodule, corresponding to w˜, of the irreducible highest weight
Uq(g˜)-module V˜ (λ˜) of highest weight λ˜. We can think of V˜w˜(λ˜) as a U
+
q (gre)-module via Ψre (see
(10)).
In this subsection, we construct a U+q (gre)-linear maps Ψλ,w : Vw(λ) →֒ V˜w˜(λ˜) and Φλ,w :
V˜w˜(λ˜) ։ Vw(λ) such that Φλ,w ◦ Ψλ,w = idVw(λ). For this purpose, we first study the U
+
q (gre)-
module structure of Vw(λ) and V˜w˜(λ˜). As in §4.3, define F
m
v˜ , F˜
m
v˜ and F
m
(i,n) for v˜ ∈ W˜ and
(i,n) ∈ I˜. Set Fmw˜k,...,w˜s := F
mk
w˜k
· · ·Fmsw˜s ∈ U
−
q (g˜), m = (mt)
k
t=s ∈
∏k
t=s Z
ℓ(w˜t)
≥0 , and u˜n :=
F(is,ns)Fw˜s−1 · · ·F(i1,n1)Fw˜0u˜λ˜ ∈ V˜ (λ˜), n = (nt)
s
t=1, nt ⊂ {1, 2, . . . , at}. Here we understand that
u˜n = u˜λ˜ if s = 0. Note that if #nt > 1, then ait,it = 0 by Lemma 4.2.1, and hence all the
f(it,m), m ≥ 1, commute with each other. Therefore, the element F(it,nt) is independent of the
choice of an ordering of the elements in nt. Also, set F
m
wk,...,ws
:= Fmkwk · · ·F
ms
ws
∈ U−q (g) and
un := f
#ns
is
Fws−1 · · · f
#n1
i1
Fw0uλ ∈ V (λ); note that un depends only on the cardinalities #nt,
1 ≤ t ≤ s. Hence we write uǫ := un for ǫ = (ǫt)
s
t=1 if ǫt = #nt, 1 ≤ t ≤ s. If nt 6= ∅
for 1 ≤ t ≤ s, then un (resp., u˜n) is a highest weight vector for Uq(gre) (resp., Uq(g˜re)) of
weight r#nsis ws−1 · · · r
#n1
i1
w0(λ) ∈ P (resp., R(is,ns)w˜s−1 · · ·R(i1,n1)w˜0(λ˜) ∈ P˜ ) by Lemma 4.2.2.
Moreover, in this case, we have α∨i
(
r#nsis ws−1 · · · r
#n1
i1
w0(λ)
)
= α˜∨(i,1)
(
R(is,ns)w˜s−1 · · ·R(i1,n1)w˜0(λ˜)
)
for all i ∈ Ire, and hence an isomorphism Uq(gre)un
∼=
−→ Uq(g˜re)u˜n of Uq(gre)-modules via Ψre (see
(10)).
Lemma 4.4.1 As U+q (gre)-modules, Vw(λ) and V˜w˜(λ˜) decompose as follows:
(1) Vw(λ) =
⊕k
s=0
⊕
ǫ
(∑
mC(q)F
m
wk,...,ws
uǫ
)
, where the summation is over all m = (mt)
k
t=s ∈∏k
t=s Z
ℓ(wt)
≥0 and all ǫ = (ǫt)
s
t=1, with 1 ≤ ǫt ≤ at, 1 ≤ t ≤ s, for each 0 ≤ s ≤ k.
(2) V˜w˜(λ˜) =
⊕k
s=0
⊕
n
(∑
mC(q)F
m
w˜k,...,w˜s
u˜n
)
, where the summation is over all m = (mt)
k
t=s ∈∏k
t=s Z
ℓ(w˜t)
≥0 and all n = (nt)
s
t=1, with ∅ 6= nt ⊂ {1, 2, . . . , at}, 1 ≤ t ≤ s, for each 0 ≤ s ≤ k.
Proof. We give a proof only for (1); the proof for (2) is similar. By Lemma 4.2.2 and Proposition
4.3.1 (1), it is easily seen that {uǫ}ǫ, where the ǫ runs as in Lemma 4.4.1 (1), forms a complete
set of representatives of linearly independent Uq(gre)-highest weight vectors in Vw(λ). Therefore,
the summation
∑k
s=0
∑
ǫ
(∑
mC(q)F
m
wk,...,ws
uǫ
)
is a direct sum with respect to s and ǫ. Now, the
equality in (1) follows from Proposition 4.3.1 (1). Also, from the arguments in §4.3, we know
that each direct summand
∑
mC(q)F
m
wk,...,ws
uǫ is stable under the action of U
+
q (gre). Thus, the
expression for Vw(λ) in Lemma 4.4.1 (1) is a decomposition as U
+
q (gre)-modules. 
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By using the descriptions of Vw(λ) and V˜w˜(λ˜) in Lemma 4.4.1, define Φλ,w : V˜w˜(λ˜)։ Vw(λ) by
Fmw˜k,...,w˜su˜n 7→ F
m
wk,...,ws
un, and Ψλ,w : Vw(λ) →֒ V˜w˜(λ˜) by F
m
wk,...,ws
uǫ = F
m
wk,...,ws
un 7→ F
m
w˜k,...,w˜s
u˜n
for n = (nt)
s
t=1, nt = {1, 2, . . . , ǫt}, 1 ≤ ǫt ≤ at, 1 ≤ t ≤ s, with ǫ = (ǫt)
s
t=1. Since Uq(g˜re)u˜n
∼=
Uq(gre)un as Uq(gre)-modules, we deduce that
∑
mC(q)F
m
w˜k,...,w˜s
u˜n
∼=
−→
∑
mC(q)F
m
wk,...,ws
un as
U+q (gre)-modules via the map Φλ,w for all n as in Lemma 4.4.1 (2). Thus, Φλ,w is well-defined,
surjective, and U+q (gre)-linear. Also, we can verify that Ψλ,w is well-defined, injective, and
U+q (gre)-linear. Note that Ψλ,w is also surjective (and hence an isomorphism) if and only if
a1 = · · · = ak = 1. By the definitions, we have Φλ,w ◦Ψλ,w = idVw(λ).
4.5 Global bases and diagram automorphisms
In this subsection, we recall some fundamental properties of the global basis of V˜w˜(λ˜). Also, we
study certain symmetries of V˜w˜(λ˜), which come from diagram automorphisms of g˜.
Let B˜(λ˜) and {G˜λ˜(b
′)}b′∈B˜(λ˜) denote the crystal basis and the global basis of V˜ (λ˜) with the
crystal lattice L˜(λ˜), and let V˜ (λ˜)A ⊂ V˜ (λ˜) denote the A-form of V˜ (λ˜). If we set
B˜w˜(λ˜) := {F˜
mk
w˜k
F˜(ik ,nk) · · · F˜
m1
w˜1
F˜(i1,n1)F˜
m0
w˜0
u˜λ˜ mod qL˜(λ˜) |
(ms)
k
s=0 ∈
k∏
s=0
Z
ℓ(w˜s)
≥0 , nt ⊂ {1, 2, . . . , at}, 1 ≤ t ≤ k} \ {0} ⊂ B˜(λ˜),
then we have V˜w˜(λ˜) =
⊕
b′∈B˜w˜(λ˜)
C(q)G˜λ˜(b
′) by [Kas2, Proposition 3.2.3]. Let Bw(λ) ⊂ B(λ)
denote the inverse image of B˜w˜(λ˜) under the embedding B(λ) →֒ B˜(λ˜) of (2) in §2.5, and
B˜0w˜(λ˜) ⊂ B˜(λ˜) the image of Bw(λ) under this embedding. Then, these subsets can be written as
Bw(λ) = {F˜
mk
wk
f˜ ǫkik · · · F˜
m1
w1
f˜ ǫ1i1 F˜
m0
w0
uλ mod qL(λ) |
(ms)
k
s=0 ∈
k∏
s=0
Z
ℓ(ws)
≥0 , 0 ≤ ǫt ≤ at, 1 ≤ t ≤ k} \ {0}, and
B˜0w˜(λ˜) = {F˜
mk
w˜k
F˜(ik,nk) · · · F˜
m1
w˜1
F˜(i1,n1)F˜
m0
w˜0
u˜λ˜ mod qL˜(λ˜) |
(ms)
k
s=0 ∈
k∏
s=0
Z
ℓ(w˜s)
≥0 , nt = {1, 2, . . . , ǫt}, 0 ≤ ǫt ≤ at, 1 ≤ t ≤ k} \ {0}.
In §5, we will show that the subset Bw(λ) ⊂ B(λ) satisfies the condition in Theorem 3.
Let us set J˜s := {(is, m) ∈ I˜ | 1 ≤ m ≤ as} for 1 ≤ s ≤ k, with each is ∈ I
im and as
appearing in the expression w = wkr
ak
ik
· · ·w1r
a1
i1
w0. Also, we set Ωλ,w :=
∏k
s=1S(J˜s) ⊂ Ω, where
S(J˜s) denote the permutation group on J˜s (see §2.2). Note that the action of ω ∈ Ωλ,w on I˜ is
expressed as: ω(j, n) = (j, n) if (j, n) /∈
⋃k
s=1 J˜s, and ω(is, m) = (is, m
′) for some 1 ≤ m′ ≤ as if
(is, m) ∈ J˜s. From this observation, we can show that V˜w˜(λ˜) and B˜w˜(λ˜) is stable under the action
of Ωλ,w. By using the description of Lemma 4.4.1 for V˜w˜(λ˜), each ω ∈ Ωλ,w sends the element
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Fmw˜k,...,w˜su˜n, with n = (ns, . . . ,n1), to the element of the form F
m
w˜k,...,w˜s
u˜n′ , with n
′ = (n′s, . . . ,n
′
1)
such that #nt = #n
′
t for 1 ≤ t ≤ s. Note that this expression for the action of Ωλ,w on V˜w˜(λ˜)
shows that Φλ,w ◦ ω = Φλ,w for all ω ∈ Ωλ,w. Also, for each n
′ = (n′s, . . . ,n
′
1) with #n
′
t = #nt
for 1 ≤ t ≤ s, we can find ω ∈ Ωλ,w such that ω(F
m
w˜k,...,w˜s
u˜n) = F
m
w˜k,...,w˜s
u˜n′. In particular, if
we take n′ = (n′s, . . . ,n
′
1) such that n
′
t = {1, 2, . . . ,#nt} for 1 ≤ t ≤ s, then the corresponding
ω ∈ Ωλ,w (not necessarily unique) sends F
m
w˜k,...,w˜s
u˜n into the image of the map Ψλ,w. By the same
argument, for each b′ ∈ B˜w˜(λ˜), we can find ω ∈ Ωλ,w such that ω(b
′) lies in B˜0w˜(λ˜). Namely, we
have B˜w˜(λ˜) = Ωλ,wB˜
0
w˜(λ˜). Note that G˜λ˜ ◦ ω = ω ◦ G˜λ˜ for all ω ∈ Ωλ,w (see [S, Lemma 3.4]).
4.6 Compatibility with the global bases
This subsection is devoted to the proof of Proposition 4.6.1 below. For b′ ∈ B˜w˜(λ˜), we set
G(b′) := Φλ,w
(
G˜λ˜(b
′)
)
∈ Vw(λ).
Proposition 4.6.1 The element G(b′) ∈ Vw(λ), b
′ ∈ B˜w˜(λ˜), is a global basis element.
Proof. To complete the proof, in view of the characterization of a global basis element (see §2.1),
we must show (i) G(b′) = G(b′), (ii) G(b′) ∈ V (λ)A ∩ L(λ), and (iii) G(b′) mod qL(λ) ∈ B(λ) \
{0}. Note that we know from §4.5 that (i)′ G˜λ˜(b
′) = G˜λ˜(b
′), (ii)′ G˜λ˜(b
′) ∈ V˜w˜(λ˜)∩ V˜ (λ˜)
A∩ L˜(λ˜),
and (iii)′ G˜λ˜(b
′) ≡ b′ mod qL˜(λ˜). Then, the equality (i) follows from (i)′. Obviously, we have
Φλ,w
(
V˜w˜(λ˜)∩ V˜ (λ˜)
A
)
⊂ V (λ)A. Therefore, by (ii)′, it suffices to verify that Φλ,w
(
V˜w˜(λ˜)∩ L˜(λ˜)
)
⊂
L(λ) to show (ii). For this purpose, the following is enough:
Claim 1 If F˜(i,m) is of the form F˜
mk
w˜k
F˜(ik ,nk) · · · F˜
m1
w˜1
F˜(ik,n1)F˜
m0
w˜0
, with (ms)
k
s=0 ∈
∏k
s=0 Z
ℓ(w˜s)
≥0 , nt ⊂
{1, 2, . . . , at}, 1 ≤ t ≤ k, then we have Φλ,w(F˜(i,m)u˜λ˜) = F˜iuλ.
Proof of Claim 1. Set v = F˜(i,m)u˜λ˜. We proceed by induction on the length l of (i,m) =
((is, ms))
l
s=1. We assume that Φλ,w(v) = F˜iuλ, and show that Φλ,w(f˜(i,m)v) = f˜iF˜iuλ for all
(i,m) ∈ I˜ such that f˜(i,m)F˜(i,m) is also of the form given as in Claim 1.
Case 1: i ∈ I im.
Since (i,m) does not appear in (i,m), we have v ∈ Ker(e(i,m)) and hence f˜(i,m)v = f(i,m)v. Hence
we deduce that Φλ,w(f˜(i,m)v) = Φλ,w(f(i,m)v) = fiΦλ,w(v). Also, we have f˜iΦλ,w(v) = fiΦλ,w(v)
since f˜i = fi if i ∈ I
im (see §2.1). Thus the assertion follows in this case.
Case 2: i ∈ Ire.
Let v =
∑
n≥0 f
(n)
(i,1)vn, with vn ∈ Ker(e(i,1)), be the (i, 1)-string decomposition (see §2.1). Since
V˜w˜(λ˜) is stable under the action of e(i,1), we can show, by induction on n, that vn, f
(n)
(i,1)vn ∈ V˜w˜(λ˜)
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for all n ≥ 0. Hence the equality Φλ,w(v) =
∑
n≥0 f
(n)
i Φλ,w(vn) holds. Also, we have Φλ,w(vn) ∈
Ker(ei) since eiΦλ,w(vn) = Φλ,w(e(i,1)vn) = 0. Therefore, this expression for Φλ,w(v) gives the
i-string decomposition. Thus we have f˜iΦλ,w(v) =
∑
n≥0 f
(n+1)
i Φλ,w(vn), which is also identical
to the image of the element f˜(i,1)v =
∑
n≥0 f
(n+1)
(i,1) vn under the map Φλ,w. This proves Claim 1.

Now, let us show (iii). Note that Claim 1 above shows that Φλ,w induces the map Φλ,w :
B˜w˜(λ˜) → B(λ). Moreover, it is easily seen that the image of this map is Bw(λ), and that the
equality Φλ,w ◦ ˜ = idBw(λ) holds, where ˜ denotes (the restriction of) the map of (2) in §2.5.
From these observations, we see that if we take an element b˜ ∈ B˜0w˜(λ˜), which is the image
of an element b ∈ Bw(λ) under the map ˜, then we have G(b˜) = Φλ,w(G˜λ˜(b˜))≡ Φλ,w(b˜) ≡ b
mod qL(λ), where the second equality is due to (iii)′. For a general element b′ ∈ B˜w˜(λ˜), there
exists a diagram automorphism ω ∈ Ωλ,w such that ω
−1(b′) = b˜ ∈ B˜0w˜(λ˜), where b˜ is as above.
Since G˜λ˜ ◦ ω = ω ◦ G˜λ˜ and Φλ,w ◦ ω = Φλ,w (see §4.5), we see that G(b
′) = Φλ,w
(
G˜λ˜(ω(b˜))
)
=
Φλ,w
(
ω
(
G˜λ˜(b˜)
))
= Φλ,w
(
G˜λ˜(b˜)
)
= G(b˜). Therefore, we deduce that G(b′) ≡ b mod qL(λ). This
completes the proof of Proposition 4.6.1. 
In the same way as above, we can also show that the map Ψλ,w has properties similar to
those for Φλ,w, and hence induces the map Ψλ,w : Bw(λ) → B˜w˜(λ˜). In fact, this is identical to
the map ˜.
Corollary 4.6.2 With the notation above, the following hold.
(1) The maps Φλ,w and Ψλ,w induce maps Φλ,w : B˜w˜(λ˜) ։ Bw(λ) and Ψλ,w : Bw(λ) →֒ B˜w˜(λ˜)
such that Φλ,w ◦Ψλ,w = idBw(λ).
(2) The equalities Gλ ◦ Φλ,w = Φλ,w ◦ G˜λ˜ and G˜λ˜ ◦Ψλ,w = Ψλ,w ◦Gλ hold.
(3) Let b ∈ Bw(λ), b˜ = Ψλ,w(b), and ω ∈ Ωλ,w. Then, the equality G
(
ω(b˜)
)
= Gλ(b) holds.
5 Proofs of main results
5.1 Proof of Theorem 3
Proof of Theorem 3. If we write the element Ψλ,w(v) ∈ V˜w˜(λ˜) for v ∈ Vw(λ) as Ψλ,w(v) =∑
cω(b˜)G˜λ˜
(
ω(b˜)
)
, with cω(b˜) ∈ C(q), then we have v = Φλ,w(Ψλ,w(v)) =
∑
cω(b˜)Gλ(b) by Corollary
4.6.2 (3). Therefore, we conclude that Vw(λ) =
⊕
b∈Bw(λ)
C(q)Gλ(b). This proves Theorem 3. 
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5.2 Proof of Theorem 4
Before starting the proof of Theorem 4, we fix some notation. Let Bw(λ), B˜w˜(λ˜), and B˜
0
w˜(λ˜)
denote the subsets of path crystals corresponding to Bw(λ), B˜w˜(λ˜), and B˜
0
w˜(λ˜) via the isomor-
phisms B(λ) ∼= B(λ) and B˜(λ˜) ∼= B˜(λ˜) of crystals, respectively. Define subsets Bm of Bw(λ) for
m = 1, 2, by
B1 :=
{
Fmk−1wk−1 f
ǫk−1
ik−1
· · ·Fm1w1 f
ǫ1
i1
Fm0w0 πλ ∈ Bw(λ)
∣∣ ms ∈ Zℓ(ws)≥0 , 0 ≤ ǫs ≤ as for each s},
B2 := {f
ǫ
ik
π ∈ Bw(λ) | π ∈ B1, 0 ≤ ǫ ≤ ak},
and set B˜m := Ψλ,w(Bm) ⊂ B˜
0
w˜(λ˜), m = 1, 2.
Proof of Theorem 4. If w ∈ Wre, then chBw(λ) = Dw(e
λ) by [Kas2, Proposition 3.3.5], and
the assertion of Theorem 4 follows in this case. Let w = wkr
ak
ik
· · ·w1r
a1
i1
w0 be a minimal domi-
nant reduced expression. We assume that the equality chB1 = Dwk−1D
(ak−1)
ik−1
· · ·Dw1D
(a1)
i1
Dw0(e
λ)
holds, and show that chBw(λ) = DwkD
(ak)
ik
(chB1).
First, we show that chB2 = D
(ak)
ik
(chB1). Note that f
ǫ
ik
π ∈ B2 is not 0 for ǫ ≥ 1 if and only
if α∨ik
(
π(1)
)
> 0 (see [JL, Lemma 4.1.6 (1)]). Therefore, we deduce that
chB2 =
∑
π∈B1
α∨ik
(π(1))>0
ak∑
ǫ=0
ef
ǫ
ik
π(1) +
∑
π∈B1
α∨ik
(π(1))=0
eπ(1), (11)
and that the right-hand side of (11) is identical to D
(ak)
ik
(chB1) by the definition of D
(ak)
ik
.
Now, we show that chBw(λ) = Dwk(chB2). By [Kas2, Proposition 3.3.5], we have chB˜w˜(λ˜) =
Dw˜(e
λ˜) = Dw˜kDw˜−1
k
w˜(e
λ˜). Then, we can deduce that ch B˜0w˜(λ˜) = Dw˜k(ch B˜2) since B˜
0
w˜(λ˜) =
{Fmw˜kη | η ∈ B˜2, m ∈ Z
ℓ(w˜k)
≥0 } ⊂ B˜w˜(λ˜), and B˜2 has the string property (see [Jo, Lemma in §4.4]).
Therefore, we deduce that chBw(λ) = chΦλ,w
(
B˜
0
w˜(λ˜)
)
= Dwk(chΦλ,w(B˜2)) = Dwk(chB2).
Consequently, we obtain chBw(λ) = DwkD
(ak)
ik
(chB1). This proves Theorem 4 by induction
on k. 
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