Abstract. We show an interesting connection between two-way deterministic finite automata with monotonic counters and quadratic Diophantine equations. . We show that this case and variations of it are equivalent to the solvability of some special classes of systems of quadratic Diophantine equations. We also study the nondeterministic version of two-way finite automata augmented with monotonic counters with respect to the reachability problem. Finally, we introduce a technique which uses decidability and undecidability results to show "separation" between language classes.
Introduction
Two-way finite automata are not stronger than one-way finite automata in terms of language acceptance, since they both accept regular languages. However, when equipped with additional unbounded storage devices, these two classes of automata could be completely different (in computing power). A counter is one such device. It can store an integer number and can be incremented/decremented by one and tested against zero. It is well known that the emptiness problem for one-way finite automata augmented with a counter is decidable (in fact, emptiness is decidable even when the counter is replaced by a pushdown stack). However, from [9] , the emptiness problem for two-way finite automata augmented with one counter is undecidable, even when the input is unary. It is interesting to study under what restrictions of the counter the problem becomes decidable. One such restriction is to require that the counter be reversal-bounded (i.e., the number of alternations between nondecreasing mode and nonincreasing mode and vice-versa is bounded by a fixed integer independent of the computation) [5] . We use 2DCM(1) (resp. 2NCM(1)) to denote a deterministic (resp. nondeterministic) two-way finite automaton augmented with one reversal-bounded counter. It has been found useful to restrict the inputs to be from a bounded language (i.e., the inputs are in the form , where
are nonnegative integers) [5] . It is known that the emptiness problem for 2DCM(1) over a bounded language is decidable [4] . This result was later generalized to 2DCM(1) (not necessarily over a bounded language) [6] . For the nondeterministic counterpart, it has been recently shown that the emptiness problem for 2NCM(1) over a bounded language is decidable [1] . However, in general, the emptiness problem for 2NCM (1) is still an open problem.
Clearly, it is also desirable to study two-way finite automata augmented with multiple reversal-bounded counters. However, it turns out that these automata do not have a decidable emptiness problem even when they are deterministic and over a bounded language [5] . In this paper, we study these automata where the counters are monotonic (i.e., nondecreasing) instead of reversal-bounded. More precisely, we consider twoway deterministic finite automata augmented with monotonic counters over a bounded language. On each transition, is able to read an input symbol and increment some counters by 1. On an input, either eventually enters a deadlock state when no further transition is possible (i.e., halts) or runs forever. Thus, we do not assume that always halts on all the inputs. Notice that the monotonic counters do not participate in the dynamics of . Clearly, the counters are quite useful, e.g., in counting the number of time some particular event occurs (i.e., the number of reads for a symbol).
We are interested in the following reachability problem: Given a machine , a state has only one term, the problem is decidable. Again, both of these cases are equivalent to solving special classes of quadratic Diophantine equations. We also study the nondeterministic version of two-way finite automata augmented with monotonic counters and show that (in contrast to the deterministic model) the reachability problem is undecidable when ¢ is an equality relation, or when ¢ is a semi-equality relation where each ¢ ¦ a single term. We note that the model and techniques presented in this paper are incomparable to those investigated in [4] (though the title looks similar). The paper [4] focuses on 2DCM(1) over bounded languages and uses Lipshitz's theorem [7] , while here, the model deals with multiple counters with Presburger constraints. However, interestingly, we are able to use the results obtained in this paper to prove some new results on 2DCM(1) and 2NCM(1). It was not known whether the class of languages accepted by 2NCM(1) is the same as the class of languages accepted by 2DCM(1). That is, as language acceptors, are 2NCM(1)'s strictly more powerful than 2DCM(1)'s? We show how our decidability and undecidability results can be used to answer this question affirmatively: there is a language that can be accepted by a 2NCM(1) but not by a 2DCM (1) . The technique is interesting as it does not use the usual pumping lemma, crossing sequence, or other combinatorial arguments.
The rest of the paper is organized as follows. In Section 2, we give some known results on reversalbounded counters and semilinear sets needed in the paper. In Section 3, we define the model of a deterministic finite automaton with monotonic counters and the fundamental problem concerning this machine. In Section 4, we show the connections between the model and its variations to some classes of quadratic Diophantine equations. In Section 5, we discuss the nondeterministic model and present some further results. In Section 6, we look at the the language recognition power of 2DCM(1) and 2NCM (1) . Section 7 is a brief conclusion.
Preliminaries
Let be a nonnegative integer. A -counter machine is a two-way nondeterministic finite automaton with input endmarkers (two-way NFA) augmented with counters, each of which can be incremented by 1, decre-mented by 1, and tested for zero. We assume, w.l.o.g., that each counter can only store a nonnegative integer, since the sign can be stored in the states. If is a nonnegative integer, let 2NCM( , ) denote the class of -counter machines where each counter is reversal-bounded, i.e., it makes at most alternations between nondecreasing and nonincreasing modes in any computation; e.g., a counter whose values change according to the pattern ), i.e., the counters are monotonic (i.e., nondecreasing). Clearly, we may assume that the counters in a 2NCM( , ¡ ) do not participate in the dynamic of the machine, since the finite-state control need only keep track of when the counters become positive.
A 2NCM( , ) is finite-crossing [3, 5] if there is a positive integer such that in any computation, the input head crosses the boundary between any two adjacent cells of the input no more than times. Note that a 1-crossing 2NCM( , ) is a one-way nondeterministic finite automaton augmented with -reversal counters. 2NCM( ) will denote the union of 2NCM( , ), 
. The following theorems summarize the important results concerning reversal-bounded counter machines which we will need in the paper.
Theorem 1.
There is a fixed such that the emptiness problem for 2DCM (2, ) over bounded languages is undecidable [5] .
Theorem 2. The emptiness problem is decidable for the following classes:
(a) 2DCM(1) [6] .
(b) 2NCM(1) over bounded languages [1] . (c) 2NCM( ) over a unary alphabet, for every [6] . (d) finite-crossing 2NCM( ), for every [3, 5] . 
2FAMC and Diophantine Equations
The open problem concerning 2FAMC is intimately connected to Diophantine equations. Consider a system is an integer (positive, negative, or zero). We say that Proof. We only need to prove the "if" part. So let 
We can easily construct a 1-crossing 2NCM( ) for some It is not known whether there is an algorithm to determine, given a system F (either type 1 or type 2), whether it has a solution. It turns out that this problem is equivalent to the reachability problem for 2FAMC. Proof. By Lemma 1, we need only consider a type 2 system. The input to is a tuple of nonnegative integers
Lemma 2. Given a system
(initially 0 and to be defined below) and operates as follows:
, reads the two-way input and computes
, reads the two-way input and computes 
is an atomic equality relation. Since is deterministic, if crosses a cell twice in the same direction and in the same state, then it is in a loop, and will repeat the loop forever. (1) The following, which is equivalent to Open Problem 1, follows from Lemmas 2 and 3.
Open Problem 1': Is it decidable to determine, given a system Turning now to the case when the semi-equality relation is width 2, we have the following rather surprising result. 
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. Also, assuming that the terms are verified (to be described below), the polynomial has a nonnegative integer solution.
Since we want to make sure that no counter is involved in more than one comparison, we can add additional counters that are used only in this phase: 
Note that the above atomic comparisons need not all be satisfied at the same time (so long as each is satisfied at some time during the computation). We will see that
are involved in comparisons in Phase 2, so we don't want to use them for comparisons in this phase.
Phase 2:
In this phase, verifies that the value of each original input symbol is correct. This phase does not halt. It iterates a "process" that we describe below.
We first describe the operation of on one original input symbol. Suppose the symbol is . That is, we only need to verify the following constraints:
Once this is done, we can safely say that Proof. The first part follows from the proof of Corollary 2. The second part follows from the proof of Theorem 6 (see also the proof of Lemma 3).
Nondeterministic 2FAMC
In this section, we study the reachability problem when the 2FAMC is nondeterministic. We begin with the following theorem. Proof. Given , we construct a 2NCM(1) (i.e., a two-way nondeterministic finite automaton with one reversal-bounded counter) % w hich accepts a nonempty language if and only if satisfies the relation
be the input alphabet of . The input alphabet of
, where 
. . . . We show that this problem is decidable. Notice that this decidability does not simply follow from Corollary 4.
Theorem 12.
It is decidable to determine, given a 2NCM (1) and a Presburger formula
Proof. We construct from and 
Proof. It is known that, in general, a system of quadratic Diophantine equations is unsolvable [8] . Hence, it is undecidable to determine, given an E and a Presburger formula . But this leads to a contradiction, since the emptiness problem for DCM(1)'s is decidable by Theorem 2(a). We note that cannot also be accepted by a 2NCM(1), since the emptiness problem for these machines over bounded languages is also decidable by Theorem 2(b).
Finally, we show that there is a language accepted by a 2NCM(1) that cannot be accepted by a 2DCM(1). Interestingly, one can prove this result by a reduction to the halting problem for Turing machines, as we show below. Consider only single-tape TMs over the alphabet ¡ is empty. The result now follows from the undecidability of the halting problem for TMs on blank tape and the fact that the emptiness problem for 2DCM(1)'s is decidable (Theorem 2 (a)).
Remark:
The "halting sequence of configurations of a TM" has been used before to investigate the undecidability of certain questions concerning language acceptors. What is new in the construction in the proof of Lemma 4 is that we use a single language (sort of universal) $ to encode the halting sequences of configurations of all TMs. We needed a single language since, otherwise, the reduction to the halting problem in Theorem 15 will not work.
Conclusion
We introduced the model of a two-way finite automaton augmented with monotonic counters operating on inputs over a bounded language, and studied the decidability of the reachability problem for both the deterministic and nondeterministic varieties. In particular, for the deterministic case (and its variations), we showed the connection of the reachability problem to the solvability of some classes of quadratic Diophantine equations. Finally, we presented a new technique for separating language classes using decidability and undecidability results.
