In this article we focus on approximation algorithms for facility location problems with subadditive costs. As examples of such problems, we present three facility location problems with stochastic demand and exponential servers, respectively inventory. We present a (1 + , 1)-reduction of the facility location problem with subadditive costs to the soft capacitated facility location problem, which implies the existence of a 2(1 + )-approximation algorithm. For a special subclass of subadditive functions, we obtain a 2-approximation algorithm by reduction to the linear cost facility location problem.
Introduction
In the last years, facility location problems have been extensively studied in the literature. In a facility location problem, we are given a set of demand points and a set of locations where facilities may be opened. The goal is to decide at which location to open facilities and how to assign demand points to facilities such that the total cost of opening facilities and connecting demand points to facilities is minimized.
The facility location problem and its variants has proved to be a very useful tool in modelling many network design or location problems, such as location of plants or warehouses [23, 8] and placement of caches [11] .
In this paper we study a variant of the facility location problem, where the total costs incurred at facilities for opening and purchasing the necessary resources for satisfying the demand are subadditive. The subadditive costs suggest that sharing the resources between demand points is never less profitable then installing resources for each demand point separately. We are interested in the relationship between this problem and known facility location problems, in particular from the perspective of approximation algorithms.
As examples of a facility location problemwith subadditive costs, we present three facility location problems with stochastic demands. At demand points a stochastic number of requests for items is generated. At open facilities, some resources have to be purchased in order to satisfy the demand. Usual examples of such resources are inventory and servers.
We will call a polynomial time algorithm a -approximation algorithm if it always finds a feasible solution with objective function value within times the optimum. The value is called the performance (approximation) guarantee of the algorithm.
The simplest version of a facility location problem, the metric uncapacitated facility location problem (UFLP), that is the facility location problem with no restrictions on the facilities or the assignment of demand points and with the transportation costs being a metric, is known to be NP-hard. If the transportation costs are unrestricted, approximating the UFLP is as hard as approximating set cover, and therefore cannot be approximated better than within a factor of O(log n) the optimum, unless NP ⊆P. In this article, we assume, for all the facility locations mentioned, that the transportation costs form a metric. There are several approximation algorithms for the UFLP known in the literature [1, 7, 10, [14] [15] [16] 19, 23] . The currently known best performance guarantee for the UFLP is 1.52, due to Mahdian et al. [19] . Guha and Khuller [10] and Sviridenko [24] have proved that a better factor than 1.463 for the UFLP is not possible unless NP ⊆P.
The problem in which each facility has a certain capacity, but more facilities may be opened at a location if the demand exceeds the capacity of one facility, is known as the soft capacitated facility location problem. The approximation algorithms for the soft capacitated facility location problems are usually based on reductions to the uncapacitated version of the problem [15, 14, 19, 20] . The best approximation algorithm for this problem has an approximation ratio of 2 and was proposed by Mahdian et al. [20] . In [13] , the authors show that the variant in which the cost of facilities are concave functions of the number of demand points served can be easily reduced to the UFLP, and propose a 1.861 approximation algorithm based on the technique of dual fitting and factor revealing LPs introduced in [14] . For the hard capacitated facility location problem with splittable demands, where each facility has a certain capacity, only one facility may be open at a location and a demand point may be served by several locations, the best approximation algorithm is due to Zhang et al. [27] , and achieves an approximation ratio between 3 + 2 √ 2 − and 3 + 2 √ 2 + , for any given constant > 0.
Subadditive cost functions appear very often in several variants of stochastic facility location problems (problems where the demand is stochastic or/and the service offered by facilities is of stochastic nature). In the OR literature, several heuristics for these problems are known (see e.g. [2] [3] [4] 21, 25] ). However, only recently approximation algorithms for stochastic facility location problems started to be developed. To the best of our knowledge, the first approximation algorithm for a stochastic facility location problem was proposed by Ravi and Sinha in [22] and was improved by Mahdian in [17] . The latest algorithm is based on the primal-dual technique and has a 3-approximation guarantee. Their approach is scenario-based, i.e. in each scenario all the data are known, including the probability with which each scenario takes place. In [12] , Gupta et al. present an approximation algorithm for a variant of the stochastic facility location problem where only the probability distribution of the clients is known and the facilities can be opened in two stages: before the actual demand points are known, at a lower price, or later, after the actual demand points are known, at a higher price. In [5, 6] approximation algorithms were proposed for a facility location problem with stochastic demands and periodically replenished inventory. This paper is organized as follows. In Section 2 we introduce the class of facility location problems with subadditive costs and present three examples with stochastic data. In Section 3 we present two reductions of the facility location problem with subadditive cost functions to facility location problems with known approximation algorithms. The first one is a reduction to the soft capacitated facility location problem which will, based on results in [20] , imply the existence of a 2(1 + )-approximation algorithm for the facility location problem with subadditive costs. For a special class of subadditive functions, we present a reduction to the linear cost facility location problem. Combining this result with the approximation algorithm for the linear cost facility location problem presented in [20] , we infer that a 2-approximation algorithm exists. We conclude with some remarks on the class of facility location problems we have analyzed.
The facility location problem with subadditive costs
The facility location problem with subadditive costs can be formulated as follows. There is a set of demand points D, at which r j requests (j ∈ D) are generated, and a set of locations F, where facilities may be opened. The transportation cost per unit of demand from location i ∈ F to demand point j ∈ D is c ij . The transportation costs between demand points and locations are assumed to be proportional to the distances and to form a metric. At every open facility, certain resources have to be purchased in order to satisfy the demand. 
Subadditivity implies that sharing resources by demand points is not less profitable than having separate resources for each demand point. We assume that the functions v i are not a part of the input. The goal is to decide where to open facilities, how to assign demand points to facilities and what is the necessary quantity of resources at each open facility such that the total cost (transportation costs and opening facilities cost) is minimized. Remark 1. Note that if the v i 's were concave, one could use the 1.861 approximation algorithm proposed in [13, 18] for solving the above problem. This algorithm, based on the dual fitting and factor revealing LP techniques relies heavily on the concavity of the cost function, and therefore is not suitable for subadditive cost functions.
Examples of facility location problems with subadditive costs are frequently met in the stochastic OR literature. Below we will present three of them.
Examples of facility location problems with stochastic demand
In the examples we present, at each demand point j ∈ D requests are generated according to a Poisson process with rate j , independent of the processes at other demand points. As the incurred costs, we consider the expected costs made during an arbitrary unit period. For example, we define the transportation costs from demand point j to location i as the transportation cost of a single item, multiplied by the expected number of generated requests during a unit period.
Note that, since the requests are generated according to independent Poisson processes, the arrival processes of requests at facilities, is a Poisson process as well.
Next we present the specific details to each example. [5, 6] )
Facilities with periodically replenished inventory (from
In this variant of the facility location problem, at each open facility an inventory is kept such that arriving requests find a zero inventory (and are lost), with probability at most . We then say that (1 − ) is the fill rate of the system. The inventories at the open facilities are restored only at equidistant points in time and the period between two such points is called a reorder period. The holding cost per unit of inventory at an open facility i ∈ F is c i and the cost of keeping a facility open at location i ∈ F during a reorder period is f i . Since the requests at demand point j are generated according to a Poisson process, the number of requests during reorder periods are independent and have a Poisson distribution (see e.g. [26, p. 70 
]).
Denote by V i the inventory order up to level at facility i ∈ F , i.e. the inventory level at the beginning of a reorder period. The constraint on the fill rate is written as P an arbitrary request arriving at facility i with inventory level
Next we will give an equivalent formulation of constraints (2) . Let D i be the set of demand points that is assigned to location i and letX i be the total demand assigned to location i during a reorder period. Clearly,X i has a Poisson distribution with mean E(X i ) = j ∈D i j . From the theory of regenerative processes (see e.g. [26] ), it follows that for location i, the following holds:
P an arbitrary request arriving at facility i with inventory level
Condition (2) can be rewritten as
For a Poisson distributed random variable Y with E(Y ) = , define the inventory V ( ) by
Note that V ( ) is the minimal order up to level to satisfy condition (2) at a location when the expected demand per reorder period at that location is . Thus, for an expected demand at a location i, the costs that are made are
Clearly, v i satisfies condition (1). In the following lemma, we show that V ( ) is subadditive, which implies that the cost functions for facilities are subadditive.
Lemma 2. The function V satisfies
Proof. Suppose that two independent Poisson streams with rate 1 , respectively 2 , arrive at a location i and that the inventory level at location i is
Let Y 1 and Y 2 be the number of arrivals in the first, respectively in the second stream. Since, for y 1 , y 2 ∈ R,
it is readily seen that
.
Facilities with exponential servers
In this problem, at each location i, one may install servers with exponential service time. The cost of installing servers at an open facility i ∈ F is linear in the number of servers. The necessary number of servers at a facility is influenced not only by the demand served by an open facility, but also by a prespecified upper bound on the expected waiting time of a customer.
The incurred costs are the expected transportation costs and the facility costs; the cost at a facility is composed from a fixed cost f i and the cost of installing the necessary servers for satisfying the demand (cost c i per server). The goal is to decide where to open facilities, how many servers to install at each open facility and an assignment of demand points to the open facilities such that the total cost is minimized and no customer has an expected waiting time larger then .
We model a facility as an M /M/k queue. In this model, customers arrive according to a Poisson process with rate . They are served by one of the k servers and have independent service times which are exponentially distributed with expectation 1. We assume that at time 0 the system is empty. The queueing discipline is first come first served.
Let W ( , k) denote the expected waiting time at such a queue. At an open facility i with arrival rate i and k i servers, the constraint on the waiting time becomes W ( i , k i ) (an explicit expression for this expectation can be found in e.g. [9, p. 71] ). Define N ( ) = min{k|W ( , k) }. The following result can be easily proven (see Lemma 18 in Appendix)
which implies that in this facility location problem with exponential servers, the cost functions for facilities, defined by v i ( ) = f i + N ( )c i , are subadditive. Clearly, the v i 's also satisfy condition (1).
Facilities with inventory replenished by exponential servers
In this variant of the facility location problem, inventory is kept at each open facility. An arriving request finding a zero inventory (and has to wait), is backlogged. The inventories at the open facilities are restored by servers installed at the facilities. The costs during a unit period at an open facility at location i ∈ F are g i per unit inventory, p i per backlogged customer, c i per installed server and f i for keeping the facility open.
The goal is to decide at which locations to open facilities, the level of inventory, the number of servers to be installed at each open facility and an assignment of demand points to facilities such that the average total cost per unit period is minimized. The total cost is the sum of the expected transportation costs, the facility costs and the costs for backlogged customers.
As in the previous example, we model a facility with k servers as an M /M/k queue. The queueing discipline is again first come first served. We assume that the maximum number of stored items is m. Let L ∞ ( , k) denote the number of customers at such a station in steady state. The number of backlogged requests can now be written as max {0, L ∞ ( , k) − m} (an explicit expression for the distribution of L ∞ ( , k) can be found in e.g. [9, p. 71 
]).
At an open facility i with arrival rate , the cost function can be written as
From Lemma 19 (see Appendix) follows that v i is subadditive. It can be easily verified that v i also satisfy condition (1).
Approximation algorithms
The facility location problem with subadditive cost function is a generalization of the UFLP and therefore an NP-hard problem. For this reason, we are interested in approximation algorithms for this problem. Our analysis is based on reducing the facility location problem with subadditive costs to other types of facility location problems for which approximation algorithms are known.
To categorize the reductions, we introduce some notations. For a facility location problem P and an instance I, a feasible solution S is formed by a set of open facilities and an assignment of demand points to the open facilities. We denote by cost f,I(P ) (S) the cost incurred for opening facilities, including the cost for purchasing resources and by cost c,I(P ) (S) the transportation cost incurred by S. (b) For any feasible solution S 2 for the instance R(I) of P 2 , there is a feasible solution S 1 for the instance I of P 1 with
Definition 4.
An algorithm is called an ( , )-approximation algorithm for a facility location problem P, if for any instance I of P, and for any solution S for I the cost of the solution found by the algorithm is at most cost f,P (S) + cost c,P (S).
Remark 5.
Note that combining a ( f , c )-reduction from P 1 to P 2 and an ( , )-approximation algorithm for P 2 gives an ( f , c )-approximation algorithm for P 1 . Moreover, the approximation guarantee of the algorithm for P 1 is max{ f , c }.
Finally, we introduce some functions related to the subadditive cost functions v i and analyse their properties. Define the generalized inverse function of v i by
the inverse function maps the cost of a resource level to the maximal demand that can be served at this cost. Denote
The function h i ( , u 
i (v i (u)).
In the next section, we use the functions v i and h i to construct soft capacitated facility location problems to which our original facility location problem can be reduced. In doing this, we use properties of these function stated in the following lemma. The facility location problem with subadditive cost functions can easily be reduced to the following soft capacitated facility location problem. At each location i, facilities with capacity h l * i (1, 0) and corresponding costs v i (h l * i (1, 0)) for l = 0, 1, . . . , min{n|h n * i (1, 0) j ∈D r j } may be opened. Although more facilities may be opened at a location, this will not occur in the optimal solution due to the subadditivity of the cost function. By the direct identification of solutions in the original and the soft capacitated facility location problem (same assignment of demand points to locations), we see that the cost for both solutions is equal. Note that this reduction runs only in pseudopolynomial time. If its running time of was polynomial, then it would have been a (1, 1)-reduction.
Lemma 6. The functions v i and h i have the following properties:
However, due to the subadditivity of v i , it is possible to reduce the problem to facility location problems for which approximation algorithms have been developed. First we will show that a 2(1 + )-approximation algorithm exists, based on a reduction to a soft capacitated facility location problem. For facility location problems with subadditive cost functions satisfying v i (d) i d, for some i > 0, we propose a 2-approximation algorithm based on a reduction to a facility location problem with linear cost function. These reductions are the topic of the next sections.
The results in the next two subsections rely on the following theorem proven in [20] .
Theorem 7 (Mahdian et al. [20]). (a) There exists a (2, 2)-approximation algorithm for the facility location problem with soft capacities and unit demands. (b) There exists a (1, 2)-approximation algorithm for the facility location problem with linear costs (the cost for opening a facility is linear in the demand served by that facility).
Remark 8. The (2, 2)-approximation algorithm for the facility location problem with soft capacities described in [20] can be easily extended to general demands (see Lemma 20 in Appendix).
A 2(1 + )-approximation algorithm
In this section, we show that a 2(1 + )-approximation algorithm for the facility location problem with subadditive costs exists. First we propose a (2, 1)-reduction to a soft capacitated facility location problem. Then we refine the soft capacitated problem and show that a (1 + , 1)-reduction is possible. The 2(1 + )-approximation algorithm will follow by combining the reduction with Theorem 7(a) and Remark 8.
Let I be an instance of a facility location problem with subadditive cost functions. Construct the following instance I 2 of the soft capacitated facility location problem. The demand points, their requests and facility locations are the same as in I. For i ∈ F , let M i = log 2 ( j ∈D r j /s i ) + 1, where s i is the step width of the first step of v i (see (1)). At each location i ∈ F , M i types of facilities may be opened. A facility of type at location i is denoted by the pair (i, ). Facility (i, ) has capacity u i1 = s i for = 1, capacity u i = h 0 * i (1, 2u i −1 ) for ∈ {2, . . . , M i } and cost f i = v i (u i ). At each location i ∈ F , at most one facility of each type may be opened. The goal is to decide where to open facilities and of which type, and how to assign the demand points to facilities, such that the total cost, i.e., the cost for opening facilities and the transportation cost, is minimized.
Remark 9. (a) From Lemma 6(b) and the subadditivity of v i , follows that v i (u i
(b) Suppose that in the optimal solution for I 2 , at location i a facility of type k < M i is opened. Since opening a facility of type k + 1 is not more expensive and has at least the same capacity as two facilities of type k, only one facility of type k is opened. Suppose now, that in the optimal solution, a facility of type M i is opened. Since this facility already can handle all the demand, no other facility will be opened at location i. Thus, in the optimal solution, at most one facility of a type is opened.
In the following lemma we prove that the construction described above leads to a (2, 1)-reduction of the facility location problem with subadditive costs to the soft capacitated facility location problem. 
(iii) Follows from (i) and (ii) of this lemma.
In the following, we refine the (2, 1)-reduction of the facility location problem with subadditive cost function to the soft capacitated facility location problem to a (1 + , 1)-reduction.
Let I 1+ be the following instance of the soft capacitated facility location problem. The demand characteristics and the locations of the facilities are the same as in I. At each location i ∈ F , at most M i types of facilities may be opened (and only at most one facility of each type). A facility of type at location i, has capacity u i and opening cost v i (u i ), where M i and the capacities u i are defined below.
For > 0, construct iteratively the sequence u i,ml as follows: 
with s i as defined in ( 
As in Remark 9(b), we will show that in an optimal solution for I 1+ , at most one facility of a type is opened at every location. Assume that in the optimal solution, at least one facility of type k at location i is opened. Suppose that u ik , the capacity of facility facilities (i, k) . Hence, in the optimal solution for I 1+ , at every location at most one facility of type k will be opened.
Lemma 12.
For any > 0, the facility location problem with subadditive cost functions can be (1 + , 1)-reduced to a soft capacitated facility location problem.
Proof. We follow the proof of Lemma 10. Consider a feasible solution S 1 for I and construct a feasible solution S 2 for I 1+ as follows. Open a facility at location i in S 2 only if a facility is opened at i in S 1 . The type of the open facility is = min{n|d i u in }, where d i is the demand assigned to i in S 1 . By Remark 11(b) and the definition of , it follows that the cost of opening facilities in I 1+ is at most (1 + ) times the facility costs in I. The transportation costs incurred by S 1 and S 2 are clearly the same. Now consider a solution S 2 for I 1+ and construct a corresponding solution S 1 of I, of lower cost, as follows. Open a facility at location i in S 1 only if a facility of any type was opened at i in S 2 . Assign to i all the demand assigned to all facilities opened at i in S 2 . As in Lemma 10, one can show that S 1 incurs the same transportation cost and lower opening facility cost than the costs incurred by S 2 .
Theorem 13. There exists a 2(1 + )-approximation algorithm for the facility location problem with subadditive cost functions.
Proof. Recall that SP 1+ is a soft capacitated facility location problem with general demands. The lemma follows by combining Remark 8, Lemma 12 and Remark 5.
Next we refine the approximation guarantee for a specific class of subadditive functions.
A 2-approximation algorithm
In this section we assume that the functions v i satisfy
Condition 14.
(a) In any finite interval the number of jump points of v i is finite.
These properties enable a 2-approximation algorithm for our problem. The algorithm is based on a (2, 1)-reduction of the facility location problem with subadditive cost functions to the facility location problem with linear costs and general demands. This reduction, together with Theorem 7 will lead to a (2, 2)-approximation algorithm for the special class of facility location problems with subadditive costs under consideration. The main idea of the reduction is that v i (d i ) can be approximated within a factor of 2 by a piecewise linear function with the number of segments independent of the input size.
Before presenting the reduction, we introduce some notations. Let I be an instance of the facility location problem with subadditive costs satisfying the extra Condition 14. We proceed with the (2, 1)-reduction to the linear cost facility location problem with general demands. Clearly, the transportation costs incurred by S 1 and S 2 are the same. Between the costs of opening the facilities, the following relationship exists.
where the last equality follows from the fact that 
and
Combining (4) and (5), it follows that cost f,
From Theorem 7 and Lemma 15 the next theorem follows.
Theorem 16.
There exists a 2-approximation algorithm for the facility location problem with stochastic demands and inventory.
Conclusions
In this paper we have considered facility location problems with shared resources, which are modelled via subadditive costs for opening facilities. As examples of such problems, we have presented three facility location problems with stochastic demand and exponential servers, respectively inventory. We have proposed a 2(1 + )-approximation algorithm for this model based on a (1 + , 1)-reduction to a soft capacitated facility location problem with general demands. For the special case where the subadditive cost functions have a positive linearly increasing lower bound, we have proved the existence of a 2-approximation algorithm.
Appendix A
In this appendix we prove some results that are used in this paper. We present three lemmas on queues that are used in the examples at the end of Section 2. The appendix ends with a lemma on the existence of an approximation algorithm for the soft capacitated facility location problem.
In the sequel, we focus on M /M/k queueing systems. In these models, customers arrive according to a Poisson process with rate . They are served by one of the k servers and have independent service times which are exponentially distributed with expectation 1. We assume that at time 0 the system is empty. Denote the number of customers in the system at time t by L t ( , k).
Proof. Consider an M 1 /M/k 1 queue and an M 2 /M/k 2 queue in isolation. We say that the servers and customers served in the M 1 /M/k 1 system are of type I and the servers and customers served in the M 2 /M/k 2 system are of type II.
Consider a new M 1 + 2 /M/k 1 + k 2 queue, formed by "merging" the M 1 /M/k 1 and M 2 /M/k 2 queues with the following working discipline. Each server basically serves clients of the same type. However, if the server is idle, it will serve a client of a different type if such a client is present. If during such an event a customer of the same type as the server arrives, the service of the customer of different type is interrupted and this customer goes back in queue. The service of the newly arrived customer (of the same type as the server) begins immediately. Since the service times are exponentially distributed, the number of customers in the new queue is the same as in an M 1 + 2 /M/k 1 + k 2 with a standard first come first served working discipline and less than the total number of customers in the M 1 /M/k 1 and M 2 /M/k 2 systems in isolation. This proves the lemma. Proof. From Little's Law (see e.g. [26, p . 235]) we know that in steady state, the expected sojourn time of a customer is linear in the expected number of customers in the system that is W ( , k) = E(L ∞ ( , k))/ . From the definition of N ( ) and the previous lemma follows that ( 1 , N ( 1 )) ) + E(L ∞ ( 2 , N ( 2 ) )) ( 1 , N ( 1 ) ))
This proves the lemma.
Lemma 19. The expected numbers of backlogged customers in M /M/k queues with an initial inventory m (denoted
Proof. Since max{0, 1 + 2 − m 1 + m 2 } max{0, 1 − m 1 } + max{0, 2 − m 2 }, and in a system where the servers are shared, the number of customers is not more than in a system without shared servers (see Lemma 17) , the lemma follows.
Lemma 20. There exists a (2, 2)-approximation algorithm for the soft capacitated facility location problem with general demands.
Proof. In [20] , the authors first present a (2, 1)-reduction of the soft capacitated facility location problem with unit demands to a linear cost facility location problem. Then the authors prove that the algorithm proposed by Jain et al. [14] for the UFLP can be used for deriving an (1, 2)-approximation algorithm for the linear cost facility location problem.
The same ideas can be applied to design a (2,2)-approximation algorithm for the soft capacitated problem with general demands. We will just describe the reduction of a soft capacitated facility location problem with general demands to a linear cost facility location problem, the rest of the proof being identical to the one in [20] . In general, we denote by f i the cost of opening a facility at location i and by u i the capacity of this facility. Consider an instance I of a soft capacitated facility location problem with general demands. Construct an instance of a linear cost facility location problem as follows: the demand points, demands, set of locations, transportation costs are the same as in I. The costs of opening facilities are given by f i = f i (1 + d i u 
