We show that the classical Koecher's principle for holomorphic Siegel modular forms generalizes to all PEL-type cases, in mixed characteristics and for all vector-valued weights, and also generalizes to higher coherent cohomology groups of automorphic bundles of degrees strictly less than the codimensions of the boundaries of minimal compactifications minus one.
Background
The classical Koecher's principle asserts that the growth condition is redundant for holomorphic Siegel modular forms of parallel weights and of genus at least two-they are automatically bounded along the cusps. In the algebro-geometric language, this means that, over a Siegel modular variety of genus at least two, the holomorphic global sections of certain automorphic line bundles always extend to global sections of certain canonical extensions of such line bundles over the toroidal compactifications. This assertion admits natural analogues for algebraic global sections (which also makes sense in mixed characteristics), for more general automorphic (vector) bundles (which are not necessarily of parallel weights), and for all other Shimura varieties (which generalize the Siegel modular varieties). The aim of this article is to show that these natural analogues are true, and to generalize them to the case of higher (coherent) cohomology groups of automorphic bundles.
For holomorphic automorphic forms realizing global sections of automorphic line bundles of parallel weights, the original statement in the Siegel case is [27, Satz 2] , and an (earlier) analogue for Hilbert modular forms over Let us begin with the setup in [32] . Consider an integral model M H → S 0 = Spec(O F0, (2) ) of a PEL-type Shimura variety, where F 0 is the reflex field defined by the integral PEL datum (O, , L, · , · , h 0 ) defining M H , where 2 is a set of good primes, where O F0, (2) is the localization of the ring of integers of F 0 with residue characteristics in 2, where G(Ẑ 2 ) is the integral adelic points (away from 2) of the algebraic group defined by the integral PEL datum, and where H ⊂ G(Ẑ 2 (2 ) , where F 0 is a finite extension of F 0 over which the Hodge decomposition determined by h 0 is defined, and where 2 can be taken to be any subset of 2, so that we have an algebraic group scheme M 0 , and so that, for any coefficient ring R over R 0 and any coefficient module W ∈ Rep R (M 0 ) which is locally free of finite presentation over R, we can define an automorphic bundle E M0,R (W ) over M H , together with its canonical extension E can M0,R (W ) and subcanonical extension E sub M0,R (W ) ] and the references there for the relation between the algebraically and analytically defined canonical extensions when R = C.)
For simplicity, we shall fix the choices of H and Σ, and often drop them from the notation. (The choice of Σ will not matter for our purpose, by the same argument as in the proof of [32, Lem. 7 
Remark 2.4.
The condition c M > 1 is satisfied when every Q-simple factor of the Shimura variety is either compact or of dimension larger than one (cf. [32, Rem. 7.2.3.15] ). Thus, all noncompact curve cases are excluded. In the Siegel case this means the genus is greater than one, and in the (Q × -similitude) Hilbert case this means the degree of the totally real field is greater than one. Such theorems are useful because one can often construct sections of E over M (or its complex analytification) more easily. The most typical examples are the construction of Hasse invariants and their vector-valued generalizations when R is a perfect field of some positive characteristic; and the construction of holomorphic Eisenstein series when R = C and when we consider the sections of the analytification of E over the analytification of M. A priori, these are only defined away from the boundary of M tor ; but Koecher's principle (as in Theorem 2.3 and its complex analytic analogue implied by Theorem 2.5) shows that, when c M > 1, such sections always extend to all of M tor (and, in the complex analytic setup, algebraizes by GAGA [44, §3, 12, Thm. 1]). Also, such theorems allow one to formulate statements in cohomological degrees strictly below c M − 1 without mentioning the toroidal compactifications at all.
Here is an outline of the rest of this article. In Section 3, we explain how to reduce the proof of Theorem 2.3 to some comparison assertion for the cohomology of certain formal schemes. We also state Theorem 3.9, which is a generalization of the vanishing theorem mentioned at the end of Section 1, and explain how to reduce its proof to some vanishing assertion for the cohomology of certain formal schemes. In Section 4, we analyze the structure of the formal schemes in question, and give sufficient conditions for the desired assertions to hold. In Sections 5, 6, and 7, we verify that the conditions are indeed satisfied, and prove Theorems 2.3 and 3.9. In Section 8, we explain how to deduce Theorem 2.5 from Theorem 8.1, the latter of which can be viewed as a stronger form of our higher Koecher's principle in the algebraic setup, and explain how to deduce Theorem 8.1 from Theorem 3.9 by Serre duality. In Section 9, we show that no higher Koecher's principle can be expected to hold in degree c M − 1, so that Theorem 2.5 is sharp. Finally, in Section 10, we remark about other setups where our methods work.
We shall follow [32, Notation and Conventions] unless otherwise specified.
Preliminary reductions
Since M tor , M, and M 0 are separated and of finite type over S 0 , and since W is locally free of finite presentation over R, by writing R as an inductive limit over its sub-R 0 -algebras, we may assume that R is of finite type over R 0 , which is in particular noetherian.
For simplicity, we shall replace S 0 , M, M tor , M min , etc with their base changes from Spec(O F0, (2) ) to Spec(R), denoted abusively by the same symbols. (Their qualitative descriptions remain the same.) Then E (already defined over R, not its further base change from O F0, (2) to R) is locally free of finite rank over M, and E can and E sub are locally free of finite rank over M tor .
Since 
Since j min = •j tor , by (3.1) (and the quasi-compactness and separateness of all schemes and morphisms involved, so that taking direct limits and direct images commute), and by the Leray spectral sequence [13 
Since is proper and M min H,R is noetherian, R a * (E can ) and R a * (E can (nD )) are coherent for all n and a (see [18, III, 3.2.1] ). In order to show that (2.6) is an isomorphism for all a < c M − 1 (resp. a = 0 when c M > 1), it suffices to show that
is an isomorphism for all n ≥ 0 and all a < c M − 1 (resp. a = 0 when c M > 1). In order to also show that (2.6) is injective for a = c M − 1, it suffices to show the stronger assertion that, for all n ≥ n ≥ 0 and all a < c M − 1,
We will explain in Section 8 how to deduce this from Theorem 3.9 below. Next let us show that the assertions in Theorem 2.5 concerning the complex analytifications follow from the corresponding algebraic assertions. Let us denote complex analytifications by the superscript "an". By the relative GAGA principle in [17, XII, Sec. 4] , it suffices to prove the following: [45] has been addressed by [48] and [47] .
So we will no longer see complex analytifications in our methods. Our first goal will be to prove Theorem 2.3. Although Theorem 2.3 is a special case of Theorem 2.5, it will be proved by a method that also generalizes to the case of partial compactifications in [28] , which might be of some independent interest.
By the reduction steps above, in order to prove Theorem 2.3, it suffices to show that, for an arbitrary geometric pointx of M min , the pullback of , it suffices to show that, for all n > 0, the canonical morphism
is bijective when c M > 1.
Our second goal will be to prove the following:
Remark 3.10. The assertion that R a * E sub = 0 for all a > 0 was proved for certain unitary cases in [22] and for all PEL-type cases in [28, Sec. 8.2] . The proof of Theorem 3.9 will be essentially a review of the one in [28, Sec. 8.2] , based on ideas relating nerves of certain coverings of the boundary to the cone decompositions defining them, which can be traced back to the seminal works [26, Ch. I, Sec. 3] and [23] . (Under more restrictive assumptions, the assertion was also proved in [33] by a rather different method, using crucially the automorphic vanishing in [36, Thm. 8.13(2) ] based on Kodairatype vanishing results. With a different setup on the levels and weights, the analogous assertions were proved for the Hilbert and Siegel cases in [1] and [2] by yet another method. See the introduction of [33] for a more detailed overview.) While we will only need the assertion R a * E sub = 0 for proving Theorem 2.5 (see Remark 8.11 below), Theorem 3.9 will nevertheless allow us to also prove Theorem 8.1, which can be viewed as a stronger form of our higher Koecher's principle. Also, presenting the proof of Theorem 3.9 will make it clear that the methods also work in many other setups (see Section 10).
By the reduction steps above, in order to prove Theorem 3.9, it suffices to show that, for all n > n ≥ 0 and all a > 0, we have
These two goals will be achieved in the next four sections.
Cohomology of certain formal schemes
The aim of this section is to describe the morphism 
Since the choice of (Φ H , δ H ) has been fixed, so that we will not need the full collections Σ and pol, we shall write Γ, Σ, Σ + , S, S ∨ , S ∨ R , P, P + , and
, and pol ΦH , respectively.
For each σ ∈ Σ + representing [σ], we have a canonical isomorphism U [σ] ∼ = U σ , where the structure of U σ can be described as follows:
over a finiteétale covering of Z, carrying an action of Γ over Z. 
2) There is a torus torsor Ξ
3) Each cone τ ∈ Σ, which is a subset of
where
are semisubgroups of S.
4)
Each cone σ ∈ Σ + , which is a subset of P + ⊂ P, defines a closed subscheme U σ of Ξ(σ) given by the union of Ξ τ for all faces τ of σ that are also in Σ + , which is defined by the
(where the intersection takes place in S, where σ denotes the closure of σ in S ∨ R , and where τ = σ is included). 5) Then U σ is the formal completion of Ξ(σ) along its closed subscheme U σ . By abuse of notation, we write Ψ( ).
by definition, and we have a canonical open immersion
induces the identity morphism on Ψ( ) when ∈ σ ∨ .
7)
For each γ ∈ Γ, we have a canonical isomorphism
8) The formal schemes {U σ } σ∈Σ + relative affine over C glue together and form a formal scheme X over C. The isomorphisms γ : 
being canonically isomorphic to 
induced by (4.5) are compatible with the isomorphisms
for γ ∈ Γ, induced by (4.2). (For simplicity, we shall write γ instead of γ ∧ x .) By abuse of language, we shall say that V σ is relative affine over the (relative) abelian scheme C ∧ x over Z ∧ x , and write
as in (4.1). Then the isomorphism (4.8) is induced by the isomorphisms
induced by (4.3).
Definition 4.11. For each integer m, we denote by
We shall abusively denote by the same symbols its further pullback to Y under (4.6). When m = 0, we shall simply denote the pullbacks of E can by E .
Consider the union N of the cones σ in Σ + , which admits a closed covering by the closures σ cl (in N) of the cones σ in Σ + (with natural incidence relations inherited from those of the cones σ as locally closed subsets of S ∨ R ). Let
By definition, the nerve of the open covering {V σ } σ∈Σ + of Y is naturally identified with the nerve of the (locally finite) closed covering {σ cl } σ∈Σ + of N.
Accordingly, the nerve of the open covering {V
) is naturally identified with the nerve of the (finite) closed covering
cl denotes the closure of [σ] in N.
Note that the assumption that Z is a stratum of M min − M means Σ + = ∅ and 
By abuse of notation, let us also denote by M its pullback to Y, and denote by H d (M ) its pullback to N. Since (4.6) is a local isomorphism, the E 2 terms of (4.12) can be computed by the spectral sequence
These spectral sequences are canonical and functorial in M . Hence we have:
Lemma 4.14. Given any integer n ≥ 0, in order to show that (3.8) is bijective when c M > 1, it suffices to show that the canonical morphism
is (Γ-equivariant and) bijective when c M > 1.
Lemma 4.16. Given any integers n > n ≥ 0, in order to show that (3.11)
holds for all a > 0, it suffices to show the following: , that pol is linear on a subset of P if and only if the subset is contained in some cone in Σ. Such a condition will not be needed in the arguments below. What we will need is that pol is linear on each cone in Σ, which is unaffected by refining Σ.)
Pullbacks of canonical extensions
Let us describe the pullbacks of O M tor (nD ) and O M tor (−D + nD ) to U σ . By definition, for each one-dimensional cone τ ∈ Σ that is a face of a cone σ ∈ Σ + , the closure of the τ -stratum of Ξ(σ) is defined by the
To achieve multiplicity pol(s τ ) on the closure of the τ -stratum, as in the definition of the divisor D on M tor , we need , s τ ≥ pol(s τ ), or rather
for all y ∈ τ . Since σ is the R >0 -span of its one-dimensional faces, and since pol is a linear function on σ, the condition that (5.1) holds for all y in the one-dimensional faces of σ is equivalent to the condition that (5.1) holds for all y in σ. Let us define, for each n ∈ Z, the following subsets of S: 
Proof. Since −npol is a linear function on σ for each n ∈ Z, these follow immediately from the definitions (see (5.2) and (5.3)).
Ψ( ) and
Proposition 5.6. The pullback of E can to X under the composition Proof. Let (G, G ∨ , λ : G → G ∨ ) → M tor denote the tautological semi-abelian scheme, the dual semi-abelian scheme, and the homomorphism whose pullbacks under j tor : M → M tor define the tautological abelian scheme, its dual abelian scheme, and the tautological (separable) polarization over M. Then it is part of the construction of the isomorphism (4.5) that the pullback of (G, G ∨ , λ : G → G ∨ ) to X (as formal schemes, not as relative schemes) canonically descends to a similar tuple (
As explained in [31, Sec. 6B] (with all objects pulled back to R, and with (1) denoting formal Tate twists), there exists a
(in the obvious sense), and such that
is the canonical extension over M tor of the principle M 0 -bundle over M. Then we can verify the first assertion of the proposition by similarly defining
where 
of semi-abelian schemes over C, with columns being separable isogenies and rows being exact, inducing a similar commutative diagram between their relative Lie algebras, with columns being isomorphisms and rows being exact, such that the torus part (T, T ∨ , λ T ) and the abelian part (B, B ∨ , λ B ) both descend to Z, which we abusively denote by the same symbols. Accordingly, there exists a parabolic subgroup scheme P 0,Z of M 0 , which is the stabilizer 
to the above E M0,C induces a canonical isomorphism
Let U 0,Z denote the unipotent radical of P 0,Z , and let M 0,Z := P 0,Z /U 0,Z denote its Levi quotient. Then, by the same arguments as in the proofs of [35, Lem. 1.18, Lem. 1.20, and Cor. 1.21], the filtration {W i } i∈Z on W | P0,Z induced by the action of U 0,Z (whose graded pieces are M 0,Z -modules) defines a filtration {E i C } i∈Z on E C with graded pieces 
Corollary 5.11. For each σ ∈ Σ + and any integers n ≥ n, we have a commutative diagram
of canonical morphisms given by the commutative diagram 
is given by the canonical morphism
inducing the identity morphism on
Corollary 5.13. For ? = ∅ or +, for each σ ∈ Σ + , and for each γ ∈ Γ, we have (γσ) ∨ (n)? = γ(σ ∨ (n)? ), and the canonical isomorphism
inducing, for each ∈ σ ∨ (n)? , the canonical isomorphism
given by the composition
where the first isomorphism is induced by the automorphism γ :
, and where the second isomorphism is induced by (4.10).
Positivity
The goal of this section is to prove Theorem 2.3 using Lemma 4.14. First let us introduce a canonical factorization of S Q := S ⊗ Z Q into a product of Q-vector spaces, whose factors will be called its Q-simple factors.
In the setup of [32] , the semisimple algebra Let S Q = (S Q ) 0 ×(S Q ) 1 denote the factorization of S Q such that (S Q ) 1 is the product of all Q-simple factors of S Q (in the above sense) isomorphic to Q. Accordingly, we have the induced factorizations S ∨ R = (S ∨ R ) 0 ×(S ∨ R ) 1 , P = P 0 × P 1 , and P + = P + 0 × P + 1 . Let pr 0 and pr 1 denote the canonical projections to the first and second factors, respectively, in any of these factorizations. Note that an element 1 ∈ (S Q ) 1 lies in P ∨ 1 if, in the factorization of (S Q ) 1 as products of copies of Q, none of the components of 1 is negative.
Let us denote by P ∨,+ the subset of P ∨ consisting of elements ∈ S that pair positively with all nonzero elements in P.
Proof. By considering the spectral sequence associated with the filtration in the second assertion of Corollary 5.8, the question is reduced to showing that, for every finite R-module M , we have [38, Sec. 16] for the vanishing over the fiber overx; and see [38, Sec. 5] and [18, III, 7.7.5 and 7.7.10] for the base change argument).
Lemma 6.2. Suppose ∈ S is an element (also considered as an element of S
Proof. By the same argument as in the proof of Lemma 6.1, the question is reduced to showing that 
, where Ψ 0 ( 0 ) is an invertible sheaf over C 0 and where Ψ υ ( υ ) is an invertible sheaf over C υ for each υ; moreover, Ψ υ ( υ ) is relatively ample over C υ → Z if and only if υ is positive in Q υ (cf. the references in the proof of Lemma 6.1). If pr 1 ( ) ∈ P ∨ 1 , which means υ < 0 for some υ, 
Proof. Since pol is Γ-invariant and ∪
for all σ ∈ Σ + implies that , γy ≥ −npol(y) for all γ ∈ Γ and y ∈ P + . Suppose ∈ P ∨ . By definition, there exists an element y 0 ∈ P such that , y 0 < 0. Since P + is dense in P, we may and we shall assume that y 0 ∈ P + . By the first paragraph above, in order to prove the lemma, it suffices to show that there exists a sequence of elements {γ j } j∈Z>0 such that In each case, Γ is an arithmetic subgroup (of finite covolume) of a real reductive group H acting on S R and preserving P + , or more precisely preserving any characteristic function ϕ : In each case, S R admits the structure of a formally real Jordan algebra whose trace pairing induces via · , · an isomorphism S R ∼ = S ∨ R such that the nonnegative elements in S R form the closure P ∨ of P ∨ in S R . The formally real Jordan algebra S R factorizes into a product of its R-simple factors, each factor being contained in the base change to R of some Q-simple factor of S Q introduced above. We shall call these base changes the Q-simple factors of S R . By the spectral theorem for formally real Jordan algebras (see, for example, [11, Ch. III]), for each x ∈ S R , there exist mutually orthogonal idempotents {e i } i in S R summing up to 1, and real numbers {c i } i , both sets depending on x, such that x = i c i e i ; and x ∈ P ∨ if and only if all c i ≥ 0. Moreover, for each index i, the corresponding e i belongs to some R-simple factor of S R , and the induced action of H preserves the product j c j over all the indices j such that e i and e j belong to the same Q-simple factor of S R . Since ∈ P ∨ = P ∨ ∩ S (and so ∈ P ∨ because ∈ S) and since , y 0 < 0, we can write = i c i e i as above, with c i0 < 0 and e i0 , y 0 > 0 for some i 0 . Since pr 1 ( ) ∈ P ∨ 1 , the Q-simple factor of S R containing e i0 cannot be isomorphic to R. Hence we can achieve (6.5) by choosing h j such that h j y 0 = Remark 6.6. For H as in the proof of Lemma 6.3, the R-simple factors of Lie(H) ad are isomorphic to either sl r,R , sl r,C , sl r,H (= su * 2r ), so 1,r−1 , for some r > 1, or e 6(−26) (cf. [25, Ch. X, Sec. 6, Table V]). Accordingly, if H 0 is any maximal compact subgroup of H (which is the stabilizer of some halfline in P + ), then the R-simple factors of Lie(H 0 ) ad are isomorphic to either so r , su r , su r,H (= sp r ), so r−1 , or f 4 . Only the first three cases can occur in PEL-type cases; the case (of Lie(H) ad ) with e 6(−26) factors can occur only in cases (of models of Shimura varieties, or disjoint unions of their connected components) with type-E 7 factors. The corresponding R-simple factors of S R are isomorphic to the spaces of r × r Hermitian matrices over either R, C, or H (the Hamiltonian numbers); or to R r , for some r > 1; or to the space of 3 × 3 Hermitian matrices over O (the Cayley numbers, an octonion normed division algebra over R). The corresponding R-simple factors of P + are isomorphic to the subsets of positive definite matrices in all but the second last case, where P + is isomorphic to the light cone 
where the Γ-action on⊕ induced by the isomorphisms (5.14) .
Proof. This follows from Corollaries 5.9, 5.11, 5.12, and 5.13, and from Lemmas 6.2 and 6.3.
When c M > 1, it follows from Proposition 6.7 (with d = 0) that (4.15) is an isomorphism. Thus we have proved Theorem 2.3, by Lemma 4.14.
Vanishing of higher direct images
The goal of this section is to prove Theorem 3.9 using Lemma 4.16. 
In this case, by smoothness of σ, the cone τ :
Then F defines a deformation retract from σ K to its subset τ − {0}. The construction of F is compatible with restrictions to faces ρ of σ that still satisfy the condition of this lemma.
Proof. The statements are self-explanatory. (The condition (7.2) is needed for the compatibility with restrictions to faces. The condition (7.3) is needed for the deformation retract F to be defined-i.e., nonzero-at t = 1.) For simplicity, let P := P − {0}. Lemma 7.5 below also works if we replace P with any convex subset of P − {0} formed by unions of cones in Σ, and accordingly replace N, N ,(−n) , and N ,(−n)+ with their intersections with P . Since pol satisfies pol(y + z) ≥ pol(y) + pol(z) for all y, z ∈ P, and since n ≥ 0, these are convex subsets of P . Consider the canonical embeddings
Consider any σ ∈ Σ + such that σ − {0} has a nonempty intersection with N − N ,(−n) (resp. N − N ,(−n)+ ). Up to replacing the cone decomposition with some smooth locally finite refinement without changing pol (see Remark 4.17) and without changing the two sides of (7.6) (resp. (7.7)), we may assume that, for each σ as above, there exists at least one face τ of σ such that τ − {0} is contained in N ∩ P <(−n) (resp. N ∩ P ≤(−n) ). (Note that the restriction of pol to each such σ is a linear function.) Since N = P + and P <(−n) (resp. P ≤(−n) ) are convex subsets of P , both being stable under the action of R × >0 , by Lemma 7.1, there are deformation retracts, compatible with restrictions to faces, from both σ − ρ and σ − {0} ∩ P <(−n) (resp. σ − {0} ∩ P ≤(−n) ) to τ − {0}, where τ is the largest face of σ such that τ − {0} is contained in P <(−n) (resp. P ≤(−n) ), and where ρ is the largest face of σ such that τ − {0} ⊂ σ − ρ. (Such τ and ρ uniquely exist because σ is smooth.) Hence we see that (7.6) (resp. (7.7)) is a homotopy equivalence. Since convex subsets of P are either contractible or empty, the lemma follows.
Proposition 7.8. For all integers n ≥ 0, d ≥ 0, and e > 0, we have
Proof. By Lemma 7.5, for each ∈ S, the local cohomology of N supported on N − N ,(−n) (resp. N − N ,(−n)+ ) vanishes in all degrees e > 0. Hence, by Corollaries 5.9 and 5.12, we have (7.9) for e > 0 by the usual weight-byweight argument, as in [26, Ch. I, Sec. 3] . (Since the nerves involve infinitely many cones, let us briefly review why one can still work weight by weight. This is because, up to replacing the cone decomposition Σ with locally finite refinements not necessarily carrying Γ-actions, which is harmless for proving this proposition, we can compute the cohomology as a limit using unions of finite cone decompositions on expanding convex polyhedral subcones, by proving inductively that the cohomology of one degree lower has the desired properties, using [50, Thm. 3.5.8 ]; then we can consider the associated graded pieces defined by the completions, and work weight-by-weight with subsheaves of 
Proof. This follows from Lemma 5.4, because pol(P − {0}) ⊂ R >0 by definition (see [32, Def. 7 .3.1.1]).
Corollary 7.12. Given integers n > n ≥ 0, for ? = (−n ) or (−n)+, let
Proof. This follows from Lemma 7.11 and from the definitions.
Proposition 7.13. Given any integers n > n ≥ 0, for ? = (−n ) or (−n)+, we have a canonical Γ-equivariant isomorphism
where the Γ-action on⊕
is induced by the isomorphisms (5.14).
Proof. This follows from Corollaries 5.11, 5.12, and 5.13, and 7.12.
Lemma 7.15. Suppose 0 ∈ P ∨,+ . Under the running assumption that the level H is neat, so that Γ is also neat, the stabilizer Γ 0 of 0 in Γ is trivial.
Proof. In all cases (including non-PEL-type ones), by the general theory of self-adjoint homogeneous cones (see, for example, [11, Ch. I, Sec. 4]), Γ 0 can be identified with a discrete subgroup of a compact real reductive group stabilizing some point of a Riemannian symmetric space (cf. Remark 6.6); hence Γ 0 is necessarily finite. Consequently, the eigenvalues of elements in Γ 0 under any faithful representation are roots of unity, which must be equal to 1 because Γ is neat. Thus the finite group Γ 0 is trivial for all 0 ∈ P ∨,+ , as desired.
Proposition 7.16. With the setting as in Proposition 7.13, for ? = (−n )
or (−n)+, we have 
for all a and N ; and it suffices to show that, for some integer N , we have
Since ω min is ample over M min , and since M min is projective over the noetherian base scheme M 0 = Spec(R), by (8.5) 
is bijective (resp. surjective).
Proof. As explained in Section 3, we may assume that R is of finite type over R 0 , and replace S 0 etc with their base changes to R. Since M tor is proper over S 0 , and since E can (n D )/E can (nD ) are flat over R 0 for all integers n ≥ n, by the usual base change arguments as in [38, Sec. 5] 
for all n ∈ Z. Then the bijectivity (resp. injectivity) of (8.2) for a < c M − 1 (resp. a = c M − 1) is equivalent to the bijectivity (resp. surjectivity) of (8.7) for a > dim(M min − M) + 1 (resp. a = dim(M min − M) + 1) by Serre duality (see, for example, [24, Cor. 7.7 and 7.12]), because either (8.7) is bijective for all a. Remark 8.8. Because the proof of Lemma 8.4 (resp. Lemma 8.6) uses Serre's fundamental theorem for projective schemes (resp. Serre duality), it requires M min (resp. M tor ) to be projective (resp. projective and smooth) over S 0 . (In particular, it does not work for partial compactifications as in [28] .)
Proof of Theorem 8.1. By Lemma 8.6, we may assume that R is a field. By Theorem 3.9, for all integers n ≥ n ≥ 0, the canonical short exact sequence
By Theorem 3.9 again, and by the Leray spectral sequence [13, Ch. II, Thm. 4.17.1], the morphism (8.7) can be identified with the canonical morphism
which fits into the long exact sequence By Lemma 8.4, the proof of Theorem 2.5 is now complete.
Remark 8.11. In the proof of Lemma 8.4, it suffices to assume that there exists some integer n 0 > 0 (depending on E) such that Theorem 8.1 holds for all integers n ≥ n ≥ 0 divisible by n 0 . Hence, for proving Theorem 2.5, we only need the existence of some integer n 0 > 0 (depending on E ) such that R a * (E ) sub (−nD ) = 0 for all a > 0 and all integers n ≥ 0 divisible by n 0 . (This is a special case of Theorem 3.9.) While the case n = 0 is the most essential, the existence of some n 0 > 0 such that R a * (E ) sub (−nD ) = 0 for all a > 0 and all integers n > 0 divisible by n 0 follows from Serre's fundamental theorem [ 
the proof of Lemma 8.6), descends to an ample invertible sheaf over M min . This ample invertible sheaf over M min can serve the same purpose of ω min in all our arguments in this article.
Failure in degree equal to codimension minus one
For simplicity, we shall assume in this section that R is of finite type over R 0 and Cohen-Macaulay. Also, we shall assume that M min − M = ∅; otherwise 
is Proof. By Proposition 9.1 and (3.2), there exists some integer n 1 > 0 such that (3.3) is not an isomorphism for n = n 1 and a = c M − 1. By the projection formula [18, 0 I , 5.4.10.1], for every N ∈ Z, the canonical morphism
is not an isomorphism. Since ω min is ample over M min , by the same argument as in the proof of Lemma 8.4, there exists some integer N 0 such that, for every integer N ≥ N 0 , the canonical morphism
is not bijective. By Theorem 8.1, the canonical morphisms as in (8.2) , with E replaced with E N , are injective for all n ≥ n ≥ 0 and for a = c M . Moreover, 
Remark on other cases
The methods presented for the PEL-type setup in [32] and [31] also work in several other setups. Let us record the explanations as concluding remarks.
Remark 10.1. The methods (for proving all the results) also work for the complex-analytically constructed compactifications of all Shimura varieties (or disjoint unions of their connected components) as in [3] , [4] , [21] , and [41] . This is because, even in non-PEL-type cases, we still have compatible proper morphisms to the minimal compactifications from the toroidal compactifications associated with projective and smooth cone decompositions, with exactly the same description of (formal) local structures along the fibers (of the proper morphisms), apart from some notational differences. (In the PEL-type case, see the explicit comparison of formal charts in [30] .) In all steps of our proofs, we have provided arguments (or references for them) that also work in non-PEL-type cases.
Remark 10.2. The methods for proving Theorems 2.3 and 3.9 in Sections 4, 5, 6, and 7 also work for the partial compactifications of ordinary loci as in [28] , over arbitrarily ramified base rings. This is because we still have compatible proper morphisms to the partial minimal compactifications from the partial toroidal compactifications associated with projective and smooth cone decompositions, with exactly the same description of (formal) local structures along the fibers (of the proper morphisms). In fact, when we proved Theorem 3.9 in the special case n = 0 in [28, Sec. 8.2] (see Remark 8.11), we spelled out the argument for such partial compactifications of ordinary loci (and omitted the proof for the proper smooth good reduction models), and we had essentially the same setup. However, as explained in Remark 8.8, the methods for deducing Theorems 2.5 and 8.1 from Theorem 3.9 by duality, and for proving Proposition 9.2, do not work for such partial compactifications.
Remark 10.3. The methods for proving Theorems 2.3 and 3.9 in Sections 4, 5, 6, and 7 should also work for other integral models of toroidal and minimal compactifications having exactly the same description of (formal) local structures along the fibers (of the proper morphisms), such as the pintegral models of toroidal and minimal compactifications of Hodge-type Shimura varieties at levels maximal hyperspecial at p constructed in [37] .
Remark 10.4. Our results naturally extend to the case of automorphic bundles associated with the algebraic group scheme P 0 as in [ .) The nearly holomorphic automorphic forms were first introduced by Shimura in the modular curve case (see [46] ), and later studied in general by Harris and others (see [19] , [20] , and [40] ; see also [49] and its introduction for a summary on the current literature). Thus we have also obtained a nearly holomorphic Koecher's principle (for all PEL-type cases in good mixed characteristics; or for all complex-analytically constructed cases as explained in Remark 10.1).
