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COUNTING POINTS OF BOUNDED HEIGHT IN MONOID ORBITS
WADE HINDES
(with appendix by UMBERTO ZANNIER)
Abstract. Given a set of endomorphisms on PN , we establish an upper bound on the
number of points of bounded height in the associated monoid orbits. Moreover, we give a
more refined estimate with an associated lower bound when the monoid is free. Finally, we
show that most sets of polynomials in one variable satisfy these more refined bounds.
1. Introduction
Let H be the absolute multiplicative Weil height on PN (Q) and let K be a number field.
Then given a subset X ⊆ PN (Q) of interest in some context, the growth rate of the number
of K-points in X of bounded height,
X(K,B) := #{Q ∈ X ∩ PN (K) : H(Q) ≤ B},
is known to encode interesting invariants of X and K. For instance, if X = PN(K), then
X(K,B) ∼ CK,NB
(N+1)[K:Q] where C(K) depends on the regulator, class group, etc. of K.
If X is an abelian variety, then X(K,B) ∼ CK,A log(B)
r/2 where r is the rank of the Mordell-
Weil group X(K). If X is a smooth curve of genus at least 2, then X(K,B) ∼ CK,X . More
generally, if X is a thin set, i.e., a proper Zariski closed subset or the image of some generically
finite morphism of degree at least two, then Theorem 3 in [21, §13.1] implies that
(1) X(K,B)≪ B(N+1/2)[K:Q] log(B).
Likewise there are a few height-counting results in arithmetic dynamics, where orbits play the
role of X ; see [2, 13, 16, 24, 25] for examples on Markoff varieties, K3 surfaces, and projective
space. For instance, suppose that φ is a dominant rational self-map of PN with dynamical
degree δφ > 1. Then, if P ∈ P
N(K) is a point such that the orbit Orbφ(P ) = {φ
n(P )}n≥0 is
Zariski dense, the Kawaguchi-Silverman Conjecture predicts that
(2) #{Q ∈ Orbφ(P ) : H(Q) ≤ B} ∼ log(δφ)
−1 log log(B);
see [16] for the relevant definitions and background. Of course, this asymptotic is known
in the case of morphisms, when deg(φ) = δφ > 1 and P is not preperiodic. Similarly if
S = {φ1, . . . φs} is a set of endomorphisms of degree at least two equipped with a probability
measure ν, then for almost every sequence γ of elements of S, we have the analogous asymptotic
to (2) for random orbits:
(3) #{Q ∈ Orbγ(P ) : H(Q) ≤ B} ∼ log(δS,ν)
−1 log log(B), δS,ν = Πφ∈S deg(φ)
ν(φ).
Here, the bound holds for all P with large enough height; see [13, Corollary 1.3] for details.
In this paper, we study the problem of counting points of bounded height in monoid (or
semigroup) orbits in PN , that is, counting all of the points of bounded height obtained by
applying all possible compositions of maps within a fixed set S to a given initial point P ;
compare to [2, 25]. Intuitively, one expects that if the maps in S are related in some way
(for instance, if they commute), then this should cut down the number of possible points in
the associated orbits. However, for most S we expect to see no relations (free monoids), and
with this in mind, we have the following result; here and throughout, MS denotes the monoid
generated under composition by a set S of endomorphisms of PN defined over Q.
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Theorem 1.1. Let S = {φ1, . . . , φs} be a set of endomorphisms on P
N(Q) all of degree at
least two and distinct, and assume that s ≥ 2. If MS is free, then for all ǫ > 0 there exists
an effectively computable positive constant b = b(S, ǫ) and a constant BS depending only on S
such that
(logB)b ≪ #{f ∈MS : H(f(P )) ≤ B} ≪ (logB)
b+ǫ
holds for all P ∈ PN (Q) with H(P ) > BS. Moreover, the implicit constants and error terms
depend on P and are effectively computable if BS is.
Remark 1. When S = {φ1, φ2} generates a free monoid with deg(φ1) = 2 and deg(φ2) = 3,
then we give explicit computations for the bounds in Theorem 1.1 in Example 1 below.
In particular, we can use the upper bound in Theorem 1.1 on the number of functions in
the free case to give an upper bound on the number of points of bounded height in arbitrary
dynamical orbits; compare to (1), to [2, Theorem 4.15], and to the asymptotic for abelian
varieties above. In what follows, OrbS(P ) = {f(P ) : f ∈ MS} denotes the total orbit of P
under the monoid MS .
Corollary 1.2. Let S = {φ1, . . . , φs} be a set of endomorphisms on P
N (Q) all of degree at
least two (and distinct if s ≥ 2). Then there exists an effectively computable positive constant
b and a constant BS depending only on S such that
#{Q ∈ OrbS(P ) : H(Q) ≤ B} ≪ (logB)
b
holds for all P ∈ PN(Q) with H(P ) > BS.
Remark 2. Although we expect that log(B)b is also a lower bound for some choice of b and
most S (see Conjecture 1.3 and Theorem 1.4 below), we note that it is only an upper bound
in general, even for s ≥ 2. For instance, if MS is a free commutative monoid (e.g., if S is a
certain set of monic power maps), then the asymptotic height growth rate in orbits will be a
constant times log log(B); see [13, §5] for details. This matches the case of a single map (also
a commutative monoid); see also (2) and (3) above.
Motivated by the upper and lower bounds in Theorem 1.1, we conjecture the following
exact asymptotic for the number of points (not functions) of bounded height in total orbits
associated to free monoids:
Conjecture 1.3. Let S = {φ1, . . . , φs} be a set of endomorphisms on P
N(Q) all of degree
at least two and distinct, and assume that s ≥ 2. If MS is free, then there exist constants
aP = a(S, P ) and b = b(S) such that
lim
B→∞
#{Q ∈ OrbS(P ) : H(Q) ≤ B}
(logB)b
= aP
holds for all sufficiently generic P ∈ PN (Q) (i.e., all P ∈ PN (Q) outside of the union of a
proper Zariski closed subset and a set of points of bounded height).
Remark 3. Hence, we expect most monoid orbits in PN to exhibit similar height growth as:
orbits on Markoff varieties [25], orbits on K3 surfaces in P1 × P1 × P1 given by (2, 2, 2)-forms
[2, Theorem 4.5], and Mordell-Weil groups of abelian varieties. However in these cases, the
relevant monoids (or the underlying varieties themselves) form groups, and there is less need
to distinguish between counting functions and points. For instance if there are inverses inMS ,
distinct functions that agree at a point determine a non-trivial fixed point, and these fixed
points can typically be controlled. On the other hand in the case of abelian varieties (where
one considers the monoid generated by multiplication maps), distinct functions that agree at
a point determine a torsion point. Thus this situation may be avoided by throwing away a set
of bounded height.
Finally, as a motivating example, we show that many sets of polynomials in one variable
generate free monoids under composition and satisfy a version of Conjecture 1.3 in dimension
one. In particular, we are able to count points instead of just functions. In what follows,
for m ≥ 2 the polynomials Zm = x
m are called cyclic polynomials and the polynomials Tm
satisfying Tm(x+ x
−1) = xm + x−m are called Chebychev polynomials (of the first kind).
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Theorem 1.4. Let S = {φ1, . . . , φs} be a finite set of polynomials of degree at least 2 defined
over Q, and let aix
di denote the leading term of φi. Suppose that S satisfies the following
conditions:
(1) The set of degrees {d1, . . . , ds} is a multiplicatively independent set in Z.
(2) The set of leading coefficients {a1, . . . as} is a multiplicatively independent set in Q
∗
.
(3) Each φ ∈ S is not of the form F ◦ E ◦ L for some polynomial F ∈ Q[x], some cyclic
or Chebychev polynomial E, and some linear L ∈ Q[x].
Then MS is a free monoid and for all ǫ > 0 there exists an effectively computable positive
constant b = b(S, ǫ) and a constant BS depending only on S such that
(logB)b ≪ #{Q ∈ OrbS(P ) : H(Q) ≤ B} ≪ (logB)
b+ǫ
holds for all P ∈ P1(Q) with H(P ) > BS.
We briefly outline the proof of our main result above. First, conditions (1) and (2) imply
that MS is a free monoid; see Theorem 4.1 below. In particular, Theorem 1.1 implies the
desired growth rate on the number of functions f ∈ MS with H(f(P )) ≤ B. On the other
hand, condition (3) and the integral point classification theorems in [3] and the Appendix 5
together imply that
#{f ∈MS : f(P ) = Q}
is uniformly bounded for all Q ∈ OrbS(P ) of sufficiently large height; see Lemma 4.8 below.
From here, the claim follows directly. We note that it is possible that the full classification
theorems in [1, 3] can be used to strengthen the statement of Theorem 1.4, without reference
to leading terms and degrees. However, we have endeavored to give as self-contained and
broadly applicable a statement as possible.
2. Auxiliary results
To count points of bounded height in orbits, we recall some basic facts about heights and
generating functions. However as motivation for what is to come, we begin with a brief sketch
of the proof of Theorem 1.1, an important ingredient for all other results in this paper. The
basic idea, consistent with our earlier work on orbits attached to sequences in [10, 11], is that
the logarithmic height of a point f(P ) ∈ OrbS(P ) is roughly determined by the size of deg(f),
as long as the initial point P is sufficiently generic; see Lemma 2.2 below. With this in mind,
to count the number of functions f ∈ MS with logH(f(P )) ≤ B, we should in some sense
simply be counting the number of f ’s of bounded degree. In particular, when MS is a free
monoid, we can relate the number of f ∈MS with bounded degree to the number of restricted
integer compositions of bounded size, once we approximate log deg(φ) for all φ ∈ S by rational
numbers. Finally, we use generating functions (and the location of their poles via Lemma 2.6
and Lemma 2.5 below) to estimate the number of restricted integer compositions of bounded
size. These facts together imply Theorem 1.1. With this sketch in place, we move on and
review some basic facts about heights.
Remark 4. Since multiplicative heights tend to grow exponentially when evaluating functions,
it is convenient to use the logarithmic height h = log ◦H (instead of H) to state certain
height estimates in dynamics. However, since height-counting on varieties is usually done
with multiplicative heights, we convert back to H at the end of the proof of Theorem 1.1, to
be consistent with similar results in the literature.
Suppose that φ : PN (Q)→ PN (Q) is is a morphism defined over Q of degree dφ. Then it is
well known that
(4) h(φ(P )) = dφh(P ) +Oφ(1) for all P ∈ P
N(Q);
see, for instance, [23, Theorem 3.11]. With this in mind, we let
(5) C(φ) := sup
P∈PN (Q¯)
∣∣∣h(φ(P ))− dφh(P )∣∣∣
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be the smallest constant needed for the bound in (4). Then, in order to control height growth
rates when composing arbitrary elements of a set of endomorphisms, we define the following
fundamental notion; compare to [10, 11, 15].
Definition 2.1. A set S of endomorphisms of PN(Q) is called height controlled if the following
properties hold:
(1) dS := inf{dφ : φ ∈ S} is at least 2.
(2) CS := sup{C(φ) : φ ∈ S} is finite.
Remark 5. We note first that any finite set of morphisms of degree at least 2 is height con-
trolled. To construct infinite collections, let T be any non-constant set of maps on P1 and let
ST = {φ◦x
d : φ ∈ T, d ≥ 2}. Then ST is height controlled and infinite; a similar construction
works for PN in any dimension.
Remark 6. Although the results in this paper are for finite S, we include the notion of height
controlled sets to motivate future work. For instance, many of the tools used below: canonical
heights, generating functions, etc. work perfectly well for infinite sets. However, the generating
functions that appear in this case are not rational, which adds some subtlety.
As in the case of iterating a single function, it is Tate’s telescoping Lemma (generalized
below) that allows us to transfer information back and forth between heights and degrees; for
a proof, see [10, Lemma 2.1].
Lemma 2.2. Let S be a height controlled set of endomorphisms of PN(Q), and let dS and CS
be the corresponding height controlling constants. Then for all f ∈MS,∣∣∣∣h(f(Q))deg(f) − h(Q)
∣∣∣∣ ≤ CSdS − 1 for all Q ∈ PN (Q).
Now that we have a tool to pass from functions yielding a bounded height relation to
functions of bounded degree (via Lemma 2.2), we next relate counting functions of bounded
degree to counting restricted integer compositions; this is essentially achieved by the fact
that log deg(F ◦ G) = log deg(F ) + log deg(G) for all endomorphisms F and G. However, to
make this idea precise, we briefly discuss integer compositions, a classical object of study in
combinatorics. For more details, see [6, §I.3.1].
Let T ⊆ N>0 be a collection of positive integers (not necessarily finite). Then a restricted
composition of an integer n with summands in T (or a T -restricted composition of n) is an
ordered collection of elements in T whose sum is n. For instance, 5 = 2 + 3 and 5 = 3 + 2
are two different restricted compositions of 5 for the set T = {2, 3}. Given n, let fTn be the
number of distinct ways of writing n as a composition with summands (parts) in T . Then
to give an asymptotic for fTn , one can try and understand the ordinary generating function
fT (z) =
∑
n f
T
n z
n. In particular, if in addition fT (z) is a rational or meromorphic function,
then the radius of convergence of the generating function, determined by the poles of fT (z),
can be used to deduce an asymptotic for fTn . Luckily, the generating functions for restricted
compositions are particularly simple rational functions; see Proposition I.1 in [6].
Proposition 2.3. The ordinary generating function of the number of compositions having
summands restricted to a set T ⊆ N>0 is given by
fT (z) =
1
1−
∑
n∈T z
n
.
As mentioned above, once we have an expression for fT (z) as a rational function, we can use
the poles of fT (z) to estimate the fTn . Specifically, we have the following Theorem, a simple
consequence of partial fractions and Newton expansion. In what follows, if F(z) =
∑
n anz
n is
a power series expansion about z = 0 for a meromorphic function F , then we use the notation
[zn]F(z) = an to extract coefficients.
Theorem 2.4 (Expansion of rational functions). If F(z) is a rational function that is analytic
at zero and has poles at points α1, α2, . . . , αm, then its coefficients (as a power series about 0)
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are a sum of exponential-polynomials: there exist m polynomials {Πj(x)}
m
j=1 such that for n
larger than some fixed n0,
[zn]F(z) =
m∑
j=1
Πj(n)αj
−n.
Furthermore, the degree of Πj is equal to the order of the pole of F at αj minus one.
In particular, after combining Proposition 2.3 and Theorem 2.4, we see that to obtain an
asymptotic formula for the number of integer compositions whose parts are restricted to the
set {n1, . . . , ns}, we must control the roots of smallest modulus of g(z) = 1− (z
n1 + · · ·+ zns).
With this in mind, we have the following elementary proposition.
Lemma 2.5. Let n1, n2, . . . , ns be positive integers satisfying gcd(n1, n2, . . . , ns) = 1. Then
the polynomial g(z) = 1 − (zn1 + zn2 + · · · + zns) has a unique complex root α of smallest
modulus. Moreover, α is the unique positive real root of g, and α has multiplicity one.
Proof. We first show that any positive real root α of g is a root of smallest modulus for g
(clearly g has a positive root by the Intermediate Value Theorem). This is a simple consequence
of Rouché’s Theorem: let r < α, let p(z) = −1 − zn1 − · · · − zns , and let q(z) = 2. Then for
all |z| = r, we have that
|p(z)| = | − 1− zn1 − · · · − zns | ≤ 1 + |z|n1 + · · ·+ |z|ns
= 1 + rn1 + · · ·+ rns
< 1 + αn1 + · · ·+ αns = 2− (1 − αn1 − · · · − αns) = |q(z)|
by the triangle inequality and since α is a root of g. In particular, p and q are holomorphic
functions on the disc Dr of radius r such that |p(z)| < |q(z)| on the boundary Dr. Hence,
Rouché’s Theorem implies that q and q + p = g have the same number of roots inside Dr.
Therefore, g has no complex roots in Dr, and α is a root of smallest modulus for g. On the
other hand, it is clear that g restricted to the positive real numbers is strictly decreasing.
Hence, g has only one positive real root. Likewise, it is easy to see that g′(α) < 0 (since α is
positive). Hence, α must be a root of multiplicity one for g.
We next show that α is the unique complex root of g of smallest modulus. This portion of
the proof of Lemma 2.5 follows from results and arguments in [6, IV.6], namely the “Daffodil
Lemma" [6, IV.1] and the proof of [6, Proposition IV.3] on the commensurability of dominant
directions for rational generating functions arising from regular languages. To see this, suppose
that ζ = αeiθ is another root of smallest modulus of g. Let f(z) = zn1 + · · · + zns , so that
ζ satisfies |f(ζ)| = |1| = 1 = f(α) = f(|ζ|). In particular, [6, Lemma IV.1] implies that
θ = 2πr/p for some integers 0 ≤ r < p with gcd(r, p) = 1 (when r 6= 0). Moreover, f admits p
as a span; see [6, Definition IV.5]. In particular (since f admits p as a span), f(z) = zah(zp)
for some polynomial h and some non-negative integer a. Note also that gcd(a, p) = 1, since
gcd(n1, . . . , ns) = 1 by assumption. On the other hand,
1 = f(ζ) = ζa h(ζp) = (αei2πr/p)a h
(
(αei2πr/p)p
)
= ei2πar/p αa h(αp) = ei2πar/p f(α) = ei2πar/p.
Hence, ar/p ∈ Z. But this is impossible unless r = 0, since gcd(ar, p) = 1 otherwise. In
particular, ζ = α and α is the unique complex root of g of smallest modulus as claimed. 
Lastly, we include a technical result that allows us to approximate the number of bounded
compositions whose parts are restricted to the set of non-integers {log deg(φ1), . . . , log deg(φs)},
a task that is equivalent to counting the number of functions in MS of bounded degree, by
integer compositions whose parts satisfy the gcd condition needed to apply Lemma 2.5.
Lemma 2.6. Let c1 < c2 < · · · < cs be distinct positive real numbers. Then for all δ > 0 there
exist positive integers n1, . . . , ns,m1, . . . ,ms and u such that the following conditions hold:
(1) ci − δ ≤
ni
u
< ci <
mi
u
≤ ci + δ.
(2) gcd(n1, . . . , ns) = 1 = gcd(m1, . . . ,ms).
Remark 7. In particular, we may assume that n1 < · · · < ns < m1 < · · · < ms by choosing δ
sufficiently small.
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Proof. Clearly integers n1, . . . , ns,m1, . . . ,ms and u satisfying condition (1) of Lemma 2.6
exist. Therefore, to find integers satisfying both (1) and (2), we choose integers satisfying (1)
and deform them to ensure that both conditions hold. Specifically, fix an integer r > 0, let
v = (n2 · · · · nsm2 · · · ·ms u)
r, and define a new list as follows:
(6) n′1 = n1 v + 1, n
′
i = ni v, m
′
1 = m1 v + 1, m
′
i = mi v, u
′ = u v
for all i 6= 1. In particular, we note that
n′i
u′ =
ni
u and
m′i
u′ =
mi
u for all i 6= 2 and that
n′1
u′
=
n1
u
+
1
v
and
m′1
u′
=
m1
u
+
1
v
.
Therefore, we may certainly choose r sufficiently large so that n′1, . . . , n
′
s,m
′
1, . . . ,m
′
s and u
′
satisfying condition (1), since the original sequence does. On the other hand, it is easy to see
that gcd(n′1, n
′
i) = 1 and gcd(m
′
1,m
′
i) = 1 for all i 6= 2 by construction. For instance, suppose
that p is a prime such that p|n′1 and p|n
′
i for some i 6= 2. Then since p|n
′
i, we see that p|v or
p|ni. But if p|v, then p|n1v and p|n
′
1. In particular, p|(n
′
1 − n1v) = 1 by (6), a contradiction.
Likewise, if p|ni, then p|v by definition of v. Therefore, we may repeat the argument above
to reach a contradiction. Similarly, the fact that gcd(m′1,m
′
i) = 1 holds for all i 6= 2 follows
mutatis mutandis. In particular, we see that both conditions (1) and (2) of Lemma 2.6 hold
for the new list n′1, . . . , n
′
s,m
′
1, . . . ,m
′
s and u
′, which completes the proof. 
3. height-counting in orbits
With the necessary background in place, we are ready to prove the bounds on the number
of functions f ∈MS yielding a bounded height relation from the Introduction.
(Proof of Theorem 1.1). Let S = {φ1, . . . , φs} be a finite set of endomorphisms on P
N all
of degree at least 2, and suppose that the monoid MS generated by S under composition is
free. We begin by defining some lengths on MS, which we then relate to integer compositions.
Given any vector v = (v1, . . . , vs) ∈ R
s
>0 of positive real weights, we define lS,v(φi) = vi for
φi ∈ S and extend lS,v to all f ∈MS by:
(7) lS,v(f) =
n∑
j=1
lS,v(θj), where f = θ1 ◦ θ2 ◦ · · · ◦ θn for some θj ∈ S.
Remark 8. Note that since S is a free basis of MS there is a unique way to write f as a
composition of elements of S. In particular, lS,v is a well-defined function. Alternatively, in
the non-free case one can define lS,v(f) by taking an inf over the possible expressions in (7).
On the other hand, since MS is a set of functions there is a natural choice of weighting
given by c = (c1, . . . , cs) where ci = log deg(φi); moreover, we assume c1 < c2 < · · · < cs. In
particular, it follows from the fact that deg(F ◦G) = deg(F ) · deg(G) for morphisms that
(8) lS,c(f) = log deg(f) for all f ∈MS ,
independent of the generating set. However, non-integer weights (like logs of integers) appear
sparingly in the literature, and so we approximate the growth rate of lS,c (which relates to the
growth rate of heights in orbits via Tate’s telescoping argument) using integer weights.
To wit, choose positive integers n1, . . . , ns,m1, . . . ,ms and u depending on δ as in Lemma
2.6 and Remark 7. Then it follows by construction that u−1lS,n(f) ≤ lS,c(f) ≤ u
−1
lS,m(f) for
all f ∈MS . Hence,
(9) {f ∈MS : lS,m(f) ≤ uB} ⊆ {f ∈MS : lS,c(f) ≤ B} ⊆ {f ∈MS : lS,n(f) ≤ uB}
holds for all positive B; here n = (n1, . . . , ns) and m = (m1, . . . ,ms). Now given a positive
integer n we define
(10) Ln := #{f ∈MS : lS,m(f) = n} and Un := #{f ∈MS : lS,n(f) = n}.
In particular, since n and m are integer weight vectors, it follows from (8), (9) and (10) that
(11)
[uB]∑
n=0
Ln ≤ #{f ∈MS : log deg(f) ≤ B} ≤
[uB]∑
n=0
Un.
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Here [uB] denotes the nearest integer to uB. On the other hand, since S generates MS
as a free monoid, we can identify MS with the set of finite sequences of elements of S. In
particular, Ln (respectively Un) represents the number of ways of writing n as the sum of a
sequence of elements in {m1, . . . ,ms} (respectively in {n1, . . . , ns}). Such sequences have been
extensively studied in combinatorics [6, §I.3.1] and are called restricted integer compositions.
Specifically, generating functions for these compositions are known; see Proposition 2.3 above.
In particular,
(12) Ln =
[
zn
] 1
1− (zm1 + · · ·+ zms)
and Un =
[
zn
] 1
1− (zn1 + · · ·+ zns)
.
As a reminder, [zn]F(z) denotes the operation of extracting the coefficient of zn in the formal
power series F(z) =
∑
fnz
n; see [6, p.19]. On the other hand, since gcd(n1, . . . , ns) = 1 and
gcd(m1, . . . ,ms) = 1 by construction, Lemma 2.5 implies that both of the rational functions
in (12) have unique poles of smallest modulus (and these poles are positive real numbers of
multiplicity one). Let α1, . . . αr1 be the roots of gn(z) = 1 − (z
n1 + · · · + zns) arranged in
increasing order of modulus and let β1, . . . , βr2 be the roots of gm(z) = 1− (z
m1 + · · ·+ zms)
arranged in increasing order of modulus. Then Theorem 2.4 and (12) together imply that
(13) Ln = κ1β
−n
1 + p2(n)β
−n
2 + · · ·+ pr2(n)β
−n
r2 and Un = τ1α
−n
1 + q2(n)α
−n
2 + · · ·+ qr1(n)α
−n
r1
for some constants κ1 and τ1 and some polynomials pi, qj ∈ C[z]. Explicitly,
(14) κ1 =
−1
β1 g′m(β1)
and τ1 =
−1
α1 g′n(α1)
.
Here we use the residue method for extracting partial fraction coefficients and Newton’s ex-
pansion; see the proof of [6, Theorem IV.9]. Moreover, the expressions in (13) and (14) hold
simultaneously for all n > n0 for some constant n0 ∈ N. In particular, by summing (13) and
using the triangle inequality (for both sums and differences) we see that
(15) κ2β
−m
1 − κ3m
r3 |β2|
−m − κ4 ≤
m∑
n=0
Ln and
m∑
n=0
Un ≤ τ2α
−m
1 + τ3m
r4 |α2|
−m + τ4
holds for all m sufficiently large. Again, in the interest of being as explicit as possible (at least
for the main terms), we have that
(16) κ2 =
κ1(
1
β1
)
( 1β1 )− 1
=
−1
β1(1− β1)g′m(β1)
and τ2 =
τ1(
1
α1
)
( 1α1 )− 1
=
−1
α1(1 − α1)g′n(α1)
,
obtained by summing the corresponding geometric series. Moreover, r3 (respectively r4) is the
maximum of the multiplicities of the roots of gm (respectively gn) minus one. Hence, after
taking m = [Bu], combining (11) and (15), and absorbing u into the relevant constants, we
see that
(17) κ5 C
B
1 − κ6B
r3 CB2 − κ4 ≤ #{f ∈MS : log deg(f) ≤ B} ≤ τ5 C
B
3 + τ6B
r4CB4 + τ4
holds for all B sufficiently large; here we use also that Bu−1 ≤ [Bu] ≤ Bu+1, so that (some)
of the relevant constants are given explicitly by
C1 =
1
βu1
, κ5 = κ2β1 =
1
(β1 − 1) g′m(β1)
, C2 =
1
|β2|u
,
C3 =
1
αu1
, τ5 =
τ2
α1
=
1
α21 (α1 − 1) g
′
n
(α1)
, C4 =
1
|α2|u
.
(18)
We note in particular that C1 > C2 and C3 > C4, since β1 < |β2| and α1 < |α2| by construc-
tion. Now suppose that P ∈ PN (Q) is such that h(P ) > bS := CS/(dS − 1), where CS and
dS are the constants from Definition 2.1 above. Then, Tate’s telescoping Lemma 2.2 implies
that
deg(f)(h(P )− bS) ≤ h(f(P )) ≤ deg(f)(h(P ) + bS).
Therefore, for all B we have the subset relations:
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(19)
{
f ∈MS : log deg(f) ≤ log
(
B
h(P ) +BS
)}
⊆
{
f ∈MS : h(f(P )) ≤ B
}
⊆
{
f ∈MS : log deg(f) ≤ log
(
B
h(P )− BS
)}
.
In particular, if we replace B with log(B/(h(P ) + BS)) on the left side of (17), replace B
with log(B/(h(P )−BS)) on the right side of (17), and apply the change of base formulas for
logarithms, then we deduce from (17) and (19) that
κ5
(
B
h(P )+bS
)log(C1)
− κ6 log
(
B
h(P )+bS
)r3(
B
h(P )+bS
)log(C2)
− κ4
≤ #
{
f ∈MS : h(f(P )) ≤ B
}
≤ τ5
(
B
h(P )−bS
)log(C3)
+ τ6 log
(
B
h(P )−bS
)r4(
B
h(P )−bS
)log(C4)
+ τ4
(20)
holds for all B sufficiently large and all initial points P such that h(P ) > bS . Moreover, since
most height counting problems on varieties are stated in terms of multiplicative heights, we
replace B with logB in (20) to obtain(
κ5
(h(P )+bS)log(C1)
)
log(B)log(C1) −
(
κ6
(h(P )+bS)log(C2)
)
log
(
logB
h(P )+bS
)r3
log(B)log(C2) − κ4
≤ #
{
f ∈MS : H(f(P )) ≤ B
}
≤
(
τ5
(h(P )−bS)log(C3)
)
log(B)log(C3) +
(
τ6
(h(P )−bS)log(C4)
)
log
(
logB
h(P )−bS
)r4
log(B)log(C4) + τ4 .
(21)
Hence, after renaming the constants above, we see that there exist positive constants a1(S, P, δ),
a2(S, P, δ), b1(S, δ), b2(S, δ) and BS := e
bS such that
(22) a1(logB)
b1 + o
(
(logB)b1
)
≤ #{f ∈MS : H(f(P )) ≤ B} ≤ a2(logB)
b2 + o
(
(logB)b2
)
holds for all P ∈ PN(Q) with H(P ) ≥ BS . Moreover, b1 and b2 depend only on the set S and
δ, and a1 and a2 (and the lower order terms) depend on S, δ and P . Specifically, (14), (16)
and (18) together imply
a1 =
1
(β1 − 1) g′m(β1) log
(
BS H(P )
)log(β−u1 ) , b1 = log(β−u1 ),
a2 =
1
α21 (α1 − 1) g
′
n
(α1) log
(
H(P )
BS
)log(α−u1 ) , b2 = log(α−u1 ).
(23)
Moreover, since roots of polynomials can be approximated to any accuracy effectively, b1 and
b2 can be computed effectively (also integers as in Lemma 2.6 can be produced effectively for
all δ). Therefore, to complete the proof of Theorem 1.1, we need only show that the difference
b2 − b1 > 0 can be made arbitrarily small (by letting δ go to zero); see (30) below. Then we
set b = b1 and b2 = b1 + ǫ to deduce the claim in Theorem 1.1.
To do this, we use the Mean Value Theorem applied to the functions f(x) = −gm(x) and
h(x) = u log(x) on the intervals [α1, β1]. With this in mind, we begin with a few estimates,
all of which follow easily from part (1) of Lemma 2.6:
(24)
2δ
c1
<
2δu
n1
<
2δ
c1 − δ
, 1 <
m1
n1
<
c1 + δ
c1 − δ
,
u
m1
<
1
c1
.
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To simplify the expressions that follow, let α = α1 and β = β1. Then since n1 ≤ ni and
0 < α < 1, we see that 1 =
∑s
i=1 α
ni ≤ sαn1 . Therefore,
(25)
(1
s
) 1
n1
≤ α.
In particular, (24) and (25) together imply the following lower bound on the derivative:
(26) f ′(α) = msα
ms−1+ · · ·+m1α
m1−1 ≥ m1α
m1−1 ≥ m1α
m1 ≥ m1
(1
s
)m1
n1
≥ m1
(1
s
) c1+δ
c1−δ
.
Similarly, (24) and (25) together imply that:
f(α) = α(
ms
u
−
ns
u
)u · αns + · · ·+ α(
m1
u
−
n1
u
)u · αn1 − 1
≥ α2δu · αns + · · ·+ α2δu · αn1 − 1
= α2δu(αns + · · ·+ αn1)− 1
= α2δu − 1 ≥
(1
s
) 2δu
n1
− 1 ≥
(1
s
) 2δ
c1−δ
− 1.
Here, we use also that 0 ≤ miu −
ni
u ≤ 2δ by construction; see Lemma 2.6 part (1). In particular,
we deduce the following key upper bound:
(27) − f(α) ≤ 1−
(1
s
) 2δ
c1−δ
.
We are now ready to apply the Mean Value Theorem to f(x) on [α, β]. Specifically,
m1
(1
s
) c1+δ
c1−δ
≤ f ′(α) = min
α≤x≤β
f ′(x) ≤
f(β)− f(α)
β − α
=
−f(α)
β − α
≤
1− (1s )
2δ
c1−δ
β − α
follows from (26), (27), and the Mean Value Theorem. Therefore, we have the estimate:
(28) 0 ≤ β − α ≤
1− (1s )
2δ
c1−δ
m1(
1
s )
c1+δ
c1−δ
.
Likewise, the Mean Value Theorem for h(x) = u log(x) on [α, β], (25), and the fact that n1 > 0
together yield
(29) 0 ≤
h(β)− h(α)
β − α
≤ max
α≤x≤β
h′(x) = h′(α) = uα−1 ≤ su.
Hence, after combining (23),(24), (28) and (29), we deduce that
0 ≤ b2 − b1 = h(β)− h(α) ≤ su ·
1−( 1
s
)
2δ
c1−δ
m1(
1
s
)
c1+δ
c1−δ
= s · um1 ·
1−( 1
s
)
2δ
c1−δ
( 1
s
)
c1+δ
c1−δ
≤ sc1 ·
1−( 1
s
)
2δ
c1−δ
( 1
s
)
c1+δ
c1−δ
(30)
However, the upper bound in (30) goes to zero as δ goes to zero. Therefore, the exponents b1
and b2 in (22) can be made arbitrarily close. 
Remark 9. If S has only two maps (s = 2), then the trinomials gn(z) = 1 − z
n1 − zn2 and
gm(z) = 1 − z
m1 − zm2 must have non-zero discriminant (in fact, here we need only that
n1 6= n2 and m1 6= m2, making no assumptions on gcd’s); this fact follows easily from the
discriminant formula in [9, Theorem 4]. In particular, r3 and r4 from (17) and (21) must be
zero. Hence, we obtain simpler bounds for the number of functions of bounded degree (hence,
also for the number of points of bounded height in orbits). For instance,
κ5 C
B
1 − κ6 C
B
2 − κ4 ≤ #{f ∈MS : log deg(f) ≤ B} ≤ τ5 C
B
3 + τ6 C
B
4 + τ4
holds for all B sufficiently large.
Example 1. In particular, if S = {φ1, φ2} with deg(φ1) = 2 and deg(φ2) = 3, then we use the
crude approximations
79
115
< log(2) <
80
115
and
126
115
< log(3) <
127
115
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as inputs to Lemma 2.6 to obtain some explicit bounds for Theorem 1.1. Specifically,(
1.46457
log(BS H(P ))0.78437
)
log(B)0.78437 + o
(
log(B)0.78437
)
≤ #{f ∈MS : H(f(P )) ≤ B}
≤
(
1.48541
log
(
H(P )
BS
)0.79232
)
log(B)0.79232 + o
(
log(B)0.79232
)
holds for all P ∈ PN (Q) of sufficiently large height; here we use (18), (21) and Magma [5] to
approximate roots of polynomials.
Lastly, we can use the bounds in Theorem 1.1 on the number of functions in free monoids
satisfying a bounded height relation to give an upper bound on the number of points of
bounded height in arbitrary monoid orbits.
(Proof of Corollary 1.2). Let S = {φ1, . . . , φs} be a set of endomorphisms all of degree at
least 2. If s = 1 (i.e., S = {φ} contains just one map), then one may use the canonical height
[23, §3.4] associated to φ to reach the desired bound. Namely, the fact that |hˆφ− h| ≤ cφ and
that hˆ(φn(P )) = dnφ hˆφ(P ) together imply that{
n : n ≤ logdφ
(
log(B)−cφ
hˆφ(P )
)}
⊆ {Q ∈ Orbφ(P ) : H(Q) ≤ B} ⊆
{
n : n ≤ logdφ
(
log(B)+cφ
hˆφ(P )
)}
for all non-preperiodic P . On the other hand, if P is preperiodic, then Orbφ(P ) is finite. In
particular, the number of points with (multiplicative) height at most B is certainly bounded
above by a constant times log log(B)≪ log(B) as claimed; hence, b = 1 in this case.
Now assume that s ≥ 2, and let FS be the free monoid generated by S under concatenation.
Then, given a word w = θ1 . . . θn ∈ FS , we can define an action of w on P
N(Q) via w · P =
θ1 ◦ · · · ◦ θn(P ). Likewise, we define the degree of w to be deg(θ1 ◦ · · · ◦ θn). In particular, (by
counting words of bounded degree) it is straightforward to see that we can replace MS with
FS in the proof of Theorem 1.1 and deduce that
a1 log(B)
b1 + o
(
log(B)b1
)
≤ #{w ∈ FS : H(w · P ) ≤ B} ≤ a2 log(B)
b2 + o
(
log(B)b2
)
for some constants a1(P ), a2(P ), b1 and b2 (whenever H(P ) > BS , as before); here we can
choose δ = 0.1, small enough to separate logs of distinct integers (see Remark 7). In particular,
since every point Q ∈ OrbS(P ) is of the form Q = w · P for some w ∈ FS , we have that
#{Q ∈ OrbS(P ) : H(Q) ≤ B} ≤ #{w ∈ FS : H(w · P ) ≤ B} ≤ a2 log(B)
b2 + o
(
log(B)b2
)
.
Therefore, the number of points in OrbS(P ) with height at most B is≪ log(B)
b2 . Concretely,
by choosing δ = 0.1 we get the crude bound b2 ≤
1
(c1−0.1)
log(s) from (23) and (25). 
Remark 10. It is likely that the statement and proof of Theorem 1.1 hold for height controlled
sets of simultaneously polarizable maps on any projective variety. The main arithmetic in-
gredient, Tate’s telescoping Lemma 2.2, works perfectly well with this level of generality; see
[10, Lemma 2.1]. Moreover, the other components of the proof (generating functions and
diophantine approximation of degrees) don’t depend on PN .
4. Orbits generated by polynomials
In this section, we prove Theorem 1.4. To do this, we first show that polynomials with mul-
tiplicatively independent degrees and leading coefficients generate free monoids under com-
position. This is perhaps known to the experts. However, without a reference, we include a
proof for completeness. Our argument is inspired by the proof of [14, Lemma 3.2].
Theorem 4.1. Let S = {φ1, . . . , φs} be a finite set of polynomials of degree at least 2 defined
over a field K of characteristic zero, and let aix
di denote the leading term of φi. If {d1, . . . ds}
is a multiplicatively independent set in Z and {a1, . . . as} is a multiplicatively independent set
in K∗, then MS is a free monoid.
Proof. As the statement of the theorem suggests, it suffices to study the monoid generated by
the leading terms in S. To make this statement precise, we note the following lemma:
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Lemma 4.2. Let S = {φ1, . . . , φs} be a set of polynomials defined over a field K, let aix
di
denote the leading term of φi, and let S
′ = {a1x
d1 , . . . , asx
ds}. If MS′ is a free monoid, then
MS is a free monoid.
Proof. This statement is a simple consequence of the fact that lt(f ◦ g) = lt(f) ◦ lt(g) for all
f, g ∈ K[x]; here lt(·) denotes the leading term of a polynomial. To see this, suppose that
MS′ is a free monoid and that there is some relation
(31) θ1 ◦ θ2 ◦ · · · ◦ θn = τ1 ◦ τ2 ◦ · · · ◦ τm
for some θi, τj ∈ S. Then, in particular, we have an equality of leading terms,
lt(θ1) ◦ lt(θ2) ◦ · · · ◦ lt(θn) = lt(τ1) ◦ lt(τ2) ◦ · · · ◦ lt(τm).
But this is a relation in MS′ , which is free on the letters in S
′. Therefore, n = m and
lt(θi) = lt(τi). However, again since MS′ is free, lt(θi) = lt(τi) implies that θi = τi. Hence the
relation in (31) is a trivial one. 
Now back to the proof of Theorem 4.1. In particular, in light of Lemma 4.2, we may
assume that S = {φ1, . . . φs} is a set of monomials with φi = aix
di , that {d1, . . . ds} is a
multiplicatively independent set in Z, and that {a1, . . . as} is a multiplicatively independent
set in K∗. Now, given F = θ1 ◦ · · · ◦ θn ∈ MS and φ ∈ S, we define eφ(F ) = #{j | θj = φ}
to be the number of φ’s appearing in the string defining F (strictly speaking this is an abuse
of notation; eφ is a function on words). In particular, if there is a relation F = G for some
F,G ∈MS , then we see that
(32) d
eφ1 (F )
1 · · · d
eφs (F )
s = deg(F ) = deg(G) = d
eφ1 (G)
1 · · · d
eφs (G)
s .
However, the di’s are multiplicatively independent by assumption, so that eφi(F ) = eφi(G) for
all i. In particular, the strings defining F and G have the same length (i.e., the total number
of letters from S) equal to n =
∑
eφi(F ). Hence,
(33) F = θ1 ◦ · · · ◦ θn = τ1 ◦ · · · ◦ τn = G for some θi, τi ∈ S.
Moreover, eφi(F ) = eφi(G) for all i. From here, we will show that θi = τi by induction on the
length n. The n = 1 case is clear. For n > 1, if (33) holds then
(34) F ′ ◦ θ = F = G = G′ ◦ τ
for some θ, τ ∈ S and some monomials F ′ and G′ given by strings of length n− 1 of elements
of S. We proceed in cases.
Case(1): Suppose that θ = τ , and write θ = axd, F ′ = aF ′ x
deg(F ′) and G′ = aG′ x
deg(F ′).
Here we use that deg(F ) = deg(G) and θ = τ , so that deg(F ′) = deg(G′). Therefore, (34)
becomes
aF ′ a
deg(F ′) xd deg(F
′) = aG′ a
deg(F ′) xd deg(F
′),
and we deduce that aF ′ = aG′ . However, then F
′ = aF ′ x
deg(F ′) = aG′ x
deg(F ′) = G′ and
F ′, G′ ∈MS are polynomials obtained by composing strings of elements of S of length n− 1.
In particular, we may deduce that θi = τi for all i < n by induction. On the other hand,
θn = θ = τ = τn by construction. Therefore, θi = τi for all i ≤ n as claimed.
Case(2): Suppose that θ 6= τ . We fix some notation. Given a string θ1 . . . θm of elements of
S, write
f = θ1 ◦ · · · ◦ θm = af x
deg(f) = (an11 · · · a
ns
s )x
deg(f).
Then define the ai-degree of f (or more accurately, the ai-degree of the corresponding string)
to be degai(f) = ni. Note that this construction is well-defined since the leading coefficient
af is in the (multiplicative) semigroup generated by the ai’s and the ai’s are multiplicatively
independent by assumption. Now write θ = axd. Then we will show that dega(F ) 6= dega(G),
a contradiction, using (34), the fact that θ 6= τ , and the following elementary observations
about a-degrees:
Lemma 4.3. Let S be as in Theorem 4.1 and let θ = axd ∈ S. Then the following statements
hold:
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(1) If f1, f2, g ∈ MS, dega(f1) ≤ dega(f2), and deg(f1) ≤ deg(f2), then dega(f1 ◦ g) ≤
dega(f2 ◦ g).
(2) Let f ∈MS, and suppose that eθ(f) = e ≥ 1. Then dega(f) ≤
de−1
d−1 ·
deg(f)
de .
We grant Lemma 4.3 for now and return to the proof later. To see that dega(F ) 6= dega(G)
in Case 2, let e = eθ(F ) = eθ(G) be the number of θ’s appearing in the strings defining F and
G. Then, writing F = F ′ ◦ θ as in (34), we see that
(35) dega(F ) = dega(F
′) + deg(F ′) dega(θ) = dega(F
′) + deg(F ′) ≥ deg(F ′).
On the other hand, Lemma 4.3 part (2) applied to f = G′ implies that
(36) dega(G) = dega(G
′) + deg(G′) dega(τ) = dega(G
′) ≤
de − 1
d− 1
·
deg(G′)
de
.
Here we use that G = G′ ◦ τ and that dega(τ) = 0, since θ 6= τ and the leading coefficients
of the elements in S are multiplicatively independent. Therefore, if dega(F ) = dega(G), then
(34), (35), (36) together imply that
deg(τ) deg(F ) = deg(τ)d deg(F ′)
≤ deg(τ)d dega(F )
= deg(τ)d dega(G)
≤
de − 1
d− 1
·
deg(τ) deg(G′)
de−1
≤
de − 1
d− 1
·
deg(G)
de−1
<
de
d− 1
·
deg(G)
de−1
=
d
d− 1
deg(G).
(37)
However, F = G so that deg(F ) = deg(G). In particular, (37) implies that
2 ≤ deg(τ) <
d
d− 1
≤ 2,
a contradiction. Therefore, dega(F ) 6= dega(G) and Case 2 is incompatible with (34). There-
fore, any relation in MS must be of the form in Case 1. However, since we have settled
Theorem 4.1 in this case by induction, MS is a free monoid as claimed. 
We now include a proof of Lemma 4.3 regarding a-degreess.
(Lemma 4.3). The first statement is a simple consequence of the definition of a-degrees. Sup-
pose that f1, f2, g ∈MS , that dega(f1) ≤ dega(f2), and that deg(f1) ≤ deg(f2). Then
dega(f1 ◦ g) = dega(f1) + dega(g) · deg(f1) ≤ dega(f2) + dega(g) · deg(f2) = dega(f2 ◦ g)
as claimed. For the second statement, let f ∈MS and suppose that eθ(f) = e ≥ 1. Then, we
may write
(38) f = gt+1 ◦ θ
rt ◦ gt ◦ · · · ◦ g2 ◦ θ
r1 ◦ g1
for some gi ∈ MS with dega(gi) = 0, some t ≥ 1, and some ri ≥ 0 with
∑t
i=1 ri = e. We will
show by induction on t that
(39) dega(f) ≤ dega(ge+1 ◦ ge ◦ · · · ◦ g1 ◦ θ
e),
from which statement (2) of the Lemma easily follows. If t = 1, then
dega(g2 ◦ θ
r ◦ g1) = deg(g2) dega(θ
r) ≤ deg(g2) deg(g1) dega(θ
r) ≤ dega(g2 ◦ g1 ◦ θ
r).
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Here we use that dega(gi) = 0. On the other hand, assume that t > 1 and that (39) is true
for polynomials of the form in (38) with t− 1 appearances of substrings of the form θri . Then
given f as in (38), let f1 = gt+1 ◦ θ
rt ◦ gt ◦ θ
rt−1 ◦ · · · ◦ g2, let f2 = gt+1 ◦ · · · ◦ g2 ◦ θ
r where
r =
∑t
i=2 ri, and let g = θ
r1 ◦ g1. Then f = f1 ◦ g and deg(f1) = deg(f2). Hence, part 1 of
Lemma 4.3 and the induction hypothesis together imply that
(40) dega(f) = dega(f1 ◦ g) ≤ deg(f2 ◦ g) = dega((gt+1 ◦ · · · ◦ g2) ◦ θ
e ◦ g1).
On the other hand letting g′ = gt+1 ◦ · · · ◦ g2, we see that the t = 1 case above applied to
g′ ◦ θe ◦ g1 in place of f implies that
(41) dega((gt+1 ◦ · · · ◦ g2) ◦ θ
e ◦ g1) ≤ dega((gt+1 ◦ · · · ◦ g1) ◦ θ
e).
Therefore after combining (40) and (41), we establish (39) as claimed. Finally, the bound in
part 2 of Lemma 4.3 follows easily from (39), the fact that
dega(θ
e) = (de−1 + · · ·+ d+ 1) = (de − 1)/(d− 1),
and that deg(gt+1 ◦ · · · ◦ g1) = deg(f)/d
e. 
We are nearly ready to prove Theorem 1.4, a version of Conjecture 1.3 in dimension one for
some fairly general sets of polynomials. However to complete the main remaining step, (i.e.,
to pass from counting functions to counting points) we need the integral point classification
theorems in [3] and the Appendix 5. To put these results in context, we first recall the
definition of Siegel factors and Siegel’s integral point theorem.
Definition 4.4. A Siegel polynomial over a field K is an absolutely irreducible polynomial
Φ(x, y) ∈ K[x, y] for which the curve Φ(x, y) = 0 has genus zero and has at most two points
at infinity. A Siegel factor of a polynomial Ψ(x, y) ∈ K[x, y] is a factor of Ψ which is a Siegel
polynomial over K.
The following result explains the relevance of Siegel factors in this context and is one of the
most important results in arithmetic geometry; see Theorems 8.2.4 and 8.5.1 in [18].
Theorem 4.5 (Siegel). Let R be a finitely generated integral domain of characteristic zero,
let K be the field of fractions of R, and let Φ(x, y) ∈ K[x, y]. Then there are only finitely
many pairs (x, y) ∈ R×R for which Φ(x, y) = 0 unless Φ(x, y) has a Siegel factor over K.
Remark 11. Clearly if K is a number field (viewed inside the complex numbers) and Φ(x, y)
has no Siegel factors over C, then Φ(x, y) has no Siegel factors over K. Therefore, to prove
that the equation Φ(x, y) = 0 has only finitely many solutions (x, y) in some ring of S-integers
R ⊂ K, it suffices to show that Φ(x, y) has no Siegel factors over C.
To use Siegel’s integral point theorem to show that f(P ) = g(P ) occurs infrequently for
f, g ∈MS and P of sufficiently large height (see Lemma 4.8 for a precise statement), we need
the following theorem of Bilu and Tichy [3, Theorem 10.1], which classifies the polynomials
Φ(x, y) = F (x) −G(y) having a Siegel factor.
Theorem 4.6. For non-constant F,G ∈ C[x], if F (x) − G(y) has a Siegel Factor in C[x, y]
then F = E ◦ F1 ◦ µ and G = E ◦G1 ◦ ν, where E, µ, ν ∈ C[x] with deg(µ) = deg(ν) = 1 and
either (F1, G1) or (G1, F1) is one of the following pairs (here m,n ≥ 1 and p ∈ C[x] K {0}):
(a)
(
xm, xrp(x)m
)
, where r ∈ N is coprime to m;
(b)
(
x2, (x2 + 1)p(x)2
)
;
(c)
(
Tm, Tn
)
with gcd(m,n) = 1;
(d)
(
Tm,−Tn
)
with gcd(m,n) > 1;
(e)
(
(x2 − 1)3, 3x4 − 4x3
)
.
Remark 12. Technically, the statement above is a simplified version of [3, Theorem 10.1] taken
from [8, Corollary 2.7]. For a more detailed description of the classification of pairs (F,G)
such that F (x) − G(y) has a Siegel factor (with the relevant fields of definition taken into
account), see [3].
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In particular, condition (3) of Theorem 1.4 implies that the affine curves
Ci,j : φi(x) = φj(y) for i 6= j
have finitely many integral points. Here we use Theorem 4.5, Remark 11, and Theorem 4.6: the
pairs (a)-(d) in Theorem 4.6 are ruled out by condition (3) by examining first coordinates only
(all cyclic or Chebychev polynomials). Likewise, (x2−1)3 = F ◦E ◦L, where F (x) = (x−1)3,
E(x) = x2 is cyclic, and L(x) = x. Hence, the pair in (e) is also ruled out by condition (3).
Similarly, condition (3) implies that the affine curves
Ci :
φi(x)− φi(y)
x− y
= 0
have finitely many integral points. Here we use Theorem 4.5 and Theorem 2 in the Appendix;
Zannier has shown that such curves have at least 3 points at infinity over C and thus cannot
have a Siegel factor over any number field. In particular, we will use these finiteness results
to show that f(P ) = g(P ) occurs rarely for f, g ∈MS and P of large enough height.
(Proof of Theorem 1.4). Suppose that S is a set of polynomials satisfying conditions (1)-(3).
Then in particular, conditions (1) and (2) imply that MS is free by Theorem 4.1. Hence,
Theorem 1.1 implies that the number of functions f ∈ MS satisfying H(f(P )) ≤ B, has the
desired growth rate, whenever P has large enough height. To pass from functions to points, we
need to control when f(P ) = g(P ) is possible for f, g ∈MS . With this in mind, let RP ⊂ K be
a ring of S-integers in some number field K (not the same S as the set of functions) containing
P and the coefficients of the maps in S and define the quantity
κP := max
{
h(x) : (x, y) ∈ Ci(RP ) or (x, y) ∈ Cj,k(RP ) for some y ∈ RP and some i, j, k
}
.
Then κP is finite by Theorem 4.5, Remark 11, Theorem 4.6, and Theorem 1 in the Appendix.
Now given f = θ1 ◦ θ2 ◦ · · · ◦ θn ∈ MS , define the length of f to be ℓ(f) = n; note that this
quantity is well-defined since MS is free. Moreover letting v = (1, . . . , 1), we see that ℓ = ℓS,v
in our earlier notation. Next, recall the constant bS given by bS = CS/(dS − 1), where CS
and dS are the height constants in Definition 2.1 above. Then, Tate’s telescoping Lemma 2.2
implies that if h(ρ(P )) ≤ κP for some P with h(P ) > 2bS and some ρ ∈MS , then
(42) 2ℓ(ρ)bS ≤ deg(ρ)(h(P ) − bS) ≤ h(ρ(P )) ≤ κP .
Hence, the length of such ρ is bounded; specifically, ℓ(ρ) ≤ max
{
1, ⌈log2(κP /bS)⌉
}
:= rP ,
from which we deduce the following fact.
Lemma 4.7. Suppose that S satisfies the conditions of Theorem 1.4 and let ρ ∈ MS. If
ℓ(ρ) > rP , h(P ) > 2bS, and θ(ρ(P )) = τ(P
′) for some P ′ ∈ RP and some θ, τ ∈ S, then θ = τ
and ρ(P ) = P ′.
In particular, this allows us to control the number of functions in MS that can agree at P .
Lemma 4.8. Suppose that S satisfies the conditions of Theorem 1.4 and that h(P ) > 2bS.
Then there is a constant tP,S depending only on P and S such that
#
{
f ∈MS : f(P ) = Q
}
≤ tP,S
holds for all but finitely many Q ∈ OrbS(P ).
Proof. Let dS = max{deg(φ) : φ ∈ S} and suppose that Q ∈ OrbS(P ) satisfies
h(Q) > dS
rP+1(h(P ) + bS),
true of all but finitely many Q by Northcott’s Theorem; each Q ∈ OrbS(P ) ⊆ P
1(K) by
construction of K. Then, it follows from Tate’s telescoping Lemma 2.2 that ℓ(f) > rP +1 for
all f ∈MS with f(P ) = Q: otherwise,
h(Q) = h(f(P )) ≤ deg(f)(h(P ) + bS) ≤ dS
ℓ(f)(h(P ) + bS) ≤ dS
rP+1(h(P ) + bS),
a contradiction. In particular, each function taking the value of Q at P has length strictly
larger than rP+1. Now, let fQ ∈ MS be a function of smallest length taking the value of Q
at P . Then ℓ(fQ) > rp + 1 and we may write fQ = τ1 ◦ · · · ◦ τm ◦ ρQ form some τi ∈ S, some
m ≥ 1, and some ρQ ∈MS of length rP + 1. Likewise, for any other f ∈MS with f(P ) = Q,
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we may write f = θ1,f ◦ · · ·◦θm,f ◦qf ◦ρf for some θi,f ∈ S, some qf ∈MS, and some ρf ∈MS
of length rP +1; here we use the minimality of the length of fQ. Then f(P ) = fQ(P ) implies:
(43) θ1,f ◦ · · · ◦ θm,f ◦ qf ◦ ρf (P ) = τ1 ◦ · · · ◦ τm ◦ ρQ(P ).
Now for all 1 ≤ i ≤ m, let ρi = θi+1,f ◦ · · · ◦ θm,f ◦ qf ◦ ρf and P
′
i = τi+1 ◦ · · · ◦ τm ◦ ρQ(P ). In
particular, (43) becomes
θ1,f (ρ1(P )) = τ1(P
′
1).
On the other hand, P ′i ∈ RP by definition of RP and ℓ(ρi) ≥ ℓ(ρf) = rP + 1 > rP for all i.
Hence, Lemma 4.7 applied to ρ = ρ1, P
′ = P ′1, θ = θ1,f , and τ = τ1 implies that θ1,f = τ1 and
ρ1(P ) = P
′
1. Therefore,
θ2,f ◦ · · · ◦ θm,f ◦ qf ◦ ρf (P ) = τ2 ◦ · · · ◦ τm ◦ ρQ(P ).
Repeating the same argument, this time with ρ = ρ2, P
′ = P ′2, etc., we see that Lemma 4.7
implies that θ2,f = τ2 and ρ2(P ) = P
′
2. We can clearly continue this argument (m-times) and
obtain that
(44) qf ◦ ρf (P ) = ρQ(P ) and θi,f = τi for all 1 ≤ i ≤ m.
On the other hand, Tate’s Telescoping Lemma 2.2 and the fact that h(P ) > 2bS imply the
lower bound
(45) 2rP+1bS ≤ deg(ρf )(h(P )− bs) ≤ h(ρf (P )).
Likewise, we have the upper bound
(46) h(ρQ(P )) ≤ deg(ρQ)(h(P ) + bS) ≤ dS
rP+1(h(P ) + bS).
Hence, after combining (44), (45) and (46) with Lemma 2.2 applied to the map qf , we see
that
deg(qf )(2
rP+1 − 1)bS ≤ deg(qf )(h(ρf (P ))− bS) ≤ h(qf ◦ ρf (P )) = h(ρQ(P )) ≤ dS
rP+1(h(P ) + bS).
In particular, dividing both sides of the inequality above by (2rP+1 − 1)bS, we deduce that
(47) 2ℓ(qf ) ≤ deg(qf ) ≤
dS
rP+1(h(P ) + bS)
(2rP+1 − 1)bS
.
Hence the length of qf is bounded. But S is a finite set of maps, so the number of possible qf ’s
is finite. Likewise, the length of ρf is rP + 1 is bounded, and so there are only finitely many
possible ρf ’s. In summation, we have shown that if f ∈ MS is any function with f(P ) = Q,
then f = τ1 ◦ · · · ◦ τm ◦ qf ◦ ρf such that: the τi are fixed, and the number of possible qf ’s and
ρf ’s are bounded independently of Q. Specifically, we have that
#
{
f ∈MS : f(P ) = Q
}
≤ s
log2
⌈
dS
rP+1(h(P )+bS)
(2rP+1−1)bS
⌉
+rP+1
holds for all Q ∈ OrbS(P ) with h(Q) > dS
rP+1(h(P ) + bS), which proves the claim. 
We now finish the proof of Theorem 1.4. Note that Lemma 4.8 implies that:
t−1P,S ·#
{
f ∈MS : H(f(P )) ≤ B
}
+O(1) ≤ #
{
Q ∈ OrbS(P ) : H(Q) ≤ B
}
≤ #
{
f ∈MS : H(f(P )) ≤ B
}
holds for all B sufficiently large and all P such that H(P ) > e2bS . Moreover, combining the
bounds above with Theorem 1.1, we see that for all ǫ > 0 there exists an effectively computable
positive constant b = b(S, ǫ) such that
(logB)b ≪ #{Q ∈ OrbS(P ) : H(Q) ≤ B} ≪ (logB)
b+ǫ
as desired. 
In higher dimensions, it is possible that one can attack Conjecture 1.3 in a similar manner
to that above, provided that one can give a reasonable condition ensuring that the set of
integral points on the variety
Vf,g := {(P,Q) ∈ P
N × PN : f(P ) = g(Q)}
is not Zariski dense (for all distinct f, g ∈ MS of some fixed length). To do this, it is likely
necessary to assume the Bombieri-Lang Conjecture.
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Likewise (although most sets generate free monoids), it would be interesting to study the
height growth rates in monoid orbits which are not free (or free commutative). As a test case,
one might consider the following example from [14, Remark 1.5]: let ω be a primitive cube
root of unity and let F (x) = x2 and G(x) = ωx2. Then the monoid generated by S = {F,G}
has three independent relations: F 2 = G2, F 2 ◦G = G ◦ F 2, and G ◦ F ◦G = F ◦G ◦ F .
Acknowledgements: We thank Yuri Bilu, Andrew Bridy, Alexander Evetts, Joseph Silver-
man, and Umberto Zannier for discussions related to this paper. We also thank the authors
of [14]; Lemma 3.2 in their paper inspired the proof of Theorem 4.1. Finally, we are especially
grateful to Umberto Zannier (again) for including the appendix to this paper.
5. Appendix: integral points on curves f(X)−f(Y )X−Y
(by Umberto Zannier)
Let f ∈ C[X ] be a polynomial of degree d ≥ 2 and let O be a finitely generated subring of
C. For the sequel we put
(48) F (X,Y ) =
f(X)− f(Y )
X − Y
.
Recall also that the cyclic polynomial of degree n is simply Xn, and the Chebyshev polynomial
of degree n is the unique polynomial Tn satisfying the identity Tn(Z+Z
−1) = Zn+Z−n. The
purpose of the present Appendix is to prove the following:
Theorem 1. Assume that the plane curve defined by F (X,Y ) has infinitely many points in
O2. Then there are an integer n > 1 and polynomials g, l ∈ C[X ], with deg l = 1, such that
f = g ◦ Sn ◦ l, where Sn is either the cyclic or the Chebyshev polynomial of degree n.
Remark 1. Note that the result has an easy converse, as soon as we allow some freedom on
O, as we now illustrate:
(i) If Sn(X) = X
n (after applying l−1) we obtain factors X − ζY (ζn = 1, ζ 6= 1) for our
polynomial F (X,Y ), i.e. components of the curve which are lines defined over Q(ζ). Therefore
we obtain infinitely many points in O2 as soon as O contains ζ (and the coefficients of l).
(ii) In the case Sn = Tn, from the defining property of Tn we easily obtain (well-known)
factors of Tn(X) − Tn(Y ) given by X
2 − (ζ + ζ−1)XY + Y 2 + (ζ − ζ−1)2, for ζ 6= ±1 an
n-th root of unity. On setting Y = W +W−1, this quadratic in turn factors as (X − ζW −
ζ−1W−1)(X − ζ−1W − ζW−1). Hence, if we let w take values in O∗ (which may well be
infinite) and set X = x = ζw + ζ−1w−1 we obtain again an infinity of points in O2. We also
obtain similarly quadratic factors of Tn(X) + Tn(Y ), which are relevant when g(X) = h(X
2)
is even. These factors divide also T2n(X)− T2n(Y ), since T2n = T2 ◦ Tn = T
2
n − 2.
In the next version of the result, i.e. Theorem 2 below, we shall add a further conclusion
which implies that all but finitely many integral points arise in this way.
As to the theorem, we recall at once that in virtue of Siegel’s Theorem (extended suitably
to finitely generated subrings) an irreducible affine curve can have can have infinitely many
(integral) points defined over O only if
(i) it has genus 0 and
(ii) it has at most two points at infinity. 1
See [4], or [17], or [22]. The crucial case is the original Siegel’s 1929 version over Z, as
extended later by Mahler to the rings of S-integers in a number field.
Thus the problem is to investigate when the (possibly reducible) curve defined by F (X,Y )
has a component satisfying these ‘Siegel conditions’ (which cannot generally be improved).
This leads in the first place to the need to establish when the defining polynomial F can
be reducible. If f is indecomposable (i.e. not of the shape g ◦ h for polynomials g, h of degree
> 1) then the correct condition was found by Fried [7]: namely, F is irreducible unless f(X)
1By points at infinity we mean the missing points with respect to a projective closure of the curve. This
number may increase by passing to a smooth model, but the theorem applies to any model.
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is either a cyclic or a Chebyshev polynomial up to a linear change of variable, which of course
corresponds to our conclusion. (See also Schinzel’s book [20], especially 1.5, where fields of
definitions are considered as well, which instead we disregard here.) An application of Fried’s
result would then directly yield the present theorem in the indecomposable cases.
However, if f is decomposable then certainly F (X,Y ) is anyway reducible, and the issue
leads to more delicate problems concerning the nature of the irreducible factors. In the paper
[1] a laborious classification is obtained for all the cases when there is a factor defining a curve
of genus 0. The results of [1] depend on some finite-group theory, which is used to an even
much heavier extent in Mueller’s paper [19], which again obtains certain complete laborious
classifications relevant for suitable applications of Siegel’s theorem.
An applications of [1] would suffice for the present purposes of proving Theorem 1, even
forgetting about Siegel’s condition (ii). But in fact it turns out that adding such condition
not only makes the former (i) automatic, but also leads to a much simpler and self-contained
elementary proof, which can be hopefully useful for some readers and for other applications.
Moreover this proof yields with little effort a slightly more precise conclusion, as in the last
phrase of the statement below (which, as in the Remark above, allows to describe all but
finitely many integral points).
To present such a proof is the scope of this Appendix. By the remarks above, for Theorem
1 it will suffice to prove the following result (even disregarding the last conclusion):
Theorem 2. Assume that the polynomial F (X,Y ) has an irreducible factor Φ defining a curve
with at most two points at infinity (in a closure in P2). Then deg Φ ≤ 2 and there are an
integer n > 1 and polynomials g, l ∈ C[X ], with deg l = 1, such that f = g ◦ Sn ◦ l, where Sn
is the cyclic (if degΦ = 1) or the Chebyshev (if deg Φ = 2) polynomial of degree n.
If degΦ = 1, then Φ divides l(X)n − l(Y )n. If deg Φ = 2, then Φ is symmetric and either
it divides Sn(l(X))− Sn(l(Y )), or g is even and Φ divides Sn(l(X)) + Sn(l(Y )).
Proof. To start with, we normalize f by assuming it is monic and with vanishing second
coefficient: f(X) = Xd+ f2X
d−2+ . . .+ fd, fi ∈ C. This does not affect the results on taking
into account the linear polynomial l(X) in the statement.
Our affine (possibly reducible) curve CF : F (X,Y ) = 0 has degree d − 1. Note that the
points at infinity in P2 of (the closure of) this curve are given in homogenous coordinates
(x : y : z) by z = 0, xd = yd, x 6= y, so they form a set of d− 1 pairwise distinct points.2
Let Φ(X,Y ) ∈ C[X,Y ] be an irreducible factor of F (X,Y ), defining an irreducible curve
CΦ with at most two points at infinity. The homogeneous part of Φ of highest degree must be
a factor of (Xd − Y d)/(X − Y ), and the points at infinity correspond to linear factors of this
homogeneous part. Since this has not multiple factors, we deduce that CΦ has degΦ points
at infinity. Hence, if CΦ satisfies Siegel’s condition (ii), we must have degΦ ≤ 2.
From these considerations it also follows that we may assume that Φ is monic in Y .
Suppose first that degΦ = 1, so Φ(X,Y ) = Y − aX − b; hence we must have f(aX + b) =
f(X) identically. Since however f has vanishing second coefficient, this entails b = 0, hence
f(aX) = f(X). We already know that a is a d-th root of unity, a 6= 1. If n is the exact order
of a, then n > 1 divides d and f must be a polynomial in Xn, i.e. f(X) = g(Xn) and we fall
into one of the cases of the conclusion.
Note that Y − aX divides indeed Xn − Y n so the last assertion holds as well.
Suppose now that degΦ = 2. The two points at infinity of CΦ correspond to two Puiseux
expansions Y = P±(X) := a±X + b0± + b1±X
−1 + . . . in descending powers of X , where bi±
are complex numbers and a± are two distinct d-th roots of 1, both different from 1.
We have Φ(X,P±(X)) = 0 hence F (X,P±(X)) = 0, so f(X) = f(P±(X)) identically. As
before, since f has vanishing second coefficient this yields b0± = 0. We may write
Φ(X,Y ) = (Y − a+X)(Y − a−X) + L(X,Y )− k,
where L is linear homogeneous and k ∈ C. We have that P±(X)−a±X = O(X
−1), in the sense
that it is a Puiseux series where no non-negative power of X appears. Since Φ(X,P±(X)) = 0
2They are smooth points, which simplifies things as we do not need to refer to smooth models.
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we get that L(X,P±(X)) = O(1) for both choices of the sign. But then, since a± are distinct
this implies L = 0, and since Φ is irreducible we have k 6= 0. Hence, setting s := a+ + a−,
p := a+a−, we have pk 6= 0 and
Φ(X,Y ) = (Y − a+X)(Y − a−X)− k = Y
2 − sXY + pX2 − k.
Let now x be a variable over C and let y be a solution of Φ(x, y) = 0 in an extension of
C(x), so F := C(x, y) is the function field of CΦ. Note that F is a quadratic extension of
both C(x) and C(y); looking at the equation we find that the Galois groups are generated
respectively by the automorphisms σ, τ of F (of order 2) given by
σ(x) = x, σ(y) = sx− y τ(x) =
(s
p
)
y − x, τ(y) = y.
It will be notationally convenient to have another expression for F. Define the linear forms
Z± := Y − a±X , so Φ = Z+Z− − k. Letting z± = y − a±x we thus have z+z− = k and
x =
z+ − z−
a− − a+
= γ(z+ − z−), y = γ(a−z+ − a+z−),
where we have put γ := (a− − a+)
−1. So in particular we have F = C(z+) and by an easy
computation one finds that the above automorphisms are expressed by
(49) σ(z+) = −z− =
α
z+
, τ(z+) = −
a+
a−
z− =
β
z+
,
where α = −k, β = −ka+/a−.
Now, since Φ(x, y) = 0 we have F (x, y) = 0 whence f(x) = f(y), so the field K :=
C(x) ∩ C(y) contains C(f(x)) and thus the degree [F : K] is finite. The field K is left fixed
by both σ, τ , and thus by the group G that they generate inside Aut(F/C) = PGL2(C). By
basic Galois theory actually the fixed field of G is precisely the intersection C(x) ∩C(y) = K.
We have σ(τ(z+)) = (β/α)z+, hence β/α = a+/a− is a root of unity of a certain order n:
actually, we already knew that a+, a− are d-th roots of unity, and they are distinct, so n > 1
is a divisor of d.
The group G is generated by σ and ξ := στ . On looking at the action on z+ it is now easily
seen that σ−1ξσ = ξ−1, so G is a dihedral group of order 2n.
Now, the rational function of z+ given by w := z
n
++α
nz−n+ of degree 2n is plainly invariant
by both σ and ξ, hence by G. Again by simple Galois theory, we have C(w) = K. Therefore
f(x), which lies in K, is a rational function of w, f(x) = g(w). (On comparing degrees we
find deg g = d/n.)
Recall that x = γ(z+ − z−) = γ(z+ + (−k)z
−1
+ ) = γ(z+ + αz
−1
+ ). Hence x has only the
poles z+ = 0,∞, and the same holds for f(x) (as functions of z+). It follows at once that g
must be a polynomial, of degree d/n.
The proof is now easily completed by a simple change of variables. We have w ∈ K ⊂ C(x),
so we may write w = S(x) with S a rational function of degree n, which as above must be a
polynomial.
Set z = δz+ where δ
2α = 1. Hence x = γδ−1(z + z−1). Also, w = δ−n(zn + z−n). Hence
δnS(γδ−1(z + z−1)) = zn + z−n, and by uniqueness it follows that δnS(γδ−1X) = Tn(X) is
the Chebyshev polynomial of degree n. Hence in conclusion we find
f(X) = g(δ−nTn(γ
−1δX)),
as required.
To check the last assertion, for notational simplification we slightly change conventions and
replace g(δ−nX) with g(X) and f(X) with f(γδ−1X), so to suppose f(X) = g(Tn(X)). In
the above notation, x becomes z + z−1 and y = a−z + a+z
−1. (Note that these substitutions
leave unchanged the set {a+, a−}.)
Also, let µ2 = a+/a−, so µ
n =: ǫ ∈ {±1}. We have y = µa−((z/µ) + (z/µ)
−1), so
Tn((µa−)
−1y) = ǫ(zn + z−n) = ǫTn(x). Hence, setting ν := (µa−)
−1, we have
Tn(νy) = ǫTn(x), g(Tn(y)) = f(y) = f(x) = g(Tn(x)) = g(ǫTn(νy)).
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Denoting b := deg g = d/n, we then deduce that deg(Tn(y)
b − (ǫTn(νy))
b ≤ (b − 1)n. But
on factoring the left side and noting that all factors but at most one have degree ≥ n, this
implies that in fact one of the factors is constant, hence 3
(50) Tn(y) = θǫTn(νy) + c, g(θX + c) = g(X),
for some b-th root of unity θ. Note that all of these equalities hold identically.
Now, the Chebyshev polynomial Tn(X) starts with X
n − nXn−2 + . . ., whence the first of
the equations gives θǫνn = ν2 = 1. Also, if n is odd then Tn(0) = 0 whence c = 0; if n is even
then νn = 1 so θǫ = 1 and again setting y = 0 we find c = 0 anyway. Conversely, if these
equalities hold it is easy to check that the equation holds, since Tn has the same parity of n.
So we may suppose in the sequel that θǫνn = ν2 = 1 and that g(θX) = g(X).
Now, consider again the equation Tn(νy) = ǫTn(x), i.e. ν
nTn(y) = ǫTn(x).
If νn = ǫ we have Tn(x) = Tn(y) so Φ(X,Y ) divides (Tn(X)−Tn(Y ))/(X −Y ), and we are
in the first case of the conclusion.
If νn 6= ǫ, then Tn(x) = −Tn(y) hence Φ(X,Y ) divides Tn(X) + Tn(Y ). Also, we have
already observed that θ = ǫνn which in this case equals −1 so g is an even polynomial by the
second equation in (50) (since c = 0), again as in the sough conclusion.
Finally, from the above equations we derive
p = a+a− = (a+/a−)(a−)
2 = (µa−)
2 = ν−2 = 1,
hence Φ(X,Y ) is symmetric.
This concludes the proof of Theorem 2. 
Remark 2. Actually, the proof yields some small supplementary information on the structure
of the factors (which however can be deduced independently a posteriori).
We also note that the last conclusion could have been stated as follows: if n is maximal such
that the decomposition holds, then the quadratic factor anyway divides Sn(l(X))− Sn(l(Y )).
Indeed, if g is even, then since T2(X) = X
2− 2, g can be written as h ◦ T2 and now we use
that T2 ◦ Tn = T2n (well known and easy to deduce).
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