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Abstract
In this paper we consider the properties of the Pesaran (2004, 2015a) CD test for cross-
section correlation when applied to residuals obtained from panel data models with many
estimated parameters. We show that the presence of period-specific parameters leads the
CD test statistic to diverge as length of the time dimension of the sample grows. This result
holds even if cross-section dependence is correctly accounted for and hence constitutes an
example of the Incidental Parameters Problem. The relevance of this problem is investi-
gated both for the classical Time Fixed Effects estimator as well as the Common Correlated
Effects estimator of Pesaran (2006). We discuss approaches for re-establishing standard nor-
mal inference under the null hypothesis. Given the widespread use of the CD test statistic
to test for remaining cross-section correlation, our results have far reaching implications
for empirical researchers.
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1 Introduction
Given that economic agents rarely act entirely independently of each other, modeling cross-
section dependence plays a prominent role in panel data econometrics. Time fixed effects
are probably the simplest way of addressing this issue, allowing for a common trend that
enters the model additively, having a homogenous effect across units. During the last decade,
interactive fixed effects models have become a popular, more general alternative that assume
the presence of a factor error structure, i.e. a small number of unobserved common trends
interacted with entity-specific slope coefficients. Using either of the two modeling possibilities
begs the question whether cross-section dependence is adequately accounted for.
In this paper, we show that the application of tests for cross-section dependence to re-
gression residuals obtained from two-way fixed effects models or interactive effects models
is problematic. We use the popular CD test statistic of Pesaran (2004, 2015a) as an example
and show that the inclusion of period-specific parameters introduces a bias term of order
√
T
into the CD test statistic. In order to avoid erroneous rejection of the null hypothesis of no un-
accounted cross-section dependence, we suggest an adjusted test statistic based on a general
weighting of cross-section covariances. This weighted CD test statistic is asymptotically stan-
dard normal and has very good size under appropriate regularity conditions on the chosen
weights.
The issue of cross-section dependence in panel data has stirred attention to the degree that
now most advanced modern textbooks on panel data analysis dedicate at least one chapter to
the consequences of ignoring cross-section correlation as well as the econometric techniques
that have been developed to account for it, see e.g. Hsiao (2014), and Pesaran (2015b). Es-
pecially in panel data studies using macro-economic data, considerable effort has been ex-
erted in estimating and testing appropriate model specifications capable of capturing most of
cross-sectional dependence, with the methods of Pesaran (2006) and Bai (2009) being the most
prominent.
Recently, applied econometricians have begun to use tests for cross-section dependence as
an ex-post diagnostic tool, applied to residuals from a regression model that explicitly allows
for cross-section dependence.1 For example, Holly et al. (2010), Everaert and Pozzi (2014),
Bailey et al. (2016), Eberhardt and Presbitero (2015), Mastromarco et al. (2016), and Chudik et al.
(2017) (among others) apply the CD test of Pesaran (2004, 2015a) to residuals obtained from es-
timation of their model with Pesaran’s (2006) Common Correlated Effects (CCE) estimator. In
some applications, the CD test statistic is explicitly used as a model-selection tool, interpreting
a reduction in the absolute value of the CD test statistic as an indication of a better model. In
other cases, only specifications not rejected by the CD test statistic (given some significance
level) were considered. For example, Eberhardt et al. (2013, p. 444) partially motivate the
choice of the empirical specification by noting that “[. . . ] curiously the residual CD tests for cross-
1For example, as implemented by the xtcd/xtcdf commands in Stata.
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section independence seem to reject in case of CCEP estimators. [. . . ] The CCEP models fail to address
the concerns for which they were developed, namely to account for all cross-section dependencies.”
In microeconomic applications, the dominant modeling strategy has long been to consider
a two-way fixed effects model. An example of the current practice is given by the earning dy-
namics literature which predominantly uses data from The Panel Study of Income Dynamics
(PSID) (see e.g. Bonhomme and Robin 2010, Arellano et al. 2017, among others). Rather than
analyzing the raw earnings data, empirical studies focus on the properties of residuals from a
linear regression of log wages on a rich set of regressors and year specific time dummies. The
post-estimation analysis is based on the implicit assumption that the model specification is
sufficiently general to account for all sorts of cross-section dependence. While this assumption
is (so far) rarely tested, the validity of two-way fixed effects models in applied microeconomet-
rics and the policy evaluation literature has recently been called into question. For example,
Hsiao et al. (2012b) and Gobillon and Magnac (2016) have recently emphasized the relevance
of considering interactive fixed effects models rather than more restrictive time fixed effects or
two-way fixed effects models when using difference-in-differences for treatment effect analy-
sis. This sets the stage for an application of tests for cross-section dependence to residuals from
two-way fixed effects models.
To the best of our knowledge, there are currently no theoretical results in the literature
that could justify the use of tests for cross-section dependence as a misspecification test for re-
gression models that account for cross-section dependence. Furthermore, this issue is usually
completely ignored in any of the large scale Monte Carlo studies integral to theoretical and
empirical papers in the field. Only very recently, Mao (2018) reported the size of three tests for
cross-section dependence in a subset of his simulation experiments. However, despite clear
evidence of excessive over-rejections, these results are neither discussed nor investigated the-
oretically. Therefore, this study is the first one to investigate the properties of the cross-section
dependence tests applied to residuals, i.e. as a post-estimation diagnostic tool. In particular,
given its popularity in the applied panel data literature, we restrict our attention to the CD test
statistic of Pesaran (2004, 2015a). Our interest lies in the class of residuals obtained from the
models that characterize cross-section dependence driven by a small number of unobservable
factors, entering the model either as time fixed effects in an additive error component model
or in terms of a multifactor error structure, interacted with unit-specific slope coefficients. The
results that we obtain are summarized as follows:
1. The application of the CD test to residuals obtained from a model where common factors
enter either as time fixed effects or through a multifactor error structure renders the test
statistic biased for any fixed T, and divergent as T → ∞.
2. In addition to the mean of the CD test statistic, even its variance may be affected. This
can result in an asymptotically degenerate distribution of the test statistic.
3. The rate under which the CD test statistic diverges under the alternative hypothesis of
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unaccounted cross-section correlation is
√
T which is a reduction by a factor of N relative
to applications in regression models without common factors.
4. The diverging bias can be eliminated by constructing the CD test statistic from specifi-
cally weighted covariances rather than cross-section correlation coefficients. This circum-
vents some problems associated with standard methods for bias correction and exhibits
good size properties in simulations.
The degeneracy of the CD statistics can be seen as a manifestation of the Incidental Pa-
rameters Problem (IPP) of Neyman and Scott (1948). In this respect, this paper contributes
to this branch of the literature. So far, major focus in the panel data literature has been re-
lated to the IPP stemming from estimated individual specific effects. Our paper is the first one
documenting non-trivial impact of estimated time specific common parameters on asymptotic
properties. Furthermore, since the CD statistic can be seen as a time-series average of second
degree (degenerate) U-statistics, our results shed some light on the potential impact of the IPP
beyond simple cross-sectional averages. Lastly, while this article only considers linear mod-
els, the average correlation approach to testing for cross-section dependence was extended to
nonlinear and nonparametric panel data models by Hsiao et al. (2012a) and Chen et al. (2012),
respectively. Hence, problems documented in this paper carry over to post-estimation prop-
erties of non-linear models discussed in e.g. Chen et al. (2014), Ferna´ndez-Val and Weidner
(2016), or Boneva and Linton (2017).
The remainder of this paper is structured as follows: Section 2 introduces the testing prob-
lem. In Sections 3 we present asymptotic results for stylized models with additive and mul-
tifactor error structure. In Section 4 we discuss standard approaches for bias correction and
propose a weighted CD test statistic that achieves this goal. Sections 5 and 6 illustrate the
problem documented in this paper by means of simulated and real data. Section 7 concludes.
Notation: Im denotes an m×m identity matrix and the subscript is sometimes disregarded
from for the sake of simplicity. 0 denotes a vector of zeros while O stands for a matrix of zeros.
sm denotes a selection vector all of whose elements are zero except for elementmwhich is one.
ι is a vector entirely consisting of ones. The dimension of these latter vectors and matrices is
generally suppressed for the sake of simplicity and needs to be inferred from context. For a
generic m× n matrix A, PA = A(A′A)−1A′ projects onto the space spanned by the columns
of A and MA = Im − PA. Furthermore, rk(A) denotes the rank of A, tr(A) its trace and
‖A‖ = (tr(A′A))1/2 the Frobenius norm of A. For a set of m × n matrices {A1, . . . ,AN},
A = N−1 ∑Ni=1Ai. δ and M stand for a small and large positive real number, respectively. For
two real numbers a and b, a ∨ b = max{a, b}. Lastly, OP(·) and oP(·) express stochastic order
relations.
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2 The testing problem
Let zi be a T-dimensional data vector observed over N cross-sectional units indexed by i. Com-
bining all zi we obtain a two-dimensional data array of longitudinal, or panel, data. In empir-
ical research it is common to investigate whether zi can be regarded as independent over i, in
order to develop a model that can properly characterize the statistical properties of the data.
Most often z1, . . . , zN contain residuals obtained from a regression model that does not allow
for cross-section dependence, e.g. an entity fixed effects model or plain OLS.
By far the most widely used test for cross-section dependence is the CD test of Pesaran
(2004, 2015a), which is based on a simple rescaled sum of all pairwise cross-section correlation
coefficients,2 formally denoted
CD =
√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
ρˆij =
√
TN(N − 1)
2
ρˆ. (1)
Here,
ρˆij =
T−1 ∑Tt=1(zi,t − zi)(zjt − zj)√
T−1 ∑Tt=1(zi,t − zi)2
√
T−1 ∑Tt=1(zjt − zj)2
is the pairwise sample correlation coefficient between units i and j. Obviously, computing the
CD test statistic involves obtaining N(N − 1)/2 parameter estimates, each of which converges
to the true parameter value at rate
√
T only. These circumstances are reminiscent of the panel
data setup considered in e.g. Phillips and Moon (1999), Hahn and Kuersteiner (2002), where
estimation of many incidental parameters in linear regression models turns out to have distri-
butional effects on the asymptotic properties of common parameters. That is, they cause the
incidental parameter problem. By contrast, the asymptotic distribution of the CD test statistic
is unaffected by the estimation of all N(N− 1)/2 cross-section correlation coefficients involved
in its construction. In fact, applied to the residuals of a linear regression model with strictly
exogenous regressors, and individual specific means, the CD test statistic is asymptotically
normal as long as N, T → ∞ (see Pesaran, 2015, Theorem 2). Hence, the IPP in the original
setup disappears very rapidly as both dimensions increase. In short, for the setup of Pesaran
(2004, 2015a) the CD test statistic does not suffer from the (first order) IPP. However, as shown
below, this result does not hold when the model specification includes period-specific param-
eters.
2.1 Additive error components
Consider a linear model where cross-section dependence is due to unobserved heterogeneity
that enters the model additively. That is the relation between the T× 1 vector yi and the T×m
2Note that the CD test is designed for testing correlation, and not dependence in general. Only under assump-
tion of joint normality these two concepts coincide.
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matrixXi is formally denoted
yi = Xiβ + τ + ιµi + εi, i = 1, . . . ,N. (2)
Here, µi and τ denote an entity-specific intercept and a T × 1 vector of time-specific common
parameters τ , respectively. εi is a vector of idiosyncratic error terms, independent across cross-
sectional units. In the example of a Difference-in-Difference framework, τ is the common trend
affecting both treated and untreated individuals while the treatment indicator as well as other
covariates are contained in Xi. For the sake of simplicity, we assume β and µi to be known,
so that β = 0 and µi = 0 ∀i can be imposed without loss of generality. This highly restrictive
assumption leaves the leading terms in the analysis below unaffected and is hence innocuous
for the expository purpose of this section. Model (2) trivially reduces to
yi,t = τt + ε i,t, i = 1, . . . ,N, t = 1, . . . , T. (3)
and we additionally assume that the variance of ε i,t is known and fixed to σ
2
i = 1. In this setup,
yi,t are clearly cross-sectionally dependent because of τt; however we are interested in testing
whether ε i,t are cross-sectionally uncorrelated. Given that ε i,t are unobserved, the common
effects τt need to be estimated. The most natural approach is to estimate τt by OLS so that
τˆt = yt =
1
N ∑
N
i=1 yi,t . Using the residuals
εˆ i,t = yi,t − τˆt, (4)
the CD test statistic is given by
CD =
√
2
TN(N − 1)
T
∑
t=1
N
∑
i=2
i−1
∑
j=1
εˆ i,t εˆ j,t
=
√
1
2TN(N − 1)
T
∑
t=1
(
N
∑
i=1
εˆ i,t
)2
−
√
1
2TN(N − 1)
T
∑
t=1
N
∑
i=1
εˆ2i,t. (5)
Given this definition,
N
∑
i=1
εˆ i,t =
N
∑
i=1
yi,t −
N
∑
i=1
yi,t = 0,
implying that the first term in (5) cancels out. The expression ∑Tt=1 ∑
N
i=1 εˆ
2
i,t in the second term
is nothing more than the Sum of Squared Residuals (SSR) of the estimated model, a statistic
that is of orderOP(NT). Consequently,
CD = OP(
√
T)
even though ε i,t are cross-sectionally independent. Hence, the procedure commonly used by
practitioners is prone to finding spurious cross-sectional dependence in the data. While the CD
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statistic is misleading, the underlying average correlation coefficient ρˆ = 1
N(N−1) ∑
N
i=2 ∑
i−1
j=1 ρˆij,
or alternatively each ρˆij individually, can be informative about the underlying phenomenon.
To see this observe how (1) implies that
ρˆ = OP(N−1),
i.e. it converges in probability to the correct population value of 0. We will come back to the
topic of using ρˆ in Section 3.3.
2.2 Multifactor error structure
The results shown for a model with additive unobserved heterogeneity are not coincidental. In
fact, they carry over to a model where cross-section dependence is generated by a multifactor
error structure. Consider the T × 1 vector yi and the T ×mmatrixXi defined as
yi = Xiβ + Fλi + εi (6)
Xi = FΛi +Ei.
The most popular estimator designed to estimate the parameter vector β in this specific model
is the CCE estimator of Pesaran (2006) which amounts to augmenting a linear regressionmodel
with cross-section averages of potentially all variables available to the researcher in order to
account for the effect of unobservable common factors. While the CCE estimator is agnostic
about the true number of factors that affect the data, it has been shown that consistent estima-
tion of the parameters of interest requires that the number of cross-section averages is at least
as large as the true number of factors that drive the data (Westerlund and Urbain 2013).3 For
this reason, an empirical practice of reporting the CD test statistic applied to CCE residuals
has recently emerged, aimed at providing evidence on the amount of remaining cross-section
dependence that is not accounted for by including cross-section averages into the model spec-
ification.
In the homogeneous coefficients setup we consider the Pooled Common Correlated Effects
(CCE) estimator which is given by
βˆCCE =
(
N
∑
i=1
X ′iMFˆXi
)−1(
N
∑
i=1
X ′iMFˆyi
)
with
Fˆ =
[
y, X
]
=
(
F
[
λ, Λ
]
+
[
ε, E
]) [1, 0
β, I
]
= FC +U .
3An exception is the special case where the slope coefficients on the unobserved, common factors are random
and uncorrelated.
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The CCE estimator is consistent and asymptotically normal under appropriate assumptions,
see e.g. Pesaran (2006). Moreover, even though the factor estimates are effectively generated
regressors, asymptotic inference about the true value of β is not affected since the effect of
having to estimate the unobserved true factors is negligible as the sample size increases. More
specifically,
fˆt −C ′ft = 1
N
N
∑
i=1
ui,t = OP(N−1/2)
holds for each row of Fˆ by application of an appropriate Central Limit Theorem (CLT). How-
ever, despite not being a problem for testing hypotheses about the values of β in model (6),
this result leads the CD test statistic, constructed from CCE residuals, to diverge at rate
√
T. To
appreciate this result, note that the residuals obtained from CCE estimation of model (6) are
given by
εˆi =MFˆyi −MFˆXiβˆCCE
= εi −PFˆ εi − (PFˆ −PF )Fλi −MFˆXi(βˆCCE − β0). (7)
This representation involves two terms that are exclusively due to the fact that the model of
interest is augmented with estimates of the unobserved common factors. The first of these two
terms is a projection of the true errors onto the space spanned by the estimated factors. Given
that the estimated factors are a consistent estimator of a rotation of the true common factors,
and knowing that F and εi are independent by standard assumptions in the literature, PFˆ εi is
asymptotically negligible.
The same reasoning can be applied to (PFˆ −PF )Fλi, the direct impact of the true factors
on yi that remains because only an imperfect estimate of the factors can be used to account
for their effect. Again, pointwise consistency of Fˆ suggests that this term is asymptotically
negligible. However, the rate of convergence of Fˆ to FC is not fast enough to ensure asymp-
totic negligibility of this term when constructing a test statistic for cross-section dependence.
In particular, the CD test statistic (1) contains a term of the form√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T−1
(
λi
σi
)′
F ′(PFˆ −PF )F
(
λj
σj
)
.
This term can be equivalently written
√
T tr
[(
T−1F ′(PFˆ −PF )F
)(√ 2
N(N − 1)
N
∑
i=2
i−1
∑
j=1
(
λj
σj
)(
λi
σi
)′)]
.
Since the second component in parentheses is general of order OP(N),4 the whole expression
converges to zero only if the middle term
T−1F ′(PFˆ −PF )F = T−1F ′PFˆF − T−1F ′F (8)
4Here we implicitly use the standard assumption of independently and identically distributed loadings with
non-zero mean.
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is of order oP(N
−1T−1/2). However, since Fˆ converges to FC pointwise at rate
√
N, it is
reasonable to conjecture that the order of the difference (8) is not smaller thanOP(N−1). Hence,
the CD test statistic diverges at rate OP(
√
T). As in the model with additive time effects, this
is a materialization of the IPP due to the presence of T unknown parameters that converge at
the relatively slow rate of
√
N each.
The heuristic exposition in this section will be complemented with formal results in the
next section.
3 Asymptotic Results
In this section we provide formal asymptotic results for CD statistic based on the residuals ob-
tained from either the two-way FE model or a model with multifactor error structure. For the
sake of simplicity, we continue to assume that β, µi and σi are known, without imposing homo-
geneity of the individual-specific error variances, though. The heuristic discussion in Section
2 suggests that these assumptions, while being highly restrictive, do not affect the theoreti-
cal results presented in this section. To appreciate this claim, note the following two points:
First, if individual fixed effects were unknown, they would be estimated via time averages of
each cross-section. In contrast to cross-section averages, which eliminated the leading term of
the CD test statistic (5), time averages do not interfere with any of its components. Second, if
the vector of slope coefficients β were unknown, its estimator would converge to the true pa-
rameter value at the conventional rate
√
NT. By contrast, the documented effects on the first
two moments of the CD test statistic resulted from the fact that estimates of common, period-
specific parameters converge at a rate slower than
√
NT. Hence, effects similar to those arising
from the estimation of time effects or latent common factors are not to be expected.
Additionally, the case of known slope coefficients nests the case where β = 0 is known,
turning the models (4) and (6) into pure (restricted) factor models. An application of the CD
test statistic on residuals of these pure factor models can be found in Cesa-Bianchi et al. (2018,
Section 7.2) and is suggested as a general diagnostic technique by Bailey et al. (2016, p.255).
The issue is also of relevance in the context of PANIC panel unit root tests (Bai and Ng 2004)5
which investigate the common and the idiosyncratic components of the data separately. Given
the problems that are associated with the use of information criteria for the number of com-
mon factors, an applied researcher might be tempted to use tests for cross-section dependence
on the idiosyncratic errors of an estimated factor model in first differences and to increase
the number of factors as long as remaining cross-section dependence is detected in the model
residuals. The results reported below suggest that this method will not provide reliable infor-
mation as to whether the factor model is correctly specified or not.
5Or alternatively the related PANICCA framework of Reese and Westerlund (2016).
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3.1 Additive error components
As in Section 2.1 we assume that the true model is given by equation (2). Additionally, we
make the following assumptions on the model errors.
Assumption 1 (Errors).
1. Let ε i,t = σiηi,t where ηi,t is independently and identically distributed across both i and t with
E [ηi,t] = 0, E
[
η2i,t
]
= 1 and E
[
η8i,t
]
< M for some M < ∞.
2. σi is defined over an interval [δ;M] with 0 < δ < M < ∞. It is independently and identically
distributed across i, and σi is independent of ηi,t for all i and t.
For the technical reasons, we assume that all stochastic variables in this paper have a finite
eight moment. This is a sufficient condition, which facilitates proving joint convergence of the
test statistics considered in this paper, see also Demetrescu and Homm (2016). Assumption
(1) is general enough to cover several models of conditional heteroscedasticity in ε i,t.
6 For
example, natural examples for σi are either a standard exponential skedastic function
σi = exp(α + γµi), (9)
or a location-scale model with
σi = α + γµi. (10)
Both satisfy the required restrictions, e.g. if µi has a bounded support. Furthermore, we denote
different cross-sectional averages of σi by σk = N
−1 ∑Ni=1 σki for k = {−2,−1, 1, 2}, and the
corresponding population quantities by E[σki ]. Assumption 1 guarantees that these quantities
are well defined for all finite k.
Using these definitions the CD test statistic obtained from a model with unknown period-
specific effects can be characterized as follows:
Theorem 1. Suppose that the model parameters β, µi and σi are known. Under Assumption 1,
CD =
√
2
TN(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ε i,tε j,t
(
σ−1i − σ−1
) (
σ−1j − σ−1
)
+
√
TΞ1 − 2
√
TΞ2 +OP(N−1).
(11)
where
Ξ1 =
((
σ−1
)2 − N−1σ−2)√ N
2(N − 1)
1
NT
N
∑
i=1
T
∑
t=1
ε2i,t,
6Alternatively this assumption can be formulated in terms of unconditional variances, where σi are fixed num-
bers. However such an approach has severe conceptual shortcomings as discussed in Gagliardini et al. (2016).
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and
Ξ2 =
√
N
2(N − 1)
1
NT
(
σ−1
N
∑
i=1
T
∑
t=1
σ−1i (ε i,t)
2 + N−1
N
∑
i=1
T
∑
t=1
(
σ−1i ε i,t
)2)
.
Furthermore, let Ω =
(
1− 2E[σi]E[σ−1i ] + E[σ2i ](E[σ−1i ])2
)2
. Then,
CD−
√
T (Ξ1 − 2Ξ2) d−→ N (0,Ω) (12)
as N and T → ∞ in any order.
Theorem 1 shows that the inclusion of time fixed effects into the model specification has
an asymptotically non-negligible effect on the first two moments of the CD test statistic. Via
expansion with appropriate functions of σ21 , . . . , σ
2
N , it can be shown that the two terms Ξ1 and
Ξ2 in Theorem 1 indicate the presence of a deterministic bias of order
√
T. Abstracting from
this bias, (12) is dominated by an expression that reflects the CD test statistic obtained from the
true model errors but imposing an incorrect normalization.
The behavior of the CD test statistic in a model with time fixed effects can be seen as an ex-
ample of the incidental parameters problem (IPP) of Neyman and Scott (1948),7 since the bias
of the CD test statistic is due to the estimation of T period-specific intercepts τt. Interestingly,
in the context of estimating linear dynamic panel data models, estimation of the time effects τt
does not introduce any asymptotic bias into the FE estimatorwith strictly or weakly exogenous
regressors (see e.g. Hahn and Moon 2006). In non-linear models, estimation of the time effects
τt affects the asymptotic mean of the estimator for slope parameters associated with explana-
tory variables (see e.g. Ferna´ndez-Val and Weidner 2016) with the corresponding bias being
proportional to
√
TN−1. In this sense, our result adds new insights into the literature in that it
highlights a scenario where the inclusion of time fixed effects into the model has non-standard
implications for the asymptotic distribution of the statistic of interest.
The results of Theorem 1 suggest that asymptotically standard normal inference can be
recovered by bias-correcting and rescaling (11). Before considering this remedy in Section 4, it
is important to emphasise the following special case:
Corollary 1. Under Assumption 1 and given P(σi = σ) = 1,
CD = −
√
(N − 1)T
2N
− 1√
2N
(
1√
NT
N
∑
i=1
T
∑
t=1
(
ε2i,t
σ2
− 1
))
+ oP(N
−1/2)
Corollary 1 provides more intuition about the approximate value of the bias term
√
T(Ξ1−
2Ξ2), suggesting that it should be reasonably close to −
√
T/2. More importantly, the result
reveals that the leading stochastic component in the CD test statistic, the first term on the
7See also Lancaster (2000).
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right-hand side of equation (11), cancels out when error variances are homogeneous across i.
Instead, random variation around the bias term −
√
(N−1)T
2N is of order OP(N−1/2), rendering
the distribution of a modified version of the test statistic asymptotically degenerate.
The special case of homogeneous error variances hence entails consequences for the CD
test statistic that are qualitatively different from those in the more general case where σi may
differ across i. Again, it would be possible to allow for asymptotically normal inference by
adequately rescaling the modified test statistic. However, the resulting statistic would be of
little practical use since the main source of variation is not related to error covariances across
cross-sections, but is simply driven by variance of the idiosyncratic components.
3.2 Multifactor error structure
Similarly to most of our previous results in what follows we assume that β is given (known),
such that the last component of (7) is zero. Following Pesaran (2006) and Juodis et al. (2017),
the estimation error βˆCCE − β0 is of order OP((NT)−1/2) +Op(N−1). This rate is in general
fast enough to ensure that any terms present in CD involving βˆCCE − β0, are asymptotically
negligible. In this paper we will not attempt to prove this claim formally, but rely on Monte
Carlo results of Section 5 to support this conjecture.
Given that the matrix Fˆ =
[
y,X
)
is constructed based on observed data, restrictions on
the DGP of both yi,t and xi,t need to be imposed.
Assumption 2.
1. Let ε i,t = σiηi,t where ηi,t is independently and identically distributed across both i and t with
E [ηi,t] = 0, E
[
η2i,t
]
= 1 and E
[
η8i,t
]
< M for some M < ∞.
2. σi is defined over an interval [δ;M]. It is independently and identically distributed across i.
3. The m× 1 random vector ei,t is independently distributed across both i and t with E [ei,t] = 0,
E
[
ei,te
′
i,t
]
= Σ with the latter being a positive definite matrix and E
[||ei,t||8] < M.
Assumption 3. ft is a covariance stationary r × 1 random vector with positive definite covariance
matrixΣF , absolutely summable autocovariances and E
[‖ft‖4] < M .
Assumption 4. λi is iid over i with E[λi] = µλ and E
[||λi||4] < ∞. Furthermore, Λi is iid over i
with E [Λi] = µΛ and E
[||Λi||4] < ∞.
Assumption 5. ft, {λi,Λi}, ηi′ ,t′ , ei′′,t′′ and σi′′′ are mutually independent for all i, i′, i′′, i′′′, t, t′ and
t′′
Assumption 6. rk ([µλ,µΛ]) = r = m+ 1.
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This set of assumptions above are a slightly more restrictive version of the framework
considered in Pesaran (2006). For example, the assumption of common Σ can be straight-
forwardly relaxed. However, unlike σi, Σ plays no major role for asymptotic results of this
paper. Most importantly, we rule out the presence of serial correlation as this is in line with the
assumptions made for the CD test to work. Furthermore, we restrict ourselves to a classical
panel data regression model instead of considering heterogeneous slope coefficients. More-
over, any higher-order dependence between ε i,t and ei,t is assumed away in order to allow for
a tractable proof of the main theoretical result in this paper. Lastly, the fact that we assume
rk ([µλ,µΛ]) = r = m + 1 to hold, suggest that our we consider an ideal setup where none
of the rank condition related problems documented in Karabıyık et al. (2017), or Juodis et al.
(2017) apply.
We begin our asymptotic analysis, by noting that in the model with assumed (known)
homogeneous σ the result follows directly as in the model with time effects only. In particular,
while it is not generally emphasized in the CCE literature, the residuals from CCE estimation
satisfy
N
∑
i=1
εˆ i,t = 0. (13)
In that respect, the standard two-way error component FE estimator is similar to CCE estima-
tor. More formally we formulate the following result
Proposition 1. Under Assumptions 2–6 and P(σi = σ) = 1:
CD = −
√
(N − 1)T
2N
+OP(RN,T), RN,T = (N−1/2 ∨ T−1/2 ∨ N−1
√
T).
Proposition 1 shows that the result we derived previously for additive model in Corollary
1 continues to hold for models with a factor error structure, as long as N → ∞. Note that
remainder terms in Proposition 1 are oP(1) only if both N, T → ∞. This approximation error
is a direct by-product of the CCE approach, as the idiosyncratic component ei,t enters the
equation of interest indirectly via the factor proxies (see also Theorem 2).
It is worth mentioning that the above order effect is only valid if Fˆ contains cross-sectional
averages of the regressand as well as all regressors. If either of those variables is omitted
(without affecting the rank condition in Assumption 6), the zero mean residual condition in
(13) is violated, and consequently the CD test will have aOP(1) term. However, this result is of
limited empirical importance as in most cases researchers include all available cross-sectional
averages. While this practice ensures that the estimator is invariant toβ0, inclusion of toomany
cross-sectional averages can potentially have detrimental effects on the asymptotic properties
of the estimator, see the corresponding discussion in Juodis et al. (2017).
In the homoscedastic case additive and multiplicative error component models have sim-
ilar asymptotic effects on CD test statistic. The conclusions of the next theorem, which is the
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main result of this paper, indicate that this equivalence does not hold in the heteroscedastic
case. In order to proceed, we introduce some useful notation. For t = 1, . . . , T, let(
C
′)−1
fˆt − ft = 1
N
N
∑
i=1
ψi,t, (14)
where ψi,t =
(
C
′)−1
ui,t is the influence function of the corresponding factor estimator, in
this case cross-section averages of yi,t and xi,t. Generally, the influence function depends on
the joint process [yi,t,xi,t]
′, as long as all observed variables are used to form cross-sectional
averages. Equipped with this notation we formulate the main result of this paper.
Theorem 2. Under Assumptions 2–6,
CD =
√
2
TN(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ξiN,tξ jN,t +
√
TΦ1 − 2
√
TΦ2 +OP(RN,T),
where
ξiN,t = σ
−1
i ε i,t −
(
1
N
N
∑
i=1
σ−1i λi
)′
ψi,t,
and
Φ1 =
√
N
2(N − 1)
(
1
N
N
∑
i=1
σ−1i λi
)′(
1
NT
N
∑
i=1
T
∑
t=1
ψi,tψ
′
i,t
)(
1
N
N
∑
i=1
σ−1i λi
)
,
Φ2 =
√
N
2(N − 1)
(
1
N
N
∑
i=1
σ−1i λi
)′(
1
NT
N
∑
i=1
T
∑
t=1
ψi,tσ
−1
i ε i,t
)
.
Here, as previously, RN,T = (N
−1/2 ∨ T−1/2 ∨ N−1√T). In line with all previous results,
the CD test statistic in this setup has two diverging components. However, unlike all previ-
ous results, in particular Theorem 1, these bias terms are not solely non-linear functions of
σi. Instead, they are also influenced by the first (scaled) moments of factor loading in yi,t and
xi,t, as well as corresponding variances of the idiosyncratic components in xi,t. Thus the in-
fluence function ψi,t directly alters distributional properties of the CD statistic. The result is
qualitatively similar to any parametric two-step estimation procedure with a plug-in first-step
estimator. Thus by including cross-sectional averages as factor proxies, one is implicitly testing
that both ε i,t and ψi,t are jointly cross-sectionally uncorrelated.
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Remark 1. One can easily see that expressions for ξiN,t,Φ1,Φ2 are the same if one assumes that
λi is known . Thus it is only the influence function of common factors, and not those of factor
loadings, that has an impact on the asymptotic properties of the test statistic. This conclusion
is the same as in the additive model.
8While ε i,t is usually assumed to be uncorrelated over t, the same is not true for ui,t, e.g. if xi,t = yi,t−1. Thus if
Assumption 2 is appropriately relaxed, then ξiN,t will be serially correlated.
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As alluded in Proposition 1, the leading OP(1) is degenerate if σi = σ, as in this case:
N
∑
i=1
ξiN,t = 0, ∀t = 1, . . . , T. (15)
One can easily see that the expressions for Φ1 and Φ2 derived for CCE coincide with the cor-
responding terms of Theorem 1 (up to a negligible remainder term), upon setting λi = 1 (thus
C
−1
= 1), and ψi,t = ε i,t. This situation is equivalent to using fˆt = yt −x′tβ0 as factor proxies.9
Recall that result in Theorem 2 considers only the CCE setup where the number of ob-
servable factor proxies equals the number of the true factors. If Assumption 6 is relaxed and
there are more observables than factors, then following Karabıyık et al. (2017) and Juodis et al.
(2017), one can show that the expressions for Φ1 and Φ2 will contain additional terms related to
this discrepancy. In particular, Φ1, Φ2, and ξiN,t are functions of an unknown rotation matrix,
which cannot be consistently estimated from the data.10 Wewill come back to this issue in Sec-
tion 4.1. Finally, our results remain completely silent on the behavior of the test statistic where
m+ 1→ ∞, a scenario for which the CCE estimator for panel data models with heterogeneous
coefficients has been studied by Chudik and Pesaran (2015) and Chudik et al. (2017).
Remark 2. Given that the asymptotic bias of the CD test statistic is driven by estimated time
specific variables τt (or ft), and not by individual specific variables, it is natural to expect that
the same type of results also applies to group-specific estimates of τt estimated at rate
√
N, e.g.
as in Bonhomme and Manresa (2015), Su et al. (2016), or Bonhomme et al. (2017). Analogous
results can also be derived for the CD test statistic applied to residuals obtained using the
interactive fixed effects estimator of Bai (2009) Similarly, analogous results can be derived for
test statistic based on Principal Components based residuals based on PC as in Bai (2009) or
Westerlund and Urbain (2015). The expressions in Theorem 2 can be modified accordingly
based on corresponding influence functions ψi,t in each setup. Appendix A.1 provides an
informal discussion of these extensions.
Remark 3. As it was discussed previously, our results are informative about general properties
of the second degreeU-statistics. In particular, given that the LM test statistic as in Baltagi et al.
(2012), is also a U-statistic of the same degree, similar divergence patterns can be expected.
Similarly, more powerful versions of CD, as recently proposed by Demetrescu and Homm
(2016) and Mao (2016), share similar asymptotic properties.
3.3 Implications for model comparisons
Theorems 1 and 2 in the previous two subsections indicated that the CD test statistic is not
suited to test for specification of models that include unknown common, period-specific pa-
9E.g. as suggested by Westerlund et al. (2017) in the context of predictability testing with cross-sectional depen-
dence.
10For the above reason Juodis et al. (2017) suggest the use of non-parametric bias correction procedure for CCE
estimator.
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rameters. This result holds certainly for samples whose time dimension is large since the lead-
ing bias term, which is close to −√T/2, leads the CD test to erroneously reject the correct null
hypothesis already for panels with T = 8. Additionally the fact that the asymptotic distribu-
tion of CD is derived under large-N, large-T asymptotics precludes its application in classical
microeconomic panel datasets whose time dimension is very small.
However, the CD test statistic is no longer exclusively used as a means of formally testing
a high-dimensional set of restrictions on the cross-section correlation matrix of the variable of
interest. An increasing number of studies (see e.g. Cesa-Bianchi et al. 2018, p.39, Baltagi et al.
2017, p.868) uses the value taken by the CD test statistic as a measure of the degree of cross-
section dependence. On this basis, a certain model is considered a better representation of
the data relative to other models because the CD test statistic obtained from residuals of the
former model is closer to zero. In principle, the CD test statistic may indeed provide some
indication of the degree of cross-section dependence since it consists merely of the average
pair-wise cross-section correlation coefficient times a factor of
√
TN(N − 1)/2. Furthermore,
it is reasonable to assume that all models under consideration are only an approximation of
the true data-generating process and that this leads the CD test statistic to generally reject
the null hypothesis of no cross-section correlation in the model residuals. For this reason, it
is instructive to characterize the behavior of the CD test statistic applied to either two-way
fixed effects- or CCE residuals when none of the corresponding two models can account for all
sources of cross-section dependence.
To simplify the discussion, we disregard from the effect of covariates on the variable of
interest yi,t and assume that the true model is given by a pure static factor model, amounting
to model (6) with β = 0. Extending our results to the case of general β is possible, although
formally cumbersome.11 In a first instance, suppose that a researcher erroneously assumes
cross-section dependence to stem from time fixed effects. Consequently we can write the de-
viations of the data from their cross-section averages as
νˆi,t = yi,t − N−1
N
∑
i=1
yi,t (16)
= f ′t λ˜i + ε˜i,t
where λ˜i = λi − N−1 ∑Ni=1 λi and ε˜i,t = ε i,t − N−1 ∑Ni=1 ε i,t. For the sake of simplicity, we
continue to assume that σi is known and used to standardize regression residuals when con-
structing the CD test statistic. This greatly simplifies the proofs of the following propositions
while leaving themain results of this section unaffected. We confirm this conjecture with corre-
sponding simulations in Section 5, allowing for both unknown error variances and unknown,
11To appreciate this point note that, even if the unobserved heterogeneity driving the data is mis-
specified, least squares estimates of β are consistent for the pseudo-true parameter vector δ =
plim
N,T→∞
[(
∑
N
i=1 X˘
′
iX˘i
)−1 (
∑
N
i=1 X˘
′
i y˘i
)]
with X˘i and y˘i being orthogonal to estimates of the assumed sources of
unobserved heterogeneity.
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general slope coefficients β. Given our current setup, let the CD test statistic constructed from
νˆi,t be expressed by
CDH1 =
√
2
TN(N − 1)
N
∑
i=2
N
∑
j=1
T
∑
t=1
σ−1i νˆi,t νˆj,tσ
−1
j .
The properties of this test statistic are characterized as follows:
Proposition 2. Suppose that the true model is given by (6) with β = 0 and that its components satisfy
Assumptions 2–6. Let the CD test statistic CDH1 be constructed from the cross-sectionally demeaned
data (16). Then,
CDH1 = OP
(√
T
)
.
The rate of divergence obtained for CDH1 is interesting in comparison with the equivalent
rate obtained in Pesaran (2015a) for models without estimated time fixed effects. Considering
only the case of strong factors (i.e. α = 1 in Pesaran’s notation), the leading term of the CD test
statistic, denoted by equations (56)-(57) in the aforementioned article, is OP
(
N
√
T
)
. Conse-
quently, cross-sectional demeaning of the data, necessary to account for the effect of assumed
time-specific effects, reduces the rate at which CD diverges under the alternative hypothe-
sis by a factor of N. Implications for model comparisons guided by the difference of CD to
zero are obvious: If a considerable reduction of the CD test statistic applied to model residu-
als is observed when switching from an entity fixed effects models to a two-way fixed effects
model, this does not necessarily imply that the second model managed to purge most sources
of cross-section dependence in the residuals. Instead, the reduction is mostly due to that fact
that residual cross-section dependence leads the CD test statistic to diverge to a lower degree
after the data have been cross-sectionally demeaned.
The observations made for models that assume an additive error component structure ap-
ply almost identically for mis-specified common latent factor models. A mis-specified latent
common factor model can be characterized by equation (6) such that Assumptions 2–5 as well
as the following Assumption 7 hold.
Assumption 7. rk ([µλ,µΛ]) = m+ 1 < r.
Assumption 7 enforces a failure of the rank condition set up by Pesaran (2006) to ensure
that the space spanned by factor estimates can be consistent for the space spanned by the true
factors. Under failure of the rank condition, a fraction of the common variation affecting the
dependent variable yi,t remains asymptotically unaccounted for. As proved in Lemma 1 in the
appendix, we can assume without loss of generality that accounted and unaccounted sources
of cross-section dependence are due to two uncorrelated sets of unobserved factors. Formally,
we decompose
Fλi = F
(1)λ
(1)
i +F
(2)λ
(2)
i , (17)
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where a rotation of the m + 1 factors F (1) is consistently estimated by cross-section averages
Fˆ =
[
y,X
]
whereas the remaining r−m− 1 factors F (2) are asymptotically orthogonal to Fˆ .
Among other things this decomposition implies that E
[
λ
(2)
i
]
= 0. We can accordingly
express the defactored data as
νˆi =MFˆyi
=MFˆF
(1)λ
(1)
i +MFˆF
(2)λ
(2)
i +MFˆ εi. (18)
where Assumption 7 and Lemma 1 ensure that MFˆF
(2)λ
(2)
i does not vanish as the sample
size increases. Again, we assume a pure static factor model for yi,t by imposing the restriction
β = 0. The order in probability of the CD test statistic can then be characterized as follows.
Proposition 3. Suppose that the true model is given by (6) with β = 0 and that its components satisfy
Assumptions 2–5 and 7 as well as the simplifying assumptions stated in Lemma 1. Let the CD test
statistic CDH1 be constructed from CCE residuals (18). Then,
CDH1 = OP
(√
T
)
.
The remarks made concerning Proposition 2 apply in an identical fashion to Proposition
3. That is, a reduction of the CD test statistic applied to CCE residuals relative to that applied
to entity fixed effects residuals does not reliably indicate the degree to which cross-section
dependence has been accounted for by the former model. By contrast, a considerable part
of the reduction is due to a difference in the rate at which CD diverges under a violation of
the null hypothesis. As in the two-way fixed effects model, this decrease results from a cross-
sectional demeaning of the unaccounted common variation in the data. However, in contrast
to the case of additive error components, demeaning in the case of a multifactor error structure
is achieved via projection rather than subtraction of cross-section averages.
Remark 4. It is crucial to note that the zero mean property of λ
(2)
i is an explicit consequence
of y = N−1 ∑Ni=1 yi being one of the columns of Fˆ . If y is left out, this removes the restriction
on E
[
λ
(2)
i
]
which also implies that CDH1 would diverge at rate N
√
T in this case. A higher
divergence rate can also be observed in when our restrictions on β are to be discarded if cross-
section averages of any covariate whose true slope coefficient is unequal zero are left out of
Fˆ .12
A number of studies (see e.g. Foerster et al. 2011, Moscone and Tosetti 2010) report the av-
erage pairwise cross-section correlation coefficient ρN as an indicator of the degree of cross-
section dependence rather than (or in addition to) employing the CD test statistic. The conclu-
sions drawn from Propositions 2 and 3 have direct implications also for ρN. In Section 2.1 we
12The key driving mechanism here is whether the equality Fˆ −FC(1) = U is violated. When any covariate x(ℓ)i
that affects yi is left out of Fˆ this is the case since an additional term arises due to the presence of x
(ℓ)β(ℓ) in y.
This term will then entail a higher rate of divergence if the corresponding explanatory variable is driven by any
unaccounted factor.
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argued that despite the fact that the CD statistic diverges under the null hypothesis, ρN
p−→ 0
continues to hold. However, given that ρN = (N(N − 1)T)−1/2 CD, the average cross-section
correlation of a variable that has been demeaned or defactored with its own cross-section aver-
age will be of order OP(N−1) even under alternative hypothesis of Propositions 2 and 3. This
holds irrespective of whether any of these two methods of accounting for cross-section depen-
dence eliminates all sources of common variation or not. By contrast, the average cross-section
correlation coefficient for the same variable without adjustment need not converge to zero if
unaccounted cross-section dependence is present.
The changing order in probability of the average cross-section correlation of a variable be-
fore versus after accounting for cross-section dependence makes it a questionable indicator of
remaining common variation. In this regard, it needs to be noted that the problems discussed
in this paragraph are a direct consequence of averaging over all possible pairs of two cross-
sections. Individual cross-section correlation coefficients should still be consistent as long as
N, T → ∞, i.e.
ρ̂ij = ρij +OP(T−1/2) +OP((NT)−1/2) +OP(N−1), (19)
for all pairs i, j. Thus, other statistics whose construction involves
√
Tρˆij can potentially detect
some deviations from the null hypothesis since their asymptotic distribution will differ with
regards to whether unaccounted cross-section dependence is present or not.
4 Re-establishing standard normal inference
The diverging bias in the CD test statistic applied to residual from models with common,
period-specific parameters is fundamentally problematic for its use in the context of testing
for remaining cross-section correlation. Still, the literature review in Section 1 suggests that
the underlying question of correct model specification is of high relevance for empirical re-
searchers. For this reason it is relevant not to discard completely the CD test statistic but
instead to discuss possible modifications aimed at ensuring an asymptotically standard nor-
mal inference under null hypothesis. Thus methods aimed at addressing the IPP detailed in
Sections 2 and 3 need to be considered.
4.1 Bias correction
Themost natural approach to recovering asymptotically unbiased estimators and/or test statis-
tics is given by bias-correction, for which several approaches have been suggested in the
large-N, large-T panel data literature (see e.g. Hahn and Newey 2004, Dhaene and Jochmans
2015). However, most existing contributions address cases in which the bias is proportional to√
TN−1 or
√
NT−1 and which differ to the bias terms derived in Section 3 in two regards: First,
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the bias we analyzed is unaffected by the number of cross-sections in the dataset. Second, there
is no path along which N and T both diverge to infinity that would lead the bias to disappear.
Given that expressions for the bias terms could be derived in Theorems 1 and 2, parametric
bias correction can be conducted by subtracting plug-in estimators of the bias terms Ξ1 and Ξ2
(or Φ1 and Φ2) from CD. For example, in the case of the CD test statistic applied to time fixed
effects residuals, a modified statistic that also normalizes the variance of CD to one is given by
C˜D = Ω−1/2N
(
CD−
√
TΞˆ1 + 2
√
TΞˆ2
)
, (20)
where
Ξˆ1 =
(
σ−1
)2√ N
2(N − 1)
1
NT
N
∑
i=1
T
∑
t=1
εˆ2i,t,
Ξˆ2 = σ−1
√
N
2(N − 1)
1
NT
N
∑
i=1
T
∑
t=1
σ−1i εˆ
2
i,t
and
ΩN =
(
1− 2σσ−1 + σ2
(
σ−1
)2)2
.
The first two terms are estimates of the bias terms with ε i,t replaced with εˆ i,t = ε i,t − εt, while
ΩN is the plug-in estimator of Ω. A similar bias-corrected test statistic can be formulated using
expressions provided in Theorem 2. We disregard from discussing the CCE case in detail since
the problems associated with the use of a parametric bias correction contain the ones already
given in the fixed effects case.13
Despite the presence of a fairly simple way to conduct parametric bias-correction, this strat-
egy becomes problematic as soon as the assumption of known error variances is relaxed. To
appreciate this point, note that each of the N parameters σ21 , . . . , σ
2
N is estimated using only
the T residuals corresponding to the cross-section in question. This entails that error variance
estimates converge to their true value at rate
√
T which is identical to the factor with which
the bias expressions Ξ1 and Ξ2 are scaled up. It is true that the bias terms involve averages over
N and in the case of N−1 ∑Ni=1 σˆ2i it is straightforward to show that the rate of convergence to a
cross-section average of the true error variances is
√
NT.
Still, it is highly questionable whether this result continues to hold for averages of non-
linear functions of σ21 , . . . , σ
2
N , especially in the case of σ and σ
−1 where a square root is in-
volved. Consequently, the use of estimated error variances will lead to the emergence of addi-
tional terms which have an asymptotically non-negligible effect on the CD test statistic. Given
13Bias-correction of the CD test statistic applied to CCE residuals encounters additional problems related to the
estimation of the unknown factor loadings λ1, . . . ,λN . As noted earlier, consistent estimation of the loadings is not
possible in the empirically very relevant case where the number of latent factors is strictly smaller than the true
number of factors that affect the observed data. This is due to dependence on unknown rotation matrices which
cannot be estimated from the data.
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that the extra terms arise from the estimation of individual-specific parameters, they amount
to yet another manifestation of the IPP, here related to an attempt of solving this problem in a
different instance. Moreover, due to the non-linear fashion in which the true error variances
enter Ξ1 and Ξ2, expressions for the bias arising from estimating the true values of σ
2
1 , . . . , σ
2
N
are hard to obtain, hence rendering parametric bias-correction infeasible.
An alternative strategy for bias correction is the use of non-parametric approaches. For
instance, proportionality of the bias to
√
T implies that a test statistic of the form
C˜DN = CDN − 0.5(CD1N + CD2N), (21)
is not divergent. Here CD1N and CD2N, are the CD test statistics calculated from the first i =
1, . . . ,N/2 and the remaining j = N/2+ 1, . . . ,N observations respectively.14 This construc-
tion turns C˜DN into a simple jackknife version of the original test statistic. While this approach
achieves the main objective of obtaining a non-divergent test statistic, it has two clear short-
comings: i) it inflates the variance (unlike Hahn and Newey (2004) or Dhaene and Jochmans
(2015)); ii) Under any divergent alternative it also removes all components divergent at any
rates O(Tδ) (for any δ > 0).
Rather than splitting data over the cross-sectional dimension, it is possible to use sub-
sample information over the time-series dimension. For example, the test statistic
C˜DN = CDN −
√
2CD1T, (22)
should be non-divergent and removes any terms divergent at the rate
√
T, but not at rates
proportional to Tδ for δ 6= 1/2. However, as shown in Propositions 2 and 3, a violation of
the null hypothesis does not change the rate at which CD diverges. Consequently, successful
non-parametric elimination of the bias term comes at the cost of rendering the modified test
statistic inconsistent.
The discussion above has emphasized that neither parametric bias correction nor the naive
jackknife are remedies against the bias of the CD test statistic when applied to time fixed effects
or CCE residuals. For this reason we consider a third alternative, consisting of reconsidering
the individual-specific weighting applied to model residuals when constructing the test statis-
tic.
4.2 A weighted statistic for cross-section dependence
From a general perspective, the cross-section correlation estimator
ρˆij = T
−1
T
∑
t=1
ε i,tε j,t
(
σˆ2i σˆ
2
j
)−1/2
(23)
14Here we ignore that there is no natural ordering in the cross-sectional dimension.
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is merely a unit-specific weighting of ĉov
[
ε′i,tε j,t
]
with advantageous properties: Under the
assumptions made in Pesaran (2004), it ensures that the CD test statistic has unit variance
under the null hypothesis of no cross-section correlation, allowing for standard normal infer-
ence without the need to obtain a variance estimate. However, the case is different in models
with unknown, period-specific parameters. As shown in Theorems 1 and 2, studentization of
the model residuals fails to ensure a test statistic with a variance of one, even when the true
error variances are known. For this reason, it is valid to fundamentally question the use of
(estimated) error variances as a means of standardizing cross-section covariance estimates.
In fact, criteria for alternative standardizations that reduce the bias in CD to an asymp-
totically negligible term are easily derived. For this purpose, we define a weighted CD test
statistic
CDW =
√
2
TN(N − 1)
T
∑
t=1
N
∑
i=2
i−1
∑
j=1
(wiεˆ i,t)(wj εˆ j,t) (24)
which is a function of a generic set of weights w1, . . . ,wN and which coincides with the CD test
statistic of Pesaran (2004) for wi = σˆ
−1
i ∀i.15 For the sake of providing a clear exposition, the
weights are preliminarily assumed to have the following properties:
Assumption 8. wi is independently and identically distributed across i with σ
2
w = var [wi] > 0 and
E
[
w8i
]
< ∞. Furthermore, wi is independent of ηi,t and ei,t for all i and t.
Given weights that satisfy these assumptions, we can generalize the results of Theorem 1.
Corollary 2. Under the assumptions of Theorem 1 and weights that satisfy Assumption 8, we have
CDW =
√
2
TN(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ε i,tε j,t (wi − w)
(
wj − w
)
+
√
TΞ˜1,W − 2
√
TΞ˜2,W +OP(N−1)
where
Ξ˜1,W =
(
(w)2 − N−1w2
)√ N
2(N − 1)
1
NT
N
∑
i=1
T
∑
t=1
ε2i,t
Ξ˜2,W =
√
N
2(N − 1) (NT)
−1
(
w
N
∑
i=1
T
∑
t=1
ε2i,twi + N
−1
N
∑
i=1
T
∑
t=1
(ε i,twi)
2
)
Using Assumption 8, we can state that the leading terms in the two expressions above are
functions of the average weightw. Hence, choosing a set of weights with E[wi] = 0 reduces the
order in probability of the leading bias terms, leaving only terms of order OP(N−1) in Ξ˜1,W .
15Note that the weighted CD statistic should not be confused with the “local CD” statistic discussed in Pesaran
(2015b). In the latter case, the weights are pair specific, i.e. wij, and are usually motivated using the spatial (dis-
tance) structure of the data, see e.g. Robinson (2008). In our case the spatial structure is not needed, thus the
weighted test is global and not local.
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For Ξ˜2,W the resulting order in probability is merely Ξ˜2,W = OP(N−1/2), since E[σ2i wi] may
be non-zero. Thus for T/N → c > 0 this bias term can be non-negligible. However, a simple
remedy to this shortcoming is manually demeanedweights w˜i = wi−w. Theseweights ensure
w = 0 for any N so that the leading bias terms in both Ξ˜1,W and Ξ˜2,W are eliminated entirely.
The results obtained for the model with additive fixed effects can be generalized to models
with a multifactor error structure. Theorem 2 can be extended to cover arbitrary weights wi:
Corollary 3. Under the assumptions of Theorem 2 and weights that satisfy Assumption 8, we have
CDW =
√
2
TN(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ξiN,tξ jN,t +
√
TΦ˜1,W − 2
√
TΦ˜2,W +OP(RN,T)
where
ξiN,t = wiε i,t −
(
1
N
N
∑
i=1
wiλi
)′
ψi,t,
and
Φ˜1,W =
√
N
2(N − 1)
(
1
N
N
∑
i=1
wiλi
)′(
1
NT
N
∑
i=1
T
∑
t=1
ψi,tψ
′
i,t
)(
1
N
N
∑
i=1
wiλi
)
Φ˜2,W =
√
N
2(N − 1)
(
1
N
N
∑
i=1
wiλi
)′(
1
NT
N
∑
i=1
T
∑
t=1
ψi,twiε i,t
)
The generality of model (6) relative to the simpler time fixed effects or two-way fixed ef-
fects models makes complete elimination of the leading bias terms infeasible. Given that un-
observed factors affect the dependent variable yi,t with individual-specific loadings, the bias
expressions are not simple functions of w as they were in Corollary 2. Using a set of weights
that add to zero will hence not imply that Φ˜1,W = 0 and Φ˜2,W = 0. This result can only be
achieved by choosing an N-dimensional vector of weights which is orthogonal to the columns
of the N × r matrix (λ1, . . . ,λN)′. The latter matrix being unobserved, there is no feasible
way of ensuring that the weighted average 1N ∑
N
i=1 wiλi is exactly zero. Still, choosing a set of
weights with E[wi] = 0 may achieve bias reduction. To appreciate this point, observe that if λi
and wi are uncorrelated:
E
[
1
N
N
∑
i=1
wiλi
]
= E[wi]µλ = 0.
In that case, the order in probability of 1N ∑
N
i=1 wiλi is determined by its covariance matrix,
which is given by
var
[
N−1
N
∑
i=1
λiwi
]
= N−2
N
∑
i=1
E
[
w2iλiλ
′
i
]
= O(N−1).
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It follows that the use of zero mean random weights reduces the order in probability of the
weighted average over all factor loadings by a factor of
√
N so that Φ˜1,W = OP(N−1). This
conclusion holds as long as λi are uncorrelated from wi. Additionally, the term ξiN,t, which
constitutes the leading stochastic component of CDW, is affected in that the impact of ψi,t
vanishes as N → ∞.
Previous simple restriction on weights is not sufficient to reduce the order of Φ˜2,W . For this
component to be of order OP(N−1) it necessary to assume that wi are uncorrelated from both
ε i,t and ψi,t, leading to:
var
[
1
NT
N
∑
i=1
T
∑
t=1
ψi,twiε i,t
]
= O(N−1).
The conditions for bias reduction in the CCE case make it fairly difficult to find an admissi-
ble set of weights in practice. Among other things, weights required to be mean independent
of λi and to have an expected value of zero. Additionally, to ensure that Φ˜2,W is of lower
stochastic order, wi needs to be, or needs at least to converge sufficiently fast to, a random
variable independent of the model errors. The combination of restrictions on the dependence
of wi on both idiosyncratic variation in yi,t as well as the slope coefficients on common fac-
tors precludes the use of (estimated) model components as weights. For example, the use of
model residuals as weights violates independence of model errors and weights. Weights de-
rived from the estimated common component of yi,t cannot be used neither as these would be
correlated with the true factor loadings. But if neither estimated idiosyncratic nor estimated
common components can be used as weights for the CD test statistic, candidates for wi have
to be supplied from outside the model.
The optimal choice of weights for a weighted CD test statistic, either in the case of a time
fixed effects model or a factor-augmented regression, requires an investigation of its implica-
tions for the CDW under the alternative hypothesis in order to evaluate whether there is some
choice that maximizes power. Any effort in this area is out of the scope of this article, since our
interest lies primarily in documenting the challenges to be faced under the null hypothesis of
no remaining cross-section correlation and in discussing possible modifications that result in
an unbiased test statistic.
For the sake of illustrating the potential of a weighted test statistic, we choose to sample
w1, . . . ,wN independently from a known distribution. Despite the usual concerns related to
randomized tests, independently drawn weights ensure that all requirements for bias reduction
in the case of a CD test statistic applied to CCE residuals are met. Draws from distributions
with nonzero expected value can easily be demeaned before being used in the construction of
a weighted CD test statistic. Furthermore, random weights are a unified way of considering
valid weights in both the time fixed effects and the common correlated effects case. Formally
we define the properties of random weights as follows:
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Assumption 9 (Weights). wi is independently and identically distributed across i with E [wi] = 0,
σ2w = var [wi] > 0 and E
[
w8i
]
< ∞. Furthermore, wi is independent of λi, σi, ηi,t and ei,t for all i and
t.
Assuming that σ2w = var [wi] > 0 rules out the case where the distribution of wi is a point
mass at some constant since this would lead to results identical to those in Corollary 1. The re-
quirements of Assumption 9 can also be used to contemplate the validity of external observed
data as weights since in some cases the empirical context itself suggests an appropriate choice
of wi. For example, exogenous information about the size, connectedness or other quantitative
characteristic of the cross-section units can be exploited to construct individual weights wi.
Given our definition of random weights, we can characterize the results of the weighted CD
test statistic constructed from either time fixed effects or CCE residuals in a unifying statement:
Theorem 3. Consider the weighted CD test statistic
C˜DW =
(
1
NT
N
∑
i=1
T
∑
t=1
εˆ2i,tw
2
i
)−1(√
2
TN(N − 1)
T
∑
t=1
N
∑
i=2
i−1
∑
j=1
wi εˆ i,twj εˆ j,t
)
and assume that either of the following two points hold.
1. The data are generated by the time fixed effects model (2) such that Assumption 1 holds. εˆ i,t is
given by (4).
2. The data are generated by the latent common factor model (6) such that Assumptions 2-6 hold.
εˆ i,t is defined by (7).
Under either of the two sets of assumptions above as well as Assumption 9, it holds that
C˜DW
d−→ N(0, 1),
as N and T → ∞ in any order subject to the condition N−1√T → 0.
Theorem 3 is appealing for our illustrative purpose since there is no need to consider dif-
ferent weighted CD test statistics to test for remaining cross-section dependence in either the
residuals of a time fixed effects model or those of resulting from CCE estimation. Instead,
there exists a single solution to establishing asymptotically standard normal inference in both
cases.16
5 Monte carlo study
We investigate the properties of the CD test as well as its weighted alternatives in a small set
of simulation experiments. Following the exposition of Section 3.2, we simulate the common
16Or more generally to any set of residuals, irrespective of the influence function ψi,t.
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latent factor model
yi,t = βxi,t + λ
′
ift + ε i,t (25)
xi,t = Λ
′
ift + ei,t. (26)
The model errors ε i,t are defined ε it =
√
σ2i,yε
∗
i,t where ε
∗
i,t are drawn independently over i and
t from a standardized χ2 (2) distribution that has zero mean and unit variance.17 The scalar
random variable ei,t is generated in the same way as ε
∗
i,t. Error variances are obtained via
σ2i,y = cσ
(
ς2i,y − 2
)
/4+ 1 where ς2i,y ∼ χ2 (2) and where the parameter cσ is chosen manually
as discussed below. This construction entails that E
[
σ2i,y
]
= 1 and var
[
σ2i,y
]
= c2σ. Finally, we
set β = 1 without any loss of generality.
The r elements of λi are drawn from U(0.5, 1.5). Element Λ
(r′) of the r × 1 vector Λi is
drawn from U(−0.5, 0.5) if r′ = 1 and from U(0.5, 1, 5) otherwise. Concerning the latent fac-
tors, we let ft ∼ N (0, Ir). When considering the two-way fixed effects model instead of the
common latent factor model, we set r = 2 and define ft =
[
f
(1)
t , 1
]′
as well as λi =
[
1,λ
(2)
i
]′
and Λi =
[
1,Λ
(2)
i
]′
with the construction of f
(1)
t ,λ
(2)
i and Λ
(2)
i being unchanged.
In all following simulations we extend our theoretical framework and assume that β is
unknown and needs to be estimated. If the fixed effects estimator is estimated, individual
fixed effects are assumed to be unknown as well so that a within transformation for the two-
way fixed effects model is applied. Lastly, whenever model residuals are studentized, this is
done using estimated error variances instead of the their true values.
5.1 Standard CD statistic
As a first scenario, we consider that the true model is a two-way fixed effects model which
we estimate correctly using a fixed effects estimator that allows for both time and entity fixed
effects. The CD test statistic of Pesaran (2004) is obtained from the model residuals of each
simulated dataset and its mean as well as its variance are reported in Table 1. We do this
considering the parameter values cσ ∈ {0.1, 0.5, 1, 1.5} in order to control the degree of het-
erogeneity among the individual-specific error variances. In accordance with our theoretical
predictions, the CD test statistic has a bias term that diverges towards −∞ as T → ∞ and
a variance that is considerably below 1. The bias term is reasonably close to the benchmark
value of −√T/2 indicated by Proposition 1 but tends towards zero as heterogeneity among
the individual-specific error variances is amplified.
The same observation holds for the CD test statistic obtained from the residuals of a cor-
rectly specified estimated model with factor error structure. Simulating model (25)–(26) with
17The results reported in this section are robust to the choice of more conventional distributions for the idiosyn-
cratic variation in both explained and explanatory variables, such as a standard normal distribution or Student’s
t-distribution with 9 degrees of freedom. The χ2(2) distribution is chosen to provide simulation results under more
challenging circumstances.
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Table 1: Sample moments of CD test statistic applied to two-way FE residuals.
True model is two-way FE.
Mean Variance (×100)
cσ: 0.1 0.5 1 1.5 0.1 0.5 1 1.5
N T
25 25 -3.35 -3.30 -3.15 -2.83 1.35 2.04 4.57 11.36
25 50 -4.91 -4.85 -4.66 -4.25 0.53 0.95 2.75 8.12
25 100 -7.08 -7.00 -6.75 -6.20 0.22 0.51 1.88 6.18
25 200 -10.11 -10.00 -9.65 -8.91 0.1 0.37 1.64 5.73
50 25 -3.30 -3.25 -3.09 -2.72 1.01 1.43 3.35 9.52
50 50 -4.85 -4.79 -4.58 -4.11 0.36 0.65 2.01 6.66
50 100 -7.00 -6.92 -6.63 -6.00 0.13 0.33 1.34 5.09
50 200 -10.00 -9.88 -9.49 -8.63 0.06 0.24 1.19 4.77
100 25 -3.28 -3.22 -3.03 -2.58 0.84 1.24 3.14 10.53
100 50 -4.83 -4.76 -4.52 -3.94 0.26 0.49 1.7 6.96
100 100 -6.96 -6.87 -6.55 -5.78 0.09 0.24 1.14 5.44
100 200 -9.95 -9.82 -9.38 -8.32 0.04 0.16 0.94 4.98
200 25 -3.27 -3.21 -3.04 -2.66 0.74 1.07 2.51 7.46
200 50 -4.81 -4.74 -4.52 -4.03 0.21 0.41 1.36 4.98
200 100 -6.95 -6.85 -6.56 -5.92 0.07 0.19 0.85 3.66
200 200 -9.92 -9.79 -9.39 -8.52 0.02 0.11 0.66 3.15
Notes. ε i,t =
√
σ2i,yε
∗
i,t; ε
∗
i,t and ei,t are standardized χ
2(2). σ2i,y = cσ
(
ς2i,y − 2
)
/4+ 1; ς2i,y
is χ2(2). Entity FE λi and Λi drawn from U(0.5, 1.5). Time FE ft drawn from N(0,1).
r = 2 but without the restrictions that would imply a two-way fixed effects model, we obtain
the average and the sample variance of CD test statistics obtained from CCE residuals and re-
port them in Table 2. Even though the number of observable variables is sufficient to account
for all sources of cross-section dependence in the simulated data, the CD test statistic exhibits
the same patterns as seen in the two-way fixed effects case. Despite the additional heterogene-
ity implied by entity-specific loadings on the unobserved factors, the CD test statistic is on
average fairly close to the benchmark value of −√T/2.
As argued in Section 3.3, one of the striking consequences of including common, period-
specific parameters into the model specification is a reduction in the rate at which the CD test
statistic diverges when not all sources of cross-section correlation are accounted for. To pro-
vide an indication concerning the values one can expect the CD test statistic to have under the
alternative hypothesis, we simulate a model with a factor error structure and three factors so
that neither two-way fixed effects nor common correlated components account for all sources
of co-movement across cross-sections. The mean and variance of the CD test statistic applied
to residuals of either of the two models are reported in Table 3, keeping the degree of het-
erogeneity in error variances across cross-section fixed by setting cσ = 1. In order to provide
confirmatory evidence that the simplifying assumptions of Propositions 2 and 3 do not affect
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Table 2: Sample moments of CD test statistic applied to CCE residuals.
True model is a latent common factor model with two factors.
Mean Variance (×100)
cσ: 0.1 0.5 1 1.5 0.1 0.5 1 1.5
N T
25 25 -3.26 -3.20 -2.99 -2.50 2.32 3.55 8.37 22.06
25 50 -4.88 -4.79 -4.50 -3.84 0.83 1.56 4.76 15.12
25 100 -7.07 -6.95 -6.55 -5.64 0.28 0.81 3.36 12.67
25 200 -10.10 -9.94 -9.40 -8.14 0.12 0.58 2.87 11.82
50 25 -3.08 -3.04 -2.88 -2.54 2.96 3.91 7.39 17.02
50 50 -4.77 -4.71 -4.51 -4.05 0.8 1.29 3.31 9.59
50 100 -6.97 -6.89 -6.62 -6.00 0.23 0.51 1.81 6.43
50 200 -9.99 -9.88 -9.50 -8.64 0.07 0.28 1.36 5.53
100 25 -2.81 -2.74 -2.54 -2.13 4.19 5.5 10.21 22.48
100 50 -4.65 -4.56 -4.31 -3.77 0.94 1.58 4.05 11.36
100 100 -6.90 -6.79 -6.44 -5.72 0.2 0.51 1.95 7.09
100 200 -9.92 -9.77 -9.29 -8.30 0.06 0.27 1.35 5.72
200 25 -2.28 -2.21 -1.97 -1.40 7.16 8.99 16.32 39.88
200 50 -4.44 -4.35 -4.04 -3.28 1.37 2.13 5.54 18.53
200 100 -6.81 -6.69 -6.28 -5.25 0.26 0.6 2.38 10.51
200 200 -9.87 -9.71 -9.14 -7.74 0.06 0.23 1.35 7.39
Notes. ε i,t =
√
σ2i,yε
∗
i,t; ε
∗
i,t and ei,t are standardized χ
2(2). σ2i,y = cσ
(
ς2i,y − 2
)
/4+ 1; ς2i,y
is χ2(2). Loadings λi drawn drawn from U(0.5, 1.5). Λi from U(−0.5, 0.5), except for first
element which is U(0.5, 1.5). Factors ft drawn from N(0,1).
the properties of the CD test statistic, its mean and variance are reported for a simple setup
and a standard setup. The standard setup uses the model parameterization described above
and requires estimating the unknown values of β and σi ∀i = 1, . . . ,N from the mis-specified
model. By contrast, the simple setup reflects the assumptions made in Section 3.3, namely a
model with known slope coefficient β = 0 and known error variances σ2i = E
[
ε2i,t
]
whose in-
verse square roots are used to weight estimated error cross-section covariances. As reported in
Table 3, the means and variances obtained for these two setups are nearly identical, suggesting
that the additional assumptions made in Section 3.3 are innocuous. Furthermore, the values
obtained for the first two moments bear a striking resemblance to those seen in Tables 1 and 2,
thus suggesting that the CD test statistic behaves very similarly both under the null hypothesis
and the alternative hypothesis. This observation emphasizes existing concerns about the value
of the CD test statistic as a measure of remaining cross-section correlation.
5.2 Weighted CD statistic
Having documented the first twomoments of the CD test statistic, we proceedwith investigat-
ing the properties of our modified, weighted CD test statistic. For these simulations we con-
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Table 3: Sample moments of CD test statistic under H1.
True model is a latent common factor model with three factors.
Mean Variance (×100)
Model: 2WFE CCE 2WFE CCE
N T simple standard simple standard simple standard simple standard
25 25 -3.29 -3.30 -3.16 -3.16 2.11 2.16 4.44 4.46
25 50 -4.79 -4.80 -4.71 -4.72 1.46 1.47 2.32 2.34
25 100 -6.88 -6.89 -6.81 -6.82 1.25 1.27 1.83 1.83
25 200 -9.81 -9.81 -9.74 -9.74 1.32 1.34 1.41 1.42
50 25 -3.23 -3.24 -2.97 -2.97 1.90 1.92 6.23 6.26
50 50 -4.73 -4.73 -4.54 -4.55 1.13 1.13 2.89 2.90
50 100 -6.79 -6.79 -6.63 -6.63 0.91 0.92 1.98 1.99
50 200 -9.67 -9.68 -9.49 -9.49 0.92 0.93 1.61 1.61
100 25 -3.21 -3.21 -2.78 -2.78 1.61 1.62 6.14 6.16
100 50 -4.68 -4.68 -4.48 -4.48 0.95 0.96 2.36 2.37
100 100 -6.73 -6.73 -6.61 -6.61 0.75 0.75 1.24 1.24
100 200 -9.59 -9.59 -9.50 -9.51 0.80 0.80 0.98 0.98
200 25 -3.21 -3.21 -2.36 -2.36 1.24 1.24 9.57 9.60
200 50 -4.68 -4.68 -4.31 -4.31 0.76 0.76 2.87 2.88
200 100 -6.72 -6.72 -6.52 -6.52 0.66 0.66 1.23 1.23
200 200 -9.58 -9.58 -9.43 -9.43 0.60 0.61 0.78 0.78
Notes. ε i,t =
√
σ2i,yε
∗
i,t; ε
∗
i,t and ei,t are standardized χ
2(2). σ2i,y = cσ
(
ς2i,y − 2
)
/4+ 1; ς2i,y is χ
2(2). Loadings λi drawn
drawn from U(0.5, 1.5). Λi from U(−0.5,0.5), except for first element which is U(0.5, 1.5). Factors ft drawn from N(0,1).
cσ = 1. Setup standard means β, σ2i are estimated. σˆ
2
i = T
−1 ∑Tt=1 vˆi,t. vˆi,t are (misspecified) regression residuals. Setup
simple means β and true error variances σi are known.
sider only cσ = 1. The random weights suggested in Section 4.2 are drawn from U (−0.5, 0.5).
In addition we report results using a hybrid between the weighted CD test statistic and its
original version: As in the original CD test statistic we use the square root of estimated error
variances to weight the model residuals. But following the motivation of our weighted test
statistic, we demean (σˆ2i )
−1/2 with its cross-section average before using it as a weight. Table 4
reports rejection rates for theweightedCD test statistic with these two sets ofweights as well as
the standard CD test statistic obtained from two-way fixed effects residuals. Rejection rates for
the latter are clearly driven by its diverging bias term. Irrespective of whether the true model
is two-way fixed effects or a latent common factor model, the test statistic always rejects. Rejec-
tion rates are much closer to the nominal level of 5% for the weighted test statistics. Whereas
weighting with the estimated inverse error standard deviation leads to under-rejection of the
null hypothesis, random weights ensure rejection rates very close to the nominal rate unless
T is substantially larger than N. Simulation results under the alternative hypothesis reveal
that the weighted test statistic has almost no power and that rejection rates increase in T only.
However, elimination of the leading bias term via the use of demeaned weights is not the pri-
mary cause for this outcome. In fact, Proposition 2 suggests that it is the use of cross-section
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demeaning during model estimation that greatly reduces the rate at which CDW can diverge
under the alternative hypothesis. Neither can one make random weights accountable for the
low rejection frequencies in our power study. Rejection rates for the hybrid weighted CD test
statistic, which weights with demeaned inverses of the estimated error standard deviation, are
at approximately the same level.
Table 4: Rejection rates for CD test statistic and weighted modified CD test statistic.
Test on FE residuals
Size Power
Test: CD C˜DW CD C˜DW
Weights: - {w(1)} {w(2)} - {w(1)} {w(2)}
N T
25 25 100 6.3 3.2 100 9.1 4.4
25 50 100 6.2 3.6 100 10.0 5.2
25 100 100 6.7 5.0 100 13.6 8.6
25 200 100 6.8 6.2 100 20.0 15.4
50 25 100 5.3 2.9 100 6.5 4.2
50 50 100 6.0 3.0 100 9.2 6.0
50 100 100 6.3 4.5 100 12.3 9.9
50 200 100 6.0 5.1 100 19.3 14.0
100 25 100 4.6 2.8 100 7.5 4.1
100 50 100 5.5 3.9 100 9.8 6.1
100 100 100 5.3 4.5 100 14.9 9.4
100 200 100 4.7 5.5 100 21.5 14.1
200 25 100 4.8 2.7 100 7.2 4.4
200 50 100 5.1 4.2 100 8.8 6.1
200 100 100 5.6 4.5 100 12.1 9.2
200 200 100 5.4 4.9 100 18.0 14.2
Notes {w(1)i }: wi ∼ U (−0.5, 0.5). {w(2)i }: wi =
(
σˆ2i
)−1/2 −
N−1 ∑Ni=1
(
σˆ2i
)−1/2
. Size: True model is two-way FE. Power: True model is com-
mon factors with r = 2.
Rejection rates observed when testing for remaining cross-section correlation in CCE resid-
uals look mostly similar to those seen in the two-way fixed effects case. Simulation results
reported in Table 5 show that again the original CD test statistic is grossly oversized. As previ-
ously, the weighted CD test statistic with random weights has good size but suffers from very
low power. In contrast to previous results our variation on the weighted CD test statistic, us-
ing deviations of inverse estimated error standard errors from their cross-section average, has
excessive size distortions when N > T. This result reflects the concerns expressed in Section
4.2 with the use of components from the estimated regression model as weights in CDW.
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Table 5: Rejection rates for CD test statistic and weighted modified CD test statistic.
Test on CCE residuals
Size Power
Test: CD C˜DW CD C˜DW
Weights: - {w(1)} {w(2)} - {w(1)} {w(2)}
N T
25 25 99.4 6.0 5.5 99.8 6.6 7.1
25 50 100 5.6 5.9 100 8.6 6.6
25 100 100 5.7 6.4 100 11.3 7.9
25 200 100 7.5 6.5 100 15.9 11.2
50 25 99.2 6.0 23.3 99.6 7.3 14.8
50 50 100 6.5 10.6 100 8.4 8.9
50 100 100 6.5 6.6 100 12.1 7.6
50 200 100 5.9 6.5 100 15.0 9.4
100 25 94.6 5.3 62.7 99.6 6.7 60.0
100 50 100 5.2 25.7 100 7.5 27.3
100 100 100 5.1 8.9 100 9.9 13.5
100 200 100 5.5 7.0 100 13.8 12.1
200 25 54.4 6.1 98.1 89.7 7.1 98.1
200 50 100 5.0 68.8 100 7.9 72.8
200 100 100 5.7 21.5 100 10.2 27.0
200 200 100 5.3 8.1 100 13.9 11.8
Notes. {w(1)i }: wi ∼ U (−0.5, 0.5). {w(2)i }: wi =
(
σˆ2i
)−1/2 −
N−1 ∑Ni=1
(
σˆ2i
)−1/2
. Size (Power): True model is common factors with r = 2
(r = 3).
6 Empirical illustration
In this section we illustrate the applicability of the standard and the weighted CD statistics by
means of two empirical examples: i) R&D investments data of Eberhardt et al. (2013); ii) PSID
earnings dynamics data. In both cases serial correlation is important from an economic point
of view. For this reason in Appendix A.2 we outline how the CD statistic can be modified to
account for serial correlation, given a set of known weights wi.
6.1 R& D investments
In Eberhardt et al. (2013) authors questionwhether R&D can be estimated in a standardGriliches-
type “knowledge production function” framework ignoring the potential presence of knowl-
edge spillovers between cross-sectional units as well as other cross-section dependencies. Among
other things they document a “[. . . ] strong evidence for cross-sectional dependence and the presence
of a common factor structure in the data, which we interpret as indicative for the presence of knowl-
edge spillovers and additional unobserved cross-sectional dependencies” (Eberhardt et al. 2013, p.437).
Cross-sectional dependence was measured by means of a CD test.
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The original dataset used information on up to twelve manufacturing industries in ten
countries18 over a time period of up to 26 years from 1980 to 2005. All of the results presented
assume the country-industry as the unit of analysis (panel group member i), of which we have
N = 119. This panel is unbalanced where for Germany, Portugal, and Sweden the length of
the available time-series is substantially shorter than for other countries.
Some of our results can be extended to cover unbalanced setups. However in order to sim-
plify our analysis we disregard from using the observations for Germany, Portugal, Sweden
in the construction of the test statistics. Additionally, we remove two sectors from the Great
Britain where observations for t = 2004, 2005 are missing. This way we are left with N = 82
and T = 25.
In this section we will primarily revisit some of the results in Table 5 of Eberhardt et al.
(2013) for pooled (static) production function estimates. Our goal is to investigate how the
divergent properties of the CD test statistic might have influenced the choice between the
First Difference (FD) estimator with yearly dummies and Pooled CCE (CCEP) estimators, as
presented in columns 3 and 4, respectively, of the table mentioned above. Which of the two
models is considered to be correctly specified has important consequences for the conclusions
that can be drawn from the entire table. With regard to the coefficient of private R&D in-
vestments, Eberhardt et al. (2013) report that a significance test for the corresponding slope
coefficient cannot reject the null hypothesis in the FD model while it can in the CCE model.
Table 6: Cross-sectional dependence testing for R& D data
Estimator Serial Correlation 5% Median 95% CDσˆ
FD No -0.98 0.80 3.21 1.6
Yes -0.78 0.73 2.89 1.5
CCEP No -1.98 -0.36 3.25 -1.16
Yes -1.08 -0.20 1.75 -0.67
Notes. All results are obtained for Weighted Covariance Bias-corrected CD statis-
tic based on 200 draws of wi. CDσˆ denotes the bias-corrected CD statistic using
wi = σˆ
−1
i − N−1 ∑Ni=1 σˆ−1i as weights. Serial Correlation with “Yes” option
stands for the adjusted test statistic robust to the serial correlation, as described in
Appendix A.2.
Neglecting the possibility of serial correlation in the true model errors, the results in Table
6 suggest that for a quite substantial combination of different weights wi, the weighted CD
statistic rejects the null hypothesis both for the FD model with time-effects as well as the com-
mon latent factor model. This result is in line with those given by the original CD test statistic
whose value is CD = −1.89 (CD = −2.95) if applied to FD (CCE) residuals. The picture
changes if we correct the variance of our weighted CD test statistic to account for serial corre-
lation in the true model errors. The corresponding results in Table 6 reveal that only for the CD
18Denmark, Finland, Germany, Italy, Japan, Netherlands, Portugal, Sweden, United Kingdom, and the US.
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test statistic applied to FD residuals there is a substantial set of weights that would lead the
researcher to reject the null hypothesis. Finally, the absolute value of a weighted CD statistic
CDσˆ, constructed using the specific weights wi = σˆ
−1
i − N−1 ∑Ni=1 σˆ−1i , is somewhat smaller
than the statistic without any corrections, leading to the conclusion that one cannot reject the
null hypothesis of no cross-section correlation for both sets of residuals.
Note that difference in terms of the corresponding conclusions if one followed the approach
where the preferred model is selected based on the absolute value of the CD statistic. In partic-
ular, while in the setup without any corrections one prefers the FD estimator, this conclusion
reverses if one uses either median of random weights or the CDσˆ statistic.
6.2 Earnings dynamics
In this section, we analyze the extent to which OLS residuals commonly used to study earning
dynamics using PSID can be assumed to be cross-sectionally independent. For this purpose,
we use the data of Botosaru and Sasaki (2018) for the years 1977− 1989. The data is a balanced
panel with a cross-sectional sample size of N = 659, and cover 1977− 1989.19
Following the literature on income dynamics, we are interested in the OLS residuals from
a regression of log wages on education, age, geographic characteristics, race dummy, and year
dummies. It is customary to decompose the dynamics of log-earning residuals ε i,t into a sum
of transitory (τi,t) and permanent components (pi,t):
ε i,t = τi,t + pi,t,
pi,t = αpi,t−1 + pii,t,
where τi,t and pii,t are mutually independent. As long as α 6= 0 OLS residuals are likely to be
serially correlated, hence the use of the variance estimator outlined in Section A.2 is justified.
Following Bonhomme and Robin (2010) we assume that α = 1 such that pi,t really captures the
permanent unit root component, and in that case it is only appropriate to based analysis on
∆ε i,t. For this reason the effective length of the panel is T = 12. Instead in Table 7 we provide
results for the weighted modified CD statistic based on random weights.
For this dataset the value of the original CD statistic without any adjustments is CD = 2.7.20
Thus one could potentially naively conclude that time effects are not sufficient to completely
wipe out cross-sectional dependence from the PSID data. However, as discussed above this
result is spurious by construction. This conclusion is highlighted in Table 7 where we provide
results for weighted bias-corrected CD statistic using random weights.
Based on results in Table 7 we find little evidence for remaining cross-sectional dependence
in data after cross-sectional demeaning. For most combinations of wi the test statistic is inside
19Note some discrepancies with Bonhomme and Robin (2010).
20Similar results are obtained if we consider data in levels.
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Table 7: Cross-sectional dependence testing for PSID residuals
Input Variable Serial Correlation 5% Median 95% CDσˆ
ε i,t No -1.95 -0.83 3.75 1.23
ε i,t Yes -0.83 -0.34 1.65 0.53
∆ε i,t No -1.43 -0.24 2.03 0.52
∆ε i,t Yes -1.23 -0.21 1.79 0.44
Notes. See the notes to Table 6.
the non-rejection region. On the other hand, based on finite sample evidence presented in Sec-
tion 5 we know that for T = 12, test lacks power as cross-sectional dimension is not informative
about possible model misspecification. Finally, for comparison purposes only we included the
bias-corrected test statistic using standard weights wi = σˆ
−1
i − N−1 ∑Ni=1 σˆ−1i , with all values
being small in absolute value.21
7 Conclusion
In this paper we document how the estimation of common time-specific parameters using
panel data leads to a complete breakdown of the CD test of Pesaran (2004, 2015a). Using
commonly used additive and multiplicative specifications for individual- and time-specific
components in the model errors, we show that the CD test statistic applied to residuals of ade-
quately specified regressionmodels is divergent under null hypothesis of cross-sectional inde-
pendence. Furthermore, we find that the rate of divergence under the alternative hypothesis of
unaccounted cross-section correlation is reduced considerably. The results documented in this
article are interpreted as a manifestation of the incidental parameter problem (IPP) since they
ultimately follow from the estimation of T period-specific parameters. Our main theorems il-
lustrate the pervasive nature of the IPP in this setup, given that the consequences of estimating
time specific parameters do not disappear as the sample size increases.
Our analyzedweightedCD test statistic achieves our primary goal of re-establishing asymp-
totic standard normal inference and hence constitutes an alternative to popular bias correction
methods which circumvents the problems these approaches have in the present context. Our
results have far reaching implications for empirical panel data analysis, where CD test has
been widely used as a model selection/diagnostic tool. An illustration of how our theoretical
results translate into applications is given via simulations and real datasets.
Finally, in this paper we assumed that the parameters in the linear model are estimated
using a least squares objective function. If one deviates from this setup, and instead uses an
(over-identified) GMM criterion function to estimate parameters, the usual GMM J-statistic is
readily available for the purpose of testing residual cross-sectional correlation. Examples in
21Note that our theoretical results do not provide asymptotic justification for this set of weights.
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a fixed-T framework are given by Sarafidis et al. (2009), Ahn et al. (2013), and Juodis (2018)
among others. In the large N, T setup average J-statistic as a model specification tool was
explicitly used e.g. by Everaert and Pozzi (2014) for the CCE-GMM estimator. Hence given the
scale of the problems with CD statistic documented in this paper, these alternative procedures
(if applicable) are more appropriate .
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Notation
Extending the paragraph on notation in introduction in themain text, wewill use the following
notation in this appendix.
• Im denotes an m × m identity matrix and the subscript is sometimes disregarded from
for the sake of simplicity. 0 denotes a column vector of zeros while O stands for a matrix
of zeros. sm denotes a selection vector all of whose elements are zero except for element
m which is one. ι is a vector entirely consisting of ones. The dimension of these latter
vectors and matrices is generally suppressed for the sake of simplicity and needs to be
inferred from context.
• For a genericm× nmatrixA, PA = A(A′A)−1A′ projects onto the space spanned by the
columns of A andMA = Im −PA. dim(A), col(A) and ker(A) refer to the dimension,
column space and kernel of A. Moreover, rk(A) denotes the rank of A, tr(A) its trace
and ‖A‖ = (tr(A′A))1/2 the Frobenius norm ofA.
• For a set of m× nmatrices {A1, . . . ,AN},A = N−1 ∑Ni=1Ai. Multiple sums are generally
abbreviated, so that ∑Ni,j is shorthand notation for ∑
N
i=1 ∑
N
j=1.
• δ and M stand for a small and large positive real number, respectively. For two real
numbers a and b, a ∨ b = max{a, b}.
• For some random variable ε i,t, κ4 [ε i,t] denotes its fourth-order cumulant. Moreover,O(·)
and o(·) express order of magnitude relations whereasOP(·) and oP(·) denote stochastic
order relations (see e.g. White 2001, Definitions 2.5 and 2.33).
A Additional results and discussion
A.1 Group effects and principal components
Group effects
The idea put forward in Bonhomme and Manresa (2015) is that all individuals i = 1, . . . ,N are
associated with an unobserved group membership variable gi ∈ {1, . . . ,G}. Regressors aside
their model is given by:
yi,t = τgi ,t + ε i,t, (27)
where τgi ,t are the group-specific unobservable effects. Following Theorem2 in Bonhomme and Manresa
(2015) we know that gi can be estimated with high probability as T → ∞, thus the estimation
error from gˆi− gi can be ignoredwhen evaluating the estimators of τg,t. Note that if gi is known
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then τˆg,t is simply given by:
τˆg,t − τˆg,t = 1
N
N
∑
i=1
pig I(gi = g)ε i,t. (28)
where pig = N/Ng with Ng = ∑
N
i=1 I(gi = g). The model in (27) admits an alternative repre-
sentation as a factor model with G factors:
yi,t = λ
′
ift + ε i,t, (29)
with λi = (I(gi = 1), . . . , I(gi = G))
′ and ft = (τ1,t, . . . , τG,t). Thus the influence function ψi,t
for fˆt is simply given by:
ψi,t =

pi1 I(gi = 1)ε i,t
...
piG I(gi = G)ε i,t
 . (30)
Next consider the residuals in this model
1
N
N
∑
i=1
(yi,t − λ′ifˆt) = εt − λ′ψt = εt −
1
N
N
∑
i=1
G
∑
g=1
I(gi = 1)ε i,t = 0, (31)
as ∑Gg=1 I(gi = 1) = 1. This conclusion is analogous to the simple model with additive time
effects only, i.e. G = 1.
Principal components
As in the main text we consider an exact factor model
yi,t = λ
′
ift + ε i,t, (32)
with an unrestricted vector λi. If λi are assumed to be known then ft can be estimated by least
squares:
fˆt − ft = 1
N
N
∑
i=1
ψi,t, ψi,t =
(
N−1λiλ′i
)−1
λiε i,t. (33)
Estimation of λi implies that ft can only be introduced up to a rotation (see e.g. Bai (2003)
Theorem 1) via principal components:
H−1fˆt − ft = 1
N
N
∑
i=1
ψi,t + oP(1), ψi,t =H
−1V −1Q−1λiε i,t (34)
where for precise definitions ofH,V ,Q, as well as restrictions on N, T the interested reader is
referred to Bai (2003, Theorem 1 and Proposition 1). Note that unlike all previous estimation
techniques, the residuals obtained after PC estimation of factors are not zero on average for
each t (in general).
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A.2 Serial correlation
The original CD test of Pesaran (2004, 2015a) assumes that error terms are serially uncorrelated,
an assumption that can be difficult to justify in the case of economic data. While this problem
is mostly ignored in practice, Baltagi et al. (2016) have very recently proposed a modification
of the CD test statistic which ensures that the test statistic is asymptotically standard normal as
long as ε i,t is a stationary short memory process. In particular, under this type of assumption
it can be shown that asymptotic variance in Proposition 3 is given by:
Ω =
∞
∑
s=−∞
[
E[(wi − E[wi])2ε i,tε i,t−s]
]2
. (35)
The above quantity is non-standard, as it not a function of the long-run variance of (wi −
E[wi])ε i,t. In particular, one can use data which is over-differenced in the construction of the
CD statistic.
In the context of our testing problem the natural plug-in estimator of Ω is given by
ΩˆN =
2
TN(N − 1)
N
∑
i=2
∑
j<i
(l′ilj)
2. (36)
Here li = (wi − w)eˆi is constructed using residuals eˆi. It can be expected that under reason-
able regularity conditions on the memory properties of ε i,t as well as appropriate restrictions
on N, T estimator ΩˆN is consistent in our setup. However, we do not attempt to prove this
conjecture as it does not add to the main message of this paper.
Note that Baltagi et al. (2016) use mean adjustment variance estimate of Chen and Qin
(2010), which is motivated by the need to obtain an unbiased (not only consistent) estimator
of Ω. However, as in our setting xi are correlated by construction, any theoretical justifica-
tion for including l(i,j) under null hypothesis is lost. Also note that a factor of 2 is missing in
Baltagi et al. (2016).
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B Proofs: Additive model
Proof of Theorem 1.
At first we show how the test statistic in this case can be expressed in terms of three U statistics,
and three additional terms that contribute to the bias. First, let
CDε =
√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
1
T
T
∑
t=1
ε i,tε j,t;
CDε/σ =
√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
1
T
T
∑
t=1
ε i,tε j,t
σiσj
;
CDε+ =
√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
1
T
T
∑
t=1
ε i,tε j,t(σ
−1
i + σ
−1
j );
CDε++ =
√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
1
T
T
∑
t=1
ε i,tε j,t(σ
−1
i − E[σ−1i ])(σ−1j − E[σ−1i ]).
Let us further denote by kN,T =
√
1
2TN(N−1) . Observe that the original test statistic can be
expressed as follows:
CD =
√
2
TN(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
(ε i,t − εt)(ε j,t − εt)
σiσj
= kN,T
T
∑
t=1
(
N
∑
i=1
(ε i,t − εt)
σi
)2
− kN,T
N
∑
i=1
T
∑
t=1
(
ε i,t − εt
σi
)2
= I − I I.
Let us now consider each term separately.
I = kN,T
T
∑
t=1
(
N
∑
i=1
ε i,t
σi
)2
− 2kN,Tσ−1
T
∑
t=1
[(
N
∑
i=1
ε i,t
σi
)(
N
∑
i=1
ε i,t
)]
+ kN,T
(
σ−1
)2 T
∑
t=1
(
N
∑
i=1
ε i,t
)2
= CDε/σ − σ−1CDε+ +
(
σ−1
)2
CDε
+ kN,T
N
∑
i=1
T
∑
t=1
(
ε i,t
σi
)2
− 2kN,Tσ−1
N
∑
i=1
T
∑
t=1
σi
(
ε i,t
σi
)2
+ kN,T
(
σ−1
)2 N
∑
i=1
T
∑
t=1
(ε i,t)
2
Similarly for the second term:
I I = kN,T
T
∑
t=1
N
∑
i=1
(
ε i,t
σi
)2
− 2kN,TN−1
T
∑
t=1
[(
N
∑
i=1
ε i,t
σi
)(
N
∑
i=1
ε i,t
)]
+ kN,TN
−1σ−2
T
∑
t=1
(
N
∑
i=1
ε i,t
)2
= −N−1CDε+ + N−1σ−2CDε
+ kN,T
T
∑
t=1
N
∑
i=1
(
ε i,t
σi
)2
− 2kN,TN−1
N
∑
i=1
T
∑
t=1
(
ε i,t
σi
)2
+ kN,TN
−1σ−2
N
∑
i=1
T
∑
t=1
(ε i,t)
2 .
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Combining these two expressions together:
CD = I − I I
= CDε/σ − 2
(
σ−1 − N−1
)
CDε+ +
((
σ−1
)2 − N−1σ−2)CDε
− 2kN,T
(
σ−1
N
∑
i=1
T
∑
t=1
ε2i,t
σi
+ N−1
N
∑
i=1
T
∑
t=1
ε2i,t
σ2i
)
+ kN,T
((
σ−1
)2 − N−1σ−2) N∑
i=1
T
∑
t=1
(ε i,t)
2 .
Under Assumption 1, σi are bounded, thus all averages involving σi are in general of or-
der O(1). Under our assumptions it can be straightforwardly shown that all U-statistics
CDε,CDε/σ,CDε+ are of orderOP(1), and are asymptotically normal element-wise from Lemma
2. The joint convergence can be also established. Note that strictly speaking Lemma 2 does not
apply to CDε+, however it can be straightforwardly extended to accommodate the specific
structure of the U-statistic in CDε+.
Combining these observations we conclude that:
CD = CDε/σ − 2σ−1CDε+ +
(
σ−1
)2
CDε+OP(N−1) +
√
TΞ1 − 2
√
TΞ2
=
√
2
TN(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ε i,tε j,t
(
σ−1i − σ−1
) (
σ−1j − σ−1
)
+OP(N−1) +
√
TΞ1 − 2
√
TΞ2,
where:
Ξ1 =
((
σ−1
)2 − N−1σ−2)√ 1
2T2N(N − 1)
N
∑
i=1
T
∑
t=1
ε2i,t,
Ξ2 =
√
1
2T2N(N − 1)
(
σ−1
N
∑
i=1
T
∑
t=1
ε2i,t
σi
+ N−1
N
∑
i=1
T
∑
t=1
ε2i,t
σ2i
)
.
Let us now consider these two bias terms in detail. In particular:
N
∑
i=1
T
∑
t=1
ε2i,t = T
N
∑
i=1
σ2i +
N
∑
i=1
T
∑
t=1
(
ε2i,t − σ2i
)
= NTσ2 +
√
NT
1√
NT
N
∑
i=1
T
∑
t=1
(
ε2i,t − σ2i
)
= NTσ2 +OP(
√
NT).
HereOP(
√
NT) order result follows directly from bounded σi and the application of Theorem
3 in Phillips and Moon (1999) for that term (here we set Ci = 1 in the notation of that paper).
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Such that:
Ξ1 =
((
σ−1
)2 − N−1σ−2)√ 1
2T2N(N − 1)
N
∑
i=1
T
∑
t=1
ε2i,t
=
((
σ−1
)2 − N−1σ−2)√ N
2(N − 1)σ
2 +
((
σ−1
)2 − N−1σ−2)√ 1
2T(N − 1) OP(1)
=
√
N
2(N − 1)
(
σ−1
)2
σ2 +O(N−1) +OP((NT)−1/2)
=
√
0.5
(
σ−1
)2
σ2 +O(N−1/2) +OP((NT)−1/2).
For Ξ2 the derivations follow analogously. First,
N
∑
i=1
T
∑
t=1
ε2i,t
σi
= T
N
∑
i=1
σi +
N
∑
i=1
T
∑
t=1
(
ε2i,t − σ2i
σi
)
= NTσ +
√
NT
1√
NT
N
∑
i=1
T
∑
t=1
(
ε2i,t − σ2i
σi
)
= NTσ +OP(
√
NT).
Second,
N
∑
i=1
T
∑
t=1
ε2i,t
σ2i
= NT +OP(
√
NT)
by the same decomposition. Thus Ξ2 has an expansion of the form:
Ξ2 =
√
1
2T2N(N − 1)
(
σ−1
N
∑
i=1
T
∑
t=1
ε2i,t
σi
+ N−1
N
∑
i=1
T
∑
t=1
ε2i,t
σ2i
)
=
√
N
2(N − 1)
(
σ−1σ + N−1
)
+
√
1
2T(N − 1) OP(1)
=
√
0.5
(
σ−1
)
σ +O(N−1/2) +OP((NT)−1/2).
Combining these observations we conclude that:
CD = CDε/σ − 2σ−1CDε+ +
(
σ−1
)2
CDε+OP(N−1) +
√
TΞ1 − 2
√
TΞ2
= CDε/σ − 2E[σ−1i ]CDε+ +
(
E[σ−1i ]
)2
CDε+OP(N−1/2) +
√
TΞ1 − 2
√
TΞ2
=
√
2
TN(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ε i,tε j,t
(
σ−1i − E[σ−1i ]
) (
σ−1j − E[σ−1i ]
)
+OP(N−1/2) +
√
TΞ1 − 2
√
TΞ2.
Here the second line follows from the fact that all U-statistics in the first line are OP(1) by
Lemma 2, together with the standard Lindeberg-Levy CLT and the CMT applied to
σ−1 = E[σ−1i ] +OP(N−1/2).
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Rearranging the above expression:
CD−
√
TΞ1 + 2
√
TΞ2 = CDε++ +OP(N−1/2).
Now set ai,t = ε i,t(σ
−1
i − E[σ−1i ]), and qi = σi(σ−1i − E[σ−1i ]), then we can apply Lemma 2 to
CDε++ to conclude that:
CD−
√
TΞ1 + 2
√
TΞ2
d−→ N(0,Ω), (37)
where Ω = (E[q2i ])
2 =
(
E[(1− σi E[σ−1i ])2]
)2
.
Proof of Corollary 1.
We can use the same result as in (5) but for a general value of σ2
CD =
1
σ2
√
1
2TN(N − 1)
T
∑
t=1
(
N
∑
i=1
εˆ i,t
)2
− 1
σ2
√
1
2TN(N − 1)
T
∑
t=1
N
∑
i=1
εˆ2i,t. (38)
Given that the first component is 0 by construction, we can further expand:
CD =
1
N
CDε/σ − 1
σ2
√
2
TN(N − 1)
N − 1
2N
T
∑
t=1
(
N
∑
i=1
ε2i,t
)
=
1
N
CDε/σ −
√
N − 1
2N2
1√
NT
T
∑
t=1
N
∑
i=1
(( ε i,t
σ
)2 − 1)−√(T − T
N
)
/2,
= −
√(
T − T
N
)
/2−
√
1
2N
1√
NT
T
∑
t=1
N
∑
i=1
(( ε i,t
σ
)2 − 1)+ oP(N−1/2).
where CDε/σ is the usual CD test statistic based on raw error terms ε i,t/σ and where Lemma
2 allows to conclude that CDε/σ = OP(1). The final result follows after observing that an
appropriate double index CLT for iid data (e.g. Theorem 3 in Phillips and Moon (1999)) implies
1√
NT
T
∑
t=1
N
∑
i=1
(( ε i,t
σ
)2 − 1) = 1√
NT
T
∑
t=1
N
∑
i=1
(
η2i,t − 1
)
= OP(1), (39)
given E[η8i,t] < ∞.
Proof of Proposition 2.
Given the definition of νi,t, we can write
CDH1 =
√
2T
N (N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1λ˜′iftf
′
t λ˜jσ
−1
i σ
−1
j +
√
2T
N (N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ε˜ i,t ε˜ j,tσ−1i σ
−1
j
+2
√
2T
N (N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1λ˜′iftε˜ j,tσ
−1
i σ
−1
j
= A1 + A2 + A3
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The properties of A2 are analogous to those of the CD test statistic under H0, meaning that
A2 = OP
(√
T
)
. Concerning A1, we canwithout loss of generality assume that T
−1 ∑Tt=1 ftf ′t =
Ir. This is an innocuous assumption since ft is not identified separately from the loadings as-
sociated to this vector. A1 can then be written
A1 =
√
T
2N (N − 1)
N
∑
i,j
λ˜′iλ˜jσ
−1
i σ
−1
j −
√
T
2N (N − 1)
N
∑
i=1
λ˜′iλ˜iσ
−2
i
= A11 − A12.
Consider A11 first. Here,
N−1/2
N
∑
i=1
σ−1i λ˜
′
i = N
−1/2
N
∑
i=1
(
σ−1i − E[σ−1i ]
) (
λ′i − µ′λ
)− N1/2 (σ−1 − E [σi]−1) (λ′ − µ′λ)
= N−1/2
N
∑
i=1
(
σ−1i − E[σ−1i ]
) (
λ′i − µ′λ
)
+OP(N−1/2)
= OP (1)
by application of Chebyshev’s inequality. Consequently, A11 = OP
(√
T
)
. After expanding
A12 and applying Lindeberg-Levy CLT to all terms, it can be shown that A12 = OP
(√
T
)
as
well. Lastly, consider A3, which can be rewritten
A3 =
√
2T
N (N − 1)
N
∑
i,j
T
∑
t=1
T−1
(
σ−1i − σ−1
) (
λ′i − µ′λ
)
ftε j,t
(
σ−1j − σ−1
)
−
√
2T
N (N − 1)
N
∑
i=1
T
∑
t=1
T−1λ˜′iftε˜ i,t
= A31− A32.
Concerning the first term, we have
|A31| =
√
2N
(N − 1)
∣∣∣∣∣N−1T−1/2 N∑
i,j
T
∑
t=1
(
σ−1i − σ−1
) (
λ′i −µ′λ
)
ftε j,t
(
σ−1j − σ−1
)∣∣∣∣∣
≤
√
2N
(N − 1)
∥∥∥∥∥N−1/2 N∑
i=1
(
σ−1i − σ−1
) (
λ′i − µ′λ
)∥∥∥∥∥
∥∥∥∥∥(NT)−1/2 N∑
j=1
T
∑
t=1
T−1ftε jt
(
σ−1j − σ−1
)∥∥∥∥∥
=
√
2N
(N − 1) OP (1)
(
(NT)−1
N
∑
j,j′
T
∑
t,t′
(
σ−1j′ − σ−1
)
ε j′ ,t′f
′
t′ftε j,t
(
σ−1j − σ−1
))1/2
.
Taking expectations to the remaining term, we note that ε j,t are serially uncorrelated and that
E [f ′tft] = r, thus arriving at
E
[
(NT)−1
N
∑
j,j′
T
∑
t,t′
(
σ−1j′ − σ−1
)
ε j′,t′f
′
t′ftε j,t
(
σ−1j − σ−1
)]
= rN−1
N
∑
j=1
E
[
σ2j
(
σ−1j − σ−1
)2]
= O (1) .
From this result it follows that A31 = OP (1). Additionally, we have
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E
[
(A32)
2
]
=
2T
N (N − 1)
N
∑
i=1
T
∑
t=1
T−1 E
[
λ˜′iλ˜i
]
E
[
ε˜2i,t
]
= O
(
N−1
)
which implies A32 = OP
(
N−1/2
)
. Our results on A1, A2 and A3 suggest that the order in
probability of CDH1 is OP
(√
T
)
, from which it follows that the rate of divergence of this
statistic is at most
√
T.
Proof of Corollary 2.
The proof is analogous to the proof of Theorem 1 and follows directly as by Assumption 9,
wi are iid and have a finite eighth moment. Thus the sufficient conditions of Lemma 2 are
satisfied.
Proof of Theorem 3 (Time fixed effects part).
The decomposition of C˜DW provided in Corollary 2 continues to hold and we consider the two
bias terms Ξ˜1,W and Ξ˜2,W . With regards to Ξ˜1,W , we note that (NT)
−1 ∑Ni=1 ∑
T
t=1 ε
2
i,t = Op(1)
by Markov’s inequality and uniform boundedness of the error variances. If the set of chosen
weights {wi} is demeaned, (w)2 = 0 by construction and it follows that Ξ˜1,W = OP(N−1). If
{wi} is not manually demeaned but if the weights still have an expected value of zero, (w)2 =
OP(N−1) by a Lindeberg-Levy CLT. The order in probability of Ξ˜1,W is hence unaffected.
Concerning Ξ˜2,W , manual demeaning of the weights ensures that w∑
N
i=1 ∑
T
t=1 ε i,twi = 0. If
only E [wi] = 0, the order in probability of this term is Op(N−1) by a Lindeberg-Levy CLT on
w and application of Chebyshev’s inequality on the double sum. Furthermore, given that
E
[
N−2T−1
N
∑
i=1
T
∑
t=1
(ε i,twi)
2
]
= O(N−1)
we can state that Ξ˜2,W = Op(N
−1). Hence, the impact of the two bias terms on C˜DW is asymp-
totically negligible if N−1 → 0.
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We continue with the leading stochastic term in C˜DW , given by√
T
2N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ε i,tε j,t (wi −w)
(
wj − w
)
=
√
T
2N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ε i,tε j,twiwj
− (w− N−1)
(√
T
2N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ε i,tε j,t(wi + wj)
)
+ (w2 − N−1w2)
(√
T
2N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ε i,tε j,t
)
.
Given that E[wi] = 0, the second and third components are of ordersOP(N−1/2) andOP(N−1),
respectively. This follows from the application of Lemma 2 on corresponding U-statistics. The
remaining non-negligible term is of the form:√
T
2N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ε i,tε j,twiwj.
From Lemma 2 it follows that:√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ε i,tε j,twiwj
d−→ N(0,Ω) (40)
as N, T → ∞ jointly, where Ω = E[σ2i w2i ]2 The last step in this proof is to show consistency
of the standard deviation estimator Ω̂ = (NT)−1 ∑Ni=1 ∑
T
t=1 εˆ
2
i,tw
2
i so that convergence in law
of C˜DW to a standard normal distribution follows by Slutsky’s Theorem. Note here that an
equivalent expression is given by term I I in the proof of Theorem 1. Drawing from the results
in this theorem, we conclude that
(NT)−1
N
∑
i=1
T
∑
t=1
εˆ2i,tw
2
i = (NT)
−1
N
∑
i=1
T
∑
t=1
ε2i,tw
2
i +OP(N−1
√
T).
whereas the second term on the right-hand side above is asymptotically negligible negligible
under the established restrictions on the relative expansion rate of N and T, we need to show
convergence of the first term to Ω. This is done by using Corollary 1 in Phillips and Moon
(1999), letting Qi,T = T
−1 ∑Tt=1 ε2i,tw
2
i , Qi = σ
2
i w
2
i as well as Ci = 1. Sufficient conditions of that
Lemma are satisfied given the existence of the eight moments of ηi,t, σi and wi. It follows that
C˜DW
d−→ N(0, 1)
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C Proofs: CCE
The proofs in this section frequently employ the rotation and rescaling matrix
B =
[
1, 0′
β, Im
]
which relates the T× (m+ 1)matrix [yi,Xi] (or alternatively the average over all i) to common
and idiosyncratic variation affecting each of the observed variables directly. This relation is
given by[
yi, Xi
]
=
(
F
[
λi, Λi
]
+
[
εi, Ei
])
B
= FCi +Ui
In the following, it is assumed that β is bounded so that ‖B‖ < ∞. Furthermore, B is non-
singular by construction, implying that B−1 exists. Given these properties, it trivially follows
from the properties of λi and Λi that ‖C‖ = OP (1) and ‖C−1‖ = OP(1). The same holds for
the matrix C
(1)
which is considered in the proof of Proposition 3 and Theorem 3. We will take
these results as known and refrain from explicitly mentioning them in the following.
Lemma 1. Suppose that the true model is (6) and that Assumptions 2–5 and 7 hold. Also, assume that
the factor estimator Fˆ is given by Fˆ =
[
y,X
]
. Then we can without loss of generality assume that the
true factors and loadings can be partitioned into
ft =
[
f
(1)
t
f
(2)
t
]
and λi =
[
λ
(1)
i
λ
(2)
i
]
and Λi =
[
Λ
(1)
i
Λ
(2)
i
]
such that E
[
f
(1)
t f
(2)′
t
]
= O, E
[
λ
(2)
i
]
= 0 and E
[
Λ
(2)
i
]
= O. It holds that f (1) and f (2) are
(m+ 1)× 1 and (r− m− 1)× 1, respectively. λ(1)i and λ(2)i are (m+ 1)× 1 and (r− m− 1)× 1.
Lastly, Λ
(1)
i and Λ
(2)
i are (m+ 1)×m and (r−m− 1)×m.
Proof of Lemma 1.
Under a violation of the rank condition, cross-section averages of all variables will only iden-
tify the m+ 1-dimensional linear combination f
(1)
t = C
′
0ft of the r true common factors. The
r× (m+ 1) matrix C0 is given by
C0 = [E [λi] , E [Λi]]B.
Now define the r × (m + 1) matrix Φ1 = E
[
ftf
(1)′
t
] (
E
[
f
(1)
t f
(1)′
t
])−1
and the r × 1 vector
f⊥t = ft−Φ1f (1)t and note that by construction it holds that E
[
f⊥t f
(1)′
t
]
= O. Using these two
expressions, we can decompose
λ′ift = λ
′
iΦ1f
(1)
t + λ
′
if
⊥
t . (41)
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The expression above decomposes the common component of a random variable that has a
factor structure into the variation due to the (m+ 1)-dimensional linear combination of the
r true factors that is identified by a cross-section average-based factor estimator and residual
common variation that is not picked up. This residual source of common variation is bound to
be part of the error term in a mis-specified factor model.
Next, consider the product of C ′0 and f
⊥
t
C ′0f
⊥
t = C
′
0ft −C ′0 E
[
ftf
(1)′
t
] (
E
[
f
(1)
t f
(1)′
t
])−1
f
(1)
t
= f
(1)
t − E
[
C ′0ftf
(1)′
t
] (
E
[
f
(1)
t f
(1)′
t
])−1
f
(1)
t
= f
(1)
t − f (1)t
= O,
In order to appreciate the implications of this result, let col (C0) denote the column space
of C0 and ker (C ′0) the kernel of C
′
0. The result reported in the last sequence of equations
above states that f⊥t ∈ ker (C ′0). Note now that dim (col (C0)) + dim (ker (C ′0)) = r (see e.g.
Abadir and Magnus 2005, Exercise 4.3(c)) and that dim (col (C0)) = dim (col (C ′0)) (Abadir and Magnus
2005, Exercise 4.5(a)). As a result of the rank condition onC0, we have dim (col (C ′0)) = m+ 1
and hence dim (ker (C ′0)) = r −m− 1. Consequently, f⊥t is an element in the s = r − m− 1-
dimensional vector space orthogonal to C0. This implies that, given an arbitrary basis for
ker (C ′0), here denoted by the r× s-dimensional matrix Φ2, we can express f⊥t as f⊥t = Φ2f (2)t
where f
(2)
t is some s× 1 vector of coordinates. Plugging this expression into (41) results in
λ′ift = λ
′
iΦ1f
(1)
t + λ
′
iΦ2f
(2)
t
= λ′i
[
Φ1, Φ2
] [ f (1)t
f
(2)
t
]
=
[
λ
(1)′
i , λ
(2)′
i
] [ f (1)t
f
(2)
t
]
From the previously mentioned result E
[
f⊥t f
(1)′
t
]
= O it follows that E
[
f
(2)
t f
(1)′
t
]
= O.
Furthermore, given that E [λi] = C0B
−1 [1, 0′]′ and that λ(2)′i = λ
′
iΦ2 where Φ2 is a basis for
ker (C ′0),
E
[
λ
(2)
i
]
= Φ′2C0B
−1 [1, 0′]′
= 0.
Analogously, we can define
[
Λ
(1)′
i ,Λ
(2)′
i
]
= Λ′i [Φ1,Φ2] where E
[
Λ
(2)
i
]
= O by the same rea-
soning as above.
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Consequently, whenever the factor estimates include cross-section averages of the depen-
dent variable Y , we can rewrite the common component as being generated by a linear combi-
nation of the true factors and the true loadings such that the two moment conditions above
are satisfied. The matrix Φ = (Φ1,Φ2) which links the loadings λ
′
i (Λ
′
i) and
[
λ
(1)′
i ,λ
(2)′
i
]
(
[
Λ
(1)′
i ,Λ
(2)′
i
]
) is of full rank by the rank assumptions on E [ftf ′t ] as well as C0. Hence, Φ
is an invertible rotation and we can write
[
λ
(1)′
i ,λ
(2)′
i
] [
f
(1)′
t ,f
(2)′
t
]′
= λ′iΦΦ
−1ft. Now note
that in factor models it is only the common component λ′ift that is identified whereas the load-
ings λi and factors ft are identified only up to an invertible rotation. As argued above, the
matrix Φ is invertible. Hence, irrespective of the true values of λi, Λi and ft (subject to the
assumptions we make on them), we can assume that the data are generated by Φ′λi, Φ′Λi and
Φ−1ft instead.
Proof of Proposition 1.
Let as previously denote by kN,T =
√
1
2TN(N−1) , the corresponding scaling in front of the CD
statistic. The CD test statistic is given by
CDW =
1
σ2
2kN,T
N−1
∑
i=1
N
∑
j=i+1
εˆ′iεˆj =
1
σ2
kN,T
N
∑
i,j
εˆ′iεˆj −
1
σ2
kN,T
N
∑
i=1
εˆ′iεˆi
= I − I I.
Next we prove that I = 0. Observe how:
N
∑
i,j
εˆ′iεˆj =
T
∑
t=1
(
N
∑
i=1
εˆ i,t
)2
.
Note that for each time period t the sum of residuals can be expressed as:
N
∑
i=1
εˆ i,t = N
(
yt − λˆ
′
fˆt
)
, (42)
at the same time:
λˆ =
(
T
∑
t=1
fˆtfˆ
′
t
)−1
T
∑
t=1
fˆtyt =
(
T
∑
t=1
fˆtfˆ
′
t
)−1
T
∑
t=1
fˆtfˆ
′
t
[
1, 0′m
]′
=
[
1, 0′m
]′
, (43)
such that λˆ
′
fˆt = yt. Combining these results we conclude:
N
∑
i=1
εˆ i,t = N
(
yt − λˆ
′
fˆt
)
= 0, (44)
48
therefore also I = 0. Next, we show that I I = OP(
√
T). From the corresponding proof in
Corollary 3 we know that:
I I = kN,T
1
σ2
N
∑
i=1
T
∑
t=1
ε2i,t +OP(N−1/2 ∨ T−1/2) +OP(N−1
√
T)
= NT
√
1
2TN(N − 1) +
1√
2(N − 1)
1√
NT
(
N
∑
i=1
T
∑
t=1
η2i,t − 1
)
+OP(N−1/2 ∨ T−1/2) +OP(N−1
√
T),
=
√
TN
2(N − 1) +OP(N
−1/2 ∨ T−1/2) +OP(N−1
√
T),
=
√
(N − 1)T
2N
+OP(N−1/2 ∨ T−1/2) +OP(N−1
√
T).
Here the second line follows from Theorem 3 Phillips and Moon (1999) applied to the sequence
η2i,t − 1. Combining both expressions we conclude:
CD = −
√
(N − 1)T
2N
+OP(N−1/2) +OP(T−1/2) +OP(N−1
√
T). (45)
As desired.
Proof of Theorem 2.
Theorem 2 is merely a special case of Corollary 3, given the chosen weights wi = σ
−1
i ∀i. For
this reason, the proof below applies.
Proof of Corollary 3.
For a general set of weights wi the CD test statistic is given by
CDW = 2kN,T
N−1
∑
i=1
N
∑
j=i+1
εˆ′iεˆjwiwj = kN,T
N
∑
i,j
εˆ′iεˆjwiwj − kN,T
N
∑
i=1
εˆ′iεˆiw
2
i
= I − I I,
where
εˆi =MFˆ (Fλi + εi)
=MFˆ εˆi −MFˆ
(
Fˆ −FC) (C−1)λi
=MFˆ εi −MFˆU
(
C
−1)
λi.
Now let
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I = kN,T
N
∑
i,j
(
εi −U
(
C
−1)
λi
)′ (
εj −U
(
C
−)
λj
)
wiwj
− kN,T
N
∑
i,j
(
εi −U
(
C
−1)
λi
)′
PFˆ
(
εj −U
(
C
−1)
λj
)
wiwj
= I1− I2.
Here, analogous to how we proceeded in the time fixed effects model, we write
N
∑
i=1
(
εi −U
(
C
−1)
λi
)
wi =
N
∑
i=1
εiwi −
N
∑
i=1
Ui
(
C
−1)(
N−1
N
∑
ℓ=1
λℓwℓ
)
.
Consequently, letting λw = N−1 ∑Nℓ=1 λℓwℓ and ξi = εiwi −Ui
(
C
−)
λw
I1 = kN,T
N
∑
i,j
ξ′iξ j
= 2kN,T
N−1
∑
i=1
N
∑
j=i+1
ξ′iξ j + kN,T
N
∑
i=1
ξ′iξi, (46)
where
kN,T
N
∑
i=1
ξ′iξi = kN,T
N
∑
i=1
ε′iεiw
2
i + kN,Tλ
′
w
(
C
−1)′( N
∑
i=1
U ′iUi
)(
C
−1)
λw
− 2kN,Tλ′w
(
C
−1)′( N
∑
i=1
U ′i εiwi
)
is a linear function of asymptotically non-negligible terms. Lemma 4 implies that I2 = oP(1) if
both
√
T/N → 0 and T → ∞. Hence, proceed to
I I = kN,T
N
∑
i=1
(
εi −U
(
C
−1)
λi
)′ (
εi −U
(
C
−1)
λi
)
w2i
− kN,T
N
∑
i=1
(
εi −U
(
C
−1)
λi
)′
PFˆ
(
εi −U
(
C
−1)
λi
)
w2i
= I I1 − I I2.
As shown in Lemma 5, I I2 is oP(1), if N
−1√T → 0 and T → ∞. For this reason, consider the
first term above instead. We can write
I I1 = kN,T
N
∑
i=1
ε′iεiw
2
i + kN,T
N
∑
i=1
∥∥∥U (C−1)λi∥∥∥2 w2i − 2kN,T N∑
i=1
λ′i
(
C
−1)′
U
′
εiw
2
i ,
50
where
kN,T
N
∑
i=1
∥∥∥U (C−1)λi∥∥∥2 w2i
≤ kN,T T
N
N
∑
i=1
w2iλ
′
iλitr
(
N/TU
′
U
) ∥∥C∥∥2 M
= OP(N−1
√
T)
by using result (60) and Markov’s inequality on 1Nw
2
i ∑
N
i=1 λ
′
iλi. Next,
2kN,T
∣∣∣∣∣ N∑
i=1
λ′i
(
C
−1)′
U
′
εiw
2
i
∣∣∣∣∣ ≤ 2kN,T√N
(
N−1
N
∑
i=1
∥∥∥∥λ′i (C−1)′∥∥∥∥2
)1/2(
N
∑
i=1
∥∥∥U ′εiw2i ∥∥∥2
)1/2
.
As noted above, N−1 ∑Ni=1
∥∥∥∥λ′i (C−1)′∥∥∥∥ = OP(1). In order to proceed in with the second term
above, we use the identity U =
[
ε; E
]
B and write
E
[
N
∑
i=1
∥∥∥U ′εiw2i ∥∥∥
]2
≤ ‖B‖2 N−2
N
∑
i,i′,i′′
T
∑
t,t′
E [ε i,tε i′ ,tε i′′,t′ε i,t′ ] E
[
w4i
]
+ ‖B‖2 N−2
N
∑
i,i′,i′′
T
∑
t,t′
E [ε i,tε i,t′ ] E
[
e′i′,tei′′,t′
]
E
[
w4i
]
= O(T) +O(N−1T2),
which follows from combining indexes such that only nonzero expectations remain. Together
with uniform boundedness of w4i and boundedness of ‖B‖2, we have
2kN,T
∣∣∣∣∣ N∑
i=1
λ′i
(
C
−1)′
U
′
εiw
2
i
∣∣∣∣∣ =
√
2
TN(N − 1)
√
NOP(1)
(
OP(
√
T) +OP(N−1/2T)
)
= OP(N−1/2) +OP(N−1
√
T).
Hence, we can conclude that
I I1 = kN,T
N
∑
i=1
ε′iεiw
2
i +OP(N−1/2) +OP(T−1/2) +OP(N−1
√
T) (47)
Combining the results on I1, I2, I I1 and I I2, we have
CD = I1 − I2 − I I1 + I I2
= 2kN,T
N−1
∑
i=1
N
∑
j=i+1
ξ′iξ j + kN,Tλ
′
w
(
C
−1)′( N
∑
i=1
U ′iUi
)(
C
−1)
λw
− 2kN,Tλ′w
(
C
−1)′( N
∑
i=1
U ′i εiwi
)
+OP(T−1/2) +OP(N−1/2) +OP(N−1
√
T),
from which the main result to be proven here follows immediately.
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Proof of Proposition 3.
As noted in the main text, the assumptions made in Proposition 3 ensure that the factor es-
timator Fˆ is consistent for a linear combination of F (1). To appreciate this point, recall that
Fˆ = FC +U and that
C =
[
λ, Λ
] [ 1, 0
β, I
]
=
[
λ
(1)
+Λ
(1)
i β, Λ
(1)
λ
(2)
+Λ
(2)
β, Λ
(2)
]
=
[
C
(1)
C
(2)
]
.
Given this partition of C we can conclude that fˆt = C
(1)′
f
(1)
t + OP
(
N−1/2
)
since the zero
mean property of λ
(2)
i and Λ
(2)
i carries over to C
(2)
i . This result can be used to substitute out
F (1) from the expression of the T × 1 vector of defactored observations νˆi. Analogous to the
proof of Corollary 3, we can write
νˆi = −MFˆ
(
Fˆ − F (1)C(1)
) (
C
(1)
)−1
λ
(1)
i +MFˆ Fˆ
(
C
(1)
)−1
λ
(1)
i +MFˆF
(2)λ
(2)
i + εi
= −MFˆ
(
F (2)C
(2)
+U
) (
C
(1)
)−1
λ
(1)
i +MFˆF
(2)λ
(2)
i +MFˆ εi
=MFˆF
(2)
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)
+MFˆ
(
εi −
(
C
(1)
)−1
λ
(1)
i
)
.
These results hold for any general β and even if our restriction β = 0 simplifies the definition
of C we are continuing to write the following results in terms of C
(1)
and C
(2)
rather than
averages of the loadings in either yi or Xi. Taking some conflicting notation with regards to
the proof of Corollary 2 into account, we write
CDH1 = A1 + A2 + A3,
where
A1 = kN,T
N
∑
i=2
i−1
∑
j=1
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′MFˆF
(2)
(
λ
(2)
j −C
(2)
(
C
(1)
)−1
λ
(1)
j
)
σ−1i σ
−1
j ,
A2 = kN,T
N
∑
i=2
i−1
∑
j=1
T−1
(
εi −U
(
C
(1)
)−1
λ
(1)
i
)′
MFˆ
(
εj −U
(
C
(1)
)−1
λ
(1)
j
)
σ−1i σ
−1
j ,
A3 = kN,T
N
∑
i=2
i−1
∑
j=1
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′MFˆ
(
εj −U
(
C
(1)
)−1
λ
(1)
j
)
σ−1i σ
−1
j
and where kN,T =
√
2T
N(N−1) . Using Theorem 2, we can conclude that A2 = OP
(√
T
)
. Next,
we can decompose
A1 = A11 − A12,
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where
A11 =
kN,T
2
N
∑
i,j
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)
′
MFˆF
(2)
(
λ
(2)
j −C
(2)
(
C
(1)
)−1
λ
(1)
j
)
σ−1i σ
−1
j
A12 =
kN,T
2
N
∑
i=1
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′MFˆF
(2)
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)
σ−2i
and where additionally
A11 = A111 − A112
with
A111 =
kN,T
2
N
∑
i,j
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′F (2)
(
λ
(2)
j −C
(2)
(
C
(1)
)−1
λ
(1)
j
)
σ−1i σ
−1
j
A112 =
kN,T
2
N
∑
i,j
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′PFˆF
(2)
(
λ
(2)
j −C
(2)
(
C
(1)
)−1
λ
(1)
j
)
σ−1i σ
−1
j .
Given that both expressions above are non-negative and symmetric, it holds that A112 ≤ A111
since IT = PFˆ +MFˆ . Furthermore, we can write
A111 =
kN,T
2
∥∥∥∥∥ N∑
i=1
T−1/2σ−1i
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′
∥∥∥∥∥
2
≤
√
NT
2 (N − 1)
(∥∥∥∥∥N−1/2 N∑
i=1
σ−1i λ
(2)
i
∥∥∥∥∥+√N ∥∥∥C(2)∥∥∥
∥∥∥∥(C(1))−1∥∥∥∥
∥∥∥∥∥N−1 N∑
i=1
σ−1i λ
(1)
i
∥∥∥∥∥
)2
× tr
(
T−1F (2)′F (2)
)
,
where tr
(
T−1F (2)′F (2)
)
= OP (1) by Markov’s inequality. Proceeding in the same way with
regards to the two sums over i, we obtain
∥∥∥N−1/2 ∑Ni=1 σ−1i λ(2)i ∥∥∥ = OP (1) and ∥∥∥N−1 ∑Ni=1 σ−1i λ(1)i ∥∥∥ =
OP (1), where the difference between these two results is due to the zero expected value of λ(2)i .
Due to the same property, it holds that
∥∥∥C(2)∥∥∥ = OP (N−1/2). Consequently, A111 = OP (√T)
and accordingly A11 = OP
(√
T
)
. Next, consider
A12 = A121 + A122,
where
A121 =
kN,T
2
N
∑
i=1
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′ (
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)
σ−2i ,
A122 =
kN,T
2
N
∑
i=1
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
PFˆ
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)
σ−2i .
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Again, the two non-negative expressions above satisfy A122 ≤ A121, thus making a separate
investigation of A122 redundant. Expressing A121 in terms of the Frobenius norm again, we
have
A121 ≤
√
NT
2 (N − 1)N
−1
N
∑
i=1
(∥∥∥λ(2)i σ−1i ∥∥∥− ∥∥∥C(2)∥∥∥ ∥∥∥∥(C(1))−1∥∥∥∥ ∥∥∥λ(1)i σ−1i ∥∥∥)2
, where N−1 ∑Ni=1
∥∥∥λ(ℓ)i σ−1i ∥∥∥2 = N−1 ∑Ni=1 λ(ℓ)′i λ(ℓ)i σ−2i = OP (1) for ℓ ∈ {1, 2} by Markov’s
inequality. Additionally, we have N−1 ∑Ni=1
∥∥∥λ(2)i σ−1i ∥∥∥ ∥∥∥λ(1)i σ−1i ∥∥∥ = OP (1) by the Cauchy-
Schwarz inequality and the previous order result. It follows that A121 = OP
(√
T
)
and thus
A12 = OP
(√
T
)
. Recalling the order in probability of A11 in addition to this last result, we
can conclude that A1 = OP
(√
T
)
. We continue with
A2 = A21 + A22
whose order in probability is either obtained using Theorem 2 or analogously to the steps used
for A1. Here,
A21 =
kN,T
2
N
∑
i,j
T−1
(
εi −U
(
C
(1)
)−1
λ
(1)
i
)′
MFˆ
(
εj −U
(
C
(1)
)−1
λ
(1)
j
)
σ−1i σ
−1
j
= OP
(√
T
)
since
=
kN,T
2
N
∑
i,j
T−1
(
εi −U
(
C
(1)
)−1
λ
(1)
i
)′ (
εj −U
(
C
(1)
)−1
λ
(1)
j
)
σ−1i σ
−1
j
≤
√
NT
2 (N − 1)
(∥∥∥∥∥ N∑
i=1
(NT)−1/2 εiσ−1i
∥∥∥∥∥+ ∥∥∥√NT−1/2U∥∥∥
∥∥∥∥(C(1))−1∥∥∥∥
∥∥∥∥∥N−1 N∑
i=1
λ
(1)
i σ
−1
i
∥∥∥∥∥
)2
= OP
(√
T
)
,
which is a simple consequence of result (60) given that ε′i = UiB
−1 (1, 0)′. In the same way,
A22 =
kN,T
2
N
∑
i=1
T−1
(
εi −U
(
C
(1)
)−1
λ
(1)
i
)′
MFˆ
(
εi −U
(
C
(1)
)−1
λ
(1)
i
)
σ−2i .
= OP
(√
T
)
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is a consequence of
kN,T
2
N
∑
i=1
T−1
(
εi −U
(
C
(1)
)−1
λ
(1)
i
)′ (
εi −U
(
C
(1)
)−1
λ
(1)
i
)
σ−2i
≤
√
NT
2 (N − 1)N
−1
N
∑
i=1
(∥∥∥T−1/2σ−1i εi∥∥∥+ ∥∥∥T−1/2U∥∥∥ ∥∥∥∥(C(1))−1∥∥∥∥ ∥∥∥σ−1i λ(1)i ∥∥∥)2
= OP
(√
T
)
,
where the direct terms of the squared sum follow from Markov’s inequality while the order in
probability of the cross-term is obtained from the Cauchy-Schwarz inequality and the orders
of the two direct terms. Lastly, we turn to
A3 = A31 − A32,
where
A31 =
kN,T
2
N
∑
i,j
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′MFˆ
(
εj −U
(
C
(1)
)−1
λ
(1)
j
)
σ−1i σ
−1
j ,
A32 =
kN,T
2
N
∑
i=1
T−1
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′MFˆ
(
εi −U
(
C
(1)
)−1
λ
(1)
i
)
σ−2i .
Here,
|A31| ≤ kN,T
2
T−1
∥∥∥∥∥ N∑
i=1
σ−1i
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′MFˆ
∥∥∥∥∥
×
∥∥∥∥∥ N∑
j=1
MFˆ
(
εj −U
(
C
(1)
)−1
λ
(1)
j
)
σ−1j
∥∥∥∥∥
= (A11)
1/2 (A21)
1/2
= OP
(√
T
)
and
|A32| ≤
 kN,T
2
T−1
N
∑
i=1
∥∥∥∥∥σ−1i
(
λ
(2)
i −C
(2)
(
C
(1)
)−1
λ
(1)
i
)′
F (2)′MFˆ
∥∥∥∥∥
2
1/2
×
(
kN,T
2
T−1
N
∑
i=1
∥∥∥∥MFˆ (εi −U (C(1))−1 λ(1)i ) σ−1i ∥∥∥∥2
)1/2
= (A12)
1/2 (A22)
1/2
= OP
(√
T
)
From these last results, it follows that none of the three expressions A1, A2 and A3 diverges at
a rate higher than
√
T. The order in probability of CDH1 is an immediate consequence of this
observation.
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Proof of Theorem 3 (Multifactor error part).
Proceeding from the decomposition given in Corollary 3, we consider the two bias terms Φ˜1,W
and Φ˜2,W . For both terms, it is instructive to note that
E
∥∥∥∥∥N−1 N∑
i=1
wiλi
∥∥∥∥∥
2
 = N−2 N∑
i,j
E
[
wiwj
]
E
[
λ′iλj
]
= N−2
N
∑
i=1
var [wi]E
[
λ′iλi
]
= O
(
N−1
)
,
so that∥∥∥∥∥N−1 N∑
i=1
wiλi
∥∥∥∥∥ = OP (N−1/2) . (48)
Concerning Φ˜1,W , we also need to take into account∥∥∥∥∥(NT)−1 N∑
i=1
T
∑
t=1
ψi,tψ
′
i,t
∥∥∥∥∥ ≤ (NT)−1 N∑
i=1
T
∑
t=1
u′i,tui,t
∥∥∥C−1∥∥∥2
= OP (1) ,
which follows from Markov’s inequality. Using this result, we have
Φ˜1,W ≤
√
N
2(N − 1)
∥∥∥∥∥(NT)−1 N∑
i=1
T
∑
t=1
ψi,tψ
′
i,t
∥∥∥∥∥
∥∥∥∥∥N−1 N∑
i=1
wiλi
∥∥∥∥∥
2
= OP(N−1).
Next, consider Φ˜2,W where∥∥∥∥∥(NT)−1 N∑
i=1
T
∑
t=1
ψi,twiε i,t
∥∥∥∥∥ = OP (N−1/2)
by isolating C
−1
from the definition of ψi,t and by using result (62) on the remaining part.
Consequently,∣∣∣Φ˜2,W ∣∣∣ ≤
√
N
2(N − 1)
∥∥∥∥∥N−1 N∑
i=1
wiλi
∥∥∥∥∥
∥∥∥∥∥(NT)−1 N∑
i=1
T
∑
t=1
ψi,twiε i,t
∥∥∥∥∥
= OP
(
N−1
)
.
Thus, the two bias terms affecting CDW in Corollary 3 are negligible for weights satisfying
Assumption 9 as long as N−1
√
T → 0. We continue with the leading stochastic term of the
weighted CD test statistic, given by√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ξiN,tξ jN,t
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with ξiN,t =
(
wiε i,t −
(
N−1 ∑Nℓ=1wℓλ′ℓ
)
ψi,t
)
and ψi,t = C
−1
ui,t. Analogous to the time fixed
effects part of this proof, we can apply Lemma 2 with ai,t = wiε i,t and qi = wiσi to obtain√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ε i,tε j,twiwj
d−→ N(0, (σ2w E
[
σ2i
]
)2)
as N, T → ∞ subject to N−1√T → 0. Now note that by equation (47) in the proof of Corollary
3,
(NT)−1
N
∑
i=1
T
∑
t=1
εˆ2i,tw
2
i = (NT)
−1
N
∑
i=1
ε′iεiw
2
i +OP((NT)−1/2) +OP(N−1) +OP(T−1)
where (NT)−1 ∑Ni=1 ε′iεiw
2
i
p−→ σ2w E
[
σ2i
]
as argued in the time fixed effects part of the proof of
this theorem. By application of Slutsky’s Theorem, it then follows that(
(NT)−1
N
∑
i=1
T
∑
t=1
εˆ2i,tw
2
i
)−1√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ε i,tε j,t
d−→ N(0, 1).
Next, consider the sum√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ui,tu
′
i,t = B
′
(√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
(ε i,t, e
′
j,t)
′(ε i,t, e′j,t)
)
B. (49)
Given that ei,t has properties similar to ε i,t, it can be shown analogously the reasoning leading
to (40) that a CLT holds for every element of the (m+ 1)× (m+ 1) matrix in parentheses in (49)
by Lemma 2. This allows us to conclude that the elements of (49) are stochastically bounded.
Thus, recalling result (48),(
N−1
N
∑
ℓ=1
wℓλ
′
ℓ
)(√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ψi,tψ
′
j,t
)(
N−1
N
∑
ℓ=1
λℓwℓ
)
= OP(N−1),(√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ε i,tψ
′
j,t
)(
N−1
N
∑
ℓ=1
λℓwℓ
)
= OP(N−1/2),(
N−1
N
∑
ℓ=1
wℓλ
′
ℓ
)(√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ψi,tε i,t
)
= OP(N−1/2),
so that(
(NT)−1
N
∑
i=1
T
∑
t=1
εˆ2i,tw
2
i
)−1√
2T
N(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
T−1ξiN,tξ jN,t
d−→ N(0, 1),
which leads to the central result of this theorem.
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D Auxiliary lemmas
Lemma 2. Let {ai,t}Tt=1 be a scalar and ci L−dimensional sequences of random variables for i =
1, . . . ,N such that:
• ai,t, aj,s are independent for all i 6= j and all s, t.
• ai,t, ai,s are iid conditionally on ci for all s, t.
• E[|ai,t |8|ci] < M < ∞. ci are iid over i.
• qki ≡ E[|ai,t |k|ci] and E[ai,t|ci] = 0 for k ≤ 8.
• E[|qki |] < ∞ for k ≤ 8.
Then:
U =
√
2
NT(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ai,taj,t
d−→ N(0, E[q2i ]2), (50)
jointly as N, T → ∞.
Proof of Lemma 2.
The prove this lemma we use Theorem 3.2 of Hall and Heyde (1980). In particular, express U
as:
U =
T
∑
t=1
ξt,N,T, ξt,N,T =
√
2
NT(N − 1)
N
∑
i=2
i−1
∑
j=1
ai,taj,t. (51)
Denote by C = σ({c1, . . . , cN}) the σ-algebra generated by ci and letFt−1,N,T = σ(C, ξt−1,N,T, . . . , ξ1,N,T)
be the σ-algebra generated by C and ξt−1,N,T, . . . , ξ1,N,T. It is easy to see that {ξt,N,T,Ft−1,N,T :
t = 1, . . . , T} is a Martingale Difference Array.
At firstwe establish the limiting variance of thisMDS array. FromCorollary 3.1 in Hall and Heyde
(1980) the variance is determined from:
VT =
T
∑
t=1
E[ξ2t,N,T|Ft−1,N,T]
p−→ η2 (52)
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By conditional independence of ai,t, the above result simplifies:
T
∑
t=1
E[ξ2t,N,T|Ft−1,N,T] =
T
∑
t=1
E[ξ2t,N,T|C]
=
2
N(N − 1) E
( N∑
i=2
i−1
∑
j=1
ai,taj,t
)2
|C

=
2
N(N − 1) E
( N∑
i=2
ai,tAi−1,t
)2
|C

=
2
N(N − 1) E
[
N
∑
i=2
a2i,tA
2
i−1,t|C
]
=
2
N(N − 1)
N
∑
i=2
q2i
i−1
∑
j=1
q2j ,
where in the third line we defined the “integrated” variable Ai−1,t = ∑i−1j=1 aj,t, the fourth line
uses the fact that ai,tAi−1,t is a Martingale Difference Sequence. The last line uses the definition
of q2i . After re-arranging elements:
VT =
2
N(N − 1)
N
∑
i=2
q2i
i−1
∑
j=1
q2j
=
1
N(N − 1)
N2( 1
N
N
∑
i=1
q2i
)2
− N
(
1
N
N
∑
i=1
q4i
)
=
(
1
N
N
∑
i=1
q2i
)2
+OP(N−1)
= E[q2i ]
2 +OP(N−1).
Here the third and the fourth lines follow from the application of the Kolmogorov’s SLLN to
iid sequences q2i and q
4
i . Thus we can expect that
U =
√
2
NT(N − 1)
N
∑
i=2
i−1
∑
j=1
T
∑
t=1
ai,taj,t
d−→ N(0, E[q2i ]2). (53)
It remains to prove that the sufficient condition for Corollary 3.1 in Hall and Heyde (1980) is
satisfied. In particular, it is sufficient to show that ξt,N,T is a (conditionally) uniformly inte-
grable sequence:
T
∑
t=1
E[ξ2t,N,T I(|ξt,N,T| > ε)|Ft−1,N,T]
p−→ 0. (54)
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Instead of proving uniform integrability, we borrow the idea from Kao et al. (2012) and instead
show that conditional Lyapunov’s condition:
BT =
T
∑
t=1
E[|ξt,N,T|2+δ|Ft−1,N,T] p−→ 0, δ > 0, (55)
is satisfied under the maintained assumptions. In what follows we prove that the above con-
dition is satisfied for δ = 2. Observe how:
BT = T E[ξ
4
t,N,T|C] = T−1
N
4(N − 1) E
[(
Na2 − a2
)4 |C] = T−1 N
4(N − 1)‖Na
2 − a2‖44,
where a = N−1 ∑Ni=1 ai,t and similarly for a2. For the ease of exposition we drop the t subscript
from the definition of the above averages as these quantities are identically distributed over t.
The scaling in front of the expectation is of order o(1) as long as T → ∞. It remains to show
that the second component is OP(1). By Minkowski inequality with respect to the conditional
probability measure:
‖Na2 − a2‖4 ≤ ‖Na2‖4 + ‖a2‖4. (56)
Similarly:
‖a2‖4 ≤ 1
N
N
∑
i=1
4
√
E[a8i,t|ci]
=
1
N
N
∑
i=1
4
√
q8i
= E
[
4
√
q8i
]
+ oP(1).
Here the first lines from the Minkowski inequality, second line from the definition of the ‖ · ‖4
norm and the definition of q8i . The final line follows from the application of the Kolmogorov’s
SLLN.
When it comes to ‖Na2‖4 observe that:
‖Na2‖44 =
1
N4
N
∑
i=1
N
∑
j=1
N
∑
k=1
N
∑
l=1
N
∑
m=1
N
∑
n=1
N
∑
p=1
N
∑
s=1
E[ai,taj,tak,tal,tam,tan,tap,tas,t|C]. (57)
Because ai,t are conditionally independent, the expectation is nonzero only if the indices are
pairwise equal. This leaves O(N4) non-zero summands. When non-zero each expectation is a
function of at most qki , which we assume is integrable by assumption. Thus:
‖Na2‖44 ≤
(
1
N
N
∑
i=1
q2i
)4
+ oP(1)
=
(
E[q2i ]
)4
+ oP(1),
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where the last line follows from the Kolmogorov’s SLLN and the Continuous Mapping Theo-
rem. Combining all results we showed that:
‖Na2 − a2‖44 = OP(1), (58)
and as a result:
BT = T E[ξ
4
t,N,T|C] = T−1
N
4(N − 1)‖Na
2 − a2‖44 = oP(1).
As required. This completes the proof.
Lemma 3. Let wi denote any stochastic weights that are independent across i and satisfy E
[
w2i
]
< M
for all i. Furthermore, let wi be independent of ft, ε i,t and ei,t for all i and t. Under Assumptions 2-6,(
T−1Fˆ ′Fˆ
)−1
= OP (1) (59)
√
NT−1/2
∥∥∥∥∥N−1 N∑
i=1
wiU
′
i
∥∥∥∥∥ = OP (1) (60)
√
NT−1/2
∥∥∥∥∥
(
N−1
N
∑
i=1
wiU
′
i
)
F
∥∥∥∥∥ = OP (1) (61)
Additionally, under Assumptions 2-6 and given weights wi that satisfy Assumption 9, we have∥∥∥∥∥(NT)−1 N∑
i=1
U ′i εiwi
∥∥∥∥∥ = OP(N−1/2) (62)
Proof of Lemma 3.
1. Result (59): By Pesaran (2006, equation (36)) it holds that
T−1Fˆ ′Fˆ = C ′
(
T−1F ′F
)
C +OP((NT)−1/2) +OP(N−1),
where the function of true factors and true loadings itself converges to a positive definite
matrix by assumptions 3 and 4. Hence, Theorem 1 in Karabıyık et al. (2017) applies and
equation (59) follows.
2. Result (60): Taking the square of the expression of interest, we can write
NT−1
∥∥∥∥∥N−1 N∑
i=1
wiU
′
i
∥∥∥∥∥
2
≤ (NT)−1
N
∑
i,j
T
∑
t=1
wiwj
(
ε i,tε j,t + e
′
i,tej,t
) ‖B‖2
where (NT)−1 ∑Ni,j ∑
T
t=1wiwjε i,tε j,t = OP (1) and (NT)−1 ∑Ni,j ∑Tt=1 wiwje′i,tej,t = OP(1)
by Markov’s inequality and zero correlation of idiosyncratic variation in both yi andXi
across i. Result (60) follows accordingly.
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3. Result (61): Analogous to the proof of (60) we take the square of (61) and rearrange to
arrive at
NT−1
∥∥∥∥∥N−1 N∑
i=1
wiU
′
iF
∥∥∥∥∥
2
≤ (NT)−1
N
∑
i,j
T
∑
t,t′
wiwjf
′
tft′
(
ε i,tε j,t′ + e
′
i,tej,t′
) ‖B‖2 .
Now taking expectations of the non-negative expression (NT)−1 ∑Ni,j ∑
T
t,t′ wiwjf
′
tft′ε i,tε j,t′
and using uncorrelatedness of ε i,t across i and t as well as E
(
w2i
) ≤ M, we obtain
E
[
(NT)−1
N
∑
i,j
T
∑
t,t′
wiwjf
′
tft′ε i,tε j,t′
]
≤ (NT)−1
N
∑
i=1
T
∑
t=1
M tr(ΣF )E
[
ε2i,t
]
= O (1)
An identical result is given for the term involving f ′tft′ . Result (61) is then obtained via
Markov’s inequality.
4. Result (62): Given the definition ofUi, we can write
E
∥∥∥∥∥(NT)−1 N∑
i=1
U ′i εiwi
∥∥∥∥∥
2
 ≤ (NT)−2 N∑
i=1
T
∑
t,t′
E
[
ε i,t
(
ε i,tε i,t′ + e
′
i,tei,t′
)
ε i,t′
]
var [wi] ‖B‖2
where we directly use independence of wi across i as well as its zero expected value.
Additionally,
(NT)−2
N
∑
i=1
T
∑
t,t′
E [ε i,tε i,tε i,t′ε i,t′ ] = (NT)
−2
N
∑
i=1
T
∑
t=1
κ4 [ε i,t] + (NT)
−2
N
∑
i=1
T
∑
t,t′
E
[
ε2i,t
]
E
[
ε2i,t′
]
= O(N−1)
and
(NT)−2
N
∑
i=1
T
∑
t,t′
E
[
ε i,te
′
i,tei,t′ε i,t′
]
= (NT)−2
N
∑
i=1
T
∑
t=1
E
[
ε2i,t
]
tr (Σ)
= O
(
(NT)−1
)
,
from which it follows that∥∥∥∥∥(NT)−1 N∑
i=1
U ′i εiwi
∥∥∥∥∥
2
= OP
(
N−1
)
by Markov’s inequality. Taking the square root leads to result (62).
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Lemma 4. Under Assumptions 2-6 and Assumption 8,
√
1
2TN(N − 1)
N
∑
i,j
(
εi −U
(
C
−1)′
λi
)′
PFˆ
(
εj −U
(
C
−1)′
λj
)
wiwj
= OP
(
T−1/2
)
+OP
(
N−1/2
)
+OP
(
N−1
√
T
)
Proof of Lemma 4.
Letλw =
(
N−1 ∑Nℓ=1λℓwℓ
)
and note that ∑Ni=1
(
εi −U
(
C
−1)′
λi
)
wi = ∑
N
i=1
(
εiwi −Ui
(
C
−1)
λw
)
.
This allows us to write√
1
2TN(N − 1)
N
∑
i,j
(
εi −U
(
C
−1)′
λi
)′
PFˆ
(
εj −U
(
C
−1)′
λj
)
wiwj
≤
√
1
2TN(N − 1)
(∥∥∥∥∥ N∑
i=1
Fˆ ′εiwi
∥∥∥∥∥+
∥∥∥∥∥ N∑
i=1
Fˆ ′Ui
∥∥∥∥∥ ∥∥∥C−1∥∥∥ ∥∥λw∥∥
)2 ∥∥∥(Fˆ ′Fˆ )−1∥∥∥ .
First, note that
∥∥λw∥∥2 = N−2 N∑
i,j
wiwjλ
′
iλj = OP(1)
since E
[
N−2 ∑Ni,j wiwjλ′iλj
]
≤
(
N−2 ∑Ni,j E
[
w2iw
2
j
])1/2 (
N−2 ∑Ni,j E
[‖λi‖2‖λj‖2])1/2 = O(1)
by boundedness of the fourth moments of all stochastic components involved. Next, recall
that Fˆ = FC +U . Thus,∥∥∥∥∥ N∑
i=1
Fˆ ′Ui
∥∥∥∥∥ ≤ √NT ∥∥C∥∥ ∥∥∥√N/TF ′U∥∥∥+ T ∥∥∥√N/TU∥∥∥2
= OP
(√
NT
)
+OP (T) ,
where the last line is a consequence of results (60) and (61). Furthermore, since εi = UiB
−1 [1; 0′]′,
we can proceed analogously for
∥∥∥∑Ni=1 Fˆ ′εiwi∥∥∥ ≤ ∥∥∥∑Ni=1 Fˆ ′Uiwi∥∥∥ ∥∥B−1∥∥ and obtain the same
orders in probability as in the last equation above. Additionally using result (59), we arrive at√
1
2TN(N − 1)
N
∑
i,j
(
εi −U
(
C
−1)′
λi
)′
PFˆ
(
εj −U
(
C
−1)′
λj
)
wiwj
=
√
1
2TN(N − 1)
[
OP
(√
NT
)
+OP (T)
]2OP (T−1)
= OP
(
T−1/2
)
+OP
(
N−1/2
)
+OP
(
N−1
√
T
)
,
which concludes this proof.
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Lemma 5. Under Under Assumptions 2-6 and Assumption 8,√
1
2TN(N − 1)
N
∑
i=1
(
εi −U
(
C
−1)
λi
)′
PFˆ
(
εi −U
(
C
−1)
λi
)
w2i
= OP(N−2
√
T) +OP(N−3/2) +OP(T−1/2)
Proof of Lemma 5.
Given that ‖A1 −A2‖2 ≤ 3‖A1‖2 + 3‖A2‖2 for two arbitrary m× n matrices A1 and A2, we
have √
1
2TN(N − 1)
N
∑
i=1
(
εi −U
(
C
−1)
λi
)′
PFˆ
(
εi −U
(
C
−1)
λi
)
w2i
≤ 3
√
T
2N(N − 1)
N
∑
i=1
∥∥∥T−1wiε′iFˆ ∥∥∥2 ∥∥∥∥(T−1Fˆ ′Fˆ)−1∥∥∥∥
+ 3
√
T
2N(N − 1)
N
∑
i=1
∥∥∥∥T−1wiλ′i (C−1)′U ′Fˆ ∥∥∥∥2 ∥∥∥∥(T−1Fˆ ′Fˆ)−1∥∥∥∥ . (63)
Here,√
T
2N(N − 1)
N
∑
i=1
∥∥∥T−1wiε′iFˆ ∥∥∥2
= 3
√
T
2N(N − 1)
N
∑
i=1
∥∥∥T−1wiε′iF ∥∥∥2 ∥∥C∥∥2 + 3
√
T
2N(N − 1)
N
∑
i=1
∥∥∥T−1wiε′iU∥∥∥2 .
Concerning the first term on the right-hand side above, we can use Chebyshev’s inequality
together with
E
[√
T
2N(N − 1)
N
∑
i=1
T−2w2i ε
′
iFF
′εi
]
=
√
T
2N(N − 1)
N
∑
i=1
T
∑
t,t′
T−2 E
[
w2i
]
E [E [ε i,tε i,t′ |σi]] E
[
f ′tft′
]
=
√
1
2TN(N − 1)
N
∑
i=1
E
[
σ2i
]
E
[
w2i
]
tr(ΣF )
= O(T−1/2)
to arrive at
√
T
2N(N−1) ∑
N
i=1
∥∥T−1wiε′iF ∥∥2 ∥∥C∥∥2 = OP(T−1/2). Likewise, recalling that ui,t =
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B′
[
ε i,t; e
′
i,t
]′
, we have
E
[√
T
2N(N − 1)
N
∑
i=1
∥∥∥T−1wiε′iU∥∥∥2
]
≤
√
T
2N(N − 1)
N
∑
i,i′,i′′
T
∑
t,t′
(NT)−2 E
[
w2i
]
E
[
ε i,t
(
ε i′ ,tε i′′,t′ + e
′
i′ ,tei′′,t′
)
ε i,t′
] ‖B‖
=
√
T
2N(N − 1)
(
O(N−1) +O(T−1)
)
O(1)
= O(N−2
√
T) +O(N−1T−1/2).
This result is obtained by noting that
(NT)−2
N
∑
i,i′,i′′
T
∑
t,t′
E [ε i,tε i′,tε i′′,t′ε i,t′ ] = (NT)
−2
N
∑
i=1
T
∑
t=1
κ4 [ε i,t] + (NT)
−2
N
∑
i=1
T
∑
t,t′
E
[
ε2i,t
]
E
[
ε2i,t′
]
+ (NT)−2
N
∑
i,i′
T
∑
t=1
E
[
ε2i′,t
]
E
[
ε2i,t
]
= O(N−1) +OP(T−1)
and
(NT)−2
N
∑
i,i′,i′′
T
∑
t,t′
E
[
ε i,te
′
i′,tei′′,t′ε i,t′
]
= (NT)−2
N
∑
i,i′
T
∑
t=1
E
[
ε2i,t
]
E
[
e′i′,tei′,t
]
= O(T−1).
Combining the results obtained up to this point and additionally using (59), we obtain√
T
2N(N − 1)
N
∑
i=1
∥∥∥T−1wiε′iFˆ ∥∥∥2 ∥∥∥∥(T−1Fˆ ′Fˆ)−1∥∥∥∥ = OP(N−2√T) +OP(T−1/2). (64)
Next, consider√
T
2N(N − 1)
N
∑
i=1
∥∥∥∥T−1wiλ′i (C−1)′UFˆ ∥∥∥∥2 =
√
NT
2(N − 1)
(
N−1
N
∑
i=1
w2iλ
′
iλi
)∥∥∥C−1∥∥∥2 ∥∥∥T−1UFˆ ∥∥∥2
whereN−1 ∑Ni=1 w2i λ
′
iλi = OP(1) since E
[
N−1 ∑Ni=1 w2iλ
′
iλi
]
≤
(
N−1 ∑Ni=1 E
[
w4i
])1/2 (
N−1 ∑Ni=1 E
[‖λi‖4])1/2.
Additionally, we can write∥∥∥T−1UFˆ ∥∥∥2 ≤ (∥∥∥T−1F ′U∥∥∥+ ∥∥∥T−1U ′U∥∥∥)2
= OP(N−2) +OP(N−3/2T−1/2) +OP((NT)−1)
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with the last step following from (60) and (61). Consequently, it holds that√
T
2N(N − 1)
N
∑
i=1
∥∥∥∥T−1wiλ′i (C−1)′UFˆ ∥∥∥∥2 ∥∥∥∥(T−1Fˆ ′Fˆ )−1∥∥∥∥
= OP(N−2
√
T) +OP(N−3/2) +OP(N−1T−1/2).
Summarizing the results derived so far, we have√
1
2TN(N − 1)
N
∑
i=1
(
εi −U
(
C
−1)
λi
)′
PFˆ
(
εi −U
(
C
−1)
λi
)
w2i
= OP(N−2
√
T) +OP(N−3/2) +OP(T−1/2)
which concludes the proof.
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