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Abstract
This thesis demonstrates advanced new discretisation and adaptive meshing tech-
nologies that improve the accuracy and stability of using finite element discretisa-
tions applied to the Boltzmann transport equation (BTE). This equation describes
the advective transport of neutral particles such as neutrons and photons within a
domain. The BTE is difficult to solve, due to its large phase space (three dimen-
sions of space, two of angle and one each of energy and time) and the presence of
non-physical oscillations in many situations. This work explores the use of a finite
element method that combines the advantages of the two schemes: the discontin-
uous and continuous Galerkin methods. The new discretisation uses multiscale
(subgrid) finite elements that work locally within each element in the finite ele-
ment mesh in addition to a global, continuous, formulation. The use of higher
order functions that describe the variation of the angular flux over each element is
also explored using these subgrid finite element schemes. In addition to the spatial
discretisation, methods have also been developed to optimise the finite element
mesh in order to reduce resulting errors in the solution over the domain, or locally
in situations where there is a goal of specific interest (such as a dose in a detector
region).
The chapters of this thesis have been structured to be submitted individually for
journal publication, and are arranged as follows. Chapter 1 introduces the reader to
motivation behind the research contained within this thesis. Chapter 2 introduces
the forms of the BTE that are used within this thesis. Chapter 3 provides the meth-
ods that are used, together with examples, of the validation and verification of the
software that was developed as a result of this work, the transport code RADIANT.
Chapter 4 introduces the inner element subgrid scale finite element discretisation
of the BTE that forms the basis of the discretisations within RADIANT and ex-
plores its convergence and computational times on a set of benchmark problems.
Chapter 5 develops the error metrics that are used to optimise the mesh in order
v
to reduce the discretisation error within a finite element mesh using anisotropic
adaptivity that can use elongated elements that accurately resolves computational
demanding regions, such as in the presence of shocks. The work of this chapter
is then extended in Chapter 6 that forms error metrics for goal based adaptivity to
minimise the error in a detector response. Finally, conclusions from this thesis and
suggestions for future work that may be explored are discussed in Chapter 7.
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CHAPTER 1
INTRODUCTION
Synopsis
This chapter introduces the research described within this thesis and also a sum-
mary of its contents.
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1.1 Introduction
The ability to accurately model the transport of neutral particles has become an es-
sential part of many modern applications of computational physics. Examples of
applications of models that can accurately resolve the transport of neutral particles
include: radiation shielding, see Shultis and Faw (2000), radiative transfer in stel-
lar atmospheres and clouds, as discussed in Evans (1997) and reactor simulations,
see Glasstone and Sesonske (1981). The processes undergone by neutral particles,
as they traverse materials within the domain of interest, can be described by the
first order linear Boltzmann transport equation, as shown in Boltzmann (1872) and
Lewis and Miller Jr (1993). The Boltzmann transport equation was first derived
from the kinetic theory of gases; see Boltzmann (1872) and Williams (1971) where
neutral particles are considered to behave similarly to that of a rarefied gas. The
equation represents a particle’s state within a seven dimensional phase space con-
sisting of position, angle, energy and time. The equation is derived by ensuring
that particles are conserved after interactions from their physical processes. Such
processes include: scattering, absorption and production of particles (for neutrons)
by their interactions with atoms in the host material.
In the past, several analytical approaches have been used to solve the transport
equation, such as the Wiener-Hopf method, see Hopf (1934), and using Green’s
functions, see Williams (2007 to 2008) and Williams (1971). However, the com-
plexity of the seven dimensional phase space means that there are limited analytical
approaches with which to tackle the transport equation, such as in the infinite half-
spaces used in the Milne problem, see Romanova (1963). Due to the limitations of
analytical methods, numerical approaches (either of a deterministic or stochastic
nature) are used instead to solve the transport equation. Indeed, numerical meth-
ods for solving the Boltzmann transport equation now form a substantial part of
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research in radiation transport applications.
The numerical methods devised in this thesis are incorporated into the radiation
transport code RADIANT; see Eaton (2004), Buchan (2007) and Baker et al.
(2011). RADIANT is a product of many years of research at Imperial College
London and uses advanced deterministic numerical methods, which are discussed
later in this thesis. Numerical methods are used to discretise each of the dimen-
sions in phase space to allow solution of the equation using computers. As such,
devising the methods used in this thesis has also taken into consideration their com-
putational efficiency. Due to the complexities of solving the Boltzmann transport
equation, non-physical oscillations can occur in their numerical approximations.
Therefore, much of the research contained in this thesis has been concerned with
developing or using methods which suppress these oscillations.
1.2 Scope of Thesis
The research element of this Doctorate of Engineering (EngD) project at Imperial
College London has been concerned with solving the Boltzmann transport equa-
tion (BTE) using the finite element method. It was conducted in collaboration
with Rolls Royce PLC and aimed to increase the capability of computer codes to
model radiation shields within naval nuclear reactors. As such, this project is con-
sistent with current research within both the Applied Modelling and Computation
Group (AMCG), within the department of Earth Science and Engineering, at Im-
perial College and the radiation shielding group within the Submarines Business at
Rolls Royce. In particular, the research described in this thesis has been concerned
with reducing the errors that result as a consequence of discretising the Boltzmann
transport equation in space. This has included extending the finite element method
used for this purpose to include higher order basis functions and creating the abil-
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ity to adapt the finite element mesh automatically in order to reduce errors and to
provide the user with rigorous error estimates.
1.3 Numerical Methods to Solve the Boltzmann Transport
Equation
1.3.1 Stochastic Methods - The Monte Carlo Method
Numerical methods for the solution of the Boltzmann transport equation can be
split broadly into two methodologies, namely Monte Carlo and deterministic meth-
ods. The most powerful approach is the Monte Carlo method, developed originally
for studying neutron diffusion during the Second World War (by Enrico Fermi but
was not published) and later for neutron shielding by John Von Neumann, see An-
derson (1986) and Azmy and Sartori (2001).
An early example of Monte Carlo methods is Buffon’s Needle, see Mathai (1999),
where pi is calculated using parallel strips of wood. The method gained its name
from the mathematicians Von Neumann and Stanislaw Ulam during the Manhattan
project, as Ulam’s uncle was a frequent gambler, and so the method was named
after the city of Monte Carlo. One of the major advantages of the Monte Carlo
method for neutron physics is that it eliminates the need to write the Boltzmann
transport equation explicitly, see Reuss (2008), although when biasing is used this
is no longer true, see Azmy and Sartori (2001). If a parameter such as the dose
at a specific point is required the simulation may be biased by using importance
sampling, which is calculated using the adjoint solution of the transport equation.
Then, a reduced number of histories can result in the same accuracy in the area of
importance over a full non-biased simulation. Despite calculations being costly,
Monte Carlo methods are used in their own right and to validate deterministic
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methods. Examples are the US code MCNP, see Monte Carlo Team (1993), and the
UK codes McBEND for shielding and MONK for criticality, see AMEC (2008).
The approach is statistically based by taking a Lagrangian view of particle motion
with individual particles being tracked as they travel through the domain. Prob-
ability distributions are then sampled to determine whether the particle is being
absorbed, scattered or causes fission (if that mechanism is present). The track-
ing of a particle until it is either absorbed or exits the domain is called a particle
history.
An advantage of Monte Carlo methods is that they can be used to model complex
geometries and may be effectively continuous in energy (using a fine point-wise
representation for energy). However, as noted above, they are computationally
expensive, and the resulting statistical error (determined through the standard de-
viation of the eigenvalue or flux) reduces at a slow rate, namely 1/
√
N where N
is the number of particles sampled, see Azmy and Sartori (2001) and Metropolis
and Ulam (1949). If a parameter of particular interest is desired (such as the k-
effective or a detector response), then variance reduction methods may be used.
This approach aims to reduce the statistical error through reducing the amount of
particle histories needed and is achieved by altering the weights associated with
individual particles. Although several variance reduction methods are available, a
popular approach is to use deterministic methods to achieve this using a low order
angular approximation (often diffusion theory).
1.3.2 Deterministic Spatial Discretisations
Various spatial discretisations have been used for the transport equation using finite
difference, finite volume, see OpenFOAM (2011), and finite element, see Tran-
spire (2011), methods. However, the design of numerical methods to solve the
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transport equation without non-physical oscillations arising is extremely difficult.
The difficulties are due to the hyperbolic nature of the transport equation which,
when discretised, results in non-symmetric matrices. Various methods have been
developed to avoid these numerical issues, for example, solving the second order
equation (e.g. the even parity, see de Oliveira (1986), or self adjoint angular flux
(SAAF) methods, see Cao and Wu (2007)). However, these methods will fail in
void regions as they require the value of 1/σt in their equations (where σt is the
total macroscopic cross section). Due to the focus in the present work on shielding
calculations, use of the first order transport equation has been necessary in order to
accurately solve the transport equation in both optically thick and thin materials.
In the selection of appropriate spatial discretisations for partial differential equa-
tions, certain characteristics need to be considered, see Ferziger and Peric (2001),
specifically:
• Consistency The discretised solution should tend to become exact as the
mesh spacing tends to zero. The difference between the discretised and exact
solutions is the truncation error. The truncation error must tend to zero for
a method to be consistent when the mesh spacing tends to zero. This is a
necessary but not sufficient criterion for convergence.
• Stability A numerical solution is stable if it does not magnify the errors that
appear in the solution process.
• Convergence The solution of the discretised equations should tend to the
exact solution as the grid spacing tends to zero,
• Conservation The discretisation respects the conservation laws of the phys-
ical problem, such as neutron balance (an example of such a scheme is the
control volume discretisation).
• Boundedness The solution lies within a physical bound, such as non-negative
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fluxes.
• Realisability The solution should represent a realistic solution, especially
for complex models which cannot be treated directly.
• Accuracy Awareness of the existence of errors throughout the solution pro-
cess through modelling, discretisation and the use of an iterative solver.
In many discretisations, the rate of convergence is determined numerically by tak-
ing successively smaller grid sizes to see if the scheme converges and assessing
the order of that convergence. Analytical studies of convergence are only possible
using idealised scenarios when the discretisation scheme is a linear method, see
Ferziger and Peric (2001), and first order. Only first order schemes (such as some
finite difference methods, e.g. forward differencing) have the strict property of
boundedness, although most schemes can be bounded with a sufficiently refined
mesh, see Ferziger and Peric (2001).
Finite Difference and Volume Methods
Finite difference (FD) methods can be used to solve partial differential equations
such as the Boltzmann transport equation. The method uses a Taylor expansion,
see Byron Jr. and Fuller (1992), to approximate the PDE in terms of nodal points.
The main FD types are forward differencing, central differencing and backward
differencing. FD methods can theoretically be used with any grid, but are usually
restricted to Cartesian meshes, see Ferziger and Peric (2001). They normally pro-
duce a sparse linear system, and matrices which are concentrated near the main
diagonal, which results in the ability to use efficient algorithms to solve the matrix
equations. FD methods can be shown to be equivalent to the general class of finite
element methods, see Zienkiewicz and Morgan (1983). FD methods are still used
widely for reactor calculations in industry, although conservation is not necessar-
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ily enforced, see Ferziger and Peric (2001). The underlying method approximates
the derivatives with a Taylor expansion, so for example, the first derivative can be
approximated using centred differencing (where h is the mesh spacing) as,
∂ψ
∂x
=
ψ(x+ 12h)− ψ(x− 12h)
h
. (1.3.1)
Finite, or control, volume methods split up the domain into non-overlapping con-
trol volumes where the nodes are placed at the centre of a control volume, see
Ferziger and Peric (2001), and forms a sub-domain. The control volume is placed
over a node and will intersect the elements surrounding that node. The control vol-
ume is so called due to the small volume surrounding each node. The integrals for
each sub-domain are approximated by a constant over each control volume form-
ing a piece-wise constant expansion over the unknowns. Control volume methods
are used frequently in CFD, as the method satisfies both local and global conserva-
tion. that are solved for in CFD. The weak formulation of the equations, which are
derived by rewriting the equations so they do not include any derivatives of the so-
lution, is used to calculate the weak solution that still satisfies the original equation,
see Zienkiewicz and Taylor (2000). Finite volume methods tend to be low order
accurate due to the interpolation and extrapolation between finite volume bound-
aries. High resolution schemes exist that allow second (or higher) order accuracy
when the solution is smooth. The solutions will also be free from spurious oscil-
lations and high accuracy is obtained around shocks and discontinuities. These
high resolution schemes often use slope limiters to limit the gradient around the
discontinuity, see Ferziger and Peric (2001).
Control volume finite elements (CVFEM), see Voller (2009), are a generalisation
of control volume methods and combine the advantages of finite element methods
(flexibility) and control volume methods (boundedness). These methods have been
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used to discretise the transport equation, see Askri et al. (2005), Eaton et al. (2003)
and Griss et al. with the use of various high resolution schemes that increase the
accuracy of transport calculations, see Zienkiewicz and Taylor (2000).
Finite Element Methods
Finite element methods (FEM) have numerous advantages over other methods
(such as the finite difference method). Finite element methods do not need to
use interpolation methods between element boundaries (such as those needed in
the control volume method), although discontinuous methods require the weak
boundary condition formed between an element’s edges to be resolved as they are
not connected. FEM enables modelling, using geometrically flexible regions, of
domains which are not restricted to Cartesian coordinates. Finite Element methods
were originally developed for structural mechanical problems, see Hughes (2000),
Smith and Griffiths (1997), Zienkiewicz (2005), Zienkiewicz and Morgan (1983)
and Zienkiewicz and Taylor (2000). For elliptic partial differential equations, fi-
nite element methods produce sparse symmetric positive definite linear systems,
which may be solved efficiently using fast Krylov solvers, such as the conjugate
gradient method, see Saad (2000). The conjugate gradient method is a very stable
and fast solver especially when combined with the many preconditioner options
available for elliptic problems, such as algebraic multigrid methods, see Trotten-
berg et al. (2000). Finite elements may also be used to approximate a solution
to an equation using variational methods. Variational methods solve the transport
equation in terms of a functional, see Zienkiewicz and Morgan (1983), which is to
be minimised. The even parity equation is often solved using variational methods,
where the partial differential equation is recast into a different form (the Euler-
Lagrange equations) for its solution, see Ackroyd (1997) and Wood and Williams
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(1984). Unfortunately, for equations that are dominated by advection (such as
the Boltzmann transport equation) finite element methods require non-symmetric
solvers, such as GMRES, see Saad (2000). Furthermore, due to the advective na-
ture of the transport equation, instabilities can occur when using finite element
methods, which need to be controlled using stabilisation techniques. Examples of
such techniques include streamline upwind Petrov Galerkin, see Hughes and Mal-
let (1986a), and Galerkin Least Squares, see Hughes et al. (1989). An alternative
method would be to relax the continuity between element boundaries and use a
discontinuous Galerkin method, see Hughes et al. (2000).
FEM uses a discrete mesh that is either structured (the connectivity between ele-
ments is simple, uniform and defined a priori) or unstructured (the connectivity is
arbitrary which yields far more flexibility over the location and resolution of ele-
ments) which can be formed from a CAD file or describing the geometry through
other means, see Frey and George (2000), and used in mesh generation codes
such as GMSH, see Geuzaine and Remacle (2008), netgen, see Schoberl (2004)
or the in-house GEM code. In finite element methods a mesh is decomposed into
elements and their associated nodes. The method splits up the region where a so-
lution is sought on a mesh into elements with nodes, e.g. if the method splits up
the mesh using quadrilateral elements, each element will have four nodes (in 2D)
associated with it, see Zienkiewicz and Taylor (2000). After this a set of shape
functions are defined over each finite element which then form the approximation
to a solution ψ as ψ ≈ ∑Nj=1NjΨj , where N is the number of nodes, Nj is the
shape function and Ψj the discretised solution at node j.
The form of the discretised equations is the same as that of Galerkin methods. So
the function ψ can be approximated by the Galerkin expansion ψ =
∑N
j=1Njψj
in the weak form of the equation, see Zienkiewicz and Taylor (2000) and then in-
tegrated over the volume of each element. Conversion to the weak form allows a
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lower order derivative, see Zienkiewicz and Taylor (2000), to be used and there-
fore requires a lower order of continuity. This is because if the nth order derivative
appears in the terms of the original differential equation or boundary conditions,
then, the shape function’s n− 1 derivatives have to be continuous, which is called
Cn−1 continuity, see Zienkiewicz (2005). In addition, the use of the weak form al-
lows boundary conditions to be implemented naturally, see Zienkiewicz and Mor-
gan (1983). A finite element scheme consists of a number of shape (interpolating)
functions that enable the physical equations to be modelled using computers; these
are weighted residual or Galerkin schemes, see Akin (2005), where the basis and
weighting functions are orthogonal to each other. The basis and weighting func-
tions are formed from the shape functions and are the same for the continuous
Galerkin method.
Stabilisation and Discontinuous Galerkin Methods
Streamline Upwind Petrov-Galerkin (SUPG) methods for the transport equation
were developed to stabilise strong advection terms, see Hughes and Mallet (1986b).
Stabilised methods such as SUPG, see Hughes et al. (1987), add artificial diffusion
in the upwind streamline direction through the advection operator on the original
partial differential equation. The oscillations, which are called Gibbs oscillations
that are formed using non-stabilised equations, are removed by applying a weight-
ing function which adds artificial diffusion, see Merton et al. (2008) and Pain et al.
(2006a). SUPG methods can also be applied to time dependent problems, see Pain
et al. (2006b), to improve stabilisation in the time terms. Examples of transport
problems where stabilisation methods are needed include the presence of optically
thick and thin materials, such as heavy absorbers and streaming through void re-
gions, see Pain et al. (2006a). The non-physical oscillations, if untreated, can
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propagate throughout the domain and increase the inaccuracy of the solutions. It is
difficult to ensure high order accuracy whilst resolving any sharp gradients accu-
rately and this is enshrined in Godunovs theorem, see Godunov (1959). This states
that a strict adherence to monotonicity requirements (a stability condition used to
describe numerical solutions, which do not oscillate) will result in a linear scheme
which is at most first order accurate, for example, when using upwind finite differ-
ence methods. The use of SUPG stabilisation can slow down run times on neutron
transport problems because when discretised in angle and space, it is necessary to
find a Riemann decomposition (discussed later) on a surface integral which occurs
on each face of each element. If sharp gradients occur in the solution, for example
when changing material from a light absorber to a heavy absorber, shock waves
can still occur after stabilisation, see Eaton (2004). When this occurs, further
methods can be employed such as shock capturing methods, as shown by Eaton
(2004), however, they increase the CPU time of the calculations further as they are
non-linear.
Discontinuous Galerkin (DG) methods were first used for neutron transport by
Reed and Hill (1973) and were applied to triangular meshes. They have since
been used in many problems which involve advection (and indeed diffusion), for
example, in computational fluid dynamics. Discontinuous finite elements remove
the continuity between elements in order to increase the solution accuracy, but
at the cost of increasing the size of the discretised system. They were designed
for solving advection dominated problems. DG methods do exhibit Gibbs oscilla-
tions which pollute the solution because they are consistent with the characteristics
of the transport equation and have inherent dissipation properties. Continuity of
the solution between elements is conserved using weak boundary conditions, for
example, using a flux limiter, see Li (2006). Recently, non-linear streamline up-
wind Petrov-Galerkin methods have been used to provide extra stabilisation to the
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transport equation, see Merton et al. (2008), which make use of shock capturing
between material interfaces. Despite this, when solving advection - diffusion equa-
tions with strong diffusion (or pure diffusion equations such as the neutron diffu-
sion equation) discontinuous methods can be hard to implement correctly. Various
schemes have been designed for problems which have strong diffusion, such as
the linear discontinuous Galerkin (LDG) method, see Castillo (2006) and Sherwin
et al. (2006).
1.3.3 Deterministic Angular Discretisations
Discrete Ordinate Methods
Discrete ordinates (SN ) break up the unit sphere into a number of patches, see
Lewis and Miller Jr (1993). In each patch, the angular flux is discretised according
to discrete values where the flux is solved at each angular direction, see Cacuci
(2010). The angular directions in each patch are determined by a quadrature rule.
Various quadrature schemes are used for discrete ordinates to discretise the unit
sphere, see Lewis and Miller Jr (1993). Discrete ordinate methods, originally pro-
posed by Carlson (1953), are now used in a variety of transport codes such as AT-
TILA, see Transpire (2011). Various types of SN discretisations produce equation
sets that are only coupled in their scattering terms. In one dimension, a quadrature
set can be used that is equivalent to the spherical harmonics methods, as shown
in Lewis and Miller Jr (1993). For example, figure 1.1 shows two such schemes
where the centre of the patches represent the directions and the areas represent the
weighting of the ordinates with two different partitioning methods, the Kershaw
and Harte and rectangular partitioning methods.
Discrete ordinate methods are simpler to code than other methods, requiring a
sweep over each angle in the advection equation. Various sweeping methods are
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Figure 1.1: The equal weight discrete ordinate discretisation of the sphere. The
left shows the Kershaw & Harte method (S6) and the right shows the
rectangular partitioning method. The centres of the patches represent
a direction of SN . The patch’s area represents the direction’s corre-
sponding weight in the SN quadrature rule.
used to create efficient sparse parallel deterministic solvers, see Azmy and Sar-
tori (2001) and Pautz (2002). These sweeping methods loop through the discrete
ordinates via the streaming collision term, which is inverted for each spatial cell
(or finite element) and for each direction in the quadrature set. Discrete ordinate
schemes are popular because the sweeping methods are efficient when used with a
discontinuous Galerkin scheme. Sweeping methods solve each discrete ordinate,
according to set rules, which is then iterated through solving a set of uncoupled
hyperbolic equations. Furthermore, discrete ordinates can resolve the boundary
conditions by separating the incoming and outgoing directions and applying the
boundary conditions on the separated fluxes at the boundaries.
Despite the advantages, discrete ordinate methods suffer from ray effects, see Dud-
erstadt and Martin (1979) and Mathews (1998) because the discretisation does not
have rotational invariance. For an angular discretisation to be free from ray-effects
it must have this condition. These effects manifest themselves in more than one di-
mension as a consequence of limiting the directional dependence to a finite number
of directions, and, produce non-physical oscillations in the scalar flux, which are
14
particularly damaging in non-scattering media. To limit these side-effects, various
methods have been tried, for example producing a quadrature set that is rotation-
ally invariant, using more directions in the quadrature sets to ensure that the source
regions are directly connected with the other spatial terms in the domain, and by
adding an additional source term that creates directional coupling in the streaming
operator by recasting the equations from a SN set to a set that resembles the PN
equations, see Miller and Reed (1977).
Spherical Harmonic Methods
Spherical harmonics were first used in analytical transfer theory in the 1950s, see
Davison (1957) and Fletcher (1983). However, for computational transport prob-
lems they were not used until later. One particular problem in using spherical
harmonics for the numerical solutions is that the truncated expansion can suffer
from Gibbs oscillations. The oscillations can be mitigated by including further
terms in the spherical harmonic expansion that reduces this effect, although this
also increases the CPU and memory demands dramatically. More spherical har-
monic terms are required for problems with strong anisotropic features, for exam-
ple, transport of particles in a void material or through a shield. If anisotropic scat-
tering is present, the expansion of the angular domain has to be at least the same
as the expansion of the scattering kernel. However, despite these issues, spherical
harmonics do not exhibit the ray effects that discrete ordinate methods are sub-
ject to, due to the invariance of the spherical harmonics when rotated. Spherical
harmonic methods can be used for isotropic (that is the same resolution over all
directions) angular adaptivity by allowing different finite element nodes to have
different expansions which can be important in demanding materials, see Ack-
royd (1997). The major disadvantages are that the number of equations, in the
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expansion, rises considerably in the order of (n+ 1)2 for three dimensional prob-
lems, see Ackroyd (1997), and separating the incoming and outgoing directions
for boundary conditions is difficult due to the continuous nature of the expansion,
see Herbert (2009). Boundary conditions are usually resolved using approxima-
tions, for example, Mark and Marshak boundary conditions, see Herbert (2009),
or by the separation of the incoming and outgoing boundary conditions by using a
Riemann method, as shown in Buchan et al. (2011) and Eaton (2004), which can
be used for vacuum, reflective, and diffusive boundary conditions.
The simplified spherical harmonics (SPN ) method uses a one dimensional PN ex-
pansion to provide a high order diffusion method and is identical to the PN method
in one dimension. SPN can easily be implemented into a diffusion solver with the
generation of pseudo cross sections, see Hall (2011), and are a transformation of
the one dimensional spherical harmonic expansion, which is applied to all dimen-
sions leading to a (n + 1) expansion in angle over a (n + 1)2 expansion in a 3D
spherical harmonic discretisation as discussed in Buchan (2004) and Larsen et al.
(1996). SPN enables the formation of a linear system that reduces as much as
80% of the errors associated with a diffusion approximation, see Gamino (1989)
and Gamino (1991). The SPN equations use the one dimensional PN equations
replacing the first derivatives with divergence and Laplacian operators and, like the
PN equations are rotational invariant so ray effects do not occur.
Alternative Angular Discretisations
Walsh functions are used in numerical analysis to approximate functions on the
real line, see Buchan (2007), and can be used to discretise the transport equation
over the angular domain. They provide a hierarchical and orthonormal set of ba-
sis functions in the interval −1 ≤ x < 1. The hierarchical levels in the Walsh
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functions, j ∈ {0, 1, . . . ,∞}, form a piece-wise constant approximation over the
intervals (2j + k, 2j+1 + k] for k ∈ {0, 1, . . . 2j}. The functions are defined as,
Wal(2i+p, x) = (−1)[i/2]+p {Wal(i, 2(x+0.5))+(−1)i+pWal(i, 2(x−0.5))},
(1.3.2)
with an initial Walsh function defined as,
Wal(0, x) =
 1 for −1 ≤ x < 10 otherwise, (1.3.3)
−1 0 1
Wal(3,x)
Wal(2,x)
Wal(1,x)
Wal(0,x) 0
0
0
0
Figure 1.2: This diagram presents the first four Walsh functions defined in equation
1.3.2.
Higher dimensions may be used by taking tensor products of the Walsh functions in
much the same way that quadrilateral and hexahedral finite elements are built from
one dimensional shape functions. The two expansions are then used to discretise
the polar and azimuth angles separately, which results in a piece-wise approxima-
tion over a rectangular approximation in a similar way as for the corresponding
partitioning in discrete ordinate methods. Although Walsh functions are low or-
der accurate and produce ray effects, these are not as large as for discrete ordinate
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methods because Walsh functions suffer from light coupling of the streaming oper-
ator in scattering problems, Walsh functions are not fully coupled which improves
the efficiency of discrete ordinate angular discretisations in these types of prob-
lems. However, they are not widely used due to ray effects and their low order
accuracy, see Buchan (2007).
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Figure 1.3: The visualisation of the normalising mapping from the octahedron to
the sphere.
Wavelets, as shown in Buchan (2007), Buchan et al. (2005), Buchan et al. (2008b),
Cao et al. (2008), Zheng et al. (2010), provide another hierarchical method to
discretise the angular domain using an alternative numerical method to signal pro-
cessing. Wavelet methods include octahedral, see Buchan et al. (2005), hexahe-
dral, see Buchan et al. (2008a), Chebyshev spectral, see Buchan et al. (2006) and
Daubechies’ wavelet method, see Zheng et al. (2010). These have all been shown
to suppress, but not eradicate, ray effects and to produce solutions closer to the ex-
act solution than for spherical harmonic methods in certain regimes, e.g. for void
regions. In addition, Gibbs oscillations are also suppressed because the wavelets
are resolved using either linear or quadratic functions diminishing the disadvan-
tages of the traditional angular discretisations.
Numerical investigations have shown, see Buchan (2007), that wavelet methods
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suppress ray effects and, due to their hierarchical nature, can adapt anisotropically
to suit problems in a variety of regimes that are both optically transparent and
opaque, see Buchan et al. (2008b).
Figure 1.3 shows the mapping from the wavelet using an octahedral method to the
unit sphere for the angular discretisation as an example. These wavelets are then
recursively subdivided on each face (figure 1.4) into four new faces which are iden-
tical to the first. These wavelets are lifted (figure 1.5) to ensure that the wavelets
create a more stable set of basis Riesz functions over the original basis functions
that are termed lazy wavelets. These modify the scaling functions which have
two conditions imposed, firstly the integrals over the surface of the hexahedron
or octahedron are zero to generate more stable basis functions, and secondly the
wavelets are kept to a minimum order to remain localised. In addition, to ensure
that wavelets do not induce errors in the angular flux, the functions are discontinu-
ous across the planes, suppressing ray effects in the scalar flux caused by unstable
wavelets.
Figure 1.4: The octahedron (left) with the first (middle) and second (right)
subdivisions.
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Figure 1.5: A diagram of a typical lifted linear wavelet on a sub-section of the
surface of the octahedron.
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Figure 1.6 shows the anisotropic adaptivity for the angular discretisation in a
shielding problem with streaming regions requiring a high order spherical har-
monic expansion to resolve them. The wavelets concentrate their resolution in the
direction of the flux, as shown in Buchan (2007) and Buchan et al. (2008b), sav-
ing the computational expanse of higher order angular discretions that are often
required for spherical harmonic expansions. The adaptivity is effective because
the zero contribution from the areas of the unit sphere that is not contributing to-
wards the flux is neglected in the wavelets. Therefore, this reduces the number
of terms in the discretisation. Wavelets have been applied to various spatial dis-
Figure 1.6: An example of anisotropic wavelet angular adaptivity in a shield-
ing problem showing a line cut through the domain with various
discretisations.
cretisations, for example, discontinuous Galerkin, see Merton and Pain (2010) and
Merton et al. (2008), SUPG, see Buchan (2007), and the inner element subgrid
scale method that had been produced and demonstrated in this thesis. However, so
far, adaptive wavelets have only been implemented in SUPG discretisations, see
Buchan et al. (2008b)
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1.3.4 Adaptive Meshing Methods
Determining the error of a solution generally requires the exact solution to be
known. For automated mesh adaptivity, a posteriori error estimates, see Ainsworth
and Oden (2000), are used instead of manually refining the mesh, utilising a vari-
ety of methods which can be used to estimate the solution’s error, such as recovery
based, super-convergence, residual based, high order interpolation and curvature
based methods, see Vallet et al. (2007). In adaptive mesh refinement, see Frey and
George (2000), one might wish to increase the resolution within a particular region
where errors are large and this requires a region or element-wise error, see George
and Borouchaki (1998). The error indicator can be formed using a higher order
interpolation, by solving the original equation over each element only (treating an
element as the whole domain with the original solutions as its incoming bound-
ary conditions) on a higher order finite element, see Ainsworth and Oden (2000).
Alternatively, a residual of the original equations or the jump between discontinu-
ous elements could be used. Recovery methods are also used which form an error
measure based on the solution’s finite element gradient, or rate of change. The
gradient is then compared to a recovered gradient of the exact solution, for exam-
ple, using a least squares fit over specially defined points within the finite element
shape function, see Zienkiewicz and Zhu (1992).
When considering the application of adaptive methods, p adaptivity (that is ex-
panding the order of the polynomial over the element) is easier to implement
for discontinuous schemes due to the relaxation of continuity between elements.
Polynomial adaptive methods are sometimes combined with h adaptivity, which
coarsens and refines the mesh, and can result in exponential convergence for el-
liptic problems, see Babuska and Suri (1994) and Rachowicz et al. (2006). How-
ever, for continuous methods (and other conforming finite element methods), p
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adaptivity is harder to implement, due to the presence of ghost nodes which can
cause connectivity problems. The same problem occurs when using adaptive mesh
refinement (AMR) methods with conforming finite element methods. Hanging
nodes (also known as ghost nodes) are attached to the edge of one element and
not adjacent edges, see Heuveline and Schieweck (2007). This breaks the con-
tinuity requirements of traditional methods. However, when using discontinuous
methods, hanging nodes do not pose any problems. This is due to the upwinding
between elements. The hanging nodes can then be used to increase the polynomial
order of the basis functions on one particular element without affecting the order
in adjacent elements.
Wang and Ragusa (2011) used higher order polynomials with angular variables
discretised using discrete ordinates. In this work, basis functions with polyno-
mial orders of up to four were considered for two dimensional problems using
unstructured triangular meshes. The paper by Wang and Ragusa (2011) found
linear elements had a poor convergence rate compared to elements with cubic or
quartic interpolation functions. The same author has also applied this method to
adaptive mesh refinement and developed a diffusion acceleration scheme based on
the higher order discontinuous elements, see Ragusa and Wang (2010), Wang and
Ragusa (2011) and Wang and Ragusa (2010). Other applications of the discon-
tinuous method to neutron transport have focussed upon linear elements, except
for the original work, see Reed and Hill (1973), where various higher order basis
functions were used.
Adaptive methods require an approximation of the error in the solution. This can
be approximated in many ways depending on the type of adaptivity, hierarchical
refinement or anisotropic adaptivity used. In hierarchical refinement an element-
wise error is sufficient to guide the adaptivity algorithms due to local refinement
of the element. The error could be formed from the difference of a higher order
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solution, gained by a recovery technique or by solving the equations over the single
element, see Ainsworth and Oden (1997) and Lathouwers (2011b). However, for
adaptive re-meshing where the directional importance of the solution must be taken
into account, interpolation based methods are used. The interpolation error for
mesh adaptivity can be formed from the curvature of a solution field (the Hessian).
The use of the Hessian is valid because if the solution is exact at the nodes, then
the error can be approximated using the exact derivatives of the exact solution, see
Frey and George (2000) and Peraire et al. (1987). The use of the interpolation
error is used to approximate the exact solutions Hessian with the approximated
solutions Hessian, effectively switching this error estimate from an a priori to an
a posteriori error estimate. The Hessian is then modified to form an error metric
usually by weighting it by the desired error in the solution (e.g. a maximum of 1%
error), see Pain et al. (2001).
The Hessian can be approximated using various techniques including quadratic fit-
ting, super-convergent patch recovery and integration by parts, see Buscaglia and
Dari (1997), Vallet et al. (2007) and Zienkiewicz and Zhu (1992) for details. When
calculating anisotropic error metrics, the Hessian must be calculated; this can be
problematic due to errors that can occur near boundaries and issues in determining
the second derivatives of a linear field. Therefore, the Hessian is approximated by
a type of recovery method. Various approaches have been developed to find the
Hessian, for example, using a quadratic fitting, applying Greens formula, Super-
convergent Patch Recovery (SPR) and the double Galerkin projection, see Vallet
et al. (2007). Quadratic fitting locally approximates the derivatives by forming a
quadratic polynomial that is then differentiated analytically. The algorithm uses
a least squares approximation to form the quadratic over nodes within a patch of
elements that surround each node. The quadratic fitting method has been shown to
perform very well for the recovery of two dimensional Hessians, see Vallet et al.
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(2007), although this can suffer from oscillations, as discussed in Farrell (2009).
The Super-convergent Patch Recovery (SPR) uses points within each element that
have been found to produce greater convergence that is of one more order than
the theoretical bounds, and this can then be used to form an error estimate, see
Zienkiewicz and Zhu (1992), by constructing a polynomial from a least squares fit
over the derivatives at these points. Similarly, this can then be applied recursively
to obtain higher order derivatives. Greens formula and the double Galerkin pro-
jection are very similar methods using a lumped mass matrix to form the recovery,
see Lipnikov and Vasilevskii (2006), this approach results in the lowest error in the
L∞ norm. The double Galerkin projection (which is used in this thesis) uses the
weak form to recover the Hessian of a field.
1.3.5 Mesh to Mesh Interpolation
For adaptive methods, the ability to project one mesh to another is extremely prob-
lematic and can lead to inaccuracies. Traditional approaches use linear, consistent,
interpolation, using the underlying basis functions to calculate the values in the
next mesh. The consistent interpolation method is bounded, but not conservative.
However, it is satisfactory in many cases, for example, when calculating flux val-
ues to determine dosage at any point in the mesh, and for time-stepping when a loss
of accuracy can be tolerated. Interpolation by exhaustive search is computationally
expensive; therefore an approach using R-tree searches, see Manolopoulos et al.
(2006), using the spatialindex library is used in this thesis: it is bounded if it is
between the physical bounds of the solution, for example, a non-negative solution
throughout the domain.
As the interpolated solution, from the previous mesh, has to be used to calculate the
fission and scattering source over the new mesh, a loss of accuracy will produce er-
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rors that propagate throughout the solution. The error in the interpolation is that the
neutrons from the underlying equation are not conserved, see Ferziger and Peric
(2001). Alternatively, a conservative interpolation scheme may be used, which is
not necessarily bounded and uses a Galerkin projection. The use of the Galerkin
projection method is discussed in George and Borouchaki (1998) for keeping the
integrals of the solution over the domain of both meshes the same, and therefore
conserving the flux. The interpolation is achieved by the construction of the in-
tersection of an element in one mesh with the partially or entirely overlapping
elements from a second mesh, George and Borouchaki, discussed this, but did not
present results. The Galerkin projection method is frequently used for projecting
between various element types, e.g. in higher order subgrid scale methods when
the projection from a linear element to quadratic elements is often used.
Due to the weaknesses of these methods, supermeshing has been designed, see Far-
rell et al. (2009), to produce a superposition of the original and adapted meshes.
The supermesh can then be used to form a Galerkin projection between the meshes
which ensures the interpolated flux is conservative and bounded. Furthermore, due
to the subgrid scale method using only the discontinuous solution for calculating
the scattering and fission terms, further computation time can be saved using the
local method, see Farrell and Maddison (2011), of conservative interpolation on
the full, discontinuous, rather than a coarse continuous solution. Mapping between
meshes is then a simple element-wise linear system rather than using a global su-
permesh to solve the Galerkin projections. The supermeshing method will be anal-
ysed in this thesis together with its potential for increasing the accuracy and speed
for calculating nuclear reactor and shielding problems. A generalised source iter-
ation algorithm can be used, where each energy group has its own separate mesh.
This is a natural extension of adaptive methods, for which within fixed source and
eigenvalue calculations, the mesh is adapted to an error metric for each energy
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group based on only that particular energy group’s angular flux. The superme-
shing technique comprises of a consistent interpolation followed by a Galerkin
projection. The supermesh contains all the nodes in both meshes, with only the
nodes associated with the first mesh being known and there is no data attached
to the nodes of the second mesh. The nodes associated with the second mesh are
interpolated using the basis functions of the first mesh (consistent interpolation) so
every node in the supermesh has data attached to it and still conservative. Then, the
information can be used to project the data from the supermesh to the second mesh
with unwanted nodes being deleted. The creation of the supermesh is optimised in
the algorithm used to assemble the mixed mass matrix for the Galerkin projection
without it being necessary to form the supermesh. The supermesh is constructed
by forming the intersections of the mesh using the geometric libraries, the Wild
Magic Geometric Tools library, see Eberly (2001), and the Computational Geom-
etry Algorithms library (CGAL), see Fabri et al. (2000) and Overmars (1996). As
the mixed mass matrix is only applied to the solution field on the first mesh, this
does not need to be constructed explicitly. Despite these optimisations, the use
of supermeshing for the conservative interpolation between fields is not as fast as
consistent interpolation; however, the advantages override this loss of speed and
so it is used in this thesis. The conservative interpolation method is not bounded,
so Farrell developed a method that adds minimal dissipation correction into the
method, see Farrell et al. (2009). However, this only is valid for linear meshes. As
the supermesh is not explicitly created, the majority of the computational expense
is employed finding the intersection of the elements and solving the mass matrix
system.
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1.4 Outline of Work
This thesis outlines methods developed for enhancing transport codes, for use in
shielding calculations, where the effects of the neutron flux through ducts and
strong absorbers are challenging to model numerically. Shielding calculations
often produce sharp gradients between material interfaces; for example, when a
source meets a heavy absorber, these produce shock oscillations and can result in
negative fluxes in poorly refined meshes. Approximate methods for measuring the
attenuation of neutrons through highly scattering medium, observation ducts and
materials with a low density lead to a number of problems. Streaming of neutrons
through ducts with a low total cross section produces singularities in second order
methods, for example, the even parity formulation.
Addressing this requires a solution to the full first order Boltzmann transport equa-
tion which will produce physical solutions in these regimes; however the discreti-
sation of the first order equation is more complex than a discretisation of second
order methods, and this is because the advection term produces a coupled hy-
perbolic system of equations. Traditionally, the discretisation of the first order
transport equation uses the discontinuous finite element method which relaxes the
continuity between elements by using weak boundary conditions. This is then cou-
pled with the discrete ordinate approximation in angle to form the coupled system
of equations.
In this thesis, a multi-scale framework is used to solve the first order transport
equation which combines the advantages of both continuous and discontinuous
finite elements. This is achieved through static condensation where discontinu-
ities are condensed into a continuous function space. The fine scale solution is
then calculated and added to the coarse solution, forming a global solution that is
discontinuous across element boundaries. Various schemes are tested in this the-
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sis, and these explore the use of a higher order interpolation within each element
to gain greater accuracy in the final solutions. This shows the potential of using
higher order finite elements within the subgrid scale framework, and methods are
illustrated in a number of example cases that contain heavy absorbers, large scat-
tering materials as well as eigenvalue problems.
For both shielding and criticality calculations, many hours have been spent in re-
fining the discretisation over the spatial, angular and energy variables. In most
transport codes, the spatial refinement is either a user guided method or based on
structurally refining elements with a large error indicator, e.g. adaptive mesh re-
finement (AMR), see George and Borouchaki (1998). The approach in this thesis
is to focus on applying anisotropic adaptivity to resolve the mesh. This uses an
error metric that is guided by the curvature of the angular flux or by using a metric
tensor with a goal based approach. In the published literature, only adaptive mesh
refinement has been applied to the first order transport equation because adaptive
processes have lower computational costs, see Lathouwers (2011a), Ragusa and
Wang (2010) and Wang et al. (2009). However, anisotropic adaptivity produces a
mesh that is focused on the particular physics of the problem because the elements
have a higher aspect ratio and conform to the solution variables, and this is helpful,
despite the added cost of re-meshing through mesh optimisation. Another advan-
tage of anisotropic adaptivity is the resolution of shock oscillations by placing a
number of high aspect ratio elements at the interfaces.
One of the unique aspects of this thesis is the use of multimesh adaptivity where
each energy group has its own mesh. A well-known property of the transport equa-
tion is that the physics and flux profiles of one energy group can differ a great deal
to that of other energy groups. The underlying Boltzmann transport equation cou-
ples the energy groups through the scattering and fission operators, the scattering
operator has to be calculated in every sweep through the energy groups and this
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is the most computationally expensive. However, the fission operator only has to
be calculated once during a single power iteration and is less computationally ex-
pensive. This method makes use of a conservative projection between the meshes
to ensure that particles are not lost or gained, and this forms a coarser mesh than
when using superimposed error metrics together to adapt the mesh. For eigenvalue
calculations, mesh adaptivity is embedded within the power loop so that the mesh
can be refined with the fission source and eigenvalue.
Finally, this thesis outlines how the methods developed have been added to the
transport code RADIANT. This also involved adhering to best practice whenever
possible, for example, using automated testing, ensuring software quality, input
and output of data, and validation and verification of RADIANT. This was crucial
to the scientific development, and minimised the computational errors that might
have resulted from poor programming techniques early in the project and reduced
the need for debugging of many lines of code.
1.5 Industrial Motivation for Researching in
Computational Boltzmann Transport Methods
The Royal Navy’s new class of Astute submarines use Pressurised Water Nuclear
Reactors (PWR’s) that are in close proximity to living quarters for 98 sailors, see
Royal Navy (2008). This means that the reactor has greater constraints on the
shielding in terms of size and weight whilst ensuring that the neutron and gamma
dosage outside of the containment are below legal limits. The reactors also operate
at higher enrichment levels to minimise fuel load on the submarine and to enable
rapid changes of speed. In general, submarines surface occasionally for supplies
and are deemed to be very safe.
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The research in this thesis investigates advanced numerical methods and seeks a
sensible balance between accuracy and computational efficiency for the solution of
the Boltzmann transport equation (BTE), see Lewis and Miller Jr (1993). The BTE
is used for a range of useful applications, for example, in determining the output
of a reactor, or the dose being emitted outside the reactor container, as well as for
determining the distribution of neutral particles in a domain. Solving the Boltz-
mann Transport equation is often used in favour of experimental data because the
risk and cost of using scale models of working reactors for design and optimisation
is very high. For shielding calculations, various geometries must be modelled, for
example, the leakage of a reactor shield to ensure that the radiation dose remains
within legal limits, and any leakage of radiation from fuel casks staying below the
legal limits for transportation. The shielding part of this thesis has investigated
and developed the RADIANT code specifically and principally using the first or-
der transport equation to model geometries that include void regions as well as
highly scattering and absorbing materials.
Although the focus of the applications of the methods developed in this thesis is
for shielding calculations, see Price and Horton (1957) and Warner and de Oliveira
(2000), they can also be used for coupled problems, see Gomes et al. (2008)
(involving both fluids and radiation, but not discussed in this thesis) and reactor
physics problems, see Nuclear Energy Agency (2001) and Ott and Bezella (1989),
which are used in this thesis to illustrate the methods developed. As such, they
can be used for reactor design when considering reactor physics elements (such as
power profiles, burn-up and criticality analysis) as well as for shielding (such as
finding the dose at specific points within a room from a radiation source).
This thesis develops and enhances methods for the solution of the BTE for deter-
mining the interactions of neutral particles in a seven dimensional phase space,
consisting of space, energy, angle and time. In particular, this thesis is primarily
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aimed at developing methods for shielding calculations which tend to have high
streaming, scattering and absorption, see Nuclear Energy Agency (2007), making
numerical schemes unstable and inaccurate. For example, the solution of the BTE
over material interfaces which have different material properties (such as a light
absorber to a heavy absorber) can be problematic to solve using traditional meth-
ods and approximations to the transport equation such as diffusion theory and even
parity formulations. Although finite difference methods are used to discretise the
transport equation, providing numerical stability and fast convergence times, they
limit the geometric flexibility of the domain, see Ferziger and Peric (2001). This is
particularly problematic in reactor physics calculations with large heterogeneities
(such as pin cells) and reactor shields, see Duderstadt and Hamilton (1976) and
Kok (2000).
1.6 Outline of the Rest of this Thesis
The rest of this thesis is outlined as follows. Chapter 2 introduces the Boltzmann
transport equation, together with the methods which are used to solve them com-
putationally, and provides a literature survey of established methods. This chapter
introduces the Boltzmann transport equation, and its discretisations, in space, angle
and energy. This also includes a detailed literature survey of the various methods
that can be used to solve the first order equation, such as finite elements and spher-
ical harmonics, in addition to the various forms of the transport equation such as
the even parity and diffusion equations which are used quite a lot within the thesis.
Chapter 3 discusses the validation and verification of RADIANT including soft-
ware quality, automated testing and benchmarking, as well as a major code rewrite
of RADIANT, compared to previous versions of this code. This chapter also in-
cludes interfacing PETSc with RADIANT, for comparison with the multigrid tech-
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nologies being developed, and examples of small test problems and benchmarking
used to validate RADIANT.
Chapter 4, which has been published in the Annals of Nuclear Energy, investigates
the quadratic inner element subgrid scale discretisation of the Boltzmann transport
equation and how this can provide further accuracy to the transport equation using
different element types on the fine scale (such as quadratic shape functions) and
the coarse scale (such as linear shape functions). The introduction to this chapter
includes a literature survey of multiscale finite elements and stabilisation methods
(such as SUPG/GLS). The results section contains a mixture of fixed source and
eigenvalue problems with some including computational times and convergence
analysis of the various discretisations introduced.
Chapter 5 has also been published in the Annals of Nuclear Energy and dis-
cusses anisotropic finite element mesh adaptivity applied to the Boltzmann trans-
port equation for shielding and eigenvalue calculations, including the error mea-
sures used in determining the error of the solution and how to refine the mesh
anisotropy using tensors. This includes the use of Galerkin projections and super-
meshes to interpolate the angular flux from one mesh to another to enable different
spatial meshes to be used for each energy group. The results include various prob-
lems from both reactor physics and shielding with convergence analysis on some
of the problems and compares single mesh adaptivity and multimesh adaptivity.
Chapter 6, which has been published in the Annals of Nuclear Energy, investigates
source - detector goal based adaptivity for shielding applications including error
metrics for goal based adaptivity which solves forward and dual (adjoint) problems
to resolve the mesh and therefore reduce the error for a given goal, which in this
case is the response of a detector. This chapter extends the previous chapter to in-
clude that of goal based adaptivity for shielding problems. The error measures are
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developed for this and a new method to form the residuals from the underlying spa-
tial discretisation. Another new method, to combine error metrics from the forward
and adjoint errors, is also developed that conserves the anisotropy of the resulting
mesh as both the forward and dual error metrics represent the same error estimate.
This chapter includes some example problems, together with convergence analysis
and comparison to Hessian based adaptivity to show the advantages of this type of
adaptivity for particular problems.
The thesis is completed by conclusions which summarise each chapter and pro-
vides suggestions for future work.
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CHAPTER 2
THE BOLTZMANN TRANSPORT
EQUATION AND ITS
DISCRETISATION
Synopsis
The neutron (or Boltzmann) transport equation is introduced within this chapter.
After the transport equation is introduced, the fundamental numerical methods
used for the research in this thesis are introduced to resolve over the spatial, angular
and energy dimensions. This chapter also introduces the radiation transport code,
RADIANT, that is used to test the numerical methods developed in this thesis.
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2.1 Introduction
The power of a nuclear reactor is determined from the neutron population in a
chain reaction, see Ott and Bezella (1989). Some of these neutrons leak from the
core, which then need to be captured within a shield, or undergo various neutron
interactions such as scatter, absorption, and if applicable, fission. The governing
equation for neutron transport is derived by ensuring neutron balance (conserva-
tion) is preserved.
Neutrons were discovered in 1932 by Chadwick, see Glasstone and Sesonske
(1981), and their discovery led to changes in theories about nuclear composition.
Neutrons have a half life of approximately 10.23 minutes, see Penrose (2004),
decaying to form a proton, electron and an electron anti-neutrino. The equation
that governs the distribution of neutrons in a given geometry was first devised
by Ludwig Boltzmann in 1872 for gases, see Boltzmann (1872). This transport
of neutrons can be described by the equation which is introduced in this chapter,
which outlines how neutrons are modelled and the assumptions used. This chapter
also discusses the various discretisations which are often used in solving the first
order transport equation.
There are numerous deterministic methods for solving the Boltzmann transport
equation. When this is specifically applied to neutrons, this is called the neutron
transport equation, see Williams (1971). Various forms of the equation include
the integral form of the transport equation, second order methods such as the even
parity method and the first order form, see Cacuci (2010), some of which are de-
scribed in this chapter. Firstly, the assumptions that lead to the derivation of the
neutron transport equation are discussed, followed by the transport equation it-
self. The discretisations of the energy, angular and spatial domains are discussed.
Additionally, some of the methods which automatically minimise the error of the
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spatial discretisation based on anisotropic mesh adaptivity, a subject used within
ocean modelling, but still to be explored within the context of solving the transport
equation, are outlined.
2.2 Assumptions of the Neutron Transport Equation
In the derivation of the neutron transport equation the following assumptions apply,
see Lewis and Miller Jr (1993).
Particles are considered to be point particles; this assumption ignores any
quantum mechanical effects that may occur such as diffraction and inter-
ference phenomena.
Particles travel in straight lines between point collisions; due to the neutral
behaviour of neutrons and gamma photons (due to zero charge) long range
electrical and magnetic forces would not alter their trajectory. In the short
range, forces acting on the particle are considered to be points, which for
neutrons are nuclei; gamma rays can collide with both nuclei and electrons
orbiting the nuclei. Since the radii of the nuclei are small compared to the
distances between atoms these may also be considered as point particles.
Particle - Particle interactions may be neglected; the particle densities for nu-
clear applications such as core physics, shielding studies, etc., are small
compared to the atomic densities, even for gasses, and this allows collisions
of this type to be ignored.
Collisions may be considered instantaneous; after a collision, for practical pur-
poses in time dependent problems all the particles are considered to be emit-
ted instantly, with the exception of delayed neutrons from fission product
decay.
37
The material properties are assumed to be isotropic; this assumption is gen-
erally valid for materials used within reactors, but with one minor excep-
tion. Particles of very low energy can give rise to diffraction patterns that
are directionally dependent in media where crystal structures are aligned in
particular directions.
The properties of nuclei and the compositions of the materials are assumed
to be time independent and known unless specified otherwise; generally
speaking, material properties will be known before any calculations take
place. Changes in materials due to decay and fission products are generally
not fed into transport calculations. However, these changes are estimated for
burn-up and time dependent calculations.
Only the expected or mean value of the particle density is considered; fluctu-
ations about the mean due to low particle density are not considered.
For a computational transport code, the requirements for any numerical discretisa-
tion are:
• The numerical discretisation should be conservative. This is important for
accuracy and for solution methods such as source iteration. If the method is
not conservative integral properties such as k-effective may not converge, as
they rely on particle balance.
• The method should be accurate, for reasonable mesh resolution, when com-
pared against analytical, experimental and benchmark solutions
• Negative scalar fluxes should not occur (or be very small) for any radiation
regime when there is positive boundary data and sources.
• The method should not have any non-physical oscillations.
• The discretisation should yield the diffusion limit when applied to diffusive
38
media.
The numerical methods described in this thesis are all conservative and this re-
search explores the accuracy of solutions to the transport equation and the sup-
pression of oscillations in the solution.
2.3 The Neutron Transport Equation
The neutron (or Boltzmann) transport equation in seven dimensional phase space
may be described as shown by Lewis and Miller Jr (1993),
1
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(2.3.1)
over the seven independent variables, space ~r = (x, y, z), angle Ω = (ω, µ),
energy E, time t and v is the speed of the particle. The total cross section is
denoted as σ. The source q is defined as follows,
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+ qs
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)
+ qf
(
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)
, (2.3.2)
which are the external source, scattering source and fission source respectively.
The flux of the neutron can be described as,
ψ(~r, Ωˆ, E, t) = vN(~r, Ωˆ, E, t), (2.3.3)
where the velocity, v can be described as v =
√
2E
m and N is the number of
neutrons at point ~r travelling in direction Ωˆ of energy E at time t.
The cross sections describe the probabilities of the neutron scattering, interacting
with a nucleus and then fissioning, or being absorbed. The nuclear cross sections
are described in Table 2.1. The macroscopic cross sections in this thesis use σ to
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denote the macroscopic cross section rather than Σ so it is not confused with the
summation notation which is used frequently.
Symbol Description
σt Total Cross Section
σa Absorption Cross Section
σs Scattering Cross Section
σf Fission Cross Section
σc Capture Cross Section
Table 2.1: Table of nuclear macroscopic cross sections for various interactions.
The reciprocal of the total cross section is defined as the mean free path, see Ott
and Bezella (1989), which is the expected distance that the neutron will travel
before an interaction. Nuclear macroscopic cross sections are defined in terms of
reciprocal centimetres; the cross section is dependent on the type of nucleus and
the energy of the incident neutron, see Cacuci (2010).
Much in common with the neutron transport equation is the photon transport equa-
tion, see Faw and Shultis (1999). As photons are quantised particles of light that
can be treated as a wave or a particle with no electrical charge and with varying
degrees of energy (equivalent to the frequency of the wave), the transport of pho-
tons can be described in the same way as neutrons (except photons have zero mass
and travel at the speed of light). The Photon transport equation is therefore,
[
Ωˆ · ~∇+ µt (~r,E)
]
I
(
~r, Ωˆ, E
)
=∫
dE′
∫
dΩ′µs
(
~r,E′ → E,Ω′ · Ω) I (~r, Ωˆ′, E′)
+ S(~r, Ωˆ, E, t), (2.3.4)
where µt and µs are the photon total and scattering cross sections respectively and
I is the photon intensity. The energy range of gamma radiation E = hcλ Joules is
40
within the gamma photon wavelengths spectrum λ = 10−11m to 10−14m where
h is Planck’s constant and c is the speed of light. All the methods in this thesis as
well as the alternative methods to solve the transport equation work with the pho-
ton transport equation 2.3.4 and the neutron transport equation 2.3.1. The photon
transport equation is often coupled with the neutron transport equation 2.3.1 (and
called the Boltzmann transport equation (BTE)) by including the neutron capture
cross section to a gamma photon as the linkage between neutrons and gammas and
included within the standard multigroup loop.
2.4 Boundary Conditions
The Boltzmann transport equation is subject to various boundary conditions de-
pending on the nature of the physical problem being represented as discussed by
Lewis and Miller Jr (1993). A vacuum boundary condition is the most impor-
tant boundary condition whereas reflective and diffusive boundary conditions are
problem dependent and are used to represent quarter core reactors (using symme-
try etc). Not discussed here, but equally important, are periodic boundary condi-
tions that can also be used to reduce the domain. Additionally, for time dependent
problems, an initial condition is required for the first time step.
2.4.1 Explicit Boundary Conditions
The first boundary condition for the transport equation is that the angular flux at
time t = 0 must be known and be equal to the time independent solution, see
Lewis and Miller Jr (1993),
ψ(~r, Ωˆ, E, 0) = ψ(~r, Ωˆ, E), (2.4.1)
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ψ(~r, Ωˆ, E, t) ≥ 0 ∀~r,E, t ∈ Γr, nˆ · Ωˆ < 0, ~r ∈ Γ, (2.4.2)
where nˆ is normal to the boundary, and perpendicular to the point Γr from the
boundary. The boundary condition states that for particles within the domain, they
must be specified and positive. Finally, for a known surface source Ψ(~r, Ωˆ, E, t)
the following boundary condition applies,
ψ(~r, Ωˆ, E, t) = Ψ(~r, Ωˆ, E, t) nˆ · Ωˆ < 0, ~r ∈ Γ, (2.4.3)
which states that a source distribution Ψ(~r, Ωˆ, E, t) is entering the domain through
the boundaries. If Ψ(~r, Ωˆ, E, t) = 0 then this is a vacuum boundary condition.
2.4.2 Implicit Boundary Conditions
Reflective Boundary Conditions
Reflective boundary conditions, see Lewis and Miller Jr (1993), take advantage of
symmetry in the physical problem allowing smaller problems to be solved whilst
retaining the accuracies of the entire geometry.
ψ(~r, Ωˆ, E, t) = ψ(~r, Ωˆ′, E, t) nˆ · Ωˆ < 0, ~r ∈ Γ. (2.4.4)
Within equation 2.4.4 Ωˆ is the reflection angle which corresponds to the incident
angle Ωˆ′,
nˆ · Ωˆ = −nˆ · Ω′ and (Ωˆ× Ωˆ′) · nˆ = 0. (2.4.5)
The boundary condition ensures all outgoing particles are reflected back into the
domain in the same distribution.
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Albedo Boundary Conditions
Albedo boundary conditions, see Lewis and Miller Jr (1993), set the incoming flux
on a boundary to be equal to a known isotropic albedo α(E) which is energy de-
pendent and multiplied by the outgoing flux. The Albedo boundary condition is an
extension of the reflective boundary condition and is used for shielding problems
where a material reflects a proportion of the incident neutrons back and to reduce
the size of the computational domain,
ψ(~r, Ωˆ, E, t) = α(E)ψ(~r, Ωˆ′, E, t) nˆ · Ωˆ < 0, ~r ∈ Γ. (2.4.6)
White or Diffusive Boundary Conditions
For this boundary condition, see equation 1.63 in Lewis and Miller Jr (1993), par-
ticles are reflected back into the domain isotropically and so can be written as,
ψ(~r, Ωˆ, E, t) = 4
∫
nˆ·Ωˆ′>0
nˆ · Ωˆ′ψ(~r, Ωˆ′, E, t)dΩ′ nˆ · Ωˆ < 0, ~r ∈ Γ. (2.4.7)
2.5 Alternative Forms of the Neutron Transport Equation
2.5.1 Diffusion Theory
Diffusion theory is a simplification of transport theory, see Glasstone and Sesonske
(1981), and is used to produce results in a shorter computation time. The simpli-
fication used omits the angular variables and replaces them by a diffusion term.
The Diffusion equation, as shown in Duderstadt and Hamilton (1976), Lewis and
Miller Jr (1993), Stacey (2007) and Walker (2007 to 2008), can be described as,
1
v
∂φ(~r,E, t)
∂t
−∇D(~r,E, t)∇φ(~r,E, t) + σaφ(~r,E, t) = s(~r,E, t). (2.5.1)
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The lack of angular dependence in the diffusion equation, together with the re-
placement of the advection operator with a diffusion operator results in desirable
numerical properties, see Zienkiewicz and Morgan (1983). Transport calculations
which include the treatment of the angular variables can increase the problem size
by a factor (n + 1)2, see Ackroyd (1997), (if using three dimensional spherical
harmonics). Furthermore, when the diffusion equation is discretised, this results
in a symmetric positive definite matrix, see Golub and van Loan (1989), which en-
ables the use of linear solvers that take advantage of these types of systems (such
as conjugate gradient) and discussed by Saad (2000). In addition, the elliptical
nature of the diffusion equation enables multigrid preconditioners to be used, see
Trottenberg et al. (2000). Due to the efficiency of solving the diffusion equation,
the approximation is often used for whole core calculations (using nodal methods)
by smearing out sharp gradients and sources spatially and energetically.
The term −D∇φ in equation 2.5.1 approximates the neutron current using Fick’s
law, see Duderstadt and Hamilton (1976). The value of the diffusion constant, D,
can vary spatially, energetically and temporally. Various methods can be used to
determine this coefficient which can be either anisotropic (depending on the spatial
direction) or isotropic. Simple methods which can be used include,
D(~r,E) =
1
3Σtr(~r,E)
=
1
3(Σt(~r,E)− µΣs) , (2.5.2)
where µ is the mean scattering angle, see Lewis (2008). Other methods such as
Behren’s method, as discussed by Tollit (2010), provides streaming corrections to
the diffusion coefficients may also be used to increase the accuracy of the diffu-
sion equation by estimating the transport effects in each direction. Furthermore,
diffusion theory can be used to accelerate eigenvalue problems using Diffusion
Synthetic Acceleration (DSA), see Lewis and Miller Jr (1993).
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2.5.2 Even Parity Equations
Another form of the Boltzmann transport equation which is used is the second
order, even parity form of the equation, see Lewis and Miller Jr (1993), such as that
used in the transport code EVENT de Oliveira (1986). The basic time independent
even parity equation, see Ackroyd (1997), can be described as,
− Ω · ∇GgΩ · ∇ψ+g = S+g − Ω · ∇GgS−g , (2.5.3)
for g ∈ 1, 2, ..., G. The operator G is defined as,
Gf(Ω) =
∑
`odd
2`+ 1
4pi
(σt − σsl)
∫
P`(Ω · Ω′f(Ω′)dΩ′, (2.5.4)
where f is some function, σs` is the expansion of the scattering kernel using spher-
ical harmonics and P are the Legendre polynomials, see de Oliveira (1986) for
details. The even- and odd-parity fluxes are,
ψ±(r,Ω) =
1
2
[ψ(r,Ω)± ψ(r,−Ω)] , (2.5.5)
and the scattering cross sections are,
S±(r,Ω ·Ω′) = 1
2
[σs(r,Ω ·Ω′)± σs(r,−Ω ·Ω′)], (2.5.6)
and the source terms are,
q±(r,Ω) =
1
2
[q(r,Ω)± q(r,−Ω)] . (2.5.7)
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Then, the second order self-adjoint transport equation can be expressed as,
−Ω·∇ [σt(r)− S(r,Ω ·Ω′)]−1 Ω·∇ψ(r,Ω)+[σt(r)− S(r,Ω ·Ω′)]ψ(r,Ω)
= q(r,Ω)−Ω ·∇ [σt(r)− S(r,Ω ·Ω′)]−1 q(r,Ω), (2.5.8)
where the angular fluxes, scattering terms, and the sources can be obtained by
adding up their respective even- and odd-parity forms as follows;
ψ(r,Ω) = ψ+(r,Ω) + ψ−(r,Ω), (2.5.9)
S(r,Ω ·Ω′) = S+(r,Ω ·Ω′) + S−(r,Ω ·Ω′), (2.5.10)
and,
q(r,Ω) = q+(r,Ω) + q−(r,Ω). (2.5.11)
The second order transport equation described above has been used for a number of
transport codes, see Ackroyd (1997), for example, in EVENT. These methods are
popular because they contain a reduced angular expansion and produce a coupled
elliptic system of equations that are efficient to solve. The even parity equation
splits up the even and odd parity moments and is also self adjoint. The single
group equations can be cast as a variational problem, see Ackroyd (1997), which
is solved using the finite element method. This is related to the Rayleigh-Ritz vari-
ational form of differential equations, see Zienkiewicz and Morgan (1983). Such
methods have been shown to be equivalent to Petrov-Galerkin formulations of the
first order transport equation, for example, those shown in Eaton (2004) and Ack-
royd (1997). Even parity methods remove Gibbs oscillations when compared to a
continuous Galerkin formulations of the first order equations and reduce the num-
ber of angular unknowns by half, see Ackroyd (1997). Unfortunately for shielding
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applications (and other applications) the appearance of the 1/σt term means that
for void or near void regions this tends to infinity. Therefore, even parity meth-
ods cannot model streaming regions, as discussed by Ackroyd (1986), although
ray tracing algorithms can be used to solve the transport equation under these ma-
terial properties, see de Oliveira et al. (2001). However, ray-tracing is very time
consuming for many problems.
2.6 The Energy Discretisation
Most treatments of the energy discretisation in deterministic codes use multigroup
theory. The multigroup treatment splits the energy spectrum into discrete units and
calculates cross sections that scatter energy groups up or down, see Cacuci (2010)
and Lewis and Miller Jr (1993). The discretised energy is then calculated for each
discrete flux in a specific energy group g, the flux is denoted by ψg and is obtained
by integrating over the energy range,
ψg
(
~r, Ωˆ
)
=
∫ Eg−1
Eg
ψ
(
~r, Ωˆ, E
)
dE, (2.6.1)
where each energy group can be discretised into non-overlapping sub-domains, as
shown in figure 2.1.
Figure 2.1: The Multigroup Discretisation into discrete energy groups.
The multigroup equations, see Lewis and Miller Jr (1993), for the time indepen-
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dent Boltzmann neutron equation after the discretisation of energy can then be
described as,
[
Ωˆ · ~∇+ σg (~r)
]
ψg
(
~r, Ωˆ
)
=
G∑
g′=1
∫
dΩ′σg′g
(
~r, Ωˆ′ · Ωˆ
)
ψg′
(
~r, Ωˆ′
)
+
1
k
χg
G∑
g′=1
vσfg′ (~r)φg′ (~r) , (2.6.2)
for each group g ∈ G. The number of energy groups can vary considerably, for
example, many calculations use 1, 2 or 6 energy groups usually split into fast
and thermal energy ranges. Alternatively, the WIMS library for reactor physics
calculations enables the use of 172 and the shielding library for pressurised water
reactors BUGLE uses 67 energy groups.
If f(E) is a known function of energy, and the group flux is ψg(~r, Ωˆ), then this
can be made constant,
ψ(~r, Ωˆ, E) ≈ f(E)ψg(~r, Ωˆ), (2.6.3)
where the energy function is normalised to,
∫
g
f(E)dE =
∫ Eg−1
Eg
f(E)dE = 1, (2.6.4)
and expanding out the σg′g
(
~r, Ωˆ · Ωˆ′
)
term into Legendre polynomials as in equa-
tion 2.6.5 Lewis and Miller Jr (1993). In equation 2.6.5 the Legendre polynomials
Pl(µ) are used. The first Legendre polynomial equates to an isotropic distribution
over the unit sphere. For many applications this is sufficient, however, for prob-
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lems that have a strong directional dependence higher order terms must be used,
σg′g
(
~r, Ωˆ · Ωˆ′
)
=
∞∑
l=0
(2l + 1)σlg′g(~r)Pl(Ω · Ωˆ′), (2.6.5)
where the Legendre moments of the group to group scattering cross section are
formed by,
σlg′g(~r) =
∫
g
dE
∫
g′
dE′σsl(~r,E′ → E)f(E′), (2.6.6)
and expanding the scattering term so that,
G∑
g′=1
∫
dΩ′σg′g
(
~r, Ωˆ′, ·Ωˆ
)
ψg′
(
~r, Ωˆ′
)
=
∞∑
l=0
l∑
m=−l
Y ∗lm(Ωˆ)
G∑
g′=1
σlg′g(~r)φ
m
lg′(~r),
(2.6.7)
where φmlg′ are the Legendre moments of the group flux. The Legendre moments
can be described as,
φmlg′(~r) =
∫
dΩYlm(Ωˆ)ψg′(~r, Ωˆ). (2.6.8)
A fixed source, multigroup equation can be modelled using the following equation,
[
Ωˆ · ~∇+ σg (~r)
]
ψg
(
~r, Ωˆ
)
=
G∑
g′=1
∫
dΩ′σg′g
(
~r, Ωˆ′ · Ωˆ
)
ψg′
(
~r, Ωˆ′
)
+Sg(~r, Ωˆ),
(2.6.9)
for each group g ∈ G. The full discretisation of the energy can be obtained by
using the streaming operator, as defined in equation 2.6.10,
H0ggψg =
[
Ωˆ · ~∇+ σg (~r)
]
ψg
(
~r, Ωˆ
)
, (2.6.10)
the group to group operator,
H1g′gψg′ =
∫
dΩ′σg′g
(
~r, Ωˆ · Ωˆ′
)
ψg′
(
~r, Ωˆ′
)
, (2.6.11)
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and finally defining the multigroup operator as,
Hg′g = δg′gH
0
gg −H1g′g, (2.6.12)
to form a system of linear equations with G equations for ψg for g ∈ [1, G],

H11 H12 · · · H1g · · · H1G
H21 H22
...
. . .
Hg1 Hgg
. . .
HG1 HGG


ψ1
ψ2
...
ψg
...
ψG

=

q1
q2
...
qg
...
qG

. (2.6.13)
Or more simply,
Hψ = q. (2.6.14)
Then this system of equations has to be discretised over space and angle to form the
complete discretisation of the phase-space. A simple way to solve the multigroup
equations is to add the scattering terms into the right-hand side of the equation as
a source term. That is, we add a sum over the scattering sources,
∫
dΩ′σg′g
(
~r, Ωˆ′, ·Ωˆ
)
ψg′ , (2.6.15)
over the groups and adding this to the right hand side vector after the discretisation
of space and angle. Due to the orthogonal properties of the spherical harmonics,
see Arfken and Weber (1995), which are used to discretise in angle, when the
integral is evaluated, this becomes a process of adding the group to group cross-
section to the first element of the right hand side vector.
A simple solver of energy equations 2.6.13 has been developed within RADIANT
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using a Gauss-Seidal sweep, see Lewis and Miller Jr (1993). The solver iterates
through the energy groups g and forms a right hand side consisting of the group
source plus the scattered particles entering group g from group g′. An equation is
then solved for ψg where the left hand side consists of the streaming and scatter-
ing/removal operator of the group g. That is,
Hg,gψg = qg −
∑
g′ 6=g
Hg′ ,gψg′ . (2.6.16)
The Gauss-Seidel process repeatedly solves each group equation in turn until con-
vergence of all group fluxes is reached. Note that for down scattering problems,
convergence will be reached within a single sweep. Also, an SSOR as discussed
by Saad (2000) (symmetric successive over relaxation) acceleration can be used
for up scattering problems to increase the solution convergence although selecting
optimal relaxation parameters can be difficult. SSOR sums the weight of the cur-
rent solution with ω with the weight 1 − ω of the previous solution. A weight of
ω = 1 reduces this to a Gauss-Seidel iteration.
The convergence level has been set to 1 × 10−8 for the problems considered in
this thesis, with the maximum amount of iterations set to 50 by default. To ensure
convergence, three iterations below the convergence criteria should be performed
to ensure that the solver has not just gone below the bounds for a certain point
in the convergence, but not truly converged. Each energy group can be solved
individually using algorithm 1, enabling the linear system to use the memory for
just one matrix. The linear systems are then solved using a GMRES algorithm
with SSOR preconditioning, see Lewis and Miller Jr (1993) and Herbert (2009).
Algorithm 1 terminates when the absolute error is below a user defined bound, ,
such that, |ψig − ψi−1g | < . For eigenvalue calculations, this process is often only
repeated for up to 3 times so the multigroup source is not fully converged before
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the calculation of the next eigenvalue within the power iteration.
Algorithm 1: Source Iteration.
Output: Multigroup Source
Set initial guess for the flux ψ
Set Sg(~r, Ωˆ) = 1.0 for all groups g ∈ G
repeat
Set Sg(~r, Ωˆ) =∑∞
l=0
∑l
m=−l
∑G
g′=1 Y
∗
lm
(
Ωˆ
)
σlg′g (~r)φ
m
lg′ (~r) + fission+ external
until |S(i)−S(i−1)S(i) | < 
2.7 The Angular Discretisation
Various methods have been developed to resolve the angular domain and each has
their own issues associated with them, see Lewis and Miller Jr (1993). Diffusion
theory is a very basic angular discretisation that is equivalent to P1 spherical har-
monics, see Glasstone and Sesonske (1981). In the diffusion equation, the angular
current is approximated using Ficks law and can be shown to be equivalent to the
P1 spherical harmonic even parity equation, see Duderstadt and Hamilton (1976).
Although this method is fast and efficient, transport effects are not modelled accu-
rately and fail in regimes with strong absorption within three mean free paths of a
source or surface and in strong anisotropic media, see Lamarsh and Baratta (2001)
and Ott and Bezella (1989). The angular variables are formed over the unit sphere,
see Buchan (2007), as shown in figure 2.2.
The angular discretisation is usually achieved by an expansion of spherical har-
monics, or a discrete ordinates method. The expansion is then truncated for spher-
ical harmonics after a predefined series number from the infinite series. The an-
gularly discretised transport equation uses basis functions Gi where the flux is
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Figure 2.2: The unit sphere describing the angular variables where ω is the az-
imuthal angle with the z axis, and χ is the co-latitude angle. Usually
µ = cosχ is used instead for convenience.
approximated, see Buchan (2007), as,
ψ =
M∑
i=1
Ψi(~r, t)Gi(Ωˆ). (2.7.1)
The Galerkin expansion can then be used in the angularly discretised transport
equation,
∫
dΩ{(1
v
∂
∂t
+ Ωˆ · ~∇+ σt (~r,E))
M∑
j=1
Ψi(~r, t)Gi(Ωˆ)− qex(~r, Ωˆ, E, t)} = 0
∀g ∈ {1, 2, ...,M}, (2.7.2)
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where the components of the vector Ωˆ are:
Ωˆx = (1− µ2)1/2 cosω (2.7.3a)
Ωˆy = (1− µ2)1/2 sinω (2.7.3b)
Ωˆz = µ, (2.7.3c)
which when inserted into equation 2.7.2 results in the following equation,
1
v
∂ψ(r, t)
∂t
+ A ·∇ψ(r, t) +H(r, t)ψ(r, t)− s(r, t) = 0, (2.7.4)
where,
A = (Ax,Ay,Az)
T . (2.7.5)
The scattering matrixH can be expanded in the angular domain by,
Hij =
∫
dµ
∫
dωGi(µ, ω)Gj(µ, ω)−
∞∑
l=0
σsl(~r)α
e,l,m
j α
e,l,m
i
+ 2
∞∑
l=1
σsl(~r)
l∑
m=1
(αe,l,mj α
e,l,m
i + α
o,l,m
j α
o,l,m
i ), (2.7.6)
where the functions Gj(Ωˆ) are the Galerkin weighting functions. The constants α
are defined as,
αe,l,mj =
∫
dΩGj(Ωˆ)Y
e
lm(Ωˆ)
αo,l,mj =
∫
dΩGj(Ωˆ)Y
o
lm(Ωˆ),
(2.7.7)
where Y elm(Ωˆ) and Y
o
lm(Ωˆ) are the even and odd spherical harmonics respectively.
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2.8 The Eigenvalue Problem
The Boltzmann neutron transport equation describing the criticality problem scales
the fission contributions by an eigenvalue, k,
[
Ωˆ · ~∇+ σ (~r,E)
]
ψ
(
~r, Ωˆ, E
)
=∫
dE′
∫
dΩ′σs
(
~r,E′ → E,Ω′ · Ω)ψ (~r, Ωˆ′, E′)
+
χ(E)
k
∫
dE′vσf
(
~r,E′
) ∫
dΩ′ψ
(
~r, Ωˆ′, E′
)
, (2.8.1)
and the highest eigenvalue, k-effective, describes the condition of the reactor de-
pending on whether the eigenvalue is less than, more than or equal to unity.
k =

> 1 supercritical
= 1 critical
< 1 subcritical
If the system is sub-critical then the hypothetical number of neutrons per fission,
ν/k is larger than the number available in reality, ν. On the other hand, if the
system is supercritical, then fewer neutrons per fission are required to make the
system critical. The physical meaning of the eigenvalue k is that it is the ratio of
the number of fission neutrons from one generation to that of the preceding gener-
ation. Within RADIANT, the power algorithm is used to calculate the eigenvalue,
and this is given in algorithm 2. The power iteration starts with a guess for the
angular flux. Then, the fission source is calculated from the angular flux, followed
by the calculation of an improved value for the angular flux. The eigenvalue is
then calculated to form a better approximation. The power iteration is then re-
peated until the eigenvalue and fission source have converged. The eigenvalue (or
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Algorithm 2: Power Algorithm for k-effective eigenvalue.
Output: k-effective and criticality solution
Set initial guess for the flux ψ
Set Fg(~r, Ωˆ) = 1.0 for all groups g ∈ G
Outer loop for power method
repeat
Set Fg(~r, Ωˆ) = χg
∑G
g′=1 vσfg′ψgi−1(~r, Ωˆ, E)
repeat
Solve Hψgi =
1
ki
Fgi(~r, Ωˆ) + scattering
until Multigroup equations are converged
Calculate new eigenvalue, k, by
ki = ki−1
(Fi,Fi)
(Fi,Fi−1)
until |k(i)−k(i−1)k(i) | < 1 and |
S(i)−S(i−1)
S(i)
| < 2
multiplication factor) k is physically the same as,
k =
Number of reactions in this generation
Number of reactions in previous generation
, (2.8.2)
and defining the (reactivity of a reactor) as,
ρ =
k − 1
k
, (2.8.3)
which is used more frequently, and the corresponding values for criticality are,
ρ =

> 0 supercritical
= 0 critical
< 0 subcritical
To increase the convergence of the eigenvalue calculations, various acceleration
techniques are often used. These include the Chebyshev acceleration, see Lewis
and Miller Jr (1993), which use the Chebyshev polynomials to perform a relax-
ation procedure. Another acceleration technique is coarse mesh rebalance which
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solves a smaller problem (such as regions or the whole domain) and preserves the
balance of the transport equation, see Lewis and Miller Jr (1993). The Aitkens
delta-squared extrapolation procedure is another approach that uses values of the
previous power iterations to improve the estimated eigenvalue, see Press et al.
(2007). Diffusion synthetic acceleration (DSA), see Lewis and Miller Jr (1993),
is often used, although this is more difficult to implement and is dependent on
the spatial discretisation. Within RADIANT, Chebyshev and diffusion synthetic
acceleration have not been incorporated. However, Aitkens and SSOR accelera-
tion have been applied to eigenvalue and multigroup problems. Other methods,
for example, coarse mesh rebalance that uses a reduced geometry to ensure parti-
cle balance, see Lewis and Miller Jr (1993), and DSA should be incorporated into
RADIANT for industrial problems to accelerate convergence (though this would
necessitate the development of a diffusion subgrid scale method).
2.9 Numerical Methods in Previous Versions of the
Imperial College Transport Code RADIANT
The Imperial College radiation transport code, RADIANT (called RADIANT-
SUPG), was first developed by Dr Matthew Eaton, see Eaton (2004), using Rie-
mann methods and a mixture of Control Volume Finite Elements (CVFE) and
streamline upwind Petrov-Galerkin (SUPG) methods Pain et al. (2006b,a). These
methods provide stabilisation to the first order equation, the equations of which
are to be shown in section 2.9.1. The motivation of using the first order form is
to ensure that void regions can be modelled correctly, which the previous code,
EVENT, which used the even parity forms failed to do. Additionally, Riemann
methods were formed so that discretisations other than discrete ordinate methods
(which suffer from ray effects) can be utilised, such as the use of spherical har-
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monics or angular wavelets. Dr Eaton developed the Riemann methods used to
resolve the angular boundary conditions by splitting up the operators in terms of
their directions, and was applied to the spherical harmonic discretisation of an-
gle. RADIANT was subsequently extended (by Dr Andrew Buchan) to include a
greater range of angular discretisation options, such as hierarchical wavelet func-
tions which can also provide anisotropic adaptivity on the unit sphere, see Buchan
(2007), Buchan et al. (2008a), Buchan et al. (2005) and Buchan et al. (2008b).
However, the underlying spatial discretisation, the SUPG method, produced poor
CPU times, so a new finite element discretisation was developed. The Inner El-
ement Subgrid Scale discretisation was developed by Dr Andrew Buchan, see
Buchan et al. (2010), with improvements on the Riemann treatment of the angu-
lar boundary conditions, such as the ability to use reflective boundary conditions
at any angle, see Buchan et al. (2011). As a consequence of those changes, and
the aim to incorporate RADIANT into the ANSWERS WIMS transport package,
a new code was developed, called RADIANT-1.0. However, to be able to use the
methods developed in this thesis; this was re-developed again from scratch us-
ing features from the FORTRAN-2003 standard, such as derived data types, into
RADIANT-1.1. Although RADIANT supersedes the even parity code EVENT,
it is not a case of one size fits all. In many situations, other formulations can be
computationally more efficient, such as diffusion theory or even parity methods for
many reactor physics applications. However, in this thesis, both shielding (where
the methods in RADIANT are well suited and is the emphasis of this research) and
reactor physics (to demonstrate the advantages of the numerical approximations)
applications are shown.
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2.9.1 The Spatial Discretisation of the Transport Equation
The Continuous Galerkin Discretisation
The continuous Galerkin formulation is described in this section. The continuous
Galerkin discretisation is the most basic discretisation, with no stabilisation terms
added and with continuity between element interfaces preserved. The angularly
discretised transport equation may be written as, see Lewis and Miller Jr (1993),
A · ∇Ψ−H(~r)Ψ = S, (2.9.1)
where the vector A is angular discretised matrices (Ax, Ay, Az) and H(~r) is the
angularly discretised scattering / removal matrix. An example source term is the
sum of the group to group scattering and the fissioning, so therefore,
S =
∫
dE′
∫
dΩ′σs
(
~r,E′ → E,Ω′ · Ω)ψ (~r, Ωˆ′, E′)
+
χ(E)
keff
∫
dE′vσf
(
~r,E′
) ∫
dΩ′ψ
(
~r, Ωˆ′, E′
)
. (2.9.2)
The energy discretised (multigroup) transport equation can be written using the
same notation,
A · ∇Ψg −Hg(~r)Ψg = Sg, (2.9.3)
where Ψg is the flux for energy group g and the angularly discretised scattering /
removal term for group g is denoted byHg(~r). The group source term is calculated
by (using σg′g for the scattering cross section from group g′ to group g, χg for the
energy spectrum of group g and νσfg for the fission cross section multiplied by
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the average amount of fission neutrons emitted from fission in that energy group),
Sg =
G∑
g′=1
∫
dΩ′σg′g
(
~r, Ωˆ′ · Ωˆ
)
ψg′
(
~r, Ωˆ′
)
+
1
k
χg
G∑
g′=1
vσfg′ (~r)φg′ (~r) .
(2.9.4)
Defining the scalar flux Φg =
∫
Ω ΨgdΩ
′ and assuming isotropic scattering, we can
define the energy and angularly discretised transport equation as,
Rg(Ψg) = A · ∇Ψg −Hg(~r)Ψg −
G∑
g′=1
σg′gΦg′ − 1
k
χg
G∑
g′=1
vσfg′Φg′ . (2.9.5)
Integrating over the spatial domain (volume) and weighting this with the basis
functions Ni Pain et al. (2006a) we obtain,
∫
V
NiRg(Ψg)dV = 0. (2.9.6)
After this is expanded, and terms that involve streaming are converted to surface
integrals to ease out any discontinuities in the flux, see Zienkiewicz (2005), we
obtain the weak form of the Boltzmann equation,
−
∫
V
A ·∇NiΨgdV +
∫
V
Ni(HgΨg−Sg)dV +
∫
Γ
Ni(A ·n)ΨgdΓ = 0, (2.9.7)
for all i ∈ {1, . . . ,N} and for all g ∈ {1, . . . , G}. The surface integrals act
as natural boundary conditions on the solution, and the vector n is the vector
(Inx , Iny , Inz) normal to the boundary Γ where I is the identity matrix.
The Streamline Upwind Petrov Galerkin Discretisation
SUPG methods are used to provide numerically robust solutions to the Boltzmann
equation whilst minimising errors due to non-physical Gibbs oscillations within
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the flux. The first version of RADIANT used this discretisation, see Pain et al.
(2006a), for both space and time. From equation 2.9.1 we may describe the resid-
ual of the discretisation as,
Rg(Ψg) = A · ∇Ψg −Hg(~r)Ψg −
G∑
g′=1
σg′gΦg′ − 1
k
χg
G∑
g′=1
vσfg′Φg′ . (2.9.8)
We can now multiply this by a stabilisation term to enable any non-physical neg-
ative diffusion occurring in the approximation to be cancelled out by an artificial
positive diffusion so, therefore, the system to be solved is,
(I −A · ∇P)Rg(Ψg) = 0. (2.9.9)
Where I is the M×M identity matrix, and P is a stabilisation matrix of size
M×M. Integrating over the spatial domain (volume) and weighing this with the
basis functions Ni, see Pain et al. (2006a), we obtain,
∫
V
Ni(I −A · ∇P)Rg(Ψg)dV = 0. (2.9.10)
After using Green’s theorem, we obtain the weak form of the Boltzmann equation,
−
∫
V
A · ∇NiΨgdV +
∫
V
Ni(HgΨg − Sg)dV +
∫
Γ
Ni(A · n)ΨgdΓ
+
∫
V
A · ∇NiPRgdV −
∫
Γ
Ni(A · n)PRgdΓ = 0, (2.9.11)
for all i ∈ {1, . . . ,N} and for all g ∈ {1, . . . , G}. The surface integrals act as
natural boundary conditions on the solution, and n is the vector (Inx, Iny, Inz)
normal to the boundary Γ. The choice of the stabilisation matrix P determines
the SUPG scheme to be used. The same method can also be applied to the time
dependent Boltzmann equation, see Pain et al. (2006b).
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2.9.2 Riemann Treatment of the Angular Boundary Conditions
In order to satisfy the surface integral in the boundary conditions in equations
2.9.7 and 2.9.11 and indeed any finite element method for the Boltzmann transport
equation a Riemann treatment is used, as first derived in the thesis by Eaton (2004)
and improved by Buchan et al. (2011). The Riemann treatment is used to satisfy
the boundary conditions within the SUPG version of RADIANT (vacuum and or-
thogonal reflective boundaries only) and the version developed within this thesis
(both general vacuum and reflective boundaries). Firstly, we consider the surface
integral,
ηN∑
j
∫
Γ
Ni(A · n)NiΨj dΓ =
∫
Γ
Ni(A · n)Ψ(r) dΓ, (2.9.12)
this must be resolved to ensure that the fluxs incoming and outgoing information
through the surface is satisfied for the particular boundary condition being con-
sidered. The incoming and outgoing information through a surface is separated
using a Riemann method. The Riemann method uses the eigenstructure of the ma-
trix within the surface integral to achieve this, using the property that the matrix
As = A · n can be re-written as,
As = A · n = RsΛsLs, (2.9.13)
where Rs and Ls are matrices of dimension M × M and are formed by the
columns of the right and left eigenvectors of the matrix As respectively. The ma-
trix Λs is also of size M ×M and is a diagonal matrix whose entries are the
eigenvalues of As.
In this approach, the right eigenvector matrix in equation 2.9.13 is used to map the
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angular moments Ψ(r) onto a vector space of Riemann variables Ψs(r),
Ψ(r) = RsΨs(r). (2.9.14)
Equations 2.9.13 and 2.9.14 are then inserted into the surface integral, defined in
equation 2.9.12, and the resulting system is pre-multiplied by the left eigenvalue
matrix Ls to give,
Ls
∫
Γ
NiA
sΨ(r) dΓ = Ls
∫
Γ
NiR
sΛsLsRsΨs(r). (2.9.15)
As the matrix As is symmetric, the eigenvalue decomposition matrices can be
decomposed into Ls = (Rs)T = (Rs)−1 and can be used to simplify the above
surface integral to, ∫
Γ
NiΛ
sΨs(r), (2.9.16)
where the Riemann variables within the integral are de-coupled as Λs is diagonal.
The incoming and outgoing information is separated easily in the Riemann space
and the direction of flow is dependent on the sign of its associated eigenvalue.
The sign determines whether the information is entering or exiting through the
surface. The `th element of the Riemann vector Ψsk(r), k ∈ {1, 2, . . .M}, will
enter its information into an element if the eigenvalue Λs`,` is negative. Likewise,
for positive values, the information of the variable will exit through the surface.
The surface integral in equation 2.9.16 can therefore be re-written as the sum of
the incoming (Ψsin(r)) and outgoing (Ψ
s
out(r)) information,
∫
Γ
NiΛ
sΨs(r)dΓ =
∫
Γin
NiΛ
sΨsin(r)dΓ +
∫
Γout
NiΛ
sΨsout(r)dΓ, (2.9.17)
where the integrals
∫
Γin and
∫
Γout represent integrals across the surface for incom-
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ing and outgoing information. An equivalent formulation of equation 2.9.17, that
separates the incoming and outgoing information through a surface, is given by,
∫
Γ
NiΛ
sΨs(r)dΓ =
∫
Γ
NiΛ
−Ψs(r) dΓ +
∫
Γ
NiΛ
+Ψs(r) dΓ. (2.9.18)
In this equation the operators Λ− and Λ+ resolve the incoming and outgoing infor-
mation by retaining only the negative and positive values of Λ, respectively. That
is, they are theM×M diagonal matrices which are formed by,
Λ−k,k =
 Λ
s
k,k if Λ
s
k,k < 0
0 otherwise
, ∀k ∈ {1, 2, . . .M}, (2.9.19)
and,
Λ+k,k =
 Λ
s
k,k if Λ
s
k,k > 0
0 otherwise
, ∀k ∈ {1, 2, . . .M}. (2.9.20)
In the formulation of equation 2.9.18 the operating matrices operate only on the
Riemann space vectors, Ψs. This can therefore be transformed back into the angu-
lar flux vector space by replacing the Riemann vector with the relationship given
in equation 2.9.14, and by pre-multiplying all terms by Rs. This formulation now
expresses the boundary integral in equation 2.9.12 as,
∫
Γ
Ni(A · n)Ψ(r) dΓ =
∫
Γ
NiR
sΛ−LsΨ(r) dΓ +
∫
Γ
NiR
sΛ+LsΨ(r) dΓ,
(2.9.21)
where the incoming and outgoing information is represented by the first and second
integrals on the right hand side of equation 2.9.21, respectively.
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Bare or Vacuum Boundary Condition
Using the separated incoming and outgoing information through a surface in equa-
tion 2.9.21 vacuum or bare surface boundary conditions may be satisfied by setting
the incoming surface integral to zero. Therefore, the surface integral for a vacuum
surface is,
∫
Γ
Ni(A · n)Ψ(r) dΓ =
∫
Γ
NiR
sΛ+LsΨ(r) dΓ. (2.9.22)
Inserting the spatial finite element discretisation of the surface integral, the right
hand side of above equation becomes,
ηN∑
j
∫
Γ
NiR
sΛ+LsNjΨj dΓ. (2.9.23)
Reflective Boundary Conditions
Apart from vacuum boundary conditions, reflective surfaces are also considered in
this thesis. In order to resolve the reflective surface integral, the incoming integral
in equation 2.9.21 needs to produce an image of the outgoing flux back into the
problem’s domain. The reflective integral is formed by defining a linear operator
Qr that generates the reflection image of the angular flux. This operator operates
on the vector of angular moments Ψ(r) which represents the flux in its angularly
discretised form. The resulting incoming image, which is represented by a set of
angular moments Ψref (r), is computed through a matrix vector operation with its
operator Qr,
Ψref (r) = Q
rΨ(r). (2.9.24)
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The incoming component of the angular flux was given in equation 2.9.21 can be
replaced by its reflective image defined in equation 2.9.24. Any incoming flux is
redirected out of the domain and is removed by the Riemann formulation. Replac-
ing the flux with its finite element representation, the final integral for incoming
information is written as,
∫
Γ
NiR
sΛ−LsQrΨ(r) dΓ =
ηN∑
j
∫
Γ
NiR
sΛ−LsQrNiΨj dΓ, (2.9.25)
for a reflection boundary.
The rotation operator Qr can be formed through a Galerkin projection of the an-
gular basis functions Gk,∀k ∈ {1, 2, ...,M}. The angular moment vector Ψref ,
where (r) has been omitted, is used to denote the angularly discretised reflected
image ψref , and will have the following relationship with its un-reflected angular
moment vector Ψ,
ψref (Ω) = ψ(Ω
′
)⇒
M∑
`=1
G`(Ω)Ψ
ref
j =
M∑
`=1
G`(Ω
′
)Ψ`. (2.9.26)
The Galerkin projection is then formed by multiplying equation 2.9.26 by the set
of angular basis functions G`,∀` ∈ {1, 2, . . .M} and integrating over angle to
get,
M∑
`=1
∫
4pi
Gk(Ω)G`(Ω) dΩ Ψ
ref
` =
M∑
`=1
∫
4pi
Gk(Ω)G`(Ω
′) dΩ Ψ`, ∀k ∈ {1, 2, . . .M}.
(2.9.27)
Equations 2.9.27 are then grouped together to form the linear operator Qr which
relates the vector of angular moments to its reflected image,
BΨref = CΨ or Ψref = B−1CΨ = QrΨ. (2.9.28)
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TheM×M matrices B and C are defined as,
Bk,` =
∫
4pi
Gk(Ω)G`(Ω) dΩ (2.9.29)
and
Ck,` =
∫
4pi
Gk(Ω)G`(Ω
′) dΩ. (2.9.30)
2.10 Conclusions
The processes to solve the neutron transport were discussed in this chapter, and
these have been implemented within the transport code RADIANT. RADIANT
uses methods discussed in this chapter, such as the multigroup energy discreti-
sation and the power iteration for the eigenvalue problem in addition to methods
developed later in this thesis. RADIANT solves the Boltzmann transport equation
and can be applied to both neutrons and photons, and could be extended to solve
the fluxes in thermal radiation. Additionally, the method discussed in this chapter
has to undergo validation and verification to ensure RADIANT is coded correctly
with minimal errors.
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CHAPTER 3
VALIDATION AND
VERIFICATION OF RADIANT
Synopsis
This chapter outlines the methods used to ensure maximum software quality. This
encompasses using a modular structure, version control, profiling, validation and
verification and benchmarking. In scientific software development best practice
from software engineering for example data structure, commenting, unit and mod-
ular testing is often neglected and only benchmark tests with often relatively big
cases against experimental data being considered. This chapter discusses the tech-
niques that are used in RADIANT and for this thesis to ensure software quality
and for the validation and verification of results from RADIANT.
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3.1 Introduction
When developing scientific numerical software, general practice has been to carry
out a few benchmark cases which have been manually run for validation exercises.
RADIANT has been restructured to ensure best software quality using a combina-
tion of modular structures, overloaded operators (to ease development) and a com-
prehensive test suite. The verification suite consists of unit testing where individual
subroutines are tested against known outputs of that subroutine and regression test-
ing using a suite of tests: analytical tests, simplified reactor and shielding problems
with well established solutions as well as tests of a medium and large difficulty for
example benchmark cases and larger reactor problems including the C5G7MOX
and VHTR reactor. In this chapter, the methodologies for verification and valida-
tion of scientific software will be explained, with software version control, quality
assurance of the software and the test suite of the software included. To further in-
crease software quality, where possible, RADIANT uses external libraries which
have been established within the scientific community. These libraries are part
of large numerical software projects, for example the linear solver library PETSc,
which has undergone extensive testing.
During the course of this research a number of versions of RADIANT were devel-
oped which used various discretisations and methods. The first version was based
upon the streamline upwind Petrov-Galerkin formulation of the Boltzmann trans-
port equation. This was used for methods development and had no validation or
verification; it did not incorporate multigroup eigenvalue calculations and was not
benchmarked against well-known tests. Furthermore, the code base of this version
of RADIANT was written in FORTRAN-77 and did not adhere to modern pro-
gramming practices. Following this version, a two dimensional structured mesh
solver was developed to research into subgrid scale schemes for neutron transport
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(RADIANT-SGS2D). This was developed for research on multigrid technologies
and the new subgrid scale discretisation. Subsequently this was extended so it may
be incorporated into the AMEC ANSWERS reactor physics code suite WIMS and
is called RADIANT-1.0 using 2 or 3 dimensional unstructured linear meshes. Ver-
sions RADIANT-SGS2D and RADIANT-1.0 were a complete rewrite of the origi-
nal code and used FORTRAN-90, although they still used a very limited subset of
the standard.
This code has been benchmarked, primarily for criticality calculations, for use as
an option for a deterministic, first order transport solver in the WIMS code base.
The version of RADIANT developed in this work will be called RADIANT-1.1
and includes: higher order subgrid scale modelling, modern programming prac-
tices, extensive test suite and output diagnostics such as timing and memory usage
in transport calculations as well as links to the computational fluid dynamics code
Fluidity, see Fluidity Development Team, Applied Modelling and Computation
Group (2011), the external solvers library PETSc, see Balay et al. (2004), and the
open-source mesh generator GMSH, see Geuzaine and Remacle (2008), which has
many scripts to convert between different mesh generators and CAD output data.
RADIANT-1.1 was a complete rewrite of RADIANT-1.0 which enabled adaptiv-
ity and multiple meshes, allowing derived data types and new algorithms to be
included by using a fully modular structure.
3.2 Modern Programming Practice
RADIANT is programmed using Fortran-2003, including object-oriented features
and dynamic allocatable arrays. The object-oriented features which RADIANT
uses include the use of private and public declarations which can hide or show
subroutines and variables from other modules of the software. In addition, RA-
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DIANT uses operator overloading which enables code to be written clearly and
concisely, for example when allocating memory. With the modular structure of
RADIANT, complex data types have been developed with the concept of objects
embedded into the software, for example, the mesh data structure contains all the
dynamic arrays, scalar integers and floating point numbers which are associated
with the finite element mesh. This enables the developer to keep track of individ-
ual objects and eases the issues of having more than one mesh, e.g. a mesh for
each energy group, or separate meshes for the continuous and discontinuous parts
of the subgrid scale scheme.
Using object-oriented principles with a modular structure enables the developers to
work on independent parts of the code, for example on the eigenvalue solver by in-
corporating new acceleration methods, together with work on adjoint solvers. The
use of a modular structure increases the ease of using code over various numerical
packages, e.g. a multiphysics code which can solve the neutron transport equation,
or a multiphase CFD module to simulate the transient effects with non-linear feed-
back including the effect of temperature on the cross sections. It should, however,
be noted that the coding flexibility described above does sometimes come at the
expense of increased run times.
3.3 Enhancements to RADIANT
During the research for this thesis, RADIANT was rewritten to adhere to modern
FORTRAN standards. The new features in RADIANT developed for this thesis
include:
1. Higher Order subgrid scale methods
2. Dynamic Memory Allocation and registering the memory being used
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3. Using the fully modular FORTRAN-2003 standard
4. Time logging to monitor calculation time
5. SSOR relaxation on the energy group solver for the inner solves
6. The eigenvalue solver can terminate if the eigenvalue is converged, if the
previous five eigenvalues are within a tolerance, or if both the eigenvalue
and eigenvector are converged
7. Accelerating the eigenvalue iteration using the Aitken’s delta-squared ex-
trapolation method
8. The ability to accept either GMSH or GEM, the AMCG in-house pre-processor,
for mesh input
9. The development of a generic options input e.g. SPUD XML schema and
pure text based input, to make input user friendly
10. The ability to run adjoint calculations
11. The ability to run goal based calculations
12. Interfaces with Fluidity to provide supermeshing of meshes for interpolation
13. Interfaces with adaptivity libraries to anisotropically adapt meshes
14. Calculation of diagnostics for example neutron current, neutron intensity
and averages over regions and materials
15. Calculation of detector responses at any point in the finite element meshes
based on consistent interpolation
16. Interfaces with the PETSc linear solver library and HYPRE preconditioner
routines
17. Development of Python pre and post processing routines to: create macro-
scopic from microscopic cross sections, convert meshes and provide statis-
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tics
18. A RADIANT manual containing information about the code and how to use
it
3.3.1 Detector Responses
The output of detector responses is vital when measuring the dosimetry outside the
reactor shielding. It is therefore, an important diagnostic in shielding applications.
However, this entails calculating flux values at points which are not associated with
a finite element node. Therefore, it is necessary to calculate the flux at an arbitrary
point in the domain that is either on an element’s node, its face or internal to the
element. Despite this requirement and the relatively wide use of the technique,
the process of obtaining the value of the solution at an arbitrary point is not well
documented. The method is based on consistent interpolation that is bounded, but
not conservative. The method outlined is for a generic mesh with a mixture of
element types.
Detector responses are calculated within RADIANT using one of two methods
depending on the location of the detector positions. If the detector position lies
within a small distance of a node (say within 10−6cm of a detector) then the out-
put will be the flux at that node. However, if the detector position lies within an
element then algorithm 3 is used.
Algorithm 3 determines which element the detector position is in, and the local
basis functions to provide the interpolation for a point of interest. Once the local
basis functions have been determined, the value required is the linear combination
of the basis values on the element, multiplied by the scalar, or angular flux if
higher order moments are required, at that value. The local shape functions for the
element that describes an arbitrary point inside the element can be described by
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Algorithm 3: Detector Response.
Output: Detector ResponseR
Input: Mesh, Flux, Detector Information
Find what element the position of the detector is in by an exhaustive
search.
Calculate the local shape functions of that element. The basis functions
sum to unity and form a linear combination of the fluxes at the nodes to
approximate the position of the detector.
Calculate R(~r) =
∫
V
∫
ER(~r,E)ψ(~r,E)dEdV
solving the following system of equations using Newton’s method.
J~δ =

∂x
∂r
∂x
∂s
∂x
∂t
∂y
∂r
∂y
∂s
∂y
∂t
∂z
∂r
∂z
∂s
∂z
∂t


δr
δs
δt
 =

(
∑n
i=1Ni(r, s, t) · xi)− Px
(
∑n
i=1Ni(r, s, t) · yi)− Py
(
∑n
i=1Ni(r, s, t) · zi)− Pz
 = ~r.
(3.3.1)
Therefore, the algorithm to find the local node position within the element is de-
tailed in algorithm 4.
Algorithm 4: Calculating Local Node Basis Functions.
Input: point (Px, Py, Pz) to find as a linear combination of basis
functions, element where point is located, xi, yi, zi nodal
coordinates and Ni basis functions for the element type
Output: Local Basis Functions Ni and local coordinates r, s, t
repeat
Find ~r by interpolating in the element by:
r1 =
∑n
i=1Ni(r, s, t) · xi)− Px
r2 =
∑n
i=1Ni(r, s, t) · yi)− Py
r3 =
∑n
i=1Ni(r, s, t) · zi)− Pz
Calculate Jacobian by:
SET C = (xi, yi, zi)T and D = (dxi/dξ, dyi/dη, dzi/dζ)T
Calculate Jacobian, J = DCT
Solve J~δ = ~r
Update Coordinates: r = r − δr, s = s− δs, t = t− δt
until
√
r2 + s2 + t2 < 
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This algorithm is based upon the Newton-Raphson algorithm for minimising a vec-
tor, see Frey and George (2000) and Gunzburger (1987), and subject to a Jacobian
that measures the gradient of the solution, where a search is required.
Algorithm 5: Minimising a Vector Function using Newton-Raphson.
Input: Let F (~x) be the problem to be minimised
Output: ~x which minimises F
Initialise ~x with random numbers
while ||F (~x)|| ≥  do
In First approximation consider the asymptotic development of F :
Fj(~x+ d~x) = Fj(~x) +
∂Fj
∂x1
d~x1 +
∂Fj
∂x2
d~x2 + · · · ∂Fj∂xnd~xn
solve the linear system Fj(~x+ d~x) = 0 with d~x as unknown
set ~x to the value ~x+ d~x
Compute F (~x)
end
This algorithm is guaranteed to give a unique value of ~x, although the solution is
dependent on the value that has been initialised to, as is common to every Newton-
Raphson method. If there is more than one minimum the global minimum will not
necessarily be returned, however, the experience gained in this research found that,
when calculating detector point basis functions, the process convergences within
a few iterations for the majority of the time. The overall time for calculation of
detector points (a post processing step) is relatively quick, with the majority of
computational time used to find the element where the detector lies. This search
may be optimised with a r-tree approach, see Manolopoulos et al. (2006). How-
ever, because only a few detectors are ever calculated (say in the order of 1.0×101)
this is not of great concern.
3.3.2 Post Processing and Diagnostics
There are numerous tools that can be used to post process numerical data in-
cluding: Paraview, see Paraview, Mayavi, see Ramachandran (2001), Visit, see
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Lawrence Livermore National Laboratory and GMSH, see Geuzaine and Remacle
(2008). These tools can read a variety of file types, with the VTK, see Kitware
(2011) and Schroeder et al. (1996) format being the most widely used.
Scripting languages like Python, see Langtangen (2008) and Langtangen (2009),
can be used to read output from RADIANT. RADIANT can output diagnostics
during a run, and this can be important in understanding various factors for ex-
ample the convergence of eigenvalue calculations. Many calculations involving
neutron transport are complex and have large run times, and if the nuclear cross
section specification is erroneous or there are other issues, the user may not be
aware of this until the end of a lengthy calculation. Alternatively, the user may
wish to look at the current fission source and flux after n power iterations with
the use of check-pointing. The check-pointing occurs every nth power iteration
(where n is determined by the user) and an output file is produced containing the
latest sources (both the right hand side vector of the discretised equations and the
fission source) and the latest angular flux. The check-point file can also be used to
restart a calculation if it is halted or if (in the future) being run in parallel and only
a pre-determined amount of time for each user is allowed. Python was chosen to
develop diagnostics because it has high code portability, working on a variety of
platforms including Linux and Windows, and because Python is very powerful, but
relatively easy to learn. Python can be used to read an XML file that is written by
RADIANT to hold information such as the eigenvalue, detector responses, amount
of elements in each mesh, etc. A Python script can then be developed to analyse
the output and to compare against reference data or other runs in a convergence
analysis.
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3.3.3 Viewing Solutions from RADIANT
Once the solutions are calculated within RADIANT, good post processing software
can assist with the design and analysis of reactors by viewing the flux profiles,
power profiles, etc. Researchers can then investigate various aspects, for example
reaction rates across regions, integrating over various domains of the reactor and
decomposing the solution such as taking two dimensional slices at various points
over the z axis to investigate varying distributions of neutrons in the axial direction
of reactor cores. RADIANT can output data to the VTK, see Kitware (2011) and
Schroeder et al. (1996), and GMSH formats, see Geuzaine and Remacle (2008),
and the output data can then be viewed using packages like Paraview, Mayavi
and Visit, see Paraview, Ramachandran (2001) and Lawrence Livermore National
Laboratory, an example of this can be seen in figure 3.1 where the fission rate,
FR(~r) =
∫
E
∫
Ω Σf (~r,E)ψ(~r, Ωˆ, E)dΩdE, is shown.
In addition to this, various post processing scripts that have been developed to en-
able the user to convert between various materials and mesh formats. One such
script converts a GMSH output file to a VTK XML output file, written in binary
and compressed and so using less disk space which is at a premium for large trans-
port calculations.
3.3.4 Problem Specification Input - Options, Mesh and Cross Sections
In many nuclear reactors codes text files are used to input data which are then
sent to a pre-processor or directly to the numerical software. Unfortunately, this
process is prone to errors, and requires detailed knowledge of the format required
for each computer code used. Modern techniques using graphical user interfaces
(GUIs) where the user just clicks the options they require, which can be used in
the software, minimise user error. All the work is done by the user interface and
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Figure 3.1: An example of GMSH displaying the fission rate of the C5G7MOX
benchmark problem.
it can be designed to include error checking. For example if a user specified a
spherical harmonics expansion in angle, but had not included the option for the ex-
pansion of the angular domain, a warning would be issued. A new user interface,
DIAMOND, see Ham et al. (2009), uses an underlying XML schema specifica-
tion called SPUD based upon Relax NG which simplifies the construction of the
schema for a particular physics application, see Vlist (2003).
Previously, RADIANT was only able to accept input from an in-house mesh gen-
erator, GEM that is able to create unstructured meshes using various element types
including triangular, tetrahedral, pyramid and quadrilateral. However, GEM uses
input from a text file, and the software is not maintainable, having been written
before the widespread use of CAD. Currently, RADIANT accepts input from both
GEM and GMSH, because the test and benchmark cases for RADIANT, including
shielding problems from Rolls Royce, still require GEM. However, GMSH offers
much more flexibility, can input from a variety of CAD formats for example Solid-
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Works, can partition the mesh for domain decomposition for multiple processors
and be used to construct geometries from inside the GMSH GUI. Another method
has been developed that can use a text editor to input problems where Python is
not available on machines. It is simple to understand and flexible.
3.4 Software Version Control and Automated Continuous
Testing
3.4.1 Source Code Control Systems
When writing software for large projects with many developers the use of soft-
ware revision is very important. The SVN software, see Subversion, enables users
to commit changes to code when they have undergone some form of testing. For
more extensive testing for example automated testing, a failure alert is sent to the
developers and the change can be reverted to the older revision. Software con-
trol also enables users to work on multiple branches that can be combined to the
main version for development. For example one user may be working on data un-
certainty and another on gamma radiation which, once the models are working,
may be put into the main version with relative ease. The source code is man-
aged by a Version Control System (VCS) for example the open source Subversion
(SVN), see Subversion, or the distributed system Bazaar (BZR), see Canonical..
Distributed systems allow developers to work in separate branches that are linked
to a parent branch. Then, users can pull changes from other branches and push
their own changes to a parent branch or the root branch where the stable version
is kept. This also means projects using similar code bases are possible and can
easily be updated across all branches for example the use of femtools in the CFD
code Fluidity. The VCS logs all the revisions with each change to the code en-
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abling developers to trace errors in the code. When a change is committed, a log
file is reported to all the developers with details about the differences between the
current and previous versions of the code and the developer’s comments about the
code being committed. A code commit is the process whereby the version control
communicates to the central repository and registers the changes made. In a single
repository system, developers check out a local copy of the code which can be
branched or merged as required. If two users submit changes to the same code a
conflict is issued which then has to be corrected by a user. In a development team
environment, VCS can be linked to an email list that enables all users to track
changes to parts of the code easily. In a distributed system like BZR, users may
branch off a particular branch and then locally commit any changes, if the changes
are reviewed by other users as acceptable for merging, changes can then be merged
back into the main branch.
The repository (either the main branch or a selected number of branches) may be
linked to a review board system, see Reviewboard (2011). This is a platform to
ensure that software standards are adhered to by checking with other developers
that new code is of the standard required and an appropriate addition to the code
base. If this is not the case, the proposal to commit new code fails and the developer
has to change the code according to advice given. The system acts as an additional
check before committing code that passes the automated tests, but is either hard to
understand or not a useful addition.
3.4.2 Testing Numerical Codes
To ensure correct implementation of algorithms within software, an extensive test-
ing procedure must be carried out. Testing can take many forms, which normally
take place from bottom up, for example:
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Figure 3.2: The AMCG Validation and Verification process.
• Unit Testing for testing specific functionality within the source code.
• Integration Testing to ensure that groups of subroutines are tested together.
• System Testing tests the software in an environment that matches the oper-
ational environment.
• Alpha Testing is the first stage of customer testing at the developer’s site
• Beta Testing is the second stage of customer testing at the customer’s site.
• Acceptance Testing is testing to satisfy the purchaser.
• Regression Testing saves previous tests from other versions of the code to
assert that the software contains previous capabilities.
Inside RADIANT, regression testing is used and the aim is to include unit and
integration testing soon. In software engineering, the development of software
typically uses around 50% of its time in testing, see Naik and Tripathy (2008);
however, for scientific software in an academic setting, this is often relaxed and
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results in many hours lost in tracing errors that are present due to inadequate test-
ing. Unusually and positively, developers of Fluidity and RADIANT are required
to submit tests regularly for each new development in the code, and developers
can commit to a personal repository that is merged to the main code base subject
to review and adequate testing.
3.4.3 Creating a Test Suite
A testing routine has been implemented in the code structure to increase confidence
that the algorithms incorporated in the code are producing known and correct re-
sults. To achieve this, a test suite has been devised that can be automatically started
each time a new segment of code has been committed into the central SVN reposi-
tory. This then triggers BuildBot, see BuildBot, to go through the test cases one by
one, using regression, unit and integration testing cases to check that the minimum
specification of the code are being continuously adhered to. The test cases should
encompass different applications of the transport code for example highly scat-
tering, eigenvalue calculations, heavy absorbers and other fixed source test cases.
Test cases should also include analytical solutions of the transport equation or be
based on the method of manufactured solutions where the analytical solution can
be calculated by pre-deciding the solution that is required. For this, the solution
then can be inserted into the underlying partial differential equation and the resid-
ual of this is then the source term of the equations, the solution has been decided
prior to the calculation, see Roache (2002). Unit tests are yet to be implemented.
However, they are planned in future versions of RADIANT to ensure that individ-
ual subroutines are correct, for example when calculating the Riemann boundary
conditions.
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3.4.4 Automated Testing
During the development process, testing can often be tedious and become over-
looked, especially in a scientific environment, see Farrell et al. (2011). One way to
overcome this is to automate testing, in particular regression and unit testing. This
can be set up by linking up a branch on a central repository service like launchpad,
an open source bazaar server that can be downloaded by any person interested in
the code, or on a local server. Once the link up is set, each change to the repository
then triggers an automated testing process that will be sorted into serial and paral-
lel runs that are run over different cores. The tests are sorted into small, medium
or large runs (with large runs being large parallel jobs) with the small tests running
after each commit. The medium runs might be tested every day or after n number
of changes. The process of distributing the tests are achieved through BuildBot,
see BuildBot, which is run on a buildmaster, a specific central computer that is
used to organise the tests. The medium and large tests will also consist of the
larger experimental and international benchmarks for example the C5G7MOX and
ASPIS array, which have various angular, spatial and multigroup resolutions.
The automated V&V process returns immediate feedback on the correctness, ac-
curacy and errors in the code, see Farrell et al. (2011). When failures are detected,
they can be managed effectively with lines of code that may be at fault being stated
(differences between the version that worked and the version that did not), and the
quick feedback enables developers to correct errors speedily. The process also
provides traceability and accountability to developers. This is important in col-
laborative research with many users working on the same code. If one developer
changes the code and that affects the research of another developer, the errors can
then be traced by running the tests through multiple revisions in the VCS until the
last revision that passed the tests, see Farrell et al. (2011). The revision can then
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be reverted back to the previous working version and changes can be resubmitted
without the errors. This process gains reliability and credibility with a large test
base covering different areas, multiple times in different settings that increases the
evidence to support the validation and verification of the software, in this case for
RADIANT.
The software control, VCS, will notify the Software Development Continuous In-
tegration Tool (SDCIT) when the code repository changes, see Tollit (2010). The
SDCIT used for automated RADIANT V&V is the open source program BuildBot,
see BuildBot. The SDCIT runs a configuration script that contains the instructions
to run the buildmaster and initialise smaller scripts on a range of machines (differ-
ent operating systems, compilers etc) which are the buildslaves. The buildslaves
will compile the code on the platforms and compilers to ensure that the code can
compile on a range of different machine setups. If this is unsuccessful the process
will stop for that buildslave, an email notification is sent to the developers and the
website is updated with a fail for source code compilation. Normally, the build-
slave will encompass a range of architectures and compilation options such as 32
or 64 bit and single or double precision. If the code compilation was successful,
the buildslave will then start running the unit tests. These test individual subrou-
tines and functionality of the software such as eigenvalue decomposition and data
input, see Tollit (2010). This verification ensures that the code runs as expected
and there are no errors resulting from programming or computational routines for
example a wrong Sine function output. They are performed automatically and
normally on the users own machine to test the correctness of each code block by
viewing the output. Unit tests are not incorporated into RADIANT. However, they
are in Fluidity and Fluidity-RADIATION (a diffusion code) that will form the ba-
sis for the next version of RADIANT. Ideally, unit tests should cover every part of
a software’s functionality, and are typically very fast to perform, but it is slow to
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introduce new unit tests for each function. If the unit tests fail, then the error notifi-
cation will be posted to the website and email lists, however, if they are successful,
then the test runs are performed.
The test cases cover a range of areas for example eigenvalue and shielding prob-
lems tested both analytically and by regression against other codes like PAN-
THER, diffusion codes such as BEANS, see Tollit (2010), and even parity codes
(EVENT). Tests are performed through a test harness which runs preselected tests
such as all the eigenvalue tests or all small tests. The tests can then be run against
a reference solution that is either tabulated or a function within a Python script.
Scripts exist to extract data from the output diagnostics which are compared to the
reference solution and then returning a pass, fail or warning. The framework de-
veloped within AMCG uses XML and Python scripts for the test harness and for
data extraction and comparison. The results (passes, fails and warnings) are then
reported to the developers. Grouping the tests together allows the process to be
terminated if a failure is detected within a group so that developers do not have to
wait for all tests to run and can just run that particular group or individual test.
3.4.5 RADIANT and Associated Libraries
Currently, RADIANT can be used as a standalone transport solver without using
adaptivity or feed in from or to Fluidity, see Fluidity Development Team, Applied
Modelling and Computation Group (2011), but with this, it can be used for adap-
tive meshing with the use of conservative interpolation to construct solutions for
other meshes without loss of accuracy. Fluidity is very well developed with the use
of subversion, review boards for submission of new code and strict programming
instructions. Eventually, the entire RADIANT framework will be incorporated
into the Fluidity frame work to enable it to take advantage of the developments
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in that code for example the use of graphical processing units, supermeshing, in-
put and output, and for greater use in multiphysics applications including coupled
modelling of nuclear reactors, and the effects of radiation on the Earths climate.
RADIANT also uses PETSc and LAPACK libraries to provide sparse linear solvers
and they also provide preconditioners and linear algebra routines respectively. LA-
PACK routines are used to form eigendecompositions for the treatment of the Rie-
mann boundary conditions and to decompose error metrics to take the absolute
value (and other routines associated with error metrics) and invert dense matrices
(inner element subgrid scale method). PETSc and LAPACK are extensively used
in scientific computing, and therefore have been thoroughly tested.
3.5 Examples of Test Problems Inside RADIANT
This section outlines the types of tests used in the RADIANT test suite and gives a
few examples of the tests in RADIANT. Examples cover some of the test cases not
covered elsewhere in this thesis; in the research chapters many test cases and exam-
ples are used to illustrate convergence. An analytical benchmark test is shown for
RADIANT for eigenvalue calculations; there is an example of a one dimensional
test case using reflective boundary conditions and a wavelet test for octahedral
wavelets.
3.5.1 Types of Test Problems Considered
The types of test problems considered are designed to test various aspects of the
solvers. Ideally each component of the code should be tested with both unit tests
and a test case. However, currently only test cases have been designed. The aspects
considered in the test cases are:
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• Various geometries (XY and XYZ)
• Fixed source and eigenvalue problems
• Two and three dimensional Adaptivity
• Link with diffusion code
• Link with Fluidity
• Highly scattering and void problems
• Downscatter and Upscatter for multigroup convergence
• Various discretisations (continuous Galerkin, linear and quadratic subgrid
scale methods)
• Various solvers (inbuilt or PETSc) and preconditioners (ILU, SSOR/Eisen-
stat, BoomerAMG)
• Detector responses
• Diagnostics output
• Various angular discretisations (PN , SN and LWN )
• Energy dependent meshes
Each time a new feature is added, a test case is constructed to test that method.
Some examples of the test cases considered are shown in the next subsections.
3.5.2 Homogeneous Infinite Square One Energy Group Eigenvalue
The first example is an analytical eigenvalue benchmark case, used to test for the
validity of the code for a simple domain. This problem has an infinite domain
which is modelled using reflective boundary conditions on all the boundaries of
the problem. This benchmark is taken from Sood et al. (2003), and consists of
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a single material of plutonium-239, of which k∞ is 2.290323 and has constant
angular and scalar flux throughout the domain.
Figure 3.3: The Geometric Model used for the test case Homogeneous Infinite
Square One Energy Group Eigenvalue. Part (a) is the actual geome-
try, and Part (b) is the geometry modelled within RADIANT. .
The domain is shown in figure 3.3, for this example, we consider an infinite domain
in both the x and y directions, with the cross sections shown in table 3.1: Because
Group Σt νΣf Σs Σa
1 0.32640 0.231744 0.225216 0.101184
Table 3.1: Material properties of the test case Homogeneous Infinite Square One
Energy Group Eigenvalue. In this table, the cross sections are in units
cm−1.
we are considering an infinite domain, the currents in both the x and y directions
should be zero and there will be no leakage out of the system. Therefore, we can
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obtain the k-effective analytically because it will be the same as k-infinity:
keff =
νΣf
Σa
= 2.2903 (3.5.1)
The results of various discretisations are shown in table 3.2 for the eigenvalue
calculation.
Discretisation Option Eigenvalue
Q1 −Q1-SGS 2.290300
Q1 −Q2-SGS 2.290316
Q2 −Q2-SGS 2.290316
EVENT 2.290322
Diffusion 2.290304
Table 3.2: Eigenvalue Results for the Homogeneous Infinite Square One Energy
Group Eigenvalue problem.
3.5.3 Pseudo One Dimensional Analytical Eigenvalue Benchmark
Case with only Variation in the y Direction
Figure 3.4: The Geometric Model used for the test case Pseudo One Dimensional
Analytical Eigenvalue modelled within RADIANT .
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This problem is a pseudo one dimensional domain, being modelled with two di-
mensions to test the eigenvalue convergence of the various discretisation options.
As part of the analysis the neutron currents in the x and y directions will also be
discussed. Because the simulation will cover an infinite domain in the y direction;
the current should be zero in the y direction. This is a simple test used to determine
the accuracy of this approach; the solution should produce a single gradient in the
x direction with no variation in the y direction. For this example the cross sections
are given in table 3.3.
Group Σt νΣf Σs Σa
1 0.32640 0.231744 0.225216 0.101184
Table 3.3: Material properties of the test case Pseudo One Dimensional Analytical
Eigenvalue. In this table, the cross sections are in units cm−1.
Figure 3.5: Flux (top), current in x direction (bottom left) and current in y direction
(bottom right) for the linear - linear case for the Pseudo One Dimen-
sional Analytical Eigenvalue test.
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Figure 3.6: Flux (top), current in x direction (bottom left) and current in y direc-
tion (bottom right) for the linear - quadratic case for the Pseudo One
Dimensional Analytical Eigenvalue test.
Discretisation Option Eigenvalue
Q1 −Q1-SGS 0.962206
Q1 −Q2-SGS 0.962207
Q2 −Q2-SGS 0.962210
Q1 (CG) 0.962210
Table 3.4: Eigenvalue Results Pseudo One Dimensional Analytical Eigenvalue
test.
Figures 3.5, 3.6 and 3.7 show the scalar flux and the currents for the benchmark
case. The transport of neutrons in the x direction can be seen from the strong
current in the x direction and the very low current in the y direction resulting from
discretisation of the solution. The eigenvalues of this benchmark case are also in
very close agreement with each other in this test.
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Figure 3.7: Flux (top), current in x direction (bottom left) and current in y direction
(bottom right) for the quadratic - quadratic case for the Pseudo One
Dimensional Analytical Eigenvalue test.
3.5.4 Octahedral Wavelet Test
This test is for the octahedral wavelets, see Buchan et al. (2005), which are embed-
ded within RADIANT’s inner element subgrid scale formulation. This particular
problem consists of square of 3.0cm2 with a unit source placed in a square at the
centre of the geometry of size 0.5cm2. This problem is purely absorbing with a
total cross section throughout of 1.0cm−1. This test used a LW2 linear octahedral
wavelet angular expansion, producing 24 angular moments. The benchmark case
was the P7 angular expansion in spherical harmonics producing 36 angular un-
knowns. The scalar flux of the wavelet method produces a similar profile to that of
the spherical harmonic benchmark solution as shown in figure 3.9. However, there
is evidence of ray effects in the wavelet solution. This produces a more angular
profile than that of the spherical harmonic solution, although it would not be as
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Figure 3.8: Eigenvalue error for the Pseudo One Dimensional Analytical Eigen-
value test. This graph shows that the simple test produces a similar
error for each of the discretisations which is as expected as the test is
an homogeneous medium which is only finite in the x direction.
Figure 3.9: Test for octahedral wavelets. On the right is the scalar flux for
the spherical harmonics P7 angle expansion with a LW2 octahedral
wavelet expansion shown on the right.
angular as a discrete ordinate solution. Figures 3.10 and 3.11 show the currents
in the x and y directions respectively. In this figure, the maximum and minimum
fluxes differ because the output of the current is not scaled by 1.0/4pi. The current
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Figure 3.10: Test for octahedral wavelets. On the right is the x current for
the spherical harmonics P7 angle expansion with a LW2 octahedral
wavelet expansion shown on the right.
Figure 3.11: Test for octahedral wavelets. On the right is the y current for the
spherical harmonics P7 angle expansion with a OW2 octahedral
wavelet expansion shown on the right.
for both directions in figures 3.10 and 3.11 are worked out using the diagnostic,
~J(~r) =
(∫
Ω
Ωx · ψ(~r,Ω)dΩ,
∫
Ω
Ωy · ψ(~r,Ω)dΩ
)T
≈
(
W TΩAxΨ(~r),W
T
ΩAyΨ(~r)
)T
, (3.5.2)
where J is the current vector, Ωx,Ωy are the non-discretised angular variables,
Ax, Ay are the discretised angular variables, WΩ is the discretised weighting func-
tions to integrate over angle, ψ is the non-discretised angular flux and Ψ is the
discretised angular flux. The profiles of the currents are comparable in both the
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spherical harmonic and octahedral wavelet expansions.
3.6 Incorporating PETSc into RADIANT
Solving large systems of linear equations that are produced through discretisation
is computationally expensive. Direct methods, such as Gaussian Elimination, takes
O(n3) operations. However, methods that form Krylov subspaces, see Saad and
Schultz (1986) and Saad (2000), can result in algorithms with more efficient run-
ning times. One such type of Krylov solver is the GMRES (Generalized minimal
residual method) which works by finding the minimal residual within the Krylov
Subspace, see Saad (2000). Krylov methods may also be used to solve eigen-
value problems, for example the ORTHOMIN(1) algorithm, see Gupta and Modak
(2002), Gupta and Modak (2004) and Suetomi and Sekimoto (1991).
The advantage of Krylov methods is that few operations are required within the
algorithms namely, matrix-vector multiplications, inner products and multiplying
and dividing vectors by scalars. The use of Krylov methods reduces the running
times and enables easier parallelisation of code. For example, when calculating the
matrix-vector multiplication for sparse matrices it takes O(n) operations, where n
is the number of columns of a square matrix. In a GMRES algorithm an Arnoldi
process is performed, before a Hessenberg matrix is formed that is of size (m +
1) × m where m is the number of Krylov vectors that are used (a decision that
requires a time memory trade off), and this can be solved using a least squares
method.
PETSc, see Balay et al. (2004), is a package of linear and non-linear solvers written
in C++ and used by many numerical algorithms to solve systems of equations.
PETSc has been incorporated into structured and unstructured mesh versions of
RADIANT to test the solver scalability of PETSc in neutron transport calculations
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that can be unstable when using standard numerical methods. This was compared
to an algebraic multigrid method devised to take advantage of the subgrid scale
structure in the approximation to the neutron transport equations, and provides a
stable solver for the in-group equations.
PETSc has been included in three of the transport codes developed at Imperial Col-
lege: RADIANT-SGS2D, RADIANT-1.0 and RADIANT-1.1. Incorporation into
RADIANT-SGS2D was for a comparison of scaling of the multigrid formulation
developed within AMCG to a commercial product. The incorporation of PETSc
into later versions of RADIANT was to give the user added options for solving
the angular flux for each energy group. PETSc includes many options for linear
solvers and preconditioners. These offer both SSOR and Eisenstat, ILU/ILC pre-
conditioners for smaller problems and powerful algebraic multigrid methods for
large parallel problems. PETSc was also configured with the HYPRE suite, see
Centre for Applied Computing (2006), of preconditioners for a greater range of
multigrid preconditioning.
3.6.1 Compressed Sparse Row Sparse Matrix Storage
Large matrices with zero entries may be stored in a compressed format that takes
advantage of the sparsity of the matrix. Methods for this include Skyline storage,
coordinate list, Yale and compressed sparse row (CSR). Compressed sparse row is
effectively the same as the Yale compression method. Three arrays are required,
although sometimes a fourth is added which contain pointers to the diagonal entries
in the matrix, which contain the values of the matrix (of size number of entries in
A), a column index (of size number of columns + 1) and the row pointer which is
the list of where the values start on each row, of which the size is the same as the
size of the values list.
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To compress a matrix A in this format, the array val contains the values of A read-
ing left to right from the top of the matrix to the bottom. Next, the column index
is stored col that points to the row position where the value is located. Finally,
the row pointer row ptr points to the entry in the column array that starts a new
row. This format enables the computation of the matrix-vector multiplications (Ax
where A is a CSR matrix) as shown in equation 3.6.1,
y(i) =
row ptr(i+1)−1∑
j=row ptr(i)
val(j)× x(col(j)), (3.6.1)
for each i ∈ {1, . . . , n}.
3.6.2 Krylov Methods
Krylov methods involve only a few operations, and therefore, have a reduced run-
time compared to the matrix-vector operations used in other methods, see Saad
(2000). Linear Krylov solvers operate in the Krylov subspace,
Kn(A, x) = span{x,Ax,A2x, . . . , An−1x}. (3.6.2)
This applies to a n × n matrix A, a vector x of size n because n is the num-
ber of Krylov vectors to be sought. This produces a linear subspace spanned by
the images of x for the first n powers of A. Therefore, operations are only con-
sidered for the results of matrix-vector multiplications and the methods use these
results to find the solution of the linear system Ax = b within a given tolerance. It
also means that matrices do not have to be explicitly stored in memory freeing up
memory constraints, although the computation time to compute the matrix-vector
product would increase. Two of the most commonly used Krylov methods are Con-
jugate Gradient CG, which is used for symmetric positive definite systems and the
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Generalised Minimum Residual GMRES method; however, there are many other
alternative methods that can be used. The Gramm Schmidt algorithm, see Golub
and van Loan (1989), must be used to ensure that the linear subspace produced
from the Krylov vectors remain orthogonal. The GMRES method implemented
in RADIANT is based on the Arnoldi iteration, see Saad (2000), this is an eigen-
value solver for non-Hermitian matrices. An upper Hessenberg matrix is formed
using only a few operations involving the matrix-vector multiplication, dot product
and scalar products. To calculate the eigenvalues from this, the eigenvalues of the
Hessenberg matrix (the Ritz eigenvalues) are calculated using a simple eigenvalue
solver (such as QR). This produces a matrix of smaller size ((n+ 1)× n where n
is the number of Krylov vectors specified). Rather than computing eigenvalues of
the Hessenberg matrix, the GMRES algorithm forms a functional from this matrix
that is minimised using a least squares method. Extensions of this algorithm are
used in RADIANT, for example, a restarted flexible GMRES where the Krylov
vectors are restarted for each loop instead of losing that information (and this is
enabled by default inside the PETSc interface).
3.6.3 Preconditioners
Preconditioners accelerate the convergence of the linear solvers, especially sys-
tems which are poorly conditioned. Various types of preconditioners are used, but
the basic concept is that the linear system is pre or post multiplied by a precondi-
tioning matrix P , which varies depending on what is the best for a particular prob-
lem and has an inversion capability. Simple preconditioners include the Jacobi
and SOR preconditioners, see Eisenstat (1981) and Nakamura (1977). A Jacobi
preconditioner works by setting P to be the diagonal of the sparse matrix A which
is easily invertible. On the other hand, SOR (successive over relaxation), is used
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for a preconditioner and solvers in many problems, it is formed as an extension of
the standard Gauss-Seidal method with relaxation to accelerate convergence. The
relaxation parameter ω, see Saad (2000), is set depending on whether the solu-
tion is converging or diverging on poorly conditioned systems and is calculated by
minimising the spectral radius of a matrix defined by using the method outlined,
see Golub and van Loan (1989),
Mω = D + ωL, (3.6.3)
and
Nω = (1− ω)D − ωU, (3.6.4)
Then the optimal relaxation parameter is:
ω = min
(
ρ
(
M−1ω Nω
))
. (3.6.5)
For smaller problems a preconditioner based on a direct inversion method may be
used, either incomplete LU (ILU) or incomplete Cholesky (ICC) decompositions,
which carry out these inversions on either a non-symmetric or symmetric matrix
respectively. All these methods are supplied in a standard linear solver library such
as PETSc.
3.6.4 Multigrid Methods
For larger problems sophisticated methods have been developed which enable so-
lutions to be sought on smaller problems that can then be prolonged towards the
original problem, these methods are called multilevel or multigrid solvers, see
Trottenberg et al. (2000) and Wesseling (2004). Multigrid solvers work for one
of two methods: geometric, with geometric multigrid coarsening on the mesh or
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with algebraic multigrids achieved by coarsening the discretised matrix. These
methods were originally designed and show the best results for elliptic systems
such as the diffusion equation.
The multigrid methods deployed in the HYPRE library are algebraic in nature
(AMG) which coarsens the matrices in a recursive manner, see Trottenberg et al.
(2000) and Wesseling (2004). Currently, only BoomerAMG, see Henson and Yang
(2002), has been used within RADIANT. AMG (and geometric MG) works by
smoothing the error e by either relaxation on the current grid (normally performed
by SSOR) or removing e from the equations via a coarse grid correction. The
correction is achieved by solving the residual equation Ae = r on a coarse grid.
This is then interpolated to the finer grid which is used to correct the solution
x = x + e. Therefore, multigrid methods require the definition of two operators.
One of these is a restriction operator R which maps the residual down a level. The
second is an interpolation or prolongation operator P which maps the information
to a higher level, see Trottenberg et al. (2000).
Within RADIANT a new relaxation algorithm has been formed based upon GM-
RES, which is an improvement on traditional relaxation algorithms such as SSOR
where the relaxation parameter ω has to be defined. In a later version of RADI-
ANT, a new multigrid algorithm will be incorporated, which is formed by using the
underlying discretisations of the transport equation. Currently, the recommended
option is to use BoomerAMG using the CLJP coarsening algorithm, see Henson
and Yang (2002), as this has not currently been generalised to unstructured meshes.
Figure 3.12 shows the scaling of the iterations against the size of the problem,
and figure 3.13 shows the convergence of the residual of the equations for various
options and number of elements within the domain. As can be seen, the new
multigrid algorithm performs better than BoomerAMG with the CLJP coarsening
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achieving better results than FALGOUT (whilst keeping in mind BoomerAMG is
designed for elliptic equations).
The new multigrid algorithm has been designed to take advantage of the subgrid
scale equations and as such has the following advantages:
• Relaxation on the top and intermediate multigrid levels is performed using
a single FGMRES iteration.
• In doing so, the computational expense in performing a single iteration of
the solver remains the exactly same as using SSOR relaxation.
• However, the benefits in using FGMRES relaxation are that the solver re-
mains stable for all problem types and that its scalability is always improved
in comparison to using SSOR.
• In addition, FGMRES relaxation removes the problem of finding the optimal
relaxation coefficient that is required when using SSOR. This value can be
difficult to calculate because it is problem dependent and a poor selection
can easily cause the solver to fail.
3.7 Benchmarking of RADIANT
When developing scientific software, benchmarking is widely used to test against
other codes or experimental data. Benchmarks can come from a variety of sources
for example: solutions from other numerical codes, analytical solutions and so-
lutions from experimental data. In software like the RADIANT code that can be
used for a variety of problems, including fixed source and eigenvalue calculations,
then each of these should have a comprehensive suite of benchmarks to ensure that
any errors are highlighted and minimised.
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Figure 3.12: Example of multigrid convergence showing iterations vs number of
elements in the domain. The new multigrid scheme shows the number
of iterations becomes independent of number of unknowns for large
problems.
Automatic testing is discussed in section 3.4.2, however, this is about ensuring that
existing test cases do not fail. The availability of previous models and benchmarks
in the test suite is also very important. To ensure the testing is as comprehen-
sive as possible, it is important to have numerous benchmarks and validity tests.
Therefore, when testing RADIANT, it will be compared to international bench-
mark tests, for example the C5G7MOX benchmark, experimental data, e.g. the
ASPIS benchmark and against analytical data, to ensure maximum confidence in
the software.
3.8 The ASPIS Benchmark
The fixed source benchmark which will be considered a ’Major Test’ is a model of
the ASPIS facility which consists of an array of steel slabs and water together with
a fission plate (made of Uranium enriched to 93%) on an aluminium alloy, which is
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Figure 3.13: This figure shows how the residual norm decreases with iteration
count for the various multigrid schemes.
being driven by a thermal flux. The aluminium alloy was extended from a graphite
reflector taken from the NESTOR reactor. The radius of the fission plate is 56.5cm
and has a thickness of 0.2cm. The energy spectrum from the source is the fission
spectrum of the emission of neutrons from 235U fissions. This experimental setup
was used to test the ability of transport codes to model the shielding of PWR’s,
because this experimental shield simulates the radial shield of a PWR.
3.8.1 Problem Specification
The ASPIS setup consists of
1. A trolley face of 3.2cm made from mild steel,
2. the fission plate which has various aluminium plates,
3. a graphite plate of 30.5cm which is separated from the trolley by a 8.4cm
void region on one side and by a 2.2cm void region from the fission plate,
4. a water cell (27.3cm) which contains a 6.3cm steel plate,
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5. two steel plates of thickness 5.1cm which are separated by a 0.8cm void
region that represents the reactor pressure vessel,
6. then a 40cm polythene block, and
7. a 60.0cm biological shield.
In the experimental setup, detectors were placed in various locations in the ASPIS
array, but away from the fission plate. There are further cases of this experimental
benchmark which contain a cranked duct, but these have not yet been modelled.
The geometry is shown in figure 3.14, and the material compositions in table 3.6,
the material setup is detailed in table 3.5 and is based upon the primary Rolls
Royce benchmark case for shielding; see Rolls Royce Group (1998) and Warner
and de Oliveira (2000).
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Figure 3.14: Configuration of ASPIS without a Cranked Duct as described in Rolls
Royce Group (1998).
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Table 3.5: Radial Shield Components with Dimensions in the ASPIS trolley.
Assembly Component Thickness Material Material
Reference No
Trolley face 3.2 mild steel with 1
aluminium window 2
of radius 56.1 cm
Void 8.4 - -
Graphite 30.5 graphite 3
Void 2.2 - -
Fission plate front cover 1.2 Aluminium 4
void 0.1 - -
blank 0.1 Aluminium 4
fuel strips 0.2 fuel 5
rear cover 1.3 Aluminium 4
Void 0.5 -
Water cell front face 1.9 Aluminium 4
water gap 4.9 water 6
thermal baffle 6.3 stainless steel 7
water gap 11.7 water 6
rear face 2.5 mild steel 8
Void 0.5 - -
RPV plate 1 5.1 mild steel 9
void 0.8 - -
plate 2 5.1 mild steel 9
Cavity 12.5 - -
Polythene slab front face 0.2 aluminium 4
polythene 15.2 polythene 11
rear face 0.2 aluminium 4
Polythene blocks 25.4 polythene 11
Biological shield 60.0 concrete 10
All components have a cross-sectional area of 182.9 cm wide by 191.0 cm high.
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Table 3.6: Composition of materials used in the MCNP model of the ASPIS trolley.
Material Material Density Element Atom Fraction
Reference No
(
gm/cm3
)
Mild Steel 1 7.835 Fe 0.9781
Mn 0.0110
C 0.0102
Si 0.0007
Aluminium 2 2.700 Al 1.0000
Graphite 3 1.650 C 1.0000
Aluminium 4 2.666 Al 0.9959
Si 0.0014
Fe 0.0027
Fuel 5 3.256 Al 0.9721
U235 0.0260
U238 0.0019
Water 6 1.000 H 0.6667
O 0.3333
Stainless Steel 7 7.900 Fe 0.6909
C 0.0011
Ni 0.0933
Cr 0.1855
Ti 0.0021
Si 0.0121
Mn 0.0143
S 0.0002
P 0.0005
Mild Steel 8 7.860 Fe 0.9952
Mn 0.0023
C 0.0020
P 0.0002
S 0.0003
Mild Steel 9 7.850 Fe 0.9816
Mn 0.0075
C 0.0106
H 0.0003
Concrete 10 2.242 Si 0.2260
Fe 0.0021
H 0.1461
O 0.5809
Al 0.0042
Ca 0.0334
Na 0.0003
K 0.0005
S 0.0019
Mg 0.0021
C 0.0025
Polythene 11 C 0.3333
H 0.6667 107
The fission source is annular and calculated from the reference distribution shown
in table 3.7. This source was normalised by multiplying the volume of the indi-
vidual annular volume to enable determination of detector counts per second per
NESTOR Watt. A general source can be obtained by considering the source energy
as a function of the annulus.
Table 3.7: Annular Neutron Source Distribution for Plate Power of one Watt.
Outer radius (cm) Source (n/cm3/sec/Plate Watt)
0
5 5.97×107
10 5.95×107
15 5.75×107
20 5.50×107
25 5.29×107
30 4.94×107
35 4.61×107
40 4.21×107
45 3.86×107
50 3.55×107
56.5 1.26×107
In the experimental setup two detectors were used: a hydrogen detector and a BF3
detector with an energy range from 13.5 to 1.0× 10−10MeV . These detectors are
yet to be modelled as the data has not been obtained.
3.8.2 Solutions of the ASPIS Benchmark
Figure 3.15 shows the full domain for the thermal energy scalar flux which can
be seen in figure 3.16. The normalisation in the shield array can be seen with
neutrons advecting towards the boundaries. Figure 3.16 shows the flux distribution
is relatively isotropic in the xy on the plane z = 42cm. The annular nature of the
source can also be seen in figure 3.16.
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Figure 3.15: ASPIS full solution for a P1 angular expansion for the thermal energy
group showing the entire array. The light blue in this figure shows
where the majority of the flux is distributed and a cut in this area is
shown in figure 3.16.
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Figure 3.16: ASPIS full solution: cut through the thermal energy group at z =
42cm.
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In the future, this benchmark can be improved by comparing different data sets for
example the BUGLE and JEFF cross section libraries for shielding calculations.
In this benchmark, only the CASK libraries were considered because the fewer
energy groups for neutrons and gamma photons reduce the computational time to a
sensible level. Acquisition of the response data would enable a proper comparison
to be carried out against the experimental data and other transport codes such as
ATTILA and McBEND.
3.9 The C5G7MOX Eigenvalue Benchmark
C5G7MOX is a reactor physics benchmark published by the Nuclear Energy Agency
(NEA). This provides a realistic benchmark which tests various transport codes us-
ing a variety of methods such as Monte Carlo, deterministic first order, diffusion
codes, etc, see Nuclear Energy Agency (2003). The geometry is based on a pres-
surised water reactor with 16 fuel assemblies (using symmetry so only four assem-
blies need be modelled with reflective boundary conditions) and using a mixture
of fuel types and enrichments. The materials used are representative of modern
reactors, where Plutonium in the form of a mixed oxide (MOX) fuel is used to
increase the fissile material for burning.
3.9.1 Problem Specification
The geometry of the problem is described in figure 3.17: There is a 17× 17 array
of fuel pin cells within each fuel assembly (two MOX and two UO2). The size of
problem is 64.26× 64.26 for the quarter core. The rest of the core is modelled by
using reflective boundary conditions on the lines x = 0 and y = 64.26. Each fuel
cell has fuel within a circle of radius 0.54cm embedded in a 1.26cm square. The
rest of the fuel pin contains moderating material, in this case water. Figure 3.18
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Figure 3.17: The two dimensional benchmark geometry for the MOX-UOX fuel
assembly with reflective boundary conditions.
shows the layout and materials used in the C5G7MOX benchmark.
3.9.2 Homogenised Fuel Pins (Smeared) SUPG Solutions
The smeared results for an SUPG spatial discretisation are presented in this sec-
tion. The discretised mesh used consists of 1704 elements using triangular and
bilinear elements, triangles are used to model the fuel pin cells and linear quadri-
lateral elements are used elsewhere in the reactor.
RADIANT produces a −0.3641% error in k-effective compared to that of the ref-
erence solution produced by MCNP for the P7 angular discretisation. The applica-
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Figure 3.18: The material locations in the homogeneous benchmark problem. The
different colours represent the various fuel types present (various en-
richments of MOX and UOX fuel and guide tubes with purple repre-
senting the moderator). For more details, see Nuclear Energy Agency
(2003).
Spherical Harmonic Expansion Number of Moments Eigenvalue.
P1 3 1.1700
P3 10 1.1810
P5 21 1.1819
P7 36 1.1822
MCNP Reference 1.186550
Table 3.8: Eigenvalues for Various Angular Expansions (Using 10404 elements
in the finite element expansion of the spatial domain for the smeared
SUPG case).
tion of first order methods using a SUPG discretisation is further illustrated in 3.9
where the eigenvalues for various spatial expansions are shown. The homogenisa-
tion used produces errors in this benchmark, where a simple averaging was applied
over the fuel pin cells.
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Elements Angular Expansion Eigenvalue
2704 1 1.17000
10404 1 1.17383
23409 1 1.17546
23409 7 1.19759
Table 3.9: Eigenvalues from Various Spatial Expansions for the Smeared
C5G7MOX benchmark problem.
3.9.3 Heterogeneous Diffusion Results
These results are calculated using two radiation diffusion codes BEANS and Fluidity-
radiation developed at Imperial College. These have been constructed to compare
the results against RADIANT-1.0 and RADIANT-1.1 and both use the same nu-
merical methods.
Results are only shown for the fast and thermal energy groups for the fluxes of
a fine mesh. Figure 3.19 shows the scalar fluxes for the first and seventh energy
Figure 3.19: C5G7MOX Flux Distribution for diffusion result for (from left to
right) energy groups 1 and 7.
group respectively demonstrating the thermalisation of the neutrons.
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Elements Eigenvalue
45373 1.184285
121669 1.183847
316744 1.183652
Table 3.10: Eigenvalues from Various Spatial Expansions for the Diffusion solu-
tions to the C5G7MOX benchmark problem.
Table 3.10 shows the spatial convergence of the eigenvalue for the use in diffusion
theory solutions. The diffusion theory result produces eigenvalues with a relatively
good accuracy (in the order of 1.0× 10−2) compared to the benchmark solution.
3.9.4 Full Heterogeneous Benchmark using RADIANT
Here, we present the results for the full benchmark case using the transport code
RADIANT for a P1 and P3 angular expansion. These angular expansions were
chosen to calculate the diffusion approximation P1 and compare it against a calcu-
lation which uses more transport effects. Higher expansions were not possible due
to current constraints on computer hardware and lack of a matrix free solver; this
is a subject of current research on RADIANT. The mesh was discretised using a
mixture of quadrilateral and triangular linear finite elements. The mesh for solving
was the coarse mesh from above and consisted of 45373 elements, 29496 continu-
ous nodes and 149124 discontinuous nodes for the subgrid scale formulation.
A fine mesh for a P1 expansion in angle was also tested for the benchmark prob-
lem. Due to the large size and uniform construction of the mesh in material re-
gions, it was refined using diffusion theory to obtain a mesh with fewer elements
than the original solution, but with the geometry of the pin-cells still being pre-
served. The flux distribution for the thermal energy group is shown in figure 3.20
with the associated mesh for this calculation shown in figure 3.21. A comparison
of RADIANT with other transport codes is shown in table 3.22. This demonstrates
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that RADIANT shows very good agreement with the reference solution and other
numerical codes.
Figure 3.20: C5G7MOX Flux Distribution for fine mesh for Group 7 for the
45, 373 elements and P1 angular expansion case.
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Figure 3.21: C5G7MOX mesh for the fine mesh case consisting of 45, 373 ele-
ments and a P1 angular expansion.
Figure 3.22: The eigenvalue per cent error for the C5G7MOX benchmark for the
codes specified in the benchmark, RADIANT and the SGS diffusion
code BEANS.
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Code Eigenvalue Percent error
Reference MCNP 1.18655 0.003
APOLLO2 1.186 −0.0311
CRONOS2-SN 1.183 −0.267
CHAPLET 1.186 0.000842
TWODANT 1.186 0.0107
DeCART 1.186 0.00421
CRX 1.188 0.133
MCCG3D 1.186 0.00168
WIMS-SH SUHAM-2D 1.186 −0.0224
VARIANT-ISE 1.187 0.0762
VARIANT-SE 1.184 −0.135
PARTISN 1.186 −0.0152
PERICLES 1.186 0.00253
DORT-ORNL 1.184 −0.134
HELIOS 1.193 0.569
RADIANT 45373 elements 1.183 0.00238
RADIANT 67535 elements 1.186 −0.000246
Table 3.11: Eigenvalues and their errors for the C5G7MOX eigenvalue benchmark
for a selection of transport codes and RADIANT.
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3.9.5 Conclusions from the C5G7MOX Benchmark Problem
The coarse solution for P3 diverged from the benchmark reference whereas the P1
solution had good accuracy as seen in table 3.12. Further work is required to carry
out convergence analysis of the angular expansion on a finer mesh which more
accurately defines the pin-cells. This is currently not possible because it would
require a parallel implementation of RADIANT to tackle the large problem size.
The eigenvalues for the various benchmarks in the heterogeneous cases are given
in table 3.12 which displays the eigenvalues for various mesh sizes and angular
moments.
Elements Angular Expansion Eigenvalue
45373 P1 1.183716
45373 P3 1.190275
67535 P1 1.186842
67535 P3 1.186770
MCNP Reference 1.186550
Table 3.12: Eigenvalues from Various Spatial Expansions for the Transport solu-
tions to the C5G7MOX benchmark problem. The details of the various
methods used can be seen in, see Nuclear Energy Agency (2003), and
include deterministic methods using methods of characteristics, colli-
sion probability methods and numerous SN −DG codes.
The lower order mesh on a P3 angular expansion overshoots the benchmark value,
whilst the P1 solution on the lower order mesh undershoots the reference. A higher
order angular discretisation should start to converge on the reference eigenvalue,
however, would require the use of further computational resources and methods
for example a matrix free multigrid solver and these are not available yet.
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3.10 Conclusions
This chapter demonstrates the benchmark cases used within RADIANT and the
various principles and implementations of both new algorithms deployed in RA-
DIANT. This chapter also details the validation and verification of RADIANT to
ensure maximum software quality. Although this has been a major development
for RADIANT there is much more still to do. Unit tests need to be constructed to
test every subroutine which, apart from a few functions, could not be tackled due to
time restraints. The pre-processing needs to be further improved, with the possibil-
ity of constructing a new framework for RADIANT in the Fluidity codebase. This
would enable a quick way to take advantage of the methods being developed in
Fluidity and facilitate the use of new methods for the solution of both the transport
and diffusion equations.
Currently RADIANT has not undergone any analytical tests using the Method of
Manufactured Solutions (MMS); however, this will be necessary in the future.
MMS has not been implemented because, without the development of a Python
interface, the source would have to be hard-wired into the code for each case.
Various analytical benchmarks have been run with widely used code comparison
benchmark cases which were sufficient to demonstrate the methods used in this
thesis. The deterministic code ATTILA, see Pautz (2001), has had MMS applied
to test the convergence of various norms and integral quantities. Also, a bench-
mark suite has been constructed using discrete ordinates codes which can also be
applied to RADIANT, see Schunert and Azmy. These methods for verification
are important especially for adaptive meshes because the reference solution is ex-
tremely hard to obtain, due to computational resource constraints, when a very fine
spatial mesh or high angular resolution can easily exceed hardware capacity for a
non-parallel code. Other benchmarks are considered in the remaining chapters of
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this thesis and these also show the convergence of the various methods which can
be used in RADIANT.
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CHAPTER 4
QUADRATIC INNER ELEMENT
SUBGRID SCALE
DISCRETISATION OF THE
BOLTZMANN TRANSPORT
EQUATION
Synopsis
Multi-scale methods offer an approach to efficiently resolve the spatial dimensions
of the BTE by separating the solution into its coarse and fine scales. This for-
mulates a solution where only the computationally efficient coarse scales need to
be solved. This approach was shown to generate efficient and stable solutions,
and this chapter continues its development by formulating higher order quadratic
finite element expansions over the continuous and discontinuous scales. Here, it
is shown that a solutions convergence can be improved significantly using higher
order basis functions.
This chapter is published in the Annals of Nuclear Energy as Quadratic Inner Element Subgrid
Scale Discretisation of the Boltzmann Transport Equation by C.M.J. Baker, A.G. Buchan, C.C.
Pain, B. Tollit, M.D. Eaton and P. Warner; Baker et al. (2012)
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4.1 Introduction
The application of the finite element method for discretising the spatial domain of
the Boltzmann transport equation has undergone much investigation. A compre-
hensive review of finite elements using both continuous and discontinuous meshes
is presented in the paper by Hughes et al. (2000). The continuous and discon-
tinuous methods share a number of common attributes, such as being based on
piece-wise polynomial basis functions, their formulations mean they inherit quite
different properties in terms of their accuracy, stability and efficiency. Most ap-
plications of finite elements for the transport equation have centred on using dis-
continuous finite elements which increase the number of unknowns, but result in
an accurate method despite the advective nature of the equation. Conversely, the
continuous methods have a smaller number of unknowns, but are less stable un-
less extra stabilisation is used (which further increases computational time). The
formulation in this chapter closely follows the scheme developed in Buchan et al.
(2010) with the development of an inner element subgrid scale (SGS) method that
aims to combine the advantages of continuous and discontinuous finite element
methods. This paper used low order linear basis functions applied to fixed source
problems demonstrating their convergence. However, in this chapter it is shown
how this method can be extended to higher order subgrid scale schemes applied
to a greater range of problems. The subgrid scale methods are then applied to a
number of benchmark problems using various materials such as highly scattering,
optically thick and thin media for fixed source and eigenvalue problems.
In resolving a partial differential equation (such as the transport equation) through
the finite element method, the problem domain is discretised into a finite number
of non-overlapping elements, over which a solution is sought using expansion of
polynomial basis functions. The fundamental difference between the discontinu-
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ous and continuous finite element methods lie with the former allowing disconti-
nuities to form in its solution across all element interfaces. Whilst this generally
serves to increase the stability of the scheme, by reducing the severity of unphys-
ical oscillations forming in advection dominated problems, it comes at a cost of
dramatically increasing computational expense. Continuous schemes, on the other
hand, are generally more efficient, but can lack the stability properties that are
inherent in the DG methods. In particular, the formation of Gibbs oscillations
in highly advective problems together with shock oscillations that form across
sharp solution gradients can easily pollute an approximation obtained through a
CG scheme. Methods introduced that reduce these oscillation include SUPG, as
shown by Hughes and Mallet (1986a) and Galerkin least squares, see Hughes et al.
(1989). These essentially add artificial diffusion in the streamline direction of the
solution, and this serves to smooth the unphysical oscillations that form in the high
streaming regions of a problem. Similarly, shock capturing methods, see Hughes
and Mallet (1986b), have also been introduced to mitigate the unphysical oscilla-
tions that form over regions with high solution gradients by adding diffusion in the
direction of the solution’s gradient. Whilst all these methods have been applied
with great success to a number of applications, see Akin and Tezduyar (2004),
Franca et al. (1992), Brooks and Hughes (1982), Codina (1998), Hughes et al.
(1989) and Pain et al. (2006a), their use does add additional costs to obtaining a
solution. Furthermore, shock capturing methods will introduce non-linearity into
the formulation. This, again, will increase the costs of obtaining a solution since
an iterative process will be required whereby the linear system (of the discretised
partial differential equation) is continuously solved in order to feed in the solu-
tion’s gradient into the shock capturing method. This process is continued until
the solution converges and so the additional computational costs lie in the fact that
many solutions have to be calculated.
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Alternative approaches to these types of stabilising methods are via the subgrid
scale, or multi-scale, formulations. In these schemes, two or more discretisations
are blended together with the intention of retaining the good properties (such as
stability, accuracy and efficiency) from them. In general, the scheme represents
a solution using discretisations that resolve its coarse and fine scales. Only the
coarse scales are resolved as these are efficient to calculate, but their solution has
the fine scale discretisation embedded within them in order to retain accuracy.
These methods were first introduced by Hughes (1995) and Hughes et al. (1998)
who set out the general multi-scale formulation by combining a finite element for-
mulation (coarse scale) with an embedded Green’s function within each element.
Other methods soon emerged with formulations based on using low order con-
tinuous and discontinuous finite element functions. In Labeur and Wells (2007)
and Sangalli (2004), a discontinuous finite element discretisation was manipulated
that generated a continuous representation using only the nodes that are associ-
ated on element boundaries. This, therefore, retained much of the stability of the
DG scheme, but the costs in obtaining its solution were reduced as the number of
unknowns in its formulation was kept relatively low. A similar approach was de-
veloped by Buchan et al. (2010) and Candy (2008) that enveloped the DG method
within the CG framework by placing constraints on the DG unknowns so that they
did not communicate between nodes on neighbouring elements. Instead, the DG
unknowns would communicate only through the continuous variables. This es-
sentially allowed the DG variables to be eliminated from the calculation, thus re-
moving a significant number of unknowns. Other multi-scale methods include the
use of bubble functions, described in Arnold et al. (1984) and Brezzi et al. (1992),
where a quadratic bubble function (e.g. the second order finite element function
relating to the mid point of a quadrilateral element) would be added to a low order
linear set of finite element basis functions and subsequently eliminated from the
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formulation in a process known as static condensation, see Baiocchi et al. (1993).
These methods have been shown to successfully stabilise solutions in advection-
diffusion-reaction equations as shown by Brezzi et al. (1992). However, they can
become problematic in pure advection problems. This is due to their symmetry
forming a zero in the diagonal of the global matrix at the position associated with
the bubble function, thus preventing their elimination from the system. Remedies
for this include the use of non-symmetric bubble functions that bias their contribu-
tion to the solution in the upwind direction, see Hughes (1995), and Franca et al.
(1998). Furthermore, the use of discontinuous basis functions with upwinding
which is coupled into a continuous framework has been explored by Warsa (2008)
for radiative transfer although this is not a true subgrid scale method.
Methods based on high order basis functions have been implemented predom-
inately for the discontinuous Galerkin method, for example Wang and Ragusa
(2011) use higher order polynomials in a discontinuous SN formulation to dis-
cretise the Boltzmann transport equation and considered polynomials up to quartic
order for the interpolation functions. These class of methods lead to spectral ex-
pansions, as shown in Karniadakis and Sherwin (1999), which use coarser meshes
with a greater number of unknowns in each element. High order basis functions
are advantageous in that they increase the convergence of the solution error com-
pared to linear basis functions. Indeed, for elliptic problems higher order elements
have exponential convergence, see Babuska and Suri (1994) and Rachowicz et al.
(2006), as well as good convergence over mesh refinement for hyperbolic systems
such as advection-diffusion-reaction equations, see Solin et al. (2004). This natu-
rally leads to the use of polynomial adaptivity where each element is refined using
an increased polynomial basis function representation. These methods have been
explored in discontinuous methods where the relaxation of the continuity between
elements means that the implementation of these methods are easier, as shown in
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Wang and Ragusa (2011) and Ragusa and Wang (2010). Despite these advantages
the resulting matrices have greater density which might require further computa-
tional resources to find an acceptable solution to the corresponding linear system.
This is due to each element’s contribution to the global matrix being of greater
sizes and also being more dense. There are also issues with hanging nodes as de-
scribed in Heuveline and Schieweck (2007) (which are nodes on an element face
that do not match up to a node in a corresponding element) when trying to imple-
ment high order methods on continuous meshes if different elements have different
polynomial expansions.
In this chapter, we will show that the quadratic multiscale schemes have a thick dif-
fusion limit, matching the ability of discontinuous Galerkin and even parity meth-
ods for highly diffusive regimes, as analysed in Larsen et al. (1986) and Adams
(2000). This is an important property when computational resources are limited
and the mesh sizes must be relatively small. The approach taken here also has sim-
ilarities to that of Labeur and Wells (2007) and Sangalli (2004). The method used
in each of their papers solves for the fluxes between elements rather than solving
the DG equations in a coupled sense.
This reduces the size of the overall matrices, but as a consequence produces an
approximation to the discontinuous solution. Another approach that is similar to
the methods used in this chapter is that by Hughes et al. (2006) which manipulates
the full-scale DG discretisation to generate a continuous coarse representation of
the discontinuous solution, which is spanned by the set of functions associated
with the nodes of the element’s boundaries. This results in the reduction of the
degrees of freedom associated with DG methods and improves the stability of the
continuous discretisation.
The method used here constructs the final solution to be the subgrid scale con-
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tribution added to the continuous formulation of the equations and is formulated
from Buchan et al. (2010). Specific boundary conditions, however, are applied to
the discontinuous solution that forces the fine scale test functions to couple only
between inter-element functions. This allows the easy elimination of the fine grid
terms while providing stability that is required from the scheme. The fine scale
terms are eliminated using static condensation which is then reconstructed after
the coarse scale solution has been solved. It can be shown that when the method is
used in one dimension, the SGS and DG solutions are identical, see Candy (2008).
This chapter describes the subgrid scale method within the following sections.
Section 4.2 outlines the angular discretisation that is used that decouples the angu-
lar directions using a Riemann decomposition resulting in the angularly discretised
transport equation. Section 4.3 describes the subgrid discretisation of the transport
equation, section 4.4 then describes how the higher order functions are used within
the subgrid formulation followed by how this can be used to obtain an error in sec-
tion 4.5. Finally, results are presented that show the abilities of the higher order
methods to resolve the neutron flux 4.6 and the conclusions from this in section
4.7.
4.2 The Angular Discretised Boltzmann Transport
Equation
This section describes the first order Boltzmann Transport equation and the angu-
lar discretisation that is used throughout this work. The method chosen is designed
to enable arbitrary choices of angular discretisation such as Spherical Harmonics,
Discrete Ordinates, see Lewis and Miller Jr (1993) and wavelets, developed by
Buchan et al. (2005) applying a Riemann decomposition to the boundary condi-
tions developed by Buchan et al. (2011) that decouples the directional dependence
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by calculating the eigenstructure of the matrices.
The Boltzmann transport equation may be described for the mono-energetic steady
state case as,
Ω · ∇ψ(~r, Ωˆ) + σt(~r)ψ(~r, Ωˆ) = qex(~r, Ωˆ) +
∫
Ω′
σs(~r, Ωˆ
′ → Ωˆ)ψ(~r, Ωˆ′)dΩ′.
(4.2.1)
The discretisation of the angular dimension is formed by representing the variable
Ω to be discretised into a set of angular basis functions Gj , for j ∈ {1, 2, . . . ,M}
using a Galerkin method which hasM angular moments such that,
ψ(r,Ω) ≈
M∑
j=1
Ψj(r)Gj(Ω). (4.2.2)
This is then weighted by the angular basis functions Gi and integrated over angle to
form a linear system of angular unknowns Ψ that consists of the angular moments
Ψj(r), for j = {1, 2, . . . ,M}, within the angular expansion,
Ax
∂Ψ
∂x
+ Ay
∂Ψ
∂y
+ Az
∂Ψ
∂z
+ HΨ = S. (4.2.3)
The terms Ax,Ay,Az areM×M matrices representing the angular discretised
streaming term. H the isM×M angular discretised matrix containing the scatter-
ing/removal information and S is the vector of sizeM containing the discretised
source. This can be rewritten in a more convenient way in terms of the angular
residual,
R(Ψ) = (A · ∇+ H)Ψ− S = 0, (4.2.4)
where A = (Ax,Ay,Az) are angular Jacobian matrices.
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4.3 The Spatial Discretisation of the Subgrid Scale Model
This section describes the formulation of the inner element subgrid scale method,
aiming to apply mutiscale results to the Boltzmann transport equation over the
spatial discretisation of the variable ~r. The model we will describe is built using
two function spaces based upon the partitioning of the domain V which is given
by the subspace T (V ) which is given by a finite set of disjoint subdomains Vi
for i ∈ {1, 2, . . . , ηQ}. The inner element subgrid scale method decomposes the
angular flux Ψ into the sum of the two fluxes Ψ = Φ + Θ where Φ and Θ
represent the coarse scale and fine scale of the solution respectively, first developed
by Buchan et al. (2010). Previous work restricted the method to two dimensional
linear elements with fixed source problems. Although this has also been expanded
into a full three dimensional method, the results in this chapter also restrict the
formulation to two dimensional results using higher degree polynomial expansions
over the elements for both quadrilateral and triangular elements. This is due to
restrictions in the mesh generator used and to ease presentation. Linear subgrid
scale methods have been extended to three dimensional space. The complexities
in extending to three dimensional space are the formation of the inner surface mesh
for each element and the forming the shape functions.
The coarse domain approximation is within the continuous finite element space
and is spanned by the basis functions Ni with ηN degrees of freedom for i ∈
{1, 2, . . . , ηN} and is given by,
Φ(r) ≈ Φ˜(r) =
ηN∑
j=1
Nj(r)Φj . (4.3.1)
Similarly, the subgrid scale component lies in the discontinuous finite element
space spanned by ηQ set of basis functions Qi, for i ∈ {1, 2, . . . , ηQ},
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Θ(r) ≈ Θ˜(r) =
ηQ∑
j=1
Qj(r)Θj. (4.3.2)
It should be noted that the above spatial discretisation is such that Φj and Θj
represent angular vectors of size M, the terms Nj and Qj are M×M matri-
ces containing their respective finite element functions only along their diagonal
elements. This leads to the full representation of the subgrid scale equations,
Ψ(r) ≈
ηN∑
j=1
Nj(r)Φj +
ηQ∑
j=1
Qj(r)Θj . (4.3.3)
The full set of Galerkin equations are formed by weighting equation 4.2.4 using
both sets of coarse and fine scale trial functions. The full solution’s expansion
4.3.3 is then inserted into equation 4.2.4 and the ηN + ηQ equations are integrated
over V . Finally, making use of the operator’s linearity, the following weak form
equations are formed,∫
V
NiR(Φ) dV +
∫
V
NiR(Θ) dV = 0, ∀ j ∈ {1, 2, . . . , ηN}, (4.3.4a)∫
Ve
QiR(Φ) dV +
∫
Ve
QiR(Θ) dV = 0, ∀j ∈ {1, 2, . . . , ηQ}. (4.3.4b)
Following a Galerkin approach, the expansion is inserted into the angular discre-
tised equations 4.2.3 which results in,
∫
V
NiHΨ dV −
∫
V
∇Ni ·AΨ dV +
∫
Γ
Ni(A · n)Ψ dΓ =
∫
V
NiS dV,
∀ i ∈ {1, 2, . . . , ηN}, (4.3.5a)
and,
∫
Ve
QiHΨ dV +
∫
Ve
QiA · ∇Ψ dV =
∫
Ve
QiS dV,
∀ i ∈ {1, 2, . . . , ηQ}, ∀Ve ∈ T (V ). (4.3.5b)
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Green’s theorem has been applied to the advection term of equation (4.3.5a) result-
ing in the surface boundary integral involving the full solution Ψ, and so comprises
of the terms∫
Γ
Ni(A · n)Ψ dΓ =
∫
Γ
Ni(A · n)Φ dΓ +
∫
Γ
Ni(A · n)Θ dΓ. (4.3.6)
The second term of the above term in equation 4.3.6 can be eliminated with the
strong application Θ = 0 on Γ over the subgrid scale boundary condition. Also, in
equation 4.3.5b the full solution is expanded, but Green’s theorem is only applied
to the advective flux of the subgrid scale solution. The subgrid scale solution uses
discontinuous weighting functions that limits the support to a single element. This
means that the integration is reduced from over the entire domain V to that of the
sub-domain (which is a single element in this work) Ve.
In the equation (4.3.5b), the full solution is expanded but Green’s theorem is only
applied to the advective flux of the subgrid solution Φ. As the support of the
discontinuous weighting functions is limited strictly to a single element, the inte-
gration can be reduced from the domain V to the weighting function’s respective
element Ve, such that∫
Ve
QiHΦ dV +
∫
Ve
Qi∇ ·Φ dV +
∫
Ve
QiHΘ dV −
∫
Ve
∇Qi ·AΘ dV
+
∫
Γein
Qi(A · n)−Θ dΓ +
∫
Γeout
Qi(A · n)+Θ dΓ =
∫
Ve
QiS dV,
∀ i ∈ {1, 2, . . . , ηQ} ∀Ve ∈ T (V ), (4.3.7)
where the integrals over Γein and Γ
e
out address the incoming and outgoing flux at the
element’s boundary. This forms the linear system,A B
C D

Φ
Θ
 =
SΦ
SΘ
 , (4.3.8)
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in which Φ denotes a M× ηN vector containing the angular and spatially dis-
cretised continuous finite element expansion coefficients and Θ is the M× ηQ
vector containing the angular and spatially discretised discontinuous finite ele-
ment expansion coefficients. The dimension of the matrix A in equation 4.3.8
is (M× ηN ) × (M× ηN ), matrix B is (M× ηN ) × (M× ηQ), matrix C is
(M× ηQ) × (M× ηN ) and matrix D is (M× ηQ) × (M× ηQ). The terms
SΦ and SΘ are their corresponding discretised sources. The matrices and source
vector in the system of equations 4.3.8 can be explicitly written as,
Aij =
∫
V
NiHNj dV −
∫
V
∇Ni ·ANj dV
+
∫
Γ
Ni(A · n)Nj dΓ, (4.3.9a)
Bij =
∫
V
NiHQj dV −
∫
V
∇Ni ·AQj dV, (4.3.9b)
Cij =
∑
Ve∈T
∫
Ve
QiHNj dV +
∑
Ve∈T
∫
Ve
QiA · ∇Nj dV, (4.3.9c)
Dij =
∑
Ve∈T
∫
Ve
QiHQj dV −
∑
Ve∈T
∫
Ve
∇Qi ·AQj dV
+
∑
Ve∈T
∫
Γeout
Qi(A · n)Qj dΓ. (4.3.9d)
SΦi =
ηN∑
j=1
∫
V
NiNjSj dV, (4.3.10a)
SΘi =
ηQ∑
j=1
∫
V
QiQjSj dV. (4.3.10b)
The key to the subgrid formulation is that the matrixD relating to the discontinuous
finite elements has no incoming boundary conditions. This effectively decouples
the discontinuous moments that lie on different elements, thus making D block
diagonal and very efficient to invert. It is therefore possible to invert D in equation
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4.3.8 and express the discontinuous finite element solution as,
Θ˜ = −D−1CΦ˜ + D−1S˜Θ. (4.3.11)
Finally, replacing this expression into equation 4.3.8, a system of equations involv-
ing only the continuous variables result,
(
A− BD−1C) Φ˜ = S˜Φ − BD−1S˜Θ. (4.3.12)
Being expressed only in terms of the continuous finite element solution, the sub-
grid scale formulation is more efficient than the discontinuous FE method to store
in memory and solver times, but provides a solution that enables discontinuities to
occur. Discontinuities do not necessarily occur at element boundaries unless there
is insufficient resolution in the mesh.
4.4 Quadratic Subgrid Scale Schemes
This section describes practical details on implementing the quadratic subgrid for-
mulation. Within this description both quadrilateral and triangular elements are
considered, in which we will use the notation Q to denote quadrilateral elements
and P to denote triangular elements. For example, Q1 − Q2 − SGS uses linear
quadrilateral elements for the coarse scale and quadratic quadrilateral elements on
the fine scale and produces the full solution over a quadratic discontinuous mesh.
An example of a quadratic quadrilateral finite element is shown in figure 4.1. As
can be seen, quadratic quadrilateral elements contain a bubble function which is
not on any of the faces of the element. Within triangular elements there are no
bubble functions for the quadratic elements. However, such a function can be
added by increasing the order of the expansion to cubic order.
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Figure 4.1: Quadrilateral finite elements: Linear (Left) and Quadratic (Right) with
the bubble function being node 9.
4.4.1 The Linear Continuous Quadratic Discontinuous Subgrid Scale
Scheme
One of the methods developed here uses linear continuous and quadratic discon-
tinuous functions to resolve the coarse and fine scales of the SGS formulation, re-
spectively. These have been developed within two and three dimensional domains
using quadrilateral and triangular elements.
This has been developed for two dimensional and three dimensional elements.
This approach results in the element integrals being over linear and quadratic finite
elements in the global system of equations. For example, the advection term in the
x direction for the C matrix in equation 4.3.8 is
Cadvecxij =
∫
V
Qi
∂Nj
∂x
AxdV (4.4.1)
which results in integrals over elements without the same number of nodes. To
calculate this integral the quadrature of the basis functions for the coarse and fine
solutions must be the same.
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4.4.2 The Quadratic Continuous and Discontinuous Subgrid Scale
Scheme
In this scheme quadratic elements are used for both the continuous expansion and
the discontinuous expansions. Within the quadratic - quadratic SGS scheme for
quadrilateral and hexahedral elements, bubble functions appear within the finite
element. These bubble functions have the unfortunate property that the continuous
part and the subgrid part are the same. Therefore, when adding the contributions
from the subgrid scale into the coarse scale right hand side vector they cancel
each other out, and become a zero term in the global sparse matrix. This can be
extremely problematic on the diagonals in the global matrix, as this would then
blow up any solver being used to solve the discretised equations. To prevent this
from occurring, the bubble functions are included only in the continuous coarse
scale solution. For example, in figure 4.1 the bubble function at node 9 can be
ignored for the continuous or subgrid scale to result in non-singular matrices.
4.4.3 Galerkin Projection of Solution and Source Terms
In finite element methods that use multiple basis functions there is often a need
to be able to convert variables such as neutron fluxes and scattering source terms
from one set of basis functions to another. This could be achieved through linear
interpolation. For example, in converting from a one dimensional linear line ele-
ment to a quadratic line element, the middle node will be the average of the two
end point nodes. However, this is not conservative and will lead to a loss of accu-
racy, especially in higher dimensional elements. This leads an alternative approach
which uses the conservative Galerkin Projection method. This approach takes the
two variables which are defined over two separate basis functions, but are equal to
136
each other (with some small error). It therefore aims to achieve,
ψa ≈ ψb, (4.4.2)
where a and b are our two function spaces over which the finite element basis
functions are defined. Over a single element, the linear combination of the basis
functions and the variable values at the corresponding node will be the same, so
therefore,
ηa∑
j=1
Najψ
a
j ≈
ηb∑
j=1
Nbjψ
b
j , (4.4.3)
where Ni are the basis functions over their respective spaces and ηa and ηb are the
expansions of the first and second basis functions. Premultiplying both sides by
the function space in which we want to project gives,
Nbi
ηa∑
j=1
Najψ
a
j ≈ Nbi
ηb∑
j=1
Nbjψ
b
j . (4.4.4)
Integrating over the element gives,∫
V
Nbi
ηa∑
j=1
Najψ
a
j dV ≈
∫
V
Nbi
ηb∑
j=1
Nbjψ
b
jdV, (4.4.5)
which in matrix form is expressed as,
Mbaψa ≈Mbbψb. (4.4.6)
This can now be pre-multiplied by the inverse ofMbb to give an expression of ψb
in terms of ψa,
ψb = Mbb
−1
Mbaψa. (4.4.7)
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4.5 Approximating Errors using a Subgrid Scale
Approach from Linear - Linear to a Quadratic
Approximate Solution
The use of higher subgrid scale methods together with the process of static conden-
sation could be used to obtain a higher order (improved) representation of the solu-
tion. For example, a quadratic variation over the mesh could be calculated from the
solution arising in the linear - linear subgrid scale schemes. This quadratic varia-
tion can then be used to approximate the error in the solution by taking the differ-
ence in the two solutions. In this chapter only quadratic elements are considered.
The correction of the discontinuous subgrid scale mesh can then be calculated by,
Ψ˜imp = −D−1q CqlΦ˜l + D−1q S˜Θq + M−1qq MqlΨl, (4.5.1)
where Ψ˜imp is the improved solution, M is the mass matrix, the matrices A,B,C
and D are the same as defined in equation 4.3.8 and the indexes l and q refer to the
linear and quadratic meshes respectively. This is calculated for each element in the
finite element approximation (where the original solution uses a linear FE approx-
imation). This is solved by using the original finite element solution using linear
elements as boundary conditions. If the original problem used quadratic finite el-
ements, then cubic finite elements would be used for the smoothing. It should be
noted that this method may only apply to the continuous part of the solution which
does not have the lower order subgrid scale correction. The only new informa-
tion required to form this error estimate is the projection of the linear solution and
sources to a quadratic mesh and the specification of the shape functions. This is
then stored as an improved solution to guide mesh adaptivity or act as a diagnostic.
The source term in equation 4.5.1 is obtained via Galerkin Projection enabling
the source from the linear multigroup equations obtained via source iteration to
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be used for the quadratic solution remaining conservative. Approximate errors
can then be used to guide adaptive methods Giles (1997a) and Wang and Ragusa
(2011).
4.6 Results
Within this section, we demonstrate the abilities of higher order inner element
SGS schemes across a range of transport problems such as fixed source (shielding)
calculations and eigenvalue calculations.
4.6.1 Thick Diffusion Limit
This section demonstrates the ability of the SGS schemes to model problems with a
thick diffusion limit. As the even parity method has been shown to have a diffusion
limit this is used as a benchmark together with the linear SGS scheme developed
by Buchan et al. (2010) which describes the linear - linear SGS scheme having
a diffusion limit. This analysis will now be extended to that of the other SGS
schemes described within this chapter.
The Thick diffusion limit was tested on a 10cm× 10cm two dimensional domain
discretised with ten elements in each direction. The domain consists of a single
material which is purely scattering with cross sections σt = σs = 100cm−1 and
an isotropic source of 0.01 particles/cm2s throughout. Vacuum boundary condi-
tions are then applied to all of the surfaces within the problem. The domain was
discretised with 10 elements in each direction to match that of Larsen et al. (1986)
using the first numerical example in that paper (extended to a 2D domain). This
ensures that the elements meet the conditions for a thick diffusion for this problem.
The fine solution that this is compared against consists of a P1 angular expansion
in the even parity equations and 40, 000 elements.
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Figure 4.2: Exact solution with even parity (top left), Q1 −Q1 − SGS scalar flux
(top right), Q1−Q2−SGS scalar flux (bottom left), Q2−Q2−SGS
scalar flux (bottom right).
Figure 4.2 shows the scalar flux profiles for the quadratic correction scheme, linear
- quadratic SGS and the pure quadratic SGS schemes. These solutions are in close
agreement with the high resolution solution (from the even parity method). This
result is shown in more detail in the graphs in figure 4.3 which contains line plots of
the scalar flux through the diagonal of the problem (x = 0, y = 0 to x = 10, y =
10). The points of the solution from the subgrid scale methods are close to the
exact solution, without any errors in the solution including those on the boundary.
It was shown by Larsen et al. (1986) that errors can form near the boundary due
to the diffusion limit being lost for outward fluxes. This example shows that the
various subgrid discretisations have a thick diffusion limit. Figure 4.4 shows the
difference between the fine mesh solution and the subgrid scale schemes presented
in this example. The higher order schemes show less difference to the fine mesh
solution with the Q1 − Q2 − SGS and Q2 − Q2 − SGS showing the smallest
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Figure 4.3: Line Cut through the diagonal of the problem for the diffusion limit
test. This figure shows that the scalar flux for the coarse resolution
and the fine resolution using a code that has a proven diffusion limit
match exactly which means that the higher order subgrid scale schemes
also have this limit and therefore coarse meshes may be used in highly
diffusive regimes.
difference. The Q1 − Q2 − SGS solution difference oscillates greater than the
Q2 −Q2 − SGS scheme; although in the latter scheme the scalar flux difference
has a greater smoothness.
4.6.2 BWR Fuel Cell Eigenvalue Calculation
The first eigenvalue problem considered is that based upon an infinite array of
boiling water reactor fuel cells to calculate the eigenvalue kinf by Stepanek et al.
(1983).
The geometry of this problem is shown in figure 4.5 and the corresponding material
cross-sections are listed in table 4.1. The problem domain is of size 8.9 × 8.9cm
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Figure 4.4: Absolute difference in the line cut through the diagonal of the problem
for the diffusion limit test.
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Figure 4.5: The problem domain of the BWR benchmark problem.
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and contains a 5.9 × 5.9cm fuel section. The fuel is surrounded by moderator,
and this has reflective boundary conditions applied to all sides in order to resolve
an infinite array of pins. The two regions containing the fuel and moderator have
their energy dependence condensed into two energy groups of fast and thermal
neutrons.
The convergence analysis was carried out using a P3 angular expansion, of which
the exact eigenvalue is 1.214 using even parity transport on a high resolution mesh,
using the transport code EVENT and described in Oliveira (1986).
νΣfcm
−1 Σg→1 Σg→2 Σt χ
Group 1 (g) Fuel 6.203E-3 1.78E-1 1.002E-2 1.96647E-1 1.0
Moderator 0.0 1.995E-1 2.188E-2 2.22064E-1
Group 2 (g) Fuel 1.101E-1 1.089E-3 5.255E-1 5.96159E-1 0.0
Moderator 0.0 1.558E-3 8.783E-1 8.87874E-1
Table 4.1: The material properties of the two energy group BWR Cell benchmark
problem. In this table, the cross sections are in units cm−1.
The graphs in figure 4.6 demonstrate the eigenvalue convergence for the BWR
cell benchmark problem, with faster eigenvalue convergence on the higher order
schemes, as would be expected.
The BWR cell benchmark problem has converged on the lowest resolution for the
Q2 − Q2 − SGS discretisation. This is partly due to the nature of the problem
whose solution is quadratic in nature and so this discretisation is suited to this
problem very well, and indeed many pin cell type problems. In looking at the
convergence rates it is shown that, although the gradient of the Q1 − Q2 − SGS
scheme is not as sharp as the full quadratic scheme (which is to be expected), this
offers advantages as it effectively accelerates the convergence of the eigenvalue
without a great deal of added computational time, as is the case in the full quadratic
schemes.
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Figure 4.6: Eigenvalue Convergence for the BWR Cell Benchmark. This figure
shows the eigenvalue convergence of the benchmark problem show-
ing excellent convergence for the quadratic schemes. On the top, the
eigenvalue convergence is shown with the associated error against the
benchmark solution and on the bottom the error is plotted against the
computational time using RADIANT. The error is against the MCNP
benchmark solution.
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Fast Neutrons Thermal Neutrons Eigenvalue
Fuel Moderator Fuel Moderator
MCNP Reference 1.0 0.9269 0.3527 0.4514 1.2127
RADIANT
Mesh 1 P7
Q1 −Q1 − SGS 1.0 0.9314 0.3541 0.4506 1.2138
Mesh 1 P7
Q1 −Q2 − SGS 1.0 0.9313 0.3540 0.4515 1.2135
Mesh 1 P7
Q2 −Q2 − SGS 1.0 0.9304 0.3535 0.4532 1.2127
Mesh 2 P5
Q1 −Q1 − SGS 1.0 0.9352 0.3548 0.4544 1.2132
Mesh 2 P5
Q1 −Q2 − SGS 1.0 0.9352 0.3547 0.4545 1.2132
Mesh 2 P5
Q2 −Q2 − SGS 1.0 0.9352 0.3547 0.4546 1.2131
Mesh 3 P1
Q1 −Q1 − SGS 1.0 0.9686 0.3650 0.4499 1.2142
Mesh 3 P1
Q1 −Q2 − SGS 1.0 0.9313 0.3540 0.4515 1.2142
Mesh 3 P1
Q2 −Q2 − SGS 1.0 0.9304 0.3535 0.4532 1.2142
Table 4.2: Normalised Averaged Fluxes for the BWR cell problem against the
Monte Carlo code MCNP.
Table 4.2 compares various angular and spatial discretisations against the Monte
Carlo code MCNP. The strong transport effect of this benchmark is clear as the
P7 spherical harmonic expansions produce results closer to the reference solution
compared to the lower angular resolutions. Indeed, the higher mesh resolutions
do not increase the convergence compared to the angular expansion. This is due
to the relatively simple geometry in the problem which produces a solution that is
quadratic in nature and so is easily approximated by the quadratic functions. This
can be seen in figures 4.7 and 4.8 in which the discontinuities in the solution using
the pure quadratic SGS are almost eradicated.
The scalar flux profiles in figure 4.7 and 4.8 shows the discontinuities in the so-
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Figure 4.7: Scalar fluxes forQ1−Q1−SGS,Q1−Q2−SGS andQ2−Q2−SGS
respectively for the fast group of the BWR eigenvalue benchmark using
mesh 1 and a P7 angular expansion.
Figure 4.8: Scalar fluxes forQ1−Q1−SGS,Q1−Q2−SGS andQ2−Q2−SGS
respectively for the thermal group of the BWR eigenvalue benchmark
using mesh 1 and a P7 angular expansion.
lution, in particular for the lower order subgrid scale schemes. The quadratic ele-
ments has been split up in theQ1−Q2−SGS andQ2−Q2−SGS subgrid schemes
to show the variance in the flux more clearly. TheQ1−Q2−SGS scheme removes
some of the discontinuities which appear in the purely linear method; however, the
pure quadratic subgrid scale method almost eradicates the discontinuities for this
coarse mesh.
4.6.3 IAEA Single Group Benchmark Problem
This IAEA benchmark was designed to demonstrate the solution of transport prob-
lems as described by Stepanek et al. (1983) for advanced reactor transport calcu-
lations. Its geometry is a two dimensional 96cm by 86cm rectangle consisting of
five regions made of fuel, moderator and shielding. Vacuum boundary conditions
are applied to all of the boundaries in the problem. The benchmarked eigenvalue
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was originally obtained using MCNP and calculated to be 1.0083. This problem
was solved using a P1 angular discretisation and uses a variety of triangular and
quadrilateral elements. The geometry and material data is shown in figure 4.9 and
table 4.3 respectively.
96cm
30
cm
30
cm
86
cm
1 2
43
30cm30cm
5
Figure 4.9: The domain of the IAEA benchmark problem.
Region 1 2 3 4 5
Σt 0.6 0.48 0.7 0.65 0.9
Σs 0.53 0.2 0.66 0.5 0.89
νΣf 0.079 0.0 0.043 0.0 0.0
Table 4.3: Material properties of the IAEA advanced transport benchmark. In this
table, the cross sections are in units cm−1.
Figure 4.10 shows the error of the eigenvalue against the benchmark solution. As
can be seen, the Q2 − Q2 − SGS subgrid scale method demonstrates excellent
convergence with respect to the other discretisations, and the even parity (EVENT)
and continuous Galerkin solutions. Also shown in figure 4.10 are the convergence
rates of meshes using both triangular and quadrilateral elements. These results
show that the P2 − P2 − SGS discretisation has better rates of convergence over
the lower order schemes. Also, the convergence rates for the P1 − P2 − SGS
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Figure 4.10: Eigenvalue Convergence error for the IAEA Benchmark. The con-
vergence of the Q2 −Q2 − SGS discretisation appears off the graph
for the larger resolution due to the error from the benchmark solution
being extremely close to zero. Again, in this figure the higher order
subgrid scale schemes are performing better than the linear schemes,
including with just quadratic in the element and linear globally.
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Figure 4.11: This figure shows the computational time it took to solve the prob-
lem against the relative error in the eigenvalue. This is using a basic
GMRES solver to compare each subgrid scale method for the IAEA
Eigenvalue benchmark problem.
scheme are poor in comparison to the quadrilateral based elements. This could be
due to the accuracies of quadrilateral elements over triangular elements or due to
the lesser degrees of freedom associated with the subgrid contributions. The scalar
flux profiles for this problem are illustrated in figure 4.13.
149
Figure 4.12: This figure shows the number of elements across against the compu-
tational time it took to solve the problem for the IAEA eigenvalue
benchmark problem. The graph shows that the Q2 −Q2 − SGS line
is increasing indicating that eventually it is possible that for a given
accuracy the Q1 − Q1 − SGS and Q1 − Q2 − SGS schemes could
have a better efficiency for a fine spatial resolution.
Figure 4.13: Scalar fluxes forQ1−Q1−SGS,Q1−Q2−SGS andQ2−Q2−SGS
respectively for the IAEA eigenvalue benchmark.
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Figure 4.14: The domain and region partitioning of the Maynard problem.
4.6.4 Maynard High Scattering Problem
This section demonstrates the capabilities of the SGS model in solving realistic
transport problems where high scattering materials are present as in the case of
the Maynard problem (Eaton, 2004; Watanabe and Maynard, 1984). The prob-
lem domain is presented in figure 4.14 and the corresponding sources and material
cross-sections are listed in table 4.4. This problem is explored to see how well the
subgrid schemes can cope with scattering regions such as those within modera-
tors and shielding materials to slow down neutrons so that they can be absorbed.
The problem has a 20.0cm×20.0cm domain and contains an isotropic source of
strength 6.4 particles cm−2s−1 in the central region. The central and outer regions
contain a highly scattering material, with total cross-section σt = 0.2 cm−1 and
isotropic scattering cross section σs = 0.19 cm−1. These regions are separated by
a near void with an absorbing material of σt = 0.001 cm−1. The domain is dis-
cretised with linear quadrilateral elements using P3 spherical harmonics expansion
for the discretisation in angle.
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Figure 4.15: Convergence for the Maynard problem (top: One Norm, bottom: Two
Norm) for various triangular and quadrilateral finite elements. This is
based upon a line cut through the main diagonal of the domain where
errors are likely to occur. The one norm here takes the sum absolute
differences between the solution and a fine mesh solution. The two
norm here takes the root mean squared between the solution and the
fine mesh solution. Note that as the values are interpolated between
data points, this produces some oscillations in the figure.
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Region Source (cm−2s−1) Σt (cm−1) Σs (cm−1)
1 6.4 0.2 0.19
2 0.0 0.001 0.00
3 0.0 0.2 0.19
Table 4.4: Source and material cross-section data for the Maynard problem.
The higher order schemes show better convergence for the Maynard problem (in
figure 4.15) than the lower order schemes and the full quadratic schemes for both
quadrilateral and triangular elements showing excellent convergence. In addition
to this, the linear - quadratic schemes for both quadrilateral and triangular elements
also show improved convergence for the same amount of computational time. This
demonstrates the enhancements this can bring to shielding calculations which need
to be accurate to ensure that leakage from a reactor or cask is kept to a minimum
within the international guidelines. In this example, the triangular elements are
performing better than quadrilateral elements which could be due to the increase in
the number of unknowns in the subgrid equations from the triangular discretisation
of the domain.
Figure 4.16 shows the line cuts through the main diagonal of the problem. The
Q2 − Q2 − SGS scheme, and to a lesser degree the P2 − P2 − SGS scheme
maximum values are fairly close to the true maximum obtained on a fine mesh.
Considering that this line cut is on a coarse mesh this result is very encouraging.
Although the P1−P2−SGS andQ1−Q2−SGS are not so accurate on the coarse
mesh the flux profile is modelled more accurately than on the pure linear schemes.
Also, the use of a quadratic error indicator by forming the quadratic subgrid scale
as a post processor works well for linear quadrilateral elements matching the flux
profile more accurately than that of a pure linear subgrid scale scheme. As can
be seen, the quadratic subgrid scale schemes matches the flux profile and the full
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Figure 4.16: Diagonal Line cut for the Maynard problem showing various discreti-
sations on the coarsest mesh with a fine solution. Again, the diagonal
is chosen to capture the areas with the greater errors.
Figure 4.17: Scalar fluxes forQ1−Q1−SGS (top left),Q1−Q2−SGS (top right)
and Q2 −Q2 − SGS (bottom) for the Maynard scattering problem.
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Figure 4.18: The relative differences in the fine mesh solution and the various dis-
cretisations on a coarse mesh for the Maynard problem.
quadratic - quadratic schemes are in close agreement with the exact solution, with
quadratic quadrilateral elements being slightly more accurate. This can be seen in
figure 4.17 which contains the scalar flux profiles for the various subgrid discreti-
sations. Figure 4.18 shows the relative difference for the various discretisations.
This indicates that the greatest errors occur in the centre of the problem (where the
greatest scattering and absorption is occurring) and the boundaries of the solution.
4.6.5 Demanding Absorber Problem
This numerical example is designed to demonstrate the ability of these subgrid
scale schemes to deal with problems where a stream of neutrons meet a heavy ab-
sorber. The interfaces between materials of significantly different cross sections
can produce negative fluxes in many transport codes in addition to shock oscilla-
tions around the finite elements in which the angular flux hits the heavy absorber.
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Figure 4.19: The problem domain for the demanding absorber problem.
The cross sections are described in table 4.5 with the domain in figure 4.19.
Region Source (cm−2s−1) Σt (cm−1) Σs (cm−1)
1 1000.0 1000.0 0.0
2 0.0 0.1 0.0
3 0.0 1000.0 0.0
Table 4.5: Source and material cross-section data for the demanding absorber
problem.
The higher order schemes follow the flux profile more accurately than the cor-
responding mesh for the pure linear subgrid scale solution. This can be seen by
the line cuts over a coarse mesh against a fine mesh which be seen in figure 4.20.
Here the Q2 − Q2 − SGS discretisation is closer to the exact solution even on
the coarsest of meshes. This illustrates the advantage of these methods when com-
putational time is constrained. Figure 4.21 the two norm error is shown for the
heavy absorber through a line cut in the domain. It is seen that the higher order
methods converge more rapidly in comparison to the linear scheme, although the
Q1 − Q2 − SGS shows a slight increase in the error on the finer meshes. Addi-
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Figure 4.20: Line Cut (1.5, 0.0) to (1.5, 1.5) of the heavy absorber problem.
Figure 4.21: Two norm through the diagonal of the heavy absorber problem.
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tionally, the convergence of the quadratic enhancement to the solution is extremely
good in this problem and demonstrates how this can be used to form corrections to
the flux or obtain a more accurate solution with a post-processing step.
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Figure 4.22: The geometry for the iron shield benchmark problem as used in Zhang
and Lewis (2006).
4.6.6 Iron Shield Benchmark Case
Transport calculations which involve heavy absorbing and scattering are compu-
tationally demanding. Therefore, it is very important to be able to model these
regimes accurately. To illustrate this, an example is used based upon a benchmark
case by Argonne National Laboratory and shown in Zhang and Lewis (2006). This
test is based upon an iron shield as specified in figure 4.22 and the cross sections
are detailed in table 4.6. Various discretisations (using quadrilateral elements) are
compared using a P3 spherical harmonic expansion in angle with a fine mesh of
25, 600 elements. The benchmark test consists of two materials, iron and water
which are in a typical shielding configuration.
Figure 4.23 shows a line cut through the diagonal of the domain for a resolution of
64 elements compared to the fine solution. TheQ2−Q2−SGS solution is close to
the fine solution particularly when the gradient of the solution increases. TheQ1−
Q2−SGS scheme offers improvement on theQ1−Q1−SGS scheme by matching
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Region 1 2 3
Σt 3.33 3.33 1.33
Σs 0.01998 0.01998 0.22477
source 1.0 0.0 0.0
Table 4.6: Material properties for the iron shield benchmark test. In this table,
the cross sections are in units cm−1 and the source strength is in units
particles s−1 cm−2.
Figure 4.23: A line cut through the main diagonal in the iron shield benchmark
problem for various subgrid scale discretisations.
the fine solution for most of the domain except the interface between the source
and absorbing regions, see figure 4.24. The difference of the fine mesh solution and
the subgrid scale schemes are shown in figure 4.25. The greatest errors, indicated
from this difference plot, are in the lightly scattering and absorbing region of this
problem with the scalar flux profiles shown in figure 4.26.
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Figure 4.24: This figure shows the two norm of the problem through a cut in the
main diagonal. In this problem, the high order schemes show good
convergence compared to the linear scheme producing a similar error
to a linear mesh which is at the next level of refinement. Interestingly,
in the finer resolutions the Q1−Q2−SGS scheme seems to perform
better than theQ2−Q2−SGS scheme (although not by much in this
level of refinement).
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Figure 4.25: A line cut through the main diagonal in the iron shield benchmark
problem for various subgrid scale discretisations showing the absolute
difference compared to a fine resolution mesh.
Figure 4.26: Scalar fluxes forQ1−Q1−SGS,Q1−Q2−SGS andQ2−Q2−SGS
respectively for the Iron shield problem.
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Figure 4.27: Geometry of the duct problem.
4.6.7 A Shielding Problem with Voids and Ducts
Within shielding calculations, voids and ducts can create non-physical solutions
due to the need for stabilisation and treating void cross sections which are difficult
in many approximations used within transport theory such as the even - parity
method.
This problem consists of a domain that has small cross sections demonstrating the
ability of these numerical schemes to resolve the flux under difficult conditions, in
which many second order methods fail. The geometry of the problem is described
in figure 4.27 and the material properties are listed in table 4.7. The domain was
discretised using a P3 spherical harmonic expansion in angle and 16 and 64 quadri-
lateral finite elements.
Material Source (cm−2s−1) Σt (cm−1) Σs (cm−1)
1 100.0 0.5 0.0
2 0.0 0.00005 0.00005
3 0.0 0.5 0.0
Table 4.7: Source and material cross-section data for duct and void problem.
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Figure 4.28: Line Cut (1.5, 0.0) to (1.5, 18.0) for various discretisations for the
voids and ducts problem.
In figure 4.28, the line cut shows the various resolutions for quadrilateral elements
for the duct problem. The lower resolution flux for Q1 − Q1 − SGS and Q1 −
Q2 − SGS over predict the peak flux which is resolved using the higher order
subgrid element method Q2 −Q2 − SGS for 16 elements. The higher resolution
solution shows that the Q2−Q2−SGS discretisation accurately resolves the flux
between the interface of the source and void region which is closely matched by
Q1 − Q2 − SGS. This shows that the use of quadratic elements can enrich the
solution which then increases the accuracy of both the profile of the flux and values
of the flux at specific regions of interest (such as the peak).
The quadratic solutions reduce the discontinuities within the scalar flux as well
as following similar flux profiles whereas the linear solution has more disconti-
nuities. In addition to this the errors within the actual solution are smoothed out
using a linear continuous and quadratic subgrid method or quadratic continuous
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Figure 4.29: The ventilation duct problem with the exact solution (top left), Q1 −
Q1−SGS (top right),Q1−Q2−SGS (bottom left) and Q2−Q2−
SGS (bottom right). The scale is the same in every image.
165
and subgrid. This can be seen in figure 4.29. The scalar flux using the inner ele-
ment subgrid method converges very well to the solution produced by a fine mesh
of 3600 elements. The full quadratic subgrid scale solution, as can be seen in 4.28,
for a 16 element mesh is in very good agreement with the fine mesh solution. This
demonstrates how well the higher order methods can resolve the flux through void
regions on coarse meshes and so model cranks and ducts within shields which, for
example, occur with the installation of detector equipment within a reactor.
4.6.8 The C5G7MOX Benchmark Problem Condensed to Two
Groups
This benchmark case is based upon the C5G7MOX benchmark issued by the NEA.
The original benchmark is based upon a seven group heterogeneous PWR type
problem using UOX and MOX fuel. This benchmark was constructed to analyse
the capabilities of transport and diffusion solvers to model Light Water Reactors
without any spatial homogenisation to produce a fully heterogeneous solution. The
basis of this test case has the seven energy groups cross section data condensed
into two energy groups with smearing of the pin cells to form a coarser benchmark
case. This problem was discretised using a P1 spherical harmonic expansion in
angle and 2704 quadrilateral finite elements and demonstrates the use of quadratic
subgrid scale elements on a larger problem.
SGS Scheme Eigenvalue
Q1 −Q1 − SGS 0.93811
Q1 −Q2 − SGS 0.93803
Q2 −Q2 − SGS 0.93802
Table 4.8: Eigenvalue Results for the Two Group C5G7MOX Benchmark.
Table 4.8 shows the eigenvalues for various discretisations using linear and quadratic
quadrilateral finite elements. A high resolution even parity solution for this prob-
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Figure 4.30: Scalar Flux for the Two Group Linear C5G7MOX Eigenvalue Bench-
mark for the thermal energy group. The top left shows theQ1−Q1−
SGS solution and the top right the Q1 − Q2 − SGS solution and
the bottom left shows the ratio of the linear subgrid scale contribu-
tion to the flux and the bottom right shows the quadratic subgrid scale
contribution to the flux.
lem was found to be 0.93807 for the P1 solution and 0.93795 for a P9 solution. For
this particular example, theQ1−Q2−SGS discretisation has performed very well
compared with the high resolution solution with a relative error of 4.264 × 10−5
for a mesh resolution using less unknowns than the pure quadratic subgrid scale
finite elements.
Figure 4.30 shows the contributions of the subgrid scale fluxes for the various
subgrid scale discretisations. The contribution of the subgrid elements in linear
- quadratic subgrid scale schemes is greater than the corresponding contribution
of the subgrid scale elements of the linear - linear subgrid scale scheme. The
greater contributions of the subgrid scale means that the subgrid scale corrections
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Figure 4.31: The geometry for the MOX-UOX C3 benchmark problem.
are greater for the linear- quadratic scheme than the linear - linear scheme. This in
turn effectively improves the convergence of the fission source and the eigenvalue
of the solution enabling greater accuracy for the same number of unknowns in the
discretisation.
4.6.9 MOX-UOX C3 Benchmark Problem
This benchmark problem by Caravec et al. consists of MOX and Uranium oxide
fuel assemblies. The geometry has four fuel assemblies with a fuel pitch of 1.26cm
and reflective boundary conditions applied to all external surfaces. The detailed
specification of the geometry can be consulted from the literature and is shown in
figure 4.31. The domain consists of four 17× 17 fuel lattice with UO2 fuel in the
top left and bottom right assemblies and MOX fuel in the top right and bottom
left assemblies. The cross sections are homogenised for the fuel pins and are
presented in the benchmark literature. The enrichment of the Plutonium increases
towards the centre of each MOX fuel assembly. The use of MOX fuel increases
the transport effects and so for these types of problems diffusion methods are not
suitable.
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Figure 4.32: The scalar flux for the first (left) and second (right) energy groups for
the MOX-UOX C3 benchmark problem for Q1 −Q2 − SGS.
Figure 4.33: The scalar flux differences between Q1−Q1−SGS and Q1−Q2−
SGS (top left), Q1−Q1−SGS and Q2−Q2−SGS (top right) and
Q1 −Q2 − SGS and Q2 −Q2 − SGS (bottom) for the first energy
group for the MOX-UOX C3 benchmark problem forQ2−Q2−SGS.
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Figure 4.34: The scalar flux differences between Q1−Q1−SGS and Q1−Q2−
SGS (top left), Q1−Q1−SGS and Q2−Q2−SGS (top right) and
Q1−Q2−SGS andQ2−Q2−SGS (bottom) for the second energy
group for the MOX-UOX C3 benchmark problem forQ2−Q2−SGS.
Figure 4.32 shows the scalar flux profile for the Q1−Q2−SGS scheme which is
similar to that of the Q1 − Q1 − SGS and Q2 − Q2 − SGS schemes. The peak
scalar flux for the first energy group is 32.1, 32.3 and 32.3 for theQ1−Q1−SGS,
Q1 −Q2 − SGS and Q2 −Q2 − SGS schemes respectively. Likewise, the peak
values for the second energy group are 6.72, 6.91 and 6.9. As these profiles are
similar, figures 4.33 and 4.34 shows the absolute differences of the subgrid scale
schemes for the first and second energy group respectively. There is a greater vari-
ation between the pure linear schemes and the mixed and quadratic schemes at the
interfaces between the materials. However, the difference betweenQ1−Q2−SGS
and Q2 −Q2 − SGS is not so great. Table 4.9 presents the eigenvalues and their
associated relative errors for the various subgrid scale discretisations using a P3
angular discretisation. The reference eigenvalue for this case was 1.018339 using
a Q1 − Q1 − SGS discretisation on a mesh that contained 73984 elements. The
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SGS Scheme Eigenvalue Relative Error Relative CPU Time
Q1 −Q1 − SGS 1.018347 7.86× 10−6 1.0
Q1 −Q2 − SGS 1.018340 9.82× 10−7 1.30
Q2 −Q2 − SGS 1.018336 2.95× 10−6 3.07
Table 4.9: The eigenvalues and their associated relative error and computational
time for the MOX-UOX benchmark problem using a P3 angular
discretisation.
number of elements used in the eigenvalue comparison was 4624 finite elements.
The associated errors in these comparisons reduce using the higher order subgrid
scale schemes for a problem that contains more structure than that in some of the
other eigenvalue cases considered in this chapter. The error is reduced slightly in
the higher order schemes compared to the Q1 − Q1 − SGS discretisation. The
Q1 − Q2 − SGS discretisation produces the least error for this problem due to
the increased structure. This limits a p expansion in the basis functions yet the
use of higher order subgrid basis functions adds more fine scale detail into the full
solution.
4.7 Conclusions
This work has shown promising results in the application of higher order subgrid
scale methods. The methods developed have shown excellent convergence of both
fixed source and eigenvalue problems of the type that can occur in nuclear reactors.
This enables designers of nuclear reactors to have the ability to model complex
domains with fewer degrees of freedom than would be required with conventional
methods such as discontinuous Galerkin, streamline upwind Petrov Galerkin and
even parity methods. This method has also been applied to a large complex prob-
lem modelling the physics of pressurised water reactors. The quadratic - quadratic
approach seems to be the most promising discretisation to form, however, in future
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work other schemes could be tested using cubic, quartic or quintic variations over
an element. The linear quadratic scheme, while not as accurate as full quadratic
schemes, produces matrices that have the same sparsity as linear methods as the
quadratic variation is limited to within an individual element. This would be the
best method to use in adaptive discretisations too, as the higher order basis func-
tions are limited to local elements and not globally and so each linear system is
quicker to solve and includes higher order discretisation within the subgrid terms.
Indeed, the higher order functions could be extended to use even higher order basis
functions to form a p adaptive type method for the subgrid scale. This would avoid
the occurrence of hanging nodes in the global continuous mesh that occur in p
adaptivity. This effectively forms a spectral type expansion over the subgrid scale
elements. In addition to the conclusions, future research into applying the subgrid
scale discretisation to the other dimensions (time, angle and energy) would be a
natural extension. A subgrid scale time discretisation has already been explored
for fluid problems and described by Candy (2008) and could provide some useful
corrections to the Boltzmann transport equation.
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CHAPTER 5
MULTIMESH ANISOTROPIC
ADAPTIVITY FOR THE
BOLTZMANN TRANSPORT
EQUATION
Synopsis
This chapter presents a new adaptive finite element based method for the solution
of the spatial dimensions of the Boltzmann transport equation. The chapter de-
velops error metrics to enable anisotropic mesh adaptivity to minimise the error
in the solution. The chapter analyses the convergence and computational times of
applying anisotropic adaptivity for radiation transport problems. Additionally, this
chapter explores a new approach in the use of independent finite element meshes
for each energy group in the energy discretisation. These meshes are projected to
each other using a conservative interpolation. The applications of these methods
are shown on both fixed source and eigenvalue problems.
Part of this chapter has been published in the Annals of Nuclear Energy as Multimesh Anisotropic
Adaptivity for the Boltzmann Transport Equation by C.M.J. Baker, A.G. Buchan, C.C. Pain M.D.
Eaton and P. Warner; Baker et al. (2013a)
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5.1 Introduction
Numerical solutions of the radiation transport equation have been an area of intense
research that has spanned many decades, and this trend is set to continue as the
requirement for safe nuclear power becomes ever more important. Over the period
of the last 60 years, an immense range of numerical schemes have been developed
for transport solutions. However, the evolution of their capabilities has always
been restricted to suit the computational resources that were available at the time.
The limitation of resources continues even in today’s age where computational
capabilities dwarf what was available just a few decades ago. The difficulties are
essentially due to the Boltzmann transport equation (BTE), the equation which
describes neutral particle transport, being a remarkably complex and often difficult
equation to solve.
The complexities associated with the Boltzmann transport equation begin with a
seven dimensional phase-space. Unlike many other types of transport equations
the BTE has angular and energy dimensions, in addition to the standard space-
time variables. These extra dimensions inflate a solution’s complexity, in much
the same way as when spatial dimensionality is increased, and this has encour-
aged the nuclear engineer to seek methods that simplify the equation and reduce
its demands. Early examples include the recasting of the equation into its diffu-
sion form, as shown in Lewis and Miller Jr (1993). The diffusion form required
the assumption that the solution has weakly anisotropic fluxes and slowly varying
currents. The benefit of this approach was that the angular dimensions were elim-
inated completely as the equation solves only for the scalar flux. However, the
disadvantages are that poor solutions result when the assumptions are not applica-
ble and that solutions close to boundaries are not reliable, for example see Glas-
stone and Sesonske (1981). Furthermore, for problems involving particle stream-
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ing, through near transparent media, the approximation breaks down completely.
The failure of diffusion theory is due to the diffusion coefficient containing a 1Σt
term which would blow up within a void (where Σt is the macroscopic total cross
section). These issues of modelling particle streaming also occur in second order
even-parity, as that in Lewis and Miller Jr (1993), de Oliveira (1986) and Ack-
royd (1997) and the simplified spherical harmonics (SPN ) Turcksin et al. (2010)
versions of the transport equation. Once again a 1Σt term is inherent within these
formulations and so voids cannot be modelled. However, the second order equa-
tions retain their angular component, which avoids the restrictive diffusive assump-
tions, and is subsequently reduced in complexity. The SPN approach achieves this
by generalising the standard, low cost one dimensional spherical harmonics (PN )
equations, as shown in Herbert (2009) into a three dimensional setting. The SPN
method has been shown to provide a substantial increase in accuracy over diffusion
theory, with only a modest increase in computational costs. The approach does,
however, lose accuracy when modelling transport through cross-directions that are
not in line with the Cartesian grid and the solution is not guaranteed to converge to
the analytical solution. The even-parity method, on the other hand, will converge
to the analytical solution. It reduces the angular complexity by re-formulating the
solution into even and odd parity components, through which the odd parity is
eliminated. The even-parity method allows the angular domain to be fully repre-
sented with an angular approximation where approximately only half the angular
unknowns are required, see Ackroyd (1997). However, in order to fully represent
the particle flux field without the issues associated with transparent materials, the
first order Boltzmann transport equation would often be considered.
Methods for discretising the first order BTE already span a large proportion of
the main numerical technologies available. Although it has many unique methods
to resolve the increased dimensionality, such as discrete ordinates, see Lewis and
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Miller Jr (1993), spherical harmonics, see Lewis and Miller Jr (1993) and Herbert
(2009), and spherical wavelets, see Buchan et al. (2008b), Buchan et al. (2005)
and Buchan et al. (2008a) to resolve the angular domain, the spatial dimensions
are commonly discretised using techniques more familiar to the computational
scientist and engineer. These include spectral methods, finite difference, as dis-
cussed in Zienkiewicz (2005) and Ferziger and Peric (2001), finite elements, see
Zienkiewicz and Taylor (2000) and Smith and Griffiths (1997) and Buchan et al.
(2010), and, more recently, wavelet approximations, for example see Yang et al.
(2006). Whilst all have been successful to some degree, the finite element ap-
proach is becoming a dominant force in this research field. One part of its success
is due to its arbitrary order polynomial expansion functions that provide a high or-
der of convergence - although it should be said that the use of linear basis functions
is quite common and orders higher than cubic are rarely used.
In addition, its popularity is also owed to the fact that the discretisation allows
complex geometries to be modelled with ease. For reactor, criticality and shield-
ing calculations this is a critical attribute as their geometries are commonly formed
from non-Cartesian aligned components. For example, reactors may start from
small spherical shaped fuel pellets that are moulded into larger compact spheres
and cylindrical fuel rods, and these, in turn, are latticed together into large assem-
blies. It will also involve complex cooling channel structures and control systems
and so this clearly highlights the need for geometry - conforming discretisations.
Provided it is done in an intelligent way, the resolution it applies to resolving a
problem can be adjusted so that its solution accuracy is consistent throughout the
whole domain or that only the important regions are resolved in detail. The op-
timised mesh enables the method to represent the solution to a problem with ac-
curacy and efficiency. Furthermore, if an ’error metric’ is included that informs
the discretisation where a solution is under and over resolved, the mesh may be
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adjusted accordingly without the user’s input. This ‘self adaptive’ attribute is one
of the most powerful features of adaptive finite element methods.
Self adaptive finite elements are not new to the area of discretising the spatial
domain of the Boltzmann transport equation. In Lathouwers (2011b), a goal based
adjoint error metric approach was developed and applied to guide the spatial mesh
used in solving shielding applications. In a goal based approach the error indicator
is formed in terms of a quantity of interest, and the mesh resolution is guided
so that its error is minimised, as in Verfu¨rth (1996) and Giles (1997a). In the
case studies of Lathouwers (2011b) the quantity chosen was the dose received
in a region situated close to a source of radiation. The method presented was
shown to successfully guide the resolution of the mesh so that it only resolved
those regions through which the radiation had to pass in order to reach this location.
Lathouwers also used the criticality eigenvalue, keff as a goal to adapt the spatial
mesh in criticality problems, as discussed in Lathouwers (2011a). Other common
metrics include global approaches which are commonly based on the curvature
of the solution where high variation indicates areas prone to errors, as detailed
in Huang (2007) and George and Borouchaki (1998). Examples of this type of
approach applied to the BTE are given in Pain et al. (2001).
As yet, the adaptive finite element methods used in resolving the BTE have been
limited to isotropic resolution. That is, the elements tend to have a uniform aspect
ratio where their lengths in all directions are approximately the same. These are all
based on element refinement where elements with large errors are identified and
refined by their partitioning into a set of smaller elements. Although it is desirable
in many situations to have a uniform aspect ratio, as it increases solution stability,
it can be advantageous to enable anisotropic elements to form. A good example
would be at an absorbing material interface. Here shocks form in the solution as the
flux undergoes a sharp decrease in magnitude as particles are quickly absorbed by
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the media. A high resolution mesh would be required to resolve the sharp gradient
in the flux, but this would only occur in the single direction that is normal to the
material interface. An anisotropic resolution mesh would therefore apply high
resolution across this normal direction and low resolution in the parallel direction
(the latter direction being where the flux variation is small). Anisotropic mesh
adaptivity will therefore be more efficient than using isotropic meshes, since fewer
elements will be required (note that the resolution along the interface will be forced
to be the same as that going through it). The use of this type of technology has been
applied with great success to fluid and ocean modelling where similar anisotropic
features occur, as shown in Piggott et al. (2009), Piggott et al. (2008), Pain et al.
(2001) and Gorman et al. (2006). The anisotropic mesh adaptivity is guided by the
infinity norm, L∞, of the error that captures large variations in the scalar flux, for
example a shock oscillation. However, other norms can be used, such as the L2
norm that captures weaker variations in the solution, as described by Alauzet et al.
(2008) by modifying the error measure.
In this chapter a new anisotropic adaptive finite element method is described for
resolving the discretised BTE. An error metric is developed that is based on a
Hessian matrix and is used to provide estimates of the solution’s curvature to locate
the areas with higher errors. This error metric is used to drive the adaptivity which
can both coarsen and refine the spatial mesh. In addition to this, an additional
method is proposed that allows the spatial mesh of each energy group to vary. This
will be of particular use when the regions important to each energy group reside in
distinct and separate locations. A single mesh common to all energy groups would
require all their important regions to be highly resolved. This would be inefficient
since many energy groups will incur an excessive amount of resolution in a number
of these locations. In order to apply this multimesh approach and guarantee a
conservative mapping of the group to group scattering sources, a new ‘supermesh’
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approach is used, as implemented by Farrell et al. (2009) and Farrell and Maddison
(2011). This chapter describes how all these methods can be incorporated, within
a solver, for use in both fixed source calculations and eigenvalue problems.
This chapter is organised as follows. Section 5.2 contains an outline of the theory
for anisotropic adaptivity and the use of superimposing the metric tensors for each
energy group for multigroup problems. Sections 5.3 and 5.4 demonstrates the
use of these methods by resolving two fixed source and two eigenvalue examples.
Finally, the conclusions of this work are drawn in section 5.5.
5.2 Anisotropic Adaptive Error Measures
This section presents the methods used in adaptive meshing procedures. In the
subsections that follow, the re-meshing tools that coarsen and refine the mesh are
reviewed. In order to correctly apply the appropriate resolution two measures are
required, one to estimate the mesh quality and the other to estimate an approxima-
tion’s accuracy. These are described in full and, in cases where multiple measures
are formed, we show how to combine the measures into one single measurement.
5.2.1 The Mesh Optimisation Procedures
From a solution on a given mesh, estimates of the solution’s error together with a
measurement of mesh quality are used to drive the adaptive mesh procedures. That
is, from the given measurements of the mesh quality and solution error, a more
appropriate mesh is formed with resolution that efficiently reduces the approxima-
tion’s error whilst retaining appropriately shaped elements. The re-meshing tools
that are used here are described in Pain et al. (2001) and Vasilevskii and Lipnikov
(1999), and these have a more unusual attribute of being able to produce anisotrop-
ically shaped elements when the measures say this is appropriate. These mesh
179
adaptive procedures are illustrated in figure 5.1 and are summarised as follows;
• Insert a node or split an element edge – Inserting a node on the edge of an
element, usually at its midpoint.
• Deleting nodes or collapsing an edge – a node is deleted causing the collapse
of an edge removing two elements from the mesh.
• Swapping edges – this replaces edges with other configurations preserving
the number of elements and nodes but manipulating the edge lengths and
element shapes.
• Moving a node – this moves a node to improve the quality of the elements
surrounding the node. The node is moved according to the direction calcu-
lated from the gradient of the mesh quality functional by performing a line
search in that direction.
Figure 5.1: An example of two dimensional local element operations for optimi-
sation. Top-left: node insertion / edge split. Top-right: node dele-
tion / edge collapse. Bottom-left: edge swap. Bottom-right: node
movement.
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5.2.2 The Error Metric of the Flux Approximation in Single Energy
Group Problems
This section derives an error measurement (or metric) of the approximated flux
that has been formed on a given finite element mesh. The metric encodes the
directional detail of the error so that not only does it give a general measurement
of the error at each spatial position, but it also reveals in which direction the errors
are propagating through. It is this directional detail that is used in the meshing
routines described in section 5.2.1 to drive the anisotropic adaptivity.
Assuming the angular flux is sufficiently smooth, it is possible to put a bound on
its approximation error ψ using Ce´a’s Lemma. To do this, the exact angular flux
is first approximated by its projection on to a piecewise linear function that has
the exact values on the nodes of the current finite element mesh, this is denoted as
Πhψ. This is formed for each element of the mesh, denoted by 4, and the error
bound on each element is given by,
ψ ≡ ||ψ −Πhψ||∞,4 ≤ γ ·max
x∈4
max
v⊂4
vT |H|v ≤ γ · max
e∈E4
eT |H|e. (5.2.1)
In this expression H denotes the Hessian of the flux approximation (described in
section 5.2.3), γ denotes a constant, x is a point within the element, v a directional
vector and vT |H|v the curvature of the field ψ. The infinity norm over the element
4 is denoted as || · ||∞,4 and the element’s edge length is given by e. Using this
bound it is now possible to form an error metric on the element, which is given by,
M = γ

|H|. (5.2.2)
The metric formed in equation 5.2.2 consists of a constant γ which we will assume
to be unity, a (user defined) error tolerance  and the absolute value of the Hessian
H . The absolute value of the Hessian is calculated from its eigenvalue decompo-
sition |H| = VT |Λ|V , where V and Λ denote the eigenvectors and eigenvalues of
181
H respectively, ie. H = VTΛV . A metric is formed for each node in the finite
element mesh, and these are sent to adaptive re-meshing routines.
To give a geometric interpretation of the metric M, the eigenvectors V can be
viewed as a rotation operator that describes the way in which the element’s res-
olution should be directed. The values of Λ denote a rescaling and so provide
an estimate of the suitable edge length, ie. the edge length for direction i can be
calculated as, hi = 1√
Λi,i
. Figure 5.2 provides an illustration of this interpretation.
v1
v2
λ
−1/2
2
λ
−1/2
1
(a) Geometric interpretation of the error
metric
(b) Inner ellipse method.
Figure 5.2: The diagram on the left illustrates the representation of a R2 metric as
an ellipse. The orientation of the ellipse is defined by the eigenvectors
v1 and v2. The size of the metric is given by the eigenvalues λ1 and
λ2. The illustration on the right shows how two metrics are combined
by taking the inner ellipse that is contained by the two original metrics.
5.2.3 Metric Operations
When considering multigroup problems an error metric for the scalar flux will
be formed for each energy level. From these metrics one of two routes can then
be taken with respect to re-meshing the discretisation. The first route is to use a
separate mesh for each energy level and to adapt this mesh to the energy group’s
own error metric. This will provide resolution that is specific to each group’s own
requirements, but it will however require a mapping procedure that can transfer
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information across the different meshes. Furthermore, the mapping of information
will need to be conservative so as to ensure the correct amount of scatter and
fission sources are calculated. The details of this are described in section 5.2.5 for
the power iteration and 5.2.6 for the scatter source.
The alternative route is to use a single mesh for all energy groups. In this case
the multiple error metrics will need to be condensed into a single measurement in
order to guide the adaptivity. This procedure is known as metric superimposition,
see Pain et al. (2001), and is now described in remainder of this section.
Two metrics can be superimposed, or combined, by deforming one of the metrics
so it can be represented by the unit sphere (identity matrix). The second metric is
then deformed using the same operations, and this will have the effect of mapping
it into another ellipsoid. The superimposed metric is then chosen to be the maximal
ellipsoid that fits inside both the unit sphere and the ellipsoid of the second metric.
The maximal ellipsoid or metric is then transformed back to the original system,
and is now ready for use with the mesh adaptivity algorithm.
To describe this superimposed approach mathematically, first consider two metrics
M1 andM2 that are to be superimposed on each other. The eigenvalue decom-
position of each metric is now used to define the necessary mapping procedures.
That is, both metrics can be expressed as,
M1 = VT1 Λ1V1 and M2 = VT2 Λ2V2, (5.2.3)
where the matrices V denotes the metric’s eigenvectors and Λ are the diagonal
matrices containing the metric’s eigenvalues. The least distorted metric can now be
determined by inspecting the eigenvalues and finding which metric has the smallest
ratio,
maxi∈{1,2,3} λi
mini∈{1,2,3} λi
. (5.2.4)
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One can see for the illustration in figure 5.2 that this will give the closest represen-
tation to a sphere, i.e. the one that is least distorted. Assuming now that the metric
M1 is the least distorted, it is first mapped to the unit sphere by its pre and post
multiplying with Λ
− 1
2
1 V1 and VT1 Λ
− 1
2
1 , respectively. This gives,
M˜1 = Λ−
1
2
1 V1M1VT1 Λ
− 1
2
1 = I, (5.2.5)
where I denotes the identity matrix. Performing the same operations on the metric
M2 transforms it into the new metric,
M˜2 = Λ−
1
2
1 V1M2VT1 Λ
− 1
2
1 = V˜T2 Λ˜2V˜2, (5.2.6)
which is decomposed into its own eigensystem. The maximal ellipsoid is now
constructed by limiting the eigenvalues of this new system to have a maximum
value of 1. That is,
λˆi = Λ2ii = max
{
1, λˆi
}
,∀i ∈ {1, 2, 3} ,
This matrix of eigenvalues is now re-inserted into the formulation 5.2.6. It now
only remains to reverse the mapping procedures applied to the original metrics.
That is, the system is pre and post multiplied by the matrices VT1 Λ
− 1
2
1 and Λ
− 1
2
1 V1
respectively to give the superimposed system,
M = VT1 Λ1/21 M˜2Λ1/21 V1. (5.2.7)
This procedure can be labelled as M = G (M1,M2). Equation 5.2.7 can now
be used repeatedly to combine any number of metrics arising from an arbitrary
number of energy group. That is, for three energy groups the metric reads as,
M = G (M1,G (M2,M3)) . (5.2.8)
Operations can be applied to the error metric to limit the anisotropy, the desired
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edge lengths and limit the number of elements and nodes in the adapted mesh. An
outline of these methods is now discussed, as described in George and Borouchaki
(1998), Pain et al. (2001) and Piggott et al. (2009). Also, the eigendecomposition
of the original Hessian may be formed in the same way. From this, by taking the
absolute values of the eigenvalues from the Hessian (and then recomposing), we
can ensure that the resulting metric is symmetric positive definite.
In equation 5.2.3, the matrix V can be interpreted as a rotation and Λ a rescaling.
The eigenvalue λi encodes the desired edge length in the direction V i as,
hi =
1√
λi
. (5.2.9)
Sometimes a user may wish to limit the minimum and maximum element sizes in
particular directions, for example to limit the element to the computational domain,
or if using the even-parity form, to ensure that the element size is not too small. To
achieve this, another metric may be constructed by taking the maximum element
size to be hx,max and hy,max for the x and y directions respectively, and defining
the metricM as,
Mmin = diag((hx,min)−1/2, (hy,min)−1/2), (5.2.10)
which can then be superimposed to limit the minimum element size, the method
for limiting maximum element size is the same, but replaces the minimisation
with maximisation in 5.2.10, and is extended to general directions with the use of
a rotation matrix.
The aspect ratio of the desired elements may be limited by placing a limit on its
eigenvalues, by limiting the aspect ratio to be below a, we have,
λ′j = max
{
λ˜j ,
1
a2
max
i=1,2
λ˜i
}
, j = 1, 2. (5.2.11)
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These operations may be used to limit the edge lengths and aspect ratio to ensure
that an isotropic mesh is created. In the results section, anisotropic error measures
are compared against isotropic elements.
Calculating the Hessian of a Solution Field
This section describes the process for approximating the Hessian of the solution.
This can be computed using a number of techniques such as quadratic fitting,
super-convergent patch recovery and integration by parts and are described in Val-
let et al. (2007), Zienkiewicz and Zhu (1992) and Buscaglia and Dari (1997). How-
ever, in this chapter the Hessian is calculated using a double Galerkin projection
as discussed in Pain et al. (2001).
The double Galerkin method is applied to calculate the second derivatives of the
solution to form the matrix, 
∂2ψ
∂x2
∂2ψ
∂x∂y
∂2ψ
∂x∂z
∂2ψ
∂x∂y
∂2ψ
∂y2
∂2ψ
∂y∂z
∂2ψ
∂z∂x
∂2ψ
∂z∂y
∂2ψ
∂z2
 . (5.2.12)
which is evaluated for each node within the finite element mesh.
The method begins by first approximating the first derivatives of the solution at
each node i (where for now the x direction is considered),
∂ψ
∂x
∣∣∣∣
i
≈ qxi . (5.2.13)
This approximation is formed by replacing the solution with its finite element ex-
pansion, ψ(~r) =
∑
j Nj(~r)ψj . The resulting expression is then weighted with the
node’s respective finite element function, and integrated over space. This results
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in the following expression for the first derivatives,
qxi = L
−1
ii
∫
V
Ni
∑
j
∂Nj
∂x
ψjdV. (5.2.14)
In this expression the term L denotes a diagonal matrix that is formed from the
row sum of the mass matrix associated with the finite element functions, i.e.
Lii =
∑
j
Mij =
∑
j
∫
V
NiNjdV. (5.2.15)
Its presence as a division in the equation 5.2.14 is to cancel the volume quantity
associated with the integral over space.
Repeating this process for the y and z dimensions results in similar expressions for
the variables qy and qz . Each of the terms qx, qy and qz can now be represented by
a finite element expansion, and the process of weighting and integrating detailed
in equation 5.2.14 can be applied once again to form their derivatives. That is, all
second derivatives in equation 5.2.12 can be formed through this double Galerkin
projection approach. For example, the Hessian terms that first involve a differential
in the x direction at some given point i in space are given by,
∂2ψ
∂x2 i
= L−1i
∫
V
Ni
∂qx
∂x
dV, (5.2.16a)
∂2ψ
∂x∂y i
= L−1i
∫
V
Ni
∂qx
∂y
dV, (5.2.16b)
∂2ψ
∂x∂z i
= L−1i
∫
V
Ni
∂qx
∂z
dV, (5.2.16c)
and similar expressions are formed for the other partial derivatives.
5.2.4 The Functional for Determining Mesh Quality
Once the error metric, denoted asM, has been defined, the mesh optimisation li-
brary then seeks to maximise a functional to within a given tolerance. The mesh
quality is then defined to be the quality of the whole finite element mesh. The ele-
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ment quality is encoded in an objective functional (see Pain et al. (2001), Lipnikov
and Vasilevskii (2006) and Piggott et al. (2009)). For two dimensional meshes, we
use the Lipnikov functional, see Lipnikov and Vassilevski (2010),
QM˜(4) = 12
√
3
|4|M˜
|∂4|2M˜
F
( |∂4|M˜
3
)
, (5.2.17)
where M˜ is the Metric at element 4 (formed by taking the average of the nodal
metric at each nodal position), |4| is the area and |∂4| is the perimeter for the
element4. The first factor in equation 5.2.17 controls the shape of the element. If
the element is a equilateral triangle that has sides of length l then |4| = l2√3/4
and |∂4| = 3l which results in the term equalling unity. For non-equilateral
triangles this term is less than unity. The second term controls the size of the
element and the function F is smooth and is defined as,
F (x) = [min(x, 1/x)(2−min(x, 1/x))]3, (5.2.18)
which has a single maximum of unity when x = 1 and decreases smoothly away
from unity when F (0) = F (∞) = 0. The second factor will equal unity when the
sum of the edge lengths are equal to 3 i.e. an equilateral triangle that each edge
has a length of unity, and is less than unity if this is not the case. The area and the
perimeter of the triangle (in metric space) may be formed as,
|4|M =
√
det(M)|4|E , (5.2.19)
and,
|∂4|M =
2∑
i=1
||∂ei||M =
3∑
i=1
√
eTiMei, (5.2.20)
where 4|E is the actual error (which we will form an approximation for) of the
triangular element and ei is the edge length in direction i.
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5.2.5 Power Iteration for Adaptive Eigenvalue Problems
Within this chapter, the adaptive procedures (forming the error metric and adapt-
ing) are implemented within the power method to solve the eigenvalue problem.
By incorporating the mesh adaptivity into the power loop, we embed the idea of
the mesh converging simultaneously with the eigenvalue and angular flux. The
approach taken is to allow the power method to proceed as normal and perform n
iterations, after which the mesh then undergoes an adaptation. Upon an adaptation,
the approach then applies a conservative interpolation method to map the current
flux solution from the old mesh to the new one. The advantage of using conser-
vative interpolation is that eigenvalue solver always works with the most accurate
approximation, even when the mesh has just been adapted. The power method can
then continue as normal and proceed to iterate the next n cycles of its solver. The
algorithm that describes this process is outlined in algorithm 6.
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Algorithm 6: Modified Power Algorithm for k-effective eigenvalue.
Output: k-effective and criticality solution
Set initial guess for the flux ψ
Set Fg(~r, Ωˆ) = 1.0 for all groups g ∈ G
Adaptive Iteration Loop for i = 1, Max Adaptive Iterations + 1 do
Outer loop for power method on Mesh i repeat
Set Fg(~r, Ωˆ) = χg
∑G
g′=1 vσfg′Ψgi−1(~r, Ωˆ, E)
repeat
Solve HΨgi =
1
ki
Fgi(~r, Ωˆ) + scattering
until Multigroup equations are converged
Calculate new eigenvalue, k, by
ki = ki−1
(Fi,Fi)
(Fi,Fi−1)
until |k(i)−k(i−1)k(i) | < 1 and |
S(i)−S(i−1)
S(i)
| < 2
if i ≤ Max Adaptive Iterations then
Form error metric on mesh i
Enter mesh adaptivity to form mesh i+ 1 from mesh i
Form supermesh of all the elements from both mesh i and i+ 1
Use conservative interpolation to interpolate the full subgrid scale
solution and fission sources from mesh i to mesh i+ 1
end
end
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5.2.6 Source Iteration for Multimesh Problems
The use of a conservative interpolation algorithm developed by Farrell and Mad-
dison (2011) can naturally extend to the idea of using separate meshes for each
individual energy group. Previously, in work by Wang et al. (2009) the idea of
using multimesh was used for the neutron diffusion equation. However, this could
not coarsen elements and the structure of the each adaptive mesh refinement was
based on the initial mesh. The method of multimesh can be extended to use generic
meshes for each energy group, with the ability to resolve the transport equation,
even when the meshes share no common structure with each other.
The method may be applied to any finite element discretisation, continuous or dis-
continuous. The associated cost with using conservative interpolation is forming
the mixed mass matrix (which is never explicitly constructed) based on the in-
tersections of the elements and a linear solve on a mass matrix. For continuous
finite element methods, this matrix is well conditioned and is efficient to solve
using a conjugate gradient method. However, in this chapter, the inner element
subgrid scale method is used as described by Buchan et al. (2010) and Baker et al.
(2012) that calculates the scattering and fission contributions from a discontinuous
function space, but solves the linear systems in a continuous function space. The
interpolation makes use of conservative interpolation that constructs a supermesh
that only looks at the intersections of individual elements, which further increases
computational efficiency. Algorithm 7 reduces the need to project the flux from
one mesh to another only in the calculation of the scattering source. If the scatter-
ing source qscatter is,
qscatterg =
G∑
g′=1
σg′g(~r)
∫
Ω
Ψg′dΩ, (5.2.21)
and we define the superscripts a as the mesh for energy group g and b as the mesh
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Algorithm 7: Modified algorithm to resolve the multigroup equations using
multimeshing within the non-linear source iteration.
Output: Angular flux Ψg for each energy group on its own resolved mesh
Set initial guess for Ψ1g and Ψ
0
g for all energy groups g
scattering iteration = 1
for adaptit = 1, Max Adaptive Iterations + 1 do
for i = 1, Max scattering iterations do
for g = 1 to Number of energy groups to 1 do
for g′ = 1 to Number of energy groups do
Use conservative interpolation to interpolate
Ψscattering iterationg′ to Ψ
scattering iteration
g
(in other words, interpolate the flux for each energy mesh
into the energy mesh we are looking at for this source
iteration)
Calculate qs =
∑G
g′=1
∫
Ω σg′g(~r)Ψg′dΩ for energy mesh g
Solve the in - group discretised system AgΨg = Sg
end
end
if |Ψ
scattering iteration−1
g −Ψscattering iterationg |
|Ψscattering iteration−1g |
<  then
exit scattering iteration
end
end
Form error metricMg for each energy group g
For each energy group, adapt the energy mesh
Use conservative interpolation to interpolate fluxes to new mesh
end
for the energy group g
′
, and P as the projection from mesh b to mesh a. Then the
source entering group g is,
qascatterg =
G∑
g′=1
σg′g(~r)
∫
Ω
PΨbg′dΩ. (5.2.22)
The projection P forms the Galerkin projection over the supermesh, solving the
linear system,
MaaΨa = M
abΨb. (5.2.23)
For multimesh eigenvalue problems, algorithm 7 is incorporated into the eigen-
value loop in the same fashion as adaptivity was, so after n power iterations each
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mesh is adapted for the error metric for that group. Then the eigenvalue calcula-
tions is achieved by looping through the energy groups forming the fission source
for each energy group which is then integrated over (in which no supermeshing is
required) and summed for each energy group.
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5.3 Numerical Examples: Fixed Source
Within this section, various numerical examples that demonstrate the capabilities
of the adaptive meshing methods are shown. Both fixed source shielding and
eigenvalue problems have been considered, and these range to include both sin-
gle energy and multi-group calculations. Some of the problems are designed so
that they vary significantly in their material properties. The resulting flux solu-
tions will develop sharp shocks, which will in turn, provide a suitable test for the
anisotropic error metrics. Other problems use standard neutron transport and reac-
tor benchmarks and these are used to show the method’s suitability for use in more
general problems.
The results presented here have used a subgrid scale finite element discretisation
to resolve the BTE over the meshes provided by the adaptive procedure. Each cal-
culation begins with a mesh that resolves the geometric detail of the problem, but
is not necessarily of sufficient resolution to obtain an accurate solution. Each mesh
is then allowed to evolve and adapt to the solution, as guided by the error metric.
These meshes are allowed to converge until a maximum number of adaptations
have taken place, or that the error predicted by the metric falls below a predefined
tolerance. All results have used a PN angular discretisation with a resolution that
has varied throughout. A default P1 is used in the numerical examples unless oth-
erwise stated. This is deemed sufficient here as this section is primarily concerned
with the spatial discretisation.
5.3.1 The Reed cell problem
The first case considered is to test the anisotropy of the resulting mesh after adapt-
ing. To achieve this, a one dimensional problem is used which has been extended
to a two dimensional domain using reflective boundary conditions. The desired
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interpolation error for this problem is 0.01 and the estimated errors are also shown
within the results. The estimated error is formed by using a higher order solution
obtained element-wise from the original, linear, solution. The estimated error is
obtained by improving the subgrid scale component of the solution given in section
4.5 to estimate the error in the solution. The geometry of the Reed cell problem is
shown in figure 5.3 and the cross sections used are given in table 5.1. The problem
consists of five regions with two sources and is a demanding problem with both
scattering and absorption.
Figure 5.3: The geometry of the Reed cell problem.
Region 1 2 3 4 5
Σt (cm−1) 50.0 5.0 0.0 1.0 1.0
Σs (cm−1) 0.0 0.0 0.0 0.9 0.9
source (particles s−1 cm−2) 50.0 0.0 0.0 1.0 0.0
Table 5.1: Material properties of the Reed cell problem.
The initial solution on a coarse mesh and the associated error calculated by finding
the quadratic variation over each subgrid scale finite element is shown in figure 5.4.
The mesh can also seen to be poorly resolving the angular flux. The scalar flux is
further seen in figure 5.7 which plots a line cut over various adaptive iterations to
see how the mesh converges to the actual solution. The non-adapted mesh in the
line cut does not match the profile of the actual solution and clearly shows how
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poorly refined meshes result in poor, inaccurate solutions.
Figure 5.4: The initial solution (left) and associated error obtained from a projected
solution (right) for the Reed cell problem.
Figure 5.5 shows the solution after 10 adaptive iterations. The mesh, shown in
figure 5.6, has been optimised by using high aspect ratio elements in the x direc-
tion. The optimisation in only one direction is due to the one dimensional nature
of the problem. The error metric formed concentrates the resolution normal to the
curvature of the previous solution. The adapted solution matches the true solution
by concentrating the resolution in the source regions and adjacent to these regions
where most of the curvature of the solution is occurring. Ideally, there would be
only one element in the y direction, but this is limited by the use of triangular ele-
ments and the limits of the aspect ratio applied to the adaptive processes. The error
in the solution of the adapted solutions is approximated by using a higher order in-
terpolation of the linear solution. Therefore, the error in the solution is not exact
and the linear combination of the maximum error and maximum solution from the
coarse meshes will not be the same as the maximum of the refined solution.
The line cuts of the Reed cell problem are shown in figure 5.7 for various meshes.
The initial mesh poorly resolves the scalar flux, however, after just a single mesh
adapt resolves the general profile of the flux except for a shock region at x = 2.5
where the solution overshoots the shock into the absorbing region. Whilst shocks
in the solution can be reduced with the use of non-linear methods such as those in
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Figure 5.5: The solution (left) and associated error (right) for the Reed cell prob-
lem after ten adaptive iterations.
Figure 5.6: The adapted mesh for the Reed cell problem after ten adaptive
iterations.
shock capturing schemes, anisotropic adaptivity will also reduce these effects, as
can be seen after five adaptive iterations (and even two iterations, although a slight
shock still exists). After five adaptive iterations the solution roughly remains the
same indicating that the solution has converged, although the number of elements
still continues to vary. Goal based methods can give an indicator of when the mesh
has been optimised to cut off the adaptivity which is a subject of later research.
Figure 5.8 shows the number of elements within each mesh. The meshes that
resolve the angular flux are made up of between 7000 and 8000 elements (after
five adaptive iterations). A relatively high number of elements are added to ensure
that the errors in the solution are within 1% of the exact solution. The adaptivity
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Figure 5.7: Line cuts taken from various adaptive iterations for the Reed cell
problem.
algorithm refines the mesh around the shock region to reduce the errors gained
within highly absorbing materials.
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Figure 5.8: A graph of the number of elements per adaptive iteration for the Reed
cell problem.
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5.3.2 A Heavy Shield One Group Problem
The second numerical example is a single energy group, fixed source problem
based on an iron shield benchmark proposed by the Argonne National Labora-
tory, see Zhang and Lewis (2006). The problem domain is presented in figure 5.9
and its corresponding material data listed in table 5.2. The problem consists of a
square geometry 60cm in length. In its centre there is a square region with edge
length 24cm, and this contains a source of radiation emitting 1 particle/cm2sec.
The source is surrounded by an absorber which varies in its material properties but
remains highly absorbing with relatively low isotropic scatter. Note that the dia-
gram presented in figure 5.9 shows just one quarter of the geometry as reflective
boundary conditions are applied to the lower and left sides. The remaining sides
have vacuum conditions applied to them.
Two scalar flux solutions to this problem are presented in figure 5.10. The first
shows the flux profile resolved over a structured, regular mesh consisting of 2, 700
elements. The second profile is the solution over the mesh following 16 adaptation
steps using the structured mesh in figure 5.10 as its initial grid. The adapted mesh
ended up requiring 2, 802 elements, just slightly more than that used in the initial
mesh. However, when inspecting the solutions, the mesh elements have clearly
been concentrated over the interface region between the source and shield - which
is the most difficult region to resolve. It is also clearly shown that the elements
are highly anisotropic across the interface. In fact, the elements stretch nearly the
whole length of the interface where there is little, or no, variation in the solution.
Through the interface the element lengths are very small and this enables the highly
varying solution to be resolved. It should also be noted that in the regions where
the solution is flat, such as deep within the source or absorber, the elements have
coarsened in resolution. Again, this is very important as it has avoided placing
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excessive resolution in these regions. The elements in these regions have also
formed with isotropic shape and this corresponds to the fact that the solution is
flat.
The graph in figure 5.10 presents the scalar flux profiles cutting through the source/
absorber interface for various meshes, during the adaptive process. The result
clearly shows how each adaptation concentrates on resolving the interface, which
is the region where the largest errors occur. By the 15th adaptation the flux varies
sharply but smoothly and without oscillation, as what would be expected for this
problem. The number of elements for this problem (with a maximum allowed of
15000 elements) is around 500 elements as can be seen in figure 5.12.
Figure 5.9: The geometry for the iron shield benchmark problem as used in Zhang
and Lewis (2006).
Region 1 2 3
Σt (cm−1) 3.33 3.33 1.33
Σs (cm−1) 0.01998 0.01998 0.22477
source (particles s−1 cm−2) 1.0 0.0 0.0
Table 5.2: Material properties of the shock absorbing test case.
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(a) initial solution (b) solution after 15 adaptive iterations
Figure 5.10: The scalar flux for the initial and adapted solution after 15 adaptive
iterations for the shock absorbing test case.
Figure 5.11: Line cut thought the top axis for the shock absorbing test case for
various stages of the adaptive process.
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Figure 5.12: Number of elements in each adaptive mesh for the shock absorbing
test case.
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5.3.3 Ventilation Shaft Problem
The ventilation shaft problem was chosen to test how the adaptive algorithms can
resolve the spatial mesh for domains that include neutrons or gamma photons en-
tering a ventilation shaft within reactors. Shielding problems can be a big problem
in solving numerically due to the presence of heavy absorbers and void regions
with zero cross sections. The type of problem presented is very important in the
design of effective shields and how we attempt to simulate the processes that occur
in them effectively. Such processes include ducts in the shield as well as observa-
tion shafts for detectors to monitor radiation in a reactor core.
Figure 5.13: The original solution to the ventilation shaft problem using a P1 an-
gular expansion.
As can be seen with figures 5.13 and 5.18 (with the solution seen in figure 5.17)
adapting the mesh has resolved it to concentrate on the areas of the domain that
have the greatest curvature, as measured by the error metric. Figure 5.14 shows
the solution using a structured mesh consisting of 5400 elements with figure 5.15
showing a solution using a structured mesh of 60, 000 elements.
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Figure 5.14: The solution on a moderately refined mesh for the ventilation shaft
problem using 5400 elements.
It can be seen that the mesh has resolved to the locations where the greatest curva-
ture exists within the solution, at the elements that are going from the void cross
section to the heavily absorbing cross section region.
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Figure 5.15: The solution on a fine mesh for the ventilation shaft problem using
60000 elements.
Figure 5.16: The initial mesh for the ventilation shaft problem.
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Figure 5.17: The solution after 15 adaptive iterations for the ventilation shaft
problem.
Figure 5.18: The mesh after 15 adaptive iterations for the ventilation shaft
problem.
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Figure 5.19: The domain for the multigroup shielding problem.
5.3.4 Multigroup Shielding Calculation using Independent Energy
Group Meshes
The first multimeshing numerical example is a three energy group, fixed source
problem resembling a shield for high energy particles. The problem domain is
presented in figure 5.19 and its material data listed in table 5.3. The geometry is
a simple square with sides of length 60.0cm and this contains a source within its
central 24cm square region. The strength of the source is of 3.33 particle/cm2sec,
and this is emitted only into the high energy group. The source region and its
surroundings are occupied by a shielding material that scatters the high energy
particles into the lower energy ranges. Once again, only a quarter of the domain
was resolved as reflection boundary conditions were applied to the left and lower
sides. Vacuum boundary conditions were applied to the remaining edges of the
problem.
The problem was solved using a P3 angular approximation and the anisotropic
adaptivity was applied for two different cases. In the first case the meshes for
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Σt Σa Σg→1 Σg→2 Σg→3 Source
Material 1 Group 1 3.33 0.83 0.0 1.0 1.5 3.33
Group 2 3.33 0.33 0.0 2.0 1.0 0.0
Group 3 3.33 1.33 0.0 1.0 1.0 0.0
Material 2 Group 1 3.33 0.03 0.3 2.0 1.0 0.0
Group 2 3.33 0.03 0.0 2.2 1.0 0.0
Group 3 3.33 0.03 0.0 0.0 3.3 0.0
Table 5.3: The material properties of the multigroup shielding problem. In this
table, the cross sections are in units cm−1 and the source strength is in
units particles s−1 cm−2.
all energy groups remained the same, in the second they were allowed to evolve
independently. The scalar flux solutions obtained from the fixed mesh calculation
is presented in figure 5.20 - with the multimesh solutions appearing very similar -
and their profile through the problem’s diagonal is shown in figure 5.21. Again the
solutions show large flux gradients forming over the interface between the source
and absorber. However, a much sharper gradient forms over the high energy group
and dampens out across the lower energies. The large flux gradients are reflected
in the grids of the multimesh calculations that are presented in figure 5.22. In the
high energy range the mesh tightly surrounds the material interface and covers only
the region where the flux undergoes a drop. In the lower energy range, where the
particles penetrate further into the domain, the high resolution covers a larger area
and stretches further into the absorber. It can be seen from the fixed mesh grid,
which is also presented in figure 5.22, that the high resolution was applied to quite
a large region about the interface. The high resolution results in an inefficient use
of computational effort and would therefore over-resolve the finite element mesh
solution in that particular part of the domain.
The efficiency of the multimesh approach is highlighted further in the graph of
figure 5.23 which shows the evolution of the number of elements used in each
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Figure 5.20: The scalar flux profiles of the first (top left), second (top right)
and third (bottom centre) energy groups in the multigroup shielding
example.
energy group as a function of the number of adaptations, and this is compared
against the fixed mesh calculation. Energy groups 1 and 2 require significantly
fewer elements than the fixed mesh used, and so this shows how efficiency gains
can be acquired here. Interestingly, the third independent energy mesh required
more elements than the fixed mesh. However, this is due to the magnitude of the
third group being lower than that of the first two groups, and this causes the metric
of the fixed mesh calculation to be less sensitive to it. In the multimesh approach
this will not occur and so the correct resolution can be applied to this third energy
range.
The graphs in figure 5.24 plot the scalar flux solution error through the diagonal
of the problem domain. They present the solution errors for both the fixed mesh
and independent mesh calculations and compare errors between the initial mesh
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Figure 5.21: A line cut through the diagonal of the multimesh shielding example
for each energy group using single anisotropic mesh adaptivity.
solution and that following the eighth adapt. The exact solution used to measure
against the calculations is taken from a very high resolution mesh. However, errors
will still persist in this reference solution and these needs to be kept in consider-
ation, due to the adapted solution enabling a finer resolution where most of the
attenuation occurs. The fine mesh solution that this is compared to consists of
43808 elements. The graphs, however, do show a large attenuation in the errors
through adaptations, with better performance using the multimeshing.
Figure 5.25 displays the norms for each adaptive mesh against a fine uniform mesh
solution. The two norm error takes the squared difference of each value across the
diagonal of the solution (from the bottom left to top right) which is then summed up
and the square root taken. The values from the adapted mesh solution are linearly
interpolated to the same coordinates of the fine mesh solution. Likewise, the one
norm error takes the absolute value of the difference these values and then sums
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Figure 5.22: The multimesh adapted meshes for the first energy group (top left),
the second energy group (top right) and the third energy group (bot-
tom left). On the bottom right of this figure is the adapted mesh
for single mesh adaptivity by combining the metrics for each energy
group for the multigroup shielding example.
them, while the infinity norm takes the maximum absolute value of the difference.
Figures 5.26, 5.27 and 5.28 show the advantages of anisotropic multimesh adap-
tivity compared to anisotropic mesh adaptivity for shielding problems. As the
magnitude of the flux in the third energy group is less than that of the first and
second energy groups, the mesh adaptivity does not place much resolution in the
parts of the domain that contributes towards this flux. However, the multimesh
adaptivity does place the necessary resolution. In this example, the multimesh
uses considerable less elements than the other methods as it is resolving the mesh
adequately to the interpolation error set (which in this example is 0.01). The mul-
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Figure 5.23: The number of elements in each mesh for the multigroup shielding
example.
timesh adaptivity can place a greater resolution in only the areas that contribute
to the angular flux in a particular energy group and not all of the energy groups
combined. The single mesh and multimesh adaptivity used five adaptive iterations
but only the time from the last iteration was used in the computational analysis to
ensure a fair time compared to structured mesh refinement.
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Figure 5.24: The absolute difference (against a fine uniform mesh solution) in the
line cut (0, 0) to (30, 30) for the initial mesh (top) and after eight
adaptive iterations (bottom) for the multigroup shielding problem.
The left images show the result for group 1, the right show group
2.
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Figure 5.25: Graph of various norms to show the convergence of the multigroup
shielding problem. The one-norm is around 1.5% which is slightly
above the error tolerance set of 1% due to element limiting.
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Figure 5.26: This graph shows the number of elements against the computational
time for the shielding problem. The use of anisotropic and multimesh
adaptivity slightly increases the computational time due to the extra
effort in the mesh optimisation and interpolation algorithms.
216
Figure 5.27: This graph shows the number of elements against the scalar flux error
in the 3rd energy group. The anisotropic adaptivity is poor in this
region compared to the structured mesh refinement and anisotropic
multimesh adaptivity due to constraints on the mesh size.
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Figure 5.28: This graph shows the computational time against the scalar flux er-
ror in the 3rd energy group. This graph demonstrates the advantages
of multimesh adaptivity, even for coarse meshes. Again, anisotropic
mesh adaptivity is poor compared to the multimesh adaptivity in this
example. The multimesh uses considerably fewer elements than the
other methods which is why it compares well in terms of computa-
tional time against structured mesh refinement.
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5.4 Numerical Examples: Eigenvalue
In this section eigenvalue results are considered for a one dimensional benchmark,
a single energy group case, a homogenised two group example and a homogenised
version of the C5G7MOX benchmark. The one dimensional benchmark provides
a simple example that tests whether the adaptive routines work. The one dimen-
sional example has no leakage (using reflective boundary conditions) and one ma-
terial providing an easy reference for benchmarking. The second case considered
is a single energy group IAEA benchmark for reactor problems that demonstrate
the adaptivity on a more realistic problem before finally testing the adaptive rou-
tines on an example that is based upon an international benchmark case (the NEA
C5G7MOX benchmark) which uses both single mesh adaptivity and multimesh
adaptivity. The final benchmark case is based upon a BWR fuel assembly using
two energy groups which are also used to compare the multimesh adaptivity to the
single mesh adaptivity.
5.4.1 Pseudo One Dimensional Eigenvalue Benchmark
The first eigenvalue problem is single energy group one dimensional benchmark
as shown in Sood et al. (2003), and it is testing a pseudo one dimensional domain,
which is being modelled with two dimensions to test the eigenvalue convergence
of the various discretisation options. As part of the analysis the neutron currents
in the x and y directions will also be discussed. As the simulation will cover an
infinite domain in the y direction, the current should be zero in the y direction.
The problem is a simple test used to see the accuracy of using anisotropic adaptive
meshes. The solution should produce a single gradient in the x direction, with no
variation in the y direction with the cross sections shown in table 5.4. Due to
having zero variance within the y direction, the elements should be very elongated
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Figure 5.29: The geometric model used for the test case Pseudo One Dimensional
Eigenvalue. Units used are cms.
Group Σt νΣf Σs Σa
1 0.32640 0.231744 0.225216 0.101184
Table 5.4: Material properties of the pseudo one dimensional eigenvalue test case.
In this table, the cross sections are in units cm−1.
describing the one dimensional solution being modelled using a two dimensional
mesh.
The sequence of results for the pseudo one dimensional eigenvalue test in figures
5.30, 5.31, 5.32 and 5.33 show the increasing anisotropy of the elements as the
mesh convergences to its optimal structure. The resulting mesh produces elements
with very high aspect ratio placing the resolution only in the x direction.
5.4.2 IAEA Eigenvalue Problem using a P1 Angular Expansion
The second eigenvalue example is a reactor physics benchmark problem with a
single energy group, and is being used to provide a simple case to test conservative
interpolation on a realistic problem. The cross sections and domain of the problem
are outlined in figure 5.34 and table 5.5.
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Figure 5.30: Adaptive results for the pseudo one dimensional eigenvalue test: the
original mesh (left) and solution (right).
Figure 5.31: Adaptive results for the pseudo one dimensional eigenvalue test: the
first adapted mesh (left) and solution (right).
Figure 5.32: Adaptive results for the pseudo one dimensional eigenvalue test: the
second adapted mesh (left) and solution (right).
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Figure 5.33: Adaptive results for the pseudo one dimensional eigenvalue test: the
third adapted mesh (left) and solution (right).
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Figure 5.34: The domain of the IAEA benchmark problem.
Region 1 2 3 4 5
Σt 0.6 0.48 0.7 0.65 0.9
Σs 0.53 0.2 0.66 0.5 0.89
νΣf 0.079 0.0 0.043 0.0 0.0
Table 5.5: Material properties of the IAEA advanced transport benchmark. In this
table, the cross sections are in units cm−1.
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Figure 5.35: k-effective convergence for the IAEA benchmark problem.
In this problem, the only variable that has to be interpolated between each adaptive
loop is the discontinuous full solution (the continuous solution and the subgrid
scale solution obtained with static condensation). To achieve this, we construct the
supermesh after each adapt, with the supermesh consisting of the intersection of
the original mesh and the adapted mesh.
In this example, the power iteration will be solved until it is fully converged for
each mesh using an interpolation error of 12%. The use of a very small convergence
error is used to converge the mesh as much as possible.
Figure 5.35 shows the convergence of the eigenvalue for the benchmark prob-
lem. On the top of the figure, the convergence is shown by plotting the eigenvalue
against the number of power iterations. In the bottom of this figure, this has been
split up into different colours to show each mesh and the effect of the adaptivity
has on the convergence. After the mesh has been adapted, due to the conservative
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Figure 5.36: k-effective convergence error for anisotropic adaptivity applied to the
IAEA eigenvalue benchmark. The colours in the lower graph indicate
different adapted meshes.
interpolation between the angular fluxes for the corresponding meshes there is no
loss of accuracy in the convergence. In figure 5.36 the relative error from the exact
eigenvalue is plotted against the number of elements for the IAEA problem. The
figure shows that the convergence of adapted solutions reduces the errors greater
than a uniform increase in spatial resolution. The anisotropic adaptive method
applied a maximum element count to compare against a structured refinement ap-
proach.
Figure 5.37 shows the scalar flux for the first (non-adapted) mesh and the mesh
after 15 adaptive iterations with five power iterations between each adaptive mesh.
The mesh resolution is placed around the main fission source as this is where the
activity is occurring. The mesh is not entirely coarsened as the eigenvalue has
been converged and there is some fissioning occurring elsewhere in the domain,
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Figure 5.37: IAEA benchmark problem scalar flux. Left: No adaptive iterations, 5
power iterations and Right: 15 adaptive iterations.
although this does not affect the overall eigenvalue. The other fission area is very
small compared to the area that is being adapted to. Indeed, after a few power
iterations this region has negligible flux and fission. Also, it is noted that the range
of values of the flux is different as the solution is only normalised after the power
iteration has converged.
The IAEA test is also used to compare consistent interpolation and the use of
Galerkin projections between mesh adaptive iterations. The problem was run for
four adaptive iterations with each using a maximum of 20 power iterations (unless
converged). The final run times for this test case was 1259.64 seconds when using
Galerkin interpolation and 1660.67 when using linear (consistent) interpolation,
which is due to the need to conserve the particles in the power iteration. The use
of linear interpolation provides a start-up guess for the flux and fission source, but a
Galerkin projection will enable the power iteration to run seamlessly with different
meshes.
Figures 5.39, 5.40 and 5.41 illustrates the computational efficiency of using adap-
tive meshes embedded within a power iteration. The adaptive meshes were set to
a target number of elements for the next mesh to ensure that the resolution is con-
strained. The results demonstrate that, despite the additional overhead in adapting
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Figure 5.38: Comparison of linear (consistent) interpolation and Galerkin interpo-
lation for the IAEA benchmark problem.
the mesh (called in this case after every five power iterations) for the same number
of elements, the relative eigenvalue error is significantly reduced. Figure 5.40 also
compares the CPU timings and eigenvalue convergence for anisotropic adaptiv-
ity, isotropic adaptivity and structured mesh refinement. Figure 5.41 illustrates the
advantages of anisotropic adaptivity over structured mesh refinement by plotting
the computational time on the y axis demonstrating that for a given computational
time, anisotropic adaptivity has a reduced error. An example of a mesh when
adapting isotropically is shown in figure 5.42, with the error metric formed by
only taking the diagonal components of the error metric.
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Figure 5.39: Computational timings for the IAEA eigenvalue adaptivity problem
showing the computational time against the number of elements.
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Figure 5.40: Computational timings for the IAEA eigenvalue adaptivity problem
showing the relative error in the eigenvalue against the computational
time.
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Figure 5.41: Computational timings for the IAEA eigenvalue adaptivity problem
showing computational time against the relative error.
Figure 5.42: IAEA benchmark mesh for isotropic adaptivity.
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Figure 5.43: Geometry for the homogeneous two group reactor physics problem.
Units of length are in cms.
5.4.3 The Homogeneous Two Group Reactor Physics Problem
The homogeneous two group reactor physics example is a two group problem that
has three material regions. The geometry is composed of two fissile regions (II and
III) surrounded by a moderator region (I) as shown in figure 5.43. Each region’s
cross sections are provided in table 5.6.
Material Σa νΣf Σt Σs,g→1 Σs,g→2 χ
I
Group 1 0.0004 0.0000 0.2950 0.2453 0.0493 1.0
Group 2 0.0200 0.0000 2.0080 0.0000 1.9880 0.0
II
Group 1 0.0121 0.0085 0.2631 0.2269 0.0241 1.0
Group 2 0.1210 0.1851 0.9416 0.0000 0.8206 0.0
III
Group 1 0.0100 0.0060 0.2604 0.2344 0.0160 1.0
Group 2 0.1000 0.1500 0.8333 0.0000 0.7333 0.0
Table 5.6: Material macroscopic cross sections for the homogeneous two group
reactor physics problem. In this table, the cross sections are in units
cm−1.
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The homogeneous two group reactor example results in scalar fluxes that have dif-
ferent profiles to show the advantages of anisotropic adaptivity, both on a single
mesh (termed Hessian) and using multiple meshes. Figure 5.44 shows the com-
putational timings for uniform mesh refinement, single mesh adaptivity and mul-
timesh adaptivity. The computational timings are compared against the number
of elements within the mesh and the relative error in the eigenvalue. The use of
single mesh and multimesh adaptivity is, for this problem, more efficient than that
of uniform mesh refinement. Furthermore, multimesh adaptivity for this example
is more efficient than that of single mesh adaptivity, see figure 5.45.
Figures 5.46 and 5.47 show the mesh and scalar fluxes respectively for single mesh
adaptivity. The mesh and scalar flux for this figure has been restricted to 3000
elements. When using single mesh adaptivity, the resolution is refined more on the
interface between the fuel and the moderator regions. Alternatively, when using
multimesh adaptivity, as seen in figures 5.48 and 5.49, the mesh for the first energy
group concentrates the resolution to where the fuel has the greatest scalar flux. The
mesh for the second group concentrates the resolution to the interface between
the fuel and the moderator, like that of single mesh adaptivity. Mesh resolution
focused on the regions that have the greatest interest significantly improve the k-
effective calculation in this example.
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Figure 5.44: Computational timings for the homogeneous two group eigenvalue
adaptivity problem. On the top the number of elements across against
the CPU time is shown and on the bottom the CPU time against the
relative eigenvalue error is shown.
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Figure 5.45: Graph showing the eigenvalue relative error against the number of
elements for the homogeneous two group reactor physics problem.
Figure 5.46: The mesh for the homogeneous two group reactor physics problem
using single mesh adaptivity.
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Figure 5.47: The first group (left) and second group (right) scalar flux for the ho-
mogeneous two group reactor physics problem using single mesh
adaptivity.
Figure 5.48: The first energy group mesh (left) and scalar flux (right) for the
homogeneous two group reactor physics problem using multimesh
adaptivity.
Figure 5.49: The second energy group mesh (left) and scalar flux (right) for the
homogeneous two group reactor physics problem using multimesh
adaptivity.
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Figure 5.50: Geometry for the C5G7MOX Homogeneous Eigenvalue Problem.
5.4.4 The C5G7MOX Homogeneous Eigenvalue Problem
This numerical example considers the C5G7MOX eigenvalue benchmark problem
described in Nuclear Energy Agency (2003). The problem is a two dimensional
PWR reactor core design with an outline geometry shown in figure 5.50. It consists
of a core composed of four fuel regions consisting of MOX and UO2, and these are
surrounded by a graphite shield. Each fuel region consists of an array of 17×17
fuel pins with diameter 1.26cm and pitch 0.54cm, and these are separated by a
water coolant and moderator. The fuel, coolant and shield cross section data is
provided in the benchmark documentation which has condensed the material data
into seven energy groups. For the analysis presented in this section, the material
data has been volume averaged over the fuel pins and surrounding cooling water.
The partial homogenization still retains the array structures within the fuel regions,
as shown in figure 5.50, but does not resolve the circular pin structures explicitly.
The problem was solved using both the single mesh adaptive and multimesh adap-
tive algorithms, both of which were initiated using a structured triangular mesh of
5804 elements. The resulting scalar solutions were similar for both calculations,
for which the fast and thermal flux on the single adapted mesh is presented in fig-
ure 5.53. The corresponding scalar fluxes for the multimesh adaptivity is presented
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in figure 5.54. In addition, both eigenvalues were in close agreement - 1.1753549
for the single mesh and 1.1755077 for the multimesh - and these are in close com-
parison to the benchmark solution of 1.186550. Note that a small difference will
be expected due to the material data treatment over the fuel pins. The final adapted
single mesh is shown in figure 5.53 and this is compared against the final mul-
timesh calculation meshes that resolved the fast and thermal energy ranges. The
meshes from the multimesh adaptivity concentrates more on the moderator region
for the thermal energy group, whereas the single mesh adaptivity is constrained to
resolve the mesh for all the energy groups combined (and losing resolution in the
process).
The graph in figure 5.51 shows the evolution of the mesh sizes for both the single
and multi mesh calculations as they were adapted through the eigenvalue solver.
It shows that the multimesh calculation uses about 17 of the elements in a single
mesh calculation to resolve each of the energy groups. Once again, this gives a
very clear indication that the multimesh can reduce the number of elements re-
quired compared to using a single mesh. The graph in figure 5.52 shows the evolu-
tion of the eigenvalue as both calculations evolve their respective meshes. Figure
5.52 shows both calculations to converge at similar rates showing that multimesh
adaptivity compares well to single mesh adaptivity. Despite this, any gains in the
number of elements used can be reduced by factoring in the computational expense
of mapping from one mesh to another. However, it should be noted that even if
for large problems the computational expense increases for multimesh adaptivity,
an industrial user can run large problems without intervention. A large application
may be adapted in space for each energy group removing the need for a conver-
gence analysis to check for mesh convergence thus increasing the time spent on
other activities.
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Figure 5.51: The evolution of the element count in the C5G7MOX benchmark.
5.4.5 The LRA Two Dimensional Eigenvalue Benchmark
The final benchmark case is the LRA two dimensional benchmark problem based
upon a BWR type reactor. The geometry consists of a quarter core with multiple
materials and two energy groups. It is an international recognised benchmark for
the static and transient comparison of numerical methods to solve the multigroup
neutron diffusion equations with realistic geometries and materials, see Song and
Kim (1992). Only the eigenvalue problem is considered here. The Analytic Nodal
code PANTHER, see British Energy, is used to provide a reference answer. PAN-
THER is an industry standard code used within the UK for whole core analysis. It
has been extensively verified and validated for this purpose. The actual benchmark
specification is for a 2D and 3D geometry. Material properties are given for the 3D
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Figure 5.52: The eigenvalue convergence of the C5G7MOX smeared benchmark
case. The top figure shows both the single and multimesh adap-
tivity eigenvalues against their iteration number. The bottom figure
shows the difference in k-effective for the two types of adaptivity
implemented.
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Figure 5.53: The adapted mesh (top) and scalar flux for the first energy group
(bottom left) and the thermal energy group (bottom right) for the
C5G7MOX homogenised example using single mesh adaptivity.
geometry in the literature. To apply the 2D model an extra absorption is needed
within the materials to account for axial leakage. The extra absorption used here
was taken from the PANTHER input file that is supplied with the code.
The quarter core consists of 78 fuel assemblies surrounded by a water reflector.
The 78 fuel assemblies consist of four types and are labelled as materials 1 to 4.
The water reflector is material 5. The five material properties for the two energy
groups are shown in table 5.7. The corresponding geometry, material mapping and
boundary conditions for this test case are shown in figure 5.55. The adaptive prob-
lem has been run for six adaptive non-linear iterations and ensuring convergence
by using a maximum of 50 iterations per adaptive step (except the last adaptive
step, which is run to a convergence tolerance of 1.0 × 10−7 for the eigenvalue
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Figure 5.54: The adapted mesh and scalar flux for the first energy group (top) and
the thermal energy group (bottom) for the C5G7MOX homogenised
example using multimesh adaptivity.
and 1.0× 10−7 for the eigenvector, which is equivalent to the angular flux). Gen-
erally, adapting after around 15 power iterations on the initial mesh and 10 for
subsequent meshes has been found to be adequate for most problems. The higher
amount of power iterations is necessary for the first mesh as the fission source has
to have a moderately accurate profile for the adaptivity to work properly (other-
wise the mesh might adapt to the wrong regions and take more time to correct the
mesh). The mesh converges to around 12, 000 elements from an initial mesh of
78 elements. The benchmark eigenvalue using the analytic nodal (diffusion) code
PANTHER is 0.99641. The eigenvalue after six adaptive iterations in the power
loop using RADIANT is 0.99625 using a P1 angular expansion and 0.99676 with
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Material Group Σt νΣf Σsg→1 Σsg→2 χp
1 1 2.6560E-01 4.6020E-03 2.3189E-01 2.5330E-02 1.0
2 1.5797E+00 1.0910E-01 0.0000E+00 1.4794E+00 0.0
2 1 2.6288E-01 4.6090E-03 2.2790E-01 2.7670E-02 1.0
2 1.7525E+00 8.6750E-02 0.0000E+00 1.6820E+00 0.0
3 1 2.6476E-01 4.6630E-03 2.3046E-01 2.6170E-02 1.0
2 1.5941E+00 1.0210E-01 0.0000E+00 1.5106E+00 0.0
4 1 2.6476E-01 4.6630E-03 2.3046E-01 2.6170E-02 1.0
2 1.5941E+00 1.0210E-01 0.0000E+00 1.5207E+00 0.0
5 1 2.6518E-01 0.0000E+00 2.1691E-01 4.7540E-02 0.0
2 2.0938E+00 0.0000E+00 0.0000E+00 2.0746E+00 0.0
Table 5.7: Material properties of the test case LRA BWR 2D Two Energy Group
Eigenvalue. In this table, the cross sections are in units cm−1.
Figure 5.55: The geometry, material mapping and boundary conditions for the test
case LRA BWR 2D Two Energy Group Eigenvalue.
a P3 angular expansion. Using different meshes for each of the energy groups we
obtain a multiplication factor of 0.99635 using an angular expansion of P1 and
0.99717 for a P3 expansion. The closest value to the reference solution is the
multimeshing eigenvalue solver using P1 within RADIANT, which is due to the
increased accuracy of multimeshing compared with a highly accurate nodal code
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Figure 5.56: The initial mesh (left) and the sixth adapted mesh (right) for the LRA
BWR benchmark problem for single mesh adaptivity.
Figure 5.57: The initial solution (left) and the sixth adapted solution (right) for the
LRA BWR benchmark problem for the fast energy group flux.
that solves the diffusion equation.
In figures 5.57 and 5.58 the initial flux and the scalar flux is shown for the cor-
responding meshes in figure 5.56. As can be seen from the adapted mesh, the
resolution is being applied to the interface between the assembly and the modera-
tor. The absorption and scattering in those areas result in a greater curvature (error
interpolation) than the rest of the domain. In the resulting meshes for the multi-
meshing eigenvalue calculation resolution in the first energy group (corresponding
to the fast energy spectrum) has the concentration of resolution in the fuel regions
where most of the activity is occurring. If the maximum amount of nodes in the
single mesh case is increased more resolution might appear in the fuel regions, but
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Figure 5.58: The initial solution (left) and the sixth adapted solution (right) for the
LRA BWR benchmark problem for the thermal energy group flux.
Figure 5.59: The adapted mesh (left) and the tenth adapted solution (right) for the
LRA BWR benchmark problem for the fast energy group flux using
multimeshing.
Figure 5.60: The adapted mesh (left) and the tenth adapted solution (right) for the
LRA BWR benchmark problem for the thermal energy group flux
using multimeshing.
with a greater computational expense.
As can be seen from the results in figures 5.59 and 5.60 the meshes are producing
different number of elements with the resolution of each of these meshes showing
the regions where resolution is being added and removed.
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Figure 5.61: The number of nodes for each energy group for each adaptive itera-
tion as well as the case using the same adaptive mesh is shown with
the convergence of the different schemes including single mesh and
multimesh adaptivity for the LRA BWR benchmark problem.
Method Eigenvalue Percent Error Time (secs)
PANTHER (Reference) 0.0
RADIANT Single Mesh 0.016 1516.45
RADIANT Multimesh 0.006 1672.63
Table 5.8: The convergence of the eigenvalues and time comparisons for a P1 an-
gular discretisation against the nodal diffusion code PANTHER for the
LRA BWR benchmark problem.
Figure 5.61 shows the number of nodes for using a single adaptive mesh and an
adaptive mesh for each energy group is shown. As can be seen, the number of
nodes for the multimeshing is smaller than running the problem on a single mesh.
The reduction of the corresponding number of elements in the single mesh case
is due to the mesh adapting to the physics of that particular energy group rather
than the physics of both energy groups which increases the spatial resolution given
to that mesh. A comparison for this problem against the nodal diffusion code
PANTHER is shown in table 5.8. The P1 angular discretisation is equivalent to
diffusion theory so this is used to compare against the nodal method. The nodal
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method uses a semi-analytical approach to solve reactor physics problems and the
code PANTHER is an established code using the nodal method. The multimesh
approach is more accurate than single mesh adaptiivty when comparing the eigen-
value to the nodal code PANTHER. This indicates that multimesh adaptivity per-
forms better than single mesh adaptivity. The multimesh adaptivity, as shown in
table 5.8, took just over 2.5 minutes longer than the single mesh adaptivity, which
took just over 25 minutes to run using a Intel Core I7 2.40GHz processor. Despite
this added computational time (increased by a factor of 1.1), the use of multimesh
adaptivity resulted in an eigenvalue error over two times smaller than that of single
mesh adaptivity.
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5.5 Conclusions
The results shown are the first known time that anisotropic adaptivity has been used
to solve the Boltzmann transport equation. These results show very promising use
of this type of adaptivity in future transport codes, including the use of interpola-
tion to modify the power iterations in eigenvalue calculations. The methods can
be further enhanced in later work with the inclusion of other acceleration methods
such as diffusion synthetic acceleration, Chebyshev acceleration and coarse mesh
re-balance.
The methods developed for shielding calculations can be used in a low order angu-
lar expansion, such as P1 to try to gain an optimal mesh for that angular expansion,
which then can be used in a higher order angular discretised shielding calcula-
tion. The approach combines the advantages of computational time from not using
larger quadrature sets or spherical harmonics expansions which can increase the
size of the problem dramatically and, instead, find a more optimal mesh, and then
carry out a single, or few calculations using the higher degree of accuracy in the
angular variables.
The eigenvalue examples show that the use of conservative interpolation combined
with adaptive re-meshing increases the convergence rate of the iterations. Addi-
tionally, as the mesh is optimised the solutions and integral quantities become more
accurate. As the previous mesh solution is interpolated to the next mesh, these act
as a preconditioner to the next power iteration which, therefore, speeds up the con-
vergence of the eigenvalue significantly. The increase in computational speed is
primarily due to both the convergence of the fission source whilst the mesh is be-
ing optimised. For large reactor problems this can make more efficient use of the
computational resources available.
The results shown demonstrate the power of using an energy dependent mesh, al-
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though this would add constraints to hardware. The added constraints are due to
the increased data in memory to store the meshes, boundary conditions and spatial
tables for each energy group, instead of one. Furthermore, in the current imple-
mentation, the sparse matrix for each energy group is stored. The efficiency can be
enhanced in the near future by the development of a matrix free solver. A matrix
free solver does not explicitly construct the linear system that is to be solved, sav-
ing memory costs. Instead, only the effect of the matrix being applied to a vector is
programmed, replacing memory costs with CPU costs. Large reactor physics and
shielding problems with significant angular resolution produce extremely large lin-
ear systems which cannot be stored in memory. Furthermore, the recent advances
in multigrid methods for preconditioning the inner element subgrid scale method
should provide further increases in computational efficiency. The reduced memory
requirements in storing the matrices will be a major advantage in commercialisa-
tion of these methods. Moreover, many reactor physics problems do not contain a
great variation over the energy discretisation. The resolution for each energy group
is dependent on the number of energy groups used and for the C5G7MOX bench-
mark the meshes for various subsets of the multigroup discretisation were similar
to each other. Therefore, if this method is to be commercialised, the grouping of
energy groups will reduce the amount of time interpolating between the meshes
without a big reduction in the mesh optimisation for each energy group. For ex-
ample, the C5G7MOX benchmark could use three meshes to solve the transport
equation over the fast energy groups (groups 1, 2 and 3) the middle energy groups
(4 and 5) and the thermal energy groups (6 and 7). For problems that use larger
cross section libraries, such as the 172 groups used within WIMS, around five or
six energy groups would probably suffice.
In the future, the use of conservative interpolation may be used in other areas of
research in computational nuclear reactor physics, such as in coupled modelling
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for transient calculations with non-linear feedback. For example, this means that
when solving the coupled neutron transport - multiphase fluid flow the different
models may use different meshes. Also, this can be used within the use of a coarse
mesh rebalance type method whereby a coarse mesh is also used, say with smeared
pincells that can be used to provide acceleration to the heterogeneous model (al-
though this would require further research into this possibility), or to provide a
good start up guess for the fission source and angular flux.
Future work will also look at adapting the angular domain with the use of angular
wavelets and traditional approaches. The angular adaptivity has been researched
before using hierarchical wavelets. However, the coupling of angular and spatial
error measures is rudimentary at best. Mostly, the spatial domain is adapted and
then the angular variables within an iterative process, but not simultaneously.
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CHAPTER 6
ANISOTROPIC GOAL BASED
MESH ADAPTIVITY FOR FIXED
SOURCE RADIATION
TRANSPORT CALCULATIONS
Synopsis
In this chapter, the application of anisotropic adaptivity for goal based adaptivity
for shielding problems when a detector is present is explored. The mesh is opti-
mised to reduce the error in the goal (detector response) by solving an associated,
adjoint, problem that solves the system from a viewpoint of the control variables.
The adjoint solution then forms the importance of the detector response in the do-
main. Then, two error metrics are formed, using the residuals of the forward and
adjoint solutions (which are formed from the underlying spatial discretisation us-
ing a novel approach) and combined, again using a novel approach, to conserve the
error metric of the forward and adjoint solutions, as each error metric encompasses
the full error alone.
This chapter has been published in the Annals of Nuclear Energy as Goal Based Mesh Adaptivity
for Fixed Source Radiation Transport Calculations by C.M.J. Baker, A.G. Buchan, B.S. Tollit,
M.A. Goffin, S.R. Merton and P. Warner; Baker et al. (2013b)
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6.1 Introduction
In this chapter, a goal based error metric is developed for shielding problems with
a source and detector. The method solves an adjoint equation to measure the de-
fect within a volume integrated functional. This type of functional can represent a
wide range of parameters, for example reaction rates and the criticality eigenvalue.
Within this chapter, the functional is taken to be the reaction rate (or the detector
response) within a detector region. Obtaining the error estimate allows the reduc-
tion of a convergence analysis of the spatial discretisation (the error in the angular
discretisation is a subject of future work). A goal based a posteriori error metric is
developed here. That is, the error is formulated from the forward and dual (adjoint)
solutions. Firstly, the forward solution is calculated with the prescribed source fol-
lowed by an adjoint formulation that calculates the importance of the sensitivity
of the functional with respect to the forward flux. This chapter demonstrates that
using adjoint guided mesh adaptivity reduces the error within a functional over
previous methods that aim to reduce the error over the whole domain and is also
computationally more efficient. In addition, this approach provides the user with
an error estimate of the solution that can be used for sensitivity analysis and defect
corrections. The method developed within this chapter, consists of the develop-
ment of goal based error metrics for the Boltzmann transport equation, which is
specific to the underlying spatial discretisation.
The Finite Element Method (FEM) has become a well-known technique used to
deterministically solve the Boltzmann transport equation since the first implemen-
tation in the late 1960s, as described in Ackroyd (1997). The accuracy of the
resulting angular flux is dependent on the finite element mesh used to solve the
problem. As one cannot accurately predict a priori the optimal mesh, the user
often manually refines the spatial mesh during the design cycle to reduce errors
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within the solution. Mesh adaptivity has led to the application of general au-
tomated mesh refinement algorithms for spatial adaptivity, for example see Pain
et al. (2001), Zhang and Lewis (2001), Baker et al. (2013a), and Burgarelli et al.
(2006). Adaptive mesh methods have been developed to increase the accuracy by
using a posteriori errors to change the mesh resolution (h-adaptivity), change the
polynomial order of the elements (p-adaptivity) or to rearrange the elements within
the mesh (r-adaptivity).
Adaptive finite element methods for neutron transport originally focused on vari-
ational nodal methods, applied to the diffusion equation, or the even parity equa-
tions, as discussed in Zhang and Lewis (2002) and Zhang and Lewis (2001). Re-
cently, hp adaptive methods for the finite element method have been developed by
Wang et al. (2009) and Ragusa (2008). In hp-adaptivity, both the polynomial or-
der and the mesh resolution are changed to minimise the finite element error. The
algorithm used to adapt the mesh in these papers was Adaptive Mesh Refinement
(AMR) which uses hierarchical meshes, generated by bisecting and combining el-
ements. Furthermore, Ragusa (2008) outlined how the Hessian, or curvature, of
the flux (a matrix of the second derivatives of the flux with respect to there co-
ordinates) can be used to guide mesh adaptivity through the interpolation error.
Recently, adaptive methods have been applied to the even parity formulations by
Mirza et al. (2007) and by Park and de Oliveira (2009). All these papers outlined
adaptive methods for elliptic problems. However, research into adaptive meth-
ods has also been applied to the first order transport equation using discontinuous
Galerkin, discrete ordinate (SN ) methods, again, using AMR, see Fournier et al.
(2011), Duo et al. (2009), Ragusa and Wang (2010) and Aussourd (2003).
The construction of residuals, which are needed in goal based adaptivity and in
AMR methods, are difficult to obtain. The difficulties are due to both the strong
dependency on the underlying discretisation and if the residual is formed explicitly
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from the discretised equations being close to zero (subject to numerical error).
Various authors have developed methods to resolve these issues. For example,
the work presented in Wang and Ragusa (2011) presented three different methods
to form an approximation to the error. Firstly, the solution was calculated on a
fine mesh and a coarse mesh. Secondly, the error was calculated by projecting
the fine solution onto a coarse mesh. Lastly, the discontinuities in the scalar flux
over element boundaries were used as an error indicator. An alternative method,
similar to the second method above, is to project the solution to a higher order of
basis function, such as that described in Bangerth and Rannacher (2003). Within
this chapter we use the underlying spatial discretisation to note that the subgrid
scale correction to the full angular flux tends to zero as the approximated solution
becomes exact. When the residual reaches zero, it is shown in this article, the error
metric itself reduces to zero and the mesh is not optimised any further.
Goal based adaptivity for radiation transport was utilised for the simplified Spher-
ical Harmonic, or SPN , equations by Turcksin et al. (2010). In this paper, they ap-
plied their methods to solve one and two group fixed source problems on structured
grids. The paper then used an element-wise error indicator, calculated from the for-
ward and dual flux errors, to refine the mesh using AMR. Wang and Ragusa (2011)
have also extended their previous work in Wang et al. (2009) to goal based adap-
tivity using two dimensional unstructured meshes with AMR. Recently, Lathouw-
ers published two papers on goal based adaptivity for fixed source problems, see
Lathouwers (2011b), and eigenvalue calculations, see Lathouwers (2011a). The
authors in this paper used the dual weighted residual (DWR) goal based method
applied to the discontinuous SN equations. The DWR method forms the error
estimates by weighting the residual of the forward equation with the error in the
adjoint solution, as discussed in Bangerth and Rannacher (2003).
The scheme presented here is for fixed source calculations, and is similar to the
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work by Pierce and Giles (2000), Giles (1997b) and Power (2005). However,
this work can be extended to fundamental mode calculations by defining the func-
tional to be the eigenvalue keff . Previously, Giles and Pierce (2001) developed
error indicators for defect corrections to provide super-convergence of the desired
functionals. The work was then extended to defect corrections for source-detector
problems by Merton and Pain (2010) in radiation transport problems. The work
within this chapter extends the work in those papers to use similar methods to form
a goal based error metric, rather than a correction to the functional. The anisotropic
mesh adaptivity method within this chapter was developed by Pain et al. (2001).
The methods contained within Pain et al. (2001) form an error metric that min-
imises a functional that gauges the quality of the mesh. The use of anisotropic
mesh adaptivity is used over AMR within this chapter to provide greater accuracy
and efficiency in radiation transport problems due to non-physical oscillations in
the solution over material interfaces. Although AMR can resolve these regions,
they use a greater number of finite elements compared to that of anisotropic mesh
adaptivity.
Another possible method is to project the solution from the current coarse mesh
onto a fine mesh, from which we can work out the residual (using the underlying
discretisation) of the full solution on the fine mesh, as shown by Wang and Ragusa
(2011). The residual will then be non-zero as the solution is on a fine mesh, and
can be used to find the coarse solution residual. The residual is then interpolated
back onto the original grid using some kind of interpolation, such as consistent
or conservative interpolation. A conservative interpolation would ensure that the
residual will remain conservative although this is not important, as the residual
only needs to be approximate. However, the resulting matrix-vector multiplica-
tion for a fine mesh discretisation is computationally expensive in addition to the
increase of the amount of memory needed.
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The rest of this chapter is formed as follows. Section 6.2 describes how the Boltz-
mann transport equation is discretised in space and angle followed by derivation of
the error metrics used in section 6.3 and how these error metrics are constructed.
A variety of examples is then presented in section 6.4 with conclusions drawn in
section 6.5.
6.2 The Discretisation of the Boltzmann Transport
Equation
The discretisation used for the Boltzmann transport equation is shown within this
section. The discretisation used is the inner element subgrid scale method applied
to the spatial dimension of transport equation. The angular domain is discretised
using Spherical Harmonics and multigroup for energy.
6.2.1 The Angular Discretised Boltzmann Transport Equation
The first order Boltzmann Transport equation and the angular discretisation that is
used throughout this work is now considered. The method chosen is designed to
enable an arbitrary choice of angular discretisation such as Spherical Harmonics
(PN ) and Discrete Ordinates (SN ), see Lewis and Miller Jr (1993), in addition to
recent techniques such as using wavelets, as that described by Buchan et al. (2005).
The Boltzmann transport equation may be described for the mono-energetic steady
state case as
Ωˆ · ∇ψ(~r, Ωˆ) + σt(~r)ψ(~r, Ωˆ) = qex(~r, Ωˆ) +
∫
Ω′
σs(~r, Ωˆ
′ → Ωˆ)ψ(~r, Ωˆ′)dΩ′,
(6.2.1)
where Ωˆ is the direction of particle travel, ψ is the angular flux of a particle, ~r is
a particles position and σt is the total macroscopic cross section (using lower case
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Greek notation for convenience). Additionally, qex is the external source, σs is the
scattering macroscopic cross section, and Ωˆ′ is the direction of an incident particle
prior to scatter into direction Ωˆ.
The discretisation of the angular dimension is achieved by representing the vari-
able ψ via a set of angular basis functions Gj , for j ∈ {1, 2, . . . ,M} using a
Galerkin method which hasM angular moments such that
ψ(r,Ω) ≈
M∑
j=1
Ψj(r)Gj(Ω). (6.2.2)
Equation 6.2.2 is then weighted by the angular basis functions Gi and integrated
over angle to form a linear system of angular unknowns Ψ that consists of the
angular moments Ψj(r), for j = {1, 2, . . . ,M}, within the angular expansion,
Ax
∂Ψ(~r)
∂x
+ Ay
∂Ψ(~r)
∂y
+ Az
∂Ψ(~r)
∂z
+ HΨ(~r) = S(~r). (6.2.3)
The terms Ax,Ay,Az areM×M matrices representing the angular discretised
streaming term. H the isM×M angular discretised matrix containing the scatter-
ing/removal information and S is the vector of sizeM containing the discretised
source. Equation 6.2.3 can be rewritten in a more convenient way in terms of the
angular residual,
R(Ψ(~r)) = (A · ∇+ H)Ψ(~r)− S(~r) = 0, (6.2.4)
where A = (Ax,Ay,Az) are angular Jacobian matrices. The boundary condi-
tions are calculated by applying a Riemann decomposition shown in Buchan et al.
(2011), which decouples the directional dependence by calculating the eigenstruc-
ture of the angularly discretised transport operator.
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6.2.2 The Inner Element Subgrid Scale Scheme
The inner element subgrid scale method, as shown in Buchan et al. (2010) and
Baker et al. (2012), decomposes the discretised angular flux Ψ into the sum of the
two variables Ψ = Φ+Θ where Φ and Θ represent the coarse scale and fine scale
of the solution respectively. The coarse scale component uses continuous finite
elements, spanned by the set of ηN basis functions Ni, for i ∈ {1, 2, . . . , ηN}, and
is then expanded in terms of its basis functions as,
Φ(r) ≈ Φ˜(r) =
ηN∑
j=1
Nj(r)Φj , (6.2.5)
where Φj is the coarse scale finite element solution at node j is a vector of sizeM,
the size of the angular discretisation. Similarly, the subgrid scale component lies
in the discontinuous finite element space spanned by the set of ηQ basis functions
Qi, for i ∈ {1, 2, . . . , ηQ} which are defined for each element as,
Θ(r) ≈ Θ˜(r) =
ηQ∑
j=1
Qj(r)Θj, (6.2.6)
where Θj is the subgrid scale solution at the finite element node j and also a vector
of sizeM. Nj and Qj are theM×M matrices containing their respective finite
element functions only along their diagonal elements. Also, the discontinuous
(subgrid) basis functions Q are restricted to an individual element and so are zero
elsewhere. The sizes of ηN and ηQ are dependent on the polynomial order of the
basis functions being used. The full representation of the subgrid scale equations
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are then,
Ψ(r) ≈
ηN∑
j=1
Nj(r)Φj +
ηQ∑
j=1
Qj(r)Θj . (6.2.7)
The full set of Galerkin equations are formed by weighting equation 6.2.4 using
both sets of coarse and fine scale trial functions. The full solution expansion, in
equation 6.2.7, is then inserted into equation 6.2.4 and the ηN + ηQ equations are
integrated over V . Finally, making use of the operator’s linearity, the following
equations are obtained
∫
V
NiR(Φ) dV +
∫
V
NiR(Θ) dV = 0, ∀ i ∈ {1, 2, . . . , ηN}, (6.2.8a)∫
Ve
QiR(Φ) dV +
∫
Ve
QiR(Θ) dV = 0, ∀i ∈ {1, 2, . . . , ηQ}, (6.2.8b)
where ηN and ηQ are the number of finite element nodes for the continuous and
subgrid scale elements respectively. Substituting equation 6.2.4 into 6.2.8 the weak
form is obtained,
∫
V
NiHΨ dV −
∫
V
∇Ni ·AΨ dV +
∫
Γ
Ni(A · n)Ψ dΓ =
∫
V
NiS dV,
∀ i ∈ {1, 2, . . . , ηN}, (6.2.9a)
and
∫
Ve
QiHΨ dV +
∫
Ve
QiA · ∇Ψ dV =
∫
Ve
QiS dV, ∀ i ∈ {1, 2, . . . , ηQ},
∀Ve ∈ T (V ), (6.2.9b)
where Ve is the volume for each element in the finite element mesh and T (V ) is
the partition of the finite element mesh that forms the fine (subgrid) scale mesh.
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In the cases presented here, the subgrid scale mesh consists of just one element
contained in each continuous element. Green’s theorem has been applied to the
advection term of equation (6.2.9a) resulting in the surface domain boundary inte-
gral involving the full solution Ψ, and so comprises of the terms∫
Γ
Ni(A · n)Ψ dΓ =
∫
Γ
Ni(A · n)Φ dΓ +
∫
Γ
Ni(A · n)Θ dΓ (6.2.10)
when expanded into its coarse and fine scale solutions. The second term in equa-
tion 6.2.10 can be eliminated with the strong application of Θ = 0 on Γ over the
subgrid scale boundary condition. In equation 6.2.9b the full solution is expanded,
but Green’s theorem is only applied to the coarse scale equation. The fine scale
component uses a discontinuous weighting function that limits the support to a
single element, so the integration is reduced from over the entire domain V to that
of the sub-domain Ve. This gives,∫
Ve
QiHΦ dV +
∫
Ve
QiA · ∇Φ dV +
∫
Ve
QiHΘ dV −
∫
Ve
∇Qi ·AΘ dV
+
∫
Γein
Qi(A · n)−Θ dΓ +
∫
Γeout
Qi(A · n)+Θ dΓ =
∫
Ve
QiS dV,
∀ i ∈ {1, 2, . . . , ηQ} ∀Ve ∈ T (V ), (6.2.11)
where the integrals over Γein and Γ
e
out address the incoming and outgoing flux at the
element’s boundary. The surface integral involving the incoming flux associated
with the subgrid solution Θ is eliminated, which is an approximation used within
the subgrid scale formulation (SGS). Replacing the variables with their approxi-
mations, the formulation in its final form is described by,
∫
V
NiHΦ dV +
∫
V
∇Ni ·AΦ dV +
∫
V
NiHΘ dV +
∫
V
∇Ni ·AΘ dV
+
∫
Γ
Ni(A · n)Φ dΓ =
∫
V
NiS dV, ∀ i ∈ {1, 2, . . . ηN}, (6.2.12a)
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and
∫
Ve
QiHΦ dV +
∫
Ve
QiA · ∇Φ dV +
∫
Ve
QiHΘ dV −
∫
Ve
∇Qi ·AΘ dV
+
∫
Γeout
Qi(A ·n)+Θ dΓ =
∫
Ve
QiS dV, ∀ i ∈ {1, 2, . . . , ηQ} ∀Ve ∈ T (V ).
(6.2.12b)
Equations 6.2.12a and 6.2.12b can be given in matrix form as,A B
C D

Φ
Θ
 =
SΦ
SΘ
 , (6.2.13)
in which Φ denotes a M× ηN vector containing the angular and spatially dis-
cretised continuous finite element expansion coefficients and Θ is the M× ηQ
vector containing the angular and spatially discretised discontinuous finite ele-
ment expansion coefficients. The dimension of the matrix A in equation 6.2.13
is (M× ηN ) × (M× ηN ), matrix B is (M× ηN ) × (M× ηQ), matrix C is
(M× ηQ) × (M× ηN ) and matrix D is (M× ηQ) × (M× ηQ). The terms
SΦ and SΘ are their corresponding discretised sources. The matrices and source
vectors in the system of equations 6.2.13 can be explicitly written as
Aij =
∫
V
NiHNj dV −
∫
V
∇Ni ·ANj dV
+
∫
Γ
Ni(A · n)Nj dΓ, (6.2.14a)
Bij =
∫
V
NiHQj dV −
∫
V
∇Ni ·AQj dV, (6.2.14b)
Cij =
∑
Ve∈T
∫
Ve
QiHNj dV +
∑
Ve∈T
∫
Ve
QiA · ∇Nj dV, (6.2.14c)
Dij =
∑
Ve∈T
∫
Ve
QiHQj dV −
∑
Ve∈T
∫
Ve
∇Qi ·AQj dV
+
∑
Ve∈T
∫
Γeout
Qi(A · n)+Qj dΓ. (6.2.14d)
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SΦi =
ηN∑
j=1
∫
V
NiNjSj dV, (6.2.15a)
SΘi =
ηQ∑
j=1
∫
V
QiQjSj dV. (6.2.15b)
The key to the subgrid formulation is that the SGS matrix D associated with the
discontinuous function space and has no incoming boundary conditions. The SGS
approximation effectively decouples the discontinuous moments that lie on differ-
ent elements, thus making D block diagonal with coupling only existing within
elements making this very efficient to invert. The diagonal structure of the matrix
enables the inversion of D, in equation 6.2.13, for each element individually and
so the discontinuous finite element solution can be expressed as,
Θ = −D−1CΦ + D−1SΘ. (6.2.16)
Finally, substituting this expression into equation 6.2.13, a system of equations
involving only the continuous solutions result,
(
A− BD−1C)Φ = SΦ − BD−1SΘ. (6.2.17)
The static condensation forms a linear system that is smaller than that correspond-
ing to a fully discontinuous scheme. The static condensation represents the dis-
continuities in the solution using the fine mesh elements, and is used to reconstruct
the full angular flux, using equation 6.2.16.
6.2.3 Calculating the Adjoint Transport Equation
The calculation of the adjoint equation is necessary to deduce the importance of
the mesh to the desired goal. To achieve this two methods may be used, see Gun-
zburger (1987), either calculating the adjoint of the continuous formulation and
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then discretising or discretising the equations and taking the adjoint of the result-
ing matrices. In this work, the transpose of the discretised matrix is used to form
the adjoint. Although the functions are differentiated analytically here, future ap-
plications may use automatic differentiation or the independent set perturbation
method as described by Fang et al. (2011), to form the discretised adjoint equation
for a general functional. Taking the underlying linear system 6.2.13 which we will
take the adjoint (in matrix form the conjugate transpose) of we haveA B
C D

T Φ∗
Θ∗
 =
S∗Φ
S∗Θ
 , (6.2.18)
which is the same as AT CT
BT DT

Φ∗
Θ∗
 =
S∗Φ
S∗Θ
 , (6.2.19)
where S∗Φ is the adjoint coarse scale source and S
∗
Θ is the adjoint fine scale source
(i.e. the functional sensitivities and any source iteration terms) and Φ∗ and Θ∗
are the coarse scale and subgrid scale adjoint solutions. From equation 6.2.19 the
static condensation procedure for the adjoint equation is obtained using,
Θ∗ = −(D−1)TBTΦ∗ + (D−1)TS∗Θ∗ . (6.2.20)
Finally, substituting this expression into equation 6.2.19, a system of equations
involving only the continuous variables results
(
AT − CT (D−1)TBT )Φ∗ = S∗Φ − CT (D−1)TS∗Θ. (6.2.21)
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6.2.4 Method to Calculate an Approximation to the Residual
The residual for the angularly discretised Boltzmann transport equation may be
described as,
R(Ψ) = A · ∇Ψ−HΨ− S, (6.2.22)
where A is the angularly discretised streaming term,H is the angularly discretised
scattering - removal operator and S is the angularly discretised source term.
In this chapter we use a method that is once again based upon the subgrid scale
formulation and is similar to using the discontinuities between elements. In this
method we form the residual of the fully resolved equations by taking only the
continuous Galerkin residual as follows. The use of this satisfies requirements of
a residual, as the subgrid scale correction tends to zero while increasing spatial
resolution.
After the discretisation of this expression and using the subgrid scale method in
equation 6.2.13 the following coupled system of equations are solved,
AΦ + BΘ = SΦ, (6.2.23a)
CΦ + DΘ = SΘ. (6.2.23b)
We can then rearrange 6.2.23a to form a residual of the equations which forms an
approximation to residual of the fine mesh,
R = AΦ− SΦ. (6.2.24)
In equation 6.2.24 the residual calculated is actually the residual of the continuous
Galerkin discretisation. As this is not the discretisation being used, this will be
non-zero. The approach taken is a valid form for the residual due to the other con-
tribution to equation 6.2.23a, i.e. BΘ, will tend to zero as the fine scale correction
is reduced and can therefore be ignored. Also, the term AΦ− SΦ will tend to zero
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as the mesh is refined in order to reduce the errors in that particular mesh.
6.3 Goal Based Error Measures
The main idea for developing a goal based error measure is to adapt to the areas that
are contributing towards the flux at the detector, rather then the whole mesh which
would be the case of an error metric that contains the error in the forward solution.
This section outlines how the goal based error metrics are formed using the primal
and dual solutions. The method formed in this chapter is written in multigroup
form, where the multigroup indices are suppressed to ease clarity. Firstly, we
denote the exact solution as,
LΨexact − s = 0, (6.3.1)
where Ψexact is the exact solution, s is the source term, and L is a linear operator,
which in this case is,
Lψ = Ωˆ · ∇ψ
(
~r, Ωˆ, E
)
+ σtψ
(
~r, Ωˆ, E
)
−
∫
dE′
∫
dΩ′σs
(
~r,E′ → E, Ωˆ′ · Ωˆ
)
ψ
(
~r, Ωˆ′, E′
)
. (6.3.2)
We firstly discretise this equation in angle, as we are only considering error metrics
for the spatial resolution within this chapter, and where Ψ is the discretised angular
flux and S is the angularly discretised source. The residual can now be defined as,
R = LΨ− S. (6.3.3)
The aim is to minimise this residual. When this equation is discretised in space,
the residual becomes,
r(Ψ) = AΨ− S, (6.3.4)
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where Ψ is the discretised solution vector, S is the discretised source terms and A
is the discretised linear operator. The vectors are of sizeN ×M and the matrix A
is of size (N ×M)× (N ×M), where N is the number of finite element nodes
and M is the number of angular moments. The detector can be described by a
functional, F , of the angular flux,
F = F(Ψ). (6.3.5)
Examples of functionals F are:
F(Ψ) =
∫
V
WΨ2dV or F(Ψ) =
∫
V
WΨdV. (6.3.6)
More generally
F(Ψ) =
∫
V
f(Ψ)dV, (6.3.7)
where for the above examples,
f(Ψ) = WΨ2 or f(Ψ) = WΨ, (6.3.8)
where V is the volume (in this case the phase space of space, angle and energy)
of the domain and W is a weighting function. Surface integrals may be written
into equation 6.3.7 using a Dirac Delta function on the surface of the domain. In
equation 6.3.7 the weighting function W may be unity in the local vicinity of an
observation point of interest in the solution domain and zero elsewhere. However,
any functional F(Ψ) may be derived from the solution Ψ. The functional F is
then expressed as the discretised quantity F in terms of the finite element solution.
In this work, the functional f(Ψ) = WΨ is used where the weighting function W
is the detector response of the scalar flux, so
F (Ψ) =
∫
E
∫
V
∫
Ω
δ(~r − ~rd)σd(~r,E)ΨdV dΩdE, (6.3.9)
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where a detector, d, is located in a detector region rd and with a macroscopic cross
section σd that represents the detector response.
6.3.1 The Continuum Error Measure
The error measure is formed by expanding the gradient of a functional, ∂f∂Ψ , that is
to be optimised using a Taylor series. In this work the functional that is considered
is an integral over a detector region. The expansion is then truncated after the
first term (if the functional is linear then the other terms disappear) to form the
following expression,
∂f
∂Ψ
(Ψexact −Ψ) ≈ f(Ψexact)− f(Ψ) +O((Ψexact −Ψ)2), (6.3.10)
and similarly (ignoring quadratic terms in the Taylor expansion),
∂R
∂Ψ
(Ψexact −Ψ) ≈ R(Ψexact)−R(Ψ), (6.3.11)
rearranging equation 6.3.11 we get,
(Ψexact −Ψ) ≈
(
∂R
∂Ψ
)−1
(R(Ψexact)−R(Ψ)). (6.3.12)
Combining equations 6.3.10 and 6.3.12 the approximated functional error is given
as,
f(Ψexact)− f(Ψ) ≈ ∂f
∂Ψ
(
∂R
∂Ψ
)−1
(R(Ψexact)−R(Ψ)), (6.3.13)
and integrating over the domain V gives,
F (Ψexact)− F (Ψ) ≈
∫
V
∂f
∂Ψ
(
∂R
∂Ψ
)−1
(R(Ψexact)−R(Ψ))dV. (6.3.14)
Using the definition of the adjoint equation and recognising that the first and last
terms on the right hand side of equation 6.3.14 are functions and the middle term
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is an operator (the inverse of the residual operator) results in,
F (Ψexact)− F (Ψ) ≈
∫
V
(R(Ψexact)−R(Ψ))
(
∂R∗
∂Ψ∗
)−1 ∂f
∂Ψ
dV
= −
∫
V
(R(Ψexact)−R(Ψ))Ψ∗exactdV, (6.3.15)
Equation 6.3.15 can be arranged to the form,
F (ψexact)− F (ψ) ≈
∫
V
(R(ψexact)−R(ψ))ψ∗dV (6.3.16)
=
∫
V
(R(ψexact − ψ))ψ∗dV (6.3.17)
=
∫
V
R∗(ψ∗)(ψexact − ψ)dV. (6.3.18)
An analogous form using the adjoint residual operator is acquired by defining some
solution such thatR∗(ψexact∗) = 0,
F (ψexact)− F (ψ) =
∫
V
(ψexact
∗ − ψ∗)R(ψ)dV. (6.3.19)
Equation 6.3.15 can be interpreted as the error of the functional to be corrected in
which Ψ∗exact is the exact adjoint solution which satisfies,(
∂R∗
∂Ψ∗
)
Ψ∗exact =
∂f
∂Ψ
, (6.3.20)
from which can define the adjoint operator as,
L∗ =
(
∂R∗
∂Ψ∗
)
. (6.3.21)
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6.3.2 Discrete Functional Error
A discrete form of the functional error is derived as follows. Define the discrete
transport operator and residual as
LΨ = S, (6.3.22)
R(Ψ) = LΨ− S, (6.3.23)
where L is the discretised matrix form of the operator in equation 6.2.17 and Ψ
is a vector containing the flux values at discrete nodes. Using the same technique
that was used for the continuum, a Taylor expansion about the exact flux is applied
to some functional and the residual to acquire,
F (Ψexact)− F (Ψ) ≈ (R(Ψexact)−R(Ψ))TΨ∗, (6.3.24)
where the adjoint equation is defined as(
∂R
∂Ψ
)T
Ψ∗ =
(
∂F
∂Ψ
)T
. (6.3.25)
As with the continuum error measure, define the residual as a linear operator with
a fixed eigenvalue and equation 6.3.24 can be rearranged to
F (Ψexact)− F (Ψ) ≈ (RT (Ψ∗))T (Ψexact −Ψ). (6.3.26)
The analogous form utilising the adjoint solution is
F (Ψexact)− F (Ψ) ≈ (R(Ψ))T (Ψexact∗ −Ψ∗). (6.3.27)
6.3.3 Forming the Error Metric
The error measures derived in equations 6.3.18 and 6.3.19 are used to define met-
ric tensor fields. The metric tensor fields are d× d matrices where d is the number
of spatial dimensions. These metrics are used in conjunction with the adaptivity
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methods developed by Pain et al. (2001). The error measures consist of two terms,
the residual of the solution, R(ψ) or R(ψ∗), and the error in the respective dual
solution, (ψexact∗ − ψ∗) or (ψexact − ψ). The residual is calculated using an ap-
proximation described in section 6.2.4. The solution error, however, cannot be
determined unless the true solution is already known. Ce´a’s Lemma can be used
to state the solution error is bounded by the interpolation error,
‖ψexact − ψ‖ 6 C‖ψexact −Πψexact‖, (6.3.28)
where C is a constant and Πψexact is a linear interpolant of the exact solution on
a partition J (V ). It can be shown, as described by Ragusa (2008), the maximum
interpolation error from linear interpolation in an element Ve of a partition J (V )
is bounded by,
max
r∈Ve
|ψexact(r)−Πψexact(r)| 6 c max
v∈∂Ve
max
r∈Ve
〈vT |H˜(r)|v〉. (6.3.29)
The element boundary ∂Ve comprises the element edges represented by vector v
of size d. The d × d matrix H˜(r) is the Hessian (the second derivatives) of the
solution at position r, and the scalar c is a constant. Equations 6.3.28 and 6.3.29
together show the Hessian can be used as an approximation for the solution error.
The Hessian of the exact solution is not known, therefore, it is approximated as
described below.
Making use of the Hessian as an approximation to the solution error, the forward
and adjoint metric fields are defined at each spatial node as,
Ml,i = |(R
T (Ψ∗))l,i|
δ˜F
|Hl,i| , (6.3.30)
M∗l,i =
|(R(Ψ))l,i|
δ˜F
∣∣H∗l,i∣∣ , (6.3.31)
where the subscript i indicates a given node and the subscript l denotes a given
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field. A field here is defined as the flux solution for a given energy group and
angular component. The symbol Hl,i is the approximation to the Hessian for field l
at node i. The term in the denominator is the desired error in the functional at a
given node and field, defined by the following two equations,
δF = F (Ψ)− F (Ψexact), (6.3.32)
δ˜F =
δF
Nnodes ×Nangles ×Ngroups . (6.3.33)
A constant δ˜F given by equation 6.3.33 sets the metric to spread the target func-
tional error uniformly across all nodes and fields.
Using equations 6.3.18 and 6.3.19 we can now form the metrics for each non-
spatial variable in the phase space as,
Mij = γ
∗ij
|Hij |, (6.3.34)
and,
M∗ij =
γ
ij
|H∗ij |, (6.3.35)
for each angular moment i and energy group j. In the metrics the constant γ is set
to unity and the interpolation error,  for the forward and adjoint metrics as,
ij =
δ˜F
R(Ψ)
, (6.3.36)
and,
∗ij =
δ˜F
R∗(Ψ∗)
, (6.3.37)
where the forward and adjoint discretised residuals are denoted as R and R∗ and
δ˜F is a user defined tolerance for the error in the functional which is also dependent
on the discretisation. Therefore, the final forward error metric is,
Mij = δ˜F
R∗(Ψ∗)
|Hij |, (6.3.38)
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and the adjoint error metric is,
M∗ij =
δ˜F
R(Ψ)
|H∗ij |. (6.3.39)
Hessian Calculation
In order to calculate the Hessian for an arbitrary order finite element solution, the
following methodology is employed. The gradient of a field in the x-direction is
calculated by (
∂ψ
∂x
)
i
≈ qx,i = 1
Li
∫
Ni
∂ψ
∂x
dV, (6.3.40)
and similarly for other dimensions, where Ni are continuous finite element basis
functions and Li is the row summed lumped mass matrix. The continuous gradient
fields are represented by an expansion using finite element basis functions,
qx =
∑
i=1
Niqx,i. (6.3.41)
The second order derivatives are obtained via equations of the form,
qxx,i =
1
Li
∫
Ni
∂qx
∂x
dV ; qxy,i =
1
Li
∫
Ni
∂qx
∂y
dV. (6.3.42)
The Hessian matrix of a field at a given point in space, indexed i, is represented by
(H)i =

qxx,i qxy,i qxz,i
qyx,i qyy,i qyz,i
qzx,i qzy,i qzz,i
 . (6.3.43)
6.3.4 Calculating the Global Error Metric for Source Detector
Problems
The method of how the global error metric can be calculated for source detector
problems is now described within this section. The method developed can also
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easily be extended to goal based adaptivity for any integral quantity such as the
fission rate and eigenvalue problems.
Superimposing Metrics for each Angular Moment and Energy Group to
form a Global Error Metric
An error metric for each angular moment and energy group is formed and then
superimposed to form a single metric to guide mesh adaptivity.
Two metrics can be superimposed by transforming each of the metrics so it can
be represented by the unit sphere (that is the identity matrix). The superimposed
metric is chosen to be the maximal ellipsoid which fits inside both the unit sphere
and the ellipsoid. The maximal ellipsoid (or metric) is then transformed back to
the original system for use with the mesh adaptivity algorithm. The transformation
of a vector v′ in Euclidean space associated with metric M to v in Euclidean
space, is v′ = Λ−
1
2Vv where the metric M is decomposed into its eigenvalues
and eigenvectors as M = VTΛV . The method will then be used repeatedly to
superimpose the metrics.
Firstly, using the eigenvalue decomposition,
M = VΛVT , (6.3.44)
the metric is chosen that has the least distortion, measured by,
maxi∈{1,2,3} λi
mini∈{1,2,3} λi
, (6.3.45)
in which λi are the eigenvalues of the metric. Suppose that the metricsM1,M2
are to be superimposed andM1 is the least distorted of the two metrics and,
M1 = VT1 Λ1V1, M2 = VT2 Λ2V2. (6.3.46)
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Then,M2 is mapped to the space in whichM1 is represented by, and so becomes,
M˜2 = Λ−
1
2
1 V1M2VT1 Λ
− 1
2
1 = LTΛL. (6.3.47)
then decomposing M˜2 leads to,
M˜2 = V˜T2 Λ˜2V˜2, (6.3.48)
where V˜2 are the eigenvectors and Λ˜2 the eigenvalues of M˜2. The component
eigenvalues of Λ˜2 are now limited using,
λˆi = max
{
1, λˆi
}
,∀i ∈ {1, 2, 3} ,
which ensures that the resulting metric tensor,
M˜2 = V˜T2 Λ˜2V˜2 (6.3.49)
defines the maximal inner ellipsoid. M˜2 is then transformed back to the original
space to obtain the final metric tensor,
M = VT1 Λ1/21 M˜2Λ1/21 V1. (6.3.50)
The procedure can be labelled as M = Ginner (M1,M2). An error metric for
each moment within the angular expansion is then formed and combined to en-
sure that the mesh will be optimal for each angular moment, which is especially
important in shielding applications within materials with high streaming.
Combining the Metrics from the Forward and Adjoint Solutions
One way of doing this is to superimpose using the method to combine metrics
from various fields, as described in Pain et al. (2001) and shown in section 5.2.3.
However, this produces the least distortion of the metrics which loses information
about its directional dependence. The metric combination is shown in the left of
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Figure 6.1: Diagram illustrating the representation of a R2 metric as an ellipse.
The orientation of the ellipse is defined by the eigenvectors v1 and v2.
The size of the metric is given by the eigenvalues λ1 and λ2.
figure 6.2 where the directional dependence is lost from the two original metrics.
Instead, in this work, we will take the opposite approach. The new approach calcu-
lates the superimposition of the metrics from the forward and adjoint solutions as
the minimum ellipsoid that encompasses the forward metric and the adjoint metric.
Instead of finding the maximum ellipsoid that is within both metrics, we therefore,
find the minimum ellipsoid that contains both metrics. The new metric combina-
tion method is used to create a conservative error as each metric for the forward
and adjoint solutions should encompass the full error. We will calculate this by
finding the maximum distortion between the metrics,
D = min {λ1, λ2, λ3}
max {λ1, λ2, λ3} . (6.3.51)
Suppose two metric tensorsM1 andM2, with distortions D1 and D2 respectively
are to be superimposed. If D1 > D2 and,
M1 = VT1 Λ1V1, M2 = VT2 Λ2V2,
M2 is mapped to a space in which M1 is represented by a unit sphere and so
becomes,
M˜2 = Λ−1/21 V1M2VT1 Λ−1/21 , (6.3.52)
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then decomposing M˜2 leads to,
M˜2 = V˜T2 Λ˜2V˜2, (6.3.53)
where V˜2 are the eigenvectors and Λ˜2 the eigenvalues of M˜2. The component
eigenvalues of Λ˜2 are now limited using,
λˆi = min
{
1, λˆi
}
, ∀i ∈ {1, 2, 3} ,
which ensures that the resulting metric tensor,
M˜2 = V˜T2 Λ˜2V˜2, (6.3.54)
defines the maximal inner ellipsoid. M˜2 is then transformed back to the original
space to obtain the final metric tensor,
M = VT1 Λ1/21 M˜2Λ1/21 V1. (6.3.55)
The procedure can be labelled asM = Gouter (M1,M2). Other approaches in-
clude taking an average of the two metrics, as shown in Power et al. (2006c) or
using the original superposition of tensors. The main advantage of the minimal
ellipsoid approach is that we conserve the anisotropy of both forward and adjoint
metrics, instead of the directional dependences being reduced due to the formation
of the tensor superposition method. The new method is valid because the forward
and adjoint error metrics represent the same conservative errors and each describes
the full error by itself.
Residual Smoothing and Metric Relaxation
The forward and adjoint error metrics are smoothed to minimise oscillations that
can occur during mesh adaptivity using the goal based error metrics. These oscil-
lations are due to the residual weighting within the metric calculation, see Pierce
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(a) Inner ellipse method. (b) Outer ellipse method.
Figure 6.2: An illustration of an example metric combination using the inner el-
lipse method and the outer ellipse method. The resulting metric M is
transformed back to the original space for the metric combination.
and Giles (2000), and so the error metrics have to be smoothed, see Venditti and
Darmofal (2000), to obtain residuals that can be used in the equations above. A
mesh that contains significant resolution in some regions of the domain and coarse
elements in other parts will cause low and high residuals respectively. The resid-
ual weighted metric will drive the adaptive process to coarsen the fine region and
hone the coarse region. The high and low residual regions are interchanged and
the process is repeated causing the oscillatory motion of the adapted meshes.
The metric smoothing is achieved by using the following procedure n times. The
smoothing method uses a weighted average of the residual values at the node in
question in addition to the nodes that are connected to it. If rˆ is the approximation
to the residual, then a smoothed value for this rˆSi at node i is,
rˆSi =
1
2
rˆi +
1
2si
∑
j∈Si
rˆj , (6.3.56)
where Si is the set of nodes directly connected to node i, excluding node i itself
and si is the number of nodes in set Si. Applying equation 6.3.56 to all nodes
in turn creates a new smoothed residual. The smoothing is then repeated a small
number of times (say 5) producing increasingly smoother fields.
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A metric relaxation is also employed by combining the combined forward and
adjoint metric from the current mesh with the metric from the previous mesh,
which is achieved by,
M(k+1)r = (1− ω)M(k) + ωM(k+1), (6.3.57)
where ω is the relaxation factor and the superscript k denotes the mesh number.
A simple average has been used in this chapter with ω = 0.5. The first mesh in
the adapting process is not altered. The old metric is formed by calculating the
Galerkin projection between the metric on the old mesh and the corresponding
metric on the new mesh.
6.4 Numerical Results
In this section results are shown demonstrating goal based adaptivity for hypothet-
ical shielding problems. Three problems are considered: two single energy group
problems with the sources and detectors placed in different regions and a multi-
group shielding problem. All these problems use linear continuous and subgrid
scale finite elements. The functionals used within the examples are all,
f(~r,Ω, E) =
∫
V
∫
E
∫
Ω
σd(~r,Ω, E)ψ(~r,Ω, E)δ(~r − ~rd)dΩdEdV, (6.4.1)
where σd is the macroscopic cross section representing the detector response.
6.4.1 Problem 1: Single Mesh Source Detector Test for a Hypothetical
Gamma Shield
The first test problem consists of a single energy group and is modelled using a
P1 angular discretisation. The example is compared against a fine mesh solution
consisting of 57, 600 triangular elements on a structured mesh. For this problem a
276
Figure 6.3: The geometry and materials for the source detector goal based adap-
tivity problem 1.
maximum mesh resolution of 10, 000 triangular elements was set with a functional
error (absolute) tolerance of 0.01.
The first problem consists of four materials, as can be seen in figure 6.3, one of
which is a detector (material 4) and another is a source (material 2). The cross
sections of the first problem are shown in table 6.1.
Material 1 2 3 4
Σt 1.0 1.0 1.0 3.0
Σa 1.0 1.0 0.0 3.0
Σs 0.0 0.0 1.0 0.0
source 0.0 10.0 0.0 0.0
Σd 0.0 0.0 0.0 3.0
Table 6.1: Material properties for problem 1 with a detector in material 4 and a
source in material 2. In this table, the cross sections are in units cm−1
and the source strength is in units particles s−1 cm−2.
In figure 6.4 the convergence of the functional is shown against a fine mesh of
57, 600 triangular elements against the number of adaptive iterations. The figure
shows that the relative functional error against the high mesh resolution solution
is below 0.01. During the convergence of the functional, the mesh adaptivity for
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Figure 6.4: The convergence of the objective functional against a fine mesh
(10, 000 elements) solution for problem 1 against the number of adap-
tive iterations.
coarse solutions places too much resolution for the tolerance specified. The func-
tional error then increases for the next adapted mesh to ensure that the tolerance is
within the user defined bounds.
Figure 6.5 shows the forward and adjoint fluxes for problem 1. Their respective
residuals, calculated from the subgrid component, are shown in 6.6. The maximum
value of the scalar flux for the forward solution is 8.13 compared to the adjoint
maximum of 0.868. However, the adjoint flux shows the importance of the forward
flux in determining the detector response. After the mesh has been optimised for
the goal, the residuals, as shown, are larger in the parts of the domain that has
minimal effect on the response of the detector. The residuals, therefore, show the
importance of goal based adaptivity.
The adapted mesh is shown in figure 6.7 illustrates how the mesh resolution is
concentrated around the source and the detector producing fine, high aspect ratio
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Figure 6.5: The forward (left) and adjoint (right) scalar fluxes for problem 1.
Figure 6.6: The forward (left) and adjoint (right) scalar flux residuals for problem
1.
Figure 6.7: The adapted mesh is shown on the left for goal based adaptivity, with
the right showing the mesh when the error metrics are reducing the
error throughout the domain for problem 1.
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Figure 6.8: On the left, the mesh for the original mesh superimposition method is
shown and on the right the detector response is plotted for problem 1.
elements. The mesh is very anisotropic around the source and the detector, show-
ing the importance of the flux on the detector in the lightly absorbing material
(materials 1, 2 and 3). The goal based approach contrasts against the non-goal
based adaptive method, which is shown on the right of figure 6.7 where the res-
olution is concentrated around the source region with minimal resolution being
placed in the mesh where the particles propagate to the detector region. The left
of figure 6.8 shows the use of the older metric superimposition method that is also
used to combine the angular moments and energy groups. It is clearly seen that the
resulting mesh is not as anisotropic as that of the new method and ignores some
of the defining features of the new method, such as the concentration around the
source region. The right of figure 6.8 shows the detector response whose integral
forms the functional.
The first problem is also compared to results produced without using goal based
adaptivity so that the mesh is resolved according to an error measure based on the
forward solution which reduces the L∞ norm. The use of non-goal based adap-
tivity, which took 117.16 seconds to solve after six adaptive iterations, formed a
functional result of 0.1379 and a relative error of 0.0102. The goal based adaptiv-
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Figure 6.9: The top shows the relative error for the detector response which is
shown on the bottom of this figure for problem 1.
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Figure 6.10: The top shows the computational times verses the number of elements
in each mesh, whilst the bottom shows the relative error against the
CPU time for problem 1.
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ity that took 146.68 seconds to solve for the same number of iterations, resulted
in a functional of 0.1365 with a relative error of 0.0002, a factor 50 difference.
The advantages of goal based adaptivity is further seen in figure 6.10 which shows
computational timings for uniform mesh refinement, forward only, Hessian based
refinement and goal based refinement. Figure 6.9 shows the convergence of the
detector response for the same methods, where the number of elements have been
restricted to enable the calculation of a convergence plot. The goal based adaptiv-
ity for source detector problems, as shown, are computationally cheaper than that
of forward based adaptivity or uniform mesh refinement for the lowest error val-
ues. Goal based adaptivity correctly resolves the detector region whilst the other
methods either resolve the whole domain or only the region around the source.
6.4.2 Problem 2: Single Mesh Multigroup Source Detector Test for a
Source Shielded on the Right
The second problem consists of a source and a detector with the detector placed
on the right in a heavily absorbing region. The second problem uses a functional
error tolerance of 0.01 and a P1 angular discretisation. The problem has been set
up to approximate the dose a detector may receive after shield. The geometry is
shown in figure 6.11 with the associated cross sections in table 6.2.
Material 1 2 3
Σt 3.33 3.33 3.33
Σa 0.01998 0.01998 0.01998
Σs 0.0 0.0 0.0
source 3.33 0.0 0.0
Σd 0.0 0.0 0.01998
Table 6.2: Material properties for problem 2 with a detector in material 3 and a
source in material 1. In this table, the cross sections are in units cm−1
and the source strength is in units particles s−1 cm−2.
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Figure 6.11: The geometry and materials for problem 2.
Figure 6.12: The convergence of the objective functional against a fine mesh solu-
tion for problem 2.
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Figure 6.13: The forward (left) and adjoint (right) scalar fluxes are shown for prob-
lem 2.
The convergence of the functional is shown in figure 6.12. After 20 adaptive itera-
tions, the functional has an error between the exact functional (calculated on a high
resolution mesh) and the goal based adaptive mesh below the relative error toler-
ance specified. The process of goal based adaptivity is further presented in figure
6.15 showing the adapted mesh and the associated functional, which is guiding
the adaptivity. The adapted mesh is placing significant resolution in the interface
nearest the absorber between the source and heavy absorber. The other interface
between the heavy absorber and source which does not propagate towards the de-
tector places minimal resolution. The scalar fluxes for the forward and adjoint
solutions are shown in figure 6.13 with their associated residuals shown in figure
6.14. The residual estimate is greater in the regions that have a poor mesh resolu-
tion, which are in the areas that do not affect the detector response. However, the
residual is very low in the regions which contribute to the detector response. Also,
figure 6.14 demonstrates the effects of the importance of the detector response in
terms of the forward solution.
The problem was also solved using P3 and P5 angular discretisations. In figure
6.16 the functionals are shown for each of the angular resolutions used (P1,P3 and
P5). The functionals show that the diffusion approximation (the P1) functional is
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Figure 6.14: The forward (left) and adjoint (right) scalar flux residuals are shown
for problem 2.
Figure 6.15: The adapted mesh is shown on the left and the functional is plotted
on the right for problem 2.
not as accurate and needs a greater angular resolution to take into account transport
effects.
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Figure 6.16: The functional against number of mesh adaptations for P1, P3 and P5
angular discretisations for problem 2.
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Figure 6.17: The geometry and materials for problem 3.
6.4.3 Problem 3: Single Mesh Multigroup Source Detector Test
The final problem considered consists of a source and a detector as shown in figure
6.17. The cross section data is similar to that in problem 2 and has been extended
to form a multigroup problem and with an additional (scattering) material. The
cross sections used in this test are listed in table 6.3. The problem consists of
a single source in the first (fast) energy group which then scatters to the thermal
energy region. The problem is representative of true shielding calculations such
as the emission of neutrons from a reactor (which are mainly fast neutrons, with
some thermal neutrons from the moderator) that is shielded with strong neutron
scatterers and absorbers such as water and concrete.
Figure 6.18 shows the convergence of the functional from this problem for both
goal and global anisotropic adaptivity. The first adapt results in a large error in
the functional before the mesh starts to resolve to ensure that the functional con-
verges towards the exact solution. The figure illustrates that the convergence of
goal based adaptivity is faster than that of global adaptivity for multigroup prob-
lems. Figures 6.19, 6.20 and 6.21 show the forward scalar flux with the associated
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Σt Σa Σg→1 Σg→2 Σg→3 Source Σd
Material 1 Group 1 3.33 2.13 0.0 0.7 0.5 3.33 0.0
Group 2 2.22 0.22 0.0 0.0 2.0 0.0 0.0
Group 3 1.11 0.02 0.0 0.0 1.09 0.0 0.0
Material 2 Group 1 3.33 3.33 0.0 0.0 0.0 0.0 0.0
Group 2 2.22 2.22 0.0 0.0 0.0 0.0 0.0
Group 3 1.11 1.11 0.0 0.0 0.0 0.0 0.0
Material 3 Group 1 3.33 2.53 0.2 0.3 0.3 0.0 0.0
Group 2 2.22 0.72 0.0 1.0 0.5 0.0 0.0
Group 3 1.11 0.02 0.0 0.0 1.09 0.0 0.01998
Material 4 Group 1 3.33 2.53 0.0 0.3 0.5 0.0 0.0
Group 2 2.22 0.42 0.0 1.5 0.3 0.0 0.0
Group 3 1.11 0.02 0.0 0.0 1.09 0.0 0.0
Table 6.3: The material properties for source detector problem 3. In this table,
the cross sections are in units cm−1 and the source strength is in units
particles s−1 cm−2.
adjoint solution.
The residuals for each of the forward solutions show a large error from the advec-
tion to the top of the geometry. The residual is large here because the particles in
this region are not contributing to the flux at the detector and so the adjoint solution
here is small. Subsequently, this ensures that the metric formed will place a min-
imal amount of resolution in this area. Figure 6.22 further shows this, where the
meshes for goal based and non-goal based adaptivity is shown. Goal based adaptiv-
ity concentrates the resolution in the area between the detector and the source. The
goal based mesh also concentrates resolution near the vacuum boundary condi-
tions (top and right of domain), which is due to the residual which can concentrate
resolution near the boundaries. In contrast, the forward only adaptivity mesh con-
centrates the resolution for the source and scattering regions for the forward flux,
but ignores the region where the detector lies producing errors in the functional,
as shown in figures 6.18 and 6.22. Figure 6.23 shows the detector reaction rate
(which is integrated to form the objective functional) in the detector region.
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Figure 6.18: The convergence of the relative error for the functional in source de-
tector problem 3.
Figure 6.19: The forward (left) and adjoint scalar flux (right) are shown for source
detector problem 3 group 1.
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Figure 6.20: The forward (left) and adjoint scalar flux (right) are shown for source
detector problem 3 group 2.
Figure 6.21: The forward (left) and adjoint scalar flux (right) are shown for source
detector problem 3 group 3.
Figure 6.22: The adapted mesh for goal based adaptivity (left) and forward only
adaptivity (right) for source detector problem 3.
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Figure 6.23: The detector reaction rate for source detector problem 3.
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6.5 Conclusions
The methods developed within this chapter show how goal based adaptivity can be
used to improve the accuracy of a detector response. The use of goal based adap-
tivity improves computational efficiency by only focusing the mesh resolution on
the areas of the domain that contribute to the flux at the detector. Global adaptivity
refines the mesh according to the structure of the forward solution and potentially
places mesh resolution in parts of the domain that contribute little to the detector
response. The error metrics for goal based adaptivity is formed by weighting the
forward error metric by the adjoint residual and the adjoint error metric by the
forward residual. The weighting enables mesh adaptivity to ignore regions that
are not directly associated with the flux within the detector region and coarsen the
mesh in those areas. The methods shown in this chapter also formed a new error
metric superimposition method for combining the forward and adjoint error met-
rics, so that the combined metric remains conservative. The advantages of these
methods were then shown in three numerical examples which also compared them
against an error metric to reduce the error globally rather than for a specific goal.
To further extend this work, the functional may be changed for other integral quan-
tities, such as for the criticality eigenvalue, or for combined space and angle goal
based adaptivity for reactor physics and shielding problems.
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CHAPTER 7
CONCLUSIONS AND POSSIBLE
FUTURE WORK
7.1 Validation and Verification of RADIANT (Chapter 3)
Chapter 3 discussed the validation and verification of RADIANT and the use of
software engineering for industrial quality codes. The methods used within RA-
DIANT have evolved from current best practise in software engineering and au-
tomated testing. Rigorous testing of scientific software requires as much thought
and attention as the scientific developments themselves. Furthermore, this chapter
explored the enhancements made to RADIANT for use in industrial applications.
An example of the enhancements made is the calculation of detector responses at
any point in the domain for triangular, quadrilateral, hexahedral and tetrahedral
finite elements. Additionally, the re-engineering of RADIANT was performed to
reflect more closely the software guidelines which should be used within scien-
tific software development. One significant enhancement was the interfacing of
the linear solver library PETSc into RADIANT. A summary of the types of solvers
and preconditioners used in this library was presented. PETSc was incorporated
initially to test against a new multigrid solver which was developed within the re-
search group. However, PETSc can be used to solve a variety of problems and can
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provide the framework to parallelise RADIANT, although some of the precondi-
tioners are not well suited when optically transparent media are present.
A selection of the problems used within the test suite was shown. The test cases
used in RADIANT ensure rigorous testing by comparing results with those from
other transport codes (e.g. BEANS, ATTILA and EVENT), experimental data
(e.g. ASPIS), international committee benchmarks (e.g. C5G7MOX) and analyti-
cal benchmarks.
Future research in this area should focus on developing a more comprehensive li-
brary of problems for the test suite, especially medium to large three dimensional
test cases, such as the Kobayashi benchmarks as shown in K. Kobayashi (2000)
and Kobayashi (1997). The Kobayashi benchmark problems were previously used
to test the even parity code EVENT, described in de Oliveira et al. (2001), and the
discrete ordinates code TORT, see Bekar and Azmy (2009). Further testing of spe-
cific algorithms should be performed using the method of manufactured solutions
(MMS) to ensure specific functionalities (for example source detector adaptivity)
are correctly validated. The use of MMS would allow specific testing for a particu-
lar functionality. For example, one might require testing of a multigroup shielding
calculation and its error estimators. Additionally, the use of an exact solution
would provide a better reference than a fine mesh solution. Therefore, an exact
solution could be specified, using a computer algebra tool (such as Mathematica),
and the source terms can then be calculated. The source term, through a Python
interface, is then specified in RADIANT to compare against the specified exact
solution.
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7.2 Quadratic Inner Element Subgrid Scale Discretisation
of the Boltzmann Transport Equation (Chapter 4)
The quadratic subgrid scale results, shown in chapter 5, demonstrated greater accu-
racy in the spatial discretisation and this was shown for the angular flux and other
integral quantities such as k-effective. The greater convergence rates achieved by
higher order subgrid scale elements demonstrated the advantages of these meth-
ods (polynomials greater than first order). Numerous subgrid scale schemes were
shown. A linear continuous mesh with quadratic subgrid elements results in an
increased convergence than a purely linear scheme. However, the order of con-
vergence was not improved (despite the quadratic subgrid scale representation of
the angular flux) compared to the pure quadratic subgrid scale schemes. The use
of quadratic subgrid scale methods was shown in a number of examples, based on
both shielding (fixed source) calculations and reactor physics (eigenvalue) calcu-
lations, to demonstrate the advantages of these methods.
The mesh generator used for this research, GEM, was limited to linear and quadratic
shape functions and so was RADIANT. Future research should extend this to look
into the use of cubic and higher order elements and the effect this has on the accu-
racy of the solutions and their convergence rates. The extension of these methods
could include high order Lagrangian elements and spectral shape functions such as
those based upon Chebyshev polynomials. Indeed, the subgrid scale method could
lead to p adaptivity within each element. The use of p adaptivity would require
further research into the effect of high order subgrid scale elements when using a
lower order continuous mesh. Additional care must be taken when using high or-
der elements and spectral methods as these will suffer from Gibbs oscillations, see
Donea and Huerta (2003), which form from the truncated polynomial expansions.
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7.3 Anisotropic Finite Element Mesh Adaptivity Applied
to the Boltzmann Transport Equation for Shielding
and Eigenvalue Calculations (Chapter 5)
In chapter 5, anisotropic adaptivity was shown to optimally refine the finite ele-
ment mesh. The use of anisotropic meshes resulted in a greater accuracy of the
spatial discretisation in the solutions compared to uniform mesh refinement. It is
well known that the flux profile of the fast energy groups is smoother than the ther-
mal groups. The number of elements in the resulting mesh is due to the different
physical properties within the energy spectrum at different regions (such as fuel
and moderator regions). In addition, the profiles have different characteristics in
each energy group. For example, the thermalisation of neutrons in the interface
of the moderator and reflector regions generates neutrons for subsequent fission.
Therefore, the use of separate meshes enables the user to use a coarser resolution
for each energy group in comparison to a single mesh.
However, the use of multimeshing allows anisotropic adaptivity to be applied to
individual meshes for each energy group reducing the number of elements needed
to resolve each energy group. The ability to use multimeshing requires an addi-
tional overhead in the calculation of conservative projections between each mesh.
Despite this, it was shown that for particular problems multimeshing is still compu-
tationally cheaper than single-mesh adaptivity or uniform mesh refinement. These
conclusions were reached based on a selection of both eigenvalue and shielding
problems. The anisotropic adaptivity chapter also included a validation test case
(C5G7MOX reactor physics benchmark) and a verification problem (an analytical
benchmark) to ensure that these methods produce results similar to that of other
solutions.
The research contained in this chapter may be extended to make use of diffusion
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accelerated mesh adaptivity. The mesh could initially be adapted using the dif-
fusion equation, a low order angular discretisation or a second order formulation
which is more efficient to solve than the first order equation. The resulting fi-
nite element mesh can then be used with increased angular resolution to capture
the transport effects, an example of which was shown in figure 3.21. The exam-
ple shown in figure 3.21 used diffusion theory to refine the mesh before solving
the first order transport equation to decrease computational time. Further work
can also include the development of angular, energy and temporal adaptivity. The
adaptivity in full phase space could be guided by a single error measure to capture
the errors in all the variables based on adjoint or goal based methods, see Giles
(1997a). Goal based error metrics would also give a measure of the error in the
objective functional (such as the keff ). The mesh adaptivity can then be termi-
nated when the error becomes lower than a user defined tolerance. The inclusion
of adaptivity in energy is difficult to incorporate as RADIANT uses cross section
data specified in an input file. However, this can be averted either by focusing on
group condensation, by linking to codes that either generate collapsed cross sec-
tion data (e.g. WIMS) or which processes the nuclear data (e.g. NJOY) by adding
subgroup theory. Other possible ways to adapt in energy including using prede-
fined coarse and fine multigroup data or by using an initial fine energy spectrum
and only collapse the cross section data.
7.4 Anisotropic Goal Based Mesh Adaptivity for Fixed
Source Radiation Transport Calculations (Chapter 6)
Goal based adaptivity, as described in chapter 6, uses mesh optimisation to de-
crease the error in the value of a functional or goal. The results in this chapter
demonstrated that, by adapting the mesh to a goal (or functional), the accuracy
in the functional is improved and the mesh is adapted to concentrate resolution
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between the source and a detector. The application of goal based adaptivity was
demonstrated using three test cases, of which one was a multigroup problem. In-
cluding the multimeshing, introduced in chapter 6, would enable the use of differ-
ent meshes for each energy group and therefore enable fewer elements to be used
for each energy group mesh. The use of different meshes could also be extended
to use a separate mesh for the adjoint solution. Different meshes for the forward
and adjoint solutions could also improve computational efficiency by reducing the
amount of finite elements needed, although there is an additional overhead in cal-
culating the mesh to mesh interpolation.
The methods developed in this chapter could also be extended to improve func-
tionals based upon other reaction rates such as fission (which would be important
in a time dependent criticality problem, for example) and integral quantities such
as the k-effective eigenvalue. Goal based methods can also be used to provide a
cut-off point to stop the adaptive processes as the approximated error in the func-
tional is formed. Once this approximated error is below a certain tolerance the
transport calculation can be terminated. Further uses of these methods can guide
coupled angle, energy, temporal and spatial adaptivity by combing goal based er-
ror metrics for each of these dimensions. If, for example, angular adaptivity was
being considered then the following error indicator could be used,
∫
Ω
R|ψn+1 − ψ|dΩ, (7.4.1)
where ψn+1 is an enriched solution with a higher order angular discretisation
which lies closer to the exact angular flux at each node and ψ is the angular flux.
The enriched solution may be calculated by forming a local discretised system for,
say a PN+1 spherical harmonic expansion for each finite element node. The solu-
tion to this will improve the angular flux and can then be used as an error estimator.
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Goal based methods can also be coupled with angular adaptivity isotropically (us-
ing spherical harmonics, discrete ordinates and wavelets) or anisotropically (using
wavelets) enabling simultaneous adaptivity in both space and angle. The goal
based error metric can then be used to indicate where to place the resolution in
both space and angle.
To use goal based adaptivity in time, once the primal solution has time-stepped
to its final time-step, it will then run backwards in time, as shown in Power et al.
(2006a) and Power et al. (2006b) to form the forward and adjoint solutions.
Future research could extend this method to cover general reaction rates, such
as fission power, to reduce the error in the eigenvalue for criticality calculations.
Another possible area of research is to use separate meshes for the forward and
adjoint calculations. In shielding applications, when detectors are not used in every
part of the domain that is being modelled, goal based adaptivity can be used for
safety assessments of shields, such as the ASPIS array, see Warner and de Oliveira
(2000) to ensure that the dose is below legal guidelines.
In addition to that of optimising the mesh to reduce the error within a functional,
adjoint based methods can be used in other optimisation problems. One particular
use of optimisation methods that would greatly enhance the contribution in reactor
shielding methods, is to optimise the location and thickness of a shield to ensure
that a dose at a detector outside the radiative region is below legal guidelines.
Therefore, instead of using adjoint methods to maximize numerical convergence,
they may be used for design optimisation as well. The adaptive methods can use
the design criteria to optimise the mesh by placing the resolution where it is needed
as well as optimising the thickness of a shield. Although the computational time
to achieve this might be large, an engineer could run the optimisation problem
without any intervention and be confident that the shield is sufficiently optimised
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to reduce the cost in the expensive materials that are used (especially in nuclear
submarines when size and weight are of extreme importance). This would also
free resources for engineers to work on other tasks as the transport calculations
can be automated.
7.5 Applications
The methods developed in this thesis are incorporated in the transport code RADI-
ANT (which can be used for shielding, reactor physics and criticality calculations).
Due to an interest from industry for a first order deterministic code in the UK, a
steering group with various stakeholders (such as Rolls Royce, AWE, AMEC AN-
SWERS service and EDF) is used to ensure that RADIANT is designed for in-
dustrial large scale applications. Currently, RADIANT has some major numerical
advantages over other codes, in addition to being more cost effective than other
codes (as RADIANT is primarily developed at a university). Furthermore, the use
of this steering group also ensures that RADIANT has the capabilities required
for the stakeholders, such as specific diagnostics for shielding and core physics
calculations.
Other possible applications of RADIANT include the modelling of clouds in at-
mospheric models. Source detector adaptivity can aid the modelling of clouds by
simulating the absorption of photons in clouds and oceans, together with their in-
teractions when reflecting off the Earth’s surface. Additionally, RADIANT could
also be used to model the effects of the sun (and other stars) in radiation hydrody-
namics by coupling the radiative transfer equation with the magnetohydrodynam-
ics equations (Maxwell’s equation, etc) for stellar radiation analysis.
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7.6 Future Work
The subgrid scale framework could be extended to discretise in angle using a high
order (fine scale) and a low order (coarse scale) angular discretisation. The subgrid
scale method in angle could also provide error estimators in much the same way
as outlined for the spatial discretisation in this thesis.
If spatial adaptivity is not appropriate, non-linear Petrov-Galerkin methods can
be constructed that minimise the effects of shock oscillations. Furthermore, a
streamline upwind Petrov-Galerkin stabilisation could be incorporated into the
SGS method to research the effectiveness of the combination of both methods.
To ensure that RADIANT can be used within commercial environments, a range
of discretisation options can offer great flexibility. Many companies have multi-
ple codes that solve similar problems, but with different methods. For example,
a shielding analyst might calculate the dose at detector points using a two dimen-
sional axi-symmetric even parity model for the initial stages, followed by, a three
dimensional subgrid scale simulation for the final design analysis. Therefore, in-
corporating both continuous and discontinuous Galerkin discretisations for the first
and second order transport equations in addition to the diffusion approximation
(with a range of stabilisation schemes such as SUPG) would enable the user to
choose a discretisation and form of the transport equation that reflects the current
planning stage. The advantage of this approach is that it will not require as much
user effort, as the input information such as nuclear data, mesh and option files
would not change a great deal.
Another enhancement to the code would be to incorporate the spatial and angular
discretisations for spherical and axi-symmetrical geometries. The enhancements
that this would provide will enable users to use smaller meshes, by taking advan-
tage of the geometry of the problem. For example, a cylindrical geometry might
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be chosen for a criticality problem. To implement different geometries the angu-
lar Jacobians have to be coded for the terms that contain an angular derivative.
For spherical harmonics, differentiation of the angular Jacobians may be calcu-
lated analytically very easily. However, for discrete ordinate and wavelet schemes,
analytically differentiating the angular Jacobians are not always possible.
The eigenvalue solver itself can be further enhanced by applying Krylov methods
based upon Newton’s method or a Lanczos type scheme, see Parlett et al. (1982).
Other acceleration methods for the eigenvalue solver such as Chebyshev acceler-
ation and coarse mesh rebalance would provide the user with various options that
can increase the computational speed of eigenvalue problems.
An active area of current research is in quantifying the effect of uncertainties as de-
scribed by Stefanou (2009) in the input data (such as the cross sections). Stochastic
methods, such as the polynomial chaos method, estimate the levels of uncertainty
within nuclear data. This quantification can be achieved by using the stochastic
finite element method, which is a Galerkin method using, as its basis functions,
orthogonal polynomials associated with its probability distribution function, see
Matre and Knio (2010). For example, Hermite polynomials as the stochastic finite
element basis functions when the uncertainty is a normal distribution. The solu-
tion to this produces a number of realisations in terms of the stochastic expansion,
which are then combined to calculate the mean and standard deviation of the full
angular flux.
The methods in this thesis may be applied to a range of reactor design and critical-
ity safety calculations. For example, quadratic subgrid scale schemes can conform
to curved boundaries better than linear elements which enables a better resolution
of cylinders and spheres, etc. The same methods may be applied to time depen-
dent problems that also include solving the delayed neutrons and Xenon poisoning
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equations, if applicable. For example, the delayed neutron equations are an ad-
vection equation and applying subgrid scale methods could increase the stability
and accuracy of their solutions compared to current methods such as using control
volume discretisations. The subgrid scale method can also be applied to the time
term to increase the accuracy and stability of the time stepping.
The problems solved within this thesis, used GMRES with various preconditioning
options that are available within PETSc. Generalising the multigrid schemes dis-
cussed in chapter 4 to unstructured meshes, including their parallelisation, would
enable RADIANT to solve industrial strength problems. These solvers would en-
sure that RADIANT has competitive running times compared to other codes, such
as the discrete ordinate linear discontinuous Galerkin code ATTILA. The discreti-
sation methods used within RADIANT are particularly ideal for spherical har-
monic and wavelet angular discretisations. For a discrete ordinate angular expan-
sion efficient parallel sweeping methods exist, for example see Pautz (2002), for
discontinuous Galerkin method. These methods can be used to provide benchmark
computational times.
With the increasing power of computer hardware, see Glasstone and Sesonske
(1981) (e.g. multi-core processors, memory and graphical processor units - GPUs)
more complexity is being added to models of shielding and reactor physics ge-
ometries, see Herbert (2009). Despite increases in computing power, whole core
calculations are still outside the scope of modern computers. Future work should
consider using the methods developed in this thesis using new programming tools,
such as parallelisation on both traditional CPU clusters and with the use of het-
erogeneous programming on GPUs, see Kirk and Hwu (2013). An example of
this strategy is in the transport code DENOVO which has been used on the largest
supercomputer in the world (as of May 2013), TITAN, at Oak Ridge National
Laboratory.
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7.7 Peer Reviewed Conference and Journal Papers
7.7.1 International Conference on Nuclear Criticality, Edinburgh,
2011
Anisotropic Mesh Adaptivity for Eigenvalue Calculations using Energy De-
pendant Meshes by C.M.J. Baker, A.G. Buchan, C.C. Pain, B. Tollit, M. Goffin,
M.D. Eaton, S.R. Merton, R.P. Smedley-Stevenson, P.N. Smith and P. Warner.
Published in Conference Proceedings.
The use of anisotropic adaptivity and quadratic subgrid scale methods for criti-
cality problems are analysed in this conference paper using two examples. The
first example is a cylinder that is infinite in the vertical direction consisting of
Plutonium (a material with strong transport properties). The second example is
a Boiling Water Reactor (BWR) quarter core benchmark for reactor physics that
compares the eigenvalue against nodal methods.
7.7.2 Quadratic Inner Element Subgrid Scale Discretisation of the
Boltzmann Transport Equation
Written by: C.M.J. Baker, A.G. Buchan, C.C. Pain, B. Tollit, M.D. Eaton, P.
Warner. Published in the Annals of Nuclear Energy, 2012 pages 124 – 137 volume
45.
The use of subgrid scale finite elements, as shown in chapter 4, provides greater
accuracy and stabilisation. The use of quadratic shape functions within a sub-
grid scale formulation is explored in this paper with examples presented covering
shielding and reactor physics benchmarks. Convergence analysis was used to com-
pare the discretisation to other discretisations, such as continuous Galerkin and
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linear subgrid scale methods.
7.7.3 Multimesh Anisotropic Adaptivity for the Boltzmann Transport
Equation
Written by: C.M.J. Baker, A.G. Buchan, C.C. Pain, P.E. Farrell, M.D. Eaton, P.
Warner. Published in Annals of Nuclear Energy, 2013 pages 411 – 426 volume 53.
Anisotropic mesh adaptivity applied to the first order transport equation is still
a new area of research. As such, this paper explores the use of mesh adaptivity
for solving a set of benchmark problems. Included in this paper, is the first use
of anisotropic multimesh adaptivity where each energy group may have its own
mesh and is completely arbitrary. The meshes are interpolated using a conservative
interpolation to ensure that the Boltzmann transport equation remains conservative
once the angular flux is interpolated onto a new mesh. This paper is a condensed
form of Chapter 5 within this thesis.
7.7.4 Goal Based Mesh Adaptivity for Fixed Source Radiation
Transport Calculations
Written by: C.M.J. Baker, A.G. Buchan, C.C. Pain, B.S. Tollit, M.A Goffin, P.
Warner. Published in the Annals of Nuclear Energy, 2013 pages 169 – 183 volume
55.
In this paper error metrics are formed that use information from the adjoint solution
to minimise the error in a goal, which in this case is the response from a detector.
The resulting error metric will then coarsen the mesh for regions in the domain
that have minimal effect on the detector response and refine areas that contribute
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significantly to the response. The goal based error metric is formed by construct-
ing two error measures, one of which is an error estimate of the forward solution
weighted by the adjoint residual, and the other is an error estimate of the adjoint so-
lution weighted by the forward residual. The two error metrics are then combined
conservatively to produce a single error metric which optimises the mesh in such
a way that the error in the detector response is minimised. Three novel aspects are
used within this paper, which forms chapter 6. Firstly, this is the first known case
of goal based anisotropic adaptivity for reactor shielding applications. Secondly,
the residual is calculated using the underlying subgrid scale formulation. Lastly,
the forward and adjoint error metrics are combined by taking the smallest ellipsoid
that covers both error metrics, which ensures the error metric remains conservative
as the forward and adjoint error metrics both, independently, measure the error of
the solution in the finite element mesh.
7.7.5 Minimising the Error in Eigenvalue Calculations Involving the
Boltzmann Transport Equation using Goal-based Adaptivity on
Unstructured Meshes
Written by: M.A. Goffin, C.M.J. Baker, A.G. Buchan, C.C. Pain, M.D. Eaton, P.N.
Smith. Published in the Journal of Computational Physics, 2013 pages 726 – 752
volume 242, see Goffin et al. (2013).
The work of the source detector goal based adaptivity has been extended to that of
goal based adaptivity for eigenvalue problems, in particular in determining the crit-
icality of a nuclear system. The criticality eigenvalue represents a global quantity
and hence the goal will optimise the mesh to reduce the error within the eigenvalue.
As this is dependent on fission the resulting finite element meshes can differ sub-
stantially from those formed as a result of not using goal based adaptivity. The
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application is then shown on three problems that demonstrate the advantages of
goal based adaptivity for eigenvalue calculations. Again, this is the first known
paper using anisotropic mesh adaptivity for goal based eigenvalue problems and
uses the residual calculation and metric combination formed in chapter 6.
7.7.6 A Subgrid Scale Finite Element Agglomeration Multigrid
Method with Application to the Boltzmann Transport Equation
Written by: A. G. Buchan, C. C. Pain, A. P. Umpleby and R. P. Smedley-Stevenson.
Published in the International Journal for Numerical Methods in Engineering,
2012, Volume 92, Pages 318–342.
In the process of this research, a new spatial multigrid method was developed that
takes advantage of the underlying finite element discretisation, the subgrid scale
method, to form the element agglomeration, as described by Buchan et al. (2012).
The work contained within this thesis discusses the advantages of using the PETSc
and HYPRE linear solver and preconditioner libraries. The work on those libraries
was in support of this paper. The authors of this paper describe the multigrid
method for the transport equation and the smoother that is used on each level of
the multigrid (FGMRES) by modifying the Krylov subspace used on the global
FGMRES solver. The numerical examples in this paper discuss the advantages of
the new multigrid scheme compared to the BommerAMG solver contained within
the PETSc library. As such, the author of this thesis is mentioned in the acknowl-
edgements for the help that was provided in setting up the comparisons against the
PETSc solvers.
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7.7.7 Multigrid Preconditioning in Space and Angle for Fast Solutions
of the Boltzmann Transport Equation
Written by: A.G. Buchan, C.C. Pain, C.M.J. Baker, M. Goffin, A. Belme, S.R
Merton and R.P. Smedley-Stevenson. In preparation.
This paper extends the paper describing the agglomeration method used for the
spatial multigrid to include that of angle. The space - angle multigrid method has
been developed to be matrix-free so that the angularly and spatially discretised
matrix does not need to be stored in the computer’s memory. Therefore, only an
algorithm is provided that returns the result of a matrix-vector multiplication, the
only operation needed within a Krylov method. The combined multigrid method
is shown to be efficient for a variety of problems and results in a solver that is more
efficient in computational time.
7.7.8 An adaptive multimesh approach to intrusive polynomial chaos
methods for stochastic radiation transport calculations
Written by C.M.J. Baker, A.G. Buchan, C.C. Pain, F. Fang. In preparation.
The multimesh method described in chapter 5 has been extended to uncertainty
calculations. In uncertainty calculations, one or more cross sections have a de-
gree sensitivity attached to it, such as a normal distribution with a given mean and
standard deviation. This cross section can then be expanded using the Galerkin
method as a series of orthogonal polynomials that match the Askey scheme, de-
scribed in Ghanem and Spanos (1991) and has been shown in neutron transport
problems, such as criticality as shown by Williams (2010a) and Williams (2010b).
Each coefficient in the stochastic expansion can be used to modify the group scat-
tering matrix so that an intrusive polynomial chaos method, as shown in Ghanem
309
and Spanos (1991), can be used with minimal code changes. Therefore, a separate
mesh can be applied to each moment in the stochastic expansion with mesh to mesh
interpolation calculated through the use of a conservative projection. This paper
shows the application of such a method and provides some examples showing its
advantages.
7.8 Summary
The conclusions of this thesis are summarised below:
• quadratic subgrid scale methods provide better accuracy than linear subgrid
scale finite elements and suggest that higher order elements are worth inves-
tigating,
• linear and quadratic subgrid scale finite elements are well suited to produce
error estimates for goal based mesh adaptivity,
• anisotropic adaptivity optimises the mesh automatically without user inter-
ference to produce a solution which minimises errors,
• anisotropic adaptive transport calculations use less finite elements than a
structured finite element mesh to obtain the same error in the solution.
• the use of conservative interpolation for multigroup calculations enables
each mesh to adapt individually to match the physics,
• multimeshing (each energy group has its own mesh) results in an optimised
mesh resolution that uses less unknowns than those associated with single
mesh adaptivity,
• goal based adaptivity can accurately resolve source - detector problems for
shielding calculations,
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• goal based adaptivity decreases the amount of computational resources needed
as the mesh is adapted to minimise the error within a functional. The result-
ing method then coarsens the parts of the mesh that does not contribute to
the functional,
• the goal based methods developed use novel formulations of the residual,
calculated from the underlying subgrid scale discretisation, and by combin-
ing the forward and adjoint error metrics by taking the minimum ellipsoid
that covers both the metrics.
The main contributions to computational transport theory contained within this
thesis, include:
• explored higher order subgrid scale schemes to increase solution accuracy
in coarser meshes,
• developed a method to combine error metrics for the forward and adjoint
solutions for goal based adaptivity whilst conserving anisotropy,
• enabled the use of separate meshes for each energy group (multimeshing),
• developed goal based adaptivity on anisotropic meshes for the first order
Boltzmann transport equation,
• developed a method to calculate a residual naturally from the underlying
subgrid scale finite element discretisation for goal based adaptivity.
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