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ABSTRACT
We report on the weak lensing detection of a filament between two galaxy clusters at
z = 0.55, CL0015.9+1609 and RX J0018.3+1618. We conduct weak lensing analysis of
deep multi-band Subaru/Suprime-Cam images with Lens f it. The weak lensing sig-
nals from the filament are contaminated by signals from the adjacent massive clus-
ters and we statistically subtract the cluster component using two different methods.
Both methods yield consistent shear profiles on the filament with & 2σ significance
and the average surface mass density of the filament is 〈Σ〉 = (3.20± 0.10)× 1014h
M⊙Mpc
−2, which is in broad agreement with previous studies. On-going surveys
such as Hyper Suprime-Cam will identify more filaments, which will serve as a new
probe of structure formation in the Universe.
Key words: gravitational lensing: weak, large-scale structure of Universe
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1 INTRODUCTION
Recent observations have revealed that the Universe is
dominated by unknown components called dark mat-
ter and dark energy (Hinshaw et al. 2013; Rest et al.
2014; Planck Collaboration et al. 2015). The theoretical
model called Λ Cold Dark Matter (ΛCDM) model, which
contains these components, has been confronted with
several observational tests such as correlation functions
(e.g., Blake & Bridle 2005; Tegmark et al. 2006; Hu¨tsi
2006; Marı´n et al. 2013) and Minkowski functionals (e.g.,
Hikage et al. 2008; Petri et al. 2013). These statistical ob-
servables are in excellent agreement with theoretical
predictions from the ΛCDM model. However, these tests
only use ensemble average properties of the matter dis-
tribution. Complementary tests can be done with voids
and filaments, which are important constitutes of the
large-scale structure of the Universe. Voids are underdense
regions whose properties have been studied theoretically
(e.g., Furlanetto & Piran 2006; Kamionkowski et al. 2009;
Higuchi et al. 2013; Krause et al. 2013; Sutter et al. 2015).
⋆ E-mail: yuichi.higuchi@nao.ac.jp
On the other hand, filaments are slightly overdense regions
connecting massive haloes.
Large N-body simulations indicate that filaments are
formed in the process of merging and accretion (Bond et al.
1996; Springel 2005; Colberg et al. 2005). Therefore, fila-
ments affect properties of nearly haloes. The properties of
haloes residing with filaments are well studied through N-
body simulations (Codis et al. 2012; Aragon-Calvo & Yang
2014; Higuchi et al. 2014). In order to find such filamen-
tary structures, a variety of algorithms have been developed
(Martinez & Saar 2002; Sheth & Jain 2003; Sousbie et al. 2006;
Mead et al. 2010).
Although we can see cosmic web in simulations,
filamentary structures are hard to be detected observa-
tionally due to their low overdensity (Sousbie et al. 2008;
Heymans et al. 2008; Clampitt et al. 2014). Some studies
claimed the detection of filaments with X-ray (Briel & Henry
1995; Tittley & Henriksen 2001; Fang et al. 2002; Durret et al.
2003; Werner 2008), although it is difficult to distinguish
whether those signals come from filaments or from haloes
at the edge of the filaments.
While X-ray probes only hot intergalactic medium,weak
gravitational lensing can probe not only baryon but also
dark matter which occupies a dominant part of a filament
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mass. However, the detection of filaments with weak lens-
ing have not been very successful. While weak lensing de-
tections of filaments between clusters have been claimed
(e.g., Clowe et al. 1998; Kaiser et al. 1998; Gray et al. 2002;
Dietrich et al. 2004), it has also been suggested that these
detection signals might have come from systematics of the
analysis (Gavazzi et al. 2004; Heymans et al. 2008). Recently
more secure detections of filaments with weak gravitational
lensing have been reported in the systems Abell 222/223
(Dietrich et al. 2012) and MACSJ0717.5+3745 (Jauzac et al.
2012). However, a lager sample is needed in order to test
the ΛCDMmodel with large-scale structures, and also to in-
vestigate observational properties of filaments. In this paper,
we report the new detection of a filament with weak gravita-
tional lensing.
This paper is organized as follows. In Section 2, we de-
scribe the lensing analysis methods with a focus on the ba-
sics of weak lensing and halo properties. In Section 3, we de-
scribe our data analysis method, including the selection of
background galaxies, the lensing analysis with Lens f it, the
reconstruction of the filament mass distribution and the eval-
uation of contaminations from clusters. In Section 4, we show
the results of lensing analysis. We summarize our result in
Section 5.
In this paper, cosmological parameters are
set according to the result of the Planck satellite
(Planck Collaboration et al. 2013); Hubble constant
H0 = 67.3 km/s/Mpc, cosmological constant Ωm = 0.315,
dark energy ΩΛ = 0.685.
2 THEORIES FORWEAK LENSING
First, we summarize the theory of weak gravita-
tional lensing. We follow the formalism outlined in
Bartelmann & Schneider (2001).
2.1 Estimation of lensing signals from images
Weak lensing signals are obtained from observed galaxy el-
lipticities. However, convergence κ(θ) and shear γ(θ) are not
directly related to galaxy ellipticities. The galaxy ellipticity of
a lensed object depends on the reduced shear g defined as
g(θ) =
γ(θ)
1− κ(θ)
. (1)
In the weak lensing limit, the reduced shear is related to the
galaxy ellipticity ε as
ε ∼ εs + g, (2)
where εs is an intrinsic ellipticity of the galaxy. On the basis of
the cosmological principle, we can assume that orientations
of galaxies are random, i.e., the ensemble average of intrinsic
ellipticities should be zero. Therefore, the average observed
ellipticity is related to reduced shear as
〈ε〉 = 〈g〉 ∼ 〈γ〉, (3)
where 〈· · · 〉 indicates ensemble average in a bin.
We need to calculate the lensing depth of source galax-
ies in order to estimate physical quantities such as cluster
masses from weak lensing signals. The lensing amplitude is
proportional to the distance ratio averaged over the popula-
tion of source galaxies,
〈
Dls
Ds
〉
=
∫
dz
dp
dz
Dls
Ds
, (4)
where Dls and Ds are the angular diameter distances from
the lens to the source and from the observer to the source, re-
spectively. dp/dz is the probability distribution function of
redshifts of source galaxies. The critical projected mass den-
sity is described with the lensing amplitude as
Σcr =
c2
4πG
D−1l
〈
Dls
Ds
〉−1
, (5)
where c is speed of light and G is gravitational constant. In
this paper, we assume that all galaxies are located at this dis-
tance.
2.2 Model of filament profile
The filament profile has been studied through both simu-
lations and observations (Colberg et al. 2005; Dietrich et al.
2012; Higuchi et al. 2014). These studies showed that the con-
vergence profile of filaments is described as a function of dis-
tance θ from the line which connects between haloes on the
sky plane (hereafter halo-halo axis) as (Colberg et al. 2005)
κ(θ) =
κ0
1+ (θ/θc)
2
, (6)
where κ0 describes the convergence value at θ = 0 and θc
is the scale length of a filament. For spherically symmetric
objects, it is common to use reduced shear values defined
relative to the centre of objects as
(
g+
g×
)
=
(
−cos2φ −sin2φ
−sin2φ cos2φ
)(
g1
g2
)
, (7)
where φ is the angle between axis-θ1 and θ. g+ and g× are
tangential and cross reduced shear components, respectively.
However, filaments are more like axial symmetric. Therefore
following Higuchi et al. (2014), for filaments we define the
”tangential shear” at each point as g+ relative to the closest
point on the halo-halo axis to the point. In this definition,
the tangential shear profile of filaments takes negative values
near the halo-halo axis and positive values at large radii (see
Section 3.2).
2.3 NFW profile
Weak lensing signals fromfilaments are contaminated by sig-
nals from nearby clusters. We estimate the effect from clus-
ters by using the clustermass profile, referredas the Navarro,
Frenk and White (hereafter NFW) model (Navarro et al.
1997), which has well been studied in simulations and obser-
vations (Gao et al. 2008; Okabe et al. 2010; Oguri et al. 2012).
These studies indicate that the three-dimensional mass pro-
file of clusters declines as r−1 inside the scale rs and de- clines
as r−3 outside rs. The NFW profile is described as
ρ(r) =


ρs
r/rs(1+r/rs)2
(r < rvir)
0 otherwise,
(8)
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where rs and rvir are the scale radius and virial radius, re-
spectively. The characteristic density ρs is defined as
ρs =
∆vir(z)ρ¯(z)c
3
vir
3 [ln (1+ cvir)− cvir/ (1+ cvir)]
, (9)
where ∆vir(z) is the non-linear overdensity predicted by the
spherical collapse model. We parametrize the mass profile
with two parameters. One is the concentration parameter:
cvir =
rvir
rs
, (10)
and the other is the virial mass:
Mvir =
4π
3
∆vir (z) ρ¯(z)r
3
vir. (11)
The analytical lensing profile of the NFW profile is well
studied (see Wright & Brainerd 2000). In order to constrain
the cluster density profiles, we fit the lensing signals with
the two fitting parameters cvir and Mvir by minimizing a chi-
square value defined as
χ2 = ∑
i
{g+,im(θi)− g+,ana(θi)}
2
σ2g+,im
, (12)
where g+,im(θi) and g+,ana(θi) are circular-averaged tangen-
tial shear values at i-th bin estimated from data and model,
respectively, and σg+,im is dispersion in i-th bin estimated
from data.
3 DATA AND ANALYSIS METHOD
In this section, we summarize the data, weak lensing analysis
methods and the methods for subtracting the cluster compo-
nents.
3.1 Data reduction
We analyze the mass distribution around CL0015.9+1609
(hereafter CL0016) and RX J0018.3+1618 (hereafter RX J0018)
at redshift z = 0.55 (Connolly et al. 1996; Kodama et al. 2005;
Tanaka et al. 2005, 2009). These previous studies show that
the galaxy distribution between these two clusters exhibit fil-
amentary structure (see Figure 1). In the paper, we use the
data taken with the Subaru Prime Focus Camera (Suprime-
Cam; Miyazaki et al. 2002) mounted on the Subaru Telescope
during the nights of 2003 September 25-26 (Kodama et al.
2005; Tanaka et al. 2005). We retrieve these data from the data
archive system, SMOKA (Baba et al. 2002). The field of view
of the Suprime-Cam is 34× 27 arcmin2 with the pixel scale of
0.20 arcsec. It is observed through several broad-band filters
(BVRi′z′) down to limiting magnitude B = 26.9, V = 26.2,
R = 26.0, i′ = 25.9 and z′ = 24.6, respectively. The seeing size
is about 0”.65 (FWHM). For more details, see Kodama et al.
(2005) and Tanaka et al. (2005).
The data are reduced with a modified version of the
LSST stack, following the standard procedures of bias sub-
traction, flat-fielding, distortion correction, sky subtraction
and coadding to generate the stacked image from the mosaic
images. The flat frames are constructed with the dithered sci-
ence frames. TheMAG AUTO in SExtractor is used as amea-
sure of the total magnitude (Bertin & Arnouts 1996).
Figure 1.Galaxy distributions at the cluster redshift. The filled points
show galaxies in the photometric redshift range between 0.5 <
zphoto − σ and zphoto + σ < 0.6 where σ is the photo-z estimation
error. The circles show the viral radii of two clusters estimated from
profile fitting in Section 3.
For weak lensing analysis, a precise PSF model is cru-
cial and we select PSF reference stars as follows. Objects
are detected in the stacked i′-band image by using SExtrac-
tor. We use the same detection criteria used in Kodama et al.
(2005). Stars are then selected in a standard way by identi-
fying the stellar sequence in magnitude mi′ vs half light ra-
dius rh plane. To be specific, we apply 20.5 6 m
′
i 6 23.5,
rh 6 0.75 arcsec and more than 20σ above the median sky. In
addition, STAR CLASS>0.95 and FLAG= 0 in SExtractor are
also imposed. We set the fifth oder polynomial coefficients to
fit the spatial variation of PSFs. For calculating the astromet-
ric shifts between different shots, stars with 20σ are used.
Since contaminations by galaxies near the cluster red-
shift dilute weak lensing signals, for weak lensing analysis
we select only background galaxies using photometric red-
shifts. We use the photometric redshift catalog constructed
in Tanaka et al. (2005) with the photometric redshift code
of Kodama et al. (1999). Specifically, galaxies in photomet-
ric redshift range zphoto − σ > 0.6 are selected as back-
ground galaxies based on the photometric redshift catalogue,
where σ is an error for each photometric redshift estima-
tion. The photometric redshifts of galaxies are compared
with spectroscopical data (Hughes et al. 1995; Munn et al.
1997; Hughes & Birkinshaw 1998). The mean difference be-
tween spectroscopic redshift zspec and photometric redshift
c© 0000 RAS, MNRAS 000, 000–000
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Figure 2. Photometric redshift distributions of galaxies. Solid and
dotted lines show the distribution for all galaxies and background
galaxies defined by zphoto − σ > 0.6, respectively.
is zphoto − zspec ∼ 0.004. Our photometric redshifts tend
to be underestimated for galaxies with V − i′ ∼ 1.5 about
∆z ∼ −0.1 (Kodama et al. 1999). In order to investigate the
effect of this tendency, we estimate lensing signals with sev-
eral different redshift selection criteria. However, we do not
find any significant change of our result.
We use the code Lensfit (Miller et al. 2007; Kitching et al.
2008; Miller et al. 2013) for estimating the lensing signals.
Lensing signals are estimated with the i′-band mosaic data.
We choose 40× 40 pixel2 as a postage stamp size in order to
estimate galaxy ellipticities with Lens f it. To eliminate galax-
ies that are not suitable for measuring lensing signals, e.g.,
blended galaxies, lensing signals are estimated with only
galaxies with the flag f itclass = 0 in Lens f it. The total num-
ber of galaxies used for weak lensing analysis is 28, 315. For
each galaxy, we assign a weight defined by (e.g., Miller et al.
2013)
wg =
[
σ2ε ǫ
2
max
ε2max − 2σ
2
ε
+ σpop
]−1
, (13)
where σε is the one-dimensional variance in ellipticity of the
likelihood surface, σpop is the one-dimensional variance of
the distribution of ellipticity of the galaxy samples, and εmax
is the maximum allowed ellipticity. The reduced shear in the
n-th bin is calculated with the weight as (Seitz & Schneider
1995; Bartelmann & Schneider 2001)
〈gµ〉 (θn) =
∑
Ng
i=1 wg,iεµ,i
∑
Ng
i=1 wg,i
, (14)
where µ indicates tangential or cross shear components. The
convergence value at each point is obtained with galaxy el-
lipticity as
κ(θ) =
1
ngπ
∑
i
Re
[
D˜
∗ (θ− θi)wg,iε i
]
/∑
i
wg,i, (15)
where ng is a number density of galaxies, and D˜ is the kernel
defined as
D˜ (θ) =
[
1−
(
1+
|θ|2
θ2s
)
exp
(
−
|θ|2
θ2s
)]
D(θ), (16)
where θs is a smoothing scale. The statistical error in the
shear measurement for each bin is computed from the
weighted average of the variance of the shear σ2g (see
Okabe et al. 2010; Oguri et al. 2012). For this purpose, we
identify 20 neighboring galaxies in the magnitude-galaxy
scale length plane. The variance, which is defined as σ2g =
σ2g1 + σ
2
g2 , is computed over the neighboring samples. Using
the statistical error of shear for the i-th galaxy σg,i, the uncer-
tainty on the tangential shear in each bin is estimated with
the weight as
σ2g+ (θn) =
1
2
∑i w
2
g,iσ
2
g,i(
∑i wg,i
)2 . (17)
The factor 1/2 accounts for the fact that σg,i is the rms
for sum of two distortion components. We assume that the
correlation between different bins is negligibly small, i.e., the
main source of the statistical error comes from the intrinsic
ellipticities.
In order to quantify the significance of the filament de-
tection, we estimate the difference of the profiles from a null
profile, i.e., g+,ana(θi) = 0 in equation (12). We estimate the
significance by comparing the estimated chi-square values
with the chi-square distribution. In this paper, we use fila-
ment shear profiles up to 15 arcmin.
In the shear measurement, we select galaxies in the pho-
tometric redshift range z − σ > 0.6 and estimate the lens-
ing depth for the galaxies with equation (4). The value of the
lensing depth 〈Dls/Ds〉 is 0.419. Figure 2 shows the redshift
distribution of galaxies.
3.2 Estimation of the effect of the clusters
First, we select the Brightest Cluster Galaxy for each cluster
(hereafter BCG) and define a line connecting both BCG po-
sitions, which we call BCG-BCG axis. Then, we define a fil-
ament region, which are the region between both BCGs and
outside a radius Ri from each BCG (shaded region in Fig-
ure 3). The filament length l is defined on the sky plane as
L2D = ∑
i
Ri + l, (18)
where L2D is the distance between both BCG positions and
the index labels the clusters. As explained in Section 2.2,
shear profiles of the filament region is calculated as a func-
tion of distance from the BCG-BCG axis.
Since lensing signals from filaments are weak, clusters
at both edges of the filament can affect lensing signals of the
filament significantly. Therefore, it is important to subtract
such cluster contributions. In order to subtract the effect, we
estimate a background which comes from cluster weak lens-
ing signals, and subtract the background from the lensing
signals in the filament region. The background is estimated
with two differentmethods to check robustness against back-
ground subtraction methods. The first method uses analyti-
cal profiles of the clusters. The second method estimates the
background from the opposite sides of the filaments. Figure 3
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Figure 4. Left panels show the Subaru/Suprime-Cam image and contours of the convergence field for CL0016 (upper) and RX J0018 (lower).
The contours (solid line) show the significance above the mean of the field edge spaced in a unit of 0.5σ from 0.5σ up to 3σ for clarity. The dashed
circles indicate the viral radii estimated from the shear profile fitting in Section 3. Right panels show the radial profiles of tangential and cross
shear as a function of distance from the each BCG position. The error bars show the 1σ measurement errors. The solid lines show the best-fit
NFW profiles. In the tangential shear profile for RX J0018, the values of the fifth, seventh and eighth bins are not displayed due to low values.
illustrate the procedure which we explained in this subsec-
tion.
3.2.1 Subtracting the analytical profiles
The first background subtraction method is to subtract clus-
ter lensing signals estimated from the best-fit analytical
model. Assuming that the lensing signals of the clusters are
well modeled with the spherically symmetric NFW profile,
the effects from both clusters to the lensing signals of the fil-
ament region can be removed by subtracting the lensing sig-
nals constructed with the best-fit NFWmodels.
We fit tangential shear profiles of both clusters with
the NFW profile by minimizing chi-square values defined
in equation (12). Figure 4 shows the tangential shear pro-
files and the best-fit NFW profiles. The best-fit parameters
are Mvir =
(
2.09+0.10−0.21
)
× 1015h−1M⊙ and cvir = 5.56
+0.63
−0.79
for CL0016, and Mvir =
(
4.51+1.13−1.05
)
× 1014h−1M⊙ and
cvir = 4.61
+1.90
−1.35 for RX J0018. The best-fit masses are con-
sistent with the results obtained from the X-ray observa-
tions (Hughes et al. 1995; Solovyeva et al. 2007). The two-
dimensional lensing shear maps of the clusters are con-
structed with these parameters. Then, for each background
c© 0000 RAS, MNRAS 000, 000–000
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Figure 3. Definition of the regions and explanation for the back-
ground estimation. The black points show the locations of BCGs. A
region between clusters and outside R from each BCG are defined as
the filament region (shaded region). In the first method for a back-
ground estimation, shear profiles inside 3Rvir from BCGs (dotted re-
gions) are estimated with the analytical models and subtracted. In
the second method, the regions on the side opposite to the filament,
where regions inside R from the each BCG are excluded, are defined
as background (striped regions). Ellipses in the filament region indi-
cate the distorted directions of images of background galaxies by a
mass distribution of the filament.
galaxies inside 3Rvir from BCG positions shear values of
the cluster components are subtracted to remove the cluster
contribution. We also estimate the cluster masses only with
galaxies which do not exist in the filament region. The esti-
mated parameters are almost consistent within 1σ.
3.2.2 Empirical background subtraction using opposite sides of
the clusters
The second background estimation method is to subtract the
the shear profile on the opposite sides of the clusters. An ad-
vantage of this second approach is that it takes account of
elongations of clusters which are ignored in the first method.
As shown in Figure 3 (stripe region), the background is set
to the same length as that of the filament length. The regions
inside Ri from each BCG are excluded. Then, the tangential
shear in the background is estimated as a function of distance
from the line along the BCG-BCG axis, which is subtracted
from the tangential shear profile in the filament region to ob-
tain the final profile.
4 RESULT
Figure 5 shows the convergence map. We find the mass
bridge between CL0016 and RX J0018, which is also seen in
the galaxy distribution (Figure 1).
Figure 6 shows the tangential and cross shear profiles of
the filament for both background subtraction methods. The
shear profiles are shown for different definitions of the ex-
cluded region (R = 1/4rvir, 1/2rvir and 3/4rvir) to check the
sensitivity of our results on the size of the excluded region.
Figure 5. The mass map reconstructed with weak lensing. The clus-
ter near the centre is CL0016. RX J0018 is located on the lower-right
corner. The contours show significance above the mean of the field
edge spaced in a unit of 0.5σ from 0.5σ.
We find that the tangential shear profiles are similar to the
shear profile expected from the convergence profile in equa-
tion (6) (see also Higuchi et al. 2014), whereas B-mode pro-
files are consistent with zero for both background subtrac-
tion methods. Table 1 summarizes the values of the signifi-
cances for the tangential shear profiles up to 15 arcmin for
different definitions of the excluded region, estimated from
χ2 for the null shear profile. We find that the filament pro-
files are detected at the significance & 2σ for the case of
empirical background subtraction method. For the analyt-
ical background subtraction method, the detection signifi-
cances are much higher, but B-mode profiles in the inner re-
gion slightly deviates from zero, which may indicate insuf-
ficient background subtraction due to the aspherical profiles
of the clusters. To illustrate this point, we compute the de-
tection significances also for the B-mode (cross) shear pro-
files, which are summarized in Table 2. While the χ2 values
are consistent with those expected from the χ2 distribution
for the empirical background subtraction method, χ2 values
are significantly larger than expected for the analytical back-
ground subtraction method, suggesting significant residuals
for the analytical background subtraction.
We also check the dependence of the profiles on the size
of bins and the selection of galaxies. For instance, we change
the size of bins and change the photometric cut to zphoto −
σ > 0.7 or zphoto − σ > 0.8. However, these changes do not
strongly affect our result.
We also estimate the average projected mass of the fila-
c© 0000 RAS, MNRAS 000, 000–000
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Figure 6. Tangential profiles of the filament for different excluded regions (upper left: 1/4rvir ; upper right: 1/2rvir ; lower: 3/4rvir). The crosses
show the values estimated with the analytical background subtraction method. The squares show the values for the empirical background
subtraction method. The error bars show 1σ. The solid and dotted lines show the best-fit profiles with θc = 2 arcmin for the analytical and
empirical background subtracted profiles.
Table 1. Significance for the tangential shear profiles up to 15 arcmin for different definitions of the excluded region. Column (1): background
estimation method; Column (2)-(4): value of significance.
background subtraction method size of the excluded region
1/4rvir 1/2rvir 3/4rvir
analytical model 13.5σ 7.36σ 4.91σ
empirical 5.95σ 2.05σ 1.75σ
Table 2. Similar to Table 1. But for the cross shear profiles. Column (1): background estimation method; Column (2)-(4): value of significance.
background subtraction method size of the excluded region
1/4rvir 1/2rvir 3/4rvir
analytical model 8.29σ 8.10σ 3.30σ
empirical 1.11σ 0.25σ 0.65σ
c© 0000 RAS, MNRAS 000, 000–000
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Table 3. Average projected mass density of the filament. The mass density is estimated with convergence values within 3 arcmin from the
BCG-BCG line for each definition of the excluded region. The errors indicate 1σ error.
Definition of the excluded region 1/4rvir 1/2rvir 3/4rvir
Projected mass density [1014hM⊙/Mpc
2] 3.23± 0.10 3.21± 0.10 3.20± 0.10
Table 4. Best-fit parameters with θc = 2 arcmin. Column (1): background estimation method; Column (2)-(4): value of κ0.
background subtraction method size of the excluded region
1/4rvir 1/2rvir 3/4rvir
analytical model 0.33 0.29 0.33
empirical 0.28 0.19 0.27
ment from the convergence map, using convergence values
up to θ0 = 3 arcmin from the BCG-BCG axis. Here we use the
convergence map before the background subtraction. Table 3
shows the average and error of projected mass density for
different excluded regions. We find that the value of the pro-
jected mass density is almost consistent with previous weak
lensing studies of filaments (Dietrich et al. 2012; Jauzac et al.
2012). We fit the tangential shear profiles with the analytical
profile definedwith equation (6). For simplicity, we fix θc = 2
arcmin. Table 4 shows the best-fit values for κ0. Table 5 shows
the projected mass within 3 arcmin from the BCG-BCG axis,
which are estimated by equation (6) with the best-fit param-
eters. The estimated mass densities are higher than those es-
timated from the convergence values that are estimated from
the smoothedmass map. The fitting with the fixed parameter
θc might also be a part of reasons for this discrepancy.
5 CONCLUSION
In this paper, we have investigated the weak lensing prop-
erties of a filament between the cluster CL0015.9+1609 and
RX J0018.3+1618 with the Subaru/Suprime-Cam data. We
have selected background galaxies with photometric redshift
and estimated the lensing signals with Lens f it. We have sub-
tracted the effects of the clusters from the lensing profile of
the filament with two different methods. One is to subtract
the best-fit NFW profiles, and the other is to subtract the pro-
file obtained on the opposite sides of the filament.
We have fitted the tangential shear profiles of the
clusters with the NFW model, and obtained Mvir =(
2.09+0.10−0.21
)
× 1015h−1M⊙ and cvir = 5.56
+0.63
−0.79 for CL0016,
and Mvir =
(
4.51+1.13−1.05
)
× 1014h−1M⊙ and cvir = 4.61
+1.90
−1.35
for RX J0018. The estimated viral radii are used to define the
size of the excluded regions.
We have found the mass bridge between two clusters on
the convergencemap.We have estimated the average surface
mass density for three different excluded region definitions.
The surface mass density for the excluded region definition
of R = 3/4rvir is found to (3.20 ± 0.10) × 10
14hM⊙Mpc
−2
from the convergence map. This is consistent with previous
studies of filaments.
We have derived the shear profiles of the filament using
different excluded region definitions and background sub-
traction methods. For all the definitions of the excluded re-
gion, we have found that the cross shear values are almost
consistent with zero and tangential shear profiles have same
profiles as those expected from simulations, indicating that
the lensing signals of the filament are detected.We have com-
pared the shear profiles with a null profile up to 15 arcmin
from the BCG-BCG axis to find that the lensing signals of the
filament are detected at the significance & 2σ in all cases.
The detection of filaments with weak gravitational lens-
ing is difficult due to small values of lensing signals. How-
ever, large-scale surveys such as Hyper Suprime-Cam and
Large Synoptic Survey Telescope may enable direct observa-
tions of more filaments. Statistics of weak lensing properties
of filaments therefore serve as a new test of structure forma-
tion in the Universe (Higuchi et al. 2014).
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