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ABSTRACT: Instead of a continuous system driven by Gaussian white noise, logical 
stochastic resonance will be investigated in a nonlinear bistable system with two 
thresholds driven by dichotomous noise, which shows a phenomenon different from 
Gaussian white noise. We can realize two parallel logical operations by simply adjusting 
the values of these two thresholds. Besides, to quantify the reliability of obtaining the 
correct logic output, we numerically calculate the success probability, and effects of 
dichotomous noise on the success probability are observed, these observations show that 
the reliability of realizing logical operation in the bistable system can be improved 
through optimizing parameters of dichotomous noise. 
KEY WORDS: Nonlinear bistable system; escape rate; logical stochastic resonance; 
dichotomous noise. 
1. INTRODUCTION 
Over the past few decades, noise has always been perceived as a disturbance in 
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changing the desired output signals. However, noise has been verified to play a 
constructive role in stochastic resonance and can enhance the output signal of a nonlinear 
system. Benzi and Nicolis [1] originally proposed stochastic resonance (SR) to deal with 
the problems about the regularly recurrent ice ages. Gammaitoni [2] suggested SR to be 
an example to illustrate how to understand the cooperative behavior between noise and 
nonlinear dynamics. Besides, stochastic resonance has attracted immense attentions and 
has been applied in many fields, such as biology [3], chemistry [4], electronic circuits [5, 
6], lasers [7], and so on.  
Considering such a fact that electronic components keep on shrinking in size, how to 
minimize the influence of noise in computational devices and electronic circuits has been 
widely studied recently. However, moderate noise can not degrade computation but 
facilitating computation, which becomes more significant to understand the cooperative 
between noise and nonlinearity in the design of computational devices. 
By exploring the interplay between noise and nonlinearity, Murali et al has designed 
noisy logic gate [8], which is also named as logical stochastic resonance (LSR) and used 
to logic computation of SR. Although LSR is a relatively new idea, variety of former 
studies focused greatly on its properties and applications. For instance, Murali and 
Rajamohamed [8] discussed the response of a simple threshold detector to input signals. 
Singh and Sinha [9] verified the reliability of LSR in a polarization bistable laser and 
processed two parallel logic gates in the laser system. In order to observe and implement 
LSR in electronic field, Murali and Sinha [10] presented an electronic circuit with CMOS 
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transistors, and suggested that the fundamental logic operations NOR or NAND were 
achieved in an optimal wide band of noise and one logic operation can be switched into 
another. Zhang and Song [11] showed the effect of LSR in an asymmetric bistable model 
in the presence of 1 f   noise and obtained a kind of SR-like effect controlled by noise 
exponent. Moreover, in the absence of noise but a period random fluctuation, a 
phenomenon analogous to LSR can be achieved in an optimal range of frequency and 
amplitude of fluctuation [12]. Furthermore, the effect of LSR has been extended to a 
synthetic gene network, in which Dari and Kia [13] have proved the possibility of 
obtaining the biological logic gate in a gene regulatory network (GRN). The LSR 
behavior has been examined in physical systems, extending from electrical and 
nanomechanical [14] to optical systems [15], chemical and biological scenarios [16]. 
Besides, the confined system of sharp geometric constrictions [17, 18] may be available 
to the logic gate operation due to that this system is a three-dimensional equation, which 
can be reduced to a one-dimensional equation by the Fick-Jacobs approximation method 
[19]. Since the effects of the confinement are studied via both an entropic potential and 
space dependent diffusivity in this reduced equation, so the effective bilobal confinement 
with sharp or smooth wall is regarded as a bistable system. And the asymmetry of this 
bistable potentials changes with the shape of the confinement changing. However, some 
problems may be encountered in the realization of logic gate in this confined system. For 
instance, the bistability of the confinement may not be enough to obtain the logic gate in 
this case, and some external forces need to be added. Based on these descriptions, the 
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LSR may be realized in the system of sharp geometric constrictions in the future. 
Up to now, most of the existing work studied the effect of LSR in bistable systems 
based on the assumption of Gaussian white noise. But there is no study on the 
achievement of logic gate in a bistable system induced by dichotomous noise, which is 
also named random telegraphic noise jumping between two values, and have been 
considered in stochastic resonance [16, 23]. Then a question naturally arises: Does there 
exist a possibility to exhibit the LSR phenomenon in a bistable system induced by a 
dichotomous noise? 
Our motivation of choosing dichotomous noise instead of Gaussian white noise to give 
rise to LSR results from that: the dichotomous noise is superior to Gaussian white noise, 
because the dichotomous noise can approach to both Gaussian white noise and white shot 
noise under well-defined limiting procedures [24, 25]. Additionally, the dichotomous or 
telegraphic noise is a better representation of real noise than the widely used Gaussian 
white noise [25], in many cases, such as metal [26], bipolar transistor [27], nanometer 
devices [28] and so on. And the dichotomous noise is presented in the form of electric 
resistance [26], electric conductance [29] and voltage [28]. Thus, studying the 
dichotomous noise has more important practical significance. 
In this paper, the analysis of LSR induced by the dichotomous noise in a bistable 
system shall be the main purpose of our upcoming work. The framework of this paper are 
as follows: In Sec 2 we mainly study the effect of LSR for a bistable system induced by 
dichotomous noise with thresholds ( , ) ( 1.5,0.5)l ux x   , introduce the calculation of the 
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escape rate and present the influences of the noise asymmetry, correlation time and noise 
intensity on the success probability. Sec 3 demonstrates that another logic operation can 
be obtained by changing the thresholds ( , ) ( 0.5,1.5)l ux x   of the bistable system with 
any fixed correlation time. Moreover, the influence of the noise correlation time on the 
success probability has been investigated, and the dichotomous noise is superior to 
Gaussian white noise in enhancing the logical stochastic resonance phenomenon. Finally 
Sec 4 offers our conclusions and discussions. 
 
2. THE RELIABILITY OF LSR FOR BISTABLE SYSTEM WITH THRESHOLDS 
( , ) ( 1.5,0.5)l ux x    
2.1. The System Model and Escape Rate 
Consider a nonlinear dynamic system described by the following stochastic differential 
equation [10]:  
      x f x I t DQ t    
      ax bg x I t DQ t     , (1) 
where 
  dx tx
dt
 ,        dU xf x U x ax bg x
dx
       , 
 U x  is the double well potential function with respect to x . a , b  are constant 
coefficients and  g x  is a piecewise linear function as below: 
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in which lx  denotes the lower thresholds and ux  denotes the upper one to control the 
depth of the two side wells. It is possible to arrive at the desired two values depending on 
appropriate choice, here we take 
 1.5lx   , 0.5ux  , 1a  , 2b  .  (3) 
So we can get two minimum values and a maximum value from the potential function 
 U x :  
 3inx   , 1outx  , 0topx  .  (4) 
Besides, in system (1),  Q t  is an asymmetric dichotomous noise [20, 23], which 
rotates between two state values 1 0   and 2 0  . The transition rates of  Q t  from 
2  to 1  and vice versa are denoted by   and  , respectively. This two-step process 
can be described with a probability loss-gain equation [20-24] 
      1 0 1 0 2 0, , , , , ,d P t x t P t x t P t x tdt        ,  (5) 
      2 0 1 0 2 0, , , , , ,d P t x t P t x t P t x tdt       , (6) 
where  1 0, ,P t x t  is a conditional probability, which represents that  Q t  takes 
value 1  at some time given that it takes value x  at earlier time 0t . Similarly, 
 2 0, ,P t x t  can be defined. 
The sum of  1 0, ,P t x t  and  2 0, ,P t x t  demands 
    1 0 2 0, , , , 1P t x t P t x t    ,  (7) 
at 0t t , the initial condition are given by 
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   '' 0, , x xP x t x t  , ' 1 2,  or x x    , (8) 
then we can obtain the conditional probabilities  1 0, ,P t x t  and  2 0, ,P t x t  for 
time t  by solving Eqs. (5) and (6) subjected to Eqs. (7) and (8): 
              1 21 0 0, , expx xP t x t t t                  , (9) 
             1 22 0 0, , expx xP t x t t t                  . (10) 
According to Eqs. (9) and (10), the steady-state probabilities  stP   are given by 
[30] 
    2 2 0, , /stP P x t       , (11) 
     2 2 0, , /stP P x t       ,  (12) 
    . In the following we will consider the statistical properties of the asymmetric 
dichotomous noise. The noise intensity D  and correlation time   can be defined as: 
     1 20 / 2D Q t Q dt     .  (13) 
Then the mean and correlation function of the asymmetric dichotomous noise are given 
as follows [30]: 
    1 2( ) /Q t         ,  (14) 
 1 2 /1 2( ) ( ) e /
t tQ t Q t D    ,  (15) 
  1/ 1/      .  (16) 
In Eq. (15), 1t  is a time variable, 2 1t t Dt  , Dt  is a time step. Apparently, from 
(15), we can immediately obtain that the dichotomous noise is exponentially correlated. 
Moreover, we introduce the asymmetry parameter A  for the dichotomous noise [31]: 
  8
    2 1 2 1/A        .  (17) 
   With these above preparations, we now use the method of acceptance-rejection to 
describe the generation of a dichotomous noise [20, 23-24]. Let the particle initially takes 
the value 1  at time t , namely assuming 1nx   . We determine the value of 1nx   at 
next time 1t t Dt   in the following way. 
Firstly, from Eq. (9), we can give the conditional probability 
          1 1 1, , expP t t Dt               , (18) 
then we generate a uniformly distributed random number R between [0, 1]. With this 
number compared against  1 1 1, ,P t t  , if  1 1 1, ,P t t R   , then 1nx   to be 1 , 
otherwise 1 2nx    . If 1 2nx     at 1t , we determine the value of 2nx   at next time 
2 1t t Dt   by calculating the probability  1 2 2 1, ,P t t  .  1 2 2 1, ,P t t   is given by 
Eq. (10): 
          1 2 2 1, , expP t t Dt               , (19) 
if 1 2nx     at 1t , we compare  1 2 2 1, ,P t t   against another uniformly distributed 
random number 1R  between [0, 1]. If  1 2 2 1 1, ,P t t R   , then 2 1nx    , else 
2 2nx    . Repeating the procedure, a sequence of  Q t  switching between 1  and 
2  can be generated (see Fig. 1). 
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          Fig.1. The dichotomous noise  Q t  vs. time t , with 1 1   , 2 1  , 
0.01D  , 0.01Dt  . 
Besides, the master equation corresponding to system (1) for the probabilities 
 1, ,P x t  and  2, ,P x t  reads [30]: 
           1 1 1 1 2, , ( ) , , , , , ,p x t ax bg x I p x t p x t p x tt x                , (20) 
         2 2 2 2 1( , , ) , , , , , ,p x t ax bg x I p x t p x t p x tt x                  , (21) 
the accurate steady-state density function  p x  of the bistable system (1) has been 
studied and can be written as [30]: 
       1 2/p x N ax bg x I ax bg x I                
        1 2exp ( ) / ( ) ( )x ax bg x I ax bg x I ax bg x I dx             ,  (22) 
where N  denotes a normalization constant.  
Finally, the forward escape rate in outx x  follows from (22) can be defined as: 
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  1 out
in
x
f x
k p x dx  .  (23) 
Additionally, by using the method of steepest descent, the forward escape rate can be 
evaluated [31] 
           1/2 '''( ) ( ) exp / / 2 1f in top topk f x I f x I f x I                  , (24) 
in which 
        1 2/ ( ) ( )top
in
x
x
f x I f x I f x I dx         .  (25) 
Next the effects of the noise intensity and the input signal on the forward escape rate 
are illustrated in Fig. 2.  
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    Fig.2. The forward escape rate fk  vs. noise intensity with different input signals 
0.8I    (circle line), 0I   (plus line), 0.8I   (star line) for the model (1) 
with system parameters (3). With fixed dichotomous noise 1 1   , 2 1   and 
with a time step 0.01Dt  . 
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In a completely similar way, the backward escape rate bk  can also be calculated. Then 
the backward escape rate versus the noise intensity with different input signal is 
illustrated in Fig. 3.  
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Fig.3. The backward escape rate bk  vs. noise intensity with different input signals 
0.8I    (star line), 0I   (plus line), 0.8I   (circle line) for model (1) with 
system parameters (3). With fixed dichotomous noise 1 1   , 2 1   and with a 
time step 0.01Dt  . 
 
2.2. The LSR with Fixed Noise Asymmetry 
With fixed noise asymmetry or fixed dichotomous noise values, we can achieve the 
system response corresponding to the logical inputs in system (1) with thresholds 
( , ) ( 1.5,0.5)l ux x   . Here the system is driven by the summed signal 1 2( ) ( ) ( )I t I t I t  , 
where 1( )I t  and 2 ( )I t  are the two logic inputs. 
  12
Without loss of generality, we set the inputs ( 1,2)iI i   to take a value 0.4 for the 
logic input 1, and value -0.4 for the logic input 0. Hence four sets of binary inputs 
1 2( , )I I : (0,0), (0,1), (1,0), (1,1)  are produced. As the sets (0,1)  and (1,0)  lead to the 
same value 1 2I I I  , so these four distinct sets of inputs reduce to three distinct input 
signals I  [10]. 
According to the well where the state x is in, the logical output of the system is 
determined. More specifically, we consider the output to be a logical 1 if x  is in the 
right well and 0 otherwise. Thus the logical operation from system (1) can be checked by 
the truth table of basic logic relations. 
Input set 1 2( , )I I     OR     NOR   AND     NAND 
(0,0)             0        1       0        1 
(1,0) / (0,1)          1        0       0        1 
(1,1)              1        0       1        0 
TABLE1. Relationship between two logic inputs and the logic output for the 
fundamental AND, NAND, OR, and NOR logic behaviors. 
The logic inputs and the system outputs with different noise intensities of the 
dichotomous noise are displayed in Fig. 4. 
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Fig.4. From top to bottom, panels 1, 2, and 3 depicts the logic input streams ( )I t  
(dash line) and output streams ( )x t  (solid line) for three different noise intensities 
D: (a) D=0.0003 (b) D=0.02 (c) D=0.07. The system response of the AND gate 
subjected to dichotomous noise is calculated with system parameters (3), 
dichotomous noise values 1 1   . 2 1  . 0.8,I   0 , 0.8 , and a fixed time 
step 0.01Dt  . 
Evidently, as can be observed from Fig. 4, with fixed dichotomous noise values, the 
logic gate AND can be obtained. For smaller noise level, the particles fall in the left well 
and in the right well for larger noise. Only for medium noise intensity, the system output 
falls in correct well and yields an obvious logical AND. It is worth highlighting that this 
phenomenon has never occurred in systems subjected to Gaussian white noise. For a 
bistable system induced by Gaussian white noise, the system states fall in one well with 
fixed smaller noise intensity, whereas, the system states skip between two wells when the 
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noise intensity is larger. And in a suitable noise level, the system obtain correct logic gate. 
As to the explanation of this phenomenon, we can be traced back to Fig. 2 and Fig. 3, 
from which we can observe that the forward and backward escape rates exponentially 
increase with the increase of the noise intensity. Specifically, for 0.8I    and 0I  , 
both the forward and backward escape rate are close to 0 when 0.03D  , so the 
particles at the beginning in the left well cannot hop over the potential well but stably fall 
in the left well (see Fig. 4 (a), (b)). When 0.03D  , with the increase of the noise 
intensity, the forward escape rate increases quickly, which leads the particles in the left 
well to hop over the potential barrier and fall in the right well. Although the backward 
escape rate increases, but it is still too small, so the particles can not jump out from the 
right well (see Fig. 4 (c)). As for 0.8I  , the forward escape rate is close to 0 when 
0.01D  , thus the particles stably fall in the left well in Fig. 4 (a). When 0.01D  , the 
forward escape rate increases quickly with the increasing noise intensity, consequently, 
the particles can skip over the potential barrier and simultaneously fall in the right well, 
since the backward escape rate is close to 0, which results in that the particles would 
always stay in the right well (see Fig. 4 (b), (c)).  
 
2.3. The Influence of Asymmetry Parameter of Dichotomous Noise on LSR 
A measurement of LSR is the success probability P(logic) , given by [10]:  
      P logic the number of correct logic outputs / the total number of runs .  (26)               
In order to quantify the reliability of obtaining the given logic output, we numerically 
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calculate the success probability P(logic) , which describes the possibility of obtaining 
the desired logic output for different input sets. As expressed in Eq. (26), the probability 
P(logic)  is the ratio of the number of correct logic outputs to the total number of runs. 
For each run, four input sets (0,0) , (0,1) , (1,0) , (1,1)  are presented in a random order 
and the run is deemed as a success only when the logic outputs obtained from x  
matches the logic outputs in the truth table for all four input sets. The nonlinear system 
always yields correct logic output when P(logic)  is close to 1. 
Besides, since different logic inputs can be mapped to a binary 0/1 logical output, 
which is determined by the well where the system state is in, so for a nonlinear bistable 
system by special parameter settings, the logic gates OR and AND can be obtained. For 
logical OR, the system driven by input signals    0,1 / 1,0  and  1,1 , goes to the right 
well and  0,0  results in the system being in the left well; whereas for logical AND, the 
system driven by input signals  0,0  and    0,1 / 1,0 , goes to the left well and input 
 1,1  sends the system to the right well [32]. 
Next we study the LSR effect induced by changing the asymmetry parameter A  
(fixed dichotomous noise values). In the presence of asymmetry dichotomous noise for 
system (1) with parameters (3), the fundamental logical AND is realized in an optimal 
wide range of noise intensity. For three different asymmetry parameters of the 
dichotomous noise, the success probability P(AND)  for the bistable system (Eq. (1)) 
under different noise intensities is figured out in Fig. 5.  
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Fig.5. The success probability of obtaining the logical AND versus noise 
intensity D  with different asymmetry parameters: A 1 3  (dotted-star line), 
A 0  (solid-plus line), A 1 3   (dash-rectangle line). With system 
parameters (3) and fixed time step Dt=0.01 . 
This figure shows that the success probability of the output P(AND)  varies 
non-monotonically with the increasing noise intensity D . When the noise intensity is 
small, the success probability P(AND)  increases with the increasing noise intensity. As 
the noise intensity increases, the success probability P(AND)  reaches to the maximum 
and the success probability closes to 1. And with the further increase of the noise intensity, 
the success probability decreases and tends to zero. The fundamental logic gate AND is 
achieved only in a reasonably wide range of moderate noise. That is to say, in an optimal 
band of moderate noise, the success probability is approximately 1.i.e. P(logic) 1 . This 
can be understood easily, when fixed the asymmetry parameter A  (fixed dichotomous 
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noise values), the system outputs would fall in one well with smaller or larger noise 
intensity and fail to realize correct logic gate, so the success probability is small, whereas 
for appropriate noise intensity, the system outputs and inputs are in according with the 
logic truth table and obtained logic gate AND, so P(logic) 1 . Besides, with the 
decreasing A  value, the inverse U  shape curves move to right and become wider. This 
is due to that: the dichotomous noise value 2  is becoming smaller and 1  is 
becoming larger as the asymmetry parameter A  decreases, which can be known from 
Eq. (17). Since smaller 1  value or larger value 2  can lead the system states locating 
initially in one well to skip more easily into the other one with a fixed noise intensity. In 
addition, from Eq. (13), the noise intensity D  is directly proportional to the correlation 
time  , and smaller   value results in faster skipping between two noise states, thus 
leading the system states to switch between two wells. So according to the above 
descriptions, larger asymmetry parameter A  and smaller noise intensity can contribute 
the system to achieve the correct logic gate. Therefore, the optimal noise intensity range 
corresponding to P(logic) 1  becomes smaller and narrower with the asymmetry 
parameter A  increases. 
 
2.4. The Influence of Noise Correlation Time on LSR 
At fixed asymmetric dichotomous noise values, the logic AND gate has been obtained 
in the above section for the system thresholds ( , ) ( 1.5,0.5)l ux x   . And if the 
correlation time of the dichotomous noise is fixed, then the logic AND can be obtained 
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in system (1) and the effect of the correlation time   on LSR has been studied in Fig. 
6. 
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Fig.6. The success probability of obtaining the logical AND versus noise intensity 
D  with three different correlation time 0.001   (dotted-star line), 
0.005   (dash-rectangle line), 0.01   (solid-plus line) with fixed time step 
Dt=0.01  and system parameters 1a  , 2b  , 1.5lx   , 0.5ux  , 
0A  . 
Apparently, as can be observed from Fig. 6 that with the increasing noise intensity, the 
success probability of obtaining the logical AND first increases, reaches to an plateau 
where P(logic) 1 , and then decreases at any fixed   value. And the phenomenon of 
LSR occurs only in an optimal range of noise level. Similar to the explanation of Fig. 4, 
with fixed correlation time, the system states fall in one well and cannot realize any 
correct logic operation both for smaller and larger noise intensity, so the success 
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probability is close to 0. However, for suitable noise intensity, the system can obtain the 
logic gate AND, so the success probability is approach to 1. Moreover, the curve of 
success probability P(AND)  moves to right, simultaneously the noise range 
corresponding to the resonance peak becomes larger with the increasing correlation time 
 . This can be easily understood from the fact that smaller noise intensity and smaller 
correlation time can result in a more quickly switching between two noise values, thus 
leading to the system states skip between two wells more easily. Therefore, the optimal 
noise values to realize the peak of success probability are smaller for a fixed smaller 
correlation time than a larger correlation time. Namely, the curve of success probability 
P(AND)  moves to right as the correlation time decreases. 
 
2.5. The Influence of Noise Intensity on LSR 
  If we fix the noise intensity D in the system (1) with parameters 1a  , 2b  , 
1.5lx   , 0.5ux  , 0A  , the logical AND can be obtained. The success probability of 
obtaining the logical AND as a function of correlation time is plotted in Fig. 7.  
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Fig.7. The probability in logical AND vs. correlation time of dichotomous noise for 
several values of noise intensity: D=0.01  (dotted-star line), D=0.05  
(dotted-plus line), D=0.1  (dash-rectangle line) for system (1) with 1a  , 
2b  , 1.5lx   , 0.5ux  , 0A   and fixed time step Dt=0.01 . 
On one hand, this figure shows that with the increasing of correlation time τ , the 
probability P(AND)  firstly increase, reaches a maximum and then decreases, and the 
reliability of LSR can be obtained in a range of moderate τ  value. This is because that 
smaller or larger correlation time results in the system states a too quickly or too slowly 
jumping between two wells, only suitable correlation time can lead the system states to 
jump regularly and obtain correct logic operation, hence the success probability 
approaches to 1 only in a moderate range of τ  value. On the other hand, as the noise 
intensity D  increases, the curve of the probability P(AND)  moves to right and the 
correlation time range for P(AND) 1  becomes larger. As to explain this, we make such 
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an analysis, that is, smaller correlation time or smaller noise intensity can contribute the 
system states to switch between two wells, so correct logic gate can be achieved under a 
relatively small suitable correlation time range and fixed smaller noise intensity. Namely, 
the optimal range of correlation time corresponding to P(AND) 1  becomes larger as 
the noise intensity decreases. 
 
3. THE RELIABILITY OF LSR FOR BISTABLE SYSTEM WITH THRESHOLDS 
( , ) ( 0.5,1.5)l ux x    
  In a completely similar way to system (1) with thresholds ( , ) ( 1.5,0.5)l ux x   , 
considering that changing the thresholds ( , )l ux x  changes the position, depths and 
asymmetry of the potential wells, so when we set the system thresholds 
( , ) ( 0.5,1.5)l ux x   , the logical OR can be obtained with a fixed correlation time  .The 
success probability of obtaining the logical OR as a function of noise intensity for 
different   values in Fig. 8.  
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Fig.8. The success probability of obtaining the logical OR versus noise intensity 
D  with three different correlation time 0.001   (dotted-star line), 
0.005   (solid–plus line), 0.01   (dash-rectangle line) for system (1) with 
parameters 1a  , 2b  , 0.5lx   , 1.5ux  , 0A   and a fixed time step 
Dt=0.01 . 
Notably, we can get that the logic gate OR can be obtained at optimal noise intensity. 
Furthermore, with the increase of the correlation time  , the peak performance of the 
probability P(OR)  moves to right and the optimal noise window becomes broader. 
About this we would not explain here because it is exactly the same with the explanation 
of Fig. 7. 
We have known from Fig. 7, 8 that system (1) can realize the logic gate AND with 
thresholds ( , ) ( 1.5,0.5)l ux x    and the logic gate OR with ( , ) ( 0.5,1.5)l ux x    for an 
optimal noise value. Furthermore, with the purpose of ascertaining the specific range of 
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the upper and lower thresholds in response to obtain the two different logic gates for an 
optimal noise value D , here we take D=0.05  and display the density maps of success 
probability P(AND)  and P(OR)  in Fig. 9. 
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Fig.9. (Color on-line) From top to bottom: the first surface plot shows success 
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probability (AND)P  and the second one shows (OR)P . The x-axis displays 
the upper threshold ux  and the y-axis displays the lower threshold lx . With 
fixed parameters 1a  , 2b  , 0.05D  , 0.01  , 0.01Dt  . The light 
portion of the two plots indicate the logic gates AND and OR are obtained reliably. 
As shown in Fig. 9, two different kinds of logic gates are obtained in different ranges 
of the upper and lower thresholds. This is owing to that the upper and lower thresholds 
determine the depths and position of the potential wells, and the thresholds determine the 
well the system falls in corresponding to the input stream. Therefore, with a suitable 
noise level, the logic gate AND can be switched into OR by simply adjusting the 
thresholds, which is a main feature in the dynamics. 
Further, the logic gates AND and OR can also be obtained under optimal noise 
intensity in system (1) induced by Gaussian white noise (GWN) [10] instead of the 
dichotomous noise, and we show the density map of success probability for logic gate 
AND and OR in Fig. 10. From this figure we can observe that the best thresholds values 
for the desired logic gate can be found. In particular, it should be noted that the best 
ranges of the two thresholds for the logical AND or OR under GWN are smaller than 
dichotomous noise, which demonstrates that the dichotomous noise is superior to GWN 
in improving the availability of obtaining correct logic gate. 
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Fig.10. (Color on-line) From top to bottom: the first surface plot shows success 
probability (AND)P  and the second one shows (OR)P . The x-axis displays 
the upper threshold ux  and the y-axis displays the lower threshold lx . With 
fixed parameters in system (1) induced by Gaussian white noise: 1a  , 2b  , 
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0.5D  , 0.01Dt  . The light portion of the two plots indicate the logic gates 
AND and OR are obtained reliably. 
 
4．CONCLUSIONS 
In summary, the LSR can be achieved in the nonlinear bistable system (1) induced by 
dichotomous noise. In this work, the bistable system driven by dichotomous noise 
displayed a phenomenon different from Gaussian white noise, which has been explained 
by observing effects of the logic inputs on the escape rate. Besides, the logic gate OR is 
gained when the inputs  1,1  and    0,1 / 1,0  sends the system to the right well and 
 0,0  leads to the system in the left well; and the logic gate AND is acquired when the 
inputs  0,0  and    0,1 / 1,0  corresponding to the system states in the left well, and 
 1,1  leads to the system in the right well. We investigated in the system (1) with 
thresholds ( , ) ( 1.5,0.5)l ux x    with fixed noise asymmetry or with fixed noise 
correlation time or fixed noise intensity and obtained the logical AND. Moreover, for 
system (1) with thresholds ( , ) ( 0.5,1.5)l ux x   , it can realize the logic operation OR as 
we fix the noise correlation time. Namely, the logic operation can be switched into 
another by changing the thresholds of the system. And we also ascertain the specific 
ranges of the thresholds in obtaining the logic gates AND and OR for a suitable noise 
level. Furthermore, the influences of the noise asymmetry, noise correlation time and the 
noise intensity on the success probability have also been demonstrated respectively, 
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which indicated an improvement in the reliability of achieving logic gate by optimizing 
parameters of dichotomous noise. And a fact is found that the dichotomous noise is 
superior to Gaussian white noise in enhancing the reliability of realizing logic operation. 
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