The optimal filtering problem for multidimensional continuous possibly non-Markovian, Gaussian processes, observed through a linear channel driven by a Brownian motion, is revisited. Explicit Volterra type filtering equations involving the covariance function of the filtered process are derived both for the conditional mean and for the covariance of the filtering error.
Introduction
The Kalman-Bucy theory of optimal filtering is well-known for Gaussian linear systems driven by Brownian motions. Various extensions of this theory for possibly non-Gaussian Markov processes and semimartingales have been given a great deal of interest over the last decades. (see Davis [1], Liptser and Shiryaev [8, 9] , Kallianpur [3] , Elliot [3] , and Pardoux [10] ). As far as we know, there are few contributions for 1Research supported by RFBR Grants 00-01-00571 and 00-15-96116. systems generating non-Markovian processes or processes which are not semimartingales (e.g., [3] ). Yet, for processes governed by for It6-Volterra type equations, Kleptsyna and Veretennikov [7] provide a technique to overcome many of the difficulties of non-Markovian and non-semimartingale processes. Recently, a similar approach has been applied in several specific one-dimensional non-Markovian continuous Gaussian filtering problems (see Kleptsyna et al . [4] [5] [6] , and references therein).
In this paper, we deal with a signal process X (Xt, (1) 0 (see [3, Chap. 10] for a similar setting). The function R -(R(s),s > 0) is continuous with values in the set of q x p matrices, and N (Nt, t > 0) denotes a q-dimensional Brownian motion, independent of X, with covariance function (N)-((N)t,t > 0). Clearly, the pair (X, Y) is Gaussian but, in general, is neither Markovian nor a semimartingale. If only Y is observed and one wishes to known X, the above reduces to the classical problem of filtering the signal X at time t from the observation of Y up to time t. The solution to this problem is the conditional distribution of X given the r-field q'Jt-r({Ys, 0 < s <_ t}) which is called the optimal filter. Of course, here the optimal filter is a Gaussian distribution and it is completely determined by the conditional mean 7rt(X of X given t and by the conditional covariances 7xx(t) of the filtering error, which is actually deterministic, i.e.,
t(x)
" xx(t)
Our first aim is to show that the solution can be completely described. That is, the characteristics of the optimal filter are obtained as the solution of a closed form system of Volterra-type equations which can be reduced to the Kalman-Busy equations when the signal process X is a Gauss-Markov process. Our second aim is to extend the filtering approach for one-dimensional processes presented in [6] , to obtain a Cameron-Martin type formula for the Laplace transform of a quadratic functional of the process. That is, for q p, (2) are given by the equations (4) 0 "xx(t) -(t, t), t >_ o, (5) where 7 is the solution of the Riccati-Volterra equation
Proofi The difficulty is that in general, X is not a semimartingale. In order to apply the well-known filtering theory for semimartingales (see [2, 8, 9] , for a fixed -(t, ) :5:()(), o < < t.
() Since X-X which implies that 5tx(t)-5x(t), then for s-t, equality (7) reduces to equation (5) .
We now introduce the innovation process u (ut, t _> 0) defined as ut-Yt-/ R(s)rs(X)ds, >_ O, 0 which plays a central role in general filtering theory (see [9] ). Applying the fundamental filtering theorem to the pair of semimartingales (xt, y), we immediately Therefore, to complete the proof of the first part of the theorem, we need only to show that function 7 defined by equation (7) is the solution of equation (6). From equation (9) , and using equations (1) and (8), we can write
Then, letting 0 <_ s <_ t, we apply It8 formula to obtain the semimartingale decomposition of the process (5(u)(5((u))', 0 _< u <_ s):
Let us point out that due to the Gaussian property of the pair of martingales (X t, XS), the bracket (X t-mr, X s-ms} u is given by and in particular, for u-s, (X rot, X s ms) s K(t, s). Now let u s in equation (11) and compute the expectation of each side using the martingale property of Xt, X s and N and definition (7) . It is easy to check that 7 defined in (7) satisfies equation (6). This completes the proof of the theorem.
V1
Remark 1: Theorem 1 provides further elaboration of the solution of the filtering problem given in [3, Chap. 10] . Theorem 1 can also be viewed as a partial extension to the non-Markovian setting of the filtering theorem for general linear systems driven by Gaussian martingales, as proved in Liptser and Shiryaev [9] . 3 . The Cameron-Martin Type Formula
Here, we start with a p-dimensional Gaussian process X, as before, and a given arbitrary increasing absolutely-continuous deterministic function (N)= ((N)t,t _> 0) with values in the set of non-negative symmetric p x p matrices. We want to compute the Laplace transform (t) defined by (3) . Extending the filtering approach for one-dimensional processes given in [6], we can prove the following statement.
Theorem 2: For any t >_ O, the following equality holds for the Laplace transform (t) defined in (3): The key point in the proof of this theorem is to describe an appropriate filtering problem of the type studied above and to extend the analysis beyond Theorem 1.
We take q p and we choose N (Nt, t >_ 0), with N o 0, as a NP-valued Brownian motion with covariance function (N) that is independent of the given process X. We also choose R(s)= Q(s), where, again, the notation d (N) We now present the proof of Theorem 2.
Proof of Theorem 2:
Note that since R= R'=Q, in (6), the quantity R'(s)Q-l(s)R(s) is just Q(s). To complete the proof, we find (X)-7x(). Applying these properties and from (21), (4) and (8), we get 
Notice that in the present Gauss-Markov case, when X 0 0 (and hence Zm 0), Yashin [11] obtained an alternative expression of (25) using the backward Riccati equation instead of the forward equation (24). Actually, a direct link between these two representations can be shown without a probabilistic argument. This will be explained in a forthcoming paper where the link will be viewed within the scope of the usual mathematical duality between optimal control and optimal filtering. 4 
