Modeling and simulation of computer systems and networks has become an increasingly important issue given their general pervasiveness. Evaluating of computer system/network is needed at every stage in the life cycle of a computer system/network, including its design, manufacturing, sale/purchase, use, upgrade, tuning, etc. A modeling and simulation study is needed when a computer system designer wants to compare alternative designs and find the optimum and cost-effective approach. There is no point in designing and implementing a new system that does not have performance and that cannot compete with existing systems in the market. It is needed when a computer center manager wants to compare a number of systems to decide which one is best for a given set of applications. Performance evaluation of an existing system is also important since it helps to determine how well it is performing and whether any improvements or tuning are needed in order to enhance its performance. The discipline of performance evaluation of computer systems and networks has progressed rapidly in the past decade, and it has now begun to approach maturity [1] [2] [3] .
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The common approaches to evaluate the performance of computer systems and networks are analytic modeling, simulation, and measurement [3] . The theme of this special issue of SIMULATION is modeling and simulation of computer systems and networks.
Computer systems and networks are passing through a rapid evolution. They are becoming faster and more complex. Evolving techniques, coupled with increasing demands for efficient and timely collection and dissemination of information are leading to the faster technologies. We are currently witnessing an explosive growth in use, development, and research in communication networks and high performance computers. The explosive growth in computer networking has been fueled in great part by advances in computer system and network designs, protocols, services, management, architectures, and applications.
There are several changes that are occurring in the fields of telecommunication networking, data communication, and computing/computers. In the telecommunication networking area, the networks are increasingly being used to transmit different types of data rather than voice only. Most traditional telephone companies are becoming heavily involved in delivering nontelephone services to their customers. Many companies are consolidating their telephone and cable networks into a giant broadband integrated services network. Due to the nature of the new traffic demands and patterns, ATM switches are being used and becoming very popular [1] . Almost all new telecommunication installations are using fiber technology. The exponential growth of the Internet and its new applications, especially the World Wide Web (WWW), and multimedia brought millions of new, nonacademic users to the Internet.
Such new applications require certain demands and performance. ATM technology is becoming more and more popular. Some companies and Defense Departments in some countries have launched whole ATM-based networks.
In the Computer technology field, there is a tremen-dous increase in the computing power and bandwidth of computer chips and peripherals, respectively. Machines such as the recent massively parallel machines can provide performance in the Tera MIPS range, a breakthrough that no one could have envisioned one decade ago.
The cost-performance ratio has improved by more than ten orders of magnitude over the last decade [2] . Applications such as weather prediction, virtual reality, neural network simulation, multimedia, and graphics are now available on the medium-priced home computer.
In this special issue of SIMULATION on modeling and simulation of computer systems and networks, we selected a total of nine papers from many submissions. Due to the nature of the accepted papers and space limit on each issue of the journal, we decided to split this special issue into two parts. The first part deals with modeling and simulation of computer networks, it appeared in the January 1997 issue, while this issue (second part) deals with modeling and simulation of computer systems.
In this part, Part II, we included four high-quality papers on modeling and simulation of computer systems. These papers cover the areas of modeling and simulation of high-performance computing/ computers, multithreaded architectures, hypercube multicomputers, and multiprocessing/multiprocessors. The paper by Khalid and Obaidat presents a new simulation methodology for a novel cache replacement scheme in high-performance computer systems. Their simulation engine was driven by traces from the real world workloads/benchmarks (trace-driven simulation). The first class of traces was generated on an IBM PC running Borland's Turbo Pascal compiler (TPC.data) and the other class was generated using Microsoft's Basica Interpreter (BI.data). Hardware entities of the trace-driven simulator were simulated by threads. The simulator was made up of six different types of threads: scheduler, cache array, neural networks, cache controller, control unit, and the report generator.
Communication between threads was accomplished by message passing. Interaction between threads during the simulation was dictated by the proposed cache replacement algorithm. The authors chose to work with threads instead of processes because creating and executing independent processes normally involves a considerable amount of overhead. The proposed cache replacement scheme uses learning properties of the non-estimating type of neural networks to understand the replacement phenomenon and guide the replacement decisions made by the cache controller. The strategy was successful in being able to eliminate deadlines from the cache memory more efficiently, as compared to the conventional algorithms. The authors have found from the simulation results that a well-designed nonestimating neural network-based replacement scheme does provide excellent performance as compared to the overwhelmingly used LRU scheme. The authors have found that their proposed cache replacement scheme outperforms LRU by about 16.47% under the considered workload, namely TPC.data and BI.data. Vlassov, Ayani, and Thorelli presented a flexible simulation platform for evaluating multithreaded computer architectures. Such a platform provides the user with some mechanisms that can be used to investigate many design criteria. The proposed scheme contained several simplifications, such as the memory hierarchy, communications network, and the interdependence between various parameters. The designer, however, can add new states and can describe it at the required level of detail.
The model is based on a finite state machine and can be easily modified/expanded. The simulation platform includes an experimental planner, an interface to PVM for the execution of independent experiments in parallel, and an interface to Matlab for processing and displaying results. Among the applications of the simulator are finding the optimal number of threads and evaluating various prefetching strategies, and thread replacement algorithms.
Obeng, Mahgoub, and Ilyas developed a discreteevent simulation model to investigate the performance of a cluster-based hypercube architecture running parallel simplex and parallel Gaussian elimination algorithms. The simulation was developed for both the cluster-based hypercube architecture and the Intel Personal Supercomputer (iPSC/ 860). Their simulation results indicate a response time improvement of up to 30%, in favor of the cluster-based hypercube, when both the clusterbased hypercube and the iPSC /860 execute the same parallel simplex algorithm matrix problem. Another interesting result found by the simulation modeling is that using faster processors in the cluster-based hypercube further enhances its performance up to a load-dependent limit.
Finally, Karatza investigated the performance of three task scheduling strategies in conjunction with resequencing of jobs in a multiprocessor system. A closed queuing model is considered, and the CPU consists of homogeneous and independent processors, each serving its own queue. algorithms and networks, high-performance and parallel computing/computers, applied neural networks and pattern recognition, computer and telecommunication networking, and speech processing. He is a member of SCS and ACM, and a senior member of IEEE.
