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Abstract—Recommendation system is developed to match 
consumers with product to meet their variety of special needs 
and tastes in order to enhance user satisfaction and loyalty. The 
popularity of personalized recommendation system has been 
increased in recent years and applied in several areas include 
movies, songs, books, news, friend recommendations on social 
media, travel products, and other products in general. 
Collaborative Filtering methods are widely used in 
recommendation systems. The collaborative filtering method is 
divided into neighborhood-based and model-based. In this 
study, we are implementing matrix factorization which is part 
of model-based that learns latent factor for each user and item 
and uses them to make rating predictions. The method will be 
trained using stochastic gradient descent and optimization of 
regularization hyperparameter. In the end, neighborhood-
based collaborative filtering and matrix factorization with 
different values of regularization hyperparameter will be 
compared. Our result shows that matrix factorization method is 
better than item-based collaborative filtering method and even 
better with tuning the regularization hyperparameter by 
achieving lowest RMSE score. In this study, the used functions 
are available from Graphlab and using Movielens 100k data set 
for building the recommendation systems.  
Keywords— Recommendation Systems, Collaborative 
Filtering, Matrix Factorization, Regularization.  
I. INTRODUCTION  
The numbers of data that are available in the internet are 
huge. Recommender Systems help to deal with this issue by 
giving item recommendations based on the user’s preferences. 
There are many applications of recommendation systems in e-
commerce products which consist of music, movies, travel 
and books. 
Collaborative filtering methods are widely used in 
recommendation systems and is divided into neighborhood-
based and model-based. Neighborhood-based collaborative 
filtering is also called memory-based algorithm. This 
algorithm works by discovering similarity patterns from users 
and items’ past behavior towards the rating. The 
neighborhood-based collaborative filtering is divided into 
user-based collaborative filtering and item-based 
collaborative filtering. In this paper, the used method is item-
based collaborative filtering method because it provides a 
better accuracy predictions rather than the user-based 
collaborative filtering [5]. 
In model-based approach, the models are built with 
supervised or unsupervised machine learning methods to 
predict the users’ rating that is not rated yet based on the past 
rating. There are many methods in this approach including 
decision tree, naïve bayes, and latent factor models. The latent 
factor model is called by many researchers as the state-of-the 
art recommender system [8-10]. The latent factor method find 
the latent preferences of users and latent attributes of items 
from the ratings. Matrix factorization is the mathematical tool 
that can draw the latent features. Overfitting is one of the 
problems in recommendation systems. One way to fix this 
issue is by incorporating the regularization as a parameter in 
the Matrix factorization model [2]. 
In this research, GraphLab is used as a tool and Movielens 
100k as the dataset. The dataset include the list of movies, 
users, and ratings given by users. From the dataset, the models 
will be trained using item-based collaborative filtering and 
matrix factorization with different values of regularization 
hyperparameter from GraphLab and compares the results in 
term of RMSE. 
II. NEIGHBORHOOD-BASED COLLABORATIVE FILTERING 
Neighborhood-based collaborative filtering method works 
by discovering similarity patterns from users and items’ past 
behavior towards the rating and is divided into user-based and 
item-based collaborative filtering¬. Item-based collaborative 
filtering provides a better accuracy predictions rather than the 
user-based collaborative filtering, therefore item-based 
collaborative filtering is used [5]. The item-based 
collaborative filtering is shown in Fig. 1. 
In Fig. 1, item 1 is chosen by three users on the left. To 
find which user this item should be recommend, the system 
finds similar items which are also chosen by those users, and 
then determines which other users that also choose those 
items. In this case, all three items are chosen by user 6. 
Therefore, item 1 is the best recommendation for user 6. The 
second best recommendation is to recommend item 1 to user 
5, and so on. 
 
Fig. 1. Item-Based Collaborative Filtering 
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The models can learn user’s behavior from implicit and 
explicit data. The examples of explicit data are rating of an 
item given by a user, searching of an item by a user, user 
preference towards two given items, and list of items that a 
user likes. While, examples of implicit data are what items a 
user views, how many times a user looks at an item, items that 
a user purchased, items that a user has watched or listened to, 
and items that a user likes or dislikes. 
The collaborative filtering methods are suffering from 
some issues including cold start, scalability, and sparsity. 
• Cold start: it requires a huge existing data to gives 
accurate recommendations. 
• Scalability: in a big data era, a big computation 
power is often needed. 
• Sparsity: most active users only rated a small 
amount of items. 
III. MODEL-BASED COLLABORATIVE FILTERING 
 The main idea of model-based collaborative filtering 
approach is to predict the users’ rating that is not rated yet 
based on the past rating. One of the main method in this 
approach is latent factor model. This method finds the latent 
preferences of users and latent attributes of items from the 
ratings [2].  
Matrix factorization is the mathematical tool that can draw 
the latent features. Matrix factorization can help to overcomes 
the issues of neighborhood-based collaborative filtering with 
combination of good scalability and predictive accuracy. The 
recommendation items are given if there is high 
correspondence between item and user’s factors. The 
illustration of matrix factorization is shown in Fig. 2. Fig. 2 
characterizes user factors with male and female, and 
characterizes item features with serious and escapist. In matrix 
factorization model, the predicted rating is given by the dot 
product of the movie’s and user’s locations on the graph. For 
example, user 6 is expected to love movie 8 and to hate movie 
1. 
The basic matrix factorization method suffers from the 
data sparsity or missing values in user-item rating. Some 
works proposed to overcome this issue by minimizing the 
objective function or loss function and incorporate 
regularization to avoid overfitting. There are two approaches 
to minimize the objective function, stochastic gradient descent 
(SGD) and alternating least square (ALS). 
According to [12], SGD works through iterative process 
of rating predictions and calculate the prediction error from 
each iterations. While, ALS minimizing the objective function 
in one time by fixing one of the parameter then compute the 
other parameter and vice versa. ALS is better than SGD for 
model that use implicit data and for parallezation process. 
However, SGD is generally easier and faster [11].  
In the optimized matrix factorization method, 
regularization addresses the overfit problem. The main idea of 
regularization is by adding biases to control the magnitude of 
features to stay low. In this paper, stochastic gradient descent 
[5] is used to train the model. The optimization is done in 
parallel over multiple threads. The optimized objective 
function is shown in equation 1 
 




(score	(݅, ݆), ݎ௜௝) + ߣଵ(‖ܟ‖ଶଶ
+ ||܉||ଶଶ 
(1) 
                    +||܊||ଶଶ) + ߣଶ(‖܃‖ଶଶ + ‖܄‖ଶଶ)  
 
where ࣞ  is the observation dataset, ݎ௜௝  is the rating of 
item  ݆  given by user ݅, 	܃ = (ܝଵ, ܝଶ, ܝଷ, . . . ) shows the latent 
factors of user, and ܄ = (ܞଵ, ܞଶ, ܞଷ, . . . )  shows the latent 
factors of item. ℒ(ݕ^, ݕ)	 by default is the loss function of (ݕ^ −
ݕ)ଶ. There are two regularizations in this equation. The first 
one is ߣଵ shows the linear regularization parameter, and the 
second one is ߣଶ the regularization parameter. 
IV. RELATED WORK 
Sarwar et. al. [11] from University Minnesota compared 
the effectiveness of recommender systems with collaborative 
filtering and singular value decomposition (SVD). The study 
showed that SVD is worse than the traditional collaborative 
filtering in e-commerce dataset due to the very sparse data. 
However, SVD works better in MovieLens dataset.  
To overcome the sparsity problem, many methods have 
been applied. A method proposed by Ranjbar et. al. [15] try to 
overcomes this problem through imputation of values to the 
unknown rating in a matrix factorization-based method. The 
datasets that were used are MovieLens, Jester, and 
EachMovie. The proposed method outperformed another 
methods such as ALS, SGD, RSGD, SVD++ and MULT.  
Another way to improve the model performance is to 
incorporates regularization to make the model less likely to 
overfit [12,14].  
A study about comparison of ALS and SGD was done by 
[13]. The study showed that SGD is faster, easy to implement, 
and less likely to overfit. However, ALS works better for a 
large datasets. A study by [9] compares the result between 
matrix factorization that incorporating regularization without 
tuning, biases, implicit feedback and temporal dynamic. The 
temporal dynamic achieved the lowest RMSE (0.8563).  
Comparison between GraphLab library and MapReduce 
library showed that Graphlab works better in terms of 
accuracy and speed. However, MapReduce worked better for 
the model with parallelization process like ALS [16]. 
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V. METHODOLOGY 
This section will explains the dataset, tool, and 
implementations. Each steps are described below. 
A. Dataset Description 
In this study, Movie Lens – 100k is used as the dataset and 
it was published by Groupleans research group. The data can 
be retrieved from 
http://grouplens.org/datasets/movielens/100k/s. This dataset 
contains 90570 number of observation with 943 users and 
1682 movies. Every user has rated minimally 20 movies. This 
dataset contains detail of users, ratings, and movies. The 
recommendation systems that are going to build consist of 
four systems, i.e. item-based collaborative filtering, matrix 
factorization with regularization hyperparameter = 1e-8, 
matrix factorization with regularization hyperparameter = 1e-
6, and matrix factorization with regularization hyperparameter 
= 1e-5. We only use User_id, Movie_Id,  and Rating from the 
dataset. 
B. Tool 
The tool that is going to be used is Graphlab. GraphLab is 
an open source project with Apache license and was started 
from Carnegie Mellon University by Prof. Carlos Guestrin in 
2009. GraphLab is used for data mining and machine learning 
tasks. The main benefit of GraphLab is on dealing with big 
data. Graphlab also offers many methods on recommendation 
systems such as item-based collaborative filtering, matrix 
factorization, popularity-based recommender, etc. GraphLab 
is basically a paid package for python but free for educational 
purpose for 1 year. The dataset from MovieLens is loaded to 
GraphLab to build and evaluate the models. 
C. Implementation 
The implementation starts from dividing the data into 
training and testing data using the following codes: 
 
The next step is to train our item-similarity collaborative 
filtering and matrix factorization models with different 
regularization (tuning) hyperparameters using the following 
codes: 
 
The trained models is then used to make predictions of top 
5 movies for first 5 users using the following codes: 
 
The recommendation items are shown in Table I, Table II, 
Table III, and Table IV and consecutively show the item-
similarity collaborative filtering model, matrix factorization 
with default regularization = 1e-8, matrix factorization with 
regularization = 1e-6, and matrix factorization with 
regularization = 1e-5. The top 5 items are recommended for 5 
users and will be based on the top prediction score of movie_id 
to the user_id. 
The last step in implementations is evaluation. The 
evaluation method is using RMSE. RMSE evaluates how far 
the predicted rating is to the real rating in the test set. 
TABLE I.  RECOMMENDATION ITEMS FROM ITEM-SIMILARITY MODEL 
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TABLE III.  RECOMMENDATION ITEMS FROM MF MODEL 2 
 
TABLE IV.  RECOMMENDATION ITEMS FROM MF MODEL 3 
 
 
VI. RESULT AND DISCUSSION 
The RMSE evaluation is shown in Table V : 




MF model1 MF model2 MF model3 
RMSE 3.43530307 1.06577743 1.05890407 0.997194837 
 
 The MF model1 is a matrix factorization method with 
regularization hyperparameter = 1e-8. In model2 and model3, 
the regularizations are 1e-6 and 1e-5. In table 5, MF model3 
outperforms the other methods with the lowest RMSE score 
or highest accuracy. This explains that matrix factorization 
model with regularization (tuning) hyperparameter will result 
in better accuracy than that of the item-similarity collaborative 
filtering model. 
VII. CONCLUSIONS 
In this study, item-similarity collaborative filtering 
method and matrix factorization method with different values 
of regularization hyperparameters are used. The best 
recommender model is the one with the lowest RMSE score. 
The result in Table V shows that matrix factorization with 
regularization hyperparameter = 1e-5 outperforms the other 
methods in term of RMSE. Therefore, the matrix factorization 
with the smallest regularization hyperparameter results in 
better recommendations. For future work, we can incorporate 
the matrix factorization with more features such as user’s 
gender, user’s age and movie genre. The model can also be 
improved through preprocessing such as using imputation and 
removing extreme values.  
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