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Abstract
The purpose of this thesis is to focus on the electrostatic properties of graphene-based nanostruc-
tures consisting of different materials, as well as their interactions with external electric charges,
by solving the boundary value problem (BVP) corresponding to the electrostatic potential with
the method of Green’s function (GF). In the first part, we derive the Poisson equation and the cor-
responding GF for electrostatic potential in a layered structure without graphene from Maxwell’s
equations in the non-retarded approximation, together with the electrostatic boundary and match-
ing conditions at the sharp boundaries between adjacent regions with different dielectric prop-
erties from the integral form of Maxwell’s equations. Owing to the translational invariance in
the layered structure, and taking the advantage of the infinitesimally thin layer of the graphene
sheet, we continue to show that the GF for the layered structure with graphene integrated at an
arbitrary position can be expressed in terms of the GF of the same structure without graphene by
means of Dyson-Schwinger equation.
The main goal of this work is to analyze the electrostatic interaction of graphene with exter-
nal charges and electric fields, mediated by the varying dielectric properties of the surrounding
layered structure. As a starting point, we present full expressions for the GF after performing
a two-dimensional (2D) Fourier Transform (FT) and applying the method of undetermined co-
efficients in structures consisting of two and three dielectric layers, where each region contains
material with constant dielectric properties. Based on those basic results, a further application
of the simple two-dielectric layer structure is then presented, where we consider the case with a
randomly rough interface between two infinite dielectric layers. Describing the surface by a ran-
dom profile function with zero mean, we calculate the average values of the perturbative solution
for the undetermined coefficients in the GF to the second order in the surface roughness.
Another aspect of our study in the application of the three-layer structure is the dynamic
response of a metallic slab due to the polarization by the passage of external charged particles.
In this thesis, both the local and non-local descriptions of the electron gas (EG) in the metallic
slab are presented in a sequence. In order to introduce nonlocal effects in the local hydrodynamic
(LHD) model of the EG, we first introduce the quantum pressure term in the equation of motion
for EG, which yields the standard hydrodynamic (SHD) model. By using the GF from a three-
layered structure, we solve the resulting second-order wave equation for the perturbed charge
density and the Poisson equation for the electric potential. In addition, by further introducing
a Bohm quantum potential term into the equation of motion for EG, we arrive at the quantum
hydrodynamic model (QHD). As a consequence of the new quantum term being in the form of a
gradient correction to the perturbed charge density, a fourth-order wave equation for the density
is acquired, which requires additional boundary condition (ABC) in order to form a well-posed
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BVP. In addition, the dispersion relations arising from the excitation of the collective oscillation
of electrons in the thin metal film are studied for all three cases of the hydrodynamic model.
Finally, we consider a special configuration of the field effect transistor (FET), where the
graphene is implemented between a Stern layer and an oxide layer of finite thickness, with a
semi-infinite region above the Stern layer occupied by an aqueous electrolyte containing mobile
ions. In this model a nonlinear Poisson-Boltzmann (PB) equation is generated for the electro-
static potential in the electrolyte. After reviewing the construction of a GF for the fully linearized
PB equation in the Debye-Hu¨ckel approximation, we show that it is possible to solve the so-
called partially linearized PB equation by first obtaining an averaged part of the solution for the
surface average of all quantities, and then developing a GF for the resulting linear equation with
non-constant coefficients describing the fluctuating part of the potential.
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Chapter 1
Introduction
1.1 Layered Nanostructures
Mathematical modeling of layered materials has a very long history in the development of semi-
conductor heterostructures for applications in traditional silicon-based microelectronic devices.
The need for miniaturization of such devices at the sub-micron scale and an expansion of the
range of their applications for sensing devices gave rise to a whole new area of nano-electronics
where novel devices are engineered by integrating layers of various materials with different elec-
trical and optical properties [1]. In addition, the new area of nano-plasmonics has been developed
over the past decade or so, which explores optical properties of the so-called meta-materials that
often include stacked layers of thin metal sheets separated by some transparent insulating ma-
terial [2]. An example of a nano-plasmonic waveguide is given in Fig. 1.1, which is designed
so that a thin metallic conductor layer is sandwiched between two layers of dielectric insula-
tors (cladding) that are separated from the conductor with thin gaps of other insulators [3]. Such
structure can be designed to achieve long-ranged guiding of electromagnetic waves at dimensions
smaller than their wavelengths.
While the typical thickness of layers in the novel nano-electronic and nano-plasmonic devices
is on the order of some 10 nm, there has been increased interest in the past few years to integrate
layers of a material that is only one atom thick, such as graphene, into those devices [4, 5].
Graphene is a two-dimensional (2D) arrangement of carbon atoms forming a densely packed
honeycomb lattice. It is the thinnest known material in the universe so far, which was discov-
ered in 2004 by Novoselov, Geim, et al. [6], who received a Nobel Prize for Physics in 2010
for their discovery of graphene. Graphene can be viewed as mother of other allotrope forms
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Figure 1.1: Schematic diagram of a nano-plasmonic waveguide. Adapted from Ref. [3].
of carbon: it can be wrapped into a zero-dimensional (0D) fullerene molecule, rolled up into
a one-dimensional (1D) carbon nanotube and stacked into three-dimensional (3D) multilayered
graphite. Owing to its exceptional mechanical, electrical and optical properties, graphene is
extensively studied in devices for applications in nano-electronics and nano-plasmonics [4, 5].
Such devices are typically operated in the regime of a field effect transistor (FET) where graphene
provides an active channel that accumulates charge on its surface and/or conducts electrical cur-
rent. The charge and the current are efficiently modified by applying electrostatic potential to an
external electrode called gate, which is typically placed parallel to graphene, providing a means
of controlling graphene’s electrical capacitance and/or conductivity [7, 8]. The materials used
for such gates have characteristics of a metal, which contains large density of free electrons, and
hence it must be electrically insulated from the graphene’s channel to prevent the flow of electri-
cal current between the gate and graphene. Such insulation is typically provided by inserting a
layer of some oxide such as SiO2 or Al2O3.
Figure 1.2 shows schematic diagrams of graphene based FETs with one gate (the so-called
back gate, BG, a heavily doped silicon layer) and two gates (having both the back gate, BG, and
a top gate, TG), which are used to control the density of charge carriers in graphene by applying
external voltage to them. Those gates are separated from the graphene sheet by insulating layers
of the SiO2 and Al2O3 oxides. The surface density of charge carriers determines the magnitude
of electrical current that flows between the source (S) and the drain (D) electrodes when a small
voltage difference between those electrodes.
Graphene is also extensively studied in the FET devices for applications in biological and
chemical sensors [9, 10, 11]. Such devices typically operate exposed to an electrolyte solu-
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Figure 1.2: Graphene-based field effect transistor with one (a) and two (b) metallic gates, sepa-
rated from graphene by insulating oxide layers. Adapted from Ref. [5].
tion containing mobile charges, such as dissolved salt ions, as well as some biological macro-
molecules [1]. The surface of graphene is known to be chemically inert, which diminishes its
chemical sensitivity in such devices, but enables increasing its electrical sensitivity to the com-
position of an electrolytic solution because graphene may be safely exposed to the electrolyte
without significant ”leaking” of its charge carriers into it [12, 13]. Moreover, by applying the
potential to an external top gate through the electrolyte, one can achieve an improved control of
graphene’s conductivity and capacitance compared to both the back-gated devices in Fig. 1.2(a)
[14] and the more traditional electrolyte-insulator-semiconductor FETs [1]. Figure 1.3 shows a
schematic diagram of a graphene-based FET exposed to an electrolytic solution that may be used
to analyze the concentration of, e.g., dissolved salt ions, or charged bio-molecules, by controlling
its electrical conductivity via the reference gate Ag/AgCl immersed in the electrolyte.
Because graphene is essentially a zero-thickness material, which only possesses a two-sided
surface, its conductivity is strongly affected by: the dielectric properties of the surrounding mate-
rial, the presence of external electrodes, the electric charges in its surrounding, as well as external
electric fields [7, 8]. Whereas interaction of graphene with the external electromagnetic radia-
tion is of interest in nano-plasmonic applications of graphene based meta-materials [16], there
are several types of interaction of graphene with external charges that are of interest in various
applications. The interactions with fast-moving charged particles are of interest for electron- or
ion–beam spectroscopies of graphene. On the other hand, static charges near graphene are of
interest for controlling its electrical conductivity by deposition of dopant particles near graphene
sheet in a FET device that may act as charge donors or acceptors. At the same time, there always
exist unwanted residual impurity atoms or molecules near graphene that are left as a consequence
3
Electrolyte 
Figure 1.3: Electrolytically top-gated graphene-based field effect transistor for sensor applica-
tions. Adapted from Ref. [15].
of using various laboratory procedures for creating a graphene based FET device. In addition,
graphene is often insulated by some oxide material, which may contain large amount of charged
impurities that act as trapping centers for charge carriers in graphene. Finally, graphene appli-
cations for biochemical sensing involve interactions of charge carriers in graphene with some
biological macromolecules in a solution adjacent to the surface of graphene.
For mathematical modeling of layered nano-structures it is often sufficient to assume that
the area of the active channel, that is, graphene sheet, is large compared to the thickness of
individual layers in the structure, as well as compared to the typical lateral dimension of the
external charge distribution. In other words, one may often neglect the so-called end effects in
such structures and invoke their translational invariance in 2D, which enables taking advantage
of the 2D FT. On the other hand, the propagation of electromagnetic fields across nano-structures
can often be described by Maxwell’s equations in the so-called non-retarded approximation, i.e.,
by assuming that the speed of light is infinite [17]. In that case, all the relevant interactions
with electrical fields and external charges are well described by the Poisson equation for the
electrostatic potential, which is the main ingredient of the mathematical model developed in this
work. Poisson equation is an elliptic partial differential equation (PDE), whose solution has
to satisfy certain conditions at the boundaries between spatial regions occupied by the materials
with different electric properties, which follow from the structure of Maxwell’s equations. We are
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specifically considering the so-called macroscopic form of Maxwell’s equation, where atomic-
scale fluctuations of the electric and magnetic fields are ”smoothed-out”, so that changes in the
material properties may be considered as abrupt when crossing a boundary between two different
materials [17]. Maxwell’s equations then imply that Poisson equation must be supplemented by
the boundary conditions (BCs) for the electrostatic potential of the Dirichlet and Neumann type
[17].
When it comes to modeling the properties of various materials in a layered nano-structure,
one may conveniently use the concept of a (relative) dielectric constant [17]. So, typically insu-
lating layers of oxide, as well as the solvent in electrolyte are described by assigning numerical
values to those constants, e.g., 3.9 for SiO2 and 80 for water. On the other hand, the response of
metallic layers to external fields or to the moving charges involves a time-dependent response of
quasi-free electrons in the metal. Considering those electrons as a charged fluid, it is noteworthy
that their dynamics is coupled with the electrostatic potential via Poisson equation, giving rise
to a restoring force effect in the charged fluid that causes oscillations in the electron density in
metals, known as plasma oscillations, or plasmons. Owing to the time-invariance of Maxwell’s
equations, the study of those oscillations may be translated into the frequency domain by per-
forming a FT with respect to time, in which case the dielectric constants of metallic regions
become functions of frequency. It was shown that plasmons in noble metals, such as gold or
silver, which are of interest in the traditional plasmonic applications [2], may be adequately de-
scribed by simple dielectric functions that only depend on frequency. However, when the typical
size in plasmonic structures is reduced to a nanometer or so, it became obvious that one has
to introduce the so-called spatial non-locality in the plasma oscillation of electrons in a metallic
nano-particle, which may be then described by a wave equation for the charge density of electron
fluid in the metal that involves spatial dispersion [18, 19, 20, 21].
When a single sheet of graphene is included in a layered structure, its 2D character gives
rise to a rather complicated behavior of its charge carriers (electrons and/or holes) in response to
external fields and charged particles. This response may be adequately described in the Fourier
space-time transformed domain by means of the so-called polarization function, or polarizability,
that includes both the 2D spatial dispersion and frequency dependence [22]. While the derivation
of polarizability of graphene requires quantum-mechanical considerations, we can take advan-
tage of its linear character, where the induced charge density on graphene is proportional to the
perturbation of the electrostatic potential on its surface. Then, incorporating graphene in a lay-
ered nano-structure may be treated as including a one-atom thick sheet of charge, which just
gives rise to a BC of the Robin type for macroscopic Maxwell’s equations.
Thus, solving the Poisson equation over various regions with different material properties,
which may include graphene, must be supplemented by a set of suitable BCs, giving rise to a
boundary value problem (BVP) . This problem can be made well-posed by careful consideration
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of the existence, uniqueness and stability of its solution [23], which gives a prescription for
the choice of proper BCs that are in accord with the physical phenomena. In this thesis we
concentrate on the Green’s function (GF) method of solving the Poisson equation because of
its elegance and universality in expressing the electrostatic potential throughout a region as an
integral over arbitrary distribution of external charges inside that region plus a term that includes
preassigned values of the electrostatic potential (or its normal gradient) at the boundary of the
region.
1.2 The method of Green’s function
For the electrostatic phenomena, the Poisson equation is extensively used for the description of
the electric field described by the Maxwell’s equations. Considering the simplest case with an
arbitrary charge density ρ in an infinite free space, the electrostatic potential Φ can be directly
deduced from the Coulomb law without solving the Poisson equation,
Φ(R) =
ˆ
V
ρ(R′)
R
d3R′, (1.1)
where R = ‖R−R′‖. Using the well-known result
∇2(1/R) = −4piδ(R−R′), (1.2)
where δ(R − R′) is a 3D Dirac’s delta function, one may show that the potential satisfies the
Poisson equation,
∇2Φ(R) = −4piρ(R). (1.3)
However, for the BVP of the Poisson equation (1.3) on a finite region involving prescribed
conditions on its closed boundary, the method of GF is favored, not only because of the integral
representation for the solution of the Poisson equation, but also because it can be used to prove
the uniqueness of the solution with Dirichlet or Neumann BCs. Before we develop expressions
for the GF for the Poisson equation, two identities due to George Green should be introduced as
necessary tools. To begin with, by assuming that V is a smooth domain in R3 bounded by the
closed surface S, with two scalar fields φ, ψ ∈ C2(V ) ∩ C(S), the Green’s first identity follows
as ˆ
V
(
φ∇2ψ +∇φ · ∇ψ) d3R = ˛
S
φ
∂ψ
∂n
dA, (1.4)
whereas the Green’s second identity can be deduced from Eq. (1.4) asˆ
V
(
φ∇2ψ − ψ∇2φ) d3R = ˛
S
[
φ
∂ψ
∂n
− ψ∂φ
∂n
]
dA. (1.5)
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Here, ∂ψ
∂n
= nˆ · ∇ψ is the normal derivative of the function ψ with nˆ being the outer normal to
the surface S.
In order to tackle the Poisson equation (1.3), we apply the Green’s second identity by choos-
ing φ = Φ and ψ = 1/R = 1/‖R−R′‖. As a consequence of Eqs. (1.2) and (1.3), the potential
in the domain V may be expressed explicitly by an integral equation,
Φ(R) =
ˆ
V
ρ(R′)
R
d3R′ +
1
4pi
˛
S
[
1
R
∂Φ
∂n′
− Φ ∂
∂n′
(
1
R
)]
dA′. (1.6)
Note that the potential of the electrostatic field for the free space in Eq. (1.1) can be regarded as
a special case of Eq. (1.6), where the correction term in the form of surface integral in Eq. (1.6)
diminishes if the surface S goes to infinity. The integral statement in (1.6) shows that the potential
in the closed region V is expressed in terms of two prescribed conditions on its boundary: one
is for the potential itself Φ known as the Dirichlet BC, and the other is for the normal derivative
of the potential ∂Φ
∂n′ called the Neumann BC. This result indicates that the specification of both
Φ and ∂Φ
∂n′ as the Cauchy data on the boundary would lead to an overdetermined BVP. One may
conclude that the BVP for the Poisson equation would be well-posed only if it is subject to either
Dirichlet or Neumann BCs on the surface S.
In order to analyze the uniqueness of the solution with either Dirichlet or Neumann BC by
the method of Green Function, we assume that there exist two solutions, Φ1 and Φ2, satisfying
the same BC. By denoting the difference of the two solutions as
U = Φ1 − Φ2, (1.7)
we conclude that U must also satisfy the Laplace equation ∇2U = 0 inside the volume V ,
corresponding to either U = 0 for Dirichlet BVP or ∂U
∂n
= 0 for Neumann BVP on S. From the
Green’s first identity in Eq. (1.4), by taking φ = ψ = U , we have
ˆ
V
(U∇2U +∇U · ∇U)d3R =
˛
S
U
∂U
∂n
dA. (1.8)
This relation can be converted to the following equation for either BC,
ˆ
V
‖∇U‖2d3R = 0, (1.9)
which implies ∇U = 0 due to the non-negative value inside the integral. Therefore, in C2(V ) ∩
C(S), the solution for the Poisson equation is unique for Dirichlet BC, while the solutions for
the Neumann BC can only differ by a constant.
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In order to develop a formal solution of the Poisson equation (1.3) in terms of the GF
G(R,R′), we may follow the same idea as that used in deriving Eq. (1.6). Noticing that
∇′2
(
1
‖R−R′‖
)
= −4piδ(R−R′), (1.10)
one may require that the GF satisfies the same equation with the point source,
∇′2G(R,R′) = −4piδ(R−R′), (1.11)
having a general solution given by
G(R,R′) =
1
‖R−R′‖ + F (R,R
′), (1.12)
where the term 1‖R−R′‖ is a solution particularly assigned to the infinite domain, whereasF (R,R
′)
is a harmonic function satisfying the Laplace equation inside the volume V ,
∇′2F (R,R′) = 0. (1.13)
According to the analysis of Eq. (1.6) above, one may realize that 1‖R−R′‖ is not a wise choice
for GF due to the dependence on both Φ and ∂Φ/∂n in the surface integral. In order to avoid the
redundant Cauchy data in the surface integral, a modification for the GF is achieved by choosing
the specific form for the free term F (R,R′) so that only one of the two surface integrals would
remain in the expression for Φ, Eq. (1.6), corresponding to either the Dirichlet or Neumann BCs
for Φ. By applying the Green’s second identity (1.5) and using ψ = G(R,R′) and φ = Φ(R),
the general solution for Φ(R) by the method of GF becomes
Φ(R) =
ˆ
V
ρ(R′)G(R,R′) d3R′ +
1
4pi
˛
S
[
G(R,R′)
∂Φ
∂n′
− Φ∂G(R,R
′)
∂n′
]
dA′. (1.14)
Thus, for the BVP subjected to the Dirichlet BC, one may choose the specific F (R,R′) which
results in the corresponding Dirichlet BC for GF as
GD(R,R
′) = 0 for R′ on S. (1.15)
Then, the unique solution for the Poisson equation (1.3) is given by
Φ(R) =
ˆ
V
ρ(R′)GD(R,R′) d3R′ − 1
4pi
˛
S
Φ(R′)
∂GD(R,R
′)
∂n′
dA′. (1.16)
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As for the Neumann BC, one might intuitively assume that ∂G/∂n′ = 0 following similar
procedure as above. However, the zero outflux of the GF on S contradicts Eq. (1.11) and the
corresponding expression of the Gauss’law for G(R,R′). As a result, the simplest correction
that can be used for the Neumann BC is
∂GN(R,R
′)
∂n′
= −4pi
A
for R′ on S (1.17)
whereA is the area of the boundary surface S. Then, the unique solution for the Poisson equation
(1.3) is given by
Φ(R) = 〈Φ〉S +
ˆ
V
ρ(R′)GN(R,R′) d3R′ +
1
4pi
˛
S
∂Φ
∂n′
GN(R,R
′)dA′, (1.18)
where 〈Φ〉S is the average value of the potential over the entire surface S. This additional term
in the solution indicates that the potential is defined up to an additive constant in the case of the
Neumann BC on S. However, in most cases A is extremely large or infinite, so that one may set
A → ∞ giving 〈Φ〉S = 0 in Eq. (1.18), whereas the corresponding Neumann BC for the GF in
Eq. (1.17) becomes homogeneous.
1.3 Outline of the thesis
The thesis is organised in the following manner. In the Chapter 2, for the purpose of understand-
ing the effects of all sorts of external charges or external electric fields on graphene, we first
develop a mathematical model that describes the electrostatic potential in a layered structure of
dielectric materials without graphene, which satisfies all the electrostatic boundary and MCs of
the Dirichlet and Neumann type that follow from Maxwell’s equations. We then show that the
in-plane polarizability of a single layer of graphene gives rise to a new BC of the Robin type for
the electrostatic potential at the plane occupied by graphene. Then, we show how the GF for the
layered structure that includes graphene at an arbitrary position may be directly obtained from
the GF for the same structure without graphene by solving the Dyson-Schwinger (DS) equation.
In Chapter 3 we show a detailed derivation of the results for the GF in the cases of two and
three regions containing materials with constant dielectric properties, which are of interest for
applications of graphene. In the first case, both regions are considered semi-infinite, representing
a simple interface between two dielectrics that may contain graphene close to that interface, as in
the case shown in Fig. 1.2(a) with graphene layer laying on a thick SiO2 substrate and free space
above it. In the second case, we consider a layer of finite thickness between two semi-infinite
layers that may represent, e.g., the configuration shown in Fig. 1.2(b) of dual-gated graphene
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with thick insulating layers around it. Notice that experiments show that graphene generally
cannot lie directly on an interface between two materials, but rather that there are usually small
gaps of free space around graphene, with the thickness about 3-4 A˚.
For the Chapter 4, we derive a perturbative solution for the GF of the Poisson equation for
electrostatic potential in the presence of two semi-infinite regions with different relative dielec-
tric constants that are separated by a randomly rough boundary. In the case when one region is
a metal described by a frequency dependent dielectric function, such configuration may be used
to explore possible effects of the surface roughness on the the surface plasmon frequency of the
metal. Describing the surface by a random profile function with zero mean, which is transla-
tionally invariant in 2D, we use a perturbative approach to implement the electrostatic BCs and
obtain analytical expressions for the average value of the GF to the second order in the surface
profile function.
In the case of Chapter 5, we consider a metallic layer of finite thickness sandwiched between
two semi-infinite dielectric regions, similar to that in Fig. 1.1. The dynamic properties of the gas
of quasi-free electrons in the metal are studied by means of different versions of the hydrody-
namic equations for the electron gas (EG) coupled with the Poisson equation for the electrostatic
potential. Firstly, we describe the dynamic polarization of the EG in a purely classical manner,
which gives rise to the local hydrodynamic (LHD) model of the EG. Next, by keeping the quan-
tum pressure term in the equation of motion for the EG we derive the standard hydrodynamic
(SHD) model in order to characterize nonlocal effects in the EG. As a consequence, the perturbed
charge density in the EG is described by a second-order wave equation (which becomes a second-
order Helmholtz equation upon FT with resect to time), which is solved assuming that the normal
component of the electron velocity vanishes at the impenetrable boundary of the metal. Finally,
we add the quantum diffraction effects due to the Bohm potential in the equation of motion for
the EG giving the quantum hydrodynamic model (QHD) , which results in a fourth-order wave
(or Helmholtz) equation for the perturbed charge density in the EG. This equation then requires
an additional boundary condition (ABC) for the perturbed electron density in the EG, and we
show in Chapter that a consistent treatment of the fourth-order wave (Helmotlz) equation gives
rise to two possibilities for an ABC. In addition, the plasmon dispersion relations in the metal
layer are discussed in that chapter for all three versions of the hydrodynamic model.
In Chapter 6, we consider two dielectric layers of finite thickness and a semi-infinite region
occupied by a liquid electrolyte that contains mobile charges. This situation corresponds to, e.g.,
a graphene based FET in Fig. 1.3 with the surface of graphene exposed to an aqueous solution of
salt ions. When the surface of graphene is charged by the potential applied to the gate immersed
deep in the bulk of electrolyte, then the ions of opposite charge are attracted to graphene and
those with the same charge sign are repelled from graphene. Describing the charge density from
those ions with the Boltzmann distribution gives rise to the Poisson-Boltzmann (PB) equation for
10
the electrostatic potential in electric double layer (EDL) formed in the electrolyte. While the PB
equation is a nonlinear eqution, we show in that chapter that fluctuations of the potential about an
equilibrium value given by a 2D average of the potential over a plane parallel to graphene may
be described by a linearized equation with coefficients that depend on the perpendicular distance
from graphene. This partially linearized treatment of the PB equation allows us to develop an
analytical expression for the GF function describing fluctuations of the electrostatic potential in
response to an arbitrary charge density perturbation in the electrolyte coming, e.g., from charged
bio-molecules. Those fluctuations may be then directly used to estimate changes in the electrical
conductivity of electrolytically gated graphene and hence asses its sensitivity to the presence of
various concentrations of bio-molecules in the electrolyte.
In this thesis we use the so-called Gaussian electrostatic units, where the dielectric permittiv-
ity of vacuum 0 satisfies the relation 4pi0 = 1.
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Chapter 2
Green’s function for the Poisson equation
in a layered structure
In order to understand the effects of all sorts of external charges or external electric fields in a
graphene based device, it is desirable to develop a mathematical model that describes the elec-
trostatic interaction in a layered structure of dielectric materials containing a sheet of graphene.
To analyze those structures macroscopically, it is justifiable to approach the problem from the
electromagnetic aspect. This can be achieved by introducing Maxwell’s equations, which are the
laws governing the behavior of electric and magnetic fields or, specifically, how the electric and
magnetic fields are generated and altered by each other and by the external electrical charges and
currents. Since we are interested in the quasi-static regime, we discard magnetic field and show
in this Chapter how the Poisson equation for the electrostatic potential is derived from Maxwell’s
equation in the electrostatic limit. In particular, we show how this equation can be solved in a
piece-wise manner in a domain consisting of regions with different dielectric properties, which
change in an abrupt manner when crossing the boundary surfaces between neighboring regions.
This is achieved by identifying the so-called MCs for the potential and its normal derivative at
those boundaries, which follow from the BCs implied by Maxwell’s equations. Finally, a pro-
cedure is outlined on how to treat the presence of graphene in a layered structure as an ABC
based on a linear-response relation between the induced charge density on graphene and the
electrostatic potential on its surface.
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2.1 Derivation of the Poisson’s equation
In this thesis we start with the Maxwell’s equations inside matter, which are all first considered
in the spatial R and time t domains, to show the dynamic interaction between magnetic field
and electric field. First we look at two equations, known as the Gauss’ law for the electric
displacement, D, and magnetic induction, B, fields:
∇ ·D(R, t) = 4piρ(R, t), (2.1)
∇ ·B(R, t) = 0, (2.2)
where R = (x, y, z) is the position vector and ∇ = (∂/∂x, ∂/∂y, ∂/∂z) is the gradient vector
in a Cartesian coordinate system. Equation (2.1) describes how the divergence of the electric
displacement vector field D is determined by external charges with the volume density ρ, which
represents the number of unit (monopole) electric charges per unit volume. On the other hand,
Eq. (2.2) tells us that the divergence of the magnetic induction field B is identically zero because
there are no sources of the magnetic field in the form of a magnetic monopole. Another two
equations that are coupled with Eq. (2.1) and Eq. (2.2) to form the full set of Maxwell’s equation
are the Faraday’s law and the Ampere’s law:
∇× E(R, t) = −1
c
∂B(R, t)
∂t
, (2.3)
∇×H(R, t) = 4pi
c
j(R, t) +
1
c
∂D(R, t)
∂t
, (2.4)
where c is the speed of light in free space (i.e., vacuum or air). These equations reveal that a
change in time of the magnetic induction results in a circulation of the electric field E, whereas
the circulation of the magnetic field H is governed by the external electric current density j,
which is related to ρ by the continuity equation that expresses charge conservation:
∂ρ(R, t)
∂t
+∇ · j(R, t) = 0. (2.5)
Note that the Maxwell’s equations are written here in the so-called Gaussian electrostatic units,
where the dielectric permittivity of vacuum 0 satisfies the relation 4pi0 = 1.
For Maxwell’s equations in matter, there also exist the so-called constitutive relations be-
tween the electric displacement and the electric field vectors, as well as between the magnetic
induction and the magnetic field vectors, which may be written in a general form as
D(R, t) =
ˆ
d3R′
ˆ ∞
−∞
dt′ E(R,R′, t− t′) E(R′, t′), (2.6)
B(R, t) =
ˆ
d3R′
ˆ ∞
−∞
dt′M(R,R′, t− t′) H(R′, t′), (2.7)
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where E andM are called the dielectric response function and the magnetic response function,
respectively. Notice that the above constitutive relations are nonlocal, both in the space and time
variables, because the values of the fields D(R, t) and B(R, t) are determined by integrating
over a range of positions R′ (notice that d3R′ ≡ dx′ dy′ dz′) and time t′ where the electric and
magnetic fields have values E(R′, t′) and H(R′, t′), respectively.
In this work, we are interested in the so-called quasi-static limit of the Maxwell’s equations,
where one may neglect the retardation effects due to finite time it takes perturbations in the
electric and magnetic fields to propagate across a nanometer-sized object at the speed of light c.
This limit is mathematically achieved by simply taking the limit c → ∞ in Eqs. (2.3) and (2.4).
As a result, it can be shown that the magnetic fields may be discarded from the theory in the
quasi-static limit, whereas the electric field becomes irrotational,
∇× E(R, t) = 0. (2.8)
Thus, E becomes a conservative vector field in the quasistatic limit and hence it may be expressed
as a gradient of some scalar field, Φ(R, t), called the electric (or electrostatic, in the present
context) potential,
E(R, t) = −∇Φ(R, t). (2.9)
If the system under study is stationary, e.g., if there is no temporal change in the macroscopic
parameters of the structure, no moving boundaries between dielectrics, etc., we may apply a
Fourier Transform (FT) with respect to time, which gives for the electric field a function Eˆ(R, ω)
in the FT space defined by
Eˆ(R, ω) =
ˆ ∞
−∞
eiωtE(R, t) dt, (2.10)
with similar definitions for Eˆ , ρˆ and Φˆ. Noting that the relation between D and E in Eq. (2.6) is a
convolution with respect to time, we obtain a simpler relation between Dˆ and Eˆ in the FT space
as
Dˆ(R, ω) =
ˆ
Eˆ(R,R′, ω)Eˆ(R′, ω) d3R′, (2.11)
which implies that there may still exist a nonlocal relation between Dˆ and Eˆ involving their
spatial dependencies. At the same time, note that Dˆ and ρˆ satisfy the same local relation as in
Eq. (2.1), and Eˆ and Φˆ satisfy the same local relation as in Eq. (2.9) in the time domain.
We shall now consider two special cases of the constitutive relation in Eq. (2.18) of interest
in this thesis.
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• Spatially local structure.
If we assume that the dielectric response of a material is spatially local by writing
Eˆ(R,R′, ω) = (R, ω) δ(R−R′), (2.12)
where δ(R − R′) is the Dirac’s delta function in the spatial coordinates, then we obtain
from Eq. (2.18)
Dˆ(R, ω) =
ˆ ∞
−∞
(R, ω) δ(R−R′)Eˆ(R′, ω) d3R′
= (R, ω)Eˆ(R, ω). (2.13)
Therefore, by combining Eqs. (2.13), (2.9) and (2.1) we derive the Poisson equation for
the electric potential in the FT space as
∇ ·
[
(R, ω)∇Φˆ(R, ω)
]
= −4piρˆ(R, ω). (2.14)
Note that the function (R, ω) introduced in Eq. (2.12) generally depends on the position
R in a nonhomogeneous structure, containing layers of different materials with different
relative dielectric constants, each of which may depend on frequency ω.
• Spatially and temporally local structure.
If the structure is also strictly static, in addition to being spatially local, i.e., if there is no
frequency dependence of dielectric constants so that (R, ω) = (R), then we may write
the inverse of the dielectric response function in Eq. (2.12) as
E(R,R′, t− t′) = δ(R−R′) 1
2pi
ˆ ∞
−∞
e−iω(t−t
′)(R) dω,
= (R)δ(R−R′)δ(t− t′), (2.15)
showing that the dielectric response is both local in time and space. Therefore, we obtain
from the general relation in Eq. (2.6)
D(R, t) = (R)E(R, t), (2.16)
which when combined with Eqs. (2.1) and (2.9) gives the Poisson equation in the time
domain as
∇ · [(R)∇Φ(R, t)] = −4piρ(R, t). (2.17)
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In the interest of obtaining a general mathematical framework relevant to both the frequency
dependent and static forms of the Poisson equation given in Eqs. (2.14) and (2.17), respectively,
we notice that those equations, as well as the corresponding constitutive relations Eq. (2.13) and
Eq. (2.16) and the accompanying BCs are all isomorphic in the spatial domain. Hence, we may
simply drop ω andˆ from the notation in the first case and drop the time dependence in the second
case and consider only the spatial dependence, giving a constitutive relation,
D(R) = (R)E(R), (2.18)
and the Poisson equation,
∇ · [(R)∇Φ(R)] = −4piρ(R). (2.19)
Specifically, in layered structures of dielectrics, which are of interest for graphene applications,
we often find that different materials occupy different regions of space with a sharp boundary
between them. Therefore, when crossing from one region to another region, the relative dielectric
constant (R) exhibits finite jump at the boundary between the regions. Since we want to solve
the Poisson equation Eq. (2.19) for all points R in a 3D space, we must specify the behavior of the
electrostatic potential at the boundaries where the relative dielectric constant exhibits jumps. This
can be accomplished by considering the electrostatic BCs that follow from Maxwell’s equations.
2.2 Electrostatic boundary conditions
By focusing on the electrostatic behavior of dieletric material when it is placed in an electric
field, the required conditions on the electrostatic potential at the boundary between two dielec-
tric media may be deduced from the so-called electrostatic BCs for the electric and displacement
fields, E and D, which we can deduce from the Gauss’s Law for D as in Eq. (2.1) and Eq. (2.8).
By choosing the Gauss’s law for electric displacement D, the effect of polarization of a dielec-
tric material is considered since D includes both the field attributable to bound charges due to
polarization and the field attributable to free charges.
More generally, suppose we have a curved surface S that acts as a boundary between two
different dielectric media in a 3D space, R3. We now notice that R3 has been divided into two
regions by S. For convenience, we denote the region below S (the part including z = −∞ in
a Cartesian coordinate system) as V1 and assume that the vector fields in that region are given
by D1 and E1. Similarly, let the region above S (the part including z = ∞) be V2 with the
corresponding vector fields D2 and E2. Also note that V1
⋃
V2 = R3. Accordingly, assume that
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the functions (R) and Φ(R) are defined as
(R) =
{
1 for R ∈ V1
2 for R ∈ V2 (2.20)
Φ(R) =
{
Φ1(R) for R ∈ V1
Φ2(R) for R ∈ V2 (2.21)
The expression for BCs can be explicitly deduced from the integral form of Maxwell’s equa-
tions.
2.2.1 Normal component of displacement field
First considering D, let us integrate both sides of Eq. (2.1) over a small closed domain V , which
contains part of the boundary S, as shown in Fig. 2.1, givingˆ
V
∇ ·D(R) dV =
ˆ
V
4piρ(R) dV (2.22)
Figure 2.1: Wafer-thin Gaussian pillbox
In general case, we suppose the domain V is a wafer-thin Gaussian pillbox, extending just
barely over the edge along S, the surface between two media, in each direction. Let us denote
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by ` the thickness of the pillbox and assume that ` goes to zero. Also we denote n21 as the unit
normal vector on S that goes from region V2 to V1, and n12 as the unit normal vector that goes
from V1 to V2. By the Gauss’ divergence theorem we have that the LHS of Eq. (2.22) becomes
LHS =
˛
∂V
D · dS
=
˛
∂V
D · nˆ dS
=
ˆ
A
(D2 · n12 −D1 · n12) dA (2.23)
where ∂V is the closed boundary of the pillbox V with the outer unit normal vector nˆ, and A is
the area of its upper and lower lids. Note that the sides of the pillbox contribute nothing to the
integral over the closed surface ∂V , nor does any volume charge density in the regions V1 or V2,
as ` goes to zero.
Next, we assume that there may exist charges that are localized on the boundary S, which are
characterized by the surface charge density σ, that is, the number of unit charges per unit area.
Then, the RHS of Eq. (2.22) gives the total charge contained in the pillbox V as
RHS =
ˆ
A
4piσ dA. (2.24)
Combining Eq. (2.24) and Eq. (2.23), the BC becomes,
ˆ
A
(D2 · n12 −D1 · n12 − 4piσ) dA = 0 (2.25)
Note that all terms in the above integrand may depend on the position R but, since the area A is
arbitrary, we can deduce local relation from Eq. (2.25) as
(D2 −D1) · n12 = 4piσ for all R ∈ S, (2.26)
which expresses the well-known jump condition for the normal component of the displacement
field at the boundary S containing the surface charge of density σ.
Then, by Eq. (2.9) and the constitutive relation Eq. (2.18) used in each of the regions V1 and
V2, we get the required jump BCs for electric potential Φ:
−2n12 · ∇Φ2 + 1n12 · ∇Φ1 = 4piσ for all R ∈ S. (2.27)
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It is instructive to give specific details of the above derivation for a layered structure, where
the surface S may be assumed to be the plane z = 0 in a 3D Cartesian coordinate system with
the coordinates R = (x, y, z). Then, the surface density of charge σ(x, y) on S may be described
by defining the volume density of charge as
ρ(x, y, z) = σ(x, y)δ(z) (2.28)
where δ(z) is the Dirac’s delta function peaked at z = 0, expressing the physical nature of a
sharp boundary between the regions V1 and V2. It can easily be verified that Eq. (2.28) satisfies
the relation ˆ
ρ(x, y, z) dz =
ˆ
σ(x, y)δ(z) dz
= σ(x, y)
ˆ
δ(z) dz
= σ(x, y), (2.29)
which is used in deriving Eq. (2.24).
Now, the unit normal vector at S is given by n12 = kˆ, where kˆ is the unit vector in the
positive direction of the z axis. So, the LHS of Eq. (2.27) becomes
LHS = 1
∂Φ1
∂z
∣∣∣∣
z=0
− 2 ∂Φ2
∂z
∣∣∣∣
z=0
(2.30)
So finally, the BC for the special case when boundary S is at z = 0 becomes:
1
∂Φ1
∂z
∣∣∣∣
z=0
− 2 ∂Φ2
∂z
∣∣∣∣
z=0
= 4piσ. (2.31)
We note that σ(x, y) in this expression is considered to be some sort of external charge sheet with
atomic thickness. Hence, σ(x, y) may as well be the surface charge density on a single layer of
graphene placed in the plane z = 0.
2.2.2 Tangential components of electric field
We now consider E and integrate both sides of Eq. (2.8) over a thin, closed rectangular loop C
that crosses the boundary S between the regions V1 and V2, as shown in Fig. 2.2, giving˛
C
E · dl = 0. (2.32)
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Figure 2.2: Thin Amperian loop straddling the surface
We suppose that C is a thin ”Amperian” loop straddling the surface S, which is traversed
counterclockwise as the positive direction. In the integral (2.32) we assume that the width `
of the loop goes to zero, which means that the segments passing through S give nothing to the
integral.
So, now only the components of electric field E that are parallel to the surface S remain to
be integrated in Eq. (2.32) along the two oppositely directed line segments, L and −L, givingˆ
L
E2 · dl +
ˆ
−L
E1 · dl = 0, (2.33)
where E1 and E2 are the values of the electric field in the regions V1 and V2, respectively. Since
L is a segment of the curve C that is parallel to the surface S, but is otherwise arbitrary, we can
deduce a local relation
(E2 − E1) · L = 0⇒ E2t = E1t for all R ∈ S, (2.34)
where E2t and E1t are the tangential components of E2 and E1, respectively. This relation
expresses the well-known continuity of the tangential component of the electric field along a
dielectric boundary.
Then by Eq. (2.9) we may get the above condition in terms of the electric potential φ. Specif-
ically, if the surface S is the plane z = 0 in 3D Cartesian coordinate system, we have
∂Φ1
∂x
=
∂Φ2
∂x
,
∂Φ1
∂y
=
∂Φ2
∂y
, for z = 0. (2.35)
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Finally, as regards the electric potential, Φ(R), Eq. (2.31) implies that the normal deriva-
tive of that potential has finite jump at a dielectric boundary, whereas Eq. (2.35) implies that
the derivatives of the potential in the tangential directions are continuous. In addition to those
conditions, it is a common assumption in the electrostatics that the electric potential is itself a
continuous scalar function of the position R. It is also common to assume that the value of the
potential at a gate, which is represented as an ideal metallic electrode, is constant across the en-
tire surface of the gate and takes a prescribed value. At infinitely remote points in a 3D space,
the potential is assumed to also take a constant value, which is often set to be zero. All the above
considerations now allow us to write the Poisson equation for the electric potential as a BVP in
3D.
2.3 Construction of the Poisson boundary value problem
So, we wish to solve the Poisson equation for the electric potential Φ(R) in a region V , which
satisfies the Dirichlet BCs on its closed boundary S{ ∇ · ((R)∇Φ(R)) = −4piρ(R), for R ∈ V,
Φ(R) = prescribed, when R ∈ S, (2.36)
where R = (x, y, z) is the position vector and∇ = (∂/∂x, ∂/∂y, ∂/∂z) is the gradient vector in
a 3D Cartesian coordinate system. In our applications to layered structures, the prescribed value
of the potential on S will be typically given by a constant value at the surface of a gate, or zero at
points ‖R‖ → ∞. In the above, one notices that the source function of the Poisson equation is
−4piρ(R), where ρ(R) is the volume density of the external charges and  is the relative dielectric
constant, whose dependence on the position R reflects the variation in dielectric properties of
various materials surrounding graphene. Note that our use of the so-called electrostatic Gaussian
units gives rise to the factor 4pi in the source function in Eq. (2.36). Now we get that Eq. (2.36)
is a BVP, which is a second-order, nonhomogeneous PDE of the elliptic type. Instead of using
separation of variables or other methods, the method of a GF is used in this thesis. This method
has many advantages, e.g, it is particularly suitable to solve BVPs, especially when the BCs are
fixed but the nonhomogeneous part varies.
We now follow the method described in section 1.2, which leads to the equation satisfied by
GF on the same region V , Eq. (1.11), which satisfies a homogeneous Dirichlet BC, Eq. (1.15).
While those two equations were written with R′ = (x′, y′, z′) being a variable and the source
point in Eq. (1.11) being at ρ(R), we reverse here the notation and invoke the Maxwell’s symme-
try of the GF, G(R,R′) = G(R′,R). Hence, we shall determine the GF G(R,R′) as a function
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of R = (x, y, z) by solving an equation analogous to (2.36) where the charge density ρ(R) is
replaced by the density of a unit point charge centered at some fixed but arbitrarily positioned
source point R′ = (x′, y′, z′), and imposing a homogeneous version of the BC in Eq. (2.36),{ ∇ · ((R)∇G(R,R′)) = −4piδ(R−R′), for R ∈ V,
G(R,R′) = 0, when R ∈ S, (2.37)
where δ(R−R′) is a shorthand for δ(x−x′)δ(y−y′)δ(z−z′), which is the Dirac’s delta function
in 3D.
Recall that the use of Green’s second identity in section 1.2 gave Eq. (1.16), which expresses
the solution of the Dirichlet BVP in Eq. (2.36) for the potential Φ(R) as a 3D integral involving
arbitrary density of external charge ρ(R) in the region V plus a surface integral over the boundary
S of V involving the prescribed value of the potential on the boundary,
Φ(R) =
ˆ
V
ρ(R′)G(R,R′) d3R′ − 1
4pi
˛
S
Φ(R′)
∂G(R,R′)
∂n′
dA′. (2.38)
The most difficult part for solving Eq. (2.37) is the R–dependence of . In the special case
of an infinitely large homogeneous region V with  = const., the GF is easily obtained from
Eq. (2.37) as
G(R,R′) =
1

1
‖R−R′‖ =
1

√
(x− x′)2 + (y − y′)2 + (z − z′)2 , (2.39)
by using a 3D FT with respect to R. An important finding here is that the GF of a translationally
invariant system in 3D only depends on the difference of its variables, G(R,R′) = G(R−R′).
This means that the solution of the Poisson equation Eq. (2.36) given in Eq. (2.38) with Φ(R)→
0 when ‖R‖ → ∞ is simply a 3D convolution of the arbitrary charge density with the GF,
Φ(R) =
ˆ
G(R−R′) ρ(R′) d3R′
=
1

ˆ
ρ(R′)
‖R−R′‖ d
3R′. (2.40)
Eq. (2.40) is also known as Coulomb law for the electrostatic potential due to an arbitrary distri-
bution of charges, which may be directly obtained by solving the Poisson equation Eq. (2.36) by
means of a 3D FT.
In a more general case when the function (R) is defined in piece-wise manner throughout
a finite region V , there are various methods to solve for the GF in Eq. (2.37) – the image point
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method, conformal mapping method, eigenfunction method, etc. [24, 25]. However, since we are
interested exclusively in layered structures, the GF is obtained by exploiting a special property
of the translational invariance of such structures in directions parallel to the, say, (x, y) plane of
a Cartesian coordinate system and taking advantage of a 2D FT with respect to x and y. This
will be described more in the next section.
2.4 Translational invariance and two-dimensional Fourier Trans-
form
Considering a layered structure, we first assume that several dielectric layers are stacked into
slabs with sharp boundaries between them, which are parallel to the (x, y) plane in a 3D Cartesian
coordinate system. Secondly assume that the dielectric properties of the material are constant
throughout each layer, so that we can define a piece-wise constant dielectric function (z) on the
z axis. This means that translations of the entire structure in directions parallel to the (x, y) plane
do not change its dielectric properties. These assumptions have two advantages; one is that we
can reduce a 3D PDE to an ODE by using 2DFT with respect to the (x, y) plane, another is that
we can solve that equation in a piece-wise manner along the z axis.
In addition, the layered structure may generally extend over a finite interval along the z-axis
with the endpoints at, say, z1 and z2 > z1, where the electrostatic potential is considered to take
prescribed values Φ(r, z1) = φ1(r) and Φ(r, z2) = φ2(r), which may be determined, e.g., placing
structures with planar electrodes at the planes z = z1 and z = z2. Therefore we have a Dirichlet
BVP for the Poisson equation with a formal solution for the electrostatic potential in the interval
z ∈ [z1, z2] given in Eq. (2.38) in terms of a Dirichlet-type GF, which vanish at z = z1 and z = z2
by construction. Now let’s see how we can simplify the problem of determining such GF.
When the dielectric properties of the structure only vary along the z axis, we can rewrite
Eq. (2.37) as
∇ · ((z)∇G(R,R′)) = −4piδ(R−R′). (2.41)
It is convenient to write R = (r, z) where r = (x, y) is a 2D position vector parallel to the
(x, y) plane. Looking on the right hand side of Eq. (2.41) the only dependence on the variable
r = (x, y) comes from δ(x − x′)δ(y − y′) = δ(r − r′). This suggests that the GF, which is
the only function containing the variable r = (x, y) on the left side must also depend on the
difference r − r′. Thus, the translational invariance in 2D requires that the GF must be of the
form G(R,R′) = G(r− r′; z, z′). This means that the expression for the potential in Eq. (2.38)
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contains terms having the form of a 2D convolution in the r space,
Φ(r, z) =
ˆ z2
z1
dz′
ˆ
d2r′G(r− r′; z, z′) ρ(r′, z′)
− 1
4pi
ˆ
d2r′ φ2(r′)
∂
∂z′
G(r− r′; z, z′)
∣∣∣∣
z′=z2
+
1
4pi
ˆ
d2r′ φ1(r′)
∂
∂z′
G(r− r′; z, z′)
∣∣∣∣
z′=z1
. (2.42)
Now one can apply a 2DFT to Φ(r, z), G(r− r′; z, z′) and ρ(r′, z′) with respect to r = (x, y)
and introduce the corresponding vector q = (qx, qy). First express GF via its 2DFT, G˜(q; z, z′),
as
G(r− r′; z, z′) =
ˆ
dqx
2pi
ˆ
dqy
2pi
eiqx(x−x
′) eiqy(y−y
′) G˜(qx, qy; z, z
′)
=
ˆ
d2q
(2pi)2
eiq·(r−r
′) G˜(q; z, z′). (2.43)
By the same process as above, the potential may be expressed in terms of its 2DFT, Φ˜(q, z), as
Φ(r, z) =
ˆ
d2q
(2pi)2
eiq·r Φ˜(q, z), (2.44)
and the external charge density in terms of its 2DFT, ρ˜(q, z), as
ρ(r, z) =
ˆ
d2q
(2pi)2
eiq·r ρ˜(q, z). (2.45)
One can apply the convolution theorem for the 2DFT with respect to r in Eq. (2.42) to obtain
the 2DFT of the potential as
Φ˜(q, z) =
z2ˆ
z1
dz′ G˜(q; z, z′) ρ˜(q, z′)− 1
4pi
φ˜2(q)
∂
∂z′
G˜(q; z, z′)
∣∣∣∣
z′=z2
+
1
4pi
φ˜1(q)
∂
∂z′
G˜(q; z, z′)
∣∣∣∣
z′=z1
,(2.46)
where we denote the 2DFT of the external charge density by introducing the operator F as
ρ˜(q, z) ≡ F {ρ(r, z)} =
ˆ
d2r e−iq·r ρ(r, z), (2.47)
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and where φ˜1,2(q) are the 2DFT of the prescribed potential functions φ1,2(r) at the boundary
points z1,2.
The form of the first term in Eq. (2.46) can be proved by substituting the GF from Eq. (2.43)
and using the 2DFT of the external charge density ρ˜(q, z) from (2.47) in the expression for the
potential Eq. (2.42),
Φ(r, z) =
ˆ
dz′
ˆ
d2r′G(r− r′; z, z′) ρ(r′, z′) (2.48)
=
ˆ
d2r′
ˆ
dz′
ˆ
d2q
(2pi)2
eiq·(r−r
′)G˜(q; z, z′) ρ(r′, z′) (2.49)
=
ˆ
d2q
(2pi)2
eiq·r
ˆ
dz′G˜(q, z, z′)
ˆ
d2r′e−iq·r
′
ρ(r′, z′) (2.50)
=
ˆ
d2q
(2pi)2
eiq·r
ˆ
dz′G˜(q, z, z′)ρ˜(q, z′). (2.51)
Now, comparing the last step with Eq. (2.44) we obtain the first term in Eq. (2.46). The other
two terms due to the Dirichlet BCs at the endpoints z1,2 may be proved in the same manner.
It should be mentioned that, if either of the two endpoints of the layered structure is removed
to infinity along the z-axis, z1,2 → ∓∞, the corresponding term(s) in Eqs. (2.42) and (2.46)
should vanish on the account that Eq. (1.15) implies
∂
∂z′
G(r− r′; z, z′)
∣∣∣∣
z′→±∞
for the Dirichlet type GF in a layered structure.
2.5 Differential equations for components of Green’s function
Next, we label different dielectric layers by j = 1, 2, 3 . . ., and assume that the corresponding
dielectric constants have values j . Thus, the electrical properties of the structure only vary in
the direction of the z-axis. Accordingly, one can define a z-dependent dielectric function of
the system of dielectric layers as (z) = j when z ∈ Ij , where Ij is an interval on the z-axis
occupied by the jth layer. Now we can also define the electric potential as a piece-wise function,
Φ(R) = Φj(R) when z ∈ Ij , as well as the associated GF, G(R,R′) = Gj(R,R′) when z ∈ Ij ,
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which then satisfy the following equations that follow from Eqs. (2.36) and (2.37),
∇2Φj(R) = −4pi
j
ρ(R), when z ∈ Ij (2.52)
∇2Gj(R,R′) = −4pi
j
δ(R−R′), when z ∈ Ij (2.53)
for j = 1, 2, 3 . . .. We see that the GF becomes easier to solve for in the piece-wise manner.
Now we want to find an ODE for the 2DFT of each GF, Gj(R,R′) = Gj(r − r′; z, z′), as a
function of z by applying the 2DFT with respect to r in the equation for the GF (2.53). We can
write and δ(R −R′) = δ(r − r′) δ(z − z′) and set r′ = 0 because the system is translationally
invariant in 2D. Then using Eq. (2.43) on the left hand side of (2.53) we have
F {∇2Gj(r; z, z′)} = F {( ∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
Gj(r; z, z
′)
}
, (2.54)
F
{
∂2
∂x2
Gj(r; z, z
′)
}
= −q2x G˜j(q; z, z′), (2.55)
F
{
∂2
∂y2
Gj(r; z, z
′)
}
= −q2y G˜j(q; z, z′), (2.56)
so F {∇2Gj(r; z, z′)} = (−q2x − q2y + ∂2∂z2
)
G˜j(q; z, z
′). (2.57)
On the right hand side of (2.53) we use the result F {δ(r− r′)} = 1, which gives
∂2
∂z2
G˜j(q; z, z
′)− q2G˜j(q; z, z′) = −4pi
j
δ(z − z′), (2.58)
where q = ‖q‖ = √q2x + q2y . Thus, the former 3D PDE (2.37) becomes a system of second-order
ODEs for the FT of the GF (FTGF) components G˜j(q; z, z′) for j = 1, 2, 3 . . ., where q and z′
are parameters.
To be specific, we now consider a three-layer structure as in Refs. [7, 8, 26], with dielectric
layers occupying the intervals along the z axis defined by I1 = (−∞, 0], I2 = [0, h] and I3 =
[h,∞), which are characterized by the relative dielectric constants 1, 2 and 3, respectively.
Thus, the total FTGF may be expressed in a piece-wise manner by solving just three differential
equations in Eq. (2.58),
G˜(q; z, z′) =

G˜1(q; z, z
′), z ∈ I1,
G˜2(q; z, z
′), z ∈ I2,
G˜3(q; z, z
′), z ∈ I3.
(2.59)
26
Figure 2.3: Schematic diagram showing three regions with a layer of dielectric (or metal) occu-
pying the interval 0 ≤ z ≤ h, and surrounded by two semi-infinite regions of dielectrics.
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However, in the process of solving Eq. (2.58) the position of the source point z′ in the delta
function on the right-hand sides of those equations is also important to be specified, because it
will affect the inhomogeneous part of Eq. (2.58). So it is convenient to introduce a second index,
k, in the above FTGF, which thus becomes a tensor function of the second rank, G˜jk(z, z′),
where indices j and k correspond to the specific locations of the observation point, z ∈ Ij , and
the source point, z′ ∈ Ik, with j, k = 1, 2, 3. Now, the nine components of the FTGF are found
as the solution of a set of ODEs written in the compact form as
∂2
∂z2
G˜jk(q; z, z
′)− q2G˜jk(q; z, z′) = −4pi
j
δjk δ(z − z′), for z ∈ Ij and z′ ∈ Ik, (2.60)
where δjk is a Kronecker delta symbol with j, k = 1, 2, 3. Once we find all the components of
the FTGF, we may write the solution of Eq. (2.52) by using the expression in Eq. (2.38), which
is written in the in the 2DFT space in a piece-wise manner as
Φ˜j(q, z) =
3∑
k=1
ˆ
Ik
G˜jk(q; z, z
′)ρ˜k(q, z′) dz′, (2.61)
where ρ˜k(q, z) is the part of the external charge density that is defined over the interval z ∈ Ik,
and where we have taken into account that the contributions from the endpoints in Eq. (2.46)
vanish when the endpoints z1,2 → ∓∞.
We should also briefly discuss the Maxwell’s symmetry property of a GF [24, 25], which
can be expressed as G(R,R′) = G(R′,R). Notice that solutions of the equations for G˜jk
in Eq. (2.60) can only depend on the magnitude q = ‖q‖ of the vector q, G˜jk(q; z, z′) =
G˜jk(q; z, z
′). Then Eq. (2.43) implies that G(R,R′) = G(‖r − r′‖; z, z′), which means that
the GF only depends on the magnitude of the vector r− r′ but not on its direction. This property
means that the structure of dielectric layers is isotropic in the (x, y) plane. Because we can write
G(‖r − r′‖; z, z′) = G(‖r′ − r‖; z, z′), the Maxwell’s symmetry property implies that we must
also have G˜jk(q; z, z′) = G˜kj(q; z′, z). This can easily be made intuitive by physical interpreta-
tion of GF: G(q; z, z′) is the response of the system at point z to a unit source at point z′; if we
interchange observation and source point we get the same value. This means that we only need
to find six components of the tensor G˜jk(q; z, z′), particularly in this project we get G˜jk(q; z, z′)
for j ≥ k.
To simplify the notation, we shall drop the dependence on q in the FTGF from now on.
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2.6 Boundary and matching conditions
Now we discuss the BCs and the matching conditions (MCs) for the ordinary differential equa-
tions (ODEs) (2.60) for components of the FTGF. These conditions follow from the correspond-
ing electrostatic conditions for the electric potential Φ(R) because the GFG(R,R′) is essentially
an electric potential due to the point charge at R′.
2.6.1 Boundary conditions at infinity
Referring to the BCs in Eq. (2.37), in which GF should vanish when ‖R‖ → ∞, the solutions of
the equations (2.60) will satisfy the BCs for the full FTGF if we require{
G˜1k(−∞, z′) = 0 for k = 1, 2, 3
G˜3k(∞, z′) = 0 for k = 1, 2, 3
(2.62)
Note that these BCs only apply for the observation point which is placed at infinite region.
2.6.2 Continuity between intervals
The solutions of the equations (2.60) need to be matched at the boundary points z = 0 between
the intervals I1/I2 and z = h between the intervals I2/I3, by satisfying the standard properties
of the electrostatic potential, which must be a continuous function, giving{
G˜1k(0, z
′) = G˜2k(0, z′) for k = 1, 2, 3
G˜2k(h, z
′) = G˜3k(h, z′) for k = 1, 2, 3
(2.63)
2.6.3 Electrostatic jump conditions
We assume that there are no free charges localized at the boundaries between different dielectrics,
so that we may set σ = 0 in Eq. (2.26), which then implies that the normal component of the
displacement field is continuous at those boundaries. Accordingly, setting σ = 0 in Eq. (2.27)
gives a jump condition for the normal derivative of the electric potential at the boundaries, which
must also be imposed on the GF G(R,R′). In our model the dielectric function (z) has finite
jumps at the boundaries between the intervals I1/I2 and I2/I3, so we obtain from Eq. (2.31)
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with σ = 0 the following electrostatic jump conditions for the normal derivatives of the FTGF at
z = 0 and z = h, 1
∂
∂z
G˜1k(z, z
′)
∣∣∣
z=0
= 2
∂
∂z
G˜2k(z, z
′)
∣∣∣
z=0
, for k = 1, 2, 3
2
∂
∂z
G˜2k(z, z
′)
∣∣∣
z=h
= 3
∂
∂z
G˜3k(z, z
′)
∣∣∣
z=h
, for k = 1, 2, 3
(2.64)
2.6.4 Continuity and jump conditions for diagonal Green’s function
When both z and z′ are in the interval Ij , one usually defines two components of the correspond-
ing diagonal element of the FTGF as [25]
G˜jj(z, z
′) =
{
G˜<jj(z, z
′), z ≤ z′,
G˜>jj(z, z
′), z′ ≤ z, (2.65)
which must satisfy the continuity and the jump conditions at z = z′, G˜
<
jj(z
′, z′) = G˜>jj(z
′, z′) for j = 1, 2, 3
∂
∂z
G˜>jj(z, z
′)
∣∣∣
z=z′
− ∂
∂z
G˜<jj(z, z
′)
∣∣∣
z=z′
= −4pi
j
, for j = 1, 2, 3
(2.66)
Note that the condition in the second line of (2.64) can be derived from equation (2.60) with
k = j, which has to be integrated over an infinitesimally small interval z ∈ [z′−0, z′+ 0], where
the continuity condition (2.66) and the shifting property of the delta function δ(z − z′) are used
[25].
2.7 Dyson-Schwinger equation for a structure with graphene
Graphene is a 2D material with the thickens of just one carbon atom (of the size ∼ A˚), which
may carry charge that is characterized by the surface density, σg, i.e., the number of unit charges
per unit area of graphene. Hence, for the purpose of studying its interaction with the electrostatic
field, one may assume that graphene is an infinitesimally thin layer that represents a bound-
ary between two regions, which gives rise to a jump in the normal components of the electric
displacement vectors on either side of graphene being equal to 4piσg according to Eq. (2.26).
To be specific, assume that a single layer of graphene is placed in the plane z = zg of a
cartesian coordinate system with R = (r, z), which is parallel to the boundaries between various
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dielectrics in a layered structure. The surface charge density in graphene, σg(r, t), is generally
a function of both 2D position vector r = (x, y) and time. As before, we may use the FT with
respect to r and t to obtain the graphene charge density in the FT space as σ˜g(q, ω). Note that
graphene in the space free of external charges and electric fields is neutral, so that σg(r, t) = 0
in equilibrium. However, if there exists a time dependent electric potential around graphene
with the FT Φ˜(q, z, ω), then the charge carriers in graphene are polarized by the value of that
potential in the plane of graphene, which is evaluated by setting z = zg in Φ˜(q, z, ω). According
to the linear response theory for graphene, there exists a constitutive relation between its surface
charge density and the surface value of the electrostatic potential, which may be expressed in the
FT space as
σ˜g(q, ω) = −e2χ(q, ω)Φ˜(q, zg, ω), (2.67)
where e is the electron charge and χ(q, ω) is the so-called polarization function of graphene that
can be evaluated by using various microscopic models of charge carrier dynamics in graphene
[22].
Let us now illustrate how the MCs for the electrostatic potential are modified in the presence
of graphene. Assume that the region z < zg underneath graphene is characterized by a relative
dielectric constant 1 and the potential Φ˜1(q, z, ω), whereas the region z > zg above graphene is
characterized by a relative dielectric constant 2 and the potential Φ˜2(q, z, ω). Notice that, even
when the dielectric constants are equal, 1 = 2, the expressions for the electrostatic potentials
Φ˜1 and Φ˜2 may be different due to presence of finite charge density on graphene. One can write
the condition for the jump in the normal derivative of the electrostatic potential at the position of
graphene by setting σ = σ˜g(q, ω) in Eq. (2.31) and using Eq. (2.67) to get
1
∂Φ˜1
∂z
(q, zg, ω)− 2∂Φ˜2
∂z
(q, zg, ω) = −4pie2χ(q, ω)Φ˜(q, zg, ω), (2.68)
where Φ˜(q, zg, ω) ≡ Φ˜1(q, zg, ω) = Φ˜2(q, zg, ω) according to the continuity of the potential.
Notice that we have evaluated expressions for the GF in the previous sections when graphene
was absent by using a homogenous version of the Neumann-type condition at the boundaries
between different dielectrics, which has the form of Eq. (2.68) with the right hand side set to
zero. It is now remarkable that, in the presence of graphene, the MC in Eq. (2.68) becomes of
the Robin type due to the linear constitutive relation in Eq. (2.67). While it would be possible to
repeat calculations from the previous sections to include graphene by using MCs of the form in
Eq. (2.68), the algebra would be much more tedious. Therefore, we shall show below how the
fact that graphene is an infinitesimally thin layer may be efficiently used within the formalism
of a DS equation to obtain the GF G(R,R′) for the Poisson equation of a layered structure with
graphene, once the GF G0(R,R′) for that same structure without graphene is known.
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We first consider a more general case of the Poisson equation for a layered structure, where
we assume that the 2D FT is performed with respect to the spatial variable r. If Lˇz is a (linear)
operator for this equation in the FT space, then the Poisson equation for the FT of the electrostatic
potential Φ˜(z) for an arbitrary external charge density ρ˜ext(z) may be written generally as
LˇzΦ˜(z) = −4piρ˜ext(z), (2.69)
where we have dropped the dependence on q and emphasized that Lˇz only acts on the z depen-
dence of the potential. The associated FTGF for the above equation satisfies the equation of the
general from
LˇzG˜0(z, z′) = −4piδ(z − z′). (2.70)
We assume that the solution G˜0(z, z′) of the above ”unperturbed” problem in Eq. (2.70) is known,
so that the solution of Eq. (2.69) may be written as
Φ˜(z) =
ˆ ∞
−∞
G˜0(z, z
′′)ρ˜ext(z′′) dz′′, (2.71)
where we have renamed the dummy variable of integration to z′′.
Now, if there is a structural change in the layered structure that may be described by an
additional, z-dependent term Vˇ(z) in the operator Lˇz, we define a new operator Oˇz = Lˇz + Vˇ(z),
so that the Poisson equation for such ”perturbed” structure reads
OˇzΦ˜(z) = −4piρ˜ext(z). (2.72)
We want to determine the corresponding ”perturbed” FTGF G˜(z, z′), which must satisfy the
equation
OˇzG˜(z, z′) = −4piδ(z − z′). (2.73)
We may express G˜(z, z′) in terms of G˜0(z, z′) and Vˇ(z) by rewriting Eq. (2.73) as
LˇzG˜(z, z′) = −Vˇ(z)G˜(z, z′)− 4piδ(z − z′) (2.74)
= −4pi
[
1
4pi
Vˇ(z)G˜(z, z′) + δ(z − z′)
]
(2.75)
≡ −4piρ˜(∗)ext(z, z′), (2.76)
where we have defined in the last step an effective external charge density ρ˜(∗)ext(z, z′) that only
parametrically depends on z′. Thus, in view of Eq. (2.69), one may consider G˜(z, z′) to be the
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potential in the unperturbed structure that is induced by the external charge density ρ˜(∗)ext(z, z′),
which may be expressed in the integral form by using Eq. (2.71) as
G˜(z, z′) =
ˆ ∞
−∞
G˜0(z, z
′′)ρ˜(∗)ext(z
′′, z′) dz′′
=
ˆ ∞
−∞
G˜0(z, z
′′)
[
1
4pi
Vˇ(z′′)G˜(z′′, z′) + δ(z′′ − z′)
]
dz′′
= G˜0(z, z
′) +
1
4pi
ˆ ∞
−∞
G˜0(z, z
′′)Vˇ(z′′)G˜(z′′, z′) dz′′. (2.77)
Thus, by equating the left hand side with the last line in Eq. (2.77), we obtain an integral equation
for the unknown GF G˜(z, z′) that includes known functions G˜0(z, z′) and Vˇ(z), which is called
DS equation. This equation is widely used in Mathematical Physics in different contexts. For
example, considering that the ”perturbation” Vˇ(z) may be small in some sense, one can attempt
solving the DS equation (2.77) in a recursive manner giving a systematic solution for G˜(z, z′) in
the form of a series in the ”powers” of Vˇ(z),
G˜(z, z′) = G˜0(z, z′) +
1
4pi
ˆ ∞
−∞
G˜0(z, z
′′)Vˇ(z′′)G˜0(z′′, z′) dz′′
+
1
16pi2
ˆ ∞
−∞
ˆ ∞
−∞
G˜0(z, z
′′)Vˇ(z′′)G˜0(z, z′′′)Vˇ(z′′′)G˜0(z′′′, z′) dz′′dz′′′ + · · · .(2.78)
which may be truncated after a desired number of terms to provide a perturbative solution for
G˜(z, z′). On the other hand, when the z dependence of Vˇ(z) is sufficiently localized, then the
integral over z′′ in Eq. (2.77) may be evaluated in a local manner. We show next that, for graphene
at the plane z = zg, the perturbation Vˇ(z) is proportional to a Dirac’s delta function δ(z − zg),
which allows an exact solution of the DS in Eq. (2.77).
Referring to the 2D constitutive relation in Eq. (2.67), we may express the volume charge
density in frequency domain associated with the graphene layer at z = zg as
ρ˜g(q, z, ω) = σ˜g(q, ω)δ(z − zg) = −e2χ(q, ω)Φ˜(q, z, ω) δ(z − zg), (2.79)
where the presence of the factor δ(z−zg) ”sifts” only those values of the potential Φ˜(q, z, ω) that
are constrained to z = zg. In the presence of both the graphene layer and an arbitrary external
charge with density ρ˜ext(z), the Poisson equation for the FT of the potential Φ˜(z) reads
LˇzΦ˜(z) = −4pi [ρ˜g(z) + ρ˜ext(z)] = 4pie2χΦ˜(z)δ(z − zg)− 4piρ˜ext(z), (2.80)
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where we have dropped the variables q and ω. The above equation may be rearranged so that the
potential appears on the left hand side,[Lˇz − 4pie2χδ(z − zg)] Φ˜(z) = −4piρ˜ext(z). (2.81)
By referring to Eq. (2.72), we see that the operator that represents graphene in the perturbed
system is given by Vˇ(z) = −4pie2χδ(z − zg). If we use this expression for Vˇ(z) in Eq. (2.77),
we obtain
G˜(z, z′) = G˜0(z, z′)− e2χ G˜0(z, zg)G˜(zg, z′), (2.82)
which expresses the unknown function G˜(z, z′) for an arbitrary z in terms of its value at z = zg.
Then, by simply setting z = zg in Eq. (2.82) we obtain an algebraic equation for the value of
G˜(zg, z
′), which is easily solved to give
G˜(zg, z
′) =
G˜0(zg, z
′)
1 + e2χ G˜0(zg, zg)
, (2.83)
which upon substitution in the right hand side of Eq. (2.82) gives the final expression for a
(nonperturbative) solution of the DS in Eq. (2.77) in the presence of a graphene layer at the
z = zg plane as
G˜(z, z′) = G˜0(z, z′)− e
2χ G˜0(z, zg) G˜0(zg, z
′)
1 + e2χG˜0(zg, zg)
. (2.84)
2.8 Conclusion
We have outlined in this chapter a detailed derivation of the Poisson equation for the electro-
static potential starting from Maxwell’s equation in the quasi-static regime. We argued that the
associated equation for the GF must satisfy homogeneous Dirichlet BCs at the closed boundary
of a finite region, and may be solved in a piece-wise manner when the dielectric properties ex-
hibit jump-like discontinuities at the boundaries between adjacent regions with fixed dielectric
constants. We also argued that the GF must satisfy the same type of MCs at those boundaries
as the electrostatic potential. Taking advantage of the translational invariance in a plane for a
layered structure, we have converted the PDEs for the potential and the GF into ODEs for the
corresponding 2D FTs of those quantities. Moreover, we showed that, depending on the loca-
tion of the source point and the observation point, the FTGF becomes a tensor. Finally, we have
shown that, owing to the the zero-thickness of a graphene sheet in layered structure of dielectrics,
one may readily express the FTGF for that structure in terms of the FTGF of the same structure
without graphene and the polarization function of graphene.
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Chapter 3
Results for Green’s function for two and
three layers of dielectrics
In this Chapter we present detailed derivation of the full expression for the FTGF in the cases
of two and three dielectric layers. We use the first, simpler example to illustrate the use of a
particular solution of the differential equations for the diagonal elements of the FTGF and make
comment on the method of images. In the case of three regions, we present a full derivation of
the FTGF by the method of undetermined coefficients, which are fixed by the full set of boundary
and matching conditions from the previous chapter.
3.1 Particular solution for diagonal Green’s function
When both z and z′ are in the same interval Ij , we set k = j in Eq. (2.60) and obtain non-
homogeneous differential equations for the diagonal elements of the FTGF, given by
∂2
∂z2
G˜jj(q; z, z
′)− q2G˜jj(q; z, z′) = −4pi
j
δ(z − z′). (3.1)
Recall that an expression for the GF in an infinite region with the relative dielectric constant
j is given in Eq. (2.39) as the Coulomb potential, which we rewrite here as G
(inf)
jj (R,R
′) =
1/ (j‖R−R′‖). Referring to Eq. (2.43), we may perform an inverse 2DFT of this function to
obtain
G˜
(inf)
jj (q; z, z
′) =
2pi
jq
e−q|z−z
′|, (3.2)
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which is easily shown to satisfy Eq. (3.1) for all z, z′ ∈ R3. Hence, we may use the expression
in Eq. (3.2) as a particular solution of the non-homogeneous differential equations (3.1) for j =
1, 2, 3, . . . and write the components of the FTGF as
G˜jk(q; z, z
′) = δjk G˜
(inf)
jj (q; z, z
′) + G˜(hom)jk (q; z, z
′), (3.3)
where G˜(hom)jk (q; z, z
′) are the general solutions of the system of homogeneous differential equa-
tions, which follow from Eq. (2.60) as
∂2
∂z2
G˜
(hom)
jk (q; z, z
′)− q2G˜(hom)jk (q; z, z′) = 0, for z ∈ Ij and z′ ∈ Ik. (3.4)
In order to solve this system for G˜(hom)jk (q; z, z
′) we still need all the MCs at the boundaries
between regions with different dielectric constants, but the conditions given in Eq. (2.66) for the
diagonal elements of the FTGF are now obsolete, thus reducing the algebraic effort in solving
the problem.
3.2 Results for the components of Green’s function in two re-
gions
In order to illustrate this approach, let us consider a simple problem of two semi-infinite regions
with the relative dielectric constants 1 and 2, occupying the intervals I1 = (−∞, 0] and I2 =
[0,∞), respectively. To simplify the notation, we shall drop the dependence on q in the FTGF
G˜
(hom)
jk (q; z, z
′) from now on.
3.2.1 Source point in I1 (k = 1)
By using Eqs. (3.2) and (3.3) and assuming that in Eq. (3.4) both z and z′ are in the interval
I1 = (−∞, 0], we can write the FTGF component G˜11(z, z′) in the form
G˜11(z, z
′) =
2pi
1q
e−q|z−z
′| + A eqz, (3.5)
where the term containing unknown constant A is the general solution of the homogeneous dif-
ferential equation Eq. (3.4) with k = j = 1, which remains finite when z → −∞. Similarly,
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referring to Eq. (3.3) with k 6= j, the FTGF component G˜21(z, z′) is assumed to only contain the
general solution of Eq. (3.4) with k = 1, j = 2 that remains finite when z →∞, given by
G˜21(z, z
′) = B e−qz. (3.6)
The constantsA andB are found by applying the continuity and the jump conditions in Eqs. (2.63)
and (2.64) at z = 0. In applying the condition (2.63), it is worthwhile keeping in mind that the
first term in Eq. (3.5), that is, the particular solution in Eq. (3.2) is a continuous function of z.
On the other hand, in applying the condition (2.64) at z = 0, it is worthwhile keeping in mind
that |z − z′| = z − z′ when z′ < z → 0. So, we obtain from Eqs. (2.63) and (2.64) at z = 0 for
k = 1
2pi
1q
eqz
′
+ A = B, (3.7)
1
(
− 2pi
1q
eqz
′
+ A
)
= −2B, (3.8)
giving the following expressions for the FTGF components
G˜11(z, z
′) =
2pi
1q
[
e−q|z−z
′| +
1 − 2
1 + 2
eq(z+z
′)
]
, (3.9)
G˜21(z, z
′) =
4pi
(1 + 2)q
e−q(z−z
′). (3.10)
3.2.2 Source point in I2 (k = 2)
In analogy with the procedure above, we may assume that the FTGF components for z′ ∈ I2
have the form
G˜12(z, z
′) = C eqz, (3.11)
G˜22(z, z
′) =
2pi
2q
e−q|z−z
′| +D e−qz, (3.12)
where the unknown constants C and D are to be determined from the conditions in Eqs. (2.63)
and (2.64) at z = 0 for k = 2. Since now we have |z − z′| = −z + z′ when z′ > z → 0, we
obtain two equations for C and D,
C =
2pi
2q
e−qz
′
+D, (3.13)
1C = 2
(
2pi
2q
eqz
′ −D
)
, (3.14)
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giving the final expressions for the FTGF components
G˜12(z, z
′) =
4pi
(1 + 2)q
eq(z−z
′), (3.15)
G˜22(z, z
′) =
2pi
2q
[
e−q|z−z
′| +
2 − 1
1 + 2
e−q(z+z
′)
]
, (3.16)
as expected.
3.2.3 Method of images
It is interesting to comment on the above results for the GF for two semi-infinite regions. For
example, consider the case when the source point is in I1. Performing an inverse 2DFT of the
FTGF components in Eq. (3.10) we find the corresponding GF components in configuration
space as
G11(R,R
′) =
1
1
1√
(x− x′)2 + (y − y′)2 + (z − z′)2 (3.17)
+
1 − 2
1(1 + 2)
1√
(x− x′)2 + (y − y′)2 + (z + z′)2 , (3.18)
G21(R,R
′) =
2
(1 + 2)
1√
(x− x′)2 + (y − y′)2 + (z − z′)2 . (3.19)
We notice that these GF components could be obtained by using the method of images [25]
for the planar boundary z = 0 between the two regions with dielectric constants 1 and 2 for
z < 0 and z > 0, respectively. Namely, if we define the source point R′ = (x′, y′, z′) to be in the
region I1 with z′ < 0 and its image through the boundary with the position R∗ = (x′, y′,−z′) to
be another source point in the region I2, then we could assume the GF components to be given
by
G11(R,R
′) =
1
1
1
‖R−R′‖ +
α
‖R−R∗‖ , (3.20)
G21(R,R
′) =
β
‖R−R′‖ . (3.21)
Here, the unknown constants α and β are to be found by imposing the configuration space version
of the BCs in Eqs. (2.63) and (2.64) at z = 0,
G11(R,R
′)|z=0 = G21(R,R′)|z=0 , (3.22)
1
∂
∂z
G11(R,R
′)
∣∣∣∣
z=0
= 2
∂
∂z
G21(R,R
′)
∣∣∣∣
z=0
, (3.23)
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giving α = (1 − 2)/ [1(1 + 2)] and β = 2/(1 + 2), which reproduce the result obtained in
Eq. (3.19). The image method can be similarly used to find the GF components when the source
point is in I2 and its image in the region I1.
3.3 Results for the components of Green’s function in three
regions
We now consider a three-layer structure as in Refs. [7, 8, 26], with dielectric layers occupying
the intervals along the z axis defined by I1 = (−∞, 0], I2 = [0, h] and I3 = [h,∞), which are
characterized by the relative dielectric constants 1, 2 and 3, respectively, as shown in Fig. 2.3.
We obtain here expressions for the six components of the FTGF G˜jk(q; z, z′) with j ≥ k by
considering different positions of the source point. Unlike the previous case of two regions, we
do not use here a particular solution for the diagonal components of the FTGF but rather exploit
the conditions given in Eq. (2.66).
3.3.1 Source point in I1 (k = 1)
By assuming that in Eq. (2.60) both z and z′ are in the interval I1 = (−∞, 0] but z 6= z′, we
obtain two homogeneous differential equations for each component for the diagonal element
G˜11(z, z
′) in Eq. (2.65), which have the general solutions
G˜<11(z, z
′) = A eqz, (3.24)
G˜>11(z, z
′) = B eqz + C e−qz, (3.25)
where A, B and C are some constants. In order to satisfy the BC in Eq. (2.62) that the FT
GF should converge when z → −∞, a term with e−qz in G˜<11(z, z′) has been dropped since it
becomes indefinitely large when z → −∞ .
Similarly, the homogeneous differential equations for G˜21(z, z′) and G˜31(z, z′) in Eq. (2.60)
have the general solutions
G˜21(z, z
′) = D eqz + E e−qz, (3.26)
G˜31(z, z
′) = F e−qz, (3.27)
where we have dropped a term with eqz in G˜31(z, z′) which becomes indefinitely large when
z → ∞ in order to satisfy the BC in Eq. (2.63). Now, the six constants A, B, C, D, E and
39
F (which can depend on q and z′) are determined by imposing the six BCs which follow from
Eqs. (2.63), (2.64) and (2.66) for k = 1,
G˜<11(z
′, z′) = G˜>11(z
′, z′), (3.28)
∂
∂z
G˜>11(z, z
′)
∣∣∣
z=z′
− ∂
∂z
G˜<11(z, z
′)
∣∣∣
z=z′
= −4pi
1
, (3.29)
G˜11(0, z
′) = G˜21(0, z′), (3.30)
G˜21(h, z
′) = G˜31(h, z′), (3.31)
1
∂
∂z
G˜11(z, z
′)
∣∣∣
z=0
= 2
∂
∂z
G˜21(z, z
′)
∣∣∣
z=0
, (3.32)
2
∂
∂z
G˜21(z, z
′)
∣∣∣
z=h
= 3
∂
∂z
G˜31(z, z
′)
∣∣∣
z=h
. (3.33)
Substituting Eqs. (3.24), (3.25), (3.26), (3.27) into the above conditions gives a non-homogeneous
system of six algebraic equations for A, B, C, D, E and F ,
B + C = D + E, (3.34)
D eqh + E e−qh = F e−qh, (3.35)
1(B − C) = 2(D − E), (3.36)
2
(
D eqh − E e−qh) = −3 F e−qh, (3.37)
A eqz
′
= B eqz
′
+ C e−qz
′
, (3.38)
B eqz
′ − C e−qz′ − A eqz′ = − 4pi
q1
. (3.39)
The final expressions for G˜11(z, z′), G˜21(z, z′) and G˜31(z, z′) can be written in a compact
form if we define auxiliary parameters as
λb =
1 − 2
1 + 2
, (3.40)
λt =
3 − 2
3 + 2
, (3.41)
¯12 =
1 + 2
2
, (3.42)
¯23 =
3 + 2
2
, (3.43)
∆ = e−2qh. (3.44)
The final solution is
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G˜11 =
2pi
q1
[
e−q|z−z
′| +
λb − λt∆
1− λbλt∆ e
q(z+z′)
]
, (3.45)
G˜21 =
2pi
q¯12
e−qz − λt∆ eqz
1− λbλt∆ e
qz′ , (3.46)
G˜31 =
2pi2
q¯12¯23
eq(z′−z)
1− λbλt∆ . (3.47)
3.3.2 Source point in I2 (k = 2)
As in the process in the previous subsection, first the homogeneous differential equations for
G˜12(z, z
′) and G˜32(z, z′) in Eq. (2.60) have the general solutions
G˜12(z, z
′) = A eqz, (3.48)
G˜32(z, z
′) = F e−qz, (3.49)
where we have dropped a term with e−qz in G˜12(z, z′) which becomes indefinitely large when
z → −∞ and a term with eqz in G˜32(z, z′) which becomes indefinitely large when z → ∞ to
satisfy the BCs in Eq. (2.62). By assuming that in Eq. (2.60) both z and z′ are in the interval
I2 = [0, h] but z 6= z′, we obtain two homogeneous differential equations for each component
for the diagonal element G˜22(z, z′) in Eq. (2.65), which have the general solutions
G˜<22(z, z
′) = B eqz + C e−qz, (3.50)
G˜>22(z, z
′) = D eqz + E e−qz. (3.51)
Now, the six constants A, B, C, D, E and F can be determined by imposing the six MCs
which follow from Eqs. (2.63), (2.64) and (2.66) for k = 2. We get the system of equations
A = B + C, (3.52)
D eqh + E e−qh = F e−qh, (3.53)
1A = 2(B − C), (3.54)
2
(
D eqh − E e−qh) = −3 F e−qh, (3.55)
B eqz
′
+ C e−qz
′
= D eqz
′
+ E e−qz
′
, (3.56)
D eqz
′ − E e−qz′ −B eqz′ + E e−qz′ = − 4pi
q2
. (3.57)
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So the final solution of those equations may be used to express the components G˜22(z, z′)
and G˜32(z, z′) in a compact form as
G˜22 =
2pi
q2
{
e−q|z−z
′| +
λbλt∆
1− λbλt∆
[
eq(z−z
′) + e−q(z−z
′)
]
− λb e
−q(z+z′) + λt∆ eq(z+z
′)
1− λbλt∆
}
,(3.58)
G˜32 =
2pi
q¯23
e−q(h−z′) − λb∆ eq(h−z′)
1− λbλt∆ e
−q(z−h) ≡ 2pi
q¯23
eqz′ − λb e−qz′
1− λbλt∆ e
−qz. (3.59)
Also, by the Maxwell’s symmetric property of the GF, G˜12(z, z′) = G˜21(z′, z), which was
obtained in the previous subsection.
3.3.3 Source point in I3 (k = 3)
As in the processes of the previous two subsections, first the homogeneous differential equations
for G˜13(z, z′) and G˜23(z, z′) in Eq. (2.60) have the general solutions
G˜13(z, z
′) = A eqz, (3.60)
G˜23(z, z
′) = B eqz + C e−qz, (3.61)
where we have dropped a term with e−qz in G˜12(z, z′) which becomes indefinitely large when
z → −∞ in order to satisfy the BC in Eq. (2.62). By assuming that in Eq. (2.60) both z and z′
are in the interval I3 = [h,∞) but z 6= z′, we obtain two homogeneous differential equations
for each component for the diagonal element G˜33(z, z′) in Eq. (2.65), which have the general
solutions
G˜<33(z, z
′) = D eqz + E e−qz, (3.62)
G˜>33(z, z
′) = F e−qz, (3.63)
where we have dropped a term with eqz in G˜>33(z, z
′) which becomes indefinitely large when
z → ∞. Now, the six constants A, B, C, D, E and F can be determined by imposing the six
MCs which follow from Eqs. (2.63), (2.64) and (2.66) for k = 3. We get the system of equations
A = B + C, (3.64)
B eqh + C e−qh = D eqh + E eqh, (3.65)
1A = 2(B − C), (3.66)
2
(
B eqh − C e−qh) = 3 (D eqh − E e−qh) , (3.67)
D eqz
′
+ E e−qz
′
= F e−qz
′
, (3.68)
F e−qz
′
+D eqz
′ − E e−qz′ = − 4pi
q3
. (3.69)
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So the final solution of those equations may be used to express the components G˜>33(z, z
′)
and G˜<33(z, z
′) in a compact form:
G˜33 =
2pi
q3
[
e−q|z−z
′| +
λt − λb∆
1− λbλt∆ e
q(2h−z−z′)
]
. (3.70)
Finally, by the Maxwell’s symmetric property of the GF, G˜13(z, z′) = G˜31(z′, z) and G˜23(z, z′) =
G˜32(z
′, z), which were obtained in the previous subsections, respectively.
3.4 Conclusion
By using the translational invariance in directions parallel to the (x, y) plane of a 3D Cartesian
coordinate system, we have reduced the PDE for the GF in 3D to a set of ODEs by using a 2D
FT. Then the GF is found in a piece-wise manner in the intervals with fixed values of the relative
dielectric constants. For that process we used the boundary and MCs for the ODEs, which cor-
respond to the Dirichlet BCs at infinity, the continuity and the electrostatic jump conditions of
the GF at the boundary between intervals, and the continuity and the jump conditions when the
observation and the source points are inside the same interval. So, solving the former compli-
cated problem is reduced to solving and connecting the solution of a series of ODEs with proper
conditions. Finally, after getting all the pieces of the FT of the GF, we can use an inverse 2DFT
and the representation theorem for the Poisson equation to get the electric potential. The results
for the FTGF were used in recent work on applications of graphene in the field effect devices
[7, 8, 26].
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Chapter 4
Green’s function in the presence of rough
boundary between two dielectric media
4.1 Motivation
Plasmonics is a hot new area in the nano-scale research, which aims at using the collective
modes of excitation of charge carriers in metallic nanoparticles in electronics, photonics and
bio-chemical sensing [27]. It is well-known that the oscillatory motion of quasi-free electrons
in noble metals can be induced under the incidence of electromagnetic radiation upon metal
surface [27] or by the passage of fast external charged particles [28]. Such collective motion
of metallic electrons is described as plasma oscillations, or plasmons, which are characterized
by eigenfrequencies that depend on the electronic density, as well as on the shape and the size
of metallic particles. Besides the so-called bulk plasmons, of particular importance in nano-
photonics are the so-called surface plasmons that are localized in a thin region of the surface of
metal particles.
Having in mind that there exist numerous techniques for producing various assemblies of
nano-particles, a question arises as to how smooth can their surfaces be made at the length scale
between the atomic size and the full size of the particle. In reality, it is quite likely that metallic
surfaces will exhibit various degrees of roughness at the nano-scale, and it is therefore important
to explore possible effects of that roughness on the surface plasmon frequencies. In that context,
Rahman and Maradudin studied a semi-infinite region occupied by metal with a frequency de-
pendent relative dielectric constant of the form (ω) = 1 − ω2p/ω2, where ωp is the bulk plasma
frequency of quasi-free electrons in the metal, which is separated from vacuum (or air) by a
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randomly rough interface [29]. It is well known that, in the case of a metal with flat planar sur-
face, such local description of the metal dielectric properties gives rise to the surface plasmon
eigenfrequency ωp/
√
2, which is a solution of the equation 1 + (ω) = 0. The work of Rahman
and Maradudin attempts to investigate whether there are any changes in that frequency and, in
particular, whether any dependence on the plasmon wavenumber may arise in the presence of
disorder in the structure of the metal surface.
As a mathematical framework for their model, Rahman and Maradudin consider the GF for
the Poisson equation. The latter equations describes electromagnetic fields in structures that
contain materials with different dielectric properties in the so-called quasi-static approximation
where retardation effects are neglected and the magnetic field can be discarded, which is accept-
able for nano-particles with the size much smaller than the typical wavelengths of the external
fields. It is well known that the use of the GF in layered nano-structures provides a convenient
model for applications in Nanotechnology [7, 8, 26]. Hence, we wish to explore the work of
Rahman and Maradudin for possible future use nano-structures including graphene [4].
4.2 Formulation of the problem
Rahman and Maradudin studied a randomly rough surface that separates semi-infinite region
occupied by metal with a frequency dependent dielectric constant 1 = (ω) from semi-infinite
region of vacuum or air with 2 = 1 [29].
z 
r 
z = ζ(r) 
region V1 
region V2 
Figure 4.1: Rough surface for the boundary. Adapted from Ref. [29].
Following Rahman and Maradudin [29], we consider two semi-infinite regions with different
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dielectric constants that are separated by a boundary surface S : z = ζ(r), defined by a profile
function ζ(r) for r = (x, y) ∈ R2. Then, R3 is divided into two regions:
V1 =
{
(x, y, z) ∈ R3|z < ζ(r) ∀r = (x, y) ∈ R2}
V2 =
{
(x, y, z) ∈ R3|z > ζ(r) ∀r = (x, y) ∈ R2} .
with the relative dielectric constants 1 in V1 and 2 in V2, respectively. Assuming that the bound-
ary S is a surface with random roughness, it is reasonable to assume that ζ(r) is a stationary
stochastic function of the coordinates r = (x, y) in a 3D Cartesian coordinate system, which is
determined by the following properties:
〈ζ(r)〉 = 0 (4.1)
〈ζ(r)ζ(r′)〉 = σ2W (r− r′). (4.2)
Note that Eq. (4.1) and Eq. (4.2) define a general stochastic process with zero mean and transla-
tionally invariant correlation function. Specifically, the brackets 〈. . .〉 denote the average over the
ensemble of realizations of the surface roughness and its deviation from the flatness. In Eq. (4.2)
σ denotes standard deviation that is defined via the variance,
σ2 = 〈ζ2(r)〉 − 〈ζ(r)〉2 = 〈ζ2(r)〉,
which is the correlation function at r′ = r. By that relation, W (0) = 1 is required for any
model. Moreover, as the correlation should decrease at long distances, W (r− r′) must also have
lim
‖r−r′‖→∞
W (r − r′) = 0. Generally, the choice of the function W (r − r′) can be different in
various models satisfying above conditions.
In addition, for further use we require a 2D Fourier integral representation of the rough
boundary, given by the FT pair,
ζ(r) =
ˆ
d2q
(2pi)2
eiq·rζ˜(q), (4.3)
ζ˜(q) =
ˆ
d2r e−iq·rζ(r). (4.4)
The profile function is characterized by the following stochastic properties in the FT space
〈ζ˜(q)〉 = 0 (4.5)
〈ζ˜(q)ζ˜(q′))〉 = σ2(2pi)2δ(q + q′)W˜ (q), (4.6)
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where W˜ (q) is the 2D FT of the function W (r), defined by
W˜ (q) =
ˆ
d2r e−iq·rW (r). (4.7)
In the work by Rahman and Maradudin, the Poisson equation is used to find the Green Func-
tion (GF) of the electrostatic potential. Depending on region in which the observation and the
source points lie, we can decompose the GF into the components Gjk(R,R′), such that the first
index (j = 1, 2) and the second index (k = 1, 2) describe cases when the observation point
R = (r, z) and the sources point R′ = (r′, z′) lie in the regions V1 and V2, respectively. Accord-
ingly, Eq. (2.37) can be decomposed into four equations:
∇2G11(R,R′) = −4pi
1
δ(R−R′), z < ζ(r), z′ < ζ(r), (4.8)
∇2G21(R,R′) = 0, z > ζ(r), z′ < ζ(r), (4.9)
∇2G12(R,R′) = 0, z < ζ(r), z′ > ζ(r), (4.10)
∇2G22(R,R′) = −4pi
2
δ(R−R′), z > ζ(r), z′ > ζ(r). (4.11)
The proper BCs for the GF are derived from the continuity and jump BCs for the electrostatic
potential at the boundary z = ζ(r). Thus we have the continuity condition for the GF:
G1k(R,R
′)|z=ζ(r) = G2k(R,R′)|z=ζ(r) k = 1, 2 (4.12)
and the jump condition for normal derivatives of the GF:
1nˆ · ∇G1k(R,R′)|z=ζ(r) = 2nˆ · ∇G2k(R,R′)|z=ζ(r) k = 1, 2 (4.13)
where
∇ = eˆx ∂
∂x
+ eˆy
∂
∂y
+ eˆz
∂
∂z
≡ ∇r + eˆz ∂
∂z
(4.14)
and the unit vector normal to the boundary z = ζ(r) is given by
nˆ(r) =
−∇rζ(r) + eˆz√
1 + ‖∇rζ(r)‖2
. (4.15)
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The solution of Eqs. (4.8), (4.9), (4.10) and (4.11), can be obtained by using a 2D FT with
respect to r. Thus, defining the FT of the GF by
G˜jk(q, z; r
′, z′) =
ˆ
d2r e−iq·rGjk(r, z; r′, z′), (4.16)
we can express the equations (4.8), (4.9), (4.10) and (4.11) in a compact form as
∂2
∂z2
G˜jk(q, z; r
′, z′)− q2G˜jk(q, z; r′, z′) = −4pi
j
δjk e−iq·r
′
δ(z − z′), (4.17)
where δjk is a Kronecker delta symbol with indices j, k = 1, 2 that correspond to the four cases in
Eqs. (4.8), (4.9), (4.10) and (4.11). Then, by using the inverse 2D FT we get the the components
of the GF in real space as
Gjk(R,R
′) =
ˆ
d2q
(2pi)2
eiq·rG˜jk(q, z; r′, z′). (4.18)
For the homogeneous differential equation in Eq. (4.17) with j = 2 and k = 1, the general
solution is given by G˜21(q, z; r′, z′) = e−qzA(q), where we dropped a term including eqz since
it becomes infinite when z →∞. Thus, for the solution of Eq. (4.9), we find
G21(R,R
′) =
ˆ
d2q
(2pi)2
eiq·re−qzA(q). (4.19)
Notice that, in principle, the unknown coefficient A(q) in Eq. (4.20) also depends on coordinates
of the source point R′ = (r′, z′), which we drop here for brevity.
For the non-homogeneous differential equation in Eq. (4.17) with j = k = 1, the general
solution is given by
G˜11(q, z; r
′, z′) = G˜(inf)11 (q, z; r
′, z′) + G˜(hom)11 (q, z; r
′, z′), (4.20)
where G˜(hom)11 (q, z; r
′, z′) is the general solution of the equivalent homogeneous equation in
Eq. (4.8), given by
G˜
(hom)
11 (q, z; r
′, z′) = eqzB(q) (4.21)
where we dropped a term including e−qz since it becomes infinite when z → −∞. On the
other hand, G˜(inf)11 (q, z; r
′, z′) is particular solution of the non-homogeneous equation in Eq. (4.8)
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defined in an infinite region with the relative dielectric constant 1. According to Eq. (3.2) we
find
G˜
(inf)
11 (q, z; r
′, z′) =
2pi
1q
e−iq·r
′
e−q|z−z
′|. (4.22)
Thus, we can write for the solution of Eq. (4.8) in the configuration space as
G11(R,R
′) =
ˆ
d2q
(2pi)2
eiq·(r−r
′) 2pi
q1
e−q|z−z
′| +
ˆ
d2q
(2pi)2
eiq·reqzB(q).
4.3 Perturbative solution
In order to determine the unknown coefficients A(q) and B(q) in the above two components of
the GF, we should implement the BCs in Eqs. (4.12) and (5.99) with k = 1. The resulting equa-
tions are generally difficult to solve for a profile function ζ(r) with arbitrarily large amplitude
of variation. Assuming that the surface profile function ζ(r) is small in magnitude, such that
qσ  1, and that its local slope is relative small, such that |∇rζ(r)|  1, we may use a pertur-
bative approach to obtain average values for those coefficients. If we further assume that ζ(r) is
a stationary Gaussian process with zero mean, it suffices to find expressions for the coefficients
to the second order in ζ(r). We formally expand A(q) and B(q) up to the second order in ζ(q):
A(q) = A(0)(q) + A(1)(q) + A(2)(q) + · · · (4.23)
B(q) = B(0)(q) +B(1)(q) +B(2)(q) + · · · (4.24)
where the superscript denotes the order of each term in ζ(q). Then, by substituting the above
representation of the coefficients into BCs Eq. (4.12) and Eq. (5.99) and making equal terms of
same order in both sides of the resulting equations, we obtain the results for each order of the
coefficients.
Let us first implement this procedure to the BCs in Eq. (4.12),
G11(r, z)|z=ζ(r) = G21(r, z)|z=ζ(r). (4.25)
For the LHS of Eq. (4.25), we assume that the source point is always below the boundary, z′ <
ζ(r) for all r, so that we may write |ζ(r) − z′| = ζ(r) − z′ in G11. Next, we use the expansion
e±qζ(r) = 1± qζ(r) + 1
2
q2ζ2(r) + o(ζ2). Note that it retains only terms of up to O(ζ2(r)) under
the assumption that the surface roughness is treated as a small perturbation to the plane surface.
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Now the LHS becomes:
L11(r) ∼=
ˆ
d2q
(2pi)2
eiq·(r−r
′) 2pi
1q
eqz
′
[1− qζ(r) + 1
2
q2ζ2(r)]
+
ˆ
d2q
(2pi)2
e−iq·rB(q)[1 + qζ(r) +
1
2
q2ζ2(r)]. (4.26)
In the next step, we multiply both sides in Eq. (4.26) by e−ik·r and integrate over r in order to
write the 2D FT of L11(r) as:
L˜11(k) =
ˆ
d2q
(2pi)2
[
2pi
1q
eqz
′
e−iq·r
′
+B(q)
] ˆ
d2r e−i(k−q)·r
−
ˆ
d2q
(2pi)2
q
[
2pi
1q
eqz
′
e−iq·r
′ −B(q)
] ˆ
d2r ζ(r)e−i(k−q)·r
+
1
2
q2
ˆ
d2q
(2pi)2
[
2pi
1q
eqz
′
e−iq·r
′
+B(q)
] ˆ
d2r ζ2(r)e−i(k−q)·r. (4.27)
Similarly, for the RHS of Eq. (4.25), we do the same expansion of the exponential factor con-
taining ζ(r) and express the 2D FT of the RHS as:
R˜21(k) =
ˆ
d2q
(2pi)2
A(q)
[ˆ
d2r e−i(k−q)·r − q
ˆ
d2r e−i(k−q)·rζ(r) +
q2
2
ˆ
d2r e−i(k−q)·rζ2(r)
]
.(4.28)
Noting that
ˆ
d2r e−i(k−q)·r = (2pi)2δ(k− q),
ˆ
d2r e−i(k−q)·rζ(r) = ζ˜(k− q),
we denote α(k − q) = ´ d2r e−i(k−q)·rζ2(r) and use the convolution theorem of inverse FT to
write:
α(k− q) ≡
ˆ
d2r e−i(k−q)·rζ2(r)
=
ˆ
d2Q
(2pi)2
ζ˜(Q)ζ˜(k− q−Q). (4.29)
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Substituting the above expressions into Eq. (4.25), we get from the first BC:ˆ
d2q
(2pi)2
{
2pi
1q
e−iq·r
′+qz′
[
−(2pi)2δ(k− q) + qζ˜(k− q)− q
2
2
α(k− q)
]
+A(q)
[
(2pi)2δ(k− q)− qζ˜(k− q) + q
2
2
α(k− q)
]
−B(q)
[
(2pi)2δ(k− q) + qζ˜(k− q) + q
2
2
α(k− q)
]}
= 0, (4.30)
where α is defined in Eq. (4.29).
Similarly, second equation for the coefficients A(q) and B(q) is obtained from the jump BC
as:
1nˆ · ∇G11(R,R′)|z=ζ(r) = 2nˆ · ∇G21(R,R′)|z=ζ(r) (4.31)
In order to collect all terms of different orders in ζ(q) that appear in Eq. (4.31), we do the
expansion to the operator nˆ · ∇ as:
nˆ · ∇ = [1 + (∇rζ(r))2]− 12 [−(∇rζ(r)) · ∇r + ∂
∂z
]
(4.32)
∼= ∂
∂z
− (∇rζ(r)) · ∇r − 1
2
(∇rζ(r))2 ∂
∂z
+ · · ·
Now Eq. (4.31) becomes:
0 = nˆ · ∇ (1G11 − 2G21) |z=ζ(r)
=
{
∂
∂z
− (∇rζ(r)) · ∇r − 1
2
(∇rζ(r))2 ∂
∂z
}
×
ˆ
d2q
(2pi)2
eiq·r
[
1
(
2pi
q1
e−iq·re−q|z−z
′| +B(q)eqz
)
− 2e−qzA(q)
]∣∣∣∣
z=ζ(r)
.
As in the case of the BC in Eq. (4.12), by doing the expansions of the factors containing the
exponentials e±qζ(r) and performing the 2D FT with respect to r, we get several terms involving
different orders of ζ˜(k), since by the convolution theorem for FT, we have:ˆ
d2r e−i(q−k)·r‖∇rζ(r)‖2 = −
ˆ
d2Q
(2pi)2
Q · (k− q−Q)ζ˜(Q)ζ˜(k− q−Q),
iq ·
ˆ
d2r e−i(q−k)·rζ(r)∇rζ(r) = −
ˆ
d2q
(2pi)2
q ·Q ζ˜(Q)ζ˜(k− q−Q),
iq ·
ˆ
d2r e−i(q−k)·r∇rζ(r) = −q · (k− q) ζ˜(k− q).
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Substituting those expressions into the jump BC, we have the second equation for A(q) and
B(q):
ˆ
d2q
(2pi)2
{
2pie−iq·r
′+qz′
[
−(2pi)2δ(k− q) + (q + qˆ · (k− q))ζ˜(k− q)− β(k− q)
]
+1qB(q)
[
(2pi)2δ(k− q) + (q + qˆ · (k− q))ζ˜(k− q) + β(k− q)
]
−2qA(q)
[
−(2pi)2δ(k− q) + (q + qˆ · (k− q))ζ˜(k− q)− β(k− q)
]}
= 0, (4.33)
where β(k− q) is defined as:
β(k− q) =
ˆ
d2Q
(2pi)2
ζ˜(Q)ζ˜(k− q−Q)
(
q2
2
+ q ·Q + 1
2
Q · (k− q−Q)
)
. (4.34)
Finally, from Eqs. (4.30) and (4.33) the solutions for each order of A(k) and B(k) are:[
A(0)(k)
B(0)(k)
]
=
2pi
k
1
(1 + 2)
e−ik·r
′+kz′
[
2
1−2
1
]
(4.35)[
A(1)(k)
B(1)(k)
]
= −4pi 2 − 1
(1 + 2)2
ˆ
d2q
(2pi)2
e−iq·r
′+qz′ ζ˜(k− q)
[
kˆ · qˆ− 1
2
1
+ kˆ · qˆ
]
(4.36)[
A(2)(k)
B(2)(k)
]
= −4pi 2 − 1
(1 + 2)3
ˆ
d2q
(2pi)2
ˆ
d2Q
(2pi)2
e−iQ·r
′+Qz′ ζ˜(k− q)ζ˜(q−Q) (4.37)
×
[
−(1 − 2)(kˆ · qˆ)(qˆ · Qˆ) + 2qˆ · (1Qˆ− 2kˆ)− (1 − 2)
−(1 − 2)(kˆ · qˆ)(qˆ · Qˆ) + 22qˆ · (Qˆ + kˆ) + (2 − 
2
2
1
)
]
,
where kˆ, qˆ and Qˆ are the unit vectors in the direction of the vectors k, q and Q, respectively.
4.4 Averaged results to the second order
For a randomly rough surface we calculate the averaged values of the perturbative solution for
A(k) and B(k) by using the stochastic properties of ζ(r):
〈A(k)〉 = 〈A(0)(k)〉+ 〈A(1)(k)〉+ 〈A(2)(k)〉, (4.38)
〈B(k)〉 = 〈B(0)(k)〉+ 〈B(1)(k)〉+ 〈B(2)(k)〉. (4.39)
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Before calculating each order above, we introduce Gaussian model for the 2-point correlation
function of roughness in Eq. (4.2), where the W (r) is defined as:
W (r) = e−
r2
a2 .
In addition, as the results for each order of A(k) and B(k) is represented in Fourier space, we
also need the FT of the Gaussian form W˜ (k) as:
W˜ (k) =
ˆ
d2re−ik·rW (r) = pia2e−
a2k2
4 . (4.40)
In addition, we may assume that the roughness of the surface ζ(r) is a Gaussian process. It
is worth noting the properties of auto-correlation functions for such process taken at multiple
points r, r′′, r′′′, . . .. Namely, such auto-correlation functions vanish for odd number of points,
whereas for the even number of points auto-correlation function may be decomposed into a linear
combination of the products of 2-points correlation functions defined in Eq. (4.2), e.g.,
〈ζ(r)〉 = 0
〈ζ(r)ζ(r′)ζ(r′′)〉 = 0
〈ζ(r)ζ(r′)ζ(r′′)ζ(r′′′)〉 = 〈ζ(r)ζ(r′)〉〈ζ(r′′)ζ(r′′′)〉+ 〈ζ(r)ζ(r′′)〉〈ζ(r′)ζ(r′′′)〉
+ 〈ζ(r)ζ(r′′′)〉〈ζ(r′)ζ(r′′)〉.
. . .
This property is very useful when higher orders perturbative solutions of A(k) and B(k) are
needed. This also shows that the error in our perturbative solution to the order A(2)(k) and
B(2)(k) is in fact of the fourth order, ∝ σ4.
Now, for the 0th order of A(k) and B(k), because there is no stochastic term ζ(q) in them
by Eq. (4.35), the averages stay the same:
〈A(0)(k)〉 = A(0)(k) = 4pi
k
1
(1 + 2)
e−ik·r
′+kz′ , (4.41)
〈B(0)(k)〉 = B(0)(k) = 2pi
k
1 − 2
1(1 + 2)
e−ik·r
′+kz′ . (4.42)
As for the 1st order ofA(k) andB(k), since the average of ζ(q) over the ensemble of realizations
of the surface roughness 〈ζ(q)〉 = 0, we have:
〈A(1)(k)〉 = 0, (4.43)
〈B(1)(k)〉 = 0. (4.44)
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For the 2nd order of A(k) and B(k), first we use Eq. (4.6) in the product ζ˜(k− q)ζ˜(q−Q) that
appears in the RHS of Eq. (4.37) giving:
〈ζ˜(k− q)ζ˜(q−Q)〉 = (2pi)2σ2δ(k−Q)W˜ (k− q). (4.45)
Using the delta function δ(k−Q) to perform the integration over Q in the averaged Eq. (4.37),
the 2nd order expressions become:
〈A(2)(k)〉 = −4piσ2 (2 − 1)
2
(1 + 2)3
e−ik·r
′+kz ′ˆ d
2q
(2pi)2
W˜ (k− q) (1− kˆ · qˆ)2 (4.46)
〈B(2)(k)〉 = −4piσ2 (2 − 1)
2
(1 + 2)3
e−ik·r
′+kz ′ˆ d
2q
(2pi)2
W˜ (k− q) (4.47)
×
[
(kˆ · qˆ)2 + 42
2 − 1 kˆ · qˆ +
2
1
]
.
While these expressions give the second order solutions for the coefficients A(k) and B(k) in
terms of the FT of the 2-point correlation function W˜ (k) of an arbitrary, translationally invari-
ant stochastic process ζ(r), it is worth mentioning that using the Gaussian model in Eq. (4.40)
permits analytical solution of the integrals over q in Eqs. (4.46) and (4.47).
Finally, we can similarly write the solutions for Eqs. (4.10) and (4.11) as:
G12(R,R
′) =
ˆ
d2q
(2pi)2
eiq·reqzC(q), (4.48)
G22(R,R
′) =
ˆ
d2q
(2pi)2
eiq(r−r
′) 2pi
q2
e−q|z−z
′| +
ˆ
d2q
(2pi)2
eiq·re−qzD(q), (4.49)
and determine perturbative solutions for the coefficients C(k) and D(k) by implementing the
BCs in Eqs. (4.12) and (5.99) with k = 2. However, unlike Rahman and Maradudin, we assume
general values of the dielectric constants on either side of the boundary, so that the results for
G12 and G22 may be obtained from those for G21 and G11, respectively, by simply switching the
indices of the dielectric constants 1 and 2.
4.5 Conclusion
We have derived a perturbative solution for the GF of the Poisson equation for electrostatic
potential in the presence of two semi-infinite regions with different relative dielectric constants
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that are separated by a randomly rough boundary. The profile function of the boundary surface
was assumed to be a stochastic function with zero mean that depends of the position coordinates
(x, y) in the plane z = 0 of a Cartesian coordinate system. This 2D stochastic process is assumed
to be stationary in order to reflect the translational invariance of the random surface, giving rise
to a 2-point correlation function that depends on the vector distance r − r′ between the points
r and r′ in the mean plane z = 0. Moreover, assuming that the 2-point correlation function
only depends on the magnitude of the distance ‖r − r′‖, but not on the direction between the
two points, we can describe an isotropic rough boundary. In general, the decrease of the 2-point
correlation function with increasing distance ‖r − r′‖ → 0 is characterized by the so-called
correlation length a.
Our perturbative solution for the GF is accurate to the second order in the size of the random
boundary fluctuation, that is, to the order of its variance σ2. In addition, our solution for the
GF accurately describes electrostatic interactions at distances & a in the directions parallel to a
randomly rough surface with the correlation length a. Our results may be used to, e.g., estimate
the effects of roughness on the image potential of individual charges, or the screened interaction
energy between multiple charges, in the vicinity of a rough metal surface. Furthermore, by
allowing the dielectric constants of the regions on either side of a rough boundary to be frequency
dependent, we may investigate the effects of roughness on the plasmon or phonon frequencies in
the materials occupying those regions.
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Chapter 5
Hydrodynamic model of electron gas in
metal layer
In most studies on mathematical modeling of plasmonic devices, a region occupied by a metal
was treated locally by simply assigning frequency dependence to its dielectric constant, using
either empirical data or simple models like Drude dielectric function. As discussed in the section
2.1, our form of the GF therefore makes it easy to include a metallic region within such local
approach by considering the corresponding parameter j to be a function of ω. However, in
recent years there has been increasing interest to include nonlocal effects in the description of
the dielectric response of mobile electrons in metallic regions using the so-called hydrodynamic
model [18, 19, 20, 21]. Hence, we study here this model in various approximations and describe
how it can be treated by the GF method.
We consider a structure containing closed region V that is occupied by a metal and is sur-
rounded by a dielectric material with the relative dielectric constant r that may depend on the
position vector R. Suppose that the metallic region V is composed of quasi-free electrons and
motionless ions with equilibrium volume densities ne0 = ni0 = n0. We want to determine the
electrostatic response of the metal due to polarization of its EG by an external charged particle
with the charge density ρext(R, t). By defining n(R, t) as the number density per unit volume of
electrons with charge −e < 0, and v(R, t) = (vx, vy, vz) as the velocity field of electrons, the
56
QHD model for electronic excitations inside the metallic region may be expressed as:
∂
∂t
n+∇ · (nv) = 0 (5.1)
m
(
∂
∂t
+ v · ∇
)
· v = −∇U(R, t)−mγ v (5.2)
U(R, t) = −eΦ(R, t) + ~
2
2m
(3pi2)
2
3 n
2
3 − ~
2
2m
∇2√n√
n
(5.3)
∇ · [r(R)∇Φ(R, t)] = 4pie n(R, t) ΘV (R)− 4piρext(R, t), (5.4)
where m and γ are electron mass and phenomenological damping rate due to electron friction on
the background ions, respectively. Note that Eq. (5.1) is the continuity equation, which describes
the conservation of electron number, whereas Eq. (5.2) is the Euler equation, or Navier-Stokes
equation describing the balance of momentum in the EG. As for the potential energy per electron,
which is defined in Eq. (5.3), the first term in the right hand side corresponds to the electron
energy in the total electric potential Φ(R, t), the second term is related to the so-called ”Thomas-
Fermi (TF) pressure” in the EG, whereas the last term describes quantum effects due to the
”Bohm potential” [30, 31]. The last two terms in Eq. (5.3) are of quantum mechanical origin, as
indicate by the presence of the Planck’s constat ~. They are related to the familiar concepts in the
Density Functional Theory (DFT) of many-electron systems where electron-electron interactions
are treated at the level of a local density approximation (LDA) and the gradient correction(s) to it,
respectively. Finally, Eq. (5.4) is the Poisson equation for the total electrostatic potential Φ(R, t)
in the presence of the external charge density and the induced charge density due to polarization
of the EG in the metal slab region, which is indicated by the function ΘV (R) that takes the value
ΘV (R) = 1 when R ∈ V and ΘV (R) = 0 otherwise.
In order to linearize the above system of equations, the value of the density n(R, t), the
velocity v(R, t) and the potential Φ(R, t) can be represented as perturbed from their values in
equilibrium due to the presence of the external charge, which is considered to be a small perturba-
tion of the system. So, we define: n(R, t) = neq+n1(R, t)+· · · , v(R, t) = veq+v1(R, t)+· · · ,
Φ(R, t) = Φeq + Φ1(R, t) + · · · . Since in equilibrium state we have neq = n0 = const, veq = 0
and Φeq = 0, we may write v1(R, t) = v(R, t) and Φ1(R, t) = Φ(R, t) to the first order. Now
the linearized system of equations for the first order perturbations n1(R, t),v(R, t),Φ(R, t) is
57
given by:
∂
∂t
n1(R, t) + n0∇ · v(R, t) = 0, (5.5)
∂
∂t
v(R, t) = − 1
m
∇U1(R, t)− γ v(R, t), (5.6)
U1(R, t) = −eΦ(R, t) + 1
3
(3pi2)
2
3
~2
mn
1
3
0
n1(R, t)− ~
2
4mn0
∇2n1(R, t),(5.7)
∇ · [r(R)∇Φ(R, t)] = 4pie n1(R, t) ΘV (R)− 4piρext(R, t). (5.8)
We may express the last two terms in Eq. (5.7) together as m
n0
β2(1− l2c ∇2)n1(R, t) so as to
transform the equation as:
U1(R, t) = −eΦ(R, t) + m
n0
β2(1− l2c ∇2)n1(R, t), (5.9)
where we define two parameters that characterize the QHD model, β and lc. Here, β = vF/
√
3
is a characteristic velocity that represents the speed of propagation of the density disturbances
in the EG due to restoring effect of pressure, where vF = ~m(3pi
2n0)
1
3 is the Fermi speed of the
EG. Notice that this definition of the parameter β is often corrected in simulations of the EG
dynamics at high frequencies so that β = vF
√
3/5. [32] On the other hand, the parameter lc
provides a characteristic length scale for the density variations in the EG for which the effects
of the Bohm potential become important, and is defined as lc = ~/ (2mβ). Using the definition
β = vF/
√
3, we may also express this parameter in terms of the inverse Fermi wavenumber
λF ≡ k−1F = ~/ (mvF ) of the EG via lc =
√
3λF/2.
Next, we eliminate the velocity field v from the above system of equations and obtain the
following fourth-order PDE for the induced charge density ρ(R, t) in the EG,(
γ +
∂
∂t
)
∂ρ(R, t)
∂t
= −ωp2ρ(R, t) + β2(1− l2c ∇2)∇2ρ(R, t)− ωp2ρext(R, t), (5.10)
where we have defined ρ(R, t) = −e n1(R, t) and introduced the plasma frequency in the bulk
of the EG, ωp =
√
4pie2n0/m.
We now specify V to be a region defined by |z| ≤ a in a cartesian coordinate system where
R = (x, y, z), representing a metal slab with an infinite area and finite thickness of 2a, which is
surrounded by a dielectric material with the relative dielectric constant that only depends on the
position z, as in Fig. 1.1. Then, the solution of the Poisson equation Eq. (5.8), which is written
in the slab geometry as
∇ · [r(z)∇Φ(R, t)] = −4piρ(R, t)H(a− |z|)− 4piρext(R, t), (5.11)
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with H being the Heaviside unit step function, may be sought for in a piece-wise manner as
Φ(R, t) =
{
Φ(m)(R, t) for |z| < a,
Φ(d)(R, t) for |z| > a, (5.12)
where Φ(m) is the electric potential inside the metal slab and Φ(d) is the potential in the nearby
dielectric(s).
5.1 Local hydrodynamic model
We can describe the dynamic polarization of a metal in a purely classical manner, which gives
rise to a nondispersive, or local description of the EG, commonly referred as the local response
model, or Drude model of the EG. The mathematical formulation of such LHD model is achieved
by setting lc = 0 and β = 0 in Eq. (5.10). Physically, this is based on the assumption that
the spatial variations in the electron density are small enough such that l2c |∇2ρ|  |ρ|, and
|∇2ρ|  k2s |ρ| where ks ≡ ωp/β is the inverse TF screening length of the EG. So, the equation
for the induced charge density ρ(R, t) becomes(
γ +
∂
∂t
)
∂ρ(R, t)
∂t
= −ωp2ρ(R, t)− ωp2ρext(R, t). (5.13)
We define a FT of the induced charge density in the EG with respect to time t as
ρˆ(R, ω) =
ˆ ∞
−∞
dt eiωtρ(R, t), (5.14)
with similar definitions for the total potential Φ(R, t) and the external charge density ρext(R, t)
yielding the corresponding functions Φˆ(R, ω) and ρˆext(R, ω) in the FT space. By Fourier trans-
forming Eq. (5.10) we obtain a simple algebraic equation for ρˆ,
− i(γ − iω)ωρˆ(R, ω) + ωp2ρˆ(R, ω) = −ωp2ρˆext(R, ω), (5.15)
which gives
ρˆ(R, ω) =
−ωp2
ωp2 − ω(ω + iγ) ρˆext(R, ω), (5.16)
representing a local relation between the induced and external charge densities in the FT space.
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We next consider the Poisson equation (5.8) for the position vector R inside the metal slab
where the background dielectric constant is assumed to be r = 1. Performing the FT of that
equation with respect to time and using the results from Eq. (5.16) we find
∇2Φˆ(R, ω) = −4pi
[ −ωp2
ωp2 − ω(ω + iγ) ρˆext(R, ω) + ρˆext(R, ω)
]
. (5.17)
This equation may be rearranged into the form that is isomorphic with the Poisson equation in
Eq. (2.14) for the total electric potential in an infinite homogeneous region with a frequency
dependent constant (ω)
(ω)∇2Φˆ(R, ω) = −4piρˆext(R, ω), (5.18)
where we define
(ω) = 1− ωp
2
ω(ω + iγ)
. (5.19)
This form of the dielectric constant, or rather function is known as the Drude dielectric func-
tion, which describes the dynamic response of the EG in a metal within the LHD model. Note
that this result is obtained in the classical limit of the hydrodynamic model by letting ~ → 0
in Eq. (5.7), which indicates that all the non-local effects in the Poisson equation (5.4) are of
quantum mechanical nature.
5.1.1 Dispersion relation for local hydrodynamic model
It is worth discussing whether there exists a nontrivial solution for the total potential in Eq. (2.61)
in the case that the external charges are absent for a layered structure of dielectrics that contains
a metal slab. Assume that the metal slab occupies the region I2 : z ∈ [0, h] and is described by
the local model using the Drude dielectric function in Eq. (5.19) so that
2(ω) = 1− ωp
2
ω(ω + iγ)
. (5.20)
Further assume that the metal slab is surrounded by semi-infinite regions I1 : z ∈ (−∞, 0)
and I3 : z ∈ (h,∞) consisting of the dielectric materials with dielectric constants 1 and 3,
respectively. In order to obtain the total potential throughout the entire space, we may consider
the three layer structure studied in section 3.3 and use the expressions obtained there for the
tensorial components of the GF for the Poisson equation. However, we work here in an extended
FT space, where we take both the 2D FT with respect to the spatial variable r, as in Eq. (2.47),
and the FT with respect to time t, as in Eq. (5.14). Thus, from Eq. (2.61) written in the extended
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FT space, the total potential in the region Ij (for j = 1, 2, 3) is expressed in the presence of an
arbitrary external charge density ρ˜ext(q, z, ω) as
Φ˜j(q, z, ω) =
3∑
k=1
ˆ
Ik
G˜jk(q; z, z
′, ω) ρ˜(k)ext(q, z
′, ω) dz′, (5.21)
where we have restored the dependence on q and indicated that the FTGF components are now
also dependent on frequency via the assignment in Eq. (5.20), where we set γ = 0. To ensure that
a nontrivial solution for Φˆj(q, z, ω) exists in any region j when ρ˜
(k)
ext(q, z, ω) → 0 in all regions
k, we need to find conditions that will make the components of the GF G˜jk(q; z, z′, ω) singular
in the extended FT space regardless of the location of the points z and z′. An inspection of the
expressions found for the FTGF components in section 3.1. shows that they all contain a factor
G˜jk(q, z, z
′, ω) ∼ 1
1− λb λt∆ , (5.22)
implying that the desired condition for the nontrivial solution may be written as 1−λb λt∆ = 0,
or equivalently
1− 1 − 2
1 + 2
3 − 2
3 + 2
e−2qh = 0. (5.23)
If we use 2 ≡ 2(ω) given in Eq. (5.20) with γ = 0 and assume 1 = 3 = 1 for simplicity, we
obtain two solutions for the frequency as a function of the wavenumber q as
ω =
ωp√
1 + coth(qa)
, (5.24)
ω =
ωp√
1 + tanh(qa)
, (5.25)
where a = h/2 is half of the thickness of the metal slab. Thus, we have shown that there exists a
source-free, steady-state response of the EG in a metal slab described by a local model, which is
characterized by the eigenmodes called plasma oscillations (or plasmons) of the electron charge
density. The resulting expressions for the eigenfrequency ω as a function of the wavenumber
q in Eqs. (5.24) and (5.25) are called even and odd plasmon dispersion relations because they
correspond to oscillations of the induced charge density, which are symmetric and antisymmetric
functions of the position z with respect to the slab center, respectively.
5.2 Standard hydrodynamic model
In the literature on the HD model, the nonlocal effects in a metal are usually treated by keeping
the TF pressure term in Eq. (5.10) (i.e., keeping finite β), while neglecting the quantum effects
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due to the Bohm potential. So, by setting lc = 0 in Eq. (5.10) under the assumption l2c |∇2ρ| 
|ρ|, we recover the SHD model. In this case the induced charge density ρ(R, t) in the metal is
governed by the equation[(
γ +
∂
∂t
)
∂
∂t
+ ωp
2 − β2∇2
]
ρ(R, t) = −ωp2ρext(R, t), (5.26)
which as a second order PDE in the spatial variable and hence needs to be supplemented by
the appropriate BCs. Notice that Eq.(5.26) is a nonhomogeneous wave equation for the EG in
the metal layer, which upon Fourier transforming its time dependence becomes the Helmholtz
equation.
5.2.1 Boundary conditions for standard hydrodynamic model
We need to solve Eq. (5.26) for points R ∈ V by imposing proper BCs on the induced charge
density ρ(R, t) when R ∈ ∂V , where ∂V is the interior surface of the boundary of the region V .
On the other hand, the Poisson equation in Eq. (5.8) needs to be solved in the entire 3D space,
so that the potential Φ(R, t) vanishes when ‖R‖ → ∞ and satisfies the usual electrostatic MCs
when R ∈ ∂V . Those MCs are deduced from the full set of Maxwell’s BCs in the quasi-static
regime, giving two requirements at a metal-dielectric boundary: the continuity of the electrostatic
potential and the continuity of the normal component of the displacement vector field. We notice
that, while Eq. (5.26) appears to be decoupled from the Poisson equation Eq. (5.8), a coupling
between ρ(R, t) and Φ(R, t) does occur within the BCs for the equation Eq. (5.26).
Clearly, the LHD model does not require any BCs. And in the limit of a SHD, when lc = 0
but β 6= 0 in Eq. (5.10), we only need one BC for ρ(R, t) on ∂V , which may be motivated by a
physical requirement that the normal component of the electron velocity field v should vanish at
an impenetrable boundary ∂V , consistent with the specular reflection model (SRM) of a metal
surface. [33, 34] Assuming an impenetrable boundary, it is physically plausible to assume that
the normal component of the electron velocity vanishes at the boundary,
nˆ · v(R, t)|R∈∂V = 0, (5.27)
where nˆ is a unit vector perpendicular to the surface ∂V at the point R ∈ ∂V , which points
outside the domain V , by definition. Then, taking the gradient of Eq. (5.9) and making a scalar
product of both sides with nˆ, the Eq. (5.27) becomes equivalent to
∂
∂n
U1(R, t)
∣∣∣∣
R∈∂V
= 0, (5.28)
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where we have defined the normal derivative by ∂
∂n
≡ nˆ · ∇. So, the BC for the induced charge
density ρ(R, t) = −e n1(R, t) in SHD model becomes
∂
∂n
ρ(R, t)
∣∣∣∣
R∈∂V
+
k2s
4pi
∂
∂n
Φ(R, t)
∣∣∣∣
R∈∂V
= 0, (5.29)
where ks ≡ ωp/β. Note that this parameter is known as the inverse screening length in the TF
model of an EG, which may be conveniently expressed in terms of the dimensionless electron-
electron distance in the EG, defined as rs = (4pia3Bn0/3)
−1/3 with aB = ~2/ (me2) being the
Bohr radius for electron, as ks = 3aB√rs
(
4
9pi
)1/3.
5.2.2 Method of Green’s function for induced charge density and electric
potential
Referring to the layer structure described at the beginning of this chapter, we take advantage
of the slab geometry and define the extended FT of the induced charge density in the EG with
respect to the 2D position vector r = (x, y) and time t as:
ρ˜(q, z, ω) =
ˆ
d2r e−iq·r
ˆ ∞
−∞
dt eiωtρ(r, z, t), (5.30)
where q = (qx, qy), with a similar definition for the external charge density. Similarly, the FT of
the potential Φ(R, t) is defined as:
Φ˜(q, z, ω) =
ˆ
d2r e−iq·r
ˆ ∞
−∞
dt eiωtΦ(r, z, t). (5.31)
As a result, we get from Eq. (5.26) a second-order PDE for induced charge density as(
∂2
∂z2
− q2s
)
ρ˜(z) = ks
2ρ˜ext(z), −a ≤ x ≤ a, (5.32)
where we have dropped the variables q and ω and defined the parameter
qs =
√
q2 − ω(ω + iγ)− ωp
2
β2
. (5.33)
Due to the layer structure the BCs for ρ˜(z) in Eq. (5.29) become in the FT space
∂ρ˜(z)
∂z
∣∣∣∣
z=±a
=
k2s
4pi
E±, (5.34)
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whereE± are the normal components of the electric field evaluated at the upper and lower interior
boundary points of the metal layer,
E+ = − ∂Φ˜
∂z
∣∣∣∣∣
z=a−0
and E− = − ∂Φ˜
∂z
∣∣∣∣∣
z=−a+0
. (5.35)
Generating the two Green’s functions
Before solving Eq. (5.32) for the induced charge density subject to the BCs in Eq. (5.34), we
need to determine E±. This is achieved by means of the Poisson equation in the FT space for the
potential inside the slab Eq. (5.11), where we assume r = 1,(
∂2
∂z2
− q2
)
Φ˜(z) = −4pi [ρ˜(z)H(a− |z|) + ρ˜ext(z)] , (5.36)
which gives an expression for the potential in terms of the GF G˜(z, z′) as
Φ˜(z) =
ˆ a
−a
G˜(z, z′)ρ˜(z′)dz′ +
ˆ ∞
−∞
G˜(z, z′)ρ˜ext(z′)dz′, (5.37)
that may be used in the in Eq. (5.35).
Notice that we consider a layered structure with three regions such that z-dependent dielectric
constant has a general form
(z) =

3, z ≥ a,
2, −a < z < a,
1, z ≤ −a.
(5.38)
Hence, we may use for the GF G˜(z, z′) in Eq. (5.37) all the results found in section 3.3 where
the metal slab occupied the interval z ∈ [0, h]. Denoting the GF in Eq. (5.37) by G˜new(z, z′) and
the GF in section 3.3 by G˜old(z, z′;h), we only need to write h = 2a and make the following
substitutions
G˜new(z, z
′) = G˜old(z + a, z′ + a; 2a) (5.39)
to be able to use the results of section 3.3.
We also wish to solve Eq. (5.32) for the induced charge density by means of the GF method.
Note that the BCs at z = ±a in Eq. (5.34) are of the nonhomogeneous Neumann type. Thus,
we need a GF for Eq. (5.32), denoted D(z, z′), which satisfies homogeneous Neumann BCs at
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z = ±a. Then, we may express the solution of Eq. (5.32) for ρ˜ subject to the nonhomogeneous
BCs in Eq. (5.34) as
ρ˜(z, z′) =
ˆ a
−a
D(z, z′)ρ˜ext(z′)dz′ −D(z, a)E+
4pi
+D(z,−a)E−
4pi
. (5.40)
Here, the GF D(z, z′) is a solution of the nonhomogeneous boundary value problem when the
source point is inside the metal slab −a < z′ < a, given by(
∂2
∂z2
− q2s
)
D(z, z′) = ks
2 δ(z − z′), (5.41)
∂D
∂z
(z, z′)
∣∣
z=−a = 0 and
∂D
∂z
(z, z′)
∣∣
z=a
= 0. (5.42)
As before, we assume D(z, z′) in the form
D(z, z′) =
{
D> = A eqsz +B e−qsz, −a ≤ z′ < z ≤ a,
D< = C eqsz +D e−qsz, −a ≤ z < z′ ≤ a,
(5.43)
where A,B,C,D are to be determined from the homogeneous Neumann BCs and the usual
continuity and jump conditions at z = z′,{
D>(z
′, z′) = D<(z′, z′),
∂D>
∂z
(z, z′)
∣∣
z=z′ − ∂D<∂z
∣∣
z=z′ (z, z
′) = ks
2.
(5.44)
The final answer is
D(z, z′) = − ks
2
qs sinh(2qsa)
{
cosh[qs(z + a)] cosh[qs(z
′ − a)], z < z′,
cosh[qs(z − a)] cosh[qs(z′ + a′)], z > z′.
(5.45)
Alternatively, a compact form using the absolute value is:
D(z, z′) = − ks
2
2qs sinh(2qsa)
{cosh[qs(z + z′)] + cosh[qs(2a− |z − z′|)]} . (5.46)
Results for E− and E+
Before applying the specific GFs for G˜(z, z) and D(z, z′), we first obtain a general expression
for the density ρ˜ by substituting the expression for ρ˜ in Eq. (5.40) into Eq. (5.37):
Φ˜(z) =
ˆ ∞
−∞
G˜(z, z′)ρ˜ext(z′)dz′ +
ˆ a
−a
G˜(z, z′)
ˆ a
−a
D(z′, z′′)ρ˜ext(z′′)dz′′dz′
−E+
4pi
ˆ a
−a
G˜(z, z′)D(z′, a)dz′ +
E−
4pi
ˆ a
−a
G˜(z, z′)D(z′,−a)dz′ (5.47)
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By differentiating Eq. (5.47) with respect to z and setting z = −a, z = a, we obtain two coupled
algebraic equations for E+ = − dΦ˜dz
∣∣∣
z=a−0
and E− = − dΦ˜dz
∣∣∣
z=−a+0
as:
E+
1− 1
4pi
aˆ
−a
∂G˜22
∂z
∣∣∣∣∣
z=a
D(z′, a)dz′
+ E− 1
4pi
aˆ
−a
∂G˜22
∂z
∣∣∣∣∣
z=a
D(z′,−a)dz′
= −
∞ˆ
−∞
∂G˜
∂z
∣∣∣∣∣
z=a−0
ρ˜ext(z
′)dz′ −
aˆ
−a
∂G˜22
∂z
∣∣∣∣∣
z=a
aˆ
−a
D(z′, z′′)ρ˜ext(z′′)dz′′dz′, (5.48)
E−
1 + 1
4pi
aˆ
−a
∂G˜22
∂z
∣∣∣∣∣
z=−a
D(z′, a)dz′
− E− 1
4pi
aˆ
−a
∂G˜22
∂z
∣∣∣∣∣
z=−a
D(z′,−a)dz′
= −
∞ˆ
−∞
∂G˜
∂z
∣∣∣∣∣
z=−a+0
ρ˜ext(z
′)dz′ −
aˆ
−a
∂G˜22
∂z
∣∣∣∣∣
z=−a
aˆ
−a
D(z′, z′′)ρ˜ext(z′′)dz′′dz′, (5.49)
where we have indicated that the diagonal component of the GF should be used when both z and
z′ are in the region 2 occupied by the metal slab.
5.2.3 Dispersion relation for standard hydrodynamic model
When the external charge is absent, ρ˜ext(z) = 0, the first two terms on the right hand side of
Eq. (5.47) vanish, but the resulting electrostatic potential may remain finite if the coefficients E−
and E+ are not both zero. Noticing that the system of equations (5.48) and (5.49) for E− and E+
becomes homogeneous when ρ˜ext(z) = 0, one may seek a relation between the frequency ω and
the wavenumber q = ‖q‖ that gives rise to a nontrivial solution for E− and E+, and hence to a
finite Φ˜(z) in Eq. (5.47). As in the case of the LHD, assuming γ = 0 this relation will give us
the plasmon dispersion curves for the SHD.
For purpose of finding the plasmon dispersion, we assume that 1 = 2 = 3 = 1, which
leads to the free-space Poisson GF as:
G˜(z, z′) = −2pi
q
e−q|z−z
′|. (5.50)
Naturally, after obtaining the results for the two GF G˜(z, z′) and D(z, z′), we can solve for
two unknown E− and E+ by equation set Eq. (5.48) and Eq. (5.49). In order to ensure that
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the solution is nontrivial, the determinant of the matrix defining the system of equations should
vanish. If we denote
C−− = − 1
4pi
ˆ a
−a
∂G˜
∂z
(z, z′)
∣∣∣∣∣
z=−a
D(z′,−a), (5.51)
C−+ = − 1
4pi
ˆ a
−a
∂G˜
∂z
(z, z′)
∣∣∣∣∣
z=−a
D(z′, a), (5.52)
C++ =
1
4pi
ˆ a
−a
∂G˜
∂z
(z, z′)
∣∣∣∣∣
z=a
D(z′, a), (5.53)
C+− =
1
4pi
ˆ a
−a
∂G˜
∂z
(z, z′)
∣∣∣∣∣
z=a
D(z′,−a), (5.54)
we can show that C++ = C−− ≡ M and C+− = C−+ ≡ N , where by implementing the two
GFs in Eq. (5.50) and Eq. (5.46) we find
M =
1
2qs sinh(2qsa)
1
q2 − q2s
[−q e−2qa + q cosh(2qsa)− qs sinh(2qsa)] , (5.55)
N =
1
2qs sinh(2qsa)
1
q2 − q2s
e−2qa
[
q e2qa − qs cosh(2qsa)− qs sinh(2qsa)
]
. (5.56)
Finally, when ρ˜ext(z) = 0 the Eqs. (5.48) and (5.49) become{
(1−M)E+ +N E− = 0,
N E+ + (1−M)E− = 0, (5.57)
which gives rise to a nontrivial solution if and only if the the determinant of the coefficients
defining this system vanishes, i.e.,
(1−M)2 −N2 = 0, (5.58)
giving two equations that need to be solved for the frequency ω as a function of q,{
1−M −N = 0,
1−M +N = 0. (5.59)
If we set γ = 0 and define the reduced frequency as Ω = ω/ωp, after some algebra we find that
the plasmon dispersion relations for the even and odd modes in the SHD may be obtained by
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solving the following two equations, respectively
Ω2 = e−qa sinh(qa)
[
1 +
q
qs
coth(qsa)
]
, (5.60)
Ω2 = e−qa cosh(qa)
[
1 +
q
qs
tanh(qsa)
]
. (5.61)
In Fig. 5.1, we show the results of solving Eqs. (5.60) and (5.61) for the reduced frequency Ω
as a function of the reduced wavenumber qa by choosing the screening parameter in the nonlocal
SHD model such that ksa = 10. Those results are compared with the plasmon dispersion rela-
tions for the even and odd modes in the EG described by the local model, given in Eqs. (5.24) and
(5.25), respectively. It is noteworthy that there are only one even and one odd plasmon dispersion
relations in the local model, which do not exceed the bulk plasma frequency ωp. The even and
odd eigenfrequencies approach the values ω = ωp and ω = 0 in the limit of long wavelengths,
qa → 0, respectively, while they both converge to a common value ω = ωp/
√
2 at short wave-
lengths, qa  1, which is characteristic of the so-called surface plasmon in a thick metal slab
within the local model.
On the other hand, one notices that the results for the SHD model give rise to multiple plas-
mon dispersion relations for both even and odd modes, labeled by n = 0, 1, 2, . . .. The modes
labeled n = 0 seem to be derived from the even and odd modes of the local model as they con-
verge to their respective dispersion relations in the limit of long wavelengths, or for a thin metal
slab with qa  1. In particular, it appears that the reduced frequency for the n = 0 modes is
bounded by Ω <
√
1 + q2/ks
2, which makes the parameter qs in Eq. (5.33) with γ = 0 real and
positive, so that the corresponding solutions of Eq. (5.32) for the SHD model are localized near
the surfaces of the metal slab. Hence the n = 0 modes are associated with the surface plasmons,
which are of interest in the nanoplasmonic applications.
On the other hand, the plasmon dispersion relations for the higher harmonics in the SHD
model, labeled n = 1, 2, 3 . . ., have reduced frequencies higher than Ω =
√
1 + q2/ks
2, so
that the corresponding values of qs in Eq. (5.33) with γ = 0 are purely imaginary, giving rise
to oscillatory solutions of Eq. (5.32) throughout the metal slab, which are related to the bulk
plasmon modes. One can see that in the SHD model all the bulk plasmon modes and the even
surface plasmon mode exhibit positive dispersion characterized by an increase in frequency with
increasing wavenumber q. This is not true, however, for the odd surface mode, which has a
negative dispersion for small q that passes through a minimum and joins the even surface mode
at higher q values. Finally, one notices that all the plasmon dispersion relations in the SHD model
become approximately linear functions of the wavenumber for sufficiently large values of qa.
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Figure 5.1: Dispersion relations for both the (a) even and (b) odd plasmon modes in a metal slab
of thickness a. The results are shown for both the hydrodynamic model with nonlocal effects
(blue solid lines) and the local model (red dashed lines) of the EG with the density parameter
fixed at rs = 3. The TF screening length in the EG is chosen so that ksa = 10.
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5.3 Quantum hydrodynamic model
If we want to fully retain quantum effects which give rise to a QHD model, we have to keep
both β and lc finite. As a consequence, the equation for the induced charge density in the metal
slab, Eq. (5.10), remains a fourth-order PDE in the spatial variables and hence requires ABCs in
comparison to the equation Eq. (5.26) for the SHD model. It is physically justified to retain here
the SRM-motivated requirement of vanishing normal component of the electron velocity at the
metal-dielectric boundary, which gives the BC in Eq. (5.28), as one of the BCs for Eq. (5.10) in
the QHD model. However, since it is not obvious how one can choose the other condition, we
search here for an ABC to be imposed on the induced charge density ρ(R, t) when the point R
approaches the interior surface of the boundary ∂V of the closed region V occupied by the EG.
By using the FT with respect to time as in Eq. (5.14), we deduce an equation for the FT of
the induced charge density in the EG from Eq. (5.10) as:[
∇2∇2 − kc2∇2 − kc2 ω(ω + iγ)− ωp
2
β2
]
ρˆ(R, ω) = − (kcks)2 ρˆext(R, ω), (5.62)
where we define kc ≡ l−1c . Note that this parameter may be conveniently expressed in terms
of the electron density parameter as kc = 2√3 rsaB (
9pi
4
)1/3. One may further deduce from the
linearized potential energy in Eq. (5.9) and the general formulation of the SRM condition in
Eq. (5.28) that ρˆ(R, ω) has to satisfy the following physical BC
∂
∂n
(kc
2 −∇2)ρˆ(R, ω)
∣∣∣∣
R∈∂V
= − (kcks)
2
4pi
∂Φˆ
∂n
(R, ω)
∣∣∣∣∣
R∈∂V
. (5.63)
Noting that Eq. (5.62) is a fourth-order PDE, we have to find an ABC for ρˆ(R, ω) on ∂V .
5.3.1 Additional boundary condition for quantum hydrodynamic model
In order to search for ABCs properly, we consider the eigenvalue problem associated with
Eq. (5.62). Specifically, if we define the operator Lˇ appearing on the LHS of that equation
as
Lˇ = ∇2∇2 − kc2∇2 +Q, (5.64)
where Q ≡ kc2 (ωp2 − ω2) /β2, then we need to find nontrivial solutions of the associated ho-
mogeneous equation Lˇ[ρˆ] = 0, which are subject to suitable homogeneous BCs on ∂V that will
make Lˇ a Hermitian, or self-adjoint operator. Let us assume that u(R) and v(R) are any two
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scalar functions of the position R that satisfy the same homogeneous equation, Lˇ[u] = 0 and
Lˇ[v] = 0, for R ∈ V , as well as the same set of homogeneous BCs for R ∈ ∂V . Since we must
ensure that ˆ
V
u Lˇ [v] d3R =
ˆ
V
v Lˇ [u] d3R, (5.65)
for all such functions, we integrate the difference u Lˇ [v] − v Lˇ [u] over the region V and use
twice the Green’s 2nd identity,
ˆ
V
(
u∇2v − v∇2u) d3R = ˛
∂V
(
u
∂v
∂n
− v ∂u
∂n
)
dS, (5.66)
to obtain
ˆ
V
(
u Lˇ [v]− v Lˇ [u]) d3R = ˛
∂V
[
u
∂
∂n
∇2v −∇2v ∂u
∂n
+∇2u∂v
∂n
− v ∂
∂n
∇2u
− kc2
(
u
∂v
∂n
− v ∂u
∂n
)]
dS, (5.67)
We can ensure that Eq. (5.65) will be true if the integral in the right-hand side of Eq. (5.67) is
zero, which will be guaranteed by making its integrand vanish on the boundary,[
u
∂
∂n
∇2v −∇2v ∂u
∂n
+∇2u∂v
∂n
− v ∂
∂n
∇2u− kc2
(
u
∂v
∂n
− v ∂u
∂n
)]∣∣∣∣
R∈∂V
= 0, (5.68)
Since we wish to make one of the homogeneous BCs for the functions u and v to be associated
with the physical BC in Eq. (5.63), so that ∂
∂n
(kc
2 −∇2)u∣∣
R∈∂V = 0 and
∂
∂n
(kc
2 −∇2)v∣∣
R∈∂V =
0, we also rewrite the condition in Eq. (5.68) as
[(kc
2 −∇2)v] ∂
∂n
[(kc
2 −∇2)u] − [(kc2 −∇2)u] ∂
∂n
[(kc
2 −∇2)v]
+ ∇2u ∂
∂n
∇2v −∇2v ∂
∂n
∇2u = 0, (5.69)
for all R ∈ ∂V . A careful analysis of Eqs. (5.68) and (5.69) shows that there are five sets of
homogeneous BCs to be satisfied by the functions u and v on ∂V that will make the right-hand
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side in Eq. (5.65) vanish:
∂u
∂n
= 0 and u = 0 (5.70)
∂u
∂n
= 0 and
∂
∂n
(∇2u) = 0 (5.71)
(kc
2 −∇2)u = 0 and u = 0 (5.72)
(kc
2 −∇2)u = 0 and ∂
∂n
(∇2u) = 0 (5.73)
∂
∂n
[(
kc
2 −∇2)u] = 0 and ∇2u = 0, (5.74)
with the BCs for the function v having the same form. However, the only two conditions that are
consistent with the physical requirement in Eq. (5.63) are given in Eqs. (5.71) and (5.74). So,
we assert that the proper sets of BCs to be imposed on the solution ρˆ(R, ω) of Eq. (5.62) on the
boundary ∂V are given by
∂ρˆ
∂n
= − k
2
s
4pi
∂Φˆ
∂n
and
∂
∂n
(∇2ρˆ) = 0, (5.75)
∂
∂n
[(
kc
2 −∇2) ρˆ] = −(kcks)2
4pi
∂Φˆ
∂n
and ∇2ρˆ = 0. (5.76)
where we refer to Eq. (5.75) as the set 1 and Eq. (5.76) as the set 2 of the BCs. For the slab
geometry of the main text we have ∂
∂n
= ∂
∂z
and, performing an additional FT over the 2D
position vector r = (x, y) in Eqs. (5.75) and (5.76), we may deduce the BCs given in Eqs. (5.87)
and (5.88) below.
Thus we have found that, in addition to the physical requirement that the normal component
of the electron velocity (or the corresponding electron flux) should vanish at the impenetrable
boundary ∂V , also required are conditions to be imposed on the values of either the Bohm
quantum potential, which is proportional to ∇2ρˆ, or on the associated quantum flux, ∂
∂n
∇2ρˆ, on
the boundary ∂V . We assume that both these additional conditions are homogeneous, which
is in accord with the common practice in using the so-called quantum drift-diffusion model in
computer simulations of semiconductor devices. [35, 36, 37]
We find that, interestingly, there are two ABCs that are consistent with the vanishing normal
component of the electron velocity. Those ABCs are found to require that either the Bohm
potential, which is proportional to ∇2ρ according to Eq. (5.7), or the normal component of the
associated Bohm force should vanish on ∂V . It is gratifying to recognize that the same types
of ABCs often arise in the computational schemes that use variations of the QHD model in
computer simulations of semiconductor devices. [36, 37]
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5.3.2 Induced charge density in metal
Taking advantage of the slab geometry, we define the FT with respect to the 2D position vector r
and time t for the induced charge density in the EG, external charge density and the total electric
potential as in Eqs. (5.30), (5.78), and (5.31), respectively. Then, from Eq. (5.10) we obtain a
fourth-order ODE for the induced charge density[(
∂2
∂z2
− q2
)2
− kc2
(
∂2
∂z2
− q2
)
+ kc
2ωp
2 − ω(ω + iγ)
β2
]
ρ˜(z) = − (kcks)2 ρ˜ext(z), (5.77)
where we have dropped the explicit dependencies of ρ˜ and ρ˜ext on q and ω, and let q2 = q2x + q
2
y .
To make progress, we limit our considerations to external charge density that represents a
point charge that moves parallel to the metal layer at distance z0 inside that layer, −a < z0 < a,
with the FT written as
ρ˜ext(z) = ρ˜0 δ(z − z0). (5.78)
It is further convenient to rewrite Eq. (5.77) in a factored form,(
∂2
∂z2
− q2−
)(
∂2
∂z2
− q2+
)
ρ˜(z) = − (kcks)2 ρ˜0 δ(z − z0), (5.79)
where we defined the wavenumbers q± as
q± =
√√√√√q2 + 1
2
kc
2
1±
√
1 + 4
(
ks
kc
)2 [
ω(ω + iγ)
ωp2
− 1
]. (5.80)
It is worthwhile mentioning that, for frequencies close to the bulk plasma frequency, ω ≈ ωp
with γ ≈ 0, one finds from Eq (5.80) that q+ ≈
√
q2 + kc
2 and q− ≈ qs with the parameter qs
defined in Eq. (5.33) for the SHD model. The same limiting expressions for q± are obtained for
arbitrary frequencies if one considers formally the case ks  kc, or lcks  1, corresponding to
the neglect of the gradient correction in Eq. (5.7). One may recognize that the above limiting
expression for q− corresponds to the wavenumber that was introduced in Ref. 15 to discuss the
plasmon dispersion relations in a metal slab described by the SHD model. On the other hand,
taking the formal limit of kc → ∞ gives q+ ≈ kc and allows the reduction of Eq. (5.79) to a
second-order differential equation commensurate with the SHD model, as discussed in Ref. 39.
We may write the general solution of Eq. (5.79) as a sum of the general solution of the
associated homogeneous equation, ρ˜h, and a particular solution, ρ˜p, for the specific form of the
external charge density,
ρ˜(z) = ρ˜h(z) + ρ˜p(z), (5.81)
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Thus, we find from Eq. (5.79)
ρ˜h(z) =
4∑
j=1
Aj fj(z), (5.82)
where f1(z) = cosh(q+z), f2(z) = cosh(q−z), f3(z) = sinh(q+z), and f4(z) = sinh(q−z), with
Aj (for j = 1, 2, 3, 4) being arbitrary constants.
For the particular solution of the fourth-order equation in Eq. (5.79) one may use GFsD±(x, x0)
for the associated second-order equations,(
∂2
∂z2
− q2±
)
D±(z, z0) = δ(z − z0), (5.83)
whence it may be easily verified that
ρ˜p(z) = −ρ˜0 (kcks)
2
q2+ − q2−
[D+(z, z0)−D−(z, z0)]. (5.84)
Referring to the BC we discussed before, Eq. (5.77) needs to be solved on the interval |z| ≤ a
subject to BCs, which include the gradients of the electronic charge density at z = ±a, see
Eqs. (5.87) and (5.88) below. Hence, it is convenient to use the GFs for Eq. (5.83) that are
defined on the interval −a ≤ z ≤ a and satisfy the homogeneous Neumann BCs at its endpoints
∂D±
∂z
(z, z0)
∣∣∣∣
z=±a
= 0, (5.85)
as in Eqs. (5.41) and (5.42). Thus, from Eqs. (5.83) and (5.85) we find
D±(z, z0) = −cosh[q±(a+ z<)] cosh[q±(a− z>)]
q± sinh(2q±a)
, (5.86)
where z> = max(z, z0) and z< = min(z, z0).
Finally, having found the general solution of Eq. (5.79) for the FT of the induced charge den-
sity, we invoke the results obtained before for the BCs. Namely, the solution given in Eqs. (5.81),
(5.82) and (5.84) needs to satisfy either the set 1 or set 2 of BCs at z = ±a, which follow from
Eqs. (5.75) and (5.76) as
∂ρ˜
∂z
∣∣∣∣
z=±a
= − k
2
s
4pi
∂Φ˜(m)
∂z
∣∣∣∣∣
z=±a
and
(
∂2
∂z2
− q2
)
∂ρ˜
∂z
∣∣∣∣
z=±a
= 0, (5.87)
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(
kc
2 + q2 − ∂
2
∂z2
)
∂ρ˜
∂z
∣∣∣∣
z=±a
= − (kcks)
2
4pi
∂Φ˜(m)
∂z
∣∣∣∣∣
z=±a
and
(
∂2
∂z2
− q2
)
ρ˜
∣∣∣∣
z=±a
= 0. (5.88)
where Φ˜(m)(q, z, ω) is the FT of the electric potential inside the metal slab. Note that the first
condition in Eq. (5.87) is the only BC that is needed for solving the SHD model. Recall that
taking the formal limit kc → ∞ converts Eq. (5.79) into a second-order differential equation
for the SHD model. We now see that taking the same limit in the first condition in Eq. (5.88)
reproduces the first condition in Eq. (5.87) and, since the additional conditions in those two
equations are not needed for the SHD model, the ambiguity of having two sets of BCs is removed
for that model.
5.3.3 Electric potential
Assuming that the background relative dielectric constant in the metal slab is r = 1, we obtain
from Eq. (5.11) an equation for the FT of the electric potential Φ˜(m)(q, z, ω) in that region, given
by (
∂2
∂z2
− q2
)
Φ˜(m)(z) = −4piρ˜(z)− 4piρ˜0 δ(z − z0), (5.89)
where we have dropped the explicit dependencies of Φ˜(m), the induced charge density ρ˜ and the
external charge magnitude ρ˜0 on q and ω. A general solution of Eq. (5.89) may be written as the
sum Φ˜(m) = Φ˜(m)h + Φ˜
(m)
p , which consists of a general solution of the associated homogeneous
equation,
Φ˜
(m)
h (z) = B1 cosh(qz) +B2 sinh(qz), (5.90)
where B1 and B2 are arbitrary constants, and a particular solution of Eq. (5.89),
Φ˜(m)p (z) =
ˆ a
−a
G˜(z, z′) [ρ˜h(z′) + ρ˜p(z′)] dz′ + ρ˜0G˜(z, z0). (5.91)
Here, we have used the expression for the induced charge density in Eq. (5.81) and the expression
for the external charge in Eq. (5.78), with G˜(z, z′) being the free-space GF for the equation in
Eq. (5.89), given by
G˜(z, z′) =
2pi
q
e−q|z−z
′|. (5.92)
A comment is due regarding the two terms in the particular solution Φ˜(m)p (z), which arise
from the integrals in Eq. (5.91). Even though those integrals are well defined in terms of
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Eqs. (5.82), (5.84), (5.86), and (5.92), their computation may be tedious for arbitrary values
of z and z0. However, those computations may be aided by noticing that the first term is given
by
ˆ a
−a
G˜(z, z′)ρ˜h(z′) dz′ =
4∑
j=1
Aj Fj(z), (5.93)
where
Fj(z) ≡
ˆ a
−a
G˜(z, z′)fj(z′) dz′
=
1
q2j − q2
[−4pifj(z) + G˜(z, a)f ′j(a)− G˜(z,−a)f ′j(−a)]
+
1
q2j − q2
[
− ∂
∂z′
G˜(z, z′)
∣∣∣∣
z′=a
fj(a) +
∂
∂z′
G˜(x, x′)
∣∣∣∣
x′=−a
fj(−a)
]
, (5.94)
with q1 = q3 = q+, q2 = q4 = q−, and f ′j(z) = dfj/dz denoting the derivatives of the functions
fj(z) defined in Eq. (5.82) for j = 1, 2, 3, 4, whereas the second term is given by
ˆ a
−a
G˜(z, z′)ρ˜p(z′) dz′ = −(kcks)2 ρ˜0
q2+ − q2−
[∆+(z, z0)−∆−(z, z0)] , (5.95)
where
∆±(z, z0) ≡
ˆ a
−a
G˜(z, z′)D±(z′, z0) dz′
= − 1
q2± − q2
[G˜(z, z0) + 4piD±(z, z0)]
− 1
q2± − q2
[
∂
∂z′
G˜(z, z′)
∣∣∣∣
z′=a
D±(a, z0)− ∂
∂z′
G˜(z, z′)
∣∣∣∣
z′=−a
D±(−a, z0)
]
.(5.96)
On the other hand, with no sources of charge outside the metal slab, the Poisson equation in
Eq. (5.11) becomes the Laplace equation for the potential Φ(d)(R, t) in the dielectrics. Assuming
that the dielectrics are homogeneous semi-infinite regions on either side of the metal slab, a
general solution of the Laplace equation that vanishes as |z| → ∞ gives for the FT of the electric
potential Φ˜(d)(q, z, ω) outside the metal slab
Φ˜(d)(z) =
{
C1 e
qz for z ≤ −a,
C2 e
−qz for z ≥ a, (5.97)
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where we have dropped explicit dependence on q and ω.
A connection between the solutions of the Poisson equation in Eqs. (5.11) and (5.12) for the
regions outside and inside the metal slab is established by imposing the usual electrostatic MCs,
which require the continuity of the potential in the FT space at the points z = ±a,
Φ˜(d)(±a) = Φ˜(m)(±a), (5.98)
and the continuity of the dielectric displacements at those points,
±
∂Φ˜(d)
∂z
∣∣∣∣∣
z=±a
=
∂Φ˜(m)
∂z
∣∣∣∣∣
z=±a
, (5.99)
where we assumed that the two semi-infinite regions for z ≷ ±a are filled with the materials
having the relative dielectric constants ±, respectively.
Thus, together with the BCs in Eqs. (5.87) or (5.88) for the induced charge density, the
BCs for the potential in Eqs. (5.98) and (5.99) constitute eight conditions that may be used to
determine the eight coefficients, Aj (for j = 1, 2, 3, 4), B1, B2, C1, and C2 in terms of the
parameter ρ˜0 that characterizes the magnitude of the external charge.
5.3.4 Dispersion relation for quantum hydrodynamic model
In this section we want to continue the discussion of the dispersion relation by implementing two
different ABCs. To simplify the calculation, we assume that the metal is surrounded by vacuum
such that ± = 1, and also that there is no external charge, ρ˜ext(z) = 0. By implementing one of
the two sets of BCs for ρ(R, t) and Φ(R, t) in Eqs. (5.87) and (5.88), coupled with the continuity
BCs for the potential and the dielectric displacement, Eqs. (5.98) or (5.99), respectively, we
construct a well-posed problem for ρ(R, t) and Φ(R, t). Then we seek the dispersion relation
which gives rise to a nontrivial solution for the volume density of induced charge ρ(R, t). This
will be done separately for the BCs in Eq. (5.87), which we call BC1, and the BCs in Eq. (5.88),
which we call BC2.
Recall that we have found two sets of dispersion relations in the SHD model, one correspond-
ing to so-called even plasmon modes where ρ(R, t) and Φ(R, t) are symmetric functions of the
position z relative to the slab center, and the other corresponding to odd plasmon modes, where
ρ(R, t) and Φ(R, t) are antisymmetric functions of the position z. Since the dispersion relations
of the QHD and SHD are solved in the same symmetrical slab geometry, in the absence of the
external charge, ρ˜0(z) = 0, it is desirable to seek the dispersion relation for the QHD by solving
for the even modes and the odd modes separately.
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By applying the first set BC1, Eq. (5.87), for the even modes, we obtain two equations for
coefficients A1 and A2 as
A1 (q
2
+ − q2) sinh(q+a) + A2 (q2− − q2) sinh(q−a) = 0, (5.100)
A1 q+ sinh(q+a) + A2 q− sinh(q−a) = −k2se−qa(A1λ+ + A2λ−), (5.101)
where λ± = [−q± sinh(q±a) cosh(qa) + q cosh(q±a) sinh(qa)] /(q2± − q2). Note that the equa-
tions for A1 and A2 are deduced by the symmetry property of the even modes. Specifically, for
the coefficients Aj (for j = 1, 2, 3, 4) in the induced charge density in Eq. (5.82) and for B1 and
B2 in the electric potential inside the metal in Eq. (5.90), it is necessary that all the odd functions
in the expression should vanish. This means the coefficients for the odd functions sinh should be
equal to zero, that is A3 = 0, A4 = 0 and B2 = 0. As for C1 and C2, to ensure that the potential
in Eq. (5.97) is an even function, we impose a relation between them as C2 = C1. Then, an
elimination of the coefficients B1 and C1 yields a homogeneous system of equations for A1 and
A2 given in Eqs. (5.100) and (5.100).
Next, by setting the determinant of the matrix defining the left-hand sides in Eqs. (5.100) and
(5.100) to zero, we arrive at the dispersion relation for even modes, which give rise to nontrivial
solutions for the plasmon oscillations ρ(R, t) that are even functions of z,
1
q2+−q2
{
1 + k2s
e−qa
q2+−q2
[
− cosh(qa) + q sinh(qa)
q+ tanh(q+a)
]}
= 1
q2−−q2
{
1 + k2s
e−qa
q2−−q2
[
− cosh(qa) + q sinh(qa)
q− tanh(q−a)
]}
. (5.102)
Analogously, to solve the dispersion relation for odd plasmon modes with the set BC1,
Eq. (5.87), one may reduce the unknown coefficients by the antisymmetrical property of the
odd modes. By eliminating the even functions cosh in Eqs. (5.82) and (5.90), we have A1 = 0,
A2 = 0 and B1 = 0, as well as the relation C1 = −C2 by constructing Eq. (5.97) as an odd
function. So, the dispersion relation for odd plasmon modes under the set BC1 becomes
1
q2+−q2
{
1 + k2s
e−qa
q2+−q2
[
− sinh(qa) + q cosh(qa)
q+ coth(q+a)
]}
= 1
q2−−q2
{
1 + k2s
e−qa
q2−−q2
[
− sinh(qa) + q cosh(qa)
q− coth(q−a)
]}
. (5.103)
For the set BC2, Eq. (5.88), we follow the same procedure for even and odd plasmon modes
by eliminating the coefficients with functions of the opposite parity. So, the corresponding equa-
tions for the coefficients A1 and A2 for even modes with the set BC2 are
A1 q+(q
2
+ − q2) cosh(q+a) + A2 q−(q2− − q2) cosh(q−a) = 0, (5.104)
A1Q+ sinh(q+a) + A2Q− sinh(q−a) = −(kcks)2e−qa(A1λ+ + A2λ−), (5.105)
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where Q± = q±(k2c + q
2− q2±) and λ± has the same definition as that following Eqs. (5.100) and
(5.101) for the set BC1. Accordingly, we find the dispersion relation for even plasmon modes
with the set BC2 as
q+ tanh(q+a)
q2+−q2
{
k2c + q
2 − q2+ + (kcks)2 e
−qa
q2+−q2
[
− cosh(qa) + q sinh(qa)
q+ tanh(q+a)
]}
= q− tanh(q−a)
q2−−q2
{
k2c + q
2 − q2− + (kcks)2 e
−qa
q2−−q2
[
− cosh(qa) + q sinh(qa)
q− tanh(q−a)
]}
, (5.106)
whereas analogous procedure gives the dispersion for the odd plasmon modes with the set BC2
as
q+ coth(q+a)
q2+−q2
{
k2c + q
2 − q2+ + (kcks)2 e
−qa
q2+−q2
[
− sinh(qa) + q cosh(qa)
q+ coth(q+a)
]}
= q− coth(q−a)
q2−−q2
{
k2c + q
2 − q2− + (kcks)2 e
−qa
q2−−q2
[
− sinh(qa) + q cosh(qa)
q− coth(q−a)
]}
. (5.107)
It is worth mentioning that, if one takes the limit kc → ∞, the wavenumbers become q+ ≈√
q2 + kc
2 and q− ≈ qs with the parameter qs defined in Eq. (5.33) for the SHD model. By using
this approximation for the wavenumbers q±, one finds that the dispersion relations from BC2
given in Eqs. (5.106) and (5.107) can be reduced to the dispersion relation for the SHD model,
given in Eqs. (5.60) and (5.61). The physical interpretation for this results is found by recalling
that the limit kc → ∞ corresponds to the limit lc → 0, which is the length scale for the density
variations in the EG that characterize the effects from Bohm potential. Accordingly, when the
influence of the Bohm quantum term is neglected, the forth order PDE for induced charge density
ρ(R, t) is reduced to second order PDE, which characterizes the SHD model.
In Fig. 5.2, we present both the SHD and QHD dispersion relations for comparison by choos-
ing rs = 3 and ksa = 10, accompanied by the dispersion relation of the local model illustrated
by the green dashed line. As can be seen, compared with the local model, which only has one
even and one odd plasmon dispersion relations, multiple dispersion relation curves are seen for
both the SHD and QHD models. First, if we look at the surface plasmon for both local and
nonlocal models, which are labeled by n = 0, we see that in the limit of long wavelengths,
qa  1, both local and non-local models show the same relation between reduced frequency
Ω and the reduced wavenumber qa. On the other hand, as the wavelength increases, while the
surface plasmons for the local model in both even and odd mode converge to a common value
ω = ωp
√
2, it is interesting to notice that the surface plasmon dispersions for both the SHD
and QHD increase and continue to behave in highly similar manner when ω < ωp. This phe-
nomenon indicates that the Bohm quantum potential does not exert much influence when the
value of eigenfrequency ω is below the bulk plasma frequency ωp. However, for ω > ωp in the
limit of short wavelengths, one can easily see that the reduced frequency for surface plasmon
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Figure 5.2: Dispersion relations for both the even and odd plasmon modes in a metal slab of
thickness a, where we show the reduced frequency Ω as a function of the wavenumber qa. The
results are shown for both the SHD model and QHD model, while for the QHD model two sets
of dispersion relations are presented by utilizing the sets of BC1 and BC2, given in in Eqs. (5.87)
and (5.88), respectively. The green dash and dot line presents the LHD model. The surface
plasmon modes are labeled by n = 0 while the bulk plasmon modes are characterized by n =
1, 2, 3, . . . with the density parameter of the EG fixed at rs = 3. The Thomas-Fermi screening
length in the EG is chosen so that ksa = 10.
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Figure 5.3: Dispersion relations for both the even and odd plasmon modes of the QHD model for
BC1 and BC2, where we show the reduced frequency Ω as a function of the reduced wavenumber
q/kF , with kF being the Fermi wavenumber in the EG. The surface plasmons with n = 0 and
the first bulk plasmons with n = 1 are presented for different metallic slab thicknesses, ksa =
10, 20, 40, 80, with the density parameter fixed at rs = 3.
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mode reveals different short wavelength behaviors (large qa). For the SHD model, the reduced
frequency is bounded by Ω <
√
1 + q
2
k2s
, which corresponding to the real and positive value for
qs with γ = 0. For QHD model, both BC1 and BC2 are bounded by Ω <
√
1 + (2q
2+k2c )
2
4k2sk
2
c
− k2c
4k2s
,
which leads to the real and positive value for both wavenumber q± when γ = 0. Another notable
result for the short wavelength behavior of the QHD model is that, for BC2, as qa→∞, we find
a linear relationship between Ω and qa for both even and odd modes as Ω =
√
2 qa/ksa, whereas
the surface plasmons for BC1 are obviously quadratic curves when qa is sufficiently large, which
is a consequence of different conditions for the electric potential and induced charge density on
the boundary.
Moreover, according to Fig. 5.2, it is worthwhile to point out that, for the so-called bulk
plasmons in the nonlocal models, which are labeled by n = 1, 2, 3, ..., there are significant
differences between the SHD and QHD models. One of them lies in the dispersion behavior
at the limit of the short wavelengths. As can be seen, when qa increases, the increase of the
reduced frequency Ω in SHD is slower than that of both QHD models for n = 1, 2, 3, .... It is
also worth to note that in the QHD model, the bulk plasmons are characterized by the reduced
frequencies that are larger than Ω =
√
1 + (2q
2+k2c )
2
4k2sk
2
c
− k2c
4k2s
. This indicates that for bulk plasmons,
the wavenumber q+ is real and positive while q− is imaginary, which is attributed to the infinitely
many solutions of Eq. (5.102) to Eq. (5.107). By fixing an arbitrary value for wavenumber qa, one
can observe that for each bulk plasmon mode in the nonlocal models, the values of Ω for QHD
are greater than those in SHD model for both even and odd modes, and the curves are sparser
for bulk plasmons in the QHD model. If one continues this comparison between the QHD bulk
dispersions for BC1 and BC2, the figures reveal that the value of Ω for BC2 is slightly lower
than that of BC1, and the difference increases while the value of the mode n increases. Those
differences between the SHD model and the QHD models arise due to the gradient correction
from the Bohm quantum potential as a result of quantum effect.
In order to observe how the thickness of slab affects plasmon dispersions, we present Fig. 5.3
where the dependence on the new variable are q/kF is shown, where kF = mvF/~ is the Fermi
wavenumber in the EG. By using the new variable q/kF , we avoid the influence of the thickness
in the variable qa used for Fig. 5.2. From the dispersion relation we can see that as the slab
thickness increases, the surface plasmon of QHD will tend asymptotically to the surface plasmon
of SHD. It is physically feasible because, as the metal slab thickness increases to a size which
is much larger than lc, the Bohm potential quantum effect can be ignored thus giving rise to the
SHD model.
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5.4 Conclusion
The study of the dynamic response of a metallic slab due to the polarization by the passage of
external charged particles has been attracting attention for a long time. The discussion of the
dispersion relation for plasmon polarization has arisen for various of metallic structures under
nonlocal description, where the authors treated the EG inside the metal within the hydrodynamic
approximation [38, 39]. Based on the local description of the metal, if we introduce the so-called
TF form of the pressure in the equation of potential energy for electrons, the resulting expression
for the dispersion relations of SHD model reveals that both the surface and bulk (or volume)
plasmons can be excited directly by the external charges. An extensive review of the SHD model
was given in Ref. [40]. In our recent study for SHD model [41], we introduced the GF technique
for the mathematical model resulting from the SHD model, which give rise to multiple plasmon
dispersion for both surface and volume plasmon.
In order to deduce the dispersion relation from the excitation of the collective oscillation
in the thin metal layer, we have presented in this chapter a QHD model of the EG in metallic
structures, which exerts better performance than the SHD model in recognizing the spatially
nonlocal effects of electron excitation in nanometer-sized structures. This formulation of the
hydrodynamic model was recently used to study the energy loss and dynamic polarization of a
thin metal slab by a fast moving external point charge [42].
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Chapter 6
Green’s function for Poisson equation in
the presence of aqueous electrolyte
Carbon nanostructures, and graphene in particular, have been studied in recent years for a wide
range of applications for biological and chemical sensors [9, 10, 11]. While experimental inves-
tigation of graphene based biochemical sensors is rapidly accelerating area, theoretical modeling
of electrochemistry of graphene is still in its infancy. Graphene operates in such applications
in the configuration of a FET with its surface exposed to an electrolyte containing mobile ions,
as in Fig. 1.3. By applying a gate potential through the electrolyte gives rise to the so-called
EDL near graphene, which may improve the control of graphene’s electrical conductivity mak-
ing it extremely sensitive to the presence of adsorbed molecules, ion concentration, or the pH
in an aqueous solution. In addition, graphene is usually supported by an insulating substrate,
such as SiO2, which may contain large density of charged impurities that also affect graphene’s
conductivity.
In a recent study [8], the ability of mobile ions in the solution to screen the effects of charged
impurities was studied in the regime of a low potential drop across EDL by using a linearized
PB model, or the Debye-Hu¨ckel (DH) approximation for the electrolyte. However, typical appli-
cations of graphene FETs require high doping densities of charge carriers that are achieved by
applying relatively large electrolytic gate potentials, which render the linearized PB model insuf-
ficient. To remedy this situation, we develop a partially-linearized PB model for ionic screening
of charged impurities underneath graphene, which is based on the GF approach. In order to
include the effect of finite ion size, at least at a qualitative level, we derive a GF for the partially-
linearized PB model that also includes a Stern layer at the interface with graphene and allows
modeling of ionic screening in the regime of a dually-gated single-layer graphene FET.
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6.1 Poisson-Boltzmann equation in the electrolyte
6.1.1 Boltzmann distribution of mobile ions
In electrochemistry, one considers thermodynamic interactions of a liquid solvent with added
salt. In the presence of water, the molecules of salt dissociate into positive ions with charge
eZ+ and negative ions with charge −eZ−, where e > 0 is the proton charge and Z± is the ion
valence. We consider here a symmetric aqueous electrolyte with Z+ = Z− = Z [43, 8, 26]. In
the Boltzmann approach, the ions are considered to be explicit point electric charges obeying the
Poisson equation. If the electrostatic potential at a position R is Φ(R), then the local potential
energy of the positively and negatively charged ions is given by V± = ±eZ±Φ(R). In the
ground state, the electrostatic potential in the bulk region of electrolyte is constant and may be
defined as a zero reference potential. Under those conditions, the concentrations (or the number
densities) of the positively and negatively charged ions are also constant and equal to each other,
c+ = c− = c, where c is the salt concentration. However, if the electrostatic potential is not
constant, e.g., due to immersion of a charged electrode or graphene into the electrolyte, the
salt ions will rearrange their positions so that their densities will be provided by the probability
distribution, which has the Boltzmann form under equilibrium conditions at a thermodynamic
temperature T (in Kelvin), given by
c+(R) = c e
−Z+eΦ(R)
kBT , (6.1)
c−(R) = c e
Z−eΦ(R)
kBT , (6.2)
where kB is the Boltzmann constant. Now the expression for the electric charge density due to
the mobile ions in the electrolyte becomes
ρion = e(c+ − c−) = Zec
[
e
−Z+eΦ(R)
kBT − e
Z−eΦ(R)
kBT
]
. (6.3)
6.1.2 Nonlinear Poisson-Boltzmann equation
When a charged electrode is immersed in an ionic solution, then a redistribution of the electro-
static potential and the concentrations of the salt ions will occur in the electrolyte, giving rise to
the so-called EDL in a region of the electrolyte adjacent to that electrode. The distribution of
the electrostatic potential in the electrolyte may be found by substituting the local electric charge
density based on the Boltzmann distribution, Eq. (6.3), into the Poisson equation, giving rise to
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the PB model of EDL. If we further assume that there is a distribution of some external charge,
such as charged bio-molecules in the electrolyte, with the charge density ρext(R) that is a given
function of the position R, then the PB equation may be written as
∇ · [∇Φ(R)] = −4piρ(R), (6.4)
where  is the dielectric constant of solvent (water) in the electrolyte, and the total charge density
ρ(R) is given by
ρ(R) = ρion(R) + ρext(R)
= Zec
[
e
−Z+eΦ(R)
kBT − e
Z−eΦ(R)
kBT
]
+ ρext(R)
= −2Zec sinh
[
ZeΦ(R)
kBT
]
+ ρext(R). (6.5)
Equivalently, when  is constant throughout the electrolyte, the nonlinear PB equation arrives in
a more compact form as
∇2Φ(R) = 8piZec

sinh
[
ZeΦ(R)
kBT
]
− 4pi

ρext(R). (6.6)
Solving Eq. (6.6) subject to the standard electrostatic BCs at the electrode surface will then
yield the spatial dependencies of the potential, as well as the ion concentrations in the EDL
according to Eq. (6.1) and (6.2). If the layer of electrolyte is thick enough, then deep in its bulk
region, far from the electrode, the electrolyte will be overall neutral with c+ = c− = c, while
the electrostatic potential will be constant and determined by the so-called reference electrode,
see Fig. 1.3. Usually, the value of the potential in the bilk electrolyte is taken as a zero reference
potential.
6.1.3 Nonlinear Poisson-Boltzmann equation in one dimension
If the area of an electrode, or the area A of graphene sheet immersed in the electrolyte is large
enough and if there are no lateral fluctuations of electrostatic potential in directions parallel to
graphene, then the spatial distribution of the potential will only depend on the distance from
graphene. Adopting a 3D Cartesian coordinate system with the position vector R = (r, z),
where r = (x, y) is the position in a plane parallel to graphene, then it is justifiable to assume
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that the potential Φ(R) can be written as Φ(z). With the assumption that ρext(R) = 0, the PB
equation becomes:
∂2
∂z2
Φ(z) =
8piZec

sinh
[
ZeΦ(z)
kBT
]
. (6.7)
If we denote ψ = ZeΦ(z)
kBT
as a non-dimensional electrostatic potential, then the PB equation
for ψ becomes:
d 2ψ(z)
d z2
= κ2 sinh[ψ(z)], (6.8)
where we define parameter
κ =
√
c
8piZ2e2
kBT
,
corresponding to the so-called Debye screening length in electrolyte, given by λD = 1/κ.
Equation (6.8) is a second-order nonlinear ODE. By denoting a non-dimensional electric field
as E(z) = E(ψ(z)) = −dψ
d z
, the above equation for ψ(z) may be reduced to a first-order ODE
for E as a function of ψ, giving the so-called first integral. From there, one can find an exact
solution ψ(z), subject to the electrostatic BC at the edge of the EDL and assuming ψ(z)→ 0 as
z →∞ [43].
6.2 Green’s function for Poisson-Boltzmann equation in Debye-
Hu¨ckel approximation
Our previous derivations of the GF in layered structures can be easily adapted to include a layer of
electrolyte in the so-called DH approximation, which is based on a linearization of the non-linear
PB equation in Eq. (6.6). Namely, if the temperature T is high enough and/or potential variation
from its reference value in the bulk electrolyte is small, one may assume |ZeΦ(R)|  kBT .
Then we can introduce the approximation sinh(ZeΦ(R)
kBT
) ≈ ZeΦ(R)
kBT
for the charge density due to
mobile ions in the solution into the PB equation in Eq. (6.6). As a result, we obtain a linear PDE
of the Helmholtz type for the electrostatic potential in the EDL,
∇2Φ(R)− κ2Φ(R) = −4pi

ρext(R). (6.9)
We are interested here in a three-layered structure shown in Fig. 2.3, where the region I1
is defined by −∞ ≤ z ≤ 0 with relative dielectric constant 1 corresponding to a thick layer
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of insulating oxide, while the region I2 is defined by 0 ≤ z ≤ h with dielectric constant 2
and it corresponds to the so-called Stern layer in electrochemistry, which is free of charges and
separates the EDL in the electrolyte from the electrode (graphene) surface [43]. Finally, the
region I3 is defined as the semi-infinite domain z ≥ h, which models the EDL as the so-called
diffuse layer containing mobile ions, with dielectric constant of the background solvent being 3.
For the electrical potential, first we rewrite the potential in a piecewise manner as Φj when
z ∈ Ij . As for j = 1, 2 without mobile ions, the potential satisfies the previously discussed
Poisson equation as
∇2Φj(R) = −4pi
j
ρext(R), (6.10)
whereas for region I3 the potential Φ3 satisfies the Helmholtz equation due to the mobile ions,
∇2Φ3(R)− κ2Φ3(R) = −4pi

ρext(R). (6.11)
Instead of deriving the GF Gj for layer Ij in 3D space directly, we take advantage of transla-
tional invariance in the (x, y) plane and perform the 2D FT as
Φ(r, z) =
ˆ
d2q
(2pi)2
eiq·rΦ˜(q, z). (6.12)
By analogy with the procedure used in section 2.5, we need to specify the GF for different
observation points R, as well as the source points R′. So, we introduce the FTGF G˜jk(z, z′)
with double index, where the index j corresponds to the specific location of the observation
point, z ∈ Ij , while k indicates that the source point satisfies z′ ∈ Ik, with j, k = 1, 2, 3. Now,
the nine components of the FTGF are fully determined from the system of ODEs written in a
compact form as
∂2
∂z2
G˜jk(q; z, z
′)− q2j G˜jk(q; z, z′) = −
4pi
j
δjk δ(z − z′), for z ∈ Ij and z′ ∈ Ik (6.13)
where
q2j =
{
q2 for j = 1, 2
q2 + κ2 for j = 3. (6.14)
Before diving into the tedious works, there is one thing worth noticing. Recall that the set of
ODEs for FTGF without electrolyte in section 2.5 is
∂2
∂z2
G˜jk(q; z, z
′)− q2G˜jk(q; z, z′) = −4pi
j
δjk δ(z − z′), for z ∈ Ij and z′ ∈ Ik. (6.15)
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Comparing to the new set of ODEs for the FTGF with electrolyte in Eq. (6.13), the only differ-
ence in the old set of ODEs in Eq. (6.15) is the value of the coefficient qj when j = 3. This
means that during the process of solving for Gjk when j, k = 1, 2, 3, the only difference would
be in the general solutions for G3k for all k = 1, 2, 3. To be more specific, the general solutions
for G3k has the form
G˜31(z, z
′) = Ae−
√
q2+κ2z, (6.16)
G˜32(z, z
′) = Be−
√
q2+κ2z, (6.17)
G˜<33(z, z
′) = Ce
√
q2+κ2z +De−
√
q2+κ2z, (6.18)
G˜>33(z, z
′) = Ee−
√
q2+κ2z. (6.19)
where A,B,C,D and E are just arbitrary constants that need to be determined by the MCs and
the BCs listed in section 2.6. As for the general solution of G˜jk for all j = 1, 2, 3 with k = 1, 2,
they have the same form as in the section 2.5.
Now, after obtaining the general form for all components of the FTGF, we apply the same
sets of MCs and BCs, i.e., the continuity, jump condition, and condition at infinity, to obtain the
final expressions for the FTGF. As a result, the expressions for G˜jk can be written in a compact
form if we define auxiliary parameters as
λb =
1 − 2
1 + 2
, (6.20)
¯12 =
1 + 2
2
, (6.21)
¯23 =
3 + 2
2
, (6.22)
∆ = e−2qh, (6.23)
λT =
3
√
q2 + κ2 − 2q
3
√
q2 + κ2 + 2q
. (6.24)
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The final solutions are
G˜11 =
2pi
q1
[
e−q|z−z
′| +
λb − λT∆
1− λbλT∆ e
q(z+z′)
]
, (6.25)
G˜21 =
2pi
q¯12
e−qz − λT∆ eqz
1− λbλT∆ e
qz′ , (6.26)
G˜31 =
2pi
q¯12
1− λT
1− λbλT∆e
√
q2+κ2(h−z)+q(z′−h), (6.27)
G˜22 =
2pi
q2
{
e−q|z−z
′| +
λbλT∆
1− λbλT∆
[
eq(z−z
′) + e−q(z−z
′)
]}
− 2pi
q2
λb e−q(z+z
′) + λT∆ eq(z+z
′)
1− λbλT∆ , (6.28)
G˜32 =
2pi
q2
(eqz′ − λbe−qz′)(1− λT)
1− λbλT∆ e
√
q2+κ2(h−z)−qh, (6.29)
G˜33 =
2pi√
q2 + κ23
[
e−
√
q2+κ2|z−z′| +
λT − λb∆
1− λbλT∆ e
√
q2+κ2(2h−z−z′)
]
, (6.30)
where the nine components of the FTGF system are reduced to six components owing to the
Maxwell’s symmetry property of GF.
6.3 Green’s function for partially linearized Poisson-Boltzmann
equation
We now want to model a dual-gated graphene with a large potential drop across the EDL in the
electrolyte, which invalidates the DH approximation. Unlike the structure shown in Fig. 2.3, we
consider here the insulating oxide underneath graphene to have finite thickness t, as shown in
Fig. 6.1. So, using the same Cartesian coordinate system as in section 6.2, we see that the region
I1 is defined here by −t ≤ z ≤ 0, whereas the other two regions retain the same definitions. We
assume that the region I1 contains a distribution of fixed charged impurities, whereas the region
I3 contains salt ions in the electrolyte, which form the EDL, and possibly some small amounts of
charged bio-molecules. In addition, we introduce explicitly in Fig. 6.1 a single layer of graphene
in the plane z = 0 and assume that it carries a surface charge density σg. Noting that the charge
carriers in graphene (electrons and holes) are also mobile, we expect that both the charge carriers
in graphene and the mobile ions in the electrolyte will redistribute themselves so as to screen any
spatial fluctuation in the electrostatic potential arising from the fixed charged impurities in the
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oxide substrate or from the charged bio-molecules in the electrolyte adjacent to the surface of
graphene.
Similarly to the procedure of how we dealt with the electrostatic potential in layered struc-
tures in previous chapters, we first rewrite the potential in a piecewise manner as Φj(R) for
z ∈ Ij , satisfying the following equations for j = 1, 2, 3
j∇2Φj(R) = −4pi[ρ(ion)j (Φj(R)) + ρ(ext)j (R)], (6.31)
where ρ(ion)j is the local charge density due to mobile ions, defined as
ρ
(ion)
j (Φj(R)) =
{
0 for j = 1, 2
−2Zec sinh{βZe[Φ3(R)− Φ3(∞)]} for j = 3, (6.32)
with β = 1
kBT
and Φ3(∞) being the (constant) value of the potential deep in the bulk of the
electrolyte, z → ∞, determined by a top gate. Moreover, we assume that the external charge
density in Eq. (6.31) may be decomposed into the density of charged impurities ρimp(R) in the
region I1 occupied by oxide and the density of charged bio-molecules ρbio(R) in the region I3
occupied by electrolyte, so that
ρ
(ext)
j (R) =

ρimp(R) for j = 1,
0 for j = 2,
ρbio(R) for j = 3.
(6.33)
The equations (6.31) should be solved subject to the BCs at z = −t and z →∞, such that
Φ1(R)|z=−t = φbg, (6.34)
Φ3(R)|z→∞ ≡ Φ3(∞) = φtg, (6.35)
where φbg and φtg are the (constant) electrostatic potentials at the back gate at z = −t and at the
top gate deep in the electrolyte, respectively. In addition, the electrostatic potential has to satisfy
the following MCs at z = 0 and z = h,
Φ1(R)|z=0 = Φ2(R)|z=0 ≡ φ0(r) (6.36)
Φ2(R)|z=h = Φ3(R)|z=h (6.37)
−2 ∂Φ2(R)
∂z
∣∣∣∣
z=0
+ 1
∂Φ1(R)
∂z
∣∣∣∣
z=0
= 4piσg[φ0(r)] (6.38)
2
∂Φ2(R)
∂z
∣∣∣∣
z=h
= 3
∂Φ3(R)
∂z
∣∣∣∣
z=h
. (6.39)
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Figure 6.1: Schematic diagram for the three regions in a dual-gated graphene transistor with
electrolyte containing mobile salt ions and with an oxide substrate containing charged impurities.
Adapted from Ref. [8].
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We have defined in Eq. (6.36) the value of the electrostatic potential φ0(r) in the plane z = 0,
which only depends on the lateral position r = (x, y) and we have indicated in Eq. (6.38) the
charge density on graphene is a functional σg[φ0(r)] of that potential.
We now assume that all quantities may be written as the sum of their average value taken
over the large area A of graphene plus a small fluctuating part. So, for the electrostatic potential
and the external charge components in the regions I1 and I3 we write
Φj(R) = Φ¯j(z) + δΦj(R), (6.40)
ρimp(R) = ρ¯imp(z) + δρimp(R), (6.41)
ρbio(R) = ρ¯bio(z) + δρbio(R), (6.42)
where
Φ¯j(z) =
1
A
ˆ
A
Φj(r, z) d
2r, (6.43)
ρ¯imp(z) =
1
A
ˆ
A
ρimp(r, z) d
2r. (6.44)
For the sake of simplicity, we shall assume that the average density of charged bio-molecules
vanishes in the region I3, ρ¯bio(z) = 0, even though its fluctuating part δρbio(R) may be nonzero
in that region.
For the charge density on graphene, we first write the electrostatic potential in the plane of
graphene as
φ0(r) = φ¯0 + δφ0(r), (6.45)
where φ¯0 is the (constant) surface average of that potential that defines the equilibrium charge
density on graphene σ0(φ¯0) (see Eq. (6.48) below) and δφ0(r) is the fluctuating part of that
potential. We further assume a linear-response type constitutive relation akin to those for the
electric and magnetic fields in Eqs. (2.6) and (2.7), which relates the charge density fluctuation
on graphene δσg = σg − σ0 to the fluctuation of the in-graphene potential as
δσg(r) = −e2
ˆ
X (r− r′)δφ0(r′) d2r′. (6.46)
Taking a 2DFT of this relation and comparing the result with that in Eq. (2.67), we conclude
that the response function X (r) is an inverse 2DFT of the static polarizability of graphene χ(q).
Hence, we may write the total surface charge density on graphene as a functional given by
σg[φ0(r)] = σ0(φ¯0)− e2
ˆ
X (r− r′)δφ0(r′) d2r′. (6.47)
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It should be noted that χ(q) and hence X (r) are strongly dependent on the equilibrium charge
density σ0(φ¯0) on graphene that is achieved in the dual gating process. This density may be
evaluated from [22]
σ0(φ¯0) =
2
pi
e
(~vFβ)2
[
dilog
(
1 + eβ(εF+eφ¯0)
)
− dilog
(
1 + e−β(εF+eφ¯0)
)]
, (6.48)
where vF is the Fermi speed in graphene (vF ≈ c/300, where c is the speed of light in free
space), εF is the Fermi energy of doped graphene, and dilog is the standard dilogarithm function.
As for the density of mobile ions, which is only nonzero in the region I3 by Eq. (6.32), we
also write it as the sum of an average part and a fluctuation part as
ρ
(ion)
3 (Φ3(R)) = ρ¯
(ion)
3 (Φ¯3(z)) + δρ
(ion)
3 (δΦ3(R)). (6.49)
If we further assume that |δΦ3(R)|  |Φ¯3(z) − Φ¯3(∞)| in the region I3, where Φ¯3(∞) =
Φ3(∞) ≡ φtg, then Eq. (6.49) gives to the first order in δΦ3
ρ
(ion)
3 (Φ3(R)) = − 2Zec sinh{βZe[Φ¯3(z)− Φ¯3(∞) + δΦj(R)]} (6.50)
≈ − 2Zec sinh{βZe[Φ¯3(z)− Φ¯3(∞)]} (6.51)
− 2β(Ze)2c δΦ3(R) cosh{βZe[Φ¯3(z)− Φ¯3(∞)]}. (6.52)
Thus, the average and the fluctuation parts of ρ(ion)3 in the region I3 are written as
ρ¯
(ion)
3 (Φ¯3(z)) = −2Zec sinh{βZe[Φ¯3(z)− Φ¯3(∞)]}, (6.53)
δρ
(ion)
3 (δΦ3(R)) = −2β(Ze)2c δΦ3(R) cosh{βZe[Φ¯3(z)− Φ¯3(∞)]}. (6.54)
Finally, Eq. (6.31) now becomes in the three regions with j = 1, 2, 3
∇2[Φ¯1(z) + δΦ1(R)] = −4pi
1
[ρ¯imp(z) + δρimp(R)], (6.55)
∇2[Φ¯2(z) + δΦ2(R)] = 0, (6.56)
∇2[Φ¯3(z) + δΦ3(R)] = −4pi
3
[ρ¯
(ion)
3 (Φ¯3(z)) + δρ
(ion)
3 (δΦj(R)) + δρbio(R)], (6.57)
where in the last equation we set ρ¯bio(z) = 0, by assumption. In the following sections we shall
solve separately the averaged and the fluctuating parts of each of these equations.
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6.3.1 Averaged part of partially linearized Poisson-Boltzmann equation
For the averaged parts of Eqs. (6.55), (6.56) and (6.57) we obtain the following set of ODEs in
regions j = 1, 2, 3,
1
d2Φ¯1(z)
dz2
= −4piρ¯imp(z), (6.58)
2
d2Φ¯2(z)
dz2
= 0, (6.59)
d2Φ¯3(z)
dz2
= 8pi
Zec
3
sinh{βZe[Φ¯3(z)− Φ¯3(∞)]}. (6.60)
We assume that the averaged potential satisfies the same BCs,
Φ¯1(−t) = φbg, (6.61)
Φ¯3(∞) = φtg (6.62)
and the same MCs,
Φ¯1(0) = Φ¯2(0) ≡ φ¯0 (6.63)
Φ¯2(h) = Φ¯3(h) ≡ φ¯h (6.64)
−2 dΦ¯2(0)
dz
+ 1
dΦ¯1(0)
dz
= 4piσ0(φ¯0) (6.65)
2
dΦ¯2(h)
dz
= 3
dΦ¯3(h)
dz
, (6.66)
as the full potential in the previous subsection, but using the average charge density on graphene
in Eq. (6.65). Note that in Eq. (6.64) we have defined the surface average of the potential φ¯h in
the plane z = h, i.e., at the boundary between the Stern layer and electrolyte.
Solving Eq. (6.58) with the BC in Eq. (6.61) gives
Φ¯1(z) = −4pi
1
zˆ
−t
(z − z′) ρ¯imp(z′) dz′ + A(z + t) + φbg, (6.67)
whereas the general solution of Eq. (6.59) in the Stern layer is simply
Φ¯2(z) = B z + C. (6.68)
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Using the MCs in Eqs. (6.63), (6.64), (6.65) and (6.66) we can determine the coefficients A, B
and C, as well as the average potential φ¯h.
In the region I3, Eq. (6.60) can be reduced to the one-dimensional case given in Eq. (6.8)
by introducing a non-dimensional average potential in the electrolyte by ψ(z) = βZe[Φ¯3(z) −
Φ¯3(∞)], and solving it subject to the BC in Eq. (6.62), which gives ψ(∞) = 0. The result is
given by [43]
ψ(z) = 4 tanh−1[e−κ(z+z0)] sign(ψh), (6.69)
where ψh ≡ ψ(h) = βZe(φ¯h − φtg) is a non-dimensional average of the potential drop across
the EDL. In Eq. (6.69) we introduced an auxiliary parameter z0 defined by
z0 = −h− 1
κ
ln
∣∣∣∣tanh(ψh4
)∣∣∣∣ . (6.70)
For the calculation of the fluctuation part in the next subsection, we also need an expression
cosh[ψ(z)] = 1 + 2 cosech2[κ (z + z0)], (6.71)
which is easily deduced from the solution in Eq. (6.69).
Finally, from the BCs in Eqs. (6.61) and (6.62) and from MCs in Eqs. (6.63), (6.64), (6.65)
and (6.66) we obtain two transcendental equations, which determine the average potential on
graphene φ¯0 (and hence the average charge density on graphene σ0(φ¯0)), as well as the potential
φ¯h (and hence the parameters ψh and z0 that determine the ionic charge accumulated in the EDL)
in terms of the externally applied gate potentials φbg = Φ¯1(−t) and φtg = Φ¯3(∞) as
Cox(φ¯0 − φbg) + CS(φ¯0 − φ¯h) = σ0(φ¯0) + σimp (6.72)
Cox(φ¯0 − φbg) + 3κ
2piβZe
sinh
(
ψh
2
)
= σ0(φ¯0) + σimp (6.73)
where Cox = 1/(4pit) and CS = 2/(4pih) are defined as the capacitances per unit area of the
oxide layer and the Stern layer, respectively. In the above equations, σimp is the effective surface
density of charged impurities in the oxide defined by [8]
σimp =
0ˆ
−t
(
1 +
z
t
)
ρ¯imp(z) dz. (6.74)
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6.3.2 Fluctuating part of partially linearized Poisson-Boltzmann equation
For the fluctuating parts of Eqs. (6.55), (6.56) and (6.57) we obtain in regions j = 1, 2, 3 the
following set of linear second-order PDEs
∇2δΦ1(R) = −4pi
1
δρimp(R), (6.75)
∇2δΦ2(R) = 0, (6.76)
∇2δΦ3(R)− 8piβ(Ze)
2c
3
cosh{βZe[Φ¯3(z)− Φ¯3(∞)]}δΦ3(R) = −4pi
3
δρbio(R), (6.77)
which must satisfy the homogeneous BCs,
δΦ1(R)|z=−t = 0, (6.78)
δΦ3(R)|z→∞ = 0, (6.79)
and the following MCs at z = 0 and z = h,
δΦ1(R)|z=0 = δΦ2(R)|z=0 (6.80)
δΦ2(R)|z=h = δΦ3(R)|z=h (6.81)
−2 ∂δΦ2(R)
∂z
∣∣∣∣
z=0
+ 1
∂δΦ1(R)
∂z
∣∣∣∣
z=0
= 4pi δσg[δφ0(r)] (6.82)
2
∂δΦ2(R)
∂z
∣∣∣∣
z=h
= 3
∂δΦ3(R)
∂z
∣∣∣∣
z=h
. (6.83)
Note that δσg(r) in Eq. (6.82) was defined in Eq. (6.46) as a linear functional of the fluctuating
potential in the plane of graphene, δφ0(r). However, following the procedure outlined in the
section 2.7, we may safely omit graphene from the solution for the fluctuating part of the PB
equation and include it in the GF by using the DS equation approach. Hence we set δσg[δφ0(r)] =
0 in Eq. (6.82) and proceed to find the GF for the structure in Fig. 6.1 without graphene.
It is noteworthy that we may replace cosh{βZe[Φ¯3(z) − Φ¯3(∞)] = cosh[ψ(z)] in the left-
hand side of Eq. (6.77), and use the identity given in Eq. (6.71) to obtain a more compact form
of the partially linearized PB equation in electrolyte,
∇2δΦ3(R)− κ2
{
1 + 2 csch2[κ (z + z0)]
}
δΦ3(R) = −4pi
3
δρbio(R), (6.84)
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where we have defined csch as a shorthand for the cosech function. Notice that, through the
parameter z0, this equation contains information about the average charge densities in the overall
structure and the external gate potentials from Eqs. (6.72) and (6.73).
Owing to the 2D translational invariance of the structure, we may now apply the 2DFT to the
fluctuating potentials δΦj(R) ≡ δΦj(r, z) for all j, defined as
Φ˜j(q, z) =
ˆ
e−iq·rδΦj(r, z) d2r, (6.85)
with similar definitions for the fluctuating parts of the densities of charged impurities and bio-
molecules, ρ˜imp(q, z) and ρ˜bio(q, z), respectively. As a result, we obtain from Eqs. (6.75), (6.77)
and (6.77),
∂Φ˜1(q, z)
∂z2
− q2Φ˜1(q, z) = −4pi
1
ρ˜imp(q, z), (6.86)
∂Φ˜2(q, z)
∂z2
− q2Φ˜2(q, z) = 0, (6.87){
∂2
∂z2
− q2 − κ2 − 2κ2csch2[κ (z + z0)]
}
Φ˜3(q, z) = −4pi
3
ρ˜bio(q, z). (6.88)
It can be shown that there are two linearly independent eigenfunctions of the differential
operator on the left-hand side in Eq. (6.88), which are defined for z ≥ h by
U+(z) = e
z
√
q2+κ2
{
1− coth[κ(z + z0)]√
q2 + κ2
κ
}
, (6.89)
U−(z) = e−z
√
q2+κ2
{
1 +
coth[κ(z + z0)]√
q2 + κ2
κ
}
, (6.90)
with the corresponding derivatives being
U ′+(z) =
√
q2 + κ2 U+(z) +
κ2√
q2 + κ2
ez
√
q2+κ2 csch2[κ(z + z0)], (6.91)
U ′−(z) = −
√
q2 + κ2 U−(z)− κ
2√
q2 + κ2
e−z
√
q2+κ2 csch2[κ(z + z0)]. (6.92)
Hence the Wronskian of those functions is given by
W ≡ U+(z)U ′−(z)− U−(z)U ′+(z) = −
2q2√
q2 + κ2
. (6.93)
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The above expressions for the eigenfunctions U+(z) and U−(z) of the partially linearized PB op-
erator in Eq. (6.88) will be used to construct the components of the TFGF in the region occupied
by electrolyte.
6.3.3 Results for Green’s function for the fluctuating parts in 3 layers
By analogy with the procedure used in section 2.5, we can deduce now a set of second-order,
linear ODEs with non-constant coefficients for the components G˜jk(z, z′) of the FTGF corre-
sponding to the partially linearized PB equations (6.86), (6.87) and (6.88) as
∂2
∂z2
G˜jk(q; z, z
′)−Q2j(z)G˜jk(q; z, z′) = −
4pi
j
δjk δ(z − z′), for z ∈ Ij and z′ ∈ Ik, (6.94)
where
Q2j(z) =
{
q2 for j = 1, 2
q2 + κ2
{
1 + 2 csch2[κ (z + z0)]
}
for j = 3. (6.95)
We see in Eq. (6.94) that, in comparison with the set of ODEs for the PB equation in the DH
approximation given in Eq. (6.13), the main difference is that now the parameter Q3(z) in the
region I3 depends on distance z and includes, via the parameter z0, all the information about the
averaged features of the entire structure containing graphene in the regime of dual doping.
In the following, we shall find all the components of the FTGF in Eq. (6.94) by implementing
FTs of the BCs in Eqs. (6.78) and (6.79) and the MCs in Eqs. (6.80), (6.81), (6.82), and (6.83),
which give rise to the expressions already listed in the section 2.6. The only exception is that
the BC at z → −∞ in Eq. (2.62) is now replaced by a homogeneous Dirichlet BC at the finite
z = −t,
G˜1k(z, z
′)
∣∣∣
z=−t
= 0. (6.96)
To be quite general, and for verification purposes, we assume that fluctuations of the external
charge δρext(R) may occur in any of the three regions Ik with k = 1, 2, 3, even though in
application to electrochemistry of graphene the Stern layer in region I2 generally does not contain
charges.
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Source point in I1 (k = 1)
If the external charge is in region I1, it corresponds to the case when k = 1. So now the system
for the Poisson equation of the FTGF becomes:(
∂2
∂z2
− q2
)
G˜11(q, z, z
′) = −4pi
1
δ(z − z′) (6.97)(
∂2
∂z2
− q2
)
G˜21(q, z, z
′) = 0 (6.98){
∂2
∂z2
− q2 − κ2 − 2κ2csch2[κ (z + z0)]
}
G˜31(q, z, z
′) = 0 (6.99)
which have the general solutions with coefficients to be determined by BCs:
G˜21(z, z
′) = E eqz + F e−qz (6.100)
G˜31(z, z
′) = GU−(z) (6.101)
where we have dropped a term with U+(z) in G˜31(z, z′) which becomes indefinitely large when
z → ∞ in order to satisfy the BC at infinity. Since now both z and z′ are in the interval
I1 = (−t, 0), we define two components of the corresponding diagonal element of the FTGF as:
G˜<11(z, z
′) = A eqz +B e−qz (6.102)
G˜>11(z, z
′) = C eqz +D e−qz (6.103)
Now, the seven constants A, B, C, D, E, F and G are determined by imposing the seven BCs,
which comes from substituting Eqs. (6.102), (6.103), (6.100), (6.101) into the BC in Eq. (6.96)
and the MCs listed in the section 2.6 (subsections 2.6.2-4) with k = 1 gives a non-homogeneous
system of seven algebraic equations for A, B, C, D, E F and G,
A eqz
′
+B e−qz
′
= C eqz
′
+D e−qz
′
, (6.104)
C +D = E + F, (6.105)
E eqh + F e−qh = GU−(h), (6.106)
1(C −D) = 2(E − F ) (6.107)
2q
(
E eqh − F e−qh) = 3GU ′−(h), (6.108)
C eqz
′ −D e−qz′ − A eqz′ +B e−qz′ = − 4pi
q1
, (6.109)
A e−qt +B e−q(−t) = 0. (6.110)
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The final expressions for G˜11(z, z′), G˜21(z, z′) and G˜31(z, z′) can be written in a compact form
if we define parameters as
∆t = e2qt, (6.111)
∆h = e−2qh, (6.112)
λb =
1 − 2
1 + 2
, (6.113)
λh =
3U
′
−(h) + 2qU−(h)
3U ′−(h)− 2qU−(h)
, (6.114)
γ =
−λhλb∆h + 1
−λh∆h + λb , (6.115)
η =
sinh(qt)− 1
2
cosh(qt)
sinh(qt) + 1
2
cosh(qt)
. (6.116)
The final solution is:
G˜11(z, z
′) =
4pi
q1
sinh[q(z< + t)]
eqz> + γe−qz>
eqtγ + e−qt
(6.117)
G˜21(z, z
′) =
4pi
q¯12
sinh[q(z′ + t)]
−λh∆h + λb
−eqzλh∆h + e−qz
eqtγ + e−qt
(6.118)
G˜31(z, z
′) =
4pi
q¯12
sinh[q(z′ + t)]
−λh∆h + λb
e−qh(1− λh)
eqtγ + e−qt
U−(z)
U−(h)
(6.119)
Source point in I2 (k = 2)
By the same process as before, we acquire the PB equation for FTGF when external charge is
placed at I2 as: (
∂2
∂z2
− q2
)
G˜12(q, z, z
′) = 0 (6.120)(
∂2
∂z2
− q2
)
G˜22(q, z, z
′) = −4pi
2
δ(z − z′) (6.121){
∂2
∂z2
− q2 − κ2 − 2κ2csch2[κ (z + z0)]
}
G˜32(q, z, z
′) = 0 (6.122)
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which have the general solutions with coefficients to be determined by BCs:
G˜12(z, z
′) = A eqz +B e−qz (6.123)
G˜<22(z, z
′) = C eqz +D e−qz (6.124)
G˜>22(z, z
′) = E eqz + F e−qz (6.125)
G˜32(z, z
′) = GU−(z). (6.126)
Again, the seven constants need to be determined by imposing the BC in Eq. (6.96) and the six
MCs listed in the section 2.6 (subsections 2.6.2-4) as
A+B = C +D, (6.127)
E eqh + F e−qh = GU−(h), (6.128)
1(A−B) = 2(C −D) (6.129)
2q
(
E eqh − F e−qh) = 3GU ′−(h), (6.130)
C eqz
′
+D e−qz
′
= E eqz
′
+ F e−qz
′
, (6.131)
E eqz
′ − F e−qz′ − C eqz′ +D e−qz′ = − 4pi
q3
, (6.132)
A e−qt +B e−q(−t) = 0. (6.133)
So the final solution of those equations may be used to express the components G˜12,G˜22,G˜32 in
a compact form as
G˜12(z, z
′) =
2pi
q2
1 + η
sinh(qt)
e−qz′ −∆hλheqz′
1 + ∆hλhη
sinh[q(z + t)] (6.134)
G˜22(z, z
′) =
2pi
q2
{ −2∆hλhη
1 + ∆hλhη
cosh[q(z′ − z)] + η e
−q(z′+z) −∆hλheq(z′+z)
1 + ∆hλhη
}
+
2pi
q2
e−q|z−z
′| (6.135)
G˜32(z, z
′) =
2pi
q2
e−qh(−λh + 1) e
qz′ + η e−qz′
1 + ∆hλhη
U−(z)
U−(h)
(6.136)
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Source point in I3 (k = 3)
As in the procedures for k = 1 and k = 2, the PB equations for the components of the FTGF
with k = 3 have the form: (
∂2
∂z2
− q2
)
G˜13(q, z, z
′) = 0 (6.137)(
∂2
∂z2
− q2
)
G˜23(q, z, z
′) = 0 (6.138){
∂2
∂z2
− q2 − κ2 − 2κ2csch2[κ (z + z0)]
}
G˜33(q, z, z
′) = −4pi
3
δ(z − z′) (6.139)
which have the general solutions with coefficients to be determined from the BCs and MCs:
G˜13(z, z
′) = A eqz +B e−qz (6.140)
G˜23(z, z
′) = C eqz +D e−qz (6.141)
G˜<33(z, z
′) = E U−(z) + F U+(z) (6.142)
G˜>33(z, z
′) = GU−(z) (6.143)
where we have dropped a term with U+(z) in G˜>33(z, z
′) which becomes indefinitely large when
z → ∞. Now by implementing the BC in Eq. (6.96) and the six MCs listed in the section 2.6
(subsections 2.6.2-4), we get the system of equations:
A+B = C +D, (6.144)
1(A−B) = 2(C −D) (6.145)
C eqh +D e−qh = E U−(h) + F U+(h), (6.146)
2q
(
C eqh −D e−qh) = 3 [EU ′−(h) + F U ′+(h)], (6.147)
E U−(z′) + F U+(z′) = GU−(z′), (6.148)
GU ′−(z
′)− E U ′−(z′)− F U ′+(z′) = −
4pi
3
, (6.149)
A e−qt +B e−q(−t) = 0. (6.150)
In order to write the solutions for all the GF in a compact form, we introduce some notations as:
Γ1± = 2qU±(h)− 3U ′±(h) (6.151)
Γ2± = 2qU±(h) + 3U ′±(h) (6.152)
Ω± = Γ1± − Γ2±∆hη. (6.153)
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By this way, we obtain the final solution of G˜13,G˜23,G˜33 corresponding to the BCs as:
G˜13(z, z
′) = 4pi
(1 + η)e−qh
sinh(qt) Ω−
sinh[q(t+ z)]U−(z′) (6.154)
G˜23(z, z
′) =
4pie−qh
Ω−
(
eqz + η e−qz
)
U−(z′) (6.155)
G˜33(z, z
′) =
4pi
3W
[
Ω+
Ω−
U−(z)U−(z′)− U+(z<)U−(z>)
]
, (6.156)
where z< = min(z, z′) and z> = max(z, z′).
6.4 Conclusion
In this chapter we have considered a configuration of the FET based on a single graphene layer
exposed to a thick layer of liquid electrolyte containing salt ions. This setting may be used for
sensing of additional chemical or biological compounds in the electrolyte by either passing weak
electrical current through graphene or measuring its electrical capacitance relative to two external
gates. We assumed that graphene may be simultaneously gated by both a back gate separated
from graphene by an oxide layer of finite thickness and a reference electrode immersed into the
bulk regions of the electrolyte. It is important to note that both the electrical conductivity and
the capacitance of graphene depend on two aspects of electrostatic interactions in such structure:
a) equilibrium density of charge carrier on graphene, which is achieved through the process of
duel gating, and b) fluctuations of the electric potential in the plane of graphene due to random
distribution of charged impurities in the oxide layer [8, 22, 26].
Applying the gate potential through the ion solution gives rise to a spatial redistribution of
the mobile ions through the electrolyte in the presence of a charged graphene surface, which
may be modeled by the Boltzmann distribution. As a consequence, the resulting PB equation
becomes non-linear and hence intractable by analytical methods in its full 3D form. In the case
that variation of the electric potential across liquid electrolyte is small, this equation can be
linearized, giving rise to the so-called DH approximation, which allows a very similar treatment
to be applied to obtain the corresponding GF as in the case of a simple multilayered structure of
dielectrics.
However, current experiments show that the electrolytically gated graphene transistors for
biochemical sensing often operate with quite large charge carrier densities on graphene, which
require application of large potential differences across the liquid electrolyte [9, 12]. We can then
assume that the electrostatic potential and all the charge densities in the system are represented
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by their average values taken over the large area of graphene, in which case the resulting 1D
nonlinear differential equation for the potential can be solved analytically along the coordinate
perpendicular to graphene. This solution can be next assumed to represent a ground state of
the system, where the average charge densities of impurities, graphene and the salt ions in the
diffuse layer of the electrolyte are fully determined by the prescribed values of the potential
on both gates. If we further assume that the lateral fluctuations of the electrostatic potential
in directions parallel to graphene are always much smaller than the local value of the average
potential, then we can derive the so-called partially linearized PB equation, which may be solved
analytically by applying a 2D FT parallel to graphene and solving the resulting linear, ODE
with a non-constant coefficient as a function of the perpendicular coordinate in the electrolyte.
Using the two linearly independent solutions of this equation allows as to construct a full GF,
which can describe small fluctuations of the electrostatic potential across the surface of graphene,
while keeping fully nonlinear dependence on its equilibrium charge density that is achieved in
the process of dual gating in the presence of aqueous solution. Our GF can be used within the
recently developed mathematical formulation of graphene conductance [8] in the presence of
external charges in the electrolyte with an arbitrary distribution function describing, e.g., layers
of DNA molecules, lipid membrane adjacent to graphene, etc.
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Chapter 7
Concluding remarks and future work
We have outlined a formulation of the boundary-value problem for the Poisson equation for
electrostatic potential in layered structures, paying special attention to boundary conditions. It
was shown that either the Dirichlet or Neumann boundary conditions on a closed boundary yield
a unique, stable solution to this equation. In this thesis we usually consider Dirichlet boundary
conditions when the potential is prescribed on metallic electrodes, which serve as external gates
for our structures. However, since the Poisson equation must be solved in a piece-wise manner
in a layered structure, we have seen that the potential must also satisfy the electrostatic MCs of
both the Dirichlet and Neumann type at the interfaces between adjacent regions having different
dielectric properties. Moreover, we have shown that inclusion of a single sheet of graphene in
the structure gives rise to the Robin type MC.
The main theme in this thesis is detailed evaluation of the GF for the Poisson equation in
layered structures that may contain layers of finite or infinite thickness occupied with different
materials, such as dielectric insulators, a metal slab, or liquid electrolyte. It was shown that
treating the graphene layer as a zero-thickness sheet of charge that is proportional to the local
value of the electrostatic potential allows a direct inclusion of graphene into the GF for any
layered structure by means of the DS equation.
Taking advantage of translational invariance of layered structures, we have used a 2D spatial
FT to reduce the PDE for the GF to a system of ODEs. The GF is written in the form of a tensor
with components that satisfy different equations depending on the location of the source point
and the solution point. We have found that, once the linearly independent solutions of the original
Poisson equation are known, the easiest way to construct the GF components is by the method
of undetermined coefficients, which are found from the boundary and matching conditions.
After outlining the main elements of the theory in chapters 1 and 2, we have studied several
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specific configurations in some detail. In Chapter 3, we have reviewed a derivation of the GF
for the system of two and three layers of simple dielectrics. In chapter 4, we have studied two
semi-infinite regions with a randomly rough interface between them and derived an average GF
to the second order in the surface roughness. In chapter 5, we have considered a single layer
of metal containing EG sandwiched between two semi-infinite dielectrics. Three versions of the
hydrodynamic model for the EG were studied in that chapter: a local model and two non-local
models, labeled as the standard and the quantum hydrodynamic models. The latter two models
give rise to wave equations for the electron gas density, which are of the second and fourth
orders in the spatial variable, respectively. We have used the method of GFs for both the Poisson
equation for the electrostatic potential and the wave equation for the electron gas density. It was
shown that those two quantities are coupled via a physically motivated boundary condition of
the Neumann type at the boundary of the metal layer in the case of standard model, whereas
we had to search for an ABC for the case of the quantum model. Finally, in chapter 6 we have
formulated a nonlinear PB equation for the electrostatic potential in a structure containing: a
semi-infinite layer of aqueous electrolyte, a Stern layer with simple dielectric, a graphene sheet,
and an oxide of finite thickness that separates metallic back gate from graphene. After reviewing
the construction of GF for a fully linearized PB equation in the DH approximation, we have
shown that it is possible to solve the nonlinear PB equation in a 1D limit for the surface average
of all quantities and then linearize the equation about that solution. We have evaluated a GF for
such partially linearized PB equation, describing small fluctuations of the electrostatic potential
in graphene due to spatial heterogeneity of the nearby external charged species.
The main advantage of the GF method is that it can yield electrostatic potential in a structure
by performing simple integration over the spatial distribution of external charges having arbitrary
form. Hence, the results of this thesis can find a very broad range of applications, especially in the
new areas of Physics that use layered nano-structures. So, GFs of the type described in chapter 3
were recently used to study the conductivity of graphene in a filed effect transistor with several
dielectric layers and a nearby gate [7, 26]. Results for the GF similar to those described in chapter
4 were recently used to study plasmon excitation in a rough metal surface by external charges
moving parallel to that surface [44]. Nonlocal effects in the interaction of a fast point charge
moving though a metallic slab were studied in Ref. [42] by means of the QHD model discussed
in chapter 5. While the plasmon dispersion relations were described in Ref.[41] based on the
SHD model of chapter 5, a future publication will present the results for plasmon dispersion
relations in a metal slab found in this thesis based on the QHD model. Finally, while the results
for GF in the DH approximation for the Poisson equation were used to study ionic screening of
charged impurities in electrolytically gated graphene [8], a future publication will explore the use
of the GF for the partially linearized PB equation obtained in chapter 6 for graphene applications
in bio-chemical sensing.
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