Abstract. Classifier combining rules are designed for the fusion of the results from the component classifiers in a multiple classifier system. In this paper, we firstly propose a theoretical explanation of one important classifier combining rule, the sum rule, adopting the Bayes viewpoint under some independence assumptions. Our explanation is more general than what did in the existed previous by Kittler et al. [1]. Then, we present a new combining rule, named SumPro rule, which combines the sum rule with the product rule in a weighted average way. The weights for combining the two rules are tuned according to the development data using a genetic algorithm. The experimental evaluation and comparison among some combining rules are reported, which are done on a biometric authentication set. The results show that the SumPro rule takes a distinct advantage over both the sum rule and the product rule. Moreover, this new rule gradually outperforms the other popular trained combining rules when the classifier number increases.
Introduction
Combining multiple classifiers is a learning method where a collection of a finite number of classifiers is trained for the same classification task. Over the past years, this method has been considered as a more practical and effective solution for many recognition problems than using one individual classifier [1] [2] .
An important issue in combining classifiers is that of the combining rules which are designed to fuse the results from the component classifiers. Generally, the combining rules are usually categorized into two categories: fixed rules and trained rules. The fixed rules combine the classification results in some fixed mode independent of the application tasks, notably the sum rule and the product rule [1] . And the trained rules combine the results in a trained way, such as weighted sum rule to the comparison between these two kinds of methods [7] [8]. Given their extensive experimental results, it is still difficult to draw a consistent conclusion about which kind or which particular rule performs better than the others. The difficulty mainly lies on the lack of explicit theoretical analysis of these rules. Therefore, some theoretical studies on these rules appear with the objective to explain why some combination methods work better and in what cases they perform better than the others. One important work of Kittler et al.
[1] develops a common theoretical framework based on the different feature sets, where many fixed combining rules such as the product rule, sum rule, min rule, max rule and vote rule are derived. They report that the sum rule outperforms the other rules because of its resilience to estimation errors.
Although it is known that the fixed rules are obtained under strong assumptions, these assumptions still remain unclear. Furthermore, the sum rule takes favorable position in many experimental results, while the assumption for getting this rule is reported much stronger than the product rule [1] . In this paper, we focus on the combining rules based on the different feature sets. Our objective is to give a new explanation to the sum rule. Moreover, we present a new hybrid rule called SumPro which combine the sum rule with the product rule in a weighted average way.
The remainder of this paper is organized as follows. Section 2 presents our theoretical framework on the combining rules through the Bayes theorem under independence assumptions. In particular, we give the detailed analysis on the sum rule and demonstrate that our explanation for the sum rule is more general than that in Kittler et al.
[1] (fully described in the Appendix A). Then, we propose a new combining rule, named as SumPro rule. In Section 3, the experimental study on one data set is given to compare some combining rules for evaluating the SumPro rule. The conclusions are drawn in Section 4.
Our Theoretical Framework
In statistical pattern recognition, a given pattern x is assigned to the i th class i w among all the m classes 1 { ,..., } m W w w = with the maximum posterior probability. In a multiple classifier system, when the pattern x is represented by multiple feature sets, i.e., 
Product Rule
According to the Bayes theorem, the posteriori probability can be rewritten as
