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Consider the perturbed 3D cubic NLS operator:
−i∂t −∆ + Vε − |ψε|2
where the potential V is smooth, radial, exponentially decaying, with Vε(x) = ε
2V (εx) for ε ≥ 0,
and where ψε(t, x) is a solution of the corresponding 3D cubic NLS equation
[
−i∂t −∆ + Vε − |ψε|2
]
ψε = 0.
In this thesis we study spectral properties of the corresponding perturbed linearized operator JLε
(obtained by linearizing the perturbed 3D cubic NLS about a soliton solution) as we compare it to
the spectral properties of JL0. In the process we:
1. Prove that for V with ||r2V ′(r)||L1
[0,∞)
< 1 the operator JLε has no embedded eigenvalues
with eigenstates in H1(R3)×H1(R3). This is a non-trivial extension of the results of [MS].
2. Formulate a geometric condition on the existence of gap eigenvalues for JLε. This is done
mainly by adapting the work of [CJ] to our case.
3. Make a conjecture on the existence of gap eigenvalues for the JLε operator induced by Vε
with substantial progress towards that goal.
4. Numerically verify the conjecture on the existence of gap eigenstates for JLε induced by Vε
for various potentials V of the form V (r) = cr2e−r.
iii
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1.1 Perturbed 3 dimensional cubic Nonlinear Schrödinger Equation (3D cubic NLS).
We begin with the relevant definitions and notation.






− i∂t −∆− |ψ0|2 (1.1.1)








ψ0 = 0 (1.1.2)
with restriction ||ψ0(t, x)||L2(R3) = 1 for all t ∈ R≥0.
From the Introduction of [MS] we know that there are solutions ψ0 of (1.1.2) admitting the
following form:
ψ0(t, x) = e
iλtu0(x;λ) (1.1.3)
where the scaling properties of (1.1.2) allow us to choose λ and where u0(x) is positive, radial,
smooth, monotonically decreasing, and exponentially decaying. We call u0(x;λ) a soliton (or the
stationary symmetric state) corresponding to (1.1.2) with soliton parameter λ. By writing out
ψ0(t, x) = e
iλtu0(x) and plugging it into (1.1.2) we see that u0(x;λ) satisfies the corresponding
stationary 3D cubic NLS equation:
[
−∆− |u0(x;λ)|2 + λ
]
u0(x;λ) = 0. (1.1.4)
We come now to the first object needed in the statement of our problem. In the entirety of what
follows in the rest of this document, let the potential V : R3 → R always satisfy the following four
1
conditions:
1. V ∈ C∞(R3).
2. V is radial (V (x) = V (y) whenever |x| = |y|).
3. V is exponentially decaying (there is β > 0 such that lim
|x|→∞
|V (x)|eβ|x| = 0).
4. Regard V as a function of r = |x|, define V (r) := V (x), and write V ′(r) for (∂rV )(r). Our




1. For ε ≥ 0 we let Vε(x) = ε2V (εx) and Vε(r) = ε2V (εr).
2. For ε ≥ 0 we let λ(ε) = 1− ε2V (0).






− i∂t −∆ + Vε − |ψε|2 (1.1.5)




is a solution of the corresponding perturbed 3D cubic NLS
equation: [
−i∂t −∆ + Vε − |ψε|2
]
ψε = 0 (1.1.6)
with restriction ||ψε(t, x)||L2(R3) = 1 for all t ∈ R≥0. Note that the unperturbed 3D cubic NLS (both
operator and equation) correspond to the case ε = 0.
Assuming the existence of the soliton uε(x, λ(ε)) corresponding to
ψε(t, x) = e
iλ(ε)tuε(x;λ(ε)) (1.1.7)
we see that uε(x, λ(ε)) satisfies corresponding the perturbed stationary 3D cubic NLS equation:
[
−∆ + Vε − |uε(x;λ(ε))|2 + λ(ε)
]
uε(x;λ(ε)) = 0. (1.1.8)
A note on notation: it will be clear from the context what function spaces we will be working
with in a given setting. Whenever it is unambiguous, we shall therefore omit the underlying space
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from a mathematical expression. For example, if we know that we are working with underlying
space R3, when we say T : H2 → L2, we mean T : H2(R3) → L2(R3). Also, whenever the soliton
parameter λ is clear from the context, we shall drop it from the expression of the soliton uε(x;λ)
and simply write the soliton as uε(x) or uε.
1.2 Linearization of 3D cubic NLS about soliton solutions.
In this section we briefly take a step back to define the linearization of the 3D NLS equation
with a general nonlinearity about a soliton solution and apply this to (1.1.6). To that end, we define





− i∂t −∆ + Vε − g(|ψε|2) (1.2.1)
where ψε solves
[−i∂t −∆ + Vε − g(|ψε|2)]ψε = 0 (1.2.2)
with restriction ||ψε(t, x)||L2(R3) = 1 for all t ∈ R≥0. Note that in our case, the perturbed 3D
cubic NLS operator has g(s) = s. We assume that (1.2.2) has a corresponding soliton uε (with
ψε(t;x) = e
iλtuε(x;λ)) which is (of course) real, positive, monotonically decreasing, and exponentially
decaying, and which solves the corresponding stationary equation
[−∆ + Vε(x)− g(|uε|2) + λ]uε = 0. (1.2.3)
Let us study (1.2.2) perturbatively. Given ψε, we let a new solution be ϕ = e
iλt(uε + v), with a
perturbation v(t, x). Since ϕ is assumed to satisfy (1.2.2), after plugging it in we get:
0 = [−i∂t −∆ + Vε − g(|uε|2)]eiλtuε
+ [−i∂t −∆ + Vε − g(|uε + v|2)]eiλtv + [g(|uε|2)− g(|uε + v|2)]eiλtuε.
(1.2.4)
Since ψε = e
iλtuε solves (1.2.2), from (1.2.4) we get:
0 = [−i∂t −∆ + Vε − g(|uε + v|2)]eiλtv + [g(|uε|2)− g(|uε + v|2)]eiλtuε (1.2.5)
3
which simplifies to:
[λ− i∂t −∆ + Vε − g(|uε + v|2)]v + [g(|uε|2)− g(|uε + v|2)]uε = 0. (1.2.6)
Let w = Re(v); z = Im(v). Since the soliton uε is assumed to be real, we see that
|uε + v|2 = u2ε + 2uεw + w2 + z2. (1.2.7)
Taylor expanding g at |uε|2 we see that:
g(|uε + v|2)(uε + v) = g(|u2ε |)uε + w[g(|uε|2) + 2|uε|2g′(|uε|2)]
+ iz(g|uε|2) +O(|v|2).
(1.2.8)
Plugging (1.2.8) into (1.2.6) we get
0 = [λ− i∂t −∆ + Vε]v − [g(|uε|2) + 2|uε|2g′(|uε|2)]w
− iz[g(|uε|2)] +O(|v|2).
(1.2.9)




λ−∆− g(|uε|2)− |uε|2g′(|uε|2) + Vε −|uε|2g′(|uε|2)





+ F (v, v)
(1.2.10)
where F (v, v) contains the nonlinear terms with v being the complex conjugate of v. We write
(1.2.10) more concisely as:
∂t(v, v)
T = iHε(v, v)T + F (v, v). (1.2.11)
The term Hε is called the matrix Hamiltonian corresponding to (1.2.2).
4






λ−∆− [g(|uε|2) + 2u2εg′(|uε|2)] + Vε 0







where G(w, z) contains the nonlinear terms and J =
 0 1
−1 0
 so that JLε above is the product
of two matrix operators. We write (1.2.12) more concisely as:
∂t(w, z)
T = JLε(w, z)T +G(w, z). (1.2.13)
In the literature the operator JLε is also sometimes referred to as the matrix Hamiltonian corre-
sponding to (1.2.2). In our case we always refer to Hε as the matrix Hamiltonian and to JLε simply
as the JLε operator.
Let g(s) = s and let
W ε+(x) = λ(ε)− 3|uε(x;λ(ε))|2,
W ε−(x) = λ(ε)− |uε(x;λ(ε))|2.
(1.2.14)
We now define the Lε± operators corresponding to our problem.
Definition 1.2.1. Let ε ≥ 0 and let uε be the soliton corresponding to (1.1.6). Define the operators
Lε± : H
2(R3)→ L2(R3) by
Lε+ = −∆ +W ε+ + Vε (1.2.15)
and
Lε− = −∆ +W ε− + Vε. (1.2.16)






We fix more notation:
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1. From now on, when we write uε we mean uε(x;λ(ε)).
2. By vε we mean vε = uε − u0, with uε as in (1).
3. In what follows, the notation C(y) means that the constant C > 0 depends on y.
1.3 Basic results on Lagrangian planes.
In Chapter 5 we recast one of our main results in terms of geometric index theory and the
corresponding dynamical systems language that uses the notions of Lagrangian planes. Here we
introduce the basic terminology we shall need there. We briefly restate some results developed
in Section 1 of [Ar1] which allow us to quickly define Lagrangian planes and list some of their
properties. Let R4 = {(a, b) : a, b ∈ R2}. We view R4 as a space possessing three interacting
geometric structures.
1. The Euclidean structure with the Euclidean inner product (∗, ∗)e : R4 × R4 → R where
(x, x)e = |a|2 + |b|2 with x = (a, b) ∈ R4; a, b ∈ R2. In what follows we will denote the usual
Euclidean inner product on R2 by 〈∗, ∗〉 : R2×R2 → R, so that obviously (x, x)e = 〈a, a〉+〈b, b〉.
2. The Complex structure viewing R4 as C2, with the involution operator I : R4 → R4 with
I(a, b) = (−b, a). We view x = (a, b) ∈ R4 as x = a+ ib and therefore Ix = ix.
3. The Symplectic structure with the skew-scalar product [∗, ∗]s : R4 × R4 → R where [x, y]s =
(Ix, y)e = [−y, x]s.
The subgroup of the automorphism group of the vector space R4 preserving all three structures
above is the set of unitary automorphisms, denoted by U(2). We view an element U ∈ U(2) as a





Definition 1.3.1. We call a 2−dimensional linear subspace γ ⊂ R4 a Lagrangian plane if for any
x, y ∈ γ we have [x, y]s = 0, and we call the set of all such planes in R4 the Lagrangian Grassmanian
and denote it by Λ(2).
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The natural action of U(2) on Λ(2) is transitive with stationary subgroup O(2), the group of
2 × 2 real orthogonal matrices. Thus, as a manifold we see that Λ(2) = U(2)/O(2). Note that
det2 : U(2)→ S1 is a group homomorphism and det2(O(2)) = {1}. Thus det2 factors through the
quotient construction of Λ(2) presented above to a homomorphism det2 : Λ(2)→ S1. We have a few
more definitions.
Definition 1.3.2. We say that two Lagrangian planes γ, δ ∈ Λ(2) are transverse if γ ∩ δ = {0}.
Definition 1.3.3. Let γ ∈ Λ(2). By the train of γ we mean the set
D(γ) = {δ ∈ Λ(2) : γ ∩ δ 6= {0}}. (1.3.2)
1.4 Motivation for our study and literature review. General results on the spectrum
of JL0.
Having defined the relevant notation in the sections above, we are in a position to give the
reasons and history as to why we are looking at JLε and how its spectral properties are needed in
current research. This section is brief but provides clear motivation with respect to the origin of our
problem in the relevant literature.
The perturbed 3D cubic NLS equation arises naturally in physics as the Gross-Pitaevsky equation
where it is used as a model for the lowest energy single particle wavefunctions in Bose-Einstein
condensates, itself used to better understand superfluids (see for example [RogSal] for an exposition
on the Gross-Pitaevsky equation and an explanation how the cubic nonlinearity arises). The ε
scaling on V for our problem was considered in the 1 dimensional case in the work of [KKP], where
such a scaling was used to show the existence of branched solutions for the stationary perturbed 1D
cubic NLS. Thus the ε scaling on V and the bifurcations it induces on the solutions of the perturbed
stationary problem are important in their own right.
Our study of NLS with potentials also follows the work of K. Nakanishi, who in [Nak1] and
[Nak2] classified the global dynamics of asymptotically stable and asymptotically unstable solitons
corresponding to NLS with potential and focusing nonlinearity (below and above the first excited
energy in [Nak1] and [Nak2] respectively). Noted in [Nak1] was the fact that the general dynamics
of soliton interaction between solitons of different shapes and sizes are quite complicated; the ε
scaling on V considered by Nakanishi models the dynamics of soliton interaction with a fixed broad
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soliton acting as a potential well (in the case of negative V ).
As mentioned in the previous paragraph, while studying (1.1.6) questions often arise about the
asymptotic stability of its soliton solutions. Roughly speaking, a soliton solution is asymptotically
stable if whenever it is perturbed, it settles to another soliton as t → ∞ (see [Schlag] for the
precise definition, or [Nak1] to understand how asymptotic stablility is used in the classification of
the global dynamics of solitons of focusing NLS with potential). One strategy at answering this
question (explored fully in [Schlag] and [RodSchlagSoff ]) requires the evolution equation (1.2.11)
to be dominated by the linear flow Hε which itself requuires Strichartz estimates on the evolution
operator of the form:
||eiHεtf ||LptLqx ≤ C||f ||Lrx . (1.4.1)
A pre-requisite of obtaining Strichartz estimates (1.4.1) is that the spectrum of Hε must contain no
embedded eigenvalues and no endpoint resonances (see for example the work [ErdSchlag] which
explores the spectral properties of Hε and how they relate to proving estimates of the form (1.4.1)).
Briefly, a resonance is a C2(R3) eigenstate which decays too slowly to be in L2(R3) (see [Ag2] for
the precise definition of a resonance). From [ErdSchlag] we also have:
1. The essential spectrum of Hε is (−∞,−λ(ε)] ∪ [λ(ε),∞).
2. σ(Hε) ⊂ R ∪ iR.
3. σ(JLε) = iσ(Hε).
4. Because of (3) we have σess(JL
ε) = i(−∞,−λ(ε)] ∪ i[λ(ε),∞).
The last item is the reason why we study JLε instead of Hε, since there is a natural isospectral
isometry between them (as explored in [ErdSchlag]). As in literature, the notation σ(∗) is used
to refer to the spectrum of the operator ∗, the notation σd(∗) refers to the discrete spectrum of
∗, while σess(∗) refers to the essential spectrum of ∗. We call the interval i[−λ(ε), λ(ε)] ⊂ iR the
spectral gap of JLε.
The 1 dimensional NLS type equations with general nonlinearities and their applications to
optical waveguides were also studied by C Jones in [CJ]. The geometric methods developed in [CJ]
(which use the Maslov index machinery of [Ar1] and [Ar2]) are used by us Chapter 5, when we
study the subtle spectral phenomena of JLε arising from the potential Vε.
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1.5 Spectral property and statement of the stability problem.




f + x · ∇f. (1.5.1)






From the definition of Lε± we see that:
Lε± = −∆ + Vε±


















x · ∇[2u0vε + v2ε − Vε].
(1.5.4)
Definition 1.5.3. For ε > 0 we define the bi-linear form Bε on H1(R3)×H1(R3) by letting:
Bε(z, z) = 〈Lε+p, p〉L2 + 〈Lε−q, q〉L2 (1.5.5)
with z = (p, q) ∈ H1(R3)×H1(R3).
Definition 1.5.4. We say that our problem satisfies the spectral property on a subspace U ε ⊂
H1(R3)×H1(R3) if there is a δ0 > 0 such that for all z ∈ U ε:
Bε(z, z) ≥ δ0
∫
R3
(|∇z|2 + e−|y||z|2)dy. (1.5.6)
Here we restate Theorem 2 of [MS] which shows us why we have defined the spectral property
above.
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Theorem 1.5.5. Assume that the spectral property of Definition 1.5.4 holds on the subspace
U ε ⊂ H1(R3) × H1(R3) for the JLε operator defined by (1.2.12). Then JLε has no embedded
eigenvalues and no purely imaginary eigenvalues on U ε.
Proof. We reproduce the proof to elucidate why we have used a skew-symmetric Λ. Assume to the
contrary that z = (p, q)T ∈ H1(R3)×H1(R3) is an embedded eigestate of JLε with corresponding
eigenvalue iτ . Then:




{〈Λp, Lε+p〉L2 + 〈Lε+p,Λp〉}L2 +
1
2
{〈Λq, Lε−q〉L2 + 〈Lε−q,Λq〉L2}
= 0
(1.5.7)




We now restate the main result of [MS] labeled there as Theorem 1. In [MS] it is proven using
the spectral property applied to the form B0 defined on a special subspace U0 defined in Section
1.7 below.
Theorem 1.5.6. The operator JL0 defined by (1.2.12) has no embedded eigenvalues or endpoint
resonances.
1.6 Main Results.
In this section we organize the main advances made in this dissertation. We start with a
nontrivial extension of Theorem 1 of [MS].
Theorem 1.6.1. Let the potential V be such that
∫∞
0 r
2|V ′(r)|dr < 1. Then there is an ε0 > 0 such
that for all 0 ≤ ε ≤ ε0 the operator JLε has no embedded eigenstates in H1(R3)×H1(R3).
First, in Chapter 2 we show that for all ε > 0 small enough this problem is well defined. There
we also gather some relevant ancillary results that inform us on the properties of the perturbed
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problem. The main thrust of the proof is completed in Chapter 3 where we show index stability
and where we use our restriction
∫∞
0 r
2|V ′(r)|dr < 1 on V .
The results of Chapter 4 focus on the fact that our restriction
∫∞
0 r
2|V ′(r)|dr < 1 is necessary.
Namely if V is such that the Hamiltonian −∆ + V has L2(R3) eigenstates corresponding to negative
eigenvalues and W is any smooth, radial, exponentially decaying potential, then, when we look at
the Hamiltonian −∆ +W + Vε these extra eigenstates introduced by V persist as ε→ 0. Exploring
this result and its ramification is the heart of Chapter 4. Since Chapter 4 is rather heterogenous, to
get a feel of what we do there we state a general result that encompasses its contents below (please
see Theorem 4.1.1 and Theorem 4.2.1 for the precise statements).
Theorem 1.6.2. There is a class of potentials V (of course satisfying the hypotheses of Section 1.1)
such that for all radial, smooth, exponentially decaying potentials W the Hamiltonian −∆ +W + Vε
has persistent negative eigenvalues arising entirely from V . By this we mean that there exists ε0 > 0
depending on W such that for all 0 < ε ≤ ε0 we have
|σd(−∆ +W + Vε)| ≥ |σd(−∆ +W )|+ 1. (1.6.1)
This class of potentials includes all V such that −∆ + V has at least one negative eigenvalue.
We therefore see that a class of potentials V introduces discrete eigenvalues on Lε± that do
not arise as perturbations of eigenvalues of L0±. Thus, we move on to conjecture that this class of
potentials might introduce extra gap eigenvalues for JLε. We feel this pursuit is fruitful since we
know that the discrete spectra of L0± determine the discrete spectrum of JL
0 by [Wein] and Section
2 of [MS]. We state this imprecisely as a conjecture below, stated very precisely as Conjecture 5.1.1
in Chapter 5.
Conjecture 1.6.3. Let V be such that −∆ + V has eigenstates corresponding to strictly negative
eigenvalues. Then there is ε0 > 0 depending on V such that for all 0 < ε ≤ ε0 the operator JLε has
gap eigenvalues not arising as perturbations of the eigenvalues JL0.
To study and formulate the above conjecture we exploited the earlier work of [CJ]. Here we
formulate a robust geometric criterion for detecting and (roughly) counting gap eigenstates of JLε.
This is the heart of Chapter 5 and along with Theorem 1.6.1 the apogee of our work. This involved
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introducing Maslov index theory. We state it imprecisely as a theorem below, and it is restated
precisely as Theorem 5.3.3 in Chapter 5.
Theorem 1.6.4. Consider the flow on Λ(2) induced by JLε(ω). Let 0 < ω1 < ω2 < λ(ε) be such
that the flows induced by JLε(ω1) and JL
ε(ω2) produce curves in the global center manifold at
r = 0 with Maslov indices m1 and m2. Then the number of gap eigenvalues in [iω1, iω2] is at least
|m1 −m2|.
Throughout our work we provide numerical evidence of our claims whenever possible. This
is done in Chapter 3 for index stability, Chapter 4 for index instability, and Chapter 5 for the
numerical evidence supporting Theorem 5.3.3 and Conjecture 5.1.1.
1.7 Point spectrum of JLε. Orthogonality conditions and construction of U ε.
In order for the spectral property to hold on a subspace U ε it is necessary that the following two
conditions are satisfied:
1. The quadratic form Bε is positive definite on U ε.
2. If z ∈ H1(R3)×H1(R3) is an embedded eigenstate of JLε with eigenvalue iτ , then necessarily
z ∈ U ε.
Below, we shall define U ε as the orthogonal complement of the linear span of the finite subset
Sε ⊂ H1(R3)×H1(R3). Thus the two conditions above hold if Sε posesses the following properties:
1. If z = (p, q)T ∈ span{Sε}⊥ then 〈Lε+p, p〉L2 ≥ 0 and 〈Lε−q, q〉L2 ≥ 0.
2. If z ∈ H1(R3)×H1(R3) is an embedded eigenstate of JLε with eigenvalue iτ , then necessarily
z ∈ span{Sε}⊥.
Since JLε is a closed operator, we have σd((JL
ε)∗) = σd(JLε) and so a way to construct S
ε
with the following properties is to look at the discrete spectrum of (JLε)∗, taken together with the
following results from [MS].
Lemma 1.7.1. (Lemma 2.3 of [MS]). If (λ, z) is an eigenvalue-eigenstate pair for JLε and (µ,w)
is an eigenvalue-eigenstate pair for (JLε)∗ then
(λ− µ)〈z, w〉L2×L2 = 0. (1.7.1)
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Thus λ 6= µ implies that z and w are orthogonal.
Corollary 1.7.2. (Corollary 2.4 of of [MS]). Let z be an eigenstate of JLε associated with the
purely imaginary eigenvalue iτ 6= 0. Then z is orthogonal to kerg((JLε)∗), where kerg means
generalized kernel.
Corollary 1.7.3. (Corollary 2.5 of of [MS]). Let (iτ 6= 0, ψ) and (λ > 0, ϕ) be eigenvalue-eigenstate
pairs of JLε. Then:
〈ψ1, ϕ2〉L2 = 0
〈ψ2, ϕ1〉L2 = 0.
(1.7.2)
where ψ = (ψ1, ψ2) and ϕ = (ϕ1, ϕ2).
We turn our attention to the discrete spectrum of JL0 and show how it furnishes U0. This U0 is
the one used to prove Theorem 1 of [MS]. After this is done we elucidate our plan on constructing
U ε by using information from σd(JLε) and its associated eigenstates.










u0 + x · ∇u0
0
 (1.7.3)
and where the first two expressions are in the kernel and the next two are in the generalized kernel.
Again from [Wein] we also know that JL0 has an eigenstate ϕ+ = (ϕ+,1, ϕ+,2)
T corresponding to
the positive eigenvalue σ+ > 0. Using this [MS] construct S
0 as:
S0 = {(u0, 0)T , (0, u0 + x · ∇u0)T , (ϕ+,2, 0)T , (xju0, 0)T : 1 ≤ j ≤ 3}. (1.7.4)
Note that S0 is constructed using the generalized kernel of (JL0)∗ and the eigenstate ϕ+ of JL
0.
Letting U0 = span{S0}⊥, [MS] prove that the spectral property from Definition 1.5.4 holds on U0
and so JL0 has no embedded eigenvalues.
Regular perturbation theory as developed in Section 12.2 of [RS4] and applied to the perturbation
JLε − JL0 implies that as we let ε > 0 the eigenvalues and eigenstates in S0 get perturbed. Thus
to each generalized eigenvalue-eigenstate pair (µ, z) ∈ S0 there corresponds a (possibly generalized)
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eigenvalue-eigenstate pair (µ(ε), zε) of JLε. This is how we define Sε, namely:
Sε = {zε : z ∈ S0}
= {(uε, 0)T , [(0, u0 + x · ∇u0)T ]ε, (ϕε+,2, 0)T , (xjuε, 0)T ) : 1 ≤ j ≤ 3}
(1.7.5)
Since (JLε)2 is self adjoint we have σ(JLε) ⊂ R ∪ iR, hence we know that the µ(ε) ∈ R ∪ iR.
Therefore the eigenvalues of the generalized kernel split off into either purely imaginary or purely
real eigenvalues, and the eigenvalue σε+ is still positive for all ε small enough. In Lemma 2.3.1 below
we show that ||JLε− JL0||L2×L2 = O(ε2). From this, using the finite regular perturbation theory of
discrete spectra of closed operators as developed in Section 12.2 of [RS4] we have:
lim
ε→0
||zε − z||L2×L2 = 0,
lim
ε→0
|µ(ε)− µ| = 0.
(1.7.6)
From Theorem 2.1.2 we see that for elements zε ∈ Sε splitting off from the element z ∈ kerg(JL0)
we have
||zε − z||L2 = C1(V )ε3 (1.7.7)
where the constant C1(V ) > 0 depends only on V . Adapting Theorem 3.1 of [GaSi] we actually
show that the eigenvalue-eigenstate pairs splitting off from kerg(JL
0) are obtained from perturbed
finite dimensional projection operators Qε (where Q0 is the projection onto kerg(JL
0)) with:
||Qε −Q||L2×L2 = C2(V )ε3 (1.7.8)
implying that for an eigenvalue-eigenstate pair (0, z) in kerg(JL
0) we have:
|µ(ε)| = C3(V )ε3 (1.7.9)
as well (as above we have C2(V ), C3(V ) depending only on V ).
The essential spectrum of JLε is given by
i(−∞,−λ(ε)] ∪ i[λ(ε),∞) ⊂ iR. (1.7.10)
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Let iτ be an embedded eigenvalue of JLε with eigenstate w. Then |τ | > C3(V )ε3 ≥ |µ(ε)| for all ε
small enough. By Lemma 2.3 of [MS] the embedded eigenstate w is orthogonal to the elements
Sε arising from perturbing kerg((JL
0)∗). Moreover, by Corollary 2.5 of [MS], we have that w is
orthogonal to (ϕε+,2, 0)
T , where ϕε+ is the eigenstate of JL
ε corresponding to σε+ > 0. Thus any
embedded eigenstate of JLε is indeed in U ε = span{Sε}⊥.
1.8 Plan of proof for Theorem 1.6.1.
In order to show that Theorem 1.6.1 holds we wish to prove that the spectral property holds on
U ε for all ε small enough. To do so we show that the approach in the proof of Theorem 6 of [MS]
is stable (i.e., works for all ε small enough) for potentials V satisfying
∫ ∞
0
r2|V ′(r)|dr < 1.
The strategy followed in [MS] is the following:
1. Count the number of possible negative directions (also called indices) associated with L0+ and





and counting the negative directions of L0± on each harmonic (i.e., counting the indices of
L0,k± for each k ≥ 0). This is well defined since indices of these operators are monotonic with
respect to the harmonic k (Section 3 of [MS]). The operators L0± are radially symmetric
hence independent of l.
2. After identifying the negative directions, [MS] show that restriction to U0 = span{S0}⊥
induces L0+ and L0− to be non-negative and for the spectral property to hold.
Our strategy for showing that the spectral property holds will be the following:
1. First of all we show that uε exists for all ε small enough so that our problem is actually defined.
2. We then show that, as long as ||r2V ′(r)||L1
[0,∞)
< 1, then there is ε0 > 0 such that for all
0 ≤ ε ≤ ε0 and for all k ≥ 0 the index of Lε,k± equals the index of L
0,k
± . This tells us that the
number of negative directions of Lε± is stable.
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3. We then show that if zε ∈ Sε with corresponding z ∈ S0, then
lim
ε→0
||zε − z||L2×L2 = 0,
lim
ε→0
|µ(ε)− µ| = 0.
(1.8.2)




Perturbation theory on the soliton. Properties of U ε
2.1 Existence of soliton solutions uε. Norm properties of uε.
In this section we will apply techniques developed for the 1 dimensional case in [KKP] and
expand them to 3 dimensions to show that Lε− has unique, positive, radial soliton solutions uε for
all ε small enough.
Theorem 2.1.1. There exists ε0 > 0 such that L
ε
− has a unique, positive, radial soliton solution uε
for all 0 ≤ ε ≤ ε0.
Proof. We will find our required solutions by bifurcating off of the unperturbed soliton u0 and
applying the contraction mapping argument. We do this by looking at properties that uε must
posess, and then showing that such a uε must necessarily exist (and be unique). Therefore, suppose
first that uε exists and solves L
ε
−uε = 0. We wish to write:
uε = u0 + vε, (2.1.1)
derive some properties and norm bounds vε, and apply a contraction mapping showing that vε exists.
Note that here u0(x), uε(x), vε(x) are functions of x alone and vε(x) is unrelated to the perturbation
v when we linearized the 3D cubic NLS about uε.
Note also that uε, if it exists, is necessarily positive by Corollary 11.9 of [LiebLoss], smooth
because of elliptic regularity, decays exponentially by [Ag1], and is assumed to be radial. To do
this we exploit the facts that Lε−uε = 0 and that vε (being radial since uε is) must be orthogonal to
ker {L0+} (see [Wein] for the description of kerL0+). Let
Ṽε(x) = Vε(x)− Vε(0). (2.1.2)
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Writing out
Lε−[u0 + vε] = 0 (2.1.3)
we see (by virtue of L0−u0 = 0) that:
0 = −∆vε + Ṽε(u0 + vε)− |u0 + vε|2(u0 + vε) + |u0|2u0 + vε. (2.1.4)
Since vε ⊥ ker {L0+} we rewrite the above (2.1.4) to exploit this fact. Therefore, we rewrite
(2.1.4) as:
− L0+vε = Ṽεu0 + Ṽεvε + 3|u0|2vε + |u0|2u0 − |u0 + vε|2(u0 + vε) (2.1.5)
so that:
vε = −(L0+)−1[Ṽεu0 + Ṽεvε + 3|u0|2vε + |u0|2u0 − |u0 + vε|2(u0 + vε)]. (2.1.6)
For v ∈ H2(R3) (unrelated to vε = uε − u0) let
N(v) = 3|u0|2v + |u0|2u0 − |u0 + v|2(u0 + v). (2.1.7)
Then, for real valued v1, v2 ∈ H2(R3) (unrelated to vε = uε − u0) we have:
N(v1)−N(v2) = (v2 − v1)[v21 + v22 + v1v2 + 3u0v1 + 3u0v2]. (2.1.8)
By two applications of the Hölder inequality and one application of the triangle inequality we have:
||N(v1)−N(v2)||L2 ≤ ||v1 − v2||L6 ||v21 + v22 + v1v2 + 3u0v1 + 3u0v2||L3
≤ ||v1 − v2||L6 · [||v1||2L6 + ||v2||
2
L6 + ||v1||L6 · ||v2||L6
+ 3||u0||L6 ||v1||L6 + 3||u0||L6 ||v2||L6 ].
(2.1.9)
Since H2(R3) ↪→ L6(R3) is a continuous embedding we have
||N(v1)−N(v2)||L2 ≤ C max{||v1||H2 , ||v2||H2}||v1 − v2||H2 (2.1.10)
for v1, v2 ∈ B1(0) = {v ∈ H2 : ||v||H2 ≤ 1} where C depends only on the embedding H2(R3) ↪→
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L6(R3) and on u0. This in turn implies that
||N(v)||L2 ≤ C||v||2H2 . (2.1.11)
Let P : L2(R3) → L2(R3) ∩ ker{L0+}⊥ be the orthogonal projection of L2(R3) onto L2(R3) ∩
ker{L0+}⊥. Returning to the problem at hand we see that:
vε = Pvε
= −(L0+)−1P [Ṽεu0]− (L0+)−1P [Ṽεvε +N(vε)].
(2.1.12)
Define the maps K1 : R≥0 → H2(R3) and K2 : H2(R3)× R≥0 → H2(R3), by letting:
K1(ε) = −(L0+)−1P [Ṽεu0],
K2(v, ε) = −(L0+)−1P [Ṽεv +N(v)].
(2.1.13)
Define the map K : H2(R3)× R≥0 by letting
K(v, ε) = K1(ε) +K2(v, ε). (2.1.14)
We show that there exists δ > 0 such that for all ε sufficiently small the map
K(·, ε) : {v : ||v||H2 ≤ δ} → H2(R3) (2.1.15)
is a contraction.
The map
− L0+ : L2(R3) ∩ ker{L0+}⊥ → H2(R3) ∩ ker{L0+}⊥ (2.1.16)
is a bounded linear map, say with bound C+ ≥ 0. The map
PṼε : H
2(R3)→ L2(R3) ∩ ker{L0+}⊥ (2.1.17)
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is linear and bounded by 2ε2||V ||L∞ . Moreover, for 0 < δ ≤ 1 the map
PN(·) : H2(R3)→ L2(R3) ∩ ker{L0+}⊥ (2.1.18)
is locally Lipschitz in the ball
{v ∈ H2(R3) : ||v||H2 ≤ δ} (2.1.19)
with corresponding Lipschitz constant Lip(δ) ≤ Cδ.
Note that:
||K1(ε)||H2 ≤ 2ε2C+ · ||V ||L∞ · ||u0||H2 ,
||K2(v, ε)||H2 ≤ C+ ·
[




Therefore, with ε > 0 and 0 < δ ≤ 1 fixed, the map v 7→ K(v, ε) is a contraction on {v ∈ H2 :
||v||H2 ≤ δ} if the following hold




















δ (4C+||V ||L∞ ||u0||H2)−1.
(2.1.22)
Now let δ and ε be chosen as above, with v ∈ Bδ(0) (where Bδ(0) is the ball of radius δ in




exists in H2(R3) and produces a fixed point of K(·, ε). The same holds true if we restrict ourselves
to v ∈ H2rad(R3) ∩Bδ(0), this time the limit also belonging to H2rad(R3) ∩Bδ(0). By the uniqueness
of the fixed point, and by the inclusion H2rad(R
3) ↪→ H2(R3), we see that the fixed point must be
radial. Thus we see that with ε and δ as above, a solution uε = u0 + vε of L
ε




Having proven the existence of uε we have the following theorem on how it differs from u0.
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Theorem 2.1.2. Let uε = u0 + vε be a solution of L
ε
− as in Theorem 2.1.1. Then:
||vε||H2 = O(ε4). (2.1.24)





is the fixed point of K with starting point v = K1(ε). Let 0 < L < 1 be the Lipschitz constant of
the map K(·, ε), so that
||K(·, ε)||Bδ(0)→Bδ(0) ≤ L (2.1.26)
and note that L is independent of ε. By the contraction mapping principle, we have:

















v = K1(ε) = −(L0+)−1P [Ṽεu0] (2.1.28)
we have:
||v||H2 ≤ ε2C+|| [V (εx)− V (0)]u0||L2 . (2.1.29)
Now note that:
||[V (εx)− V (0)]u0||2L2 = 4π
∫ ∞
0
u20(r)[V (εr)− V (0)]2r2dr. (2.1.30)
We now look at norm bounds on v = K1(ε) as ε→ 0. By Taylor expanding V and noting that it
is smooth, radial, and bounded there is C2 > 0 such that
|V (r)− V (0)| ≤ C2r2 (2.1.31)










Thus, we see that:
||v||H2 ≤ ε2C+|| [V (εx)− V (0)]u0||L2 = O(ε4). (2.1.33)
Now combining estimates (2.1.33) and (2.1.27), we see that:





2ε2||V ||L∞ + C||v||H2
]
||v||H2 + L||v||H2
≤ O(ε6) +O(ε8) +O(ε4) = O(ε4).
(2.1.34)
2.2 General soliton properties.
In this section we establish some properties that a soliton uε must possess, namely, a (necessarily
positive and radial) soliton solution uε of L
ε
− has the following properties:
1. The soliton uε is smooth, namely uε ∈ C∞(R3).
2. The soliton uε decays exponentially fast to zero as |x| → ∞.
3. There are C > 0, β > 0 such that for all ε > 0 sufficiently small, we have |uε(r)| ≤ Ce−βr for
r ∈ [0,∞).
We will prove properties 1 and 3 below (the proofs are slight modifications of the corresponding
proofs in [CMMT] and [PelSerr] respectively), while property 2 is proven directly in [Ag1] and is
Theorem 3.4 of [HiSi].
Theorem 2.2.1. Property 1. Let ε > 0, let Ω ⊂ R3 be open, let the potential V be as above, and let
uε ∈ H1loc(Ω) be a soliton solution to Lε−uε = 0. Then uε ∈ C∞(Ω).
Proof. Here we follow Proposition 2.4.1 of [CMMT]. We let
f(u(x), x) = Vε(x)u(x) + |u(x)|2u(x). (2.2.1)
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By elliptic regularity for linear equations, we have for any s ≥ 0:
−∆uε + λuε = f(uε) ∈ Hsloc(Ω)⇒ uε ∈ Hs+2loc (Ω),
−∆uε + λuε = f(uε) ∈ Cs(Ω)⇒ uε ∈ Cs+2(Ω) if s /∈ N.
(2.2.2)
If uε ∈ H1loc(Ω), then by Sobolev embedding we have uε ∈ L6loc(Ω); hence
f(uε) = Vεuε + |uε|2uε ∈ L2loc(Ω). (2.2.3)
To see this, note that:




since uε ∈ H1loc(Ω) ⊂ L2loc(Ω), V ∈ L∞(R3) and




Therefore by elliptic regularity
uε ∈ H2loc(Ω) ⊂ C1/2(Ω) (2.2.6)
which implies that
f(uε) = Vεuε + |uε|2uε ∈ C1/2(Ω) (2.2.7)
since V is smooth and uε ∈ C1/2(Ω). Elliptic regularity in turn implies that uε ∈ C3/2(Ω). Doing
this ad infinitum, we see that uε ∈ C∞(Ω).
Theorem 2.2.2. Propoerty 3. There exist β > 0, ε0 > 0, and C > 0 such that for all 0 ≤ ε ≤ ε0
and r ≥ 0 we have:
|uε(r)| < Ce−βr. (2.2.8)
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∂r + Vε(r)− |uε(r)|2 + λ(ε)
]
uε(r) = 0. (2.2.9)
Note that λ(ε) = 1− ε2V (0), hence for ε > 0 sufficiently small, we have:
g(uε(r)) := 1/2uε(r)− uε(r)3 ≤
[








= 1/2 > 0. (2.2.11)








Thus we see that there exist constants β,C,R > 0 independent of ε (in fact depending only on m)
such that:
|uε(r)|eβr < C (2.2.13)
for r ∈ [R,∞). By Theorem 2.1.1 and Theorem 2.1.2 we know that uε ∈ H2rad(R3) and ||u0−uε||H2 =






and so by (2.2.13) we have what we claimed.
2.3 Properties of U ε.
In this section we show that our definition of U ε behaves rather nicely as a perturbation of U0.
We produce a sequnece of lemmas and theorems quantifying the difference between Sε and S0, and
so showing us how U ε is related to U0.
Lemma 2.3.1. The linear perturbation JLε−JL0 has norm O(ε2) as an operator on L2(R3)×L2(R3).
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Proof. After having proven the existence of uε and shown that
||uε − u0||H2 = O(ε4) (2.3.1)
in the work above, we may regard JLε as a linear perturbation of JL0, namely
JLε − JL0 =
 0 Lε− − L0−
−[Lε+ − L0+] 0

=
 0 Vε − ε2V (0)− |uε|2 + |u0|2












≤ ε4||V ||2L∞ ||f ||2L2 .
(2.3.3)
Because ||uε − u0||H2 = O(ε4) we get our claim.
Theorem 2.3.2. Let (µ(ε), zε) ∈ Sε correspond to (µ, z) ∈ S0 where (µ, z) is an eigenvalue-eigenstate
pair in kerg((JL
0)∗). Then we have:
|µ(ε)− µ| = O(ε3). (2.3.4)
Proof. We follow Section 3 of [GaSi] closely and adapt it to our case. In what follows we show that
JLε is a finite dimensional perturbation of JL0 of norm O(ε3) when restricted to a finite subset of
σd, which proves our claim.
For ε > 0 fixed let Q = Qε be the orthogonal projection onto the span of the set
Kε = {(0, uε)T , (∂λuε, 0)T , (0, xjuε)T , (∂xjuε, 0)T : j = 1, 2, 3}. (2.3.5)
Note that the span of (Kε)⊥ contains U ε and that K0 = kerg((JL0)∗). In what follows we replace
∂xj with ∂j , and similarly for higher derivatives.
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Let Q = I −Q. Then by the Fessbach projection method (see [GaSi]), the eigenvalue equation
JLεz = µz (2.3.6)
on the span Kε is equivalent to the eigenvalue equation
(QJLεQ−W )w = µw (2.3.7)
where w = Qz and
W = QJLεQ(QJLεQ− µ)−1QJLεQ. (2.3.8)
Note that JLε = JL0 + O(ε2) by Lemma 2.3.1. By Theorem 3.0.2 of [GaSi], we see that
||W || = O(ε3) as an operator on L2(R3) × L2(R3). We now analyze the action of QJLεQ on Kε.
Note that we have the following:
QJLεQ(0, uε)T = (0, 0)T ,
QJLεQ(∂λu










Since V is radial and smooth, we have Vj(0, 0, 0) = 0. Thus, by Taylor expanding ∂jVε we get:
















Thus QJLεQ acts on the ordered basis Kε as the 8× 8 matrix:
QJLεQ|Kε =

0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 ε3∂211V (0) 0 ε
3∂212V (0) 0 ε
3∂213V (0)
0 0 2 0 0 0 0 0
0 0 0 ε3∂212V (0) 0 ε
3∂222V (0) 0 ε
3∂223V (0)
0 0 0 0 2 0 0 0
0 0 0 ε3∂213V (0) 0 ε
3∂223V (0) 0 ε
3∂233V (0)






0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 2 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0




0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 ∂211V (0) 0 ∂
2
12V (0) 0 ∂
2
13V (0)
0 0 0 0 0 0 0 0
0 0 0 ∂212V (0) 0 ∂
2
22V (0) 0 ∂
2
23V (0)
0 0 0 0 0 0 0 0
0 0 0 ∂213V (0) 0 ∂
2
23V (0) 0 ∂
2
33V (0)
0 0 0 0 0 0 0 0

. (2.3.13)
We see that on Kε, the operator QJLεQ−W acts like:
QJLεQ|Kε = A+ ε3 ·B +O(ε3). (2.3.14)
and so by regular perturbation theory of discrete spectra as developed in Section 12.2 of [RS4] we
have:
|µ(ε)− µ| = O(ε3). (2.3.15)
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CHAPTER 3
Index stablility for the case ||r2V ′(r)||L1
[0,∞)
< 1. Proof of Theorem 1.6.1.
3.1 Sturmian index theory.
Here we define the index of an operator and restate Sturmian index theory as it is presented in
Chapter 13 of [RS4]. We need index theory because it conveniently counts the number of negative
directions associated with the quadratic forms Lε±, which we need to stay away from to show that
U ε is well defined and posesses the properties we require.
Definition 3.1.1. We say that the Hamiltonian H = −∆ + V acting on L2(R3) is central if the
potential V : R3 → R is radial (V (x) depends on r = |x| alone).
In what follows we require V to be smooth and exponentially decaying. From this modest
definition we have a substantial theorem which counts the number of L2(R3) eigenstates of H.
Before stating it we need a few more definitions.
Definition 3.1.2. Let H = −∆ + V be a central Hamiltonian with smooth exponentially decaying
V . For each k ≥ 0 let
H(k) = −∂2rr −
2 + 2k
r
∂r + V (r). (3.1.1)
We call H(k) the kth harmonic index operator corresponding to H.






where this solution for the operator H(k) is taken in the weak sense. We call fk the kth harmonic
solution corresponding to H, or simply the Sturmian solution corresponding to H(k).
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Definition 3.1.4. Denote by Nk the number of zeros of f





We do not actually need the smoothness assumption on fk because of the smoothness of V and
elliptic regularity. From Chapter 7 of [HiSi] we know that H has essential spectrum [0,∞). The
next theorem lets us count the number of discrete negative eigenstates of H. Namely, we have the
following (Theorem 13.8 and the discussion following it in [RS4]).
Theorem 3.1.5. The number of square integrable negative eigenstates of H living on the kth
harmonic equals Nk, while the number of square integrable negative eigenstates of H is equal to
∞∑
k=0
(2k + 1)Nk. Moreover Nk+1 ≤ Nk for all k ≥ 0 and N0 is finite.
3.2 Lε± operators and index stability.
We shall adopt the notation used above. Recall that for ε ≥ 0 we have:
Lε+ = −∆ + Vε+,






















































Note that x · ∇ = r∂r. First we present a lemma of useful integral bounds to be used in the theorem
that follows.





















Proof. Since u0 is positive and monotonically decreasing to 0, we have |u′0(r)| → 0 as r →∞. Since





∣∣u0(r)u′0(r)∣∣ r2dr ≤ limr0→∞
∫ ∞
r0
|u0(r)| r2dr = 0, (3.2.2)
so that (1) holds.












∣∣∣∣ x|x| · ∇vε(x)
∣∣∣∣2 dx
]1/2 (3.2.3)
where the inequality is just Cauchy-Schwarz, and where C3 depends only on the ambient space R3.
By Cauchy-Schwarz (applied to vectors in R3) we have:
∣∣∣∣ x|x| · ∇vε(x)
∣∣∣∣ ≤ |∇vε(x)| (3.2.4)
and so: ∫
R3
∣∣∣∣ x|x| · ∇vε(x)
∣∣∣∣2 dx ≤ ||∇vε||2L2(R3). (3.2.5)
By Theorem 2.1.2 we see that ||vε||H2(R3) ≤ O(ε4); hence:
∫ ∞
0
|vε(r)v′ε(r)|r2dr = O(ε8). (3.2.6)
Thus (2) holds. By applying the same procedure to the other two integrals, we see that (3) and (4)
also hold.
Let us fix notation for the restriction of Lε± to the kth harmonic. For each k ≥ 0 and each ε ≥ 0
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small enough for uε to exist, let:
Lε,k± = −∂2rr −
2 + 2k
r
∂r + Vε±(r) (3.2.7)




f ε,k± (0) = 1,
∂rf
ε,k
± (0) = 0.
(3.2.8)
For the rest of this chapter we fix gε,k± = ∂rf
ε,k
± .
In what follows, and unless otherwise stated, whenever we look at the case ε = 0 we omit the
superscript 0 from f ε,k± and g
ε,k
± altogether, and so for example g
0,k
± is written as g
k
±. We also fix
notation: for each k ≥ 0 and each sign ±, let
γk± = limr→∞
|fk±(r)|. (3.2.9)
By the discussion in Chapter 13, p.91 of [RS4] we have inf{γk± : k ≥ 0} 6= 0. We introduce this
notation and note this fact here since the limiting values of the fk± will be important in the proof of
index stability, particularly in Lemma 3.2.6.
Theorem 3.2.2. Suppose that ||r2V ′(r)||L1
[0,∞)
< 1. Then there is an ε0 > 0 such that for all k ≥ 0
and all 0 ≤ ε ≤ ε0 we have:
ind(Lε,k± ) = ind(L
0,k
± ). (3.2.10)
A similar result of Bargmann (see [Brg] or Theorem 13.9 of RS4) holds: namely if W is any
radial potential with ∫ ∞
0
r|W (r)|dr < 1 (3.2.11)
then the central Hamiltonian H = −∆ +W acting on L2(R3) has no negative eigenvalues. Seeing
how in our case W = rV ′(r) this is essentially our result for the real Schrödinger operators Lε,k± .
The methods we employ to prove index stability will also be useful when we apply them to track
how Lagrangian planes evolve under the action of perturbed and unperturbed Hamiltonians for
finite time, and so an exposition on our methods (quite different from Bargmann) is useful.
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We prove Theorem 3.2.2 as a sequence of four lemmas. In Lemma 3.2.3 and Lemma 3.2.4
we fix a sign (±) and a harmonic k ≥ 0. Having done that we will omit them from subsccripts
and superscripts of functions and operators (and only show them as needed). Thus, for example,
whenever we write f ε in Lemma 3.2.3 and Lemma 3.2.4, we really mean f ε,k± . In Lemma 3.2.3 and
Lemma 3.2.4 we look at the differences |f ε(r)− f(r)| and |gε(r)− g(r)| for r ∈ [0, δ0], for r ∈ [δ0, r0]
with δ0 to be chosen appropriately and r0 > 0 to be chosen arbitrarily. In the Lemma 3.2.5 we show
that we may choose r0 > 0 and ε0 > 0 so that index stability holds on [r0,∞) for all 0 ≤ ε ≤ ε0 for
a fixed harmonic k ≥ 0 and a fixed sign (±). In the Lemma 3.2.6 we tie it all together. In what
follows we also use the notation C(y) as a fixed constant depending on the parameter y. To aid




ε)] = r2+2kVεf ε. (3.2.12)
From (3.2.12) we get the following integral formula:







Hence, for r0 ≥ 0 we have:















Lemma 3.2.3. There exists δ0 > 0 such that:
||f ε − f ||L∞[0,δ0] ≤ C(δ0)ε
2,
||gε − g||L∞[0,δ0] ≤ C(δ0)ε
2.
(3.2.15)
Proof. We set up a Picard iteration to show that |f ε(r)− f(r)| ≤ C(δ0)ε2 for r ∈ [0, δ0] with δ0 > 0
to be chosen presently. What we show is that on [0, δ0] the Picard iterants for f
ε and f (and
consequently for gε and g) are always within C(δ0)ε
2 of each other, hence the limits are as well. By
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Lemma 3.2.1, there exists C > 0 such that sup
r∈[0,∞]
























For r ∈ [0, δ0] let f0(r) = f ε0(r) = 1 and let:





















|f ε1(r)| ≤ 2.
(3.2.18)
Now note that:














t2+2k[f εj (t)− fj(t)]V0(t)dtds.
(3.2.19)
Letting ∆εj = supr∈[0,δ0] |f
ε
j (r)− fj(r)| and ∆ε = supr∈[0,δ0] |f
ε(r)− f(r)| we see that: ∆ε1 ≤ ε
2
4
by (3.2.19) since f0(r) = f
ε
0(r) = 1. Assume that sup
r∈[0,δ0]
|f εj (r)| ≤ 2 and ∆εj ≤ ε2. By (3.2.16) and
(3.2.19) we see that:
∆εj+1 ≤ ε2 (3.2.20)
and by (3.2.17) we see that:
sup
r∈[0,δ0]
|f εj+1(r)| ≤ 2 (3.2.21)
as well. By induction (3.2.20) and (3.2.21) hold for all j ≥ 0. By passing to the limit, we see that:
sup
r∈[0,δ0]
|f ε(r)− f(r)| ≤ ε2. (3.2.22)
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We now look at sup
r∈[0,δ0]
|gε(r)− g(r)|. Note that:










s2+2k [f ε(s)− f(s)]V0(s)ds.
(3.2.23)






s2+2kf ε(s)Ωε(s)ds ≤ 2Cδ0ε2. (3.2.24)













and so we have proven that:
||f ε − f ||L∞[0,δ0] ≤ C(δ0)ε
2,
||gε − g||L∞[0,δ0] ≤ C(δ0)ε
2.
(3.2.27)
Lemma 3.2.4. Let δ0 > 0 be as above. We show that for any fixed r0 > δ0 we have:
||f ε − f ||L∞[0,δ0] ≤ C(r0)ε
2,
||gε − g||L∞[0,δ0] ≤ C(r0)ε
2.
(3.2.28)
Proof. Fix ε > 0 and fix r0 > δ0. We will use Newton’s method to show that for any fixed 0 < δ0 < r0
we have O(ε2) convergence of f ε → f and gε → g on [δ0, r0]. For compactness of notation, let:
α(r) = V0(r),









ε)(r) = β(r)gε(r) + α(r)f ε(r) + Ωε(r)f ε(r).
(3.2.30)
By Lemma 3.2.3 we have:
|f ε(δ0)− f(δ0)| ≤ C(δ0)ε2,
|gε(δ0)− g(δ0)| ≤ C(δ0)ε2,
(3.2.31)
where C(δ0) depends on δ0. Let r0 > δ0 and choose 0 < h 1 as a step size. We approximate a
solution to (3.2.30) on the interval [δ0, r0] using Newton’s method. For j ≥ 0 we let:
δj+1 = δj + h,





















ε(δ0)), αj = α(δj), βj = β(δj),Ω
ε
j = Ω
ε(δj). As above we omit ε = 0 from




j ). Now, let:
df εj = f
ε
j − fj ,
dgεj = g
ε
j − gj ,
(3.2.33)
so that for j ≥ 0 we have:





dgεj+1 = (1 + hβj)dg
ε








Note that by construction sup
h≤1




Ωε(r) ≤ C(Ω)ε2. (3.2.35)
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β(r) ≤ C(δ0, β).
(3.2.36)
Let j ≥ 0 and let |df εj |, |dgεj | ≤ C(j)ε2, where C(j) ≥ 1. Then by (3.2.34), we have:
|df εj+1| ≤ (1 + h)C(j)ε2,
|dgεj+1| ≤ (1 + hC(δ0, β))C(j)ε2 + h(C(α) + C(Ω)ε2)C(j)ε2 + hC(f)C(Ω)ε2
≤ (1 + hC) · C(j)ε2 + hC · C(j)ε2 + h · C(j)ε2
(3.2.37)
where C > max{C(β), C(α) +C(Ω), C(f)C(Ω)}. Therefore we see that if |df εj |, |dgεj | ≤ C(j)ε2, then
|df εj+1|, |dgεj+1| ≤ C(j + 1)ε2 where:
C(j + 1) = C(j)(1 + C1h) (3.2.38)
and where C1 = 1 + 2C. Thus:








C(j) ≤ C(0)eC1r0 . (3.2.40)
Picking C(0) > max{C(δ0), 1} completes our proof.
Lemma 3.2.5. There exist ε0 > 0 and r0 > 0 such that for all 0 ≤ ε ≤ ε0 the function f ε does not
have any zeros on [r0,∞).




















where C0[0,∞) has the sup norm. We note that F is just the difference operator, i.e.,
f ε(r)− f(r) = F (f ε − f) (3.2.42)
and what we would like to do is to show that it is a contraction on an appropriate space. For



















































































for t ∈ [0, r0]. Now: ∫ r
r0








































From Lemma 3.2.1 we know that ||tωε1(t)||L1
[0,∞)









∣∣∣∣ ≤ ||f ||L∞[r0,∞)1 + 2k · [||tωε1(t)||L1[0,∞) + ||tωε=12 (t)||L1[0,∞)] . (3.2.49)





































Let ||tωε=12 ||L1[0,∞) = (2 + δ1)−1. Let r0 > 0 be such that ||tV0(t)||L1[r0,∞) < K
−1
0 (with K0 > 0
chosen later) and sup
r≥r0
|fk±(r)− γk±| < K1 for all k ≥ 0 and all signs ± (with K1 > 0 chosen later).




























Now, choose K0 large enough and K1 small enuogh so that K2 < 1. Thus F
ε,k has a fixed point
on Sk±. Note moreover that the function z = 0 is in S
k
± and F
ε,kz 6= 0, thus our fixed point is not
trivial.
Lemma 3.2.6. There is ε0 > 0 that such that for all 0 ≤ ε ≤ ε0, all k ≥ 0, and all signs (±) we
have (3.2.10).
Proof. Let 0 < ε0 < 1 be small enough such that |(f ε,k± − fk±)(r0)| ≤
γk±
K0
, for all 0 ≤ ε ≤ ε0, all
harmonics k ≥ 0, and all signs ±. By Lemma 3.2.5 we may choose r0 and ε0 such that for all
0 ≤ ε ≤ ε0, for all k ≥ 0, and for every choice of sign ±, we have:
||f ε,k± − fk±||L∞[r0,∞) < γ
k
±, (3.2.51)
where r0 is chosen so that f
ε,k
± does not have any zeros on [r0,∞). By choosing (a possibly smaller)
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ε0, we see that for all 0 ≤ ε ≤ ε0, for all harmonics k ≥ 0, and for every choice of sign ± we have:
||f ε,k± − fk±||L∞[0,r0] ≤ ε,
||gε,k± − gk±||L∞[0,r0] ≤ ε,
(3.2.52)
and so the number of zeros of f ε,k± and f
k
± must agree on [0, r0], given that ε0 is small enough. This
is because the zeros of fk± are simple, and ||g
ε,k
± −gk±||L∞[0,r0] < ε. Thus index stability is proven.
3.3 Proof of Theorem 1.6.1.
As mentioned in Chapter 1, the way [MS] prove Theorem 1 is first by following two steps:
1. Define U0, and showing that if iτ ∈ iR is an embedded eigenvalue of JL0 corresponding to
eigenstate z, then necesarily z ∈ U0.
2. Show that for any z = (u, v)T ∈ U0 we have 〈L0+u, u〉 ≥ 0 and 〈L0−v, v〉 ≥ 0.
After having done that, [MS] prove a sequence of lemmas that are required for the proof of the
spectral property. We restate them here adapted to the perturbed case. These lemmas, being the
main ingredients of the proof of the spectral property in [MS] show that the spectral property holds
in our case as well, proving Theorem 1.6.1. The major work in proving Theorem 1.6.1 was done
in proving index stability for the perturbed operators Lε± in Section 3.1 and in showing that the
problem is well defined in Chapter 2. The proof of Theorem 1.6.1 then follows by the same proof as
in Section 3.5 of [MS].
Remember that the spectral property is defined by (1.5.6). Thus the non-negativity of the form
Bε on U ε is not enough: on U ε we must have Bε bounded from below by a positive form. Because of
this, we have the following lemma, which is a generalization of Proposition 3.5 of [MS].
Lemma 3.3.1. There exist a universal constant δ0 > 0 such that for all k ≥ 0 and all 0 ≤ ε ≤ ε0
with ε0 as in Section 3.2, for the perturbed operators
Lε,k± = L
ε,k
± − δ0e−|x| (3.3.1)
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the associated bilinear forms are stable:
ind(Bε,k) = ind(Bε,k) (3.3.2)
where naturally ind(Bε,k) = ind(Lε,k+ ) + ind(L
ε,k
− ).
Proof. Let δ0 > 0 work for the unperturbed problem. Apply the proof of index stability to L
ε,k
± and
choose ε0 small enough so that it works in this case.
A necessary precondition for the spectral property to hold is that being in U ε induces the
positivity of the forms Lε±. In order to show this we need to estimate certain inner products arising
from the orthogonality conditions defining U ε, inner products that require the operators Lε,k± to
be invertible on suitable function spaces. For this we restate Proposition 3.6 of [MS] suitably
generalized to our case.
Lemma 3.3.2. Let f be a smooth, radially symmetric function satisfying the bound |f(r)| ≤ Ce−κr
for some positive C and κ. Then, there exists a unique radially symmetric solution
(1 + rk+1)u ∈ L∞([0,∞)) ∩ C2([0,∞)) (3.3.3)
to
Lu = f (3.3.4)
where L = Lε,k± and 0 ≤ ε ≤ ε0 as abve.
Proof. As in [MS] this holds by Proposition 2 of [FMR].
The last thing we need to prove the spectral property are numerical estimates on inner products
and to show that they approach the correct signs as ε → 0. Namely, we have Proposition 3.8 of
[MS] which we restate here.
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where ϕ+ = (ϕ+,1, ϕ+,2)
T is the eigenstate associated with the positive eigenvalue σ+ > 0 of JL
0.













































1 〉 = −0.662038.
(3.3.6)







1 analogously for the ε > 0 case. In order for us to prove Theorem 1.6.1 we need



























as this would imply that correct signs are achieved, and that the proof of the spectral property from
[MS] applies to our case as well. This holds because of the continuity in ε of all arguments involved,
which follows from:
1. The norms (1.7.6), (1.7.7), and (1.7.9);
2. The invertibility of Lε,k± by Lemma 3.3.2;
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3. The fact that Lε,k± → L
0,k
± strongly (hence weakly) as ε→ 0.
With the propositions above the proof of the spectral property as presented in [MS] applies to our
case as well. We very briefly say how this proof works. The main ingredient is Lemma 3.3.1 above.
Taking ε small enough so that the signs in the perturbed and unperturbed problem match, (3.3.7)
induces the positivity of the quadratic form Bε, which in turn produces the proof of the spectral
property.
3.4 Numerics on index stability for V = cr2e−r.
Here we show that Lε± stabilizes on the zeroth harmonic for potential V (r) = cr2e−r where we
chose c = −1/13 which implies ||r2V ′(r)||L1
[0,∞)
< 1, but is close to 1. Here we clearly see that the
number of zeros of the corresponding Sturmian functions agree on the zeroth harmonic for both
the perturbed and unperturbed problem. In the figures below the blue curves U (0) correspond to
− and the red curves Z(0) correspond to +. With respect to the inner products and all numerics
not involving index calculations, they converge independent of our restriction on V for all ε small
enough (as implied by the proof).
(a) L0±, ε = 0. (b) Lε±, ε = 0.1.
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CHAPTER 4
Cases when negative V induces extra eigenvalues for Lε± and Lε±.
In this chapter we show that our assumptions on V for index stability to hold were not arbitrary:
given a negative enough V , index stability need not hold. This is what we prove in this chapter,
showing various ways in which index stability breaks down. Since the discrete spectrum of JL0
is completely determined by the spectra of L0+ and L
0
− ([MS]) the fact that V may induce extra
negative eigenvalues on Lε± for all ε small enough is a very pertinent observation in looking at the
spectral properties of JLε.
4.1 Eigenvalue existence for Lε± and Lε± near the edge of the essential spectrum
induced by negative eigenvalues of −∆ + V .
Theorem 4.1.1. Assume that −∆ + V has a bounded eigenstate ϕ ∈ L2(R3) corresponding to the
negative eigenvalue −E < 0. Let W be smooth, radial, and exponentially decaying. Then there is an
ε0 > 0 such that for all 0 ≤ ε ≤ ε0 we have:
|σd(−∆ +W + Vε)| ≥ |σd(−∆ +W )|+ 1. (4.1.1)
Proof. Let ||ϕ||L2 = 1. Let −∆+W have orthonormal eigenstates f1, . . . , fN ∈ L2(R3) corresponding
to negative eigenvalues −EN ≤ −EN−1 ≤ · · · ≤ −E1 < 0. Define the quadratic form Qε on
L2(R3)× L2(R3) by:
Qε(f, g) = 〈f, (−∆ +W + Vε)g〉L2 . (4.1.2)
Note that ϕε defined by ϕε(x) = ε3/2ϕ(ε · x) is an eigenstate of −∆ + Vε with eigenvalue −ε2E
and unit L2(R3) norm. We show that there is an ε0 > 0 such that for all 0 ≤ ε ≤ ε0 we have
ϕε /∈ span{f1, . . . , fN}, and Qε is negative definite on a subspace of dimension N + 1 so that by













〈λifi, λjVεfj〉L2 . (4.1.4)
Now, assume that ||V ||L∞ = C > 0, then:
|〈λifi, λjVεfj〉L2 | ≤ Cε2λiλj ||fi||L2 ||fj ||L2
≤ Cε2
(4.1.5)
since the f ′j are normalized and the λ
′
js have norm ≤ 1. We therefore see that:
|Qε(f, f)| ≥ E1 − CN2ε2 (4.1.6)
and that Qε is negative definite on span{f1, . . . , fN} for ε small enough.
Now, we look at Qε(ϕε, ϕε). Note that:
Qε(ϕε, ϕε) = −ε2E + 〈ϕε,Wϕε〉L2




≤ −ε2E + ε3||W ||L1(R3) · ||ϕ||2L∞
= ε2
[




But E > 0, so that as ε→ 0 we have:
Qε(ϕε, ϕε) < 0 (4.1.8)
as well. Thus, for ε > 0 small enough we have:
|Qε(f, f)| ≥ E1 − CN2ε2
> ε2E + |〈ϕε,Wϕε〉L2 |
≥ |Qε(ϕε, ϕε)|.
(4.1.9)
Thus, ϕε 6= f and so ϕε /∈ span{f1, . . . , fN} as claimed. Let ϕε = qε+gε with gε ∈ span{f1, . . . , fN}
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and 〈qε, gε〉L2 = 0 so that qε is the component of ϕε perpendicular to span{f1, . . . fN} with respect
to the L2(R3) inner product. Then Qε is negative definite on span{qε, f1, . . . , fN} for all ε small
enough.
Note that ||(W ε±−λ(ε))− (W 0±− 1)||L∞ = O(ε4) by Theorem 2.1.2, and ||Wε±−Wε±||L∞ = O(ε4)
by Lemma 3.2.1. Therefore, when we replace the W in the proof above by W ε± − λ(ε) we see that
inequality (4.1.7) is replaced by:
Qε(ϕε, ϕε) ≤ ε2
[
−E + ε||W 0± − 1||L1(R3)||ϕ||2L∞ +O(ε4)
]
(4.1.10)
which is a perturbation of order ε4. Thus all our results go through for Lε± and we can safely say
that the proof above works for the case when W is replaced by W ε± − λ(ε). The same holds when
we replace W by Wε± and Vε by Ωε, and so our proof works for Lε± as well.
Theorem 4.1.2. Let
Hε± = −∆ + [W ε± − λ(ε)] + Vε. (4.1.11)
Then any negative eigenvalue of Hε± introduced by adding Vε to −∆ + [W ε± − λ(ε)] has norm O(ε2).
Proof. Let us fix a sign ± and after having done that let us omit that sign from all the relevant
notation. Since ||Vε||L3/2(R3) = ||V1||L3/2(R3) < ∞ we know from the Lieb-Thirring inequality
(Theorem 12.4 of [LiebLoss]) that the discrete spectrum of Hε is bounded and the bound on the
number of negative eigenvalues of Hε is independent of ε.
Assume that {f1, . . . , fN} is a basis for the negative eigenstates of H0. By Theorem 4.1.1 we
see that the dimension of the space of functions corresponding to negative eigenstates of Hε is at
least N + 1. Moreover by the min −max principle (see Section 13.1 of [RS4]) the kth negative
eigenvalue −νεk < 0 of Hε is given by:
















Sk(ψ1, . . . , ψk−1) = {ψ ∈ H1(R3) : ||ψ||L2(R3) = 1, ψ ⊥ {ψ1, . . . , ψk−1}}. (4.1.13)
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Fixing k = N + 1, by the min−max principle we then have:
|νεN+1| ≤

























where we have used that ||ψ||L2 = 1 for ψ ∈ SN (ψ1, . . . , ψN ), ||Vε||L∞ = O(ε2), ||W ε −W 0||L∞ =










[W 0(x)− 1]|ψ(x)|2dx = 0. (4.1.15)
Using this procedure for all the possible remaining negative eigenstates of Hε, we see that we are
done.
Corollary 4.1.3. Let V < 0 be as in Chapter 1 and assume that −∆ + V has a bounded eigenstate
ϕ ∈ H1rad(R3) corresponding to the negative eigenvalue −E < 0. Then Lε± has an extra eigenvalue
νε induced by V such that |νε − λ(ε)| = O(ε2).
Proof. This follows from Theorems 4.1.1 and 4.1.2 since Lε± = H
ε
± + λ(ε).
We note that a corresponding theorem holds with V replaced by Ω1±. We state it here and omit
the (nearly identical) proof.
Theorem 4.1.4. Let V be such that −∆+Ωε=1 has a bounded eigenstate ϕ ∈ H1rad(R3) corresponding
to the negative eigenvalue −E < 0. Then Lε± has an extra eigenvalue νε induced by Ωε=1 such that
|νε − λ(ε)| = O(ε2).
4.2 A phase space approach to cases when V induces extra eigenvalues on L0±.
We include a section that shows visually how V may induce an extra negative eigenvalue on
Lε± when compared to L
0
±. To do this we use the phase space construction. As we are restricting
ourselves to Lε± and since our method of proof is different, our assumptions on V are stronger than
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the ones in Section 4.1. This entire section is qualitative in nature, no sharp bounds are attempted
or achieved, its only aim is to elucidate the action of ε−scaling on V .
Theorem 4.2.1. Suppose that W ≤ 0 is smooth and exponentially decaying. Suppose that V ≤ 0
and for convenience, suppose that supp(V ) ⊂ [2,∞). Then there are γ > 0 and ε0 > 0 (both
depending on W ) such that for all 0 ≤ ε ≤ ε0
|σd(−∆ +W + Vε)| ≥ |σd(−∆ +W )|+ 1 (4.2.1)
whenever V is such that V (r) < −γ for every r ∈ [2, 3].
Proof. To make notation simpler, for ε ≥ 0 let
Hε = −∆ +W + Vε. (4.2.2)
By Sturm-Liouville theory (see Section 3.1 ), the number of L2(R3) eigenstates living on the kth
harmonic corresponding to negative eigenvalues of Hε equals (2k + 1)Nk where Nk is the number





∂r +W (r) + Vε(r)
]
f ε,k(r) = 0. (4.2.3)
For the sake of simplicity, from now on let us fix k = 0 and omit it from our superscripts. For






−2W (ρ/ε) + V (ρ)
]
f ε(ρ) = 0. (4.2.4)
Moreover, f ε(0) = 1 and ∂ρ(f ε)(0) = 0. Since supp(V ) ⊂ [2,∞) we see that for ρ ∈ [0, 2]:
f ε(ρ) = f0(ρ). (4.2.5)
Since W is decaying exponentially to 0 in absolute value as r → ∞ and since sup(V ) ⊂ [2,∞),




f ε(2) exists. Moreover lim
ε→0
f ε(2) 6= 0 for otherwise we have f0 = 0
identically by the discussion on Chapter 13, p.91 of [RS4]. By Lemma 4.2.2 (which is logically
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independent of this Theorem 4.2.1 but uses the same notation and so is presented below), we know
that ∂ρ(f ε) is signed and bounded on [1, 2] as ε→ 0. Let
lim
ε→0
f ε(2) = −α (4.2.6)
with α > 0 (the case α < 0 is handled analogously). Let β > 0 be such that for all ε > 0 small
enough and all ρ ∈ [1, 2] we have
− β < ∂ρ(f ε)(ρ) ≤ 0, (4.2.7)
(the case β < 0 is handled similarly).
We introduce the phase space methods for this problem. Let R2 have coordinates (u, v) and put




v + [ε−2W (ρ/ε) + V (ρ)]u
ρ̇ = 1.
(4.2.8)
We may equivalently think of this phase space as R2 but with a ρ dependent vector field. Let C be
the set [−5/4α,−3/4α]× [−β, 0]× [1, 2]. Fix ε0 > 0 such that for all 0 ≤ ε ≤ ε0 and all ρ ∈ [1, 2] the
phase point (f ε(ρ), ∂ρ(f ε)(ρ), ρ) is in C. Now, let γ > 0 be large enough, so that for all 0 < ε ≤ ε0
we have −(3/2)α < f ε(3) and ∂ρ(f ε)(3) > 2α, which can be done since C is bounded.
Now suppose that V (ρ) < −γ for all ρ ∈ [2, 3]. Since both W and V are ≤ 0, we see that for
ρ ≥ 3 we have u̇ = v and v̇ = −2ρv+ (ε
−2W (ρ/ε) +V (ρ))u > −(2/3)v. At the time ρ = 3 this means
that u̇ = v > 2α and v̇ > −(4/3)α. Thus for all time ρ ≥ 3 (when we view our phase space as R2
with ρ acting as time and the vector field varying with ρ) the phase point goes to the right faster
than it goes down.
Since −(3/2)α < f ε(3) and ∂ρ(f ε)(3) > 2α, this implies that in the second quadrant, the phase
curve will be strictly above the line of slope −1 connecting the points (−(3/2)α, 2α) and (0, (1/2)α).
The v coordinate of the phase curve does not go off toward ∞ since V is exponentially decaying, so
that it is overtaken by −2ρ (which scales with v) after finite time. Since the only singular point of
the phase space at any particular instant ρ is (u, v) = (0, 0), we see that our phase curve crosses
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)(ρε)) = (0, ∂ρ(f
ε
)(ρε)) which means that the number of zeros of f
0,0 is strictly less
than the number of zeros of f ε,0 for all 0 < ε ≤ ε0.
Lemma 4.2.2. With notation and assumptions as in Theorem 4.2.1, we show that there is an
ε0 > 0 such that for all 0 ≤ ε ≤ ε0 we have:
1. The quantity ∂ρ(f ε)(ρ) is bounded on [1, 2].
2. The quantity ∂ρ(f ε)(ρ) is signed on [1, 2].
Proof. Note that because supp(V ) ⊂ [2,∞) this is the same as showing that:
1. The quantity ∂ρ(f0)(ρ) is bounded on [1, 2].
2. The quantity ∂ρ(f0)(ρ) is signed on [1, 2].
We first prove (2). Since
∂ρf ε(ρ0) = ε
−1∂r(f
0)(r0) (4.2.9)
with ρ0 = εr0 we see that our claim is equaivalent to the fact that (∂rf
0)(r) has a fixed sign as
r → ∞. Let R2 be coordinatized by (u, v) and put a vector field on R2 × (0,∞) ∪ R × {0} × {0}







Assume as above that lim
r→∞
f0(r) = −α with α > 0. Now let R > 0 be large enough so that
|f0(r)| > α/2 on [R,∞). This implies that for r ≥ R our phase point (u, v) = (f0(r), ∂r(f0)(r)) is
in Quadrant 2 or Quadrant 3 of R2. What we aim to show is that as r →∞ the phase point settles
in a fixed quadrant.
Suppose not, and let r ∈ [R,∞) be such that ∂r(f0)(r) = 0. Since W ≤ 0 and since v′ =
−2rv+W (r)u with |u| ≥ α/2 we see that at this instant the vector field pushes the phase point into
the second quadrant and will do so every time ∂r(f
0)(r) = 0 from now on, completing our proof of
(2).
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We now move on to the proof of (1). Let R > 0 be as above. Suppose first that the phase point
settles in Quadrant 2 as ε → 0, and suppose our claim is false. Let ε > 0 be such that ε−1 > 2R
and ∂ρf ε(2) is strictly above the straight line of slope −1 connecting the points (−(3/2)α, 2α) and
(0, (1/2)α). Then, as in the proof of Theorem 4.2.1 we see that there is ρε > 2 such f ε(ρε) = 0,
contradicting that f0 has no zeros on [R,∞).






is in Quadrant 3. Since W ≤ 0 and |u| ≥ α/2 we see that v′ is monotonically decreasing in absolute














For ε small enough the integrand has a fixed sign, and is monotonically decreasing in absolute value.
Since the integral goes to 0 these two facts imply that |∂ρ(f
ε
)(ρ)| is bounded on [1, 2]. Thus we are
done.
We now show that Theorem 4.2.1 also holds when we let W vary with ε, by replacing W
with W ε± − λ(ε). Note that supp(V ) ⊂ [2,∞) by assumption. Let (u(r), v(r)) be the phase point























And so our proofs are stable.
The remark below is meant as a simplified heuristic of the proof of Theorem 4.2.1, and it uses
50
Lemma 4.2.2 implicitly.
Remark 4.2.3. In the discussion that follows, for a given function h let h′ = ddrh and ḣ =
d
dρh. We









From this we see that




cos θε sin θε − sin2 θε
ϕ̇ε =
(





cosϕε sinϕε − sin2 ϕε.
(4.2.16)
Our phase spaces are now one dimensional (the phase space for θε is r dependent and the one for ϕε
is ρ dependent however). Our initial conditions are θε(0) = ϕε(0) = 0. For ε > 0 fixed, we let ϕ
0
ε
satisfy the unperturbed equation rescaled in ρ, namely:
ϕ̇0ε = ε





ε − sin2 ϕ0ε (4.2.17)
with initial condition ϕ0ε (0) = 0.
The limit sets of (4.2.16) and (4.2.17) are {−π, π}, which we see by setting the left hand side to
zero and letting r → ∞ and ρ → ∞. For ε small enough we may take ϕ0ε (1) to be as close to its
limit ϕ0ε (∞) = limρ→∞ϕ
0
ε (ρ) as we like. Moreover, ϕε(1) = ϕ
0
ε (1) for all ε > 0. Since ϕ
0
ε (∞) = ±π we
have cos2(ϕ0ε (∞)) = 1.
We may choose V negative enough so that for any δ > 0 small enough we have ϕε(2 + δ) ≥
ϕ0ε (∞) + π/4. We have for ρ ≥ 2 + δ:
2
ρ
|sinϕε(ρ) cosϕε(ρ)| ≤ sin2 ϕε(ρ) (4.2.18)
as long as ϕ0ε (∞) +π/4 ≤ ϕε ≤ ϕ0ε (∞) + 3π/4. Thus we see that in finite time ϕε(t) ≥ ϕ0ε (∞) +π/2,
implying that the perturbed equation produces one more rotation.
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4.3 Numerical Results on Theorem 4.1.1.
Below are pictures showing the persistence of an extra zero on the zeroth harmonic of Lε± and
Lε± where V (r) = −r2e−r. The blue curves U (0) correspond to − and the red curves Z(0) to +.
These show how the ε scaling of the potential V really affects the problem.
(a) L0±, ε = 0. (b) L
ε
±, ε = 0.1.
(c) Lε±, ε = 0.01. (d) L
ε
±, ε = 0.001.
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(a) L0±, ε = 0. (b) Lε±, ε = 0.1.
(c) Lε±, ε = 0.01. (d) Lε±, ε = 0.001.
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CHAPTER 5
Geometric approach to the existence of imaginary eigenvalues for JLε.
5.1 Conjecture on the existence of gap eigenstates for JLε.
Below we state our conjecture, which provided the main impetus for studying geometric index
theory. Briefly, it states that a class of potentials V induces gap eigenvalues in JLε not arising from
JL0.
Conjecture 5.1.1. Let V be such that −∆ + V has a smooth, radial eigenstate ψ ∈ L2(R3)
corresponding to a negative eigenvalue −E < 0. Then there is ε0 > 0 such that for all 0 < ε ≤ ε0








Moreover the eigenvalue-eigenstate pair (iωε, ϕε) is induced purely by Vε, it does not arise as a
perturbation of an eigenstate-eigenvalue pair from JL0.
Our motivation for this conjecture is the observation in Chapter 4 that there is such a class of
potentials inducing eigenvalues on Lε± for all ε > 0 small enough not arising from L
0
±, and that in
the unperturbed case, σd(JL
0) is completely determined by σd(L
0
±) (as mentioned in Section 2 of
[MS]). Thus we begin our study of (5.1.1). In what follows, until the end of this section, we drop
the ε superscript from (ϕ1, ϕ2) and the eigenvalue ω.
Let pk = Re(ϕk), qk = Im(ϕk), yk = ∂rpk, zk = ∂rqk for k = 1, 2 so that
ϕk = pk + iqk,
∂rϕk = yk + izk.
(5.1.2)
Noting that all of the functions and potentials are assumed to be radial, with ′ = ∂r we see that
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− + Vε)ϕ2 − iωϕ1,
(5.1.3)









0 0 1 0
0 0 0 1
W ε+ + Vε iω −2r 0



















0 0 1 0
0 0 0 1
W ε+ + Vε ω −2r 0










From now on, with ω ∈ R arbitrary, we label:
JLε(ω) =

0 0 1 0
0 0 0 1
W ε+ + Vε ω −2r 0
ω W ε− + Vε 0 −2r

. (5.1.6)
Our approach to solving this problem will be to work with the operator JLε(ω) and adapt the
methods developed in [CJ] to show that a gap eigenvalue of JLε exists. In what follows we lay out
our plan of solution, and show the substantial partial work that has been completed, along with
numerical results that strongly support our hypothesis and plan of proof.
5.2 Dynamical systems formulation.
In this section we follow [CJ] and reformulate our eigenvalue problem as a dynamical systems
problem. Because of this whenever possible we use the same notation as [CJ].
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We first look at the limiting system JLε(ω) at r = ∞. We see that at r = ∞ our system
becomes: 
0 0 1 0
0 0 0 1
λ(ε) ω 0 0
ω λ(ε) 0 0

. (5.2.1)
For ω 6= λ(ε) this has eigenvalues

































Thus for 0 < ω < λ(ε) the system JLε(ω) has a two dimensional stable and a two dimensional
unstable subspace at r =∞. When ω = λ(ε) the system above has eigenvalues:

























Thus at r =∞ we see that JLε(λ(ε)) has one stable, one central and one unstable direction. For
0 < ω < λ(ε), any solution of JLε(ω) that decays at r =∞ must lie on the global stable manifold
of the point (0,∞) ∈ R4 × [0,∞] which we call W s+(ε, ω). For ω = λ(ε) we denote by W cs+ (ε, ω) the
global center stable manifold at r =∞. This notation using ∞ as an actual point is legal because
we may compactify the r interval [0,∞] to [0, 2] in the same manner as in the formula (2.6) of [CJ],
the extra technical machinery is not needed for the comprehension of our problem, however, and so
we abstain from doing this. Therefore, whenever needed, we treat ∞ as a legitimate point in our
definitions and work. By Lemma 2.3 of [CJ] we see that W s+(ε, ω) ∩ {r = r0} is a 2 dimensional
linear subspace of R4 for all 0 < r0 <∞ and W s+(ε, ω) is a 3 dimensional manifold.
Now let us look more closely at JLε(ω) at r = 0. It is singular there, but we may replace it with
the equivalent system r · JLε(r) and explore what happens when r → 0. We see that as r → 0, the
system r · JLε(ω) approaches: 
0 0 0 0
0 0 0 0
0 0 −2 0
0 0 0 −2

(5.2.6)
having eigenvalues 0, 0,−2,−2 with corresponding (standard basis) eigenvectors e1, e2, e3, e4. We
thus have two central directions and two stable directions. Any solution of JLε(ω) that is defined
at r = 0 must approach the central directions and hence lie on the global center manifold at r = 0,
which we call W c−(ε, ω). By Lemma 2.3 of [CJ] W
c
−(ε, ω) is 3 dimensional and W
c
−(ε, ω) ∩ {r = r0}
is a 2 dimensional linear subspace of R4 for all r ≥ 0. We arrive at the first statement characterizing
eigenvalue existence, which is a restatement of Lemma 2.3 of [CJ].
Lemma 5.2.1. Let 0 < ω < λ(ε). If W c−(ε, ω) ∩W s+(ε, ω) 6= {0} × (0,∞) then iω is an eigenvalue
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of JLε.
Since W s+(ε, ω) ∩ {r = r0} and W c−(ε, ω) ∩ {r = r0} are 2 dimensional linear subspaces for
all r0 ∈ (0,∞), we see that we are better suited to look at how JLε(ω) induces flows on planes.
Moreover, we see that W c−(ε, ω)∩{r = 0} = span{e1, e2} ∈ Λ(2) and similarly W s+(ε, ω)∩{r =∞} =
span{v1(ε, ω), v2(ε, ω)} ∈ Λ(2) and W cs+ (ε, ω = λ(ε)) ∩ {r = ∞} = span{v1(ε, ω), v2(ε, ω)} ∈ Λ(2).
We label:
γ− = span{e1, e2} ∈ Λ(2)
γ+(ε, ω) = span{v1(ε, ω), v2(ε, ω)} ∈ Λ(2).
(5.2.7)
We are thus led to the following lemma.
Lemma 5.2.2. Under the flow of JLε(ω) Lagrangian planes are preserved, so that JLε(ω) induces
a flow on Λ(2).
Proof. Let x(r), y(r) ∈ R4 be two points moving under the flow of JLε(ω) spanning a Lagrangian
plane as linearly independent vectors in R4. Then [x(r), y(r)]′s = −2r [x(r), y(r)]s = 0.
From now on the notation Om(∗) will mean the omega limit set of the object ∗ in the relevant
phase space. In our case this is the limit as r →∞ of γ− under the flow of JLε(ω) for various ω.
Thus JLε(ω) induces a flow on Λ(2) and we get the following corollary, which is a restatement of
Lemma 2.4 of [CJ].
Lemma 5.2.3. Let Σ+(ε, ω) = D(γ+(ε, ω)) be the train of the Lagrangian plane γ+(ε, ω). Let
Om(ε, ω, γ−) ⊂ Λ(2)× [0,∞] be the omega limit set of the trajectory in Λ(2)× [0,∞] of γ− under
the flow JLε(ω). If Σ+(ε, ω) ∩Om(ε, ω, γ−) 6= ∅ then iω is an eigenvalue of JLε.
Note that Σ+(ε, ω) varies continuously in ω for |ω| < λ(ε). We continue our fruitful plunder of
relevant results from [CJ]. From Section 3 of [CJ] we see that Λ(2) is obtained as a quotient space
of S2 × [−1, 1] where we identify S2 × {−1} with S2 × {+1} via the antipodal map, so that Λ(2)
is a fiber bundle over S1 with fiber S2. Since R is the universal cover of S1 we see that we get a
universal cover of Λ(2) by S2 × R to which we may lift all relevant objects from Λ(2). Following
[CJ] we name this covering space C(2). Henceforth we denote lifts to C(2) with a hat over the
relevant object. By γ−(ε, ω, r) we mean the element of Λ(2) obtained by applying the flow JL
ε(ω)
to γ− for time r > 0, and so, by γ̂−(ε, ω, r) we mean a continuous lift of γ−(ε, ω, r) to C(2). By
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adjoining the r interval [0,∞) and the eigenvalue ω interval [ω1, ω2] (with −∞ < ω1 < ω2 <∞) to
Λ(2) we obtain a flow on Λ(2)× [0,∞)× [ω1, ω2] by letting r′ = 1 and ω′ = 1, and we may naturally
lift this flow to a flow on C(2)× [0,∞)× [ω1, ω2].
Let Σ̂+(ε, ω) be the lift of Σ+(ε, ω) to C(2), fix 0 < ω1 < ω2 < 1, and let
A1,2 = C(2)× {∞} × [ω1, ω2] \
⋃
ω∈[ω1,ω2]
(Σ̂+(ε, ω),∞, ω). (5.2.8)
which has infinitely many connected components, since Σ+(ε, ω) varies continuously with ω ∈ [ω1, ω2]
(see Figure 1 of [CJ] for a visual aid of this construction). We shall refer to a fixed connected





with A(ω) a connected component of C(2). We are now in a position to restate Lemma 3.1 of [CJ].
Lemma 5.2.4. Let 0 < ω1 < ω2 < λ(ε), and let A1,2 be a connected component of A1,2 such that
the following hold:
1. Om(ε, ω1, γ̂−)× {∞} ∩ [C(2) \A(ω1)]× {∞} 6= ∅,
2. Om(ε, ω2, γ̂−)× {∞} ∩A(ω2)× {∞} 6= ∅.
Then, there is ω ∈ [ω1, ω2] so that iω is an eigenvalue of JLε.
Now we explain what Lemma 5.2.4 says. For all ω and all relevant ε, we study how γ− ∈ Λ(2)
flows by the action of JLε(ω) and would like to see if it ends up in Σ+(ε, ω), as this would imply
eigenvalue existence by by Lemma 5.2.3. Let 0 < ω1 < ω2 < λ(ε) and C(2)× [0,∞]× [ω1, ω2] be as
above. Now let A1,2 be a connected component of A1,2 such that :
1. The omega limit set Om(ε, ω1, γ̂−) intersects points outside of the closure of A(ω1)
2. The omega limit set Om(ε, ω2, γ̂−) intersects points inside A(ω2).
Then, at some ω ∈ [ω1, ω2] we must have Om(ε, ω, γ̂−) intersecting points in the boundary, namely
Σ̂+(ε, ω), which when we project down from the cover would imply intersection with Σ+(ε, ω).
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5.3 The Maslov Index and the Geometric Theorem on eigenvalue existence.
We now look at the map det2 on paths in Λ(2) and the Maslov index defined by such paths. for
paths whose endpoints are transverse Lagrangian planes, this is done in [Ar1] and [Ar2]. For paths
in Λ(2) with arbitrary endpoints (not necessarily pairs of transverse Lagrangian planes) this is done
very generally in [RoSa]. The map det2, as defined in Section 1 of [Ar1], works in both of these
settings, as we will explain below. We restate the relevant theorems and definitions from [Ar1] and
[Ar2] first. Our ultimate goal is to use the Maslov index as an aid in determining whether the
hypotheses of Lemma 5.2.4 hold.
Definition 5.3.1. Let s : S1 → Λ(2) be a closed path in Λ(2). The winding number of det2◦s : S1 →
S1 gives the Maslov index of the curve s: this is exactly the cohomology class of s in H1(Λ(2),Z)
(see Corollary 1.4.2 of [Ar1]).
Now, let γ ∈ Λ(2). In a neighborhood of γ the train D(γ) is a double cone with the point γ at
the vertex. The train partitions Λ(2) \ D(γ) into three open regions labeled {−,−}, {+,−}, {+,+}
(see Fig. 3 and Fig. 4 of [Ar2]).
Definition 5.3.2. Let γ ∈ Λ(2) and let δ ∈ Λ(2) be transverse to γ. Let s(r) : [0, 1] → Λ(2) be
a path from δ to γ so that s(0) = δ, s(1) = γ. The Maslov index ms(δ, γ) of s path is the index of
intersection with D(γ) of any close path starting at δ and ending in the {+,+} region of Λ(2)\D(γ).
(For a visual aid please see Fig. 1 and Fig. 2 of [Ar2]).
The index is homotopy invariant for paths with fixed endpoints of transverse Lagrangian planes
(see p.3 of [Ar2]). Fix δ ∈ Λ(2) and fix its lift δ̂ ∈ C(2). Let γ ∈ Λ(2) be transverse to δ and let
s : [0, 1]→ Λ(2) be a path with s(0) = δ, s(1) = γ. Since π1(Λ(2), δ) ' Z, we see that we can lift s
to C(2) to produce ŝ : [0, 1]→ C(2). The Maslov index ms(δ, γ) is then the net number of times ŝ
intersects D(γ̂) where we count the intersections in the following way:
1. We count the intersection as a +1 if ŝ goes {−,−} → {+,−} or {+,−} → {+,+},
2. We count the intersection as a −1 if ŝ goes {+,+} → {+,−} or from {+,−} → {−,−}.
3. We add up all of the +1 and −1 to get the index.
Now let s : [0, 1]→ Λ(2) be a path with s(0) = δ, s(1) = γ with δ ∈ D(γ). By the work in Section
2 of [RoSa] the Maslov index is well defined even in this case. It is independent with respect to
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homotopies of paths that fix δ, γ and lie entirely in D(γ) and counts the net number of times the
lift ŝ intersects D(γ̂) (not counting the instance δ̂ ∈ D(γ̂) as an intersection). This is Theorem 2.3
of [RoSa].
We now create criteria using the Maslov index in conjunction with Lemma 5.2.4 to see when we
have an eigenvalue iω of JLε in [iω1, iλ(ε)). This is one of the major results of this dissertation,
and we call it the Geometric Theorem on the existence of gap eigenvalues of JLε.
Theorem 5.3.3. Let 0 < ω1 < λ(ε) and let ω2 = λ(ε)− εn with n ≥ 4. Let m1 denote the Maslov
index of the curve γ−(ε, ω1, r) and let m2 denote the Maslov index of the curve γ−(ε, ω2, r). Then
JLε has at least |m1 −m2| eigenvalues (counting multiplicity) in [iω1, iω2].
Proof. If m1 6= m2 the curves γ̂−(ε, ω1, r) and γ̂−(ε, ω2, r) end up in differently indexed connected
components of C(2) \ D(Σ̂+(ε, ω1)) and C(2) \ D(Σ̂+(ε, ω2)), therefore the hypotheses of Lemma
5.2.4 hold, hence JLε has an eigenvalue in [iω1, iω2]. The number of eigenvalues is at least |m1−m2|
because every time the Maslov index changes by 1 we may apply Lemma 5.2.4 and get a new
eigenvalue.
In Section 5.8 we run numerical tests to show how different potentials V induce eigenvalues in
the gap, as predicted by the above theorem.
Remark 5.3.4. A brief explanation is in order on why we have used ω2 = λ(ε)− εn with n ≥ 4
in Theorem 5.3.3. Note that for 0 < ω2 < λ(ε) the manifold W
s
+(ε, ω2) is 3 dimensional and
W s+(ε, ω2) ∩ {r = r0} is a 2 dimensional linear subspace for all 0 < r0 < ∞. This is no longer
true when we let ω2 = λ(ε), and so at ω2 = λ(ε) we can no longer apply Lemma 5.2.4. Thus we
must always fix 0 < ω2 < λ(ε). Then reason for using ω2 = λ(ε)− εn with n ≥ 4 is that with this
perturbation of λ(ε) the effect of V is fully pronounced, and we may see this by looking at the
rescaled equations in the variable ρ = εr. Thus, by letting ω2 = λ(ε)− εn with n ≥ 4 we can apply
Lemma 5.2.4 and crucially still see how V acts.
5.4 Proof outline of Conjecture 5.1.1.
In this section we briefly describe our plan in proving Conjecture 5.1.1. Before doing so we set
up some terminology.
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In the (p, q, p′, q′) basis of R4 we see that JLε(ω) decomposes as
JLε(p,q)(ω, r) = H
+




H+(p,q)(ε, ω, r) =

0 0 1 0
0 0 0 1
W ε+ + Vε ω −2r 0




0 0 0 0
0 0 0 0
0 0 0 0




Note that here H+(p,q)(ε, ω) is not the matrix Hamiltonian H
ε of Chapter 1. We may similarly
decompose
JLε(p,q)(ω, r) = H
−
(p,q)(ε, ω, r) +W
−
(p,q)(ε, r) (5.4.3)
where we switch W ε+ and W
ε
−.
Now, let w = p+ q, s = p− q. In the (w, s, w′, s′) basis, the system JLε(ω) becomes
JLε(w,s)(ω, r) = H
+




H+(w,s)(ε, ω, r) =

0 0 1 0
0 0 0 1
W ε+ + Vε + ω 0 −2r 0




0 0 0 0
0 0 0 0
|uε|2 −|uε|2 0 0





We may rescale JLε(ω, r) in ρ = εr to get an equaivalent (w, s, ẇ, ṡ) system:
JLε(w,s)(ω, ρ) = H
+
(w,s)(ε, ω, ρ) +W
+
(w,s)(ε, ρ) (5.4.6)
which we see explicitly as:
H+(w,s)(ε, ω, ρ) =

0 0 1 0
0 0 0 1
ε−2
[
W ε+(ρ/ε) + ω
]









0 0 0 0
0 0 0 0
ε−2|uε(ρ/ε)|2 −ε−2|uε(ρ/ε)|2 0 0




We continue with commentary on the decompositions above as it is in the (w, s, ẇ, ṡ) decomposition
of JLε(w,s)(ω, ρ) that we really see how V acts. Note that when we fix 0 < ω < λ(ε)− ε, the terms
ε−2(λ(ε)−ω) and ε−2(λ(ε) +ω) dominate V completely as ε→ 0, thus the effect of V on the system
above is negligible. On the other hand, when ω = λ(ε)− εn with n ≥ 4, we have ε−2|λ(ε)− ω| ≤ ε2
and so the effects of V (ρ) and −3ε−2|uε(ρ/ε)|2 are pronounced. But, these two potentials act
on different timescales, effectively uncoupling the system at ρ = 2 for all ε small enough by the
exponential decay of uε. We elucidate this in the following proposed plan of our proof:
1. Fix ω1 = 1/2 and let ε be small enough so that 1/2 < λ(ε). Then as noted above, in the
system JLε(w,s)(ω1, ρ) the effect of V (ρ) is completely negligible, as V (ρ) is absorbed by the
constant terms ε−2(λ(ε) − ω1) and ε−2(λ(ε) + ω1). Thus for all ε small enough the Maslov
indices of γ−(ε, ω1, r) and γ−(0, ω1, r) should be the same.
2. Now let ω2 = ω2(ε) = λ(ε) − εn with n ≥ 4 so that it varies with ε. For all ε small enough,
we see that W+(w,s)(ε, ρ) is essentially zero for ρ ∈ [2,∞), hence our system JL
ε(ω2, ρ) is
essentially H+(w,s)(ε, ω2, ρ), an uncoupled system. Because ε
−2 |λ(ε)− ω2| ≤ ε2 we see that the
(s, ṡ) dynamical system can be made to wind around the line s = 0 as many times as we
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would like (for all ε > 0 small enough) by the action of V by the same proof as in Chapter
4. The (w, ẇ) system however must settle because the potential V is completely absorbed
by ε−2(λ(ε) + ω2) for all ε small enough. Thus for all ε small enough the Maslov index of
γ−(ε, ω2, r) is strictly greater in absolute value than the Maslov index of γ−(0, 1, r).
3. Theorem 5.3.3 then implies that JLε has an eigenvalue iω ∈ i[1/2, λ(ε)− εn].
5.5 Our progress on the proof of Conjecture 5.1.1.
We have the following theorem on solution tracking for the JLε(ω) system where we show that
on any finite time scale in the r scaling our potential Vε acts as an O(ε
2) perturbation on the flow
when compared to the unperturbed JL0(ω) system. This shows that on any finite r interval [0, r0]
the Maslov indices of the perturbed and unperturbed systems are the same. Since the unperturbed
system settles its Maslov index in finite time, say for r ∈ [r0,∞) the Maslov index of γ̂−(0, ω, r)
does not change, what we need to show is that the perturbed system does not produce a different
Maslov index on the interval [r0,∞) for 0 < ω < λ(ε), but does produce a different Maslov index
for ω = λ(ε)− εn where n ≥ 4. As before, the notation C(x) will mean a constant that depends on
parameter x.
Theorem 5.5.1. Let F ε(r) = (f ε(r), f̃ ε(r), gε(r), g̃ε(r)) be a solution of system (5.1.6) with initial
condition F ε(0) = (1, 0, 0, 0)T . When ε = 0 we shall omit the supertscript ε from the equations for
F ε and W ε±. We show that for any r0 > 0 we have:
sup
r∈[0,r0]
|F ε(r)− F (r)| = C(r0)ε2. (5.5.1)
Mutatis mutandis, the same results hold when F ε(0) = (0, 1, 0, 0).
Let Γε± = W
ε
± −W± + Vε. Note Γ0± = 0 and that we have:
(f ε)′ = gε,
(gε)′ = W+f




(f̃ ε)′ = g̃ε,
(g̃ε)′ = W−f̃






We shall prove Theorem 5.5.1 as a consequence of the two lemmas below.
Lemma 5.5.2. There exists δ0 > 0 such that:
sup
r∈[0,δ0]
|F ε(r)− F (r)| = C(δ0)ε2. (5.5.3)




ε]] = r2[(W+ + Γ
ε
+)f
ε + ωf̃ ε],
∂r[r
2[∂rf̃
ε]] = r2[(W− + Γ
ε
−)f̃
ε + ωf ε].
(5.5.4)
We thus have (using our initial conditions), the equations:



















ε(t) + ωf ε(t)]dtds.
(5.5.5)



































where supr≥0 |Γε±| ≤ Cε2. On the interval [0, δ0] let:
f0(r) = 1,
f ε0(r) = 1,
f̃0(r) = 0,
f̃ ε0(r) = 0.
(5.5.7)
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Now, for j ≥ 0 let:









































Thus for j ≥ 0:





































By construction we have
|fj |, |f εj | ≤ 2,
|f̃j |, |f̃ εj | ≤ 1,
(5.5.10)
on the interval [0, δ0] for all j ≥ 0. Let:
∆εj = sup
r∈[0,δ0]
|f εj (r)− fj(r)|,
∆̃εj = sup
r∈[0,δ0]
|f̃ εj (r)− f̃j(r)|.
(5.5.11)
By the difference formulas above, and since |fj |, |f εj | ≤ 2; |f̃j |, |f̃ εj | ≤ 1 on the interval [0, δ0] for all




|f ε(r)− f(r)| ≤ ε2,
sup
r∈[0,δ0]
|f̃ ε(r)− f̃(r)| ≤ ε2.
(5.5.12)
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We now look at:
sup
r∈[0,δ0]
|(f ′)ε(r)− f ′(r)|. (5.5.13)
Note that:





















We thus see that
sup
r∈[0,δ0]
|(f ′)ε(r)− f ′(r)| ≤ C(δ0)ε2 (5.5.15)
by the estimate we have on the difference |f ε− f |. Mutatis mutandis, the same holds with (f̃ ε)′− f̃ ′.
This completes our proof.
Lemma 5.5.3. Let δ0 be chosen as above. For any r0 > δ0, there is C(r0) > 0 such that:
sup
r∈[δ0,r0]
|F ε(r)− F (r)| = C(r0)ε2. (5.5.16)







We use Newton’s method to approximate solutions on [δ0, r0]. Therefore let 0 < h  1 be a
step size. For ε ≥ 0 and 0 ≤ j ≤ h−1(r0 − δ0) let:
δj+1 = δj + h,
































































j ) = (fj , gj , f̃j , g̃j). (5.5.20)
We now define the difference operators as:
df εj = f
ε
j − fj ,
dgεj = g
ε
j − gj ,
df̃ εj = f̃
ε
j − f̃j ,
dg̃εj = g̃
ε
j − g̃j .
(5.5.21)
Thus for j ≥ 0 we have:



















































Fix j ≥ 0 and assume that |df εj |, |dgεj |, |df̃ εj |, |dg̃εj | are all bounded by C(j)ε2 for some C(j) ≥ 1.
Then by the formulae above we have:
|df εj+1| ≤ (1 + h)C(j)ε2,
|dgεj+1| ≤ (1 + hC(β))C(j)ε2 + hωC(j)ε2 + h(C(α) + C(Γ))C(j)ε2 + hC(f)C(Γ)ε2,
|df̃ εj+1| ≤ (1 + h)C(j)ε2,
|dg̃εj+1| ≤ (1 + hC(β))C(j)ε2 + hωC(j)ε2 + h(C(α̃) + C(Γ))C(j)ε2 + hC(f)C(Γ)ε2.
(5.5.24)
Let
C > max{C(β), C(α) + C(Γ), C(f)C(Γ), |ω|}
C1 = 1 + 3C.
(5.5.25)
Then, for C(j + 1) = (1 + hC1)C(j) we see that all of |df εj+1|, |dgεj+1|, |df̃ εj+1|, |dg̃εj+1| are bounded
by C(j + 1)ε2. Thus:








C(j) ≤ C(0)eC1r0 . (5.5.27)
Picking C(0) = max{C(δ0), 1} completes our proof.
5.6 Plücker reformulation.
Here we reformulate the flow on the space of Lagrangian planes induced by JLε(ω) in terms
of Plücker coordinates, as these coordinates are the natural setting for numerical det2 calculation
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which we explore in Section 5.7. As before let ω ∈ R, ε ≥ 0 and let JLε(ω) be defined as above.
Consider two solutions α, β of JLε(ω) given by:
α(r) = (α1(r), α2(r), α3(r), α4(r))
T ,
β(r) = (β1(r), β2(r), β3(r), β4(r))
T ,
(5.6.1)
spanning a Lagrangian plane α(r) ∧ β(r), with initial conditions:
α(0) = (1, 0, 0, 0)T ,
β(0) = (0, 1, 0, 0)T .
(5.6.2)
From now on we suppress r from our formulae, and let ′ = ∂r. Let pij = αiβj − αjβi, with
1 ≤ i < j ≤ 4 be the Plücker coordinates on the plane of solutions. Then we get the following
evolution equations in terms of Plücker coordinates:
p′12 = p14 − p23,























with initial condition P (0) = (1, 0, 0, 0, 0, 0)T . The system above is actually a 5 dimensional system









In this basis, we get the following sytem:
c′1 = c2 − c3,
c′2 = (W
ε





























0 1 −1 0 0
(W− + Vε) −2r 0 0 1
−(W+ + Vε) 0 −2r 0 −1
ω 0 0 −2r 0











with initial condition C(0) = (1, 0, 0, 0, 0)T . We state the work above as a theorem.
Theorem 5.6.1. We may write down the flow that JLε(ω) induces on Λ(2) as a 5× 5 linear system
defined on R5 and given by (5.6.6).
From Theorem 5.5.1 we obtain the following obvious corollary on tracking Lagrangian planes.
Corollary 5.6.2. Fix r0 > 0. Then there exists a constant C(r0) > 0 depending on r0, such that
for all ω ∈ [0, 1], all r ∈ [0, r0], and all 0 ≤ ε ≤ 1 we have:
||γ−(ε, ω, r)− γ−(0, ω, r)|| ≤ C(r0)ε2, (5.6.7)
where || ∗ || is the Euclidean metric on R5 and the planes γ−(ε, ω, r) and γ−(0, ω, r) are identified as
points of R5 using Plücker coordinates.
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5.7 Using det2.
Now let γ ∈ Λ(2) be spanned by α, β ∈ R4 where:
α = (α1, α2, α3, α4),
β = (β1, β2, β3, β4).
(5.7.1)
In Arnold’s language (see Section 3 of [Ar1], which we follow in the next paragraph) we may encode








and we calculate det2 in Plücker coordinates (c1, c2, c3, c4, c5) as
det2(γ) =
det(S + iT )
det(S − iT )
=
(c1 − c5) + i(c2 − c3)
(c1 − c5)− i(c2 − c3)
.
(5.7.3)
In the case s : S1 → Λ(2), the cohomology class of s in H1(Λ(2),Z) coincides with the Maslov
index of s and is calculated as the degree of the map det2 ◦ s. Let γ0 ∈ Λ(2) be the plane {a = 0}
where we view R4 = {(a, b) : a, b ∈ R2}. When we lift s to C(2) producing ŝ, the Maslov index of
s counts the net number of crossings of the path ŝ with D(γ̂0), and therefore the net number of
moments of notransversality of ŝ with γ̂0 as described in Section 5.4. We exploit this interpretation
of the degree of det2 is how we exploit it in our numerical calculations for general paths in Λ(2).
Namely, let γ ∈ Λ(2) be fixed, and we would like to count the net number of times a path s in
Λ(2) is nontransverse to γ, namely we would like to calculate the (most general) Maslov index of s.
The first thing we would like is to use det2 to count the net number of moments of nontransversality
to γ (the net number of times the path ŝ intersects D(γ̂) in C(2)). To do this, let U ∈ U(2) be a
unitary transformation mapping γ 7→ γ0. Let s0 be the path U ◦ s. Then the Maslov indices of s
and s0 coincide, and we may use the map det
2 ◦ s0 to measures this.
We explain presently the way we use this to compare the Maslov indices of different curves. Let
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If bn1 − n2c 6= 0 then the Maslov indices of s1 and s2 are different.
Remark 5.7.1. We pause and remind the reader on what we still need to do to prove Conjecture
5.1.1, while the question of how we aim to do it is explored in Section 5.4. What we conclude from
Corollary 5.6.2 is that having fixed r0 > 0, the trajectories of γ−(ε, ω, r) and γ−(0, ω, r) in Λ(2)
are within C(r0)ε
2 of each other on [0, r0] for every ω ∈ [0, 1], ε ≥ 0. What this tells us is that on
any fixed interval [0, r0] we may take ε small enough so that the Maslov indices of γ−(ε, ω, r) and
γ−(0, ω, r) are the same.
Let ω1 =
1
2 . We want to show that there exists ε0 > 0 such that for all 0 < ε ≤ ε0 the
Maslov indices of γ−(ε, ω1, r) and γ−(0, ω1, r) are the same. Having established that, we now let
ω2(ε) = λ(ε) − ε4. We need to show that for all 0 < ε ≤ ε0 the Maslov index of γ−(ε, ω2(ε), r) is
strictly greater in absolute value than the Maslov index of γ−(0, 1, r). Theorem 5.3.3 then implies
that JLε has an eigenvalue in [iω1, iω2(ε)], which did not arise from JL
0 for otherwise the Maslov
indices of γ−(ε, ω2(ε), r) and γ−(0, 1, r) would be equal.
5.8 det2 numerics and discussion of robustness of numeric problem.
Below we show pictures of det2 for both the perturbed and unperturbed problems. We use
the potentials V (r) = −r2e−r and V (r) = −10r2e−r. With ω = 1 we expect the perturbed and
unperturbed problems to have different Maslov indices, which is confirmed for the cases ε = 0.1 and
ε = 0.01. At ω = 0.1 we expect the Maslov indices of both the perturbed and unperturbed systems
to be the same, since as we noted above in Section 5.4, V will be absorbed by the ε−2 term in the ρ
scaled equation. This is also confirmed. In the pictures below, vertical jumps mean a full rotation
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of det2, and should be understood as continuous in the universal cover R of S1. When ω = 0.1 on
a timescale where r is small (r ∈ [0, 10]), we did not code in the soliton, hence there is no initial
jump in angle as you see in all other pictures. However, we see that on the large r timescales our
potentials (especially V (r) = −10r2e−r) do not produce the angle changes at ω = 0.1 like they do at
ω = 1. Since the potentials and the soliton are localized, our numerics provide a good viuualization
of the power of Theorem 5.3.3 and strong evidence of the truth of Conjecture 5.1.1, since in the
ε = 0.1 case we have solved the problem out much farther than required to show stability. Below,
det2 is presented for each case in two timescales: r ∈ [0, 10] in pictures labeled (a) and r ≥ 10 for
pictures labeled (b).
(a) ε = 0, ω = 1. (b) ε = 0, ω = 1.
(a) ε = 0.1, ω = 1, V (r) = −r2e−r. (b) ε = 0.1, ω = 1, V (r) = −r2e−r.
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(a) ε = 0.01, ω = 1, V (r) = −r2e−r. (b) ε = 0.01, ω = 1, V (r) = −r2e−r.
(a) ε = 0.1, ω = 1, V (r) = −10r2e−r. (b) ε = 0.1, ω = 1, V (r) = −10r2e−r.
(a) ε = 0.01, ω = 1, V (r) = −10r2e−r. (b) ε = 0.01, ω = 1, V (r) = −10r2e−r.
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(a) ε = 0.1, ω = 0.1, V (r) = −r2e−r. (b) ε = 0.1, ω = 0.1, V (r) = −r2e−r.
(a) ε = 0.1, ω = 0.1, V (r) = −10r2e−r. (b) ε = 0.1, ω = 0.1, V (r) = −10r2e−r.
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