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This work presents a multi-channel speech enhancement algorithm
using a neural network combined with beamforming deployed real-
time on a wireless acoustic sensor network (WASN) of distributed
microphones. We combine spectral mask estimation via a deep neu-
ral network together with spatial filtering to obtain a robust speech
enhancement system even in difficult real-world scenarios (e.g.
speech in noise, reverberant environments). Although the model
is trained on simulated data, it performs comparably well on real-
world tasks relative to an ideal oracle beamformer. We show that the
model can be deployed on a WASN platform that allows for remote
placement of microphones and on-board computing. We consider
models with a small parameter count and low computational com-
plexity. It achieves signal-to-distortion ratio (SDR) improvements
of up to 10 dB in a real-world scenario and runs real-time on-board
the WASN, with a latency in the order of hundreds of milliseconds.
Index Terms— speech enhancement, beamforming, deep neural
networks, wireless acoustic sensor networks
1. INTRODUCTION
In recent years, the number of speech enhancement algorithms has
grown dramatically [1, 2, 3]. These algorithms are particularly use-
ful for two major applications, that is, automatic speech recogni-
tion (ASR) systems [4, 5] and hearing aid [6, 7, 8] technology. To-
day, ASR systems are deployed in many daily-life applications that
require robustness in difficult noise conditions. The same robustness
is required by hearing aid technology which sees its market expand-
ing due to hearing loss becoming more common with increased life
expectancy [9].
A lot of progress has been made in the field of speech enhance-
ment, nevertheless many of the developed algorithms do not yet take
into account the real-world constraints faced by operating the hard-
ware devices that run these algorithms. In particular, these portable
hardware devices will have limited memory, computational power,
and battery power. Many state-of-art algorithms are based on deep
neural network (DNN) models with millions of parameters and high
computational costs that render them not usable in embedded devices
such as mobile phones or hearing aids [7, 1]. Moreover, most of
these algorithms are evaluated on simulated datasets where ground
truth of clean speech is available but lack testing in real-world sce-
narios with real reverberations and non-ideal microphones. Conse-
quently it is hard to say if those algorithms will be robust in real-
world conditions [10].
Another trend in deep learning used for speech enhancement
is moving past the use of a single channel. Recently, the speech
enhancement community has obtained promising results with algo-
rithms that use multiple channels. Using multiple channels can guar-
antee better results in terms of both SDR and speech intelligibility. In
particular using spatial information can lead to better cancellation of
point noise sources and diffuse noise [11, 12, 13, 14]. From a tech-
nological point of view, the advent of Internet of Things (IoT) and
wearable devices brings the possibility of having an ad-hoc micro-
phone array with large inter-microphone spacing and microphones
connected together in a wireless acoustic sensor network (WASN).
Beamforming algorithms that use the outputs of these ad-hoc arrays
can guarantee better SDR then using closely spaced linear or circular
arrays [15].
The goal of this work is to design a speech enhancement model
that uses an ad-hoc array of randomly placed microphones that is
both robust in simulated and real-world scenarios. The model has
to be cheap enough to be run on an embedded device, particularly
one of the nodes of the WASN platform, under constraints of low
computational power and low latency for real-time applications.
The model will be trained on simulated scenarios of speech in
noise with the presence of reverberations and evaluated on both the
simulated data and real-world data. The real-world data is collected
using a readily available multi-microphone distributed platform [16],
a scalable WASN that allows for an arbitrary number of microphones
to be added to the network. In addition, this platform allows multi-
channel models to be interfaced in real-time with all the microphones
in the network using its on-board embedded computer. This works
shows how a small, but powerful model for speech enhancement can
be used in a real-world scenario in real-time.
After a review of related research in Section 2, the remainder
of the paper is structured as follows: Section 3 describes the model
design and architecture together with the description of the multi-
microphone WASN platform. Section 4 describes the experimental
evaluation. Finally Section 5 concludes the paper.
2. RELATION TO PRIOR WORK
This work joins current research in speech enhancement algorithms
with WASN consisting of low-resource distributed nodes. The con-
sidered algorithm in this work uses mask estimation via a neural
network together with beamforming [17, 18]. This approach differs
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Fig. 1: Architecture of the proposed speech enhancement system. In
green is the reference microphone. MuDv4 is the name of the model
described in Section 3.2. The sample is speech in −5 dB noise.
from approaches that explicitly use spatial features in the model [3,
5]. Our work follows mainly the formulation described in [17], but
we use a convolutional neural network (CNN) for the mask estima-
tion. The CNN will be compared to the recurrent (LSTM/BLSTM)
and feed forward (FF) models described in [17] in terms of quality
of mask estimation and overall run-time. The WASN hardware plat-
form used in this work (WHISPER) was previously used for classical
beamforming with an ad-hoc microphone array [19].
In this work, we use the WASN platform to deploy neural net-
works for speech enhancement running in real-time and in a real-
world task. To the best of our knowledge, it is the first time a deep
learning based speech enhancement algorithm is deployed in the real
world on a WASN. Previous work has been done in developing
speech enhancement models usable in real-time with low algorith-
mic latency, but they are mainly theoretical, meaning without any
deployment [7] or they use very simple models that do not achieve
outstanding performance [20, 21].
3. METHODS
In this section we describe the signal model, the network architecture
used to estimate the speech and noise spectral masks and the WASN
system on which the model is deployed for real-time operation.
3.1. Signal model
We consider the following signal model which describes a single
sound source within noise. We assume M microphones in the
WASN. The signal recorded by channel m can be described as
ym(t) = s(t) ∗ rm(t) + km(t) i ∈ 0, ...,M (1)
where s(t) is the original clean speech, rm(t) is the reverberant
room impulse response, km(t) is the noise at the microphone and
ym(t) is the signal recorded by the microphone. We consider the
problem of finding a linear filter that is able to recover the reverber-
ant speech, first term in Eq. 1, and with the least amount of distor-
tion. We assume that in our scenarios the narrowband approximation
of the short-time Fourier transform (STFT) holds [15], therefore we
analyze this problem in the frequency domain leading to the corre-
sponding form of Eq. 1:
Ym(ω, n) = S(ω, n)Rm(ω, n) +Km(ω, n) (2)
where (ω, n) represents the time-frequency bin for frequency ω
and time n. Traditionally, this problem is optimally solved using
spatial filtering, also known as beamforming. This technique leads
to the optimal reduction of the noise because of spatial coherence.
One popular method is the minimum variance distortionless re-
sponse (MVDR) beamformer. The MVDR filters are obtained by
imposing a constraint of maximally reducing the signal variance,
therefore the noise power, without introducing any speech distor-
tion. Traditionally, MVDR weights are obtained by solving the
following optimization problem





w = 1 (3)




Y(n)Y(n)H is the spatial covariance matrix of the
noisy signal, q is the steering vector and H is the Hermitian trans-





The limitation of this approach, is that it still needs knowledge of the
steering vector q, and this vector is usually hard to obtain in practice
for an ad-hoc array [19]. To avoid estimating the steering vector,
we use an alternative formulation [17] to obtain the MVDR weights
[22]. The idea is the same as presented in [17]. The weights are now
obtained by using
wMV DR = Φ
−1
nnΦss (5)
where Φnn and Φss are the noise and speech spatial covariances
respectively. In order to compute these spatial covariances, we use
the neural network to estimate a spectral mask that roughly separates
speech and noise from the mixture. Once we obtain the respective
masks Ms and Mn for speech and noise, we calculate the spatial







for vv ∈ {ss,nn} and v ∈ {s, n} and then compute the beamform-
ing weights following Eq. 5.
3.2. Network architecture
As described in Section 3.1, we use a neural network to estimate a
time-frequency spectral mask for separating speech from noise. This
method works well when we can assume that the noise and speech
statistics differ substantially, for e.g. when there is only one speech
source which is also the target and the noise is diffuse and relatively
stationary.
The input to the network is the mixture spectrogram Yref ∈
C
F×N of a microphone chosen arbitrarily as the reference micro-
phone; and where F is the number of frequency bins defined by the
length of the STFT window and N is the number of time frames
in the considered sample. Since the network can only process real
numbers, the spectrogram is split in the real and imaginary parts and
the two matrices are concatenated along a new axis [23]. The input
to the network is now a 3D tensor I ∈ R2×F×N . Along with the ar-
chitectures described in [17], we proposed a new architecture, based
on a CNN to estimate the mask.
We use different neural network architectures to estimate the
mask. In the case of the convolution neural network, we first apply
apply a 2D convolution with kernel size (1, 1), also called a fully
connected layer, to transform the number of channels in tensor I
from 2 to 16. Then we apply S stacks of L convolutions, each with
16 channels, kernel sizes of (3, 3) and a dilation factor 2l where l
is the index of the layer in the stack [24]. The convolution outputs
are zero padded to keep the matrix dimensions the same as the input
dimensions. Pooling is not used. After every convolution we apply
Model Parameters Causal Span (ms) Latency (ms) Real-world data Simulated Data
SDR STOI SDR STOI
C 512 6 30K yes 3950 15 5.1± 2.2 0.63± 0.16 11.6± 3.8 0.87± 0.13
C 512 4 20K yes 950 15 4.9± 2.2 0.62± 0.17 11.1± 3.9 0.86± 0.14
NC 512 6 30K no 3950 1975 5.6± 2.1 0.65± 0.15 12.2± 3.6 0.89± 0.12
NC 512 4 20K no 950 1975 5.3± 2.2 0.63± 0.17 11.7± 3.7 0.87± 0.13
FF [17] 500K yes 15 15 3.5± 2.2 0.58± 0.19 9.9± 3.9 0.83± 0.17
BLSTM [17] 2M no * full sequence 5.7± 2.1 0.66± 0.17 12.3± 3.4 0.87± 0.12
LSTM 2M yes * 15 5.2± 2.0 0.63± 0.17 11.5± 3.3 0.86± 0.15
MB MVDR - - - - 6.5± 1.9 0.72± 0.12 12.6± 1.7 0.91± 0.10
Table 1: Results of the models and of a reference mask-based beamformer on simulated and real-world data using 6 microphones. Reported
are mean and standard deviation values for SDR and STOI. The mask-based beamformer (MB MVDR) has been obtained using an IRM. The
numbers in the parameters column include the total number of trainable parameters in the model. The span, also known as receptive field,
and the latency are calculated using a sampling frequency of 8 kHz, a STFT frame size of 512 and a frame step of 125 samples. The * in the
span for LSTM-based models indicates that the true span cannot be calculated for these models.
a ReLU non-linearity and a layer normalization [25]. In addition,
the input to the next layer is summed with identity residual connec-
tions to make the training faster and more stable [26]. Finally, a fully
connected layer brings the channels down from 8 to 1, leading to a
magnitude spectral mask M ∈ RF×N .
In order to reduce the number of parameters we only estimate
Mss and assume that Mnn = 1 − Mss as in an ideal ratio mask
(IRM) [27]. As the next step, we calculate the spatial covariances
as shown in Eq. 6 and the MVDR weights as in Eq. 5. Finally, we
apply the weights to the mixture spectrogram Y and obtain the es-
timated cleaned speech. Details on the training procedure will be
given later in Section 4. Note that since the network estimates only
one mask from the reference microphone, the enhancement model is
inherently applicable to an array with an arbitrary number of micro-
phones. As shown in [17], we could have employed a more complex
mask estimation scheme that makes use of all microphones. Never-
theless, the limited boost in performance is not worth increasing the
computational complexity of the model and it will badly affect the
speed performance on a low-resource embedded device.
3.3. Wireless acoustic sensor network platform
We use the WHISPER WASN platform to deploy the models in the
real world. Each module of the platform holds up to 4 microphones
and has both high and low level computation capabilities powered
respectively by an FPGA and an embedded computer namely a
Raspberry-Pi 3 Model B+, featuring a Broadcom BCM2837B0,
Cortex-A53 (ARMv8) 64-bit SoC running at 1.4GHz and a 1GB
LPDDR2 SDRAM.
All modules can be wirelessly synchronized in order to main-
tain synchronous sampling across all microphones even on different
modules. The synchronization precision is in the order of nanosec-
onds. This value is enough to deliver sample-level synchronization
even at high sampling rates. The modular design allows WHISPER
to be scaled to arbitrary number of modules and therefore micro-
phones that can be deployed in such a way to construct an ad-hoc
WASN. Large spacings (in the order of meters) between micro-
phones allow better results in terms of SDR [15].
We first collected a real-world dataset using WHISPER of a sin-
gle talker at different SNR levels and in the presence of reverbera-
tion (see Section 4.2). We used this dataset to test our model and to
compare the performance of the model with classical oracle beam-
forming on a real-world task. The model is also deployed onto the
WASN platform so that we can evaluate its real-time performance in
a real-world scenario.
4. EXPERIMENTAL EVALUATION
The evaluation is done in three different test scenarios. The first test
is carried out using the simulated data also used for training. The
second test is done offline on the real-world dataset recorded using
the multi-channel platform. The third test is the deployment of the
models in a real-world scenario by using WHISPER. For the offline
test, we show the results in terms of signal quality (SDR) and speech
intelligibility (short-time objective intelligibility (STOI)). For the
real-time scenario, we report on system latency, computational load
and memory usage for the model deployed on the platform. For
all three cases, the signals are sampled at 8 kHz and the STFT is
computed using a frame length of 64ms and frame step of 15ms.
The newly introduced model described in Section 3.2 are com-
pared against the two models introduced in [17] for mask estima-
tion, namely a bidirectional recurrent neural network (RNN) with
long-short term memory (LSTM) units and a feed forward network.
Moreover, we compare against a version of the RNN in [17] that uses
only unidirectional units in order to have a causal network. This net-
work is similar to the bidirectional LSTM network but has double
the number units, this is done to match the number of operations to
compute this network to the number of operations needed to com-
pute the smallest CNN. Finally, all models are compared against a
mask-based MVDR oracle beamformer.
4.1. Simulated data
The models were trained on a dataset of simulated data. The dataset
is based on the WSJ0-2mix dataset [28] commonly used for source
separation and speech enhancement tasks. We generated simulated
scenarios of a single speaker in a reverberant room and in the pres-
ence of diffuse noise. The noise is taken from NoiseX-92, [29] a
widely known dataset containing various types of noise recordings
such as factory and babble noise. The noise is mixed with the speech
at SNR levels in the range of (−7.5, 2.5) dB. For each sample, we
randomly selected a room size of U(3, 6) × U(3, 6) × U(3, 4) me-
ters, a reverberation time T60 = U(0.2, 0.8) seconds, a sample from
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Fig. 2: SDR improvement for the different models and the mask-
based beamformer on the real-world data as a function of the number
of microphones used. Results are averaged across the 3 SNR levels.
the source. We impose no constraints on the minimum or maximum
distance between each microphone and the source.
The model is trained to estimate a speech mask as described in
Section 3.2, nevertheless the optimization of the network is done in
the time domain. Since both the calculation of the weights (Eq. 5)
and the STFT are differentiable operations, we can invert the STFT
signal in the time domain and train the model end-to-end using the
scale-invariant SDR as the target [30]. The SDR is computed from
the estimated and ground-truth reverberant speech. The model is
trained for 100 epochs. In each epoch, the training data consists of
20, 000 samples, each of 4 seconds in duration. We use the Adam
optimizer, a learning rate of 1e−4, and early stopping for regulariza-
tion with a patience of 2 epochs.
The results are reported in Table 1 for 4 model variants all us-
ing 6 microphones. They are compared against an oracle MVDR
mask-based beamformer that uses the IRM to calculate the spatial
covariances of speech and noise. All CNN models have S = 2 and
either L = 6 or L = 4 (last digit in model name). As we can
see, the non-causal model with the longest receptive field (span) per-
forms the best and has comparable results to the oracle beamformer
and to the BLSTM model previously proposed. The simplest model
is causal, has low latency and small receptive field. It only has a
drop of 1 dB in SDR and a negligible drop in speech intelligibility
with respect to the bigger models. On the other hand, it has 1.5 times
fewer operations thus making it more affordable in terms of runtime
and memory usage. Moreover, even though the small causal model
has worst results than its non-causal counterpart, it is more suitable
for real-time operations given the short algorithmic latency.
4.2. Real-world data
We collected a dataset using the multi-channel audio platform. This
dataset 1 consists of samples of a talker in the presence of babble
noise at 3 different SNR levels namely [0, 5, 10] dB. The position of
the talker can be in one out of 4 possible locations. The dataset was
recorded in a room which has a reverberation time of T60 = 0.25 s
and is of size 5m×6m×4m. We used a set of 16 distributed micro-
phones of WHISPER, i.e. 4 wirelessly synchronized modules. The
microphones were placed once in an arbitrary configuration. The
dataset has 30 samples for each SNR level. Each sample consists of
1https://github.com/SensorsAudioINI/WHISPER_SET_
1
Model R (ms) T (ms) M (MiB) F (Hz)
C 512 4 315± 7 330± 7 66.14 3.17
C 512 6 1773± 20 1788± 20 80.13 0.6
NC 512 4 321± 8 2296± 8 66.14 3.11
NC 512 6 1826± 25 3801± 25 80.13 0.5
FF 107± 4 122± 4 30.18 9.34
LSTM 317± 9 332± 9 70.41 3.15
Table 2: Results for real-time operation of the models on the plat-
form. (R)untime is the time taken to process a frame of length
matching the receptive field of the model. (T)otal latency includes
algorithmic latency (Table 1) plus (R)untime. (M)emory is overall
dynamic memory usage not storage. (F)rame rate refers to the max-
imum rate at which the new weights can be calculated.
15 sec of the speaker talking alone, followed by 15 sec of only noise
and another 15 sec of noisy speech. The first 15 sec will be used as
ground truth to obtain the SDR and STOI objectives that are used to
calculate the masks for the oracle beamformer.
Note that the models are not retrained using this real-world data
and the results are simply obtained by applying the models on this
data. Moreover, the data has not been preprocessed in any way. Dur-
ing evaluation, the model received the raw sampled data from the
microphones.
Table 1 shows the results using ad-hoc combinations of 6 micro-
phones in order to have results comparable with the the simulated
data. For each of the samples in the real-world test dataset, we ran-
domly select 3 subsets of 6 microphones and evaluate the perfor-
mance.
As pointed out in [17], these results should be taken with a grain
of salt, given the lack of real ground truth as one has in the case of
simulated data. Nevertheless, we can compare the models with re-
spect to the oracle beamformer which sets an upper bound to the best
possible performance. In accord with the simulated data results, the
best model is the causal one with the largest receptive field. In this
case, the model performs well even compared to the oracle beam-
former which leads by less then 1 dB in SDR. Again, the smallest
model is the worst, but has a performance which is still comparable
and competitive with respect to the oracle beamformer.
Figure 2 gives a closer look at the performance of the models.
Here, we can see the SDR improvement instead of the raw SDR
given in Table 1. The SDR improvement is calculated as the differ-
ence between the SDR of the enhanced speech and the SDR of the
unprocessed speech. The results are averaged over different combi-
nations of the microphones from the original sixteen microphones,
depending on the number of microphones. In particular we randomly
selected 3 subsets of microphones for each ad-hoc array size. This
measure gives a better idea of the power of the models in clean-
ing the speech, given the lack of ground truth. As we can see, the
smallest model using 12 microphones has only 1 dB drop in SDR
improvement with respect to the oracle beamformer, but still deliv-
ers an overall 10 dB SDR improvement. Moreover, all the models
have a significant positive effect with increasing number of micro-
phones used. The power of the algorithm comes from the robustness
of the individual components, namely the mask estimation using the
deep network and the spatial filtering.
4.3. Real-time operation
We deployed the four convolutional models, the unidirectional
LSTM model, and the feed-forward model onto WHISPER using
2 modules (therefore 8 microphones) and measured the real-time
performance which is reported in Table 2. The bidirectional LSTM
model is not considered because it needs a full sequence to esti-
mate the mask and is not suitable for real-time applications where
low-latency is required. The network operations are all carried out
in floating point and the model parameters are not quantized. No
specific optimization is employed on the CPU but all models are
implemented using the ONNX runtime library 2.
The results show that the feed-forward model has the fastest
runtime. Nevertheless as shown from the real-data evaluation, this
model does not yield satisfactory results in terms of SDR improve-
ment so it might not be the best choice for real-world deployment.
In order to get better mask estimates, the RNN and CNN models
are preferred. As demonstrated in Table 2, the runtime for these
models are similar. Even though they have a significant difference
in the number of parameters, the number of operations to compute
the models are comparable thus giving a similar runtime. In gen-
eral, given that both the RNN and CNN give similar performances
in terms of the mask estimation quality and runtime, one can choose
which network to deploy dependent on the computational efficiency
(operations/sec/W) and on-chip memory resource of the target hard-
ware.
The runtime of the recurrent model and the small CNN models
is around 300ms which gives a frame rate of 3Hz for refreshing
the weights. For a mask-based algorithm that directly enhances the
signal, the requirement of a low latency in the system means that the
processing of one frame has to be completed before the next frame
arrives. In our case we do not have this constraint since we do not
use the mask to clean the signal, but rather to estimate spatial covari-
ances. Once the beamforming weights are computed, they can be
applied with a minimum latency of 15ms which is set by the STFT
frame length chosen in this work while new weights can continually
be computed in parallel.
If the sources are spatially stationary, using either the small or
the large CNN models does not make a difference because even with
the different delays in estimated new beamforming weights, the val-
ues would remain the same, so the beamforming performance would
not be affected. If the auditory scene changes, e.g. the speaker
moves, the new estimated weights would be available only after
300ms for the small and causal model while this delay would be
at least 1.79 s for the larger and non-causal model. Therefore, us-
ing a bigger model would lead to inaccurate results. Naturally, if
one knows that the auditory scene changes very slowly, one could
choose to deploy a bigger and better model.
5. CONCLUSION
This work describes how a system that combines a deep neural net-
work for mask estimation together with beamforming can deliver
competitive speech quality improvement both on simulated and real-
world data. We compare the performances of different deep network
architectures for the mask estimation. Moreover, we showed how a
small version of the model can be deployed on a WASN platform of
distributed microphones to deliver real-time performance of speech
enhancement; and that even a model with only a few thousand pa-
rameters can deliver high SDR improvement in a real-world scenario
2https://github.com/microsoft/onnxruntime
and in real-time with low latency. Although single-channel solutions
are also appropriate for the single talker scenario in this study, our
intention is to expand the system testing towards multi-talker scenar-
ios in the real world.
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