Using some properties of the matrix measure, we obtain a general condition for the stability of a convex hull of matrices that will be applied to study the stability of interval dynamical systems. Some classical results from stability theory are reproduced and extended. We present a relationship between the matrix measure and the real parts of the eigenvalues that make it possible to obtain stability criteria.
Introduction.
Matrix stability plays an important role in mathematical analysis and its numerous applications to the areas of control theory, differential equations, and linear algebra. The concept of stability itself can be defined in many different ways depending on the context. Of special importance are stable (semistable) matrices-those whose eigenvalues have negative (nonpositive) real parts. A matrix M is D-stable if D · M is stable for every choice of a positive diagonal matrix D. The notion of D-stability of a real square matrix was introduced mathematical economists Arrow and MacManus [2] in studying stability of equilibria in competitive market dynamic models. Relations between stability and D-stability were considered in [2, 7] . Another important stability concept is that of strong stability that arises when diffusion models of biological systems are linearized at a constant equilibrium. Solutions to most of the above problems depend on the stability of linear dynamical system of the form dx/dt = A · X, which is studied on the basis of qualitative data on the entries of the matrix as in [13] .
The stability of a linear dynamical system is determined by the eigenvalues of the system matrix. When the parameters in the system matrix are uncertain, we are interested in the stability of the matrix given this uncertainty. First studies in this area were realized by Chebyshev and Markov (see a survey of their works in [4] ). The most interesting case is when the uncertainty in each parameter in the system matrix is modeled by an interval, that is, the lower and upper bounds are known. A natural conjecture would be that the family of system matrices is stable if and only if all the vertex matrices are stable. In [8, 9] , sufficient conditions have been obtained, for which the above conjecture is true in the discrete case. In [5] , an extension of Gershgorin's circle theorem was used to obtain a simple sufficient condition for the stability of the family of system matrices. The same theorem was also used in [1] to obtain more sufficient conditions. When the vertices of the matrix family are symmetric, the corresponding uncertain dynamical systems are stable if and only if the vertex matrices are stable, see [12] . In [10] , Kharitonov presented a necessary and sufficient condition for the stability of dynamical systems whose parametric uncertainty is restricted to a rectangular domain. A more general version was discussed in [14] , where the rectangular domain was replaced by a pathwise connected region Γ in the complex plane. The concept of Γ -stability was then introduced, and necessary and sufficient conditions for the Γ -stability of a family of systems of differential equations were established. The results of [14] were generalized in [11] .
In this paper, we prove a very general sufficient condition for a matrix family such that the stability of a finitely many well-chosen matrices guarantees stability of the convex hull and positive cone of the whole matrix family. This result implies the results in [1, 8, 12] . In some special cases dealing with the stability of interval dynamical systems, the condition becomes necessary as well as sufficient. Illustrative examples will be given.
Main results.
Consider the convex hull of n × n matrices in the set R n×n described by
The matrix M is said to be stable if all of its eigenvalues have negative real parts. We say that C is stable if each matrix in C is stable. In what follows, Re denotes the real part of a complex number and λ(M) or λ j (M) denotes the eigenvalue of the matrix M. To state our results, some definitions are required.
Let |x| denote a vector norm of x on C n , and let M be the induced matrix norm of M given by the vector norm | · |. Let µ(M) be the matrix measure of M defined as
where I is the identity matrix. The following well-known Coppel inequality [3] gives an upper bound for the magnitude of the solution of a differential equationẏ(t) = M(t)y(t) in terms of the matrix measure
which proves useful in the discussions to follow. The next lemma may be found in [3] . 
(b) for any norm and any M, we have
and for the ∞-norm |x| ∞ = max 1≤j≤n |x j |, the induced matrix measure is given by
) for any nonsingular matrix N and any vector norm · , with the induced matrix measure µ, Nx defines another vector norm and its induced matrix measure µ N is given by
Proof. Let M be any matrix in C, then there exist γ j ≥ 0 and
Since µ is convex and M ∈ C, we have
Then by Lemma 2.1(b), we have Re λ j (M) ≤ µ(M) < 0, which implies that M is stable. Therefore, C is stable and this completes the proof.
The previous result can be generalized to the case where M is in a positive cone. Let
be a cone of matrices, which we refer to as a positive cone, then P is said to be stable if each nonzero matrix in P is stable. The following theorem follows.
Theorem 2.3. If there exists a matrix measure
Proof. The matrix measure enjoys the following properties that can be found in [3] :
for any two matrices A and B, (2) µ(αA) = αµ(A) for any A and any α ≥ 0, from which the proof of the theorem follows directly.
Although the conditions of Theorems 2.2 and 2.3 are only sufficient, for a certain class of vertices they become also necessary. Let * denote the complex conjugate transpose operation, and let S be a set of matrices. We say that S is * -closed if M * ∈ S for any M ∈ S. This leads to the following theorem. Proof. The sufficiency is guaranteed by Theorem 2.2. To prove necessity, we choose the vector 2-norm. For any M ∈ V , we have
From Lemma 2.1(c), we conclude that µ 2 (M) < 0 and the proof is complete.
Of special interest is the following list of corollaries.
Corollary 2.5. If the vertex matrices are normal, then C is stable if and only if V is stable.
Proof. To prove sufficiency, let M ∈ V . Since M is normal, then by [6, Theorem 2.5.4] M can be diagonalized using a unitary transformation, that is, there exists a unitary matrix U such that M = UDU −1 . Using the 2-norm, which is invariant under a unitary transformation, the induced matrix measure is also invariant; therefore,
Hence, if M is stable, then µ 2 (M) < 0 for any M ∈ V , and from Theorem 2.2 we conclude that C is stable.
Since necessity is trivial, the proof is then complete.
The main results of [12] can now be given in the next corollary, the proof of which follows directly from Theorem 2.4. then, if we use the norm x = Kx 2 , the induced matrix measure µ K is given by The above results can be applied to the stability of interval matrices. Let L = (l ij ), U = (u ij ), and M = (m ij ) be real matrices, and let
that is, V is the set of vertex matrices of K. Then, the following result follows from Theorem 2.2.
Corollary 2.10. If there exists a matrix measure µ such that µ(M) < 0 for any M ∈ V , then K is stable.
The criteria developed in this paper may seem restricted because the matrix measure is only an upper bound of the real parts of the eigenvalues of a matrix. The next theorem will establish a relationship between the real parts of the eigenvalues and the matrix measure, showing that if the matrix measure is properly chosen, then it will be possible to obtain stability criteria which are equivalent to testing the real parts of the eigenvalues for negativity. 
Define a new norm of C n by |x| = |ΛNx| 2 . Then the corresponding matrix norm of I + γM, where I denotes the identity matrix and γ is any positive number, is
Note that if we let z = ΛNx, then we have
so the corresponding matrix measure of M is
Therefore, for any positive real σ , there exists a norm ρ such that
Re λ j (M) + σ , (2.20) and the proof is thus complete.
The above theorem suggests that in order to obtain the tightest stability bounds, the norm in Theorem 2.2 must be chosen properly. One possible choice is the class given by the norms |x| N = |Nx| 2 for any nonsingular matrix N. The induced matrix measure is µ N (M) = µ 2 (NMN −1 ). This relates to the representation problem for the matrix M. For the stability of interval polynomials, it is interesting to note that the stability of the system depends on finding a suitable state space realization so that the results of Theorem 2.2 can be applied. Now, we state an obvious corollary of Theorem 2.11.
Corollary 2.12. The matrix M is stable if and only if there exists a matrix measure µ such that µ(M) < 0.
Of special interest is the stability of time-invariant linear systems with parameter variations for unmodeled dynamics. Using the concept of the matrix measure, we can obtain the following result. Theorem 2.13. Suppose that the dynamical system is described bẏ
21)
where ∆M represents the unmodeled dynamics, then the system is stable if the unmodeled dynamics satisfies the conditions
where µ is a certain matrix measure.
The proof follows directly from the property µ(A + B) ≤ µ(A) + µ(B).
The next corollary shows that our results can be used to test stability of a convex hull of triangular vertex matrices. 
23) we obtain from Lemma 2.1(c) and (d) Proof. By [6, Theorem 2.3.3] , if a family of matrices commute, then they can be simultaneously transformed to upper triangular form. Then, Corollary 2.14 leads to the desired result.
We end up with the following corollary, whose proof is straightforward. 
Examples
Example 3.1. Let
Then,
Define the vector norm |x| = |N x | 2 . Then the induced matrix measure is 
Hence, Heinen's results [5] fail the stability test.
Example 3.3. Consider the interval dynamical systeṁ
where
From the observation that 6) it follows that the criterion which uses the 2-norm measure developed in [8] cannot be used to study the stability of M I . Choose D = diag{1, 0.5}. Then where the matrices M i , which represent the uncertain structure, are given skew matrices, that is, M T j = −M j (j = 1, 2,...,r ). The problem is to find conditions such that M +∆M is asymptotically stable for any ∆M ∈ ᐁ (in this case, we say that M + ᐁ is stable), where M satisfies M + M T is negative definite. The above formulation can be viewed as the representation of a dissipative system with energy-conserving perturbation. If we choose the 2-norm, the induced matrix measure is µ 2 , which satisfies µ 2 (M +∆M) = (1/2)λ max (M +M T ) < 0; so under the above assumption, we conclude that M + ᐁ is stable with a convergence rate at least −µ 2 (M).
Conclusion.
In this paper, we have obtained a very general sufficient condition for the stability of a convex hull of matrices and a positive cone of matrices. For a certain class of vertex matrices, the sufficient condition becomes also necessary. Another sufficient condition for the stability of an interval dynamical system is given, and the relationship between the real parts of the eigenvalues of a matrix and its matrix measure is derived. Using the matrix measure, we have also found a result for the stability of time-invariant linear systems with parameter variations representing the unmodeled dynamics.
