Abstract. We address the general mathematical problem of computing the inverse p-th root of a given matrix in an efficient way. A new method to construct iteration functions that allow calculating arbitrary p-th roots and their inverses of symmetric positive definite matrices is presented. We show that the order of convergence is at least quadratic and that adjusting a parameter q leads to an even faster convergence. In this way, a better performance than with previously known iteration schemes is achieved. The efficiency of the iterative functions is demonstrated for various matrices with different densities, condition numbers and spectral radii. 
Introduction
The first attempts to calculate the inverse of a matrix by the help of an iterative scheme were amongst others made by Schulz in the early thirties of the last century [1] . This resulted in the well-known Newton-Schulz iteration scheme that is widely used to approximate the inverse of a given matrix [2] . One of the advantages of this method is that for a particular start matrix as an initial guess, convergence is guaranteed [3] . The convergence is of order two, which is already quite satisfying, nevertheless there have been a lot of attempts to speed up this iteration scheme and to extend it to not only to calculate the inverse, but also the inverse p-th root of a given matrix [4] [5] [6] [7] [8] . This is an important task which has many applications in applied mathematics, computational physics and theoretical chemistry, where efficient methods to compute the inverse or inverse square root of a matrix are indispensable. An important example are linear-scaling electronic structure methods, which in many cases require to invert rather large sparse matrices in order to approximately solve the Schrödinger equation . A related example is Löwdin's method of symmetric orthogonalization [31] [32] [33] [34] [35] [36] [37] [38] , which transforms the generalized eigenvalue problem for overlapping orbitals into an equivalent problem with orthogonal orbitals, whereby the inverse square root of the overlap matrix has to be calculated.
Common problems in the applications alluded to above, are the stability of the iteration function and its convergence. For p = 1, most of the iteration schemes have quadratic order of convergence, with for instance Halley's method being a rare exception [7, 39, 40] , whose convergence is of order three. Altman, however, generalized the Newton-Schulz iteration to an iterative method of inverting a linear bounded operator in a Hilbert space [41] . He constructed the so-called hyperpower method of any order of convergence and proved that the method of degree three is the optimum one, as it gives the best accuracy for a given number of multiplications.
In this article, we describe a new general algorithm for the construction of iteration functions for the calculation of the inverse principal p-th root of a given matrix A. In this method, we have two variables, the natural number p and another natural number q ≥ 2 that represents the order of expansion. We show that two special cases of this algorithm are Newton's method for matrices [5-8, 40, 42, 43 ] and Altman's hyperpower method [41] .
The remainder of this article is organized as follows. In Section 2, we give a short summary of the work presented in the above mentioned papers and show how we can combine this to a general expression in Section 3. In Section 4, we study the introduced iteration functions for both, the scalar case and for symmetric positive definite random matrices. We investigate the optimal order of expansion q for matrices with different densities, condition numbers and spectral radii.
Previous Work
Calculating the inverse p-th root, where p is a natural number, has been studied extensively in previous works. The characterization of the problem is quite simple. In general, for a given matrix A ∈ C n×n one wants to find a matrix B that fulfills B −p = A. If A is invertible, one can always find such a matrix B, though B may not be unique. The problem of computing the p-th root of A is strongly connected with the spectral analysis of A. If, for example, A is a real or complex matrix of order n, with no eigenvalues on the closed negative real axis, B always exists [5] . As we only deal with symmetric positive definite matrices, we can restrict ourselves to the unique positive definite solution, which is called the principal p-th root and whose existence is guaranteed by the following theorem. Theorem 2.1 (Higham [44] , 2008). Let A∈C n×n have no eigenvalues on R − . There is a unique p-th root B of A all of whose eigenvalues lie in the segment {z : −π/|p| < arg(z) < π/|p|}, and it is a primary matrix function of A. We refer to B as the principal p-th root of A and write B = A 1/p . If A is real then A 1/p is real.
Remark 2.1. Here, p<0 is also included, so that Theorem 2.1 also holds for the calculation of inverse p-th roots.
The calculation of such a root is usually done by the help of an iteration function, since the brute-force computation is computationally very demanding or even infeasible for large matrices. For sparse matrices, iteration functions can even reduce the computational scaling with respect to the size of the matrix because values in intermediately occurring matrices are often truncated to retain sparsity. However, one should always keep in mind that the inverse p-th roots of sparse matrices are in general not sparse anymore, but usually full matrices.
One of the most discussed iteration schemes for computing the p-th root of a matrix is based on Newton's method for finding roots of functions. It is possible to approximate a zerox of f : R → R, meaning that we have f (x) = 0, by the iteration
Here, x k →x for k → ∞ if x 0 is an appropriate initial guess. If, for an arbitrary a, f (x) = x p −a, then
One can also deal with matrices and study the resulting rational matrix function F(X) = X p − A [8, 42] . This has been the subject of a variety of previous papers [3-8, 39, 40, 42-48] . It is clear that this iteration converges to the p-th root of the matrix A if X 0 is chosen close enough to the true root. Smith also showed that Newton's method for matrices has issues concerning numerical stability for ill-conditioned matrices [8] , although this is not the topic of the present work. Bini et al. [5] proved that the matrix iteration
converges quadratically to the inverse p-th root A −1/p if A is positive definite, B 0 A= AB 0 and I −B In his work dated back to 1959, Altman described the hyperpower method [41] . Let V be a Banach space with norm · , A : V → V a linear, bounded and invertible operator, while B 0 ∈ V is an approximate reciprocal of A satisfying I − AB 0 < 1. For the iteration
the sequence (B k ) k∈N 0 converges towards the inverse of A. Here, R k = I −B p k A is the k-th residual. Altman proved that the natural number q corresponds to the order of convergence of Eq. (2.2), so that in principle a method of any order can be constructed. He defined the optimum method as the one that gives the best accuracy for a given number of multiplications and demonstrated that the optimum method is obtained for q = 3.
To close this section, we recall some basic definitions, which are crucial for the next section. In the following, the iteration function ϕ : C n×n → C n×n is assumed to be sufficiently often continuously differentiable. Definition 2.1. Let A ∈ C m×n . The matrix norms · 1 , · ∞ and · 2 denote the norms induced by the corresponding vector norm, such that
where λ max denotes the largest eigenvalue and A * is the conjugate transpose of A. Definition 2.2. Let ϕ : C n×n → C n×n be an iteration function. The process We also want to remind a well-known theorem concerning the order of convergence.
Theorem 2.2. Let ϕ : C n×n → C n×n be a function with fixed point Z ∈ C n×n . If ϕ is q-times continuously differentiable in a neighborhood of Z with q ≥ 2, then ϕ has order of convergence q, if and only if
Proof. The proof can be found in the book of Gautschi [49, pp. 278-279] .
Generalization of the Problem
In this section, we present a new algorithm to construct iteration schemes for the computation of the inverse principal p-th root of a matrix, which contains Newton's method for matrices and the hyperpower method as special cases. Specifically, we propose a general expression to compute the inverse p-th root of a matrix that includes an additional variable q as the order of expansion. In Altman's case, q is the order of convergence, but as we will see, this does not hold generally for the iteration functions as constructed using our algorithm. Nevertheless, choosing q larger than two often leads to an increase in performance, meaning that fewer iterations, matrix multiplications and therefore computational effort is required. In Section 4 we discuss how q can be chosen adaptively. The central statement of this article is the following Theorem 3.1. Let A ∈ C n×n be an invertible matrix and p,q ∈ N\{0} with q ≥ 2. Setting
we define the iteration
If B 0 A = AB 0 and for R 0 = I − AB p 0 the inequality
holds then one has
If p > 1, the order of convergence of the iteration defined by Eq. (3.2) is quadratic. If p = 1, the order of convergence of Eq. (3.2) is equal to q.
Remark 3.1. One can use the same formula to calculate the p-th root of A, where p is negative or even choose p ∈ Q\{0}. However, this is not a competitive method because for negative p, one has to compute inverse matrices in every iteration step and for nonintegers the binomial theorem and the calculation of powers of matrices becomes more demanding. In the following, we therefore always assume p ∈ N\{0}.
Proof. First, we show that B k A = AB k holds for all k ∈ N. For this purpose, we rearrange
Now assume that B k A = AB k holds for a fixed k ∈ N. Then it follows for B k+1 that
yielding the first part of the assertion. Next, we prove that with R k ≡ I − AB p k one has
This will be shown by an induction over q. For q = 2, one obtains
Now assume that Eq. (3.4) holds for a fixed q−1 ∈ N. This yields for q ∈ N that
Now, everything is prepared to show the second assertion. Using the interchangeability of the matrices B 0 and A as well as the binomial theorem, one has
Taking norms on both sides, one obtains for k = 0
with c as defined in Eq. (3.3). Using once more an induction, one obtains
yielding linear convergence of R k to the zero matrix. Hence, B k must converge to A −1/p .
To determine the convergence order, we calculate for the iteration given by Eq. (3.2) the first and second derivative, espectively, given by
This yields ϕ (A −1/p ) = 0 for every p. For the second derivative it holds that
It is also possible to show that ϕ (j) (A −1/p ) = 0, if and only if p = 1 for j = 3,...,q−1, since
where J i,j and J j are both non-zero rational numbers. This implies that according to Theorem 2.2, the convergence of iteration defined by Eq. (3.2) is exactly quadratic for any q if p = 1. For p = 1, we have shown that the order of convergence is identical with q.
Comparing this result with previous conditions for convergence the required Eq. (3.3) looks rather complicated. To illustrate that this condition is really necessary, Fig. 1 shows for the scalar case the development of the residual after one step, i.e., r 1 , when the initial residual r 0 varies in the interval [0,1]. It can be seen that the absolut value of the second residual can be larger than one even if the norm of the first residual is smaller than one if p and q are chosen in the wrong way. The rather complicated coniditon given in Eq. (3.3) ensures that the norm of the next residual decreases for all possible combinations of p and q ≥ 2. However, these illutrations suggest that for p = 1 and arbitrary q ≥ 2 as well as for q = 2 and arbitrary p ≥ 1 a simplification of the criterion given in Eq. (3.3) should be possible. For these cases one finds: Proposition 3.1. Let A ∈ C n×n be an invertible matrix. Consider the iteration defined by Eq. (3.2) for p,q∈N\{0} and q≥2. If p=1 and q≥2 or if q=2 and p≥1, then the condition 
For q = 2 and p ≥ 1, one obtains from Eq. (3.5) for R 1 the equation
when taking q = 2 into account. Now, we will use another but equivalent reformulation for R 1 to show the assertion. Using the same reformulation as in [5, Prop 6 .1], one has for q = 2 and p ≥ 1 that
Combining the first equality with the representation of R 1 given in Eq. (3.6), one obtains Table 1 : Highest value of second parameter (second line) for given first paramter (first line) for n = 1.
yielding
Therefore, the inequality
is valid, which yields convergence of B k as shown in the proof of Theo. 3.1.
To get an impression of the remaining cases, Tab. 1 lists the maximal possible values of the q and p, respectively, when fixing p and q, respectively, for the case n = 1. These values were obtained by a simple numerical test varying r 0 in the whole interval [0,1]. For higher values of n, the numbers given in Tab. 1 represent an upper bound on the parameter values for which the simpler condition R 0 2 ≤ 1 suffices.
With respect to the convergence order, as a trivial consequence we conclude that a larger value for q does in general not lead to a higher order of convergence. However, in the following we perform numerical calculations using MATLAB [50] , to determine the number of iterations, matrix-matrix multiplications, as well as the total computational time necessary to obtain the inverse p-th root of a given matrix as a function of q within a predefined target accuracy. We find that a higher order of expansion than two within Eq. (3.1) leads in almost all cases to faster convergence. Details are presented in Section 4.
We now show that our scheme includes as special cases the method of Bini et al. [5] and the hyperpower method of Altman [41] . From now on, we deal with Eq. (3.2) for the definition of the matrices B k ∈ C n×n , i.e., define B k+1 = ϕ(B k ). We assume that the start matrix B 0 satisfies B 0 A = AB 0 and Eq. (3.3). For p = 1 and q = 2, we get the already mentioned Newton-Schulz iteration that converges quadratically to the inverse of A
For q = 2 and any p, we get the iteration
This is exactly the matrix iteration in Eq. (2.1) that has been discussed in the work of Bini et al. [5] . In both cases, Prop. 3.1 shows that our condition Eq. (3.3) on R 0 is equivalent to the condition R 0 < 1 used for the convergence analysis of these methods in the corresponding original papers [2, 5] . We now proceed by dealing with the iteration formula in the case p = 1 and show that it converges faster for higher orders (q > 2). For that purpose, we take Eq. (3.2) and calculate for p = 1
We now prove that this is convergent of at least order q in the sense of Definition 2.4.
Next, we show why the iteration function in Eq. (3.2) coincides for p = 1 with Altman's work on the hyperpower method [41] . We have already shown oin the proof of Theo. 3.1 that 
Numerical Results
Even if the mathematical analysis of our iteration function results in the awareness that, except for p=1, larger q do not lead to a higher order of convergence, we conduct numerical tests by varying p and q. Concerning the matrix A, whose inverse p-th root should be determined, we take real symmetric positive definite random matrices with different densities and condition numbers. We do this using MATLAB and quantify the number of iterations (#it) and matrix-matrix multiplications (#mult) until the calculated inverse p-th root is close enough to the true inverse p-th root.
The Scalar Case
First, we assess our program for the scalar case. As the computation of roots of matrices is strongly connected with their eigenvalues, it is logical to study the formula for scalar quantities λ first, which corresponds to n = 1 in Eq. (3.1). We take values λ varying from 10 −9 to 1.9 and choose b 0 = 1 as the start value. For that choice of b 0 , we have guaranteed convergence for λ ∈ (0,2) for q ≤ 10 as illustrated in Fig. 1 . We calculate the inverse pth root of λ, i.e., λ −1/p , where the convergence threshold ε is set to 10 −8 . In most cases, already a larger value for ε yields sufficiently accurate results, but to see differences in the computational time, we choose an artificial small threshold. While running the iteration scheme, we count the number of iterations and the total number of multiplications until convergence. In contrast to the matrix case, we do not use the norm of the residual r k = 1−b p k ·λ as a criterion for the convergence threshold, but the error between the kth iterate and the correct inverse p-th root, thusr k = b k −λ −1/p . This is due to the fact that in the scalar case, one can easily get λ −1/p by a straightforward calculation. Note that we have not necessarily |r k | < 1, but only |r k | < 1. In order to better distinguish the scalar from the matrix case, we write in the scalar case b k ,λ, and r k instead of B k , A, and R k .
We choose a rather wide range for q to see the influence of this value on the number of iterations and multiplications. In agreement with our observations in the matrix case, which we describe in the next subsection, there is a correlation between the choice of q, the number of multiplications and the number of iterations. In the following, we elaborate on the optimal choice of q.
Typically, the number of necessary multiplications is minimal for the smallest q, which entails the lowest number of required iterations. However, there are cases where the number of iterations is not steadily decreasing for higher q, as for example when computing the inverse square root of λ = 1.5 (Table 2) . Nevertheless, we conclude that the best choice is q = 4, as we have the lowest number of both iterations and multiplications. In other cases, however, the trend is much simpler. For example, when computing the inverse square root of λ = 10 −9 , while varying q from 2 to 8, we clearly obtain the most efficient result for q=7, where the number of iterations and the number of multiplications are minimal (Table 3) . In most of the cases, it is a priori not apparent which value for q is the best for a certain tuple (p,λ). It is possible that the lowest number of iterations is attained for really large q, i.e., q > 20. To present a general rule of thumb, we pick q from 3 to 8 as this usually gives a good and fast approximation of the inverse p-th root of a given λ ∈ (0,2). Hereby, we observe that for values close to 1, the optimal choice is in most, but not all cases, q=3 and for values close to the borders of the interval, mostly q = 6 is the best choice. This shows that the further the value of λ is away from our start value b 0 = 1, the more important it is to choose a larger q.
As shown in Fig. 2 for p = 1, λ = 10 −6 , a larger q causes the iteration to enter convergence after fewer iterations. This is due to the fact that in every iteration
it is calculated. Hence, a larger q leads to more summands in Eq. (4.1) and therefore to larger steps and variation of b k+1 . This also holds for negative r k , as we have r k ∈ (−1,1) and therefore |r i+1 k | < |r i k |. This argument is also true for p = 1 which explains the faster convergence for larger q despite that the order of convergence is limited to 2 in this case. However, a larger value for q obviously increases the performance just up to a certain limit. This is due to the fact that a larger value of q implies that b p k is raised by larger exponents. Therefore, the number of multiplications increases, which is, especially in the . The optimal choice is q = 5, even though q = 7 and q = 8 require fewer iterations, but overall more multiplications.
matrix case, computationally the most time consuming part. This is why we not only take into account the number of iterations but also the number of multiplications.
The Matrix Case
For evaluating the performance of our formula for matrices, we selected various setups with different variables p, q, densities d and condition numbers κ. The density of a matrix is defined as the number of its non-zero elements divided by its total number of elements. The condition number of a normal matrix, for which AA * = A * A holds, is defined as the quotient of its eigenvalue with largest absolute value and its eigenvalue with smallest absolute value. Well-conditioned matrices have condition numbers close to 1. The bigger the condition number is, the more ill-conditioned A is. For each setup, we take ten symmetric positive definite matrices A ∈ R 1000×1000 with random entries, generated by the MATLAB function sprandsym [50] . This yields matrices with a spectral radius ρ(A) < 1. We store the number of required iterations and the number of matrixmatrix multiplications for each random matrix. Then, we average these values over all considered random matrices. We choose q between 2 and 6 and stop the algorithm as soon as the norm of the residual is below ε = 10 −4 . By using the sum representation of Eq. (3.2), i.e., where the number of multiplications is minimized by saving previous powers of B p k A. It is evident that the number of matrix-matrix multiplications for a particular number of iterations is minimal for the smallest value of q. However, a larger q can also mean fewer iterations. Consequently, the best value for q usually is the smallest that yields the lowest possible number of iterations for a certain set-up. In general, the number of matrix-matrix multiplications m can be determined as a function of p, q, as well as the number of necessary iterations j and which reads as
To fulfill the conditions of Theorem 3.1, we claim that the start matrix B 0 commutes with the given matrix A. If B 0 is chosen as a positive multiple of the identity matrix or the matrix A itself, i.e., B 0 = αI or B 0 = αA for α > 0, respectively, then it is obvious that AB 0 = B 0 A holds and that AB 0 is symmetric positive definite. For the range of p and q used in this evaluation, the simplified condition R 0 2 ≤ 1 suffices to guarantee convergence as shown in Tab. 1. Also, in the first part of the calculations, we only deal with matrices A that have a spectral radius smaller than 1. If we take B 0 = I, then we have I −B 0 A 2 < 1 due to the following Lemma 4.1. Let C ∈ C n×n be a Hermitian positive definite matrix with C 2 ≤ 1. Then, it holds that I −C 2 < 1.
Proof. It is apparent that I 2 = 1. Let U be the unitary matrix such that U −1 CU = diag(µ 1 ,...,µ n ), where µ i ∈ (0,1] are the eigenvalues of C. Then we have
where µ min is the smallest eigenvalue of C.
In the following, we want to investigate the relation between the number of iterations and q for different p, densities d and condition numbers κ. Specifically, we begin with Table 4 , for p = 1, the number of iterations is lowest for q = 6, but concerning the number of matrix-matrix multiplications q = 3 is the best. The situation is similar for p = 2 and p = 3, where q = 3 is optimal. As shown in Table 5 , for p = 4, the number of iterations, and the number of matrix-matrix multiplications are minimal for q = 4. This shows that for larger p, higher values for q become beneficial. In general, like in the scalar case, a larger q causes the iteration scheme to reach quadratic convergence after fewer iterations as shown in Fig. 3 for p = 3. Note that although the norm of the residual R k is used as a convergence criterion, in Fig. 3 we show the norm of the error compared to the correct solutionR k . For matrices with lower condition numbers, overall fewer iterations are required as shown in Tables 6 and 7 . As a consequence, lower values for q appear to be optimal. For p = 1 the optimal value is q = 2, for p = 4 it is q = 3.
To evaluate the impact of much larger condition numbers, we used matrices with κ ∈ {10 3 ,10 6 ,10 9 } for different combinations of p and q. All calculations were performed using double precision arithmetic. The results are shown in Table 8 . As can be seen, the final precision decreases for higher condition numbers and the number of required iteration increases. Using higher values for q not only reduces the number of iterations, but also increases the final precision in all cases.
Overall it shows that the densitiy of the matrix has no influence on the choice of an optimal q but for higher p and for higher condition number κ, increasing values of q can provide a reduction not only in the number of iterations but also the number of matrixmatrix multiplications and increase the precision of the final result.
General Matrices and Applications
For many applications in chemistry and physics, the most interesting are sparse matrices with an arbitrary spectral radius. Often, to obtain an algorithm that scales linearly with the number of rows/columns of the relevant matrices, it is crucial to have sparse matrices. However, typically these matrices do have a spectral radius that is larger than 1, which is in contrast with the matrices we have considered so far, where ρ(A) < 1. As already discussed, for q = 2, the iteration function as obtained by Eq. (3.2) is identical to Bini's iteration scheme of Eq. (2.1). Nevertheless, our numerical investigations suggest that the analogue of Proposition 2.1 from Section 2 may also hold for Eq. (3.2) for q = 2. In any case, in order to also deal with matrices whose spectral radius is larger than 1, one can either scale the matrix such that it has a spectral radius ρ(A) < 1, or choose the matrix B 0 so that I −B p 0 A 2 <1 is satisfied. With respect to the latter, for the widely-used Newton-Schulz iteration, employing
as start matrix, convergence is guaranteed [3] . However, here we solve the problem for an arbitrary p by the following Since A is symmetric, we have A T = A and therefore commutativity of B 0 and A. Furthermore, the relation
holds, so that eventually
as we deal with matrices with ρ(A) ≥ 1. In what follows, we perform calculations using matrices A that have the same densities and condition numbers as in the case ρ(A) < 1. We scale the matrices such that we see a slight effect of the density d on the optimal choice of q. Hence, we evaluate the influence of different densities as well.
As an example, we study matrices with κ = 500 and spectral radius ρ(A) = 10 for the case p = 3. As shown in Table 9 , the number of matrix-matrix multiplications is always the lowest for q = 5, even though the number of iterations is minimal for q = 6. However, the decision of an optimal q is not always as simple as in the case demonstrated above. One such instance is shown in Table 10 , where the inverse fourth root of matrices with spectral radius ρ(A) = 50 and condition number κ = 10 is computed. In this case, we observe that for sparse matrices the choice q=5 is the best, while for more dense matrices q = 6 is optimal.
For matrices with a larger spectral radius, we did not observe any configuration where q = 2 is the best choice. On the contrary, as can be seen in Tables 9 and 10 , the evaluation of the inverse p-th root with q = 2 generally requires up to two times the com-putational effort and number of matrix-matrix multiplications, as well as up to three times the number of iterations with respect to the optimal choice of q. In general, the larger p, the more profitable is a bigger value for q.
Although our initial value from Eq. (4.2) allows us to operate on matrices with spectral radius ρ(A) ≥ 1, we observe that significantly more iterations are required than for the matrices evaluated in Sec. 4.2. It should be noted that the alternative approach by scaling the matrices such that ρ(A) <1 and then running the iterative method with B 0 = I would require fewer iteration in these test cases, but instead requires the calculation of ρ(A) and a proper scaling factor.
Conclusion
We presented a new general algorithm to construct iteration functions to calculate the inverse principal p-th root of symmetric positive definite matrices. It includes, as special cases, the methods of Altman [41] and Bini et al. [5] . The variable q, that in Altman's work equals the order of convergence for the iterative inversion of matrices, in our scheme represents the order of expansion. We find that q > 2 does not lead to a higher order of convergence if p = 1, but that the iteration converges within fewer iterations and matrix-matrix multiplications, as quadratic convergence is reached faster. For an optimally chosen value for q, the computational effort and the number of matrix-matrix multiplications is up to two times lower, and the number of iterations up to four times lower compared to q = 2.
