Using a probabilistic approach we establish new residual properties of the modular group PSL 2 (Z), and of more general free products. We prove that the modular group is residually in any infinite collection of finite simple groups not containing a Suzuki group Sz(q) or a 4-dimensional symplectic group P Sp 4 (q) with q a power of 2 or 3. This result is best possible, since the groups excluded are not quotients of the modular group. We also show that if S is a collection of classical groups of unbounded rank, then an arbitrary free product A
Introduction
A group G is said to be residually (in) a set S of groups if the kernels of all epimorphisms from G to members of S intersect trivially. A well known problem raised by Magnus ( [10] ) and Gorchakov-Levchuk ( [5] ) asks whether a free group of finite rank at least 2 is residually in any infinite collection of finite simple groups. Following partial solutions in [10, 16, 29, 30] , this was answered completely in the affirmative by Weigel in a series of papers [26, 27, 28] . Using a probabilistic approach, a short proof of this result is given in [4] .
In this paper we show that the probabilistic approach can be applied in the study of residual properties of other classes of groups, and yields new results which were not obtained by standard tools. Here we focus on free products Γ = A * B or A * Z, where A, B are finite groups and Z denotes the integers. We are concerned with the analogue of the Magnus problem for these groups: namely, for which collections S of finite simple groups is Γ residually S? This is solved in [25] in the case where S consists of alternating groups, but all other cases have remained open until now.
Of particular interest is the free product C 2 * C 3 since this is isomorphic to the much studied modular group P SL 2 (Z); our first theorem gives a complete answer to the problem in this case. Theorem 1.1 Let S be an infinite collection of finite simple groups not containing P Sp 4 (q) (q a power of 2 or 3) or Sz(q). Then P SL 2 (Z) is residually S.
Of course the Suzuki groups Sz(q) do not contain elements of order 3, so must be excluded; the P Sp 4 exceptions are also genuine, as these groups are not quotients of the modular group by [13, Section 6] .
For general free products of finite groups, we prove Theorem 1.2 Let A, B be nontrivial finite groups, not both 2-groups, and let S be a collection of finite simple classical groups of unbounded ranks. Then the free product A * B is residually S.
Our last theorem concerns free products of finite groups with Z. Theorem 1.3 Let S be an infinite collection of finite simple groups. Then (i) C 2 * Z is residually S;
(ii) C 3 * Z is residually S, provided S does not contain Sz(q); (iii) if A is any nontrivial finite group, and S consists of classical groups of unbounded ranks, then A * Z is residually S.
Note that part (iii) of Theorem 1.3 follows from Theorem 1.2; however we provide a direct proof which requires fewer tools.
For simple groups of bounded rank such definitive results as Theorems 1.2 and 1.3(iii) are not always possible, as A, B may not be embeddable in such groups. Nevertheless as a by-product of our methods we are able to prove the following partial result (see Proposition 5.7): let p be a fixed prime, let A be a nontrivial subgroup of P SL 2 (p), and let S be a collection of simple groups of Lie type of bounded rank in characteristic p, not containing Sz(q). Then the free product A * Z is residually S.
Let us briefly describe the general strategy of our proofs and the role of probabilistic arguments. In order to show that a group Γ is residually S it suffices to find, for each 1 = w ∈ Γ, an epimorphism φ from Γ to some group G ∈ S satisfying φ(w) = 1. Consider first Theorem 1.1. Let Γ = C 2 * C 3 , with canonical generators x, y of orders 2 and 3 respectively, and write w = w(x, y). Then a homomorphism φ from Γ to G is determined by the values a := φ(x) and b := φ(y), where a, b ∈ G satisfy a 2 = b 3 = 1. The condition that φ is an epimorphism can be written as a, b = G, and the condition φ(w) = 1 amounts to saying that w(a, b) = 1. The idea is now to let a be a randomly chosen involution in G, and b a randomly chosen element of order 3, and to show that each of these two conditions holds with probability tending to 1 as |G| → ∞; hence the two conditions can be satisfied simultaneously for some group G ∈ S as required. For the generation condition a, b = G, we use random (2, 3)-generation results from [13] and [8] . The main effort therefore focuses on showing that, for random elements a, b ∈ G of orders 2 and 3 respectively, the probability that w(a, b) = 1 tends to 1 as |G| → ∞. For technical reasons we actually fix particular large conjugacy classes of elements of orders 2 and 3 in G and choose a, b at random from these classes; this means that we require slight refinements of the random generation results of [13] . We shall discuss below a little more our methods for proving the last statement about w(a, b).
For Theorem 1.2, in which Γ = A * B, we shall prove a random (A, B)-generation result of independent interest (see Theorem 2.3 below). This result shows that, if A and B are embedded in a natural fashion in classical groups G of sufficiently large dimension, then randomly chosen G-conjugates of A and B generate G with probability tending to 1 as |G| → ∞. The proof of this theorem relies on the recent paper [15] , dealing with random generation of classical groups of large rank by elements of prime orders r, s (not both 2).
The layout of the paper is as follows. In Section 2 we present the results on random generation of simple groups which will be used in subsequent sections. Section 3 contains the proof of Theorems 1.1-1.3 in the case where the collection S consists of classical groups G of unbounded dimensions n. We study words w(T ) ∈ G * T ∼ = G * Z, and their behaviour when we substitute a random element t ∈ G for T . The main result of this section, Theorem 3.7, provides a criterion for w(t) to be nontrivial with probability tending to 1 as n → ∞. This result, when combined with relevant results on random generation in Section 2, yields Theorem 1.2 and the unbounded rank cases of Theorems 1.1 and 1.3.
Sections 4 and 5 are devoted to the proofs of Theorems 1.1 and 1.3 in the case where S consists of simple groups of bounded rank. We discuss Theorem 1.1 here. For the purpose of proving this, we may assume that the groups in S are of the form S(q) = (G σq ) , where G = G(K p ) is a simple adjoint algebraic group of fixed type over an algebraically closed field K p of characteristic p, σ q is a Frobenius morphism, q is a power of p, and q → ∞ (also p may vary). Our generation results in Section 2 show that if a, b ∈ S(q) have orders 2,3 respectively, and are such that dim a G , dim b G are maximal, then S(q) is generated by randomly chosen elements from the classes a S(q) , b S(q) with probability tending to 1 as q → ∞. We prove in Theorem 4.1 that G possesses a subgroup P SL 2 (K p ) containing such elements a, b. We further show that, provided K p is the algebraic closure of a local field, this P SL 2 (K p ) contains the free product C 2 * C 3 (see Corollary 5.5) . Combining this with a little algebraic geometry yields the desired fact that w(a, b) = 1 with probability tending to 1, and Theorem 1.1 follows quickly from this and the random generation result.
Probabilistic generation
In this section we present a number of results concerning probabilistic generation of finite simple groups. All are either taken from, or are easy consequences of, results in [6, 7, 13, 14, 15] .
For a finite group G, and subsets A, B of G, define P A,B (G) to be the probability that a, b = G for randomly chosen a ∈ A, b ∈ B. In other words,
Write also P A, * (G) instead of P A,G (G), and for g ∈ G write P g,B (G) = P {g},B (G) and P g (G) = P {g}, * (G). Thus P g (G) is the probability that for randomly chosen t ∈ G we have g, t = G.
If r is a positive integer, denote by I r (G) the set of elements of order r in G, and set i r (G) = |I r (G)|. As in [13] , define
Thus P r,s (G) is the probability that randomly chosen elements of orders r, s in G generate G. [14, 1.2] that, provided G is not a Suzuki group, P 3, * (G) → 1 as |G| → ∞; and in [13, 1.4] , [8] that, provided G is not a Suzuki group or P Sp 4 (q), we have P 2,3 (G) → 1 as |G| → ∞. The next result is a slight refinement of these to the case where our simple group G is of fixed Lie type, and our random elements are chosen from specified large conjugacy classes of G. Proposition 2.1 Fix a Lie type X, and for each prime power q, let X(q) be the finite simple group of type X over the field F q (where q is an odd power of 2 or 3 for X = 2 F 4 , 2 B 2 , 2 G 2 ). For each q, choose a simple adjoint algebraic group H over an algebraically closed field of characteristic p = char(F q ), and a Frobenius morphism σ q of H, such that X(q) = (H σq ) . Let a, b ∈ H be elements of order 2, 3 respectively, such that the dimensions of the classes a H , b H are maximal.
(A) The class a H intersects X(q) nontrivially; so does the class b H , provided X(q) = 2 B 2 (q).
(B) Excluding the exception in (A), take a, b ∈ X(q) and define
Then the following hold.
(iv) Suppose X(q) = P Sp 4 (q) with char(F q ) = 2, 3 for all q; then P A,B (X(q)) → 1 as q → ∞, provided b has two eigenvalues 1 on the natural 4-dimensional module.
Proof. (A) The classes of elements of orders 2,3 of largest dimension in H are calculated in the proofs of [13, 4.1,4.3] , from which it is evident that each such class has a representative in X(q), apart from elements of order 3 when X(q) is a Suzuki group.
(B) For X(q) classical, parts (i),(ii),(iii) are proved using [13, Proposition 2.6] , as shown at the end of [13, §2] ; and part (iv) is proved in the last half of the proof of [13, 6.3] . For X(q) exceptional we see from the proof of [13, 4.3 (i) Then G contains a conjugacy class C such that P g,C (G) > 1/10 for all 1 = g ∈ G.
(ii) If we define
Note that the conclusion of (i) follows for quasisimple groups G as well.
If A is a finite group, k is a field, and V is a kA-module, we say that V is a virtually free kA-module if V ↓ A = F ⊕ U , where F is free and dim U < 2|A| + 2. And if W is a vector space over k and A ≤ GL(W ), we say A is embedded virtually freely in GL(W ) if W is virtually free as a kA-module. In such a situation, if Z = Z(GL(W )), then the image of A in P GL(W ) is AZ/Z ∼ = A, and we say also that A is embedded virtually freely in P GL(W ).
Note that any finite group A can be embedded virtually freely in any classical simple group G with natural module V of dimension with n ≥ 2|A|+ 2 over F q . One way of seeing this is as follows. If G = P SL(V ), write n = m|A|+r with r < |A|, and regard V as an A-module of the form (F q A) m ⊕I r , where I r denotes the trivial r-dimensional A-module. Otherwise, observe that (F q A) 2 admits A-invariant non-degenerate symplectic, orthogonal and unitary forms. By taking V to be a suitable direct sum of such modules with an appropriate trivial module we obtain a virtually free embedding of A in G.
We can now state the (A, B)-generation result referred to in the Introduction. Theorem 2.3 Let A, B be nontrivial finite groups, not both 2-groups. Then there exists a positive integer f (|A|, |B|) such that the following holds. If G is a finite classical simple group of rank at least f (|A|, |B|), and A, B are embedded virtually freely in G, then for randomly chosen t ∈ G, the probability that A, B t = G tends to 1 as |G| → ∞.
Proof. Since A, B are nontrivial and not both 2-groups there are primes r, s not both 2 and elements a ∈ A and b ∈ B of orders r, s respectively. Let V be the natural module for G. Since A is embedded virtually freely in G, as an a -module V has a free submodule of bounded codimension. Similarly, as a b -module V has a free submodule of bounded codimension. The proof of the main result of [15] now shows that, assuming the dimension of G is large enough, random conjugates of a, b in G generate G with probability tending to 1 as |G| → ∞. This means that, if t ∈ G is chosen at random, then the probability that a, b t generate G tends to 1, and so the probability that A, B t = G also tends to 1 as |G| → ∞.
Groups of unbounded rank
Let G = Cl n (q) ≤ SL n (q) be a classical quasisimple group with natural module V = V n = (F q ) n . Let ( , ) be the form on V fixed by G (bilinear if G is symplectic or orthogonal, sesquilinear if G is unitary, and identically zero if G = SL n (q)); and if G is orthogonal, let Q be the quadratic form on V fixed by G.
In this section we consider the cases of Theorems 1.1 -1.3 where the collection S of simple groups consists of classical groups of unbounded dimension. Hence in this section we assume that n is large.
We begin with an elementary result on linear algebra.
Let I denote the identity matrix in G. For a matrix a ∈ G let rk(a) denote its rank, and set
randomly chosen linearly independent vectors. Then the probability that the vectors
The number of choices for μ 1 , . . . , μ d not all zero up to multiplication by a common scalar λ = 0 is (
, and we have
This equation can be viewed as a system of n linear equations in dn variables (the coordinates of the vectors v i ) over F q . Let r denote the rank of the n×dn matrix of this system. Then r ≥ min
. There exists i with μ i = 0, so for this value of i we have
By standard linear algebra, the system above has q dn−r solutions, so the probability that d randomly chosen vectors in V form a solution is q −r ≤ q −ν . Now, d randomly chosen vectors are linearly independent with probability at least 1 − q d−n . Therefore the probability that v 1 , . . . , v d form a solution is at most (1 − q d−n ) −1 q −ν . Summing over the choices for μ 1 , . . . , μ d we see that the probability that
It is easy to see, using the inequality 2d ≤ n, that this expression is bounded above by q d−ν . The result follows.
Consider the free product G * Z = G * T , and let w = w(T ) ∈ G * Z be a non-identity element. Then we can write
where a i ∈ G, k i ∈ Z, and a 2 , . . . , a l = 1, and k 1 , . . . , k l−1 = 0. We call a i the coefficients of w, and define ν(w) = min(ν(a i ) : a i = 1).
For each t ∈ G, we define the specialisation w(t) ∈ G to be the image of w under the homomorphism from G * T → G induced by the identity map on G and the map sending T to t. Our aim is to show that if ν(w) → ∞, and t ∈ G is chosen at random, then the probability that w(t) is non-scalar tends to 1. Replacing w by T −m wT m for m = 0, k 1 or −k l , we may assume that a 1 = 1 and k l = 0.
Let d = |k 1 | + . . . + |k l | (the degree of w with respect to T ), and write
, where i ∈ {1, −1} and g i ∈ G (possibly 1).
Let i 1 , . . . , i e be the set of indices i, 1 ≤ i ≤ d, for which g i = 1. We will say that a sequence of vectors
. . , v i e g i e are linearly independent. Further, we call such a sequence w-feasible if it is w-good, and there is t ∈ G such that v i w i (t) = v i+1 for all i = 1, . . . , d. Note that these equations in t take the form
Clearly if the sequence v 1 , . . . , v d+1 is w-feasible, then (v i , v i ) (and also Q(v i ) if G is orthogonal) does not depend on i; in particular, if one of the v i is singular, then so are all of them.
By Corollary 3.2, almost all sequences of vectors v 1 , . . . , v d+1 are w-good, provided k 1 , . . . , k l are fixed, and each ν(g i j ) tends to infinity. By definition the elements g i j lie in the set {a 1 , . . . , a l }. Corollary 3.3 Let w be as above, and suppose ν(w) → ∞. Then the probability that a sequence v 1 , . . . , v d+1 of linearly independent vectors is w-good tends to 1. The same holds if v 1 is some fixed non-zero vector and only v 2 , . . . , v d+1 are chosen at random.
Proof. The first statement is immediate from 3.2, and the second from the proof of 3.1.
Lemma 3.4 Suppose the sequence v 1 , . . . , v d+1 ∈ V is w-feasible and consists of singular vectors. Then the number of elements t ∈ G satisfying
Proof. The conditions on t can be written in the form u i t = u i (1 ≤ i ≤ d) for suitable vectors u i , u i . Let S be the set of elements t ∈ G satisfying these conditions. Then S is non-empty by w-feasibility.
, and the conclusion follows.
We will make use of the following easy observation.
Lemma 3.5 Let g ∈ G, and let U ≤ V be an f -dimensional subspace. Then the number of vectors v ∈ V for which vg ∈ U, v is at most q n+f +1−ν(g) .
Proof. If v is such a vector, then there is λ ∈ F q such that v(g−λI) ∈ U . There are q choices for λ, and given λ we have rk(g − λI) ≥ ν(g). Hence the kernel of the map g − λI : V → V has size at most q n−ν(g) , so the inverse image of U has size at most q f • q n−ν(g) . The conclusion follows. Lemma 3.6 Let w be as above, and let ν = ν(w). Fix a non-zero singular vector v 1 ∈ V . Then the number of sequences v 2 , . .
Proof. In the case G = SL n (q) every w-good sequence is w-feasible, so the conclusion follows Corollary 3.3 and the remark following it. So suppose G is symplectic, unitary or orthogonal.
A sequence v 1 , . . . , v d+1 is w-feasible if and only if there exists t ∈ G such that the equations ( †) hold, and also the set
is linearly independent. Observe that if the sequence is w-feasible, then Y consists of singular vectors, since v 1 is singular. The equations ( †) are of the form
by Witt's lemma, for singular α i , β i , the existence of a solution t ∈ G is equivalent to the system of equations
We now estimate the number of sequences v 1 , . . . , v d of singular vectors such that (♦) holds and Y is independent. This is done recursively as follows. The vector v 1 is already given. Suppose 1 ≤ k ≤ d and singular
is linearly independent, and (α i , α j ) = (β i , β j ) for all 1 ≤ i, j < k. To form the next vector in a w-feasible sequence, v k+1 has to satisfy the following:
Obviously, the number of vectors v k+1 satisfying conditions (1) and (2) is precisely N k . Condition (3) amounts to requiring that v k+1 ∈ Y k , and also that
Since |Y k | ≤ 2k the first restriction above leaves us with at least
Using Lemma 3.5 with g = g k+1 , we see that there are at least M k vectors v k+1 ∈ V satisfying (1)-(3) above. Altogether it follows that there are at least
We can now prove the main result of this section.
Theorem 3.7 Let w ∈ G * Z be as above, and suppose ν(w) → ∞. Choose t ∈ G at random. Then the probability that w(t) is non-scalar tends to 1.
Proof. Fix a non-zero singular vector v 1 ∈ V , and write ν = ν(w).
Then there are at least ( 
Summing up over the w-feasible sequences we see that at least
Hence the probability that w(t) is non-scalar tends to 1 as ν → ∞.
Without the assumption that ν(w) → ∞, the conclusion in the Theo-rem 3.7 does not necessarily hold. For example, let a ∈ G be an element with ν(a) = c, bounded, and suppose also that the field size q is bounded. Consider the word w(T ) = [a T , a] = T −1 a −1 T a −1 T −1 aT a. Then one easily sees that, as t ∈ G is chosen at random, the probability that w(t) = 1 is bounded away from zero.
Recall from Section 2 the definition of a virtually free embedding of a finite group in G. Corollary 3.8 Let A be a fixed nontrivial finite group. Let 1 = w ∈ A * Z = A * T . For t ∈ G let φ t : A * Z → G be a homomorphism induced by embedding A in G virtually freely, and by sending T to t. Then, as t ∈ G is chosen at random, the probability that φ t (w) is non-scalar tends to 1 as n → ∞.
Proof. Let A < G as above. As the embedding is virtually free, we have ν(a) ≥ (n − 2|A| − 2)/|A| for all 1 = a ∈ A. Therefore, if n → ∞ so does ν(w). The required conclusion now follows from Theorem 3.7.
For the applications we shall also need the following, slightly more technical, result. Corollary 3.9 Let A be a fixed nontrivial finite group. Let 1 = w ∈ A * Z = A * T , and for t ∈ G let φ t : A * Z → G be as above. Fix a conjugacy class C = x G in G. Then, as t ∈ C is chosen at random, the probability that φ t (w) is non-scalar tends to 1 as ν(x) → ∞.
Proof. We rewrite w by replacing T with T −1 xT . In this way we obtain a non-identity word in G * T such that its coefficients a i are either nonidentity elements of A, or x. We see that ν(a i ) → ∞ for all the coefficients a i , yielding the result by Theorem 3.7.
The final corollary concerns free products of arbitrary finite groups. Let A, B be fixed nontrivial finite groups. Fix embeddings f : A → G, g : B → G, such that f (A) and g(B) are virtually free in G.
Corollary 3.10 For t ∈ G let ψ t : A * B → G be the homomorphism induced by sending a ∈ A to f (a) ∈ G, and b ∈ B to g(b) t ∈ G. If 1 = w ∈ A * B, and t ∈ G is chosen at random, then the probability that ψ t (w) is non-scalar tends to 1 as n → ∞.
At this point the proofs of Theorems 1.2 and 1.3(iii) can be quickly deduced. Observe that the cases of Theorems 1.1 and 1.3(i,ii) where the collection S consists of simple groups of unbounded rank follow immediately from 1.2 and 1.3(iii).
Proof of Theorem 1.2 Assume the hypothesis of Theorem 1.2. Given 1 = w ∈ A * B, it suffices to find a group H ∈ S and an epimorphism from A * B to H sending w to a non-identity element. For H ∈ S let G = Cl n (q) ≤ SL n (q) be a quasisimple group with G/Z(G) = H. For t ∈ G, define ψ t : A * B → G as in Corollary 3.10, and letψ t : A * B → H be the composition of ψ t with the canonical map π : G → H. By 3.10, the probability thatψ t (w) = 1 tends to 1 as n → ∞. The image ofψ t is π(f (A)), π(g(B) t ) , and by Theorem 2.3 this image is equal to H with probability tending to 1 as n → ∞. Hence if n is large enough, there exists t ∈ G such thatψ t is an epimorphism andφ t (w) = 1, as required.
Proof of Theorem 1.3(iii) Assume the hypothesis, and let 1 = w ∈ A * Z. As above, for H ∈ S let G = Cl n (q) with G/Z(G) = H. By Proposition 2.2(i) and the remark following it, G has conjugacy class C = x G such that P g,C (G) > 1/10 for all g ∈ G\Z(G); moreover, we see from [6] that ν(x) → ∞ as n → ∞. For t ∈ C define φ t : A * Z → G as in 3.9. By 3.9 the probability that φ t (w) is non-scalar tends to 1; and by 2.2(i), for at least 1/10 of the elements t ∈ C we have A, t = G. Hence, if n is sufficiently large, both conditions hold for some t. Therefore φ t is an epimorphism from A * Z to G sending w to a non-scalar. The result follows by composing φ t with the canonical map G → H.
Groups of bounded rank, I: a preliminary result
In our proof of the bounded rank cases of Theorems 1.1 and 1.3, we shall require the following result, showing that in any classical algebraic group G, a subgroup of type A 1 can be found which contains involutions and elements of order 3 lying in G-classes of maximal dimension. Theorem 4.1 Let G be a simple adjoint algebraic group over an algebraically closed field K of characteristic p, and let σ be a Frobenius morphism of G. Assume that the fixed point group G σ is not a Suzuki group 2 B 2 (q). Then there exist elements a, b ∈ G σ with a of order 2 and b of order 3, such that the following hold:
(i) dim a G and dim b G are maximal among the dimensions of G-conjugacy classes of elements of order 2 and 3, respectively, and (ii) there is an embedding φ : P SL 2 (K) → G such that Im(φ) intersects both a G and b G nontrivially.
Proof. Case 1: G classical
Assume that G is classical. The classes of largest dimension of elements of order 2 or 3 in G are given by [13, 4 .1] and its proof. We record here the dimensions k(G), l(G) of the largest classes of elements of order 2,3 respectively:
In all cases there are either one or two classes of involutions of dimension k(G), and one or two classes of elements of order 3 of dimension l(G); suitable elements in each of these classes can be read off from the proof of [13, 4.1]. By 2.1(A), each class has a representative in G σ .
Let V be the natural module associated with G, so that G = P SL(V ), P Sp(V ) or P SO(V ).
Write A = SL 2 (K). We adopt the usual notation for irreducible KAmodules: for 0 ≤ r ≤ p−1, denote by V A (r) the irreducible KA-module with high weight r. This module has dimension r + 1, and can be realised as the space H A (r) of all homogeneous polynomials of degree r in two variables, with the natural SL 2 -action. If T is a maximal torus of A, the weights of T on V A (r) are r, r − 2, r − 4, . . . , −r. If r is odd then V A (r) is a faithful symplectic module for A = SL 2 (K); and if r is even then V A (r) is an orthogonal module for A/Z(A) = P SL 2 (K).
(A) Assume first that p ≥ 3, dim V = 2m is even, and G = P SL(V ) or P Sp(V ). In this case, define a 6-dimensional KA-module V 6 as follows:
, if p ≥ 5, and
Observe that V 6 is a symplectic module for A (with the direct sum being a perpendicular sum). Write
where i is a fourth root of unity and ω a cube root of unity in K. Then
, and
(where J 3 denotes a Jordan block of size 3). Now let 2m = 6k + r with k an integer and r = 0, 2 or 4. Define an r-dimensional A-module V r as follows:
(where as above, H A (3) denotes the space of homogeneous polynomials of degree 3 in two variables with the natural A-action). Finally, let
Then V is a KA-module of dimension 2m admitting a non-degenerate Ainvariant symplectic form, and such that Z(A) acts as −1 on V . The representation of A on V therefore embeds P SL 2 (K) in G.
It remains to show that a V and b V belong to the G-classes of maximal dimension among elements of orders 2,3. If r = 0 then
where bracketed superscripts indicate multiplicities. If 
Hence from the table above we see that dim a G and dim b G are maximal, as required. Similar calculations give the conclusion when G = P Sp(V ): here C G (a) 0 = GL 3k , while if p > 3 then C G (b) = GL 2k Sp 2k and if p = 3 then dim C G (b) = (2k) 2 + dim Sp 2k (see [13, 4.1] 
again).
Likewise, if r = 2 then
and again we check that dim a G , dim b G are maximal.
Finally, let r = 4. Then a V = (i (3k+2) , −i (3k+2) ); if p > 3 then
and if p = 3 then
2 ), according as G = P SL(V ) or P Sp(V ) respectively. Once again we calculate that dim a G and dim b G are as in the above table, hence are maximal.
The completes the proof in case (A).
(B) Assume in this case that p ≥ 3 and either G = P SO(V ), or G = P SL(V ) with dim V odd (this covers all cases with p ≥ 3 remaining after (A)).
Define a 12-dimensional KA-module V 12 as follows:
Then a V 12 = (1 (6) , −1 (6) ), and b
3 ) (p = 3).
Observe that V 12 is an orthogonal module for A/Z(A) = P SL 2 (K).
Now for 0 ≤ r ≤ 11, define an r-dimensional A-module V r as follows:
Let dim V = 12k + r with 0 ≤ r ≤ 11, and define an A-action on V by setting
Calculating as above with a V and b V (and recalling that r is odd if G = P SL(V ) in this case (B)), we find that dim a G and dim b G are maximal.
(C) In this case suppose that p = 2 and G = P SL(V ) or P Sp(V ). Again let A = SL 2 (K), with
elements of orders 2 and 3. Define a 6-dimensional A-module V 6 by
This is a symplectic (but not orthogonal) A-module, and
2 ), b
Consider the embedding of A in Sp(V 6 ) = Sp 6 . In the notation of [1, §7], a V 6 lies in the class represented by the element b 3 . By [1, 7.7] , it follows that V 6 (a) = {v ∈ V 6 : (v, va) = 0} = V 6 . Hence if we embed V 6 in a symplectic A-module of the form V = V 6 ⊥W , then the involution t = a V 6 ⊥a W satisfies V (t) = V , hence by [1, 7.7] 2 ). For 0 ≤ r ≤ 5 define an A-module V r as follows:
For r even, V r is a symplectic A-module. Let dim V = 6k + r with 0 ≤ r ≤ 5, and define an A-action on V by setting V = V k 6 ⊕ V r . This action is symplectic when r is even, and using the above remarks on the classes b m , c m in the case where G is symplectic, we calculate that dim a G and dim b G are maximal.
(D) It remains to handle the case where p = 2 and G = SO(V ). Define a 12-dimensional A-module V 12 by
This is an orthogonal module (the two V A (1)s being totally singular subspaces), with a V 12 = (J
2 ) and b V 12 = (1 (4) , ω (4) , ω −1 (4) ). Calculation shows that in the action of a on the 4-dimensional orthogonal module
Hence in the notation of [ 
Let dim V = 12k + r with r even and 0 ≤ r ≤ 10, and define an A-action on V by setting V = V k 12 ⊕ V r . This makes V an orthogonal A-module, and the usual calculations show that dim a G and dim b G are maximal.
This completes the proof of the theorem in the case where G is classical.
respectively. Write A = SL 2 (K), with elements a, b as above. We define an embedding φ : A → D as follows. For G = G 2 , let R 1 , R 2 be the simple factors of D, so that D ∼ = (R 1 × R 2 )/Z for some central subgroup Z. In the table below we specify representations φ i : A → R i ; then for a ∈ A, φ(a) is defined to be the image modulo Z of (φ 1 (a), φ 2 (a)). For i = 1, 2 the representation φ i is specified by giving the restriction to A of the natural module for R i . (For G = G 2 , D = A 2 we give the restriction of the natural A 2 -module.)
The restriction of the adjoint module L(G) to D is given by [20, 1.8] , as follows, where we just give the high weights of the relevant irreducibles:
(Note that the prime restrictions in the hypothesis of [20, 1.8] are present just to ensure the complete reducibility of L(D), and do not affect the proof otherwise.) To calculate with the above modules, note that the irreducible for A n with high weight λ i is just the i th alternating power of the natural module; and for C 3 the irreducible with high weight λ 3 has dimension 14, and is the alternating cube of the natural module factored out by the natural module.
From these restrictions we see immediately that the image φ(A) of A in G is P SL 2 (K), and we can calculate the actions of the elements a and b on L(G). When these elements are semisimple (i.e. p = 2, p = 3 respectively), we find that dim C L(G) (a) = 6, 24, 38, 63, 120 and dim C L(G) (b) = 4, 16, 24, 43, 80, according as To conclude, suppose a or b is unipotent (so p = 2 or 3). Calculating from the embedding of φ(A) in D and the restriction L(G) ↓ D, we find the Jordan block sizes of a and b on L(G). From this information, the tables in [11] specify the unipotent classes of G containing a, b, which are as follows:
we also need to calculate with the action on the 25-dimensional module V F 4 (λ 4 ) to show that b is in classÃ 2 + A 1 rather thañ A 1 + A 2 .) It now follows from the classification of unipotent classes and centralizers in [3, 22, 23, 18, 19] that the classes a G , b G have maximal dimension. Finally, these classes are all fixed by σ, hence have a representative in G σ . This completes the proof of the theorem.
5 Groups of bounded rank, II: proof of Theorems 1.1,1.3
In this section we prove Theorems 1.1 and 1.3(i,ii) in the case where the collection S consists of simple groups of Lie type of bounded rank.
The first few lemmas show that the relevant free products C 2 * C 3 , C 2 * Z and C 3 * Z lie in P SL 2 (F ) for any local field F . The proofs then proceed by combining this with Theorem 4.1 and the results from Section 2 on probabilistic generation. Proof. This follows immediately from the normal form theorem for free products with amalgamation; see for instance [17, Chapter IV, Theorem 2.6]. Now let F be a local field, O its ring of integers, and π the maximal ideal in O. Define
and letC < P SL 2 (O) be the image of C modulo Z(SL 2 (O)).
Lemma 5.2
With the above notation we have
Proof. By a result of Ihara (see Corollary 1 on p. 79 of [21] ) we have
Factoring out the centers yields the result.
Corollary 5.3 P SL 2 (Z) can be embedded in P SL 2 (F ) for any local field F .
Proof. Define
Then the images a, b of a 0 , b 0 in PSL 2 (O) do not lie in the subgroup C. Applying Lemma 5.1 we see that in P SL 2 (O) * C P SL 2 (O), taking a and b on different sides, we have a, b ∼ = a * b ∼ = C 2 * C 3 ∼ = P SL 2 (Z). The result follows using Lemma 5.2.
Lemma 5.4 (i)
Let C 2 * C 3 = x * y (with x of order 2 and y of order 3). Then x, yxy = x * yxy ∼ = C 2 * Z, and xyx, yxy = xyx * yxy ∼ = C 3 * Z.
In particular, C 2 * Z and C 3 * Z can be embedded in P SL 2 (F ) for any local field F .
(ii) If F is a local field of characteristic p such that |O/π| > p 2 , then P SL 2 (F ) has a subgroup isomorphic to P SL 2 (p) * Z.
Proof. Part (i) follows from the normal form for elements of C 2 * C 3 . Now consider part (ii). We claim that there is a subgroup L < P SL 2 (O) with L ∼ = P SL 2 (p) and L ∩C = 1 (where O andC are as above). To see this, observe that by hypothesis, P SL 2 (O) has a subgroup M ∼ = P SL 2 (q) with q > p 2 , such that M ∩C is the image modulo scalars of
. Now let L 0 be the copy of P SL 2 (p) in M consisting of matrices with entries in F p . The condition that a matrix in L 0 fix a 1-space (1, α) with α ∈ F q implies that α satisfies a quadratic equation over F p . As q > p 2 , we can therefore find α ∈ F q such that the stabilizer in L 0 of (1, α) is 1. Consequently there is a conjugate L of L 0 such that L v = 1. Then L ∩C = 1, proving the claim.
We can also find an involution b ∈ P SL 2 (O) with b ∈C. Hence by Lemma 5.2 we have L * b ≤ P SL 2 (F ). Pick l ∈ L with l of order at least 3.
We claim finally that the subgroup L b , lbl is equal to the free product L b * lbl ∼ = P SL 2 (p) * Z. This again follows from the normal form for elements of free products.
Since P SL 2 (F ) can be embedded in any simple Chevalley group G(F ), we obtain the following, which may be of some independent interest. Corollary 5.5 Let G(F ) be a simple Chevalley group over a local field F . Then G(F ) contains the free products C 2 * C 3 , C 2 * Z, C 3 * Z. If F has characteristic p and the residue field has order at least p 3 , then G(F ) contains P SL 2 (p) * Z.
We shall apply the above results in the case where F = F p ((t)) with p a prime. Let K p be the algebraic closure of this field.
In our proofs of Theorems 1.1 and 1.3 we shall make use of the following elementary result from algebraic geometry (see for example [9, 2.18] ). For this result we need to set up notation for Frobenius morphisms of simple algebraic groups rather precisely, as follows. Let G be a simple algebraic group over an algebraically closed field K of characteristic p, generated by root elements x α (t) (α a root, t ∈ K) in the standard way (see for example [2] ). For q a power of p let φ q be the field morphism of G which sends x α (t) → x α (t q ) for all α, t. Finally, define τ : G → G to be either 1, or a nontrivial graph endomorphism of G commuting with φ q , as in [2] . Thus for G = A n , D n or E 6 we have τ 2 = 1 (or τ 3 = 1 for G = D 4 ), while for (G, p) = (F 4 , 2), (B 2 , 2) or (G 2 , 3) we have τ 2 = φ p . A general Frobenius endomorphism of G is a conjugate of σ q = τ φ q for some τ, φ q as above.
Lemma 5.6 Let G, σ q be as above, and suppose that V ⊂ G is a σ q -stable subvariety which is defined over K by at most e polynomial equations of degree at most f . Then there is a constant c = c(e, f, dim G) such that
We are now ready to prove Theorems 1.1 and 1.3(i,ii) in the case where the collection S consists of simple groups of Lie type of bounded rank.
Proof of Theorem 1.1 for bounded rank case
It is sufficient to establish that P SL 2 (Z) is residually in any infinite set of simple groups of the form X(q) = P Sp 4 (2 f ), P Sp 4 (3 f ), Sz(2 f ), where X is a fixed Lie type (possibly twisted) and q → ∞. Such groups X(q) are of the form (G σ q ) , where G = G(K p ) is an adjoint simple algebraic group of fixed type over K p , σ q is a Frobenius morphism (as defined in the preamble to Lemma 5.6), and q is a power of p. (Recall that K p denotes the algebraic closure of the local field F p ((t)).) Note that as q → ∞ the prime p may vary.
Consider such a group X(q) = (G σ q ) . By Theorem 4.1 there is a subgroup Y of G with Y ∼ = P SL 2 (K p ) such that Y ∩ X(q) contains elements a, b of orders 2,3 and dim a G , dim b G are maximal among the dimensions of G-classes of elements of these orders. Moreover, by the proof of Corollary 5.3 there exists y ∈ Y such that a, b y ∼ = a * b y ∼ = C 2 * C 3 .
Fix a nontrivial word 1 = w = w(Y, Z) ∈ C 2 * C 3 . Then w(a, b y ) = 1. Define V = {t ∈ G : w(a, b t ) = 1}.
Then V is a subvariety of G, and is proper since y ∈ V . Hence dim V < dim G. By definition of V , the number of polynomial equations over K p defining V , and their degrees, depend only on the word w and the type of G (and not on p). Hence from Lemma 5.6 we see that there is a constant c = c(w, dim G) such that
We have dim V < dim G, and from the order formulae for simple groups, |X(q)| < c q dim G for some absolute constant c . It follows that |{t ∈ X(q) : w(a, b t ) = 1}| |X(q)| ≥ 1−c 1 q dim V −dim G ≥ 1−c 2 q −1 → 1 as q → ∞.
Now Proposition 2.1B(iii) shows that, provided X(q) = P Sp 4 (q), we have |{t ∈ X(q) : a, b t = X(q)}| |X(q)| → 1 as q → ∞.
When X(q) = P Sp 4 (q), we have p > 3 by the hypothesis of Theorem 1.1; the proof of Theorem 4.1 shows that the element b is conjugate to diag(ω, ω −1 , 1, 1) (where ω is a cube root of 1), and hence Proposition 2.1B(iv) shows (2) holds in this case as well.
From (1) and (2), it follows that if q is large enough, there exists t ∈ X(q) such that a, b t = X(q) and w(a, b t ) = 1.
Thus we have shown that P SL 2 (Z) ∼ = C 2 * C 3 is residually X(q), completing the proof of Theorem 1.1.
Proof of Theorem 1.3(i,ii) for bounded rank case
Again it is enough to show that C 2 * Z and C 3 * Z are residually X(q), where X is a fixed Lie type (not 2 B 2 in the C 3 * Z case) and q → ∞. Choose G = G(K p ) and σ q such that X(q) = (G σ q ) , as above.
Again by Theorem 4.1 there is a subgroup Y ∼ = P SL 2 (K) of G such that Y ∩ X(q) contains elements a, b of orders 2,3 lying in G-classes of maximal dimension, and a, b y = a * b y ∼ = C 2 * C 3 .
From Lemma 5.4 we know that a, b y ab y = a * b y ab y ∼ = C 2 * Z. Fix a nontrivial word 1 = w ∈ C 2 * Z. Then w(a, b y ab y ) = 1. Therefore the subvariety V = {t ∈ G : w(a, t) = 1} is proper in G. Hence using Lemma 5.6 as before we see that |{t ∈ X(q) : w(a, t) = 1}| |X(q)| → 1 as q → ∞.
Also, by Proposition 2.1B(i), |{t ∈ X(q) : a, t = X(q)}| |X(q)| → 1 as q → ∞.
By (3) and (4), if q is large enough there exists t ∈ X(q) such that a, t = X(q) and w(a, t) = 1. This completes the proof of Theorem 1.3(i).
Finally, for Theorem 1.3(ii), observe that using Lemma 5.4 it follows that there exists an element z ∈ G such that b, z = b * z ∼ = C 3 * Z. Let 1 = w ∈ C 3 * Z, and define the subvariety V = {t ∈ G : w(b, t) = 1}. This is then proper in G, and the proof goes through exactly as above.
To complete the paper we prove the partial result on free products A * Z with A ≤ P SL 2 (p) referred to in the Introduction.
Proposition 5.7 Fix a prime p, let A be a nontrivial subgroup of P SL 2 (p), and let S be a collection of finite simple groups of Lie type of bounded rank in characteristic p not containing Sz(q). Then the free product A * Z is residually S.
Proof. As before let X be a fixed Lie type and X(q) = (G σq ) , where G = G(K p ). We need to show that A * Z is residually in any infinite set of groups X(q). Now X(q) has a subgroup L ∼ = P SL 2 (p) which lies in a subgroup Y ∼ = P SL 2 (K p ) of G. Moreover L is unique up to conjugacy in Y . Since K p contains F p e ((t)) for any e, Lemma 5.4(ii) implies that there is an injection φ : P SL 2 (p) * Z → Y sending P SL 2 (p) to L. Let T be a generator of the Z factor, and let z = φ(T ) ∈ Y . Now let 1 = w ∈ A * Z. For t ∈ G, define φ t : A * T → G to be the homomorphism acting on A as φ and sending T to t. Then φ z (w) = 1, so we see in the usual way using Lemma 5.6 that |{t ∈ X(q) : φ t (w) = 1}| |X(q)| → 1 as q → ∞.
Using Proposition 2.2(ii)
, we see that, as q → ∞ and t ∈ X(q) is randomly chosen, the probability that φ(A), t = X(q) tends to 1. Therefore for sufficiently large q there exists t ∈ X(q) such that φ t (w) = 1 and Im(φ t ) = X(q). The conclusion follows.
