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APPLICATIONS OF HIGHER-DIMENSIONAL HEEGAARD FLOER
HOMOLOGY TO CONTACT TOPOLOGY
VINCENT COLIN, KO HONDA, AND YIN TIAN
ABSTRACT. The goal of this paper is to set up the general framework of higher-
dimensional Heegaard Floer homology, define the contact class, and use it to give
an obstruction to the Liouville fillability of a contact manifold and a sufficient
condition for the Weinstein conjecture to hold. We discuss several classes of
examples including those coming from analyzing a close cousin of symplectic
Khovanov homology and the analog of the Plamenevskaya invariant of trans-
verse links.
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1. INTRODUCTION
Let (W,β, φ) be a Weinstein domain of dimension 2n, where β is the Liouville
1-form and φ is the compatible Morse function, and let h ∈ Symp(W,∂W, dβ) be
a symplectomorphism onW that restricts to the identity on ∂W .
The goal of this paper is to define the hat version ĤF (W,β, φ;h) of the higher-
dimensional Heegaard Floer homology groups and give some applications.
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1.1. Higher-dimensional Heegaard Floer homology groups and the contact
class. The situation can be summarized in the following diagram:
W˜
completion−−−−−−−→ W˜∧ cylinder−−−−−→ X̂ = X̂
W˜
= R× [0, 1] × W˜∧
capping
x
W
completion−−−−−−−→ Ŵ cylinder−−−−−→ X̂W = R× [0, 1] × Ŵ .
Here W˜ is obtained by capping off the pairwise disjoint Lagrangian disks a1, . . . , aκ
that are the unstable submanifolds of the critical handles ofW (i.e., a “Lagrangian
basis”) and W˜∧ and Ŵ are completions of W˜ and W . Let a˜1, . . . , a˜κ be La-
grangian spheres obtained by capping off a1, . . . , aκ. The top row can be viewed
as working on the Heegaard surface and the bottom row can be viewed as working
on the page of an open book decomposition.
The group ĤF (W,β, φ;h) is defined using X̂ , an auxiliary almost complex
structure J♦, and the collection {a˜1, . . . , a˜κ}, in a manner analogous to Lipshitz’
cylindrical reformulation of Heegaard Floer homology [Li]; this will be done in
Section 3. In Section 5 we present an equivalent description in terms of X̂W which
is analogous to the description of Heegaard Floer homology in terms of an open
book decomposition due to Honda-Kazez-Matic´ [HKM2] and uses {a1, . . . , aκ}.
The higher-dimensional Heegaard Floer homology groups satisfy the following:
Theorem 1.1.1. ĤF (W,β, φ;h) is invariant under:
(I1) trivial Weinstein homotopies;
(I2) changes of almost complex structure J♦; and
(I3) isotopies of h in Symp(W,∂W, dβ).
This is proven in Section 6.
Remark 1.1.2. The higher-dimensional Heegaard Floer groups are not expected to
be invariant under handleslides (I4), although they are in some cases (cf. Theo-
rem 1.2.1 below).
In Section 7 we define the p-twisted contact class
cp(W,β, φ;h) ∈ ĤF (W,β, φ;h)
for p ∈ Z corresponding to the open book decomposition (W,β, φ;h). Although
handleslide invariance does not hold, the contact class can nevertheless shed light
on the corresponding contact structure (M, ξ) as follows:
Theorem 1.1.3. If the contact class
cp(W,β, φ;h) ∈ ĤF (W,β, φ;h)
vanishes for an open book (W,β, φ;h) supporting (M, ξ), then
(1) (M, ξ) is not Liouville fillable; and
(2) (M, ξ) satisfies the Weinstein conjecture.
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In particular the theorem provides a convenient method for verifying that a con-
tact structure is not Liouville fillable. In Section 8.1 we define higher-dimensional
analogs of right-veering surface diffeomorphisms (called strongly right-veering
and weakly right-veering symplectomorphisms, where strongly right-veering im-
plies weakly right-veering) and prove the following:
Theorem 1.1.4. A contact structure (M, ξ) supported by an open book decompo-
sition whose pages are Liouville and whose monodromy h is not strongly right-
veering is not Liouville fillable and satisfies the Weinstein conjecture.
Let (W,β, φ;h) be an open book decomposition for (M, ξ). It is unknown
whether (M, ξ) is overtwisted if h is not strongly right-veering. It is even not
known whether (M, ξ) is overtwisted whenever h is a product of negative symplec-
tic Dehn twists. For example, it is currently not known how to use the techniques
of Casals-Murphy-Presas [CMP] or the overtwisted oranges of [HH] to prove such
contact structures are overtwisted.
1.2. Variant of symplectic Khovanov homology. Another class of non-Liouville
fillable examples comes from analyzing a close cousin of symplectic Khovanov
homology and the analog of the Plamenevskaya invariant of transverse links [Pl].
Let W = Wκ−1 be the 4-dimensional Milnor fiber of the Aκ−1 singularity and
let W˜ = W2κ−1 be the Milnor fiber of the A2κ−1 singularity obtained by capping
off the κ Lagrangian thimbles a1, . . . , aκ emanating from the κ critical points.
(There are κ thimbles as opposed to a Lagrangian basis with κ − 1 elements, but
technically there is no difference.) Let hσ be the monodromy onW which descends
to a braid σ on the 2-disk D2 with κ singular points via the standard Lefschetz
fibration π :W → D2. Also let σ̂ be the braid closure of σ.
The variant of symplectic Khovanov homology of interest is the F[A]J~, ~−1]-
module
Kh♯(σ̂) := ĤF (W ;hσ),
where F is a field (e.g., F = Z/2 or Q), F[A] is a group ring over the abelian group
A described in Section 9.1, and we are using the κ thimbles a1, . . . , aκ.
Theorem 1.2.1. Kh♯(σ̂) is a link invariant, i.e., is independent of the choice of
thimbles {a1, . . . , aκ} and invariant under positive and negative Markov stabiliza-
tions.
Wewill briefly discuss the relationship betweenKh♯(σ̂) andKhsymp(σ̂) in Sec-
tion 9.6, where Khsymp(σ̂) is the cylindrical formulation of symplectic Khovanov
homology which was shown by Mak-Smith [MS] to be the same as the original
Seidel-Smith definition [SS]. In a forthcoming paper, we will investigate a gener-
alization of Kh♯(σ̂) and Khsymp(σ̂) to braids σ in surface bundles over S
1.
Next we consider the contact class c0(W ;hσ) ∈ Kh♯(σ̂) = ĤF (W ;hσ).
Theorem 1.2.2. The contact class c0(W ;hσ) is an invariant of σ up to positive
Markov stabilizations.
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The contact class is denoted ψ♯(σ̂) by analogy with the Plamenevskaya invariant
ψ(σ̂) of a transverse link [Pl].
There is a large literature devoted to the Plamenevskaya transverse link invariant.
In particular, Plamenevskaya [Pl] showed that:
Theorem 1.2.3 (Plamenevskaya [Pl]). If the braid closure σ̂, viewed as a trans-
verse link in the standard contact R3, admits a braid representative which is not
right-veering, then ψ(σ̂) = 0.
There are also many examples of braids σ satisfying the following:
(B1) σ is right-veering;
(B2) the invariant ψ(σ̂) vanishes; and
(B3) the open book corresponding to σ lifted to the branched double cover car-
ries a tight contact structure.
The first examples are due to Baldwin-Plamenevskaya [BP, Example 7.8] and there
are others e.g., due to Hubbard-Lee [HL].
In this paper we analyze the Baldwin-Planenevskaya examples σBP,ℓ, which
are 3-braids of the form σ−ℓ1 σ2σ
2
1σ2, where ℓ ≥ 3 and σi is a half twist about
strands i and i + 1. Let hBP,ℓ := hσBP,ℓ ∈ Symp(W,∂W ) be the corresponding
symplectomorphism. In Section 10 we prove the following:
Theorem 1.2.4. ψ♯(σ̂BP,ℓ) = 0 for ℓ ≥ 3. Hence the contact manifolds supported
by (W ;hBP,ℓ) are not Liouville fillable and satisfy the Weinstein conjecture.
Note that by Acu [Ac], since W = Wκ−1 is planar, all contact structures sup-
ported by an open book decomposition with pageWκ−1 satisfy the Weinstein con-
jecture, so the latter result is not new. It should be noted that we have not deter-
mined whether the contact manifolds supported by (W ;hBP,ℓ) are tight.
Question 1.2.5. Is (W ;hσ) tight if σ satisfies (B1) and (B3)?
Acknowledgments. VC thanks Baptiste Chantraine and Paolo Ghiggini for their
interest and support. KH is grateful to Yi Ni and the Caltech Mathematics De-
partment for their hospitality during his sabbatical in 2018. KH also thanks John
Baldwin and Otto van Koert for helpful correspondence and Tianyu Yuan for point-
ing out some errors.
2. PRELIMINARIES
2.1. Liouville and Weinstein cobordisms and homotopies. In this subsection
we review Liouville and Weinstein cobordisms and homotopies. The reader is
referred to [CE] for more details.
Definition 2.1.1. A Liouville cobordism (W,β, Y ) is a triple consisting of:
• a compact 2n-dimensional manifoldW with boundary
∂W = ∂+W ⊔ ∂−W ;
• a 1-form β onW such that dβ is symplectic; and
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• a vector field Y which satisfies iY dβ = β, is positively transverse to ∂+W ,
and is negatively transverse to ∂−W .
The 1-form β is called the Liouville 1-form and the vector field Y the Liouville
vector field. A Liouville domain (W,β, Y ) is a Liouville cobordism with ∂−W =
∅.
We will sometimes omit Y or write (W,dβ).
Definition 2.1.2.
(1) A Weinstein cobordism (W,β, Y, φ) is quadruple consisting of Liouville
cobordism (W,β, Y ) and a Morse function φ : W → R (called a compat-
ible Morse function) such that Y is gradient-like for φ and ∂W is a union
of regular level sets of φ.
(2) A Weinstein domain (W,β, Y, φ) is a Weinstein cobordism with ∂−W =
∅.
(3) If the critical points of φ : W → R are Morse or birth-death type, then
(W,β, Y, φ) is a generalized Weinstein cobordism/domain, as appropriate.
In this paper we assume that Weinstein domains are connected, unless stated
otherwise.
Definition 2.1.3. A trivial Weinstein cobordism is
(W = [a, b]× Z2n−1, β = eσβ0, Y = ∂σ, φ(σ, x) = σ),
where (σ, x) are coordinates on [a, b]× Z and β0 is a contact form on Z .
Given a Weinstein domain (W,β, Y, φ) with connected boundary, there exists
a collar neighborhood [−ε + φ(∂W ), φ(∂W )] × ∂W which is a trivial Weinstein
cobordism, i.e., β = eσβ|∂W , Y = ∂σ, and φ(σ, x) = σ.
Definition 2.1.4. LetW be a compact, oriented 2n-dimensional manifold.
(1) A Liouville homotopy on W is a 1-parameter family of Liouville domain
structures (βt, Yt), t ∈ [0, 1], onW .
(2) AWeinstein homotopy onW is a 1-parameter family of generalized Wein-
stein domain structures (βt, Yt, φt), t ∈ [0, 1], onW .
Definition 2.1.5.
(1) The completion (Ŵ , β̂) of a Liouville domain (W,β) is obtained by gluing
([0,∞) × ∂W, eσβ|∂W ) to (W,β) along ∂W . Here σ denotes the [0,∞)-
coordinate on [0,∞) × ∂W .
(2) The completion (Ŵ , β̂, φ̂) of a Weinstein domain (W,β, φ) additionally
requires that the extension φ̂ of φ be proper and have strictly positive de-
rivative with respect to the σ-coordinate.
Homotopies of Liouville or Weinstein domain can easily be extended to Liou-
ville or Weinstein homotopies of their completions.
Definition 2.1.6. Let [(W,β, φ)] be the equivalence class of all Weinstein struc-
tures (W,β′, φ′) that areWeinstein homotopic to aWeinstein domain (W,β, φ). (In
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particular we are assuming that φ′ is a Morse function.) The genus of [(W,β, φ)],
denoted by g(W,β, φ) or g([(W,β, φ)]), is 1/2 of the minimum number of critical
(= n-dimensional) handles of φ′ over all (W,β′, φ′) ∈ [(W,β, φ)].
Definition 2.1.7.
(1) A Weinstein structure (W,β, Y, φ) is generic if, for all pairs (p, q) of crit-
ical points of φ, the ascending submanifold of p and the descending sub-
manifold of q, both with respect to Y , intersect transversely.
(2) A Weinstein homotopy (W,βt, Yt, φt), t ∈ [0, 1], is trivial if φt is Morse
and (W,βt, Yt, φt) is generic for all t ∈ [0, 1].
In particular, if (W,β, φ) is generic, then there are no trajectories of Y between
two critical points of index n.
Let (W,β, φ) ∈ [(W,β, φ)] and g = g([W,β, φ]). If (W,β, φ) is generic, then
φ has κ ≥ 2g critical handles and there is a collection {a1, . . . , aκ} of properly
embedded, pairwise disjoint Lagrangian disks with Legendrian boundary on ∂W
that represent the cocores of the κ critical handles and that are the n-dimensional
unstable manifolds of the Liouville vector field Y . We will refer to {a1, . . . , aκ}
as the basis of Lagrangian disks for (W,β, φ).
We also state the following useful lemma (cf. [CE, Proposition 11.8]), which is
an easy consequence of the Moser technique:
Lemma 2.1.8. Let (W,βt), t ∈ [0, 1], be a Liouville homotopy.
(1) If βt = β0, t ∈ [0, 1], on a neighborhood of ∂W , then there exists a
1-parameter family of diffeomorphisms gt : W
∼→ W , t ∈ [0, 1], with
g0 = id and gt|∂W = id such that g∗t βt − β0 is exact for all t ∈ [0, 1].
(2) If we do not assume that βt is fixed along ∂W , then there exists a 1-
parameter family of diffeomorphisms ĝt between the completions (Ŵ , β̂0)
and (Ŵ , β̂t) such that ĝ
∗
t β̂t − β̂0 is exact for all t ∈ [0, 1] and is equal to
zero outside a compact set.
Lemma 2.1.8(2) says that homotopic Liouville domains have isomorphic com-
pletions.
Finally, if (W,β) is a Liouville domain, then we denote the group of symplec-
tomorphisms of (W,dβ) that restrict to the identity on ∂W by Symp(W,∂W, dβ).
2.2. Capping of (W,β, φ;h). In this subsection we explain how to extend a We-
instein domain (W,β, φ) to a Weinstein domain (W˜ = H ∪W, β˜, φ˜), called the
capping of (W,β, φ), such that ∂−H = ∂+W .
Let N ′(∂+W ) be a collar neighborhood [−ε, 0] × ∂+W ⊂ W of ∂+W =
{0} × ∂+W with coordinates (σ, x) such that
φ : [−ε, 0] × ∂W → R
is given by (σ, x) 7→ σ and β = eσβ|∂W , i.e., the Weinstein cobordism is trivial.
The manifold H , called a cap for (W,β, φ), is obtained from the trivial Weinstein
cobordism N(∂+W ) := [0, ε] × ∂+W by attaching κ critical handles H1, . . . ,Hκ
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along {ε} × ∂a1, . . . , {ε} × ∂aκ. The pair (β˜|H , φ˜|H) is chosen so that the Y -
descending submanifolds of the critical points of φ˜|H have boundary ∂a1, . . . , ∂aκ,
where Y is the Liouville vector field of β˜. We write a˜1, . . . , a˜κ ⊂ W˜ (called
the capping of a1, . . . , aκ) for the pairwise disjoint embedded Lagrangian spheres
obtained by capping off a1, . . . , aκ and write a˜ = a˜1 ∪ · · · ∪ a˜κ.
Let f : W˜ → R be a smooth function which satisfies the following:
(1) f has small C1-norm;
(2) f is supported on a small neighborhood of a˜ which is identified with a
neighborhood U of the 0-section of π : T ∗a˜→ a˜; let Ui be the component
of U which is a neighborhood of a˜i;
(3) f = π∗fi on a smaller neighborhood Vi ⊂ Ui of a˜i, where fi : a˜i → R
is a Morse function with two critical points: a maximum on int(ai) and a
minimum xi on a˜i − ai;
(4) f = σ when restricted to Vi ∩ ([−ε/2, ε/2] × ∂W ).
LetXf be the Hamiltonian vector field of f given by df = iXfdβ˜. We then modify
h ∪ id |H ∈ Symp(W˜ , ∂W˜ , dβ˜) by composing with the Hamiltonian diffeomor-
phism which is the time-1 flow along Xf . The result of the composition is written
as h˜ ∈ Symp(W˜ , ∂W˜ , dβ˜). Note that (4) implies that h˜(ai) ⊂W and that h˜(∂ai)
is a positive pushoff of ∂ai with respect to the Reeb vector field for β|∂W . Also
view the minimum xi of fi as an intersection point of a˜i and h˜(a˜i).
See Figure 1 for the handle Hi, the Lagrangian submanifolds a˜i and h˜(a˜i), and
the intersection point xi.
ai
a˜i − ai
h˜(a˜i)
xi
Hi
W
FIGURE 1.
Remark 2.2.1. The Lagrangian submanifolds a˜i and h˜(a˜i) are automatically exact,
since they are spheres of dimension ≥ 2.
Remark 2.2.2. We make a local calculation to clarify a potential sign confusion.
Let q1, . . . , qn, p1, . . . , pn be local coordinates on W˜ near
a˜i = {p1 = · · · = pn = 0}
such that β = −∑j pjdqj and let fi : a˜i → R be given by fi(q) = ε2∑j q2j
near the minimum xi = {q1 = · · · = qn = 0} ∈ a˜i. Then dfi = ε
∑
j qjdqj .
Since dβ˜ =
∑
j dqjdpj , we have Xfi = −ε
∑
i qi∂pi . This means that the graph
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of −dfi (not dfi) is obtained from a˜i by flowing in the direction of Xfi . Hence
the point xi, viewed as an intersection point of the Lagrangian Floer cohomology
group ĈF (h˜(a˜i), a˜i), is a “top generator” that we call a component of the contact
class; see Section 7 below.
2.3. Open book decompositions and contact structures. In this subsection we
review the foundational work of Giroux [Gi1] and Giroux-Mohsen [GM, Mo] re-
lating contact structures and open book decompositions.
2.3.1. Open book decompositions. An open book decomposition of a closed man-
ifoldM consists of a pair (K, θ) where:
• K is a codimension two submanifold ofM with trivial normal bundle;
• θ : M \K → S1 is a fibration equal to the normal angular coordinate in a
trivialized neighborhood N(K) = K ×D2 of K .
The submanifold K is the binding of the open book decomposition. The compact-
ification of any fiber of θ by K is called a page.
An open book decomposition can equivalently be described by a pair (W,h),
whereW is a page (∂W 6= ∅) and h ∈ Diff(W,∂W ), the set of diffeomorphisms
of W that restrict to the identity on ∂W . The manifold M is then obtained as the
relative mapping torus of (W,h), i.e.,
M ≃W × [0, 1]/ ∼h,
where ∼h identifies (h(x), 0) ∼h (x, 1) for all x ∈ W and (y, t) ∼h (y, t′) for all
y ∈ ∂W , t, t′ ∈ [0, 1].
2.3.2. General case. Given (W,β;h) with h ∈ Symp(W,∂W, dβ), we construct
a relative mapping torus M = M(W,β;h) (which is slightly different from the one
above) and a contact form α(W,β;h) on M as follows: First construct the mapping
torus
N(W,β;h) = ([0, 1] ×W )/ ∼0,
where (t, x) are coordinates on [0, 1] ×W and (1, x) ∼0 (0, h(x)) for all x ∈ W .
We then let
M = M(W,β;h) = (∂W ×D2) ∪N(W,β;h)/ ∼1,
where ∼1 identifies ∂W × S1 with ∂N(W,β;h) via (x, θ) ∼1 (θ/2π, x). Here
(r, θ) are polar coordinates on D2 and S1 = ∂D2. By Lemma 2.1.8 there exists a
contact form α(W,β;h) = dt + βt on N(W,β;h) such that β0 = β, βt are Liouville,
and βt = β0 on ∂W . Moreover there exists an extension of the form
α(W,β;h) = β0|∂W + f(r)dθ
to ∂W ×D2 such that f(r) = 12r2 near r = 0 and f ′(r) > 0 for r > 0.
Notation 2.3.1. We write N(W,β;h) for the mapping torus and M(W,β;h) for the
relative mapping torus.
We now make the following slightly ad hoc definition:
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Definition 2.3.2. A contact manifold (M, ξ) admits or is supported by an open
book decomposition (W,β;h) if (M, ξ) is contactomorphic to (M(W,β;h), kerα(W,β;h)).
Then ∂W × {0} is the binding and ({t} ×W ) ∪ (∂W × {r = t/2π}) are the
pages of the open book.
Theorem 2.3.3 (Giroux [Gi1]). Let M be closed oriented (2n + 1)-dimensional
manifold and ξ a cooriented contact structure onM . Then (M, ξ) admits an open
book decomposition (W,β, φ;h), where (W,β, φ) is a connected 2n-dimensional
Weinstein domain and h ∈ Symp(W,∂W, dβ). Moreover, (W,β, φ;h) can be
taken to be of Donaldson type.
Let α be a contact form onM and J an almost complex structure on ξ = kerα
which is dα|ξ-compatible. Let g be a Riemannian metric such that the Reeb vector
field Rα is of unit length and orthogonal to ξ and such that g|ξ is compatible with
J and dα|ξ . Then (M,α) admits an open book decomposition of Donaldson type
if there exist constants C, η > 0 and approximate holomorphic functions
sk :M → C, k ≥ 1, k ∈ Z,
such that:
• for all p ∈M , |sk(p)| ≤ C , |dsk − ikskα| ≤ C
√
k, and |∂ξsk| ≤ C;
• if |sk(p)| ≤ η, then |∂ξsk| ≥ η
√
k;
for k sufficiently large.1 Here ∂ξsk and ∂ξsk are the J-linear and J-antilinear
components of dsk|ξ . The binding is s−1k (0) and the pages are (arg ◦sk)−1(θ).
Let (W,β, φ) be a generic Weinstein manifold, h ∈ Symp(W,∂W, dβ), a =
a1 ∪ · · · ∪ aκ be the basis of Lagrangian disks, and c be a properly embedded
Lagrangian disk in W whose Legendrian boundary is disjoint from ∂a. We then
define the positive stabilization
S+c (W,β, φ;h) := (W
′, β′, φ′;h′)
of (W,β, φ;h) along c as follows: Let (W ′, β′, φ′) be the Weinstein domain ob-
tained from (W,β, φ) by attaching a symplectic n-handleW0 toW along the Leg-
endrian sphere ∂c. Let γ be the Lagrangian sphere obtained by gluing c to the
Lagrangian core of W0 and let τγ be the positive symplectic Dehn twist along γ.
We then set
(2.3.1) h′ := (h ∪ id |W0) ◦ τγ .
The negative stabilization S−c (W,β, φ;h) is defined similarly, where τγ is replaced
by τ−1γ in the definition of h
′.
Let a0 be the cocore ofW0. Then we write a
′ = a0∪a andα′ = α0∪α, where
α0 is obtained by capping off a0.
Theorem 2.3.4 (Giroux-Mohsen [GM]). Any two Donaldson open book decom-
positions (Wi, βi, φi;hi), i = 0, 1, of (M, ξ) can be taken to one another by a
sequence of positive stabilizations, conjugations, and Weinstein homotopies.
1One problem with this definition is that we are not specifying how large k needs to be. We want
k ≫ 0 such that Theorem 2.3.4 holds for any Donaldson open books corresponding to k and k′ ≥ k.
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2.3.3. Dimension three. When dimM = 3, the binding K is a link in M , the
pageW is a (symplectic) surface with boundary, and the Liouville form β plays no
essential role.
In [Gi1], Giroux showed that Theorem 2.3.4 can be improved to the following:
Theorem 2.3.5. Any two open book decompositions (W0;h0) and (W1;h1) of
(M, ξ) can be taken to one another by a sequence of positive stabilizations, conju-
gations, and homotopies.
Remark 2.3.6. It is still unknown whether in higher dimensions any two open book
decompositions (Wi, βi, φi;hi), i = 0, 1, of (M, ξ) can be taken to one another by
a sequence of positive stabilizations, conjugations, and homotopies. It is plausible
in light of the recent advances in convex hypersurface theory [HH] that this is true
if (Wi, βi) are Weinstein.
If we extend the equivalence classes of open book decomposition with negative
stabilizations, they only remember a part of the homotopy class of the supported
contact structure as plane field: the associated spinc-structure.
Theorem 2.3.7 ([GG]). The equivalence classes of open book decomposition in
M modulo positive and negative stabilizations, conjugations, and isotopies are in
one-to-one correspondence with spinc-structures onM .
By the Alexander trick, given an open book decomposition (K, θ) of M , any
link L inM can be isotoped to a link which is disjoint from the binding and trans-
verse to the fibers of θ. We say that such a link is in braid position with respect to
(K, θ).
3. DEFINITION OF HIGHER-DIMENSIONAL HEEGAARD FLOER
(CO-)HOMOLOGY GROUPS
Let (W,β, φ) be a generic Weinstein domain, h ∈ Symp(W,∂W, dβ), and
(W˜ , β˜, φ˜) be a capping of (W,β, φ). Also let a = ⊔κi=1ai be the basis of La-
grangian disks for (W,β, φ).
The goal of this section is to define the higher-dimensional Heegaard Floer hat
(co-)homology groups ĤF (W,β, φ;h;J♦), where J♦ is an auxiliary almost com-
plex structure on X̂ = R× [0, 1]× W˜∧ and W˜∧ is the completion of W˜ . This will
be done in a manner analogous to the combination of works of Lipshitz [Li] and
Honda-Kazez-Matic´ [HKM2] as explained in [CGH1].
3.1. Symplectic fibration. In Sections 3.1–3.8 as well as in Section 4 we work in
the following slightly more general setting: Let (Σ, βΣ) be a Liouville domain and
(Σ̂, β̂Σ) its completion. Consider the fibration
π = πR×[0,1] : X̂ = R× [0, 1] × Σ̂→ R× [0, 1],
given by the projection onto the first two factors. Also let π
Σ̂
be the projection to
Σ̂ and π[0,1]×Σ̂ be the projection to [0, 1] × Σ̂.
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Let (s, t) be coordinates for R × [0, 1]. Then π is a symplectic fibration with
respect to the symplectic form Ω̂ = ds ∧ dt+ dβ̂Σ on X̂ and the symplectic form
ds ∧ dt on R× [0, 1]. Let
α = ⊔κi=1αi, α′ = ⊔κi=1α′i
be κ-component exact Lagrangian submanifolds of Σ. Then the submanifolds
L1i = R× {1} × αi, L0i = R× {0} × α′i
are Lagrangian submanifolds of (X̂, Ω̂). We also write
L1 = L1,α = ⊔iL1i, L0 = L0,α′ = ⊔iL0i.
3.2. Almost complex structures. Consider the symplectization end Σ̂ − Σ on
which β̂Σ = e
σβ0, where σ is the (0,∞)-coordinate and β0 := βΣ|∂Σ is a contact
form on ∂Σ. Let ξ = ker β0 and let R = Rβ0 be the Reeb vector field for β0.
Let J
Σ̂
be an almost complex structure on Σ̂ which is tamed by dβ̂Σ and is
adapted to β0 on the symplectization end Σ̂− Σ, i.e.,
• JΣ̂(∂σ) = R, JΣ̂(R) = −∂σ, and JΣ̂(ξ) = ξ.• dβ0(v, JΣ̂(v)) > 0 for all nonzero v ∈ ξ.
The space of such almost complex structures JΣ̂ will be denoted by JΣ̂ = JΣ̂,β̂Σ.
Let J = JR×[0,1] × JΣ̂ be a product almost complex structure on X̂ where
JR×[0,1](∂s) = ∂t and JΣ̂ ∈ JΣ̂. Let J♦ be a C∞-small perturbation of J which
satisfies the following:
(J1) J♦ is s-invariant;
(J2) J = J♦ on a neighborhood of R×{0, 1}× Σ̂ and on R× [0, 1]× (Σ̂−Σ);
and
(J3) Ω̂(v, J♦v) > 0 for all nonzero tangent vectors v, i.e., Ω̂ is J-positive.
We will refer to J as a (Σ̂, β̂Σ)-compatible almost complex structure on X̂ and
to J♦ as a perturbed (Σ̂, β̂Σ)-compatible almost complex structure on X̂ . The
space of (Σ̂, β̂Σ)-compatible almost complex structures on X̂ of class C
∞ will
be denoted by J and the space of perturbed (Σ̂, β̂Σ)-compatible almost complex
structures on X̂ of class C∞ by J ♦.
3.3. Moduli spaces.
Definition 3.3.1. A κ-tuple of intersection points of α and α′ is a κ-tuple y =
{y1, . . . , yκ}, where yi ∈ αi ∩ α′σ(i) for some permutation σ of {1, . . . , κ}. We
denote the set of κ-tuples of intersection points of α and α′ by S = Sα,α′ .
LetMJ♦(y,y′) be the moduli space of holomorphic maps
u : (F˙ , j)→ (X̂, J♦),
where we range over all (F˙ , j) such that (F, j) is a compact Riemann surface
with boundary, p+ and p− are disjoint sets of boundary punctures of F , and F˙ =
F − p+ − p−, and:
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(1) each component of ∂F − p+ − p− maps to some L1i or L0i and each L1i
and L0i, i = 1, . . . , κ, is used exactly once;
(2) u maps the neighborhoods of the punctures of p+ (resp. p−) asymptoti-
cally to strips over the Reeb chords of y (resp. y′) at the positive end (resp.
negative end).
Here we refer to the s → +∞ (resp. s → −∞) end as the positive end (resp.
negative end). An element u ∈ MJ♦(y,y′) will be referred to as a curve in X̂ or
a multisection of π : X̂ → R× [0, 1] from y to y′.2
Remark 3.3.2. By the definition of J♦, the function σ ◦ πΣ̂ ◦ u is subharmonic for
all u ∈ MJ♦(y,y′), where σ is the (0,∞)-coordinate for the end Σ̂ − Σ. This
means that Im(u) ⊂ X := R× [0, 1] × Σ.
3.4. Fredholm index. We now compute the Fredholm index of u : F˙ → X̂ in
MJ♦(y,y′). What we call the Fredholm index in this paper takes into considera-
tion the variations of complex structures on the domain F˙ . The setup is similar to
that of [CGH1, Section 4.4.2].
Let Xˇ = [−1, 1] × [0, 1] × Σ be the compactification of X = R × [0, 1] × Σ,
obtained by attaching [0, 1] × Σ at the positive and negative ends, and let
Lˇ1 = [−1, 1] × {1} ×α, Lˇ0 = [−1, 1]× {0} ×α′
be the compactifications of L1 and L0. We then define
Zα,α′ = Lˇ1 ∪ Lˇ0 ∪ ({−1, 1} × [0, 1] × (α ∩α′)).
A holomorphic map u from y to y′ can be compactified to a continuous map
uˇ : (Fˇ , ∂Fˇ )→ (Xˇ, Zα,α′),
where Fˇ is obtained from F˙ by performing a real blow-up at its boundary punc-
tures.
Given u from y to y′, we define itsMaslov index µ(u) as follows: We construct
a (not necessarily oriented) real rank n subbundle L of uˇ∗TΣ on ∂Fˇ . The bundle L
is given by uˇ∗Tα and uˇ∗Tα′ along ∂F˙ and we extend L to ∂Fˇ − ∂F˙ by rotating
from Tyα
′ to Tyα via e
J
Σ̂
t, t ∈ [0, π2 ], where y ∈ y ∪ y′, each component of
∂Fˇ − ∂F˙ is given an oriented parametrization by [0, π2 ], and we assume without
loss of generality that J
Σ̂
(Tyα
′) = Tyα. Then µ(u) is the Maslov index of L with
respect to any trivialization of uˇ∗TΣ on Fˇ .
The following is a generalization of [CGH1, Equation (4.4.4)] and its proof will
be omitted. We often write χ(u) = χ(F ).
Lemma 3.4.1. The Fredholm index of u is
(3.4.1) ind(u) = (n− 2)χ(u) + µ(u) + (2− n)κ,
where dim(W ) = 2n and dim(X̂) = 2n+ 2.
2Strictly speaking, u is guaranteed to be a multisection of pi : X̂ → R×[0, 1] only when J♦ = J .
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3.5. Splittings of generators and moduli spaces. In this subsection we discuss
the splittings of generators and moduli spaces for α,α′ in general.
3.5.1. Generators. Let
(3.5.1) hα,α′ ⊂ H1([0, 1] × Σ, ({1} ×α) ∪ ({0} ×α′);Z)
be the subset of classes [δ] which admit representatives δ such that
∂δ =
∑κ
i=1 δi1 −
∑κ
i=1 δi0,
where δi1 is a point on {1} × αi and δi0 is a point on {0} × α′i. Let
Hα,α′ : Sα,α′ → hα,α′
be the map which sends y = {y1, . . . , yκ} to the homology class [[0, 1]×y]. Then
Hα,α′ gives a splitting
Sα,α′ =
∐
[δ]∈h
α,α′
Sα,α′,[δ].
Note thatMJ♦(y,y′) 6= ∅ only if Hα,α′(y) = Hα,α′(y′).
We will suppress “α,α′” from the notation when it is understood.
3.5.2. Moduli spaces. Suppose y,y′ ∈ Sα,α′,[δ] for some [δ]. Let
Ay,y′
α,α′ ⊂ H2([0, 1] × Σ, ({1} ×α) ∪ ({0} ×α′) ∪ ([0, 1] × y) ∪ ([0, 1]× y′);Z)
be the subspace spanned by classes [T ] which admit representatives T such that
(3.5.2) ∂T =
∑κ
i=1([0, 1] × yi)−
∑κ
i=1([0, 1] × y′i)−
∑κ
i=1w0i +
∑κ
i=1 w1i,
where w1i is an arc in {1}×αi from yi to y′i and w0i is an arc in {0}×α′i. A class
[T ] satisfying Equation (3.5.2) is said to be from y to y′.
There is a splitting
MJ♦(y,y′) =
∐
B∈Ay,y
′
α,α′
MB
J♦
(y,y′),
where the superscript B in MB
J♦
(y,y′) is the modifier “u ∈ MJ♦(y,y′) is in
the class B ∈ Ay,y′
α,α′ .” More generally, if ∗ is a modifier, we writeM∗J♦(y,y′) to
indicate the subset ofMJ♦(y,y′) satisfying property ∗.
Similarly, if χ is the modifier “χ(u) = χ”, then there is a further decomposition
MBJ♦(y,y′) =
∐
χ∈Z,χ≤kMB,χJ♦ (y,y′).
Since π ◦ u is a κ-fold branched cover of R × [0, 1] when J = J♦, it follows that
χ(u) ≤ κ for J♦ arbitrarily close to J by Gromov compactness.
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3.5.3. Complete set of capping surfaces.
Definition 3.5.1. A complete set of capping surfaces consists of the following data:
• For each [δ] ∈ hα,α′ , a representative δ = ⊔κi=1δi consisting of κ disjoint
embedded arcs.
• For each pair ([δ],y) consisting of [δ] ∈ hα,α′ and y ∈ Sα,α′,[δ], a rep-
resentative Tδ,y satisfying Equation (3.5.2) with [0, 1] × yi and [0, 1] × y′i
replaced by δi and [0, 1] × yi.
We will often denote a complete set of capping surfaces by {Tδ,y}.
Any two classes in Ay,y′
α,α′ from y to y
′ differ by an element of
(3.5.3) Aα,α′ := H2([0, 1] × Σ, ({1} ×α) ∪ ({0} ×α′);Z).
If we choose a complete set {Tδ,y} of capping surfaces, then for each pair y,y′ ∈
Sα,α′,[δ] there is a unique class A ∈ Ay,y
′
α,α′ given by Tδ,y + A = Tδ,y′ . We then
writeMB
J♦
(y,y′) instead asMB−A
J♦
(y,y′) so that B −A ∈ Aα,α′ .
3.6. Regularity.
Lemma 3.6.1. Suppose J ∈ J .
(1) If u ∈ MA,χJ (y,y′), then no irreducible component of u lies on a fiber of
π.
(2) Every irreducible component of u is simply-covered.
Proof. (1) Arguing by contradiction, suppose u˜ is a component of u such that π ◦ u˜
maps to a point x ∈ R× [0, 1]. If x is an interior point, then π
Σ̂
◦u˜ is a closed curve,
which is not possible since (Σ̂, β̂) is an exact symplectic manifold. Similarly, if x
is a boundary point, then πΣ̂ ◦ u˜ is compact with Lagrangian boundary on either α
or α′, which contradicts the exactness of α and α′.
(2) By (1), for every component u˜ of u, π ◦ u˜ is a deg ≥ 1 branched cover of
R× [0, 1]. The positive ends are asymptotic to a subset of y and the negative ends
are asymptotic to a subset of y′. Since each element of y and y′ is used exactly
once, (2) follows. 
Lemma 3.6.2. The moduli spaceMA,χ
J♦
(y,y′) is transversely cut out if J♦ ∈ J ♦
is generic and sufficiently close to some J ∈ J .
Proof. By Lemma 3.6.1 and Gromov compactness, u ∈ MA,χ
J♦
(y,y′) is simply-
covered, provided J♦ is sufficiently close to J . This implies that π
[0,1]×Σ̂
◦ u
is somewhere injective. We then apply the usual argument; see for example [Li,
Proposition 3.8]. 
Let (J ♦)reg ⊂ J ♦ be the dense subset of regular almost complex structures,
i.e., almost complex structures J♦ for which the moduli spaces MA,χ
J♦
(y,y′) are
transversely cut out for all y, y′, A, and χ.
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3.7. Orientations. We briefly discuss how to give a coherent (= compatible with
gluing) system of orientations forMJ(y,y′), following [FOOO]. The key point is
to pick (stable) trivializations of TL1 and TL0 and to extend them over the chords
[0, 1] × y and [0, 1] × y′.
The orientation data can be decoupled into the base direction R× [0, 1] and the
fiber direction Σ̂.
We first discuss the fiber direction and orient the curves π
Σ̂
◦ u. The orientation
data for (Σ̂,α,α′) consists of:
(1) orientations on α and α′;
(2) a relative spin structure for the pair (α,α′);
(3) and for each intersection point p ∈ α ∩ α′ a capping Lagrangian path, a
capping orientation, and a stable capping trivialization.
Since our Lagrangians are (unions of) spheres, a relative spin structure is given
by:
• a trivial R-bundle over Σ̂ such that (Tα⊕R)|α and (Tα′⊕R)|α′ are trivial;
and
• trivializations t and t′ for (Tα⊕ R)|α and (Tα′ ⊕ R)|α′ .
A capping Lagrangian path is a path {Lp,t}0≤t≤1 in the oriented Lagrangian Grass-
mannian Lag(TpΣ̂, dβΣ(p)) such that Lp,0 = Tpα′ and Lp,1 = Tpα as oriented
vector spaces. A stable capping trivialization is a trivialization t˜p of {Lp,t ⊕
R}0≤t≤1 that agrees with tp and t′p that we have already chosen.
For each p ∈ α ∩ α′, let πp : H → Σ̂ be the constant map to p, where
H = {z | Im z ≥ 0} is the upper half plane, and let ξ = π∗p(TpM) be a triv-
ial(ized) vector bundle over H. We define a Cauchy-Riemann tuple (ξ, ηp+,Dp+)
as follows:
• the real subbundle ηp+ ⊂ ξ is given by ηp+z = Lp,0 for z ∈ (−∞, 0),
ηp+z = Lp,z for z ∈ [0, 1], and ηp+z = Lp,1 for z ∈ (1,+∞); and
• Dp+ is a fixed real linear Cauchy-Riemann operator W k+1,p(H, ξ) →
W k,p(H,∧0,1H ⊗C ξ) with boundary condition on ηp+; see [BH, Section
3.2] for a more complete discussion.
Then a capping orientation is a choice of orientation o(Dp+). We can similarly
choose the Cauchy-Riemann tuple (ξ, ηp−,Dp−) by swapping the roles of α and
α′.
The R× [0, 1]-direction is easy: The Lagrangians are ℓi = R×{i}, i = 0, 1, the
“capping Lagrangian paths” at the end s = ±∞ we take to be limits of R〈∂s〉, and
the trivializations are given by ∂s.
3.8. Definition of ĈF (Σ,α′,α;J♦). In this subsection we define the cochain
groups ĈF (Σ,α′,α;J♦), where J♦ ∈ (J ♦)reg. We assume that n > 2.
Remark 3.8.1. The astute reader might have noticed that we have switched the
orders of α and α′ (i.e., we switched to cohomology). The order was switched for
consistency with the A∞-conventions from [Se3].
16 VINCENT COLIN, KO HONDA, AND YIN TIAN
Coefficient ring. We first describe the coefficient ring ΛJℏK. Since we have already
chosen auxiliary orientation data in Section 3.7, the ground ring is Z. The “Planck
constant” ℏ is a variable, ΛJℏK is the formal power series ring in ℏ over Λ, and
Λ := Λα,α′ is the Novikov ring with Z-coefficients over
A′α,α′ := Aα,α′/torsion
with respect to the symplectic form dβ. More explicitly, elements λ ∈ Λ are formal
sums ∑
A∈A′
α,α′
λAe
A,
where λA ∈ Z and for each C > 0 there are only finitely many A ∈ A′α,α′ with
dβ((πΣ̂)∗(A)) ≤ C .
Cochain group. The cochain group ĈF (Σ,α′,α;J♦) is the free ΛJℏK-module
generated by S = Sα,α′ . The differential is given by:
(3.8.1) dy =
∑
y′∈S,χ≤κ,A∈A′
α,α′
〈dy, ℏκ−χeAy′〉 · ℏκ−χeAy′,
where 〈dy, ℏκ−χeAy′〉 is the count ofMind=1,A,χ
J♦
(y,y′)/R.
Remark 3.8.2. When n = 2, we additionally impose an embeddedness condition
on the holomorphic curves (or, alternatively, count ECH index I = 1 curves). This,
together with the adjunction formula, gives restrictions on χ. On the other hand,
when n ≥ 3, the embeddedness condition is generically satisfied for ind = 1
curves. Also when n = 3, the Fredholm index formula (Equation (3.4.1)) gives no
restrictions on χ. These differences account for the slightly different form of the
differential for n > 2.
Grading. In view of Equation (3.4.1) and the fact that the differential is degree-
increasing, we set |~| = n − 2. Also |eA| = −2c1(A). The elements in S are
relatively graded such that if u ∈ Mind=ℓ,A,χ
J♦
(y,y′), then
(|y′|+ (n− 2)(κ − χ)− 2c1(A)) − |y| = ℓ.
Splitting. The splitting S =∐[δ]∈h
α,α′
S[δ] gives rise to the splitting
ĈF (Σ,α′,α;J♦) = ⊕[δ]∈h
α,α′
ĈF (Σ,α′,α;J♦; [δ]).
It remains to show thatMind=1,A,χ
J♦
(y,y′)/R is compact and that d2 = 0.
Lemma 3.8.3. d2 = 0.
Proof. LetM′ :=Mind=2,A,χ
J♦
(y,y′)/R. We claim that
∂M′ =∐(Mind=1,A1,χ1
J♦
(y,y′′)/R) × (Mind=1,A2,χ2
J♦
(y′′,y′)/R),
where the union is over all y′′ ∈ S , χ1 + χ2 − κ = χ, and A1, A2 ∈ A′α,α′ such
that A1 + A2 = A. Here ∂M′ is constructed using the usual SFT compactness
theorem [BEHWZ].
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First suppose that J = J♦ and J ∈ (J ♦)reg. By Lemma 3.6.1(1),M′ and ∂M′
have no components that lie in fibers π−1(pt). Let u∞ ∈ ∂M′ be the SFT limit of
a sequence ui : F˙i → X̂ , i = 1, 2, . . . , inM′; without loss of generality we may
assume that the topological types of all the F˙i are the same. Observe that ui has
image inX = R× [0, 1] × Σ, since the maximal principle holds for π
Σ̂
◦ ui.
We claim that u∞ cannot have any interior nodes that are obtained in the limit
by pinching a closed curve in F˙i. Suppose for simplicity that the domain of u∞ is
obtained by pinching a single closed curve in F˙i. Then
ind(u∞) = ind(ui) + 2(n − 2)
by Equation (3.4.1). On the other hand, the matching/incidence condition at the
node forces ind(u∞) > 2n − 2: Assuming that two components of u∞ are
matched, in order for π[0,1]×Σ ◦ u∞ to have an intersection point in [0, 1] × Σ,
we require
(3.8.2) ind(u∞)− 2 ≥ dim([0, 1] × Σ)− 4 = 2n− 3.
Here the−2 on the left-hand side comes from quotienting out the R-translations. If
there is only one component of u∞, then a slightly different argument also yields
Inequality (3.8.2). Hence ind(u∞) > 2n− 2 and ind(ui) > 2, a contradiction.
It remains to consider the limit of pinching an arc ci in F˙i. It is not possible for
ci to connect αq to αr , where q 6= r, since αq and αr are disjoint (and similarly
α′q to α
′
r, where q 6= r). On the other hand, if ci connects αq to itself, then π ◦
u∞ maps a boundary component of the domain F˙∞ of u∞ identically to a point
x on ∂(R × [0, 1]). This implies that π ◦ u∞ maps a component of F˙∞ to x,
contradicting Lemma 3.6.1(1). Finally, if an arc ci connects αq to α
′
r, then this
pinching corresponds to stretching in the s-direction.
It follows that u∞ is an l-level building v1 ∪ · · · ∪ vl, where each vj is a degree
κ multisection of π. By Lemma 3.6.2 and the assumption of the regularity of J ,
l = 2 and ind(v1) = ind(v2) = 1.
Next suppose that J♦ ∈ (J ♦)reg is sufficiently close to J ∈ J . ThenM′ and
∂M′ have no components that are close to lying on a fiber π−1(pt). The rest of the
argument that shows that u∞ is an l-level building v1 ∪ · · · ∪ vl, where each vj is
close to being a degree κ multisection of π, is identical. 
Lemma 3.8.4. For all A, χ, y, and y′,Mind=1,A,χ
J♦
(y,y′)/R is compact.
Proof. Similar to that of Lemma 3.8.3 and is left to the reader. 
We write ĤF (Σ,α′,α;J♦) for the cohomology of ĈF (Σ,α′,α;J♦).
Remark 3.8.5. It is not hard to see that two cochain groups ĈF (Σ,α′,α;J♦)
corresponding to distinct complete sets of capping surfaces are isomorphic cochain
complexes.
3.9. Definition of ĈF (W,β, φ;h;J♦). The higher-dimensional Heegaard Floer
cochain group ĈF (W,β, φ;h;J♦) is a special case of ĈF (Σ,α′,α;J♦), where:
• (Σ, βΣ, φΣ) is the capping (W˜ , β˜, φ˜) of (W,β, φ),
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• α is the capping a˜ of the basis a of Lagrangian disks for (W,β, φ),
• α′ = h˜(α), where h˜ is obtained from h ∪ idH and H is the cap for W ,
by composing with a small Hamiltonian diffeomorphism as in Section 2.2,
and
• the coefficient ring has been further specialized.
We write ĤF (W,β, φ;h;J♦) for the cohomology of ĈF (W,β, φ;h;J♦).
We often write ĈF (h(a),a) for ĈF (W,β, φ;h;J♦).
We first discuss the splittings of generators and moduli spaces in the special case
when α = a˜ and α′ = h˜(a˜).
3.9.1. Generators. Let S = S
a˜,h˜(a˜)
. Recall there is a unique point xi ∈ a˜i∩ h˜(a˜i)
which is contained in the handle Hi. We define two mapsH′ and ι. The map
H′ : S → H1([0, 1] ×W, ({1} × a) ∪ ({0} × h(a));Z),
sends y = {y1, . . . , yκ} to the homology class [[0, 1] × η(y)], where η is defined
as follows: η maps yi ∈ a˜i ∩ h˜(a˜σ(i)) to the nearby point η(yi) ∈ ai ∩ h(aσ(i))
if yi 6= xi (recall that h˜ is close to but not exactly the same as h ∪ id |H ) and to
some point on ∂ai if yi = xi. LetM = M(W,β;h) be the relative mapping torus of
(W,β;h). The map
ι : Im(H′)→ H1(M ;Z),
is defined as follows: Let δ be a representative of [δ] ∈ Im(H′) with “initial
points” δi0 on {0} × h(ai) for i = 1, . . . , κ and “terminal points” δi1 on {1} × ai
for i = 1, . . . , κ. Viewing δ as a chain inM , we define ι([δ]) to be the homology
class of the “closure”, obtained from δ by adjoining arcs from δi0 to δi1 (which we
call augmenting arcs) along {1} × ai for each i. Note that the resulting homology
class is independent of the choice of augmenting arcs, since the ai are simply-
connected. We then set H′′ = ι ◦ H′.
The map H′′ gives a splitting
S =∐Γ∈H1(M ;Z) SΓ,
which is analogous to the splitting into Spinc-structures in dimension 3.3
3.9.2. Moduli spaces. Let
A0y,y′ ⊂ H2([0, 1] ×W, ({1} × a) ∪ ({0} × h(a))) ∪ ([0, 1] × η(y)) ∪ ([0, 1] × η(y′));Z)
be the subspace spanned by classes [T ] that admit representatives T such that
∂T =
∑κ
i0=1
([0, 1]×η(yi0))−
∑κ
i1=1
([0, 1]×η(y′i1))−
∑κ
i0=1
w0i0+
∑κ
i1=1
w1i1 ,
where w1i1 is an arc in {1} × ai1 from yi1 to y′i1 and w0i0 is similarly defined.
Next let
Ay,y′ :=H2(M, H˜(y) ∪ H˜(y′);Z),
3In general, Spinc-structures on M are classified by 2H2(M ;Z) ⊕ H1(M ;Z/2Z). When
dimM = 2n + 1 = 3, this can be identified with H2(M ;Z) and hence Spinc-structures are in
one-to-one correspondence withH1(M ;Z). For n > 1, there is no such identification.
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where H˜(y) refers to the “closure” of [0, 1] × η(y), as described in Section 3.9.1,
representing the homology class H′′(y).
There is a map
κ = κH˜(y) : A0y,y′ → Ay,y′,
defined as follows: View the representative T as a surface inM . Then the arcs w0i0
and w1i1 , together with the augmenting arcs for η(y) and η(y
′), form closed curves
in ∪i({1} × ai) which bound disks Di ⊂ {1} × ai since the ai are contractible.
Then κ([T ]) is represented by T ∪ (∪iDi). By the contractibility of ai, κ([T ])
does not depend on the choice ofDi and κH˜1(y) and κH˜2(y) coming from different
choices of augmenting arcs can be naturally identified.
The map κ gives rise to the splitting
MJ♦(y,y′) =
∐
B∈A
y,y′
MB
J♦
(y,y′),
where the superscript B is the modifier “u ∈ MJ♦(y,y′) is in the class B ∈
Ay,y′.”
3.9.3. Definition of ĈF (W,β, φ;h;J♦). We now choose a complete set of cap-
ping surfaces {Tδ,y} in [0, 1] ×W , defined in a manner analogous to that of Sec-
tion 3.5.3, and take their “closures” {T˜δ,y} inM .
Using this, we can define ĈF (W,β, φ;h;J♦) as in Section 3.8 with ΛJℏK-
coefficients, where Λ is the Novikov ring with Z-coefficients over H2(M ;Z).
4. A∞-OPERATIONS
In this section we explain how to modify the discussion from Section 3 when the
base of the symplectic fibration is a disk withm+1 boundary punctures instead of
R× [0, 1] and obtain the A∞-operations.
Let D = {|z| ≤ 1} ⊂ C and let Dm = D − {p0, . . . , pm}, where p0, . . . , pm ∈
∂D, arranged in counterclockwise order around ∂D. Let ∂iDm, i = 0, . . . ,m, be
the component of ∂Dm which is the counterclockwise open arc from pi to pi+1,
where the subscripts are taken modulom+1. Also let ei ⊂ Dm be a “neighborhood
of pi” which we view as a strip-like end [0,∞)× [0, 1] with coordinates (si, ti).
p0
p1
p2pm−1
pm
α
0
α
1
α
m−1
α
m
FIGURE 2. The baseDm of the symplectic fibration X̂m = Dm×
Σ̂. The labels αi indicate the boundary condition Li = ∂iDm ×
αi.
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Consider the symplectic fibration
πm : (X̂m = Dm × Σ̂, Ω̂m = ω + dβ̂Σ)→ (Dm, ω),
where ω is an area form onD which restricts to dsi ∧ dti on each strip-like end ei.
For i = 0, . . . ,m, let
Ei = π−1m (ei) = [0,∞) × [0, 1] × Σ̂
be the “ends in the horizontal direction” of X̂m. Also let α
i = ⊔κj=1αij be a
compact exact κ-component Lagrangian submanifold of (Σ̂, β̂) such that αi ⋔
αi+1 for all i = 0, . . . ,m. We then set
Li = ∂iDm ×αi, Lij = ∂iDm × αij .
Next let jm be the standard complex structure on Dm; we may assume that
jm(∂si) = ∂ti on each ei. Also let Jm = jm × JΣ̂ be a product almost complex
structure on X̂m, and J
♦
m be a C
∞-small perturbation of Jm such that (J1)–(J3)
from Section 3.2 hold on each end Ei, with R replaced by [0,∞) and (s, t) replaced
by (si, ti).
For each i = 0, . . . ,m, let yi = {yi1, . . . , yiκ} be a κ-tuple of intersection points
yij ∈ αi−1j ∩ αiσi(j), j = 1, . . . , κ, for some permutation σi.
LetMJ♦m(y0, . . . ,ym) be the moduli space of holomorphic maps
u : (F˙ , j)→ (X̂m, J♦m),
where we range over all (F˙ , j) such that (F, j) is a compact Riemann surface
with boundary, p0, . . . ,pm are disjoint sets of boundary punctures of F , and F˙ =
F − ∪ipi, and:
(1) each component of ∂F − ∪ipi maps to some Lij and each Lij is used
exactly once;
(2) u maps the neighborhoods of the punctures of pi asymptotically to strips
over the Reeb chords of yi on Ei.
Note that F˙ has (m+ 1)κ punctures.
Let Xˇm be the compactification of Dm × Σ, obtained by attaching [0, 1] ×
Σ to each end [0, 1] × [0,∞) × Σ, let Lˇi be the compactification of Li, and let
uˇ : Fˇ → Xˇm be the compactification of u ∈ MJ♦m(y0, . . . ,ym), defined as in
Section 3.4. The Maslov index µ(u) is defined as in Section 3.4 via the bundle L:
for each component of ∂F˙ , L is given by some uˇ∗Tαij and, on the components of
∂Fˇ − ∂F˙ , L is given by rotating from Tyijα
i−1
j to Tyij
αiσi(j) via e
J
Σ̂
t, t ∈ [0, π2 ],
where i = 1, . . . ,m and j = 1, . . . , κ, and by rotating from Tymj α
m
j to Tymj α
0
σm(j)
via e−JΣ̂t, t ∈ [0, π2 ], where j = 1, . . . , κ. Without loss of generality we are
assuming that JΣ̂(Tyij
αi−1j ) = Tyij
αiσi(j) for all i = 0, . . . ,m, j = 1, . . . , κ.
The following lemma generalizes Lemma 3.4.1 and its proof is left to the reader.
Lemma 4.0.1. The Fredholm index of u ∈ MJ♦m(y0, . . . ,ym) is
(4.0.1) ind(u) = (n− 2)χ(u) + µ(u) + 2κ−mκn,
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where dim(W ) = 2n and dim(X̂) = 2n+ 2.
Choose complete sets of capping surfaces
{Tα0,α1
δ
0,y0
}, . . . , {Tαm−1,αm
δ
m−1,ym−1
}, {Tα0,αm
δ
m,ym }
corresponding to the pairs
(α0,α1), . . . , (αm−1,αm), (α0,αm).
For each (m+ 1)-tuple δ0, . . . , δm, we choose
[Tα
0,...,αm
δ
0,...,δm
] ∈ H2(Xˇm, (⊔mi=0Lˇi) ∪ (⊔mi=0δi)),
such that ∂Tα
0,...,αm
δ
0,...,δm
is equal to δ0+ · · ·+ δm−1− δm plus some arcs on ⊔mi=0Lˇi,
if such a homology class exists. Such a collection {Tα1,...,αm
δ
1,...,δm
} is a complete set of
capping surfaces with base Dm.
The coefficient ring for ĈF (Σ,αi,αi+1) is Λαi,αi+1J~K, where Λαi,αi+1 is the
Novikov ring with Z-coefficients over
A′
αi,αi+1 := Aαi,αi+1/torsion
with respect to the symplectic form dβ and the coefficient ring for ĈF (Σ,α0,αm)
is Λα0,αm . Let Λ
′ be the Novikov ring with Z-coefficients over
A′ := H2(Xˇm,⊔mi=0Lˇi)/torsion,
which can be viewed as a module over Λαi,αi+1 and over Λα0,αm . By tensoring
with Λ′J~K, we obtain ĈF (Σ,αi,αi+1; Λ′J~K) and ĈF (Σ,α0,αm; Λ′J~K).
Using the complete sets of capping surfaces, we define the map
Ψm : ĈF (Σ,α
m−1,αm; Λ′J~K)⊗· · ·⊗ĈF (Σ,α0,α1; Λ′J~K)→ ĈF (Σ,α0,αm; Λ′J~K),
where the coefficient of eκ−χeAym in Ψm(y
0 ⊗ · · · ⊗ ym−1), with χ ≤ κ and
A ∈ A′, is the count ofMind=0,A,χ
J♦m
(y0, . . . ,ym).
Lemma 4.0.2. Ψm is a cochain map.
Proof. The proof is similar to that of Lemma 3.8.3. 
We can also make a similar construction when the points p0, . . . , pm ∈ ∂D
are allowed to move, i.e., when the conformal structure on Dm is parametrized
by the interior of the Stasheff associahedron Am. Summing over all rigid maps
u : (F˙ , j) → (X̂m, J♦m) when viewed in the set of maps in a varying target
parametrized by intAm gives the A∞-map
(4.0.2)
µm : ĈF (Σ,α
m−1,αm; Λ′J~K)⊗· · ·⊗ĈF (Σ,α0,α1; Λ′J~K)→ ĈF (Σ,α0,αm; Λ′J~K).
Proposition 4.0.3. The operations µm,m = 1, 2, . . . , satisfy the A∞-relations.
Proof. The proof is also similar to that of Lemma 3.8.3. 
22 VINCENT COLIN, KO HONDA, AND YIN TIAN
Let Rκ(Σ) be the A∞-category whose objects are compact κ-component La-
grangian submanifolds α = ⊔jαj of Σ, whose hom sets are
Hom(α,α′) := ĈF (Σ,α,α′; Λ′),
and whose A∞ maps µm are given by Equation (4.0.2).
5. REFORMULATION OF ĤF (W,β, φ;h;J♦)
In this section we give a reformulation of ĤF (W,β, φ;h;J♦) where we count
holomorphic curves in X̂W := R× [0, 1]× Ŵ instead of X̂ = R× [0, 1]× Σ̂. Here
Ŵ is the completion ofW . We can think of Σ̂ as the higher-dimensional analog of
a Heegaard surface, whereas Ŵ is the page of an open book decomposition.
5.1. The completion Ŵ . Recall that (W,β, φ) has a collar neighborhood N ′(∂W ) =
[−ε, 0]×∂W with coordinates (σ, x) on which β = eσβ|∂W and φ(σ, x) = σ. Let
(Ŵ , β̂, φ̂) be the completion of (W,β, φ), obtained by gluing
([0,∞) × ∂W, eσβ|∂W ),
with coordinates (σ, x), to (W,β) along ∂W and extending φ to φ̂(σ, x) = σ. Let
ĥ be the extension of h˜|W from Section 2.2 such that ĥ(σ, x) = (σ, h˜|∂W (x)) on
[0,∞)× ∂W . Next we set
â = a ∪ ([0,∞) × ∂a).
Note that ∂a is a Legendrian submanifold of (∂W, β|∂W ) and that, by Condition
(4) in the definition of f in Section 2.2, [−ε,∞) × ∂a is a cylinder over the Leg-
endrian ∂a.
We are initially in a Morse-Bott situation where there is an S1-family of short
Reeb chords from ∂ai to h˜(∂ai) for each i, since h˜(∂ai) is a positive Reeb pushoff
of ∂ai on ∂W . Here we are measuring the length of a Reeb chord c using the
action Aβ∂W (c) =
∫
c β∂W . We then perturb h˜(∂a) (without changing its name) so
that for each i = 1, . . . , κ there are two short Reeb chords from ∂ai to h˜(∂ai). The
longer (resp. shorter) of the two will be denoted by xˆi (resp. xˇi); see Figure 3.
xˆi
xˇi
∂ai
h˜(∂ai)
FIGURE 3. Legendrian ∂ai and its pushoff h˜(∂ai) in the La-
grangian projection.
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5.2. Generators. We modify the set of generators S as follows: Given y =
{y1, . . . , yκ} ∈ S , let ŷ be the result of replacing all the contact class intersec-
tion points xi by xˆi in y. We then set Ŝ = {ŷ | y ∈ S}. Let us write ŷ = ŷ0 ⊔ ŷ1,
where none of the terms of ŷ0 are of the form xˆi and all of the terms of ŷ1 are of
the form xˆi. As in Section 3.5.1, Ŝ admits a splitting
Ŝ =∐Γ∈H1(M ;Z) Ŝ.
5.3. Symplectic fibrations. Let
πR×[0,1] : X̂W = R× [0, 1] × Ŵ → R× [0, 1]
be a symplectic fibration with fiber Ŵ , where (s, t) are coordinates on R × [0, 1],
and let π
Ŵ
be the projection X̂W → Ŵ . We define the Lagrangian submanifolds
L0,â = R× {1} × â, L1,ĥ(â) = R× {0} × ĥ(â).
Similarly let
X̂R×∂W := R× [0, 1] × (R× ∂W )→ R× [0, 1]
be a symplectic fibration whose fiber R×∂W is a symplectization of (∂W, β|∂W ).
When we stretch a holomorphic curve in X̂ along R× [0, 1]×∂W , i.e., do a “side-
ways stretching”, the sideways levels that we obtain are X̂W , X̂H := R×[0, 1]×Ĥ ,
and several levels of X̂R×∂W in between. Here Ĥ refers to the completion of H
obtained by attaching positive and negative ends. Refer to Figure 4.
âi
ĥ(âi)
xˆixˆi
[0,∞)× ∂W
W
FIGURE 4. Schematic picture indicating the result of stretching
W˜ along ∂W . xˆi indicates the possible locations of xˆi.
5.4. Almost complex structures. Let J
Ŵ
be an almost complex structure on Ŵ
which is tamed by dβ̂ and is adapted to β∂W on the symplectization end Ŵ −W .
The space of such almost complex structures J
Ŵ
will be denoted by J
Ŵ
. We
define JX̂W = JR×[0,1]× JŴ where JŴ ∈ JŴ and a C∞-small perturbation J
♦
X̂W
of J
X̂W
as in Section 3.2 so that (J1)–(J3) are satisfied with Σ̂ replaced by Ŵ .
Let JX̂W and J
♦
X̂W
be the space of such JX̂W and J
♦
X̂W
. We can similarly define
JR×∂W , JX̂R×∂W
= JR×[0,1] × JR×∂W , and spaces JX̂R×∂W and J
♦
X̂R×∂W
.
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5.5. Moduli spaces. When a curve in MJ♦(y,y′) is stretched along X̂R×∂W ,
almost all of the essential information is contained in the X̂W part.
Let (s1, t1) be coordinates on the infinite strip R× [0, 1] with the standard com-
plex structure and let J
X̂R×∂W
= JR×[0,1] × JR×∂W ∈ JX̂R×∂W .
Definition 5.5.1. Let c be a Reeb chord of (∂W, β|∂W ). A holomorphic map
v : R× [0, 1]→ X̂R×∂W
is a diagonal strip over a Reeb chord c if
πR×[0,1] ◦ v(s1, t1) = (s1 + C, t1), or (−s1 + C, 1− t1)
for some C ∈ R and πR×∂W ◦ v is a trivial strip over c.
Definition ofM(ŷ, ŷ′). Let J♦
X̂W
∈ (J ♦
X̂W
)reg. We defineM(ŷ, ŷ′), where
ŷ = ŷ0 ⊔ ŷ1 and ŷ′ = ŷ′0 ⊔ ŷ′1.
If ŷ1 6⊂ ŷ′1, then we setM(ŷ, ŷ′) = ∅. On the other hand, if ŷ1 ⊂ ŷ′1, then
M(ŷ, ŷ′) :=MJ♦
X̂W
(ŷ0, ŷ
′ − ŷ1)×MJ♦
X̂H
(ŷ1, ŷ1),
whereMJ♦
X̂W
(ŷ0, ŷ
′ − ŷ1) is the set of holomorphic maps
û0 : (F˙0, j0)→ (X̂W , J♦
X̂W
),
where we range over all (F˙0, j0) such that (F0, j0) is a compact Riemann surface
with boundary, p+ and p− are disjoint sets of boundary punctures of F0, and F˙0 =
F0 − p+ − p−, and:
(1) each component of ∂F0 − p+ − p− maps to some component of L1,â or
L
0,ĥ(â)
and each component of L1,â and L0,ĥ(â) is used at most once;
(2) at the positive end s ≫ 0, û0 maps the neighborhoods of the punctures of
p+ asymptotically to strips over Reeb chords [0, 1] × ŷ0;
(3) at the negative end s ≪ 0, û0 maps the neighborhoods of the punctures
of p− asymptotically to strips over Reeb chords [0, 1] × ŷ′0 or to diagonal
strips over ŷ′1 − ŷ1;
andMJ♦
X̂H
(ŷ1, ŷ1) is a one-element set {û2}where û2 is the union of trivial strips
in X̂H from y1 to y1. Note that û0 has #ŷ0 positive ends and #ŷ0 negative ends
and û2 has #ŷ1 positive ends and #ŷ1 negative ends.
As in Section 3.5.2,M(ŷ, ŷ′) admits a splitting
M(ŷ, ŷ′) =∐χ∈Z,A∈A
y,y′
MA,χ(ŷ, ŷ′),
where Ay,y′ is defined analogously.
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5.6. Definition of the variant. We now define the variant
(C ′, d′) := ĈF
′
(W,β, φ;h;J♦
X̂W
)
of ĈF (W,β, φ;h;J♦), where C ′ is the free ΛJℏK-module generated by Ŝ and Λ
is the Novikov ring with Z-coefficients over H2(M ;Z). The differential d
′ŷ is
as given in Equation (3.8.1), with y and y′ replaced by ŷ and ŷ′ and the moduli
spaceMind=1,A,χ
J♦
(y,y′)/R replaced byMind=1,A,χ(ŷ, ŷ′)/R. In particular, when
ŷ = ŷ1, i.e., ŷ0 = ∅, thenMind=1(ŷ, ŷ′) = ∅ sinceM(ŷ, ŷ′) is a one-element
set which is the union of trivial strips.
Notation 5.6.1. We often write ĈF (ĥ(â), â) as shorthand for ĈF
′
(W,β, φ;h;J♦
X̂W
).
Lemma 5.6.2. (d′)2 = 0.
Proof. This follows from analyzing the degenerations ofMind=2,A,χ(ŷ, ŷ′)/R and
properly keeping track of components which are diagonal strips over xˆi in X̂1. 
5.7. Equivalence with original definition. The goal of this subsection is to prove
the following equivalence result:
Theorem 5.7.1. Suppose the function f in the definition of h˜ is sufficiently Cr-
small for r ≫ 0. Then there is an isomorphism
ĈF
′
(W,β, φ;h;J♦
X̂W
) ≃ ĈF (W,β, φ;h;J♦)
of cochain complexes for some J♦ ∈ (J ♦)reg.
Proof. This follows from stretching W˜ along ∂W .
Let [−ε, ε]× ∂W be a fixed collar neighborhood of ∂W in W˜ with coordinates
(σ, x). Let J i
W˜∧
∈ J reg
W˜∧
, i = 1, 2, . . . , be a sequence of almost complex structures
on W˜∧ that satisfy the following:
• J i
W˜∧
agrees with a fixed J
W˜∧
∈ J reg
W˜∧
on [−ε, ε] × ∂W ;
• on [− ε2 , ε2 ] × ∂W , J iW˜∧ is adapted to β|∂W with one slight modification:
J i
W˜∧
(1i ∂σ) = R where R is the Reeb vector field for β|∂W ;
We then set J i = JR×[0,1] × J iW˜∧ . For questions about compactness, it suffices to
use the split almost complex structures J i instead of the perturbed ones.
Let ui ∈ Mind=1,A,χJi (y,y′), i = 1, 2, . . . , be a sequence of holomorphic maps.
We have the following compactness result:
Lemma 5.7.2. Suppose the function f in the definition of h˜ is sufficiently Cr-small
for r ≫ 0. Then ui limits to u∞ = u∞1 ∪ u∞2, where
u∞1 ∈ Mind=1,A,χJ♦
X̂W
(ŷ0, ŷ
′ − ŷ1)
and u∞2 is the union of strips in X̂H from xˆi to xi when xi ∈ ŷ′1 − ŷ1 and trivial
strips in X̂H from xi to xi when xi ∈ ŷ1.
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Proof. Consider the sequence vi = πW˜∧ ◦ui. Then, by the usual SFT compactness
theorem [EGH], vi limits to a multi-level building v∞ = v∞1 ∪ · · · ∪ v∞l, where
v∞1 maps to Ŵ , v∞2, . . . , v∞,l−1 map to R× ∂W , and v∞l maps to Ĥ . The ends
of v∞,j a priori limit to Reeb chords of R from ∂a to h˜(∂a) and closed orbits of
R.
We claim that the negative ends of v∞,l can only be short Reeb chords for f
with sufficiently small Cr-norm. If the claim fails to hold, then, since there are
no positive punctures and f has arbitrarily small Cr-norm, the presence of long
negative Reeb chords and closed Reeb chords contradicts the usual energy bounds
involving β|H .
The claim, together with action considerations, then implies that all the ends of
v∞j , j = 1, . . . , l, are short Reeb chords. By area and Fredholm index considera-
tions, all the components of v∞j , j = 2, . . . , l−1, are trivial strips over short Reeb
chords, which is equivalent to saying that they can be discarded. A similar argu-
ment implies that v∞l is a union of strips from xi to xˆi (here xi is an intersection
point and xˆi is a negative puncture with respect to Ĥ).
The above description of v∞ then implies the lemma. 
Lemma 5.7.3. ind(ui) = 1 if and only if ind(u∞1) = 1.
Proof. Each component of u∞2 has index 1. Since the gluing/incidence condition
for gluing a component of u∞2 to u∞1 is a codimension 1 condition, ind(ui) = 1
is equivalent to ind(u∞1) = 1. 
Lemma 5.7.4. The mod 2 count of strips from xˆi to xi in X̂H modulo translation
is one.
Proof. This is equivalent to the assertion that the mod 2 count of strips from xi
to xˆi in Ĥ is one. Let (a˜ ∩ H)∧ be the completion of a˜ ∩ H in Ĥ , obtained by
attaching cylindrical ends. By Gromov compactness, for sufficiently small f , all
the strips are contained in a neighborhood of (a˜ ∩H)∧. Hence it suffices to do a
model calculation on T ∗Sn, where a˜ is the 0-section, h˜(a˜) is the graph of df , f is
sufficiently small, df = 0 at the north and south poles pn, ps, and we are stretching
along the equator. By the usual argument from [Fl, Proposition 1], for any (generic)
point q ∈ a˜, there is a unique holomorphic strip from pn to ps that passes through
q. When we stretch along the neck and view the equator as an S1-family of Reeb
orbits, the count of strips from pn to a generic point on the S
1-family is 1, implying
the lemma. 
In view of Lemma 5.7.4 and the definition ofM(ŷ, ŷ′) from Section 5.5, there
is a bijection
Mind=1,A,χ
J♦
(y,y′)/R ≃Mind=1,A,χ(ŷ, ŷ′)/R,
which implies the theorem. 
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6. PARTIAL INVARIANCE
In this section we prove Theorem 1.1.1, i.e., invariance of the higher-dimensional
Heegaard Floer homology groups with respect to:
(I1) trivial Weinstein homotopies;
(I2) changes of almost complex structure;
(I3) changes of symplectomorphism within its symplectic isotopy class.
We will work out (I1) and (I2) in Section 6.1; the invariance under (I3) is similar
and will be omitted. We will leave the non-invariance with respect to handleslides
(I4) to the reader.
In Section 6.2 we also discuss invariance under elementary stabilizations (cf.
Definition 6.2.1).
6.1. Invariance under (I1) and (I2). Let (W,βs, φs), s ∈ [0, 1], be a trivial We-
instein homotopy with compatible Liouville vector fields Ys. Let a
s = as1∪· · ·∪asκ
be the Lagrangian basis for (W,βs, φs). We attach a capHs toW along the Legen-
drian spheres {∂as1, . . . , ∂asκ} in a smooth manner with respect to s. The manifold
W ∪Hs is diffeomorphic to a fixed compact manifold W˜ , which inherits a family
(β˜s, φ˜s) of Weinstein structures and cappings α
s = a˜s of as.
By Lemma 2.1.8(2), there exists a 1-parameter family
gs : (W˜
∧, dβ˜∧0 )
∼→ (W˜∧, dβ˜∧s )
of symplectomorphisms such that g∗s β˜
∧
s = β˜
∧
0 outside of a compact set. Hence,
after pulling back using gs and renaming, we may assume that:
(H1) each αs is a submanifold of a fixed symplectic manifold (W˜∧, ω = dβ˜∧0 )
with a cylindrical end; and
(H2) the Weinstein structure (β˜∧s , φ˜
∧
s ) depends on s only on a compact subset of
W˜∧.
In particular, the Liouville vector field Ys is constant outside of the same compact
set.
Consider the submanifolds
L′1,α = ((−∞, 0]× {1} ×α0) ∪ (∪s∈[0,1]({s} × {1} ×αs))
∪ ([1,∞) × {1} ×α1),
L′
0,h˜(α)
= ((−∞, 0]× {0} × h˜(α0)) ∪ (∪s∈[0,1]({s} × {0} × h˜(αs)))
∪ ([1,∞) × {0} × h˜(α1)),
of X̂ = R × [0, 1] × W˜∧ which agree with L1,α1 and L0,h˜(α1) at the positive end
and with L1,α0 and L0,h˜(α0) at the negative end.
Lemma 6.1.1. There exists a (closed) symplectic connection Ω̂′ on X̂ which satis-
fies the following:
(1) on each fiber Ω̂′ restricts to ω;
(2) Ω̂′ agrees with Ω̂ at the positive and negative ends of X̂; and
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(3) L′1,α and L
′
0,h˜(α)
are Lagrangian.
Proof. Let Hs,t, s, t ∈ [0, 1], be a 2-parameter family of Hamiltonian functions
on W˜∧ with Hs,t = 0 outside of a compact region of [0, 1]s × [0, 1]t × W˜∧. We
also view the family Hs,t as a function H on X̂. Let ψs0,t0 be the corresponding
family of Hamiltonian diffeomorphisms, obtained by integrating the vector field
corresponding to d
W˜∧
Hs,t along the segment {t = t0, 0 ≤ s ≤ s0}. (We are
taking ψs0,t0 = id for s0 ≤ 0.) Here dW˜∧ is the differential in the W˜∧-direction.
Recall that we are using the convention that the Hamiltonian vector field Xg of a
function g with respect to a symplectic form ω satisfies dg = iXgω.
We may choose Hs,t such that ψs,t satisfies the following:
(A) ψs,t = id for s ≤ 0 and ψs,t is independent of (s, t) for s ≥ 1;
(B) ψs,1(α
0) = αs and ψs,0(h˜(α
0)) = h˜(αs) for s ∈ [0, 1].
This is possible since the αs are exact.
We then set
(6.1.1) Ω̂′ = ds∧dt+ω+dH∧ds = ds∧dt+ω+d
W˜∧
Hs,t∧ds− ∂Hs,t∂t ds∧dt.
Ω̂′ is closed. (1) and (2) are immediate. (3) uses (A) and (B) and is left to the
reader. 
Let Ji = JR×[0,1] × JW˜∧,i, i = 0, 1, be (W˜∧, β˜∧i )-compatible almost complex
structures on X̂ and let J♦i be their perturbations which we assume to be regular.
Also let
E = [1,∞) × ∂W˜ ⊂ W˜∧.
(Here we are assuming that the boundary of W˜ is {1} × ∂W˜ . Hence W˜∧ − W˜ =
[0,∞) × ∂W˜ is slightly larger than E .) By (H2) we may assume without loss of
generality that β˜∧s , s ∈ [0, 1], is independent of s on E .
Case 1. First suppose that J♦0 = J
♦
1 on Rs × [0, 1]t × E . Let J ′ be an Ω̂′-tame
almost complex structure on X̂ which satisfies the following:
(K1) J ′ agrees with J1 at the positive end (s ≫ 0) and with J0 at the negative
end (s≪ 0);
(K2) the map π : X̂ → R× [0, 1] is (J ′, JR×[0,1])-holomorphic; and
(K3) J ′ is R× [0, 1]-invariant on R× [0, 1] × E ;
and let (J ′)♦ be its perturbation which agrees with J♦0 = J
♦
1 at the positive and
negative ends and which we assume to be regular.
The count of index 0 holomorphic curves in (X̂, Ω̂′, (J ′)♦) with boundary on
L′1,α and L
′
0,h˜(α)
yields a map:
(6.1.2) I10 : ĈF (W,β1, φ1;h;J♦1 )→ ĈF (W,β0, φ0;h;J♦0 ).
The compactness of the relevant moduli space is proved as in Lemma 3.8.4. In
particular, curves cannot enter the region R× [0, 1]×E by the maximum principle.
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Reversing the roles of (β0, φ0) and (β1, φ1), we obtain the inverse map:
(6.1.3) I01 : ĈF (W,β0, φ0;h;J♦0 )→ ĈF (W,β1, φ1;h;J♦1 ).
Lemma 6.1.2. The maps I10 and I01 are cochain maps.
Proof. Similar to the proof of Lemma 3.8.3. 
Lemma 6.1.3. The maps I10 and I01 are homotopy inverses.
Proof. There exists a family (Ω̂′′η , L
′′
1,α,η, L
′′
0,ĥ(α),η
, (J ′′)♦η ) of cobordisms parametrized
by η ∈ [0, 1) such that:
• (Ω̂′′0 , L′′1,α,0, L′′0,ĥ(α),0, (J
′′)♦0 ) is a trivial cobordism;
• (Ω̂′′η , L′′1,α,η, L′′0,ĥ(α),η, (J
′′)♦η ) coincides with (Ω̂, L1,α1 , L0,h˜(α1), J
♦
1 ) at the
positive and negative ends; and
• as η → 1, (Ω̂′′η , L′′1,α,η, L′′0,ĥ(α),η, (J
′′)♦η ) limits to a 2-level building where
the top level is the cobordism for I10 and the bottom level is the cobordism
for I01.
By the usual chain homotopy argument, I01◦I10 is chain homotopic to the identity.
The case of I10 ◦ I01 is similar. 
Case 2. Next suppose that β˜∧s , s ∈ [0, 1], is independent of s on all of W˜∧. Let
J
W˜∧,s
, s ∈ [0, 1], be a family of almost complex structures on W˜∧ compatible
with β˜∧s (for any s) from JW˜∧,0 to JW˜∧,1 such that:
• J
W˜∧,s
= J
W˜∧,0
on E for all s ∈ [0, 12 ]; and
• J
W˜∧,s
= J
W˜∧,1
on W˜ for all s ∈ [12 , 1].
Then let Js = JR×[0,1] × JW˜∧,s, s ∈ [0, 1], and let J♦s be its regular perturbation.
Using Js, s ∈ [12 , 1], we can construct a cobordism which restricts to the trivial
cobordism on R× [0, 1] × W˜ and hence induces a quasi-isomorphism
I1,1/2 : ĈF (W,β1, φ1;h;J♦1 )→ ĈF (W,β1/2, φ1/2;h;J♦1/2),
by the maximal principle. In other words, if u is a curve that is counted in I1,1/2,
then π
W˜
◦ u has image inside W˜ . Since we can also define a quasi-isomorphism
I1/2,0 : ĈF (W,β1/2, φ1/2;h;J♦1/2)→ ĈF (W,β0, φ0;h;J♦0 )
by Case 1, the invariance with respect to (I1) and (I2) follows.
6.2. Invariance under elementary stabilizations. Let
S±c (W,β, φ;h) = (W
′, β′, φ′;h′)
be the positive/negative stabilization of (W,β, φ;h) along a Lagrangian disk c ⊂
W .
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Definition 6.2.1. An elementary stabilization is a stabilization where c is disjoint
from the Lagrangian basis a = a1 ∪ · · · ∪ aκ of W associated with the Weinstein
structure (β, φ).
We may assume that the handle W0 = W
′ − W is attached to W along the
Legendrian sphere ∂c and that W0 is disjoint from H . Hence we can attach the
handles of H and W0 separately in any order. Let H0 be an n-handle attached to
the boundary of the cocore ofW0 and let H
′ = H0 ∪H . We then obtain
W˜ ′ := W ′ ∪H ′.
The cocore of W0 together with the core of H0 form a Lagrangian sphere a˜0. As
before, we first extend h′ from W ′ to W˜ ′ by the identity and then perturb the
extension by the Hamiltonian flow of a function fi near a˜i, for i = 0, . . . , κ. The
result is a symplectomorphism h˜′ ∈ Symp(W˜ ′, ∂W˜ ′, dβ′). There is a unique point
x0 (resp. z0) of a˜0 ∩ h˜′(a˜0) inH ′ corresponding to the minimum (resp. maximum)
of f0 in the case of a positive (resp. negative) stabilization.
Let (J ′)♦ and J♦ be perturbed (Ŵ ′, β̂′)- and (Ŵ , β̂)-compatible almost com-
plex structures on X̂
W˜ ′
= R × [0, 1] × (W˜ ′)∧ and X̂ = R × [0, 1] × (W˜ )∧. We
then have the following:
Theorem 6.2.2 (Invariance under elementary stabilizations).
(1) If S+c (W,β, φ;h) = (W
′, β′, φ′;h′) is an elementary stabilization, then
the map
Θ+ : ĈF (W,β, φ;h;J♦)→ ĈF (W ′, β′, φ′;h′; (J ′)♦)
y 7→ {x0} ∪ y,
is a quasi-isomorphism. It takes the contact class [x] to the contact class
[{x0} ∪ x].
(2) If S−c (W,β, φ;h) = (W
′, β′, φ′;h′) is an elementary stabilization, then
the map
Θ− : ĈF (W,β, φ;h;J♦)→ ĈF (W ′, β′, φ′;h′; (J ′)♦)
y 7→ {z0} ∪ y,
is a quasi-isomorphism.
Proof. We prove (1); (2) is similar. Note that a˜0 does not intersect any h˜
′(a˜i) for
i = 1, . . . , κ since h′ was defined to be (h∪ id |W0)◦τγ (not the other way around).
Hence the only intersection between a˜0 and ∪κi=0h˜′(a˜i) is x0.
We will see in Lemma 7.1.2 that, for a good choice of almost complex structure
(J ′)♦, the only curve with x0 at the positive end is a trivial strip. Hence any curve
u from {x0} ∪ y to {x0} ∪ y′ consists of a trivial strip from x0 to itself and other
curves from y to y′ that do not involve x0. 
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7. THE CONTACT CLASS
The goal of this section is to define the p-twisted contact class
cp(W,β, φ;h) ∈ ĤF (W,β, φ;h;J♦)
of a Weinstein open book decomposition (W,β, φ;h) for p ∈ Z and study its prop-
erties. Although ĤF (W,β, φ;h;J♦) is not invariant under handleslides, there are
nevertheless surprising applications of the contact class.
One of the main properties of the contact class is Theorem 1.1.3, which gives
a convenient method for certifying that certain contact manifolds are not Liouville
fillable. Theorem 1.1.3 provides large classes of contact manifolds that are not
Liouville fillable.
7.1. Definition of the contact class. Recall the functions f : W˜ → R and fi :
a˜i → R from Section 2.2. Let xi ∈ a˜i − ai be the minimum of the Morse function
fi, viewed as a point of a˜i ∩ h˜(a˜i) and satisfying h˜(xi) = xi.
Definition 7.1.1. The contact class of the open book decomposition (W,β, φ;h) is
(7.1.1) c0(W,β, φ;h) = x = {x1, . . . , xκ} ∈ ĈF (W,β, φ;h;J♦).
More generally, for p ∈ Z, the p-twisted contact class of (W,β, φ;h) is
cp(W,β, φ;h) = ~px.
Lemma 7.1.2. For all p ≥ 0, the p-twisted contact class cp(W,β, φ;h) is a cycle
for a certain choice of almost complex structure J♦ ∈ (J ♦)reg and sufficiently
C1-small f : W˜ → R.
Hence the contact class can be viewed as an element of ĤF (W,β, φ;h;J♦).
We often abuse notation and refer to both the cycle and the homology class as the
“contact class”.
Before proving Lemma 7.1.2 we review some notions from [CE]. Recall that
two functions φ0, φ1 : Σ → R on a manifold Σ are target equivalent if there is an
increasing diffeomorphism g : R
∼→ R such that φ1 = g ◦ φ0.
According to [CE, Theorem 1.1(a)], given aWeinstein domain (Σ, β0, φ0), there
exists a Morse function φ1 which is target equivalent to φ0 and a complex structure
J
Σ̂
on Σ̂ such that:
(P1) φ1 is plurisubharmonic with respect to JΣ̂ on Σ −N(∂Σ), where N(∂Σ)
is a small collared neighborhood of ∂Σ;
(P2) (Σ, β0, φ1) is Weinstein homotopic to (Σ, β1, φ1) through a homotopy which
fixes φ1, such that β1 := −dφ1 ◦ JΣ̂ on Σ−N(∂Σ);
(P3) J
Σ̂
is adapted to β1|∂Σ on Σ̂− Σ;
(P4) xi, i = 1, . . . , κ, are critical points of φ1 with φ1-value 1 and all the other
critical points of φ1 have φ1-value < 1.
Let h˜ ∈ Symp(W˜ , ∂W˜ , dβ˜1) be the symplectomorphism from Section 2.2 with
β˜ = β˜1 and sufficiently C
1-small f : W˜ → R. Let J be the space of (W˜∧, β˜∧1 )-
compatible almost complex structures on X̂ = X̂
W˜
.
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Proof of Lemma 7.1.2. We show that there exist J♦ ∈ (J ♦)reg and f : W˜ → R
such that no nonconstant J♦-holomorphic map is asymptotic to x at the positive
end.
We may assume that a˜ ⊂ {φ1 ≤ 1}. If the C1-norm of f is sufficiently small,
then we may also assume that h˜(a˜) ⊂ {φ1 ≤ 1}.
First consider the case J♦ = J = jR×[0,1] × JW˜∧ , where the pair (φ1, JW˜∧)
satisfies (P1)–(P4) with Σ = W˜ .
We claim that each xi there exists a neighborhood N(xi) and a coordinate chart
ϕi : N(xi)→ R2nq1,...,qn,p1,...,pn ,
such that ϕi(xi) = 0, the symplectic form is
∑
j dqjdpj , JW˜∧(∂qj ) = ∂pj , and
ϕi(a˜i) ⊂ {p1 = · · · = pn = 0}. Indeed the proof of [CE, Theorem 1.1(a)] —
and in particular Step 1 of [CE, Proposition 13.12] — gives such a neighborhood
N(xi). We also take
f(q1, . . . , qn, p1, . . . , pn) = − ε2
∑n
j=1 q
2
j
on N(xi) for sufficiently small ε > 0. Then ϕi(h˜(a˜i)) is contained in the linear
subspace spanned by ∂qj − ε∂pj , j = 1, . . . , n.
Arguing by contradiction, suppose there exists a nonconstant map
u : (F˙ , j)→ (X̂, J)
which is asymptotic to x at the positive end. Since J is a product, the map u
W˜∧
:=
π
W˜∧
◦ u is holomorphic. By Remark 3.3.2, Im(u
W˜∧
) ⊂ Σ. We may assume that
u
W˜∧
is nonconstant near xi. Consider the restriction uW˜∧,i of uW˜∧ to N(xi). Let
πj : R
2n → R2 be the projection to the qjpj-plane and let vj := πj ◦ uW˜∧,i.4 The
choices in the previous paragraph were made so that πj is holomorphic and that
πj(a˜i) and πj(h˜(a˜i)) are real lines spanned by ∂qj and ∂qj − ε∂pj , respectively.
The holomorphic map vj can be viewed as a map (−∞, 0]σ × [0, 1]τ → C
which is dominated by a term of the form cje
(θ0+mjπ)(σ+iτ) as σ → −∞, where
cj ∈ R − {0}, 0 < θ0 < π is the angle corresponding to the vector −∂qj + ε∂pj ,
and mj is a nonnegative integer. In other words, if vj is nonconstant, then the
image of vj sweeps out a large (= angle >
π
2 ) sector. The asymptotic description
of vj then implies that Im(uW˜∧) ∩ {φ1 > 1} 6= ∅. Now, since uW˜∧ maps ∂F˙ to
a˜ ∪ h˜(a˜) ⊂ {φ1 ≤ 1}, the map φ1 ◦ uW˜∧ attains a maximum in the interior of F˙ ,
contradicting the maximum principle.
Now consider the case where J♦ = J = jR×[0,1] × JW˜∧ on the subset R ×
[0, 1] × (W˜∧ −W ). Observe the following:
(1) there are no other intersection points of a˜i ∩ h˜(a˜j) in W˜∧ −W besides
points of x; and
(2) if v is a component of u ∈ MJ♦(y,y′) and one of the positive ends of v
limits to xi, then v is a trivial strip R× [0, 1] × {xi}.
4The letter j is used to denote a complex structure on F˙ and as a subscript; we hope this will not
create any confusion.
HIGHER-DIMENSIONAL HEEGAARD FLOER HOMOLOGY 33
Hence every component of u ∈MJ♦(y,y′) nontrivially intersects R× [0, 1]×W ,
provided the component is not a trivial strip over some xi. This means that there
exists an almost complex structure J♦ ∈ (J ♦)reg such that J♦ = J on R× [0, 1]×
(W˜∧−W ); in other words, J♦ just needs to be generic on R× [0, 1]×W to attain
regularity. The contact class x is a cycle for such a J♦, proving the lemma. 
From now on we assume that J♦ ∈ (J ♦)reg and f are chosen so that Lemma 7.1.2
holds.
7.2. Connected sums. Let (W0, β0, φ0;h0) and (W1, β1, φ1;h1) be supporting
open book decompositions for the contact manifolds (M0, ξ0) and (M1, ξ1). We
assume the Morse functions φi, i = 0, 1, have been normalized so that ∂Wi is the
regular level set φ−1i (1).
Let (W,β, φ) be the Weinstein domain obtained by attaching a Weinstein 1-
handle H to (W0, β0, φ0) ⊔ (W1, β1, φ1) along small balls that are disjoint from
the boundaries of the bases a0 and a1 of Lagrangian disks for (W0, β0, φ0) and
(W1, β1, φ1) and then a collar neighborhood N , such that φ is an extension of
φ0 ∪ φ1 toW , φ(∂W ) = 3, and φ−1([2, 3]) = H ∪N . Also let h be the extension
of h0 ∪ h1 by the identity on H ∪N .
The open book (W,β, φ;h) is an adapted open book for the connected sum
(M0#M1, ξ0#ξ1), where ξ = ξ0#ξ1 is obtained by gluing the complement of two
standard Darboux balls respectively in (M0, ξ0) and (M1, ξ1) along their bound-
aries.
Let (W˜ , β˜, φ˜; h˜) be the capping of (W,β, φ;h) as usual. The capping (W˜ , β˜, φ˜)
is trivial Weinstein homotopic to (W˜ ′, β˜′, φ˜′), which is obtained from
(W˜0, β˜0, φ˜0) ⊔ (W˜1, β˜1, φ˜1)
by first capping off the Lagrangian bases a0 and a1 so that (φ˜
′)−1(2) = ∂W˜0 ∪
∂W˜1, then attaching a 1-handle H
′ connecting W˜0 and W˜1, and finally attaching
a collar neighborhood N ′ such that (φ˜′)−1([2, 3]) = H ′ ∪ N ′. The symplecto-
morphism h˜ is homotopic to h˜′, which is the extension of h˜0 ∪ h˜1 to W˜ ′ by the
identity.
The Heegaard Floer homology groups are well-behaved under this connected
sum operation:
Lemma 7.2.1. With (W,β, φ;h) as above,
ĤF (W,β, φ;h) ≃ ĤF (W0, β0, φ0;h0)⊗ ĤF (W1, β1, φ1;h1).
The contact class c0(W,β, φ;h) vanishes if and only if one of the contact classes
c0(W0, β0, φ0;h0) or c
0(W1, β1, φ1;h1) vanishes.
Proof. Let α, viewed as a Lagrangian in W˜ ′, be the union of cappings a˜0 and
a˜1 in (W˜0, β˜0, φ˜0) and (W˜1, β˜1, φ˜1) of the Lagrangian bases a0 and a1. Since
h˜′|H′∪N ′ = id, α ∪ h˜′(α) ⊂ {φ˜′ ≤ 2} and is disjoint from H ′ ∪ N ′. No J♦-
holomorphic curve u that is counted in ĈF (W˜ ′, h˜′(α),α;J♦), for a generic J♦
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close to a product J , has a projection π
W˜ ′
◦ u to W˜ that enters the handle H ′ by
the maximum principle and Gromov compactness. Hence
ĈF (W˜ ′, h˜′(α),α) ≃ ĈF (W0, β0, φ0;h0)⊕ ĈF (W1, β1, φ1;h1).
Since (W˜ , β˜, φ˜) and (W˜ ′, β˜′, φ˜′) are Weinstein homotopic through a trivial Wein-
stein homotopy, Theorem 1.1.1(I1) implies the first statement of the lemma. Since
the maps in Theorem 1.1.1 take the contact class to the contact class, the second
statement follows. 
Question 7.2.2. If (M0, ξ0) and (M1, ξ1) have non-vanishing contact class for all
supporting Weinstein open book decompositions, then does (M0#M1, ξ0#ξ1) also
have a non-vanishing contact class for all supporting Weinstein open book decom-
positions? In particular is (M0#M1, ξ0#ξ1) tight?
7.3. Cobordisms. In this subsection we define several cobordisms and describe
the effect of the induced Floer cohomology maps on the contact classes.
Let (M = M(W,β;h), ξ = ξ(W,β;h)) be the contact manifold supported by the
open book decomposition (W,β;h). As before, (W˜ , β˜) is the capping off of W
and W˜∧ is the completion of W˜ . Let h⋆ be the extension of h to W˜ or W˜∧ by the
identity.
The cobordism (X+,Ω+, J+). The cobordism (X+,Ω+) interpolates from the
symplectization of W˜∧× [0, 1] at the positive end to the symplectization of (M, ξ)
with a Lagrangian boundary condition L+
a˜
⊂ ∂X+ at the negative end. This is
the higher-dimensional analog of the cobordism from [CGH3] that was used to
construct an isomorphism from the plus version of the Heegaard Floer homology
of a 3-manifold to its embedded contact homology. We only give a brief sketch
since the constructions from [CGH3] extend to higher dimensions with minimal
change.
LetW0 = W andW1/2 = W˜
∧ −W0.
First we construct fibrations π0 : X
0
+ → B0+ and π1 : X1+ → D2 with fibers
diffeomorphic to W˜∧ andW1/2. Here B
0
+ = ([0,∞)× R/2Z)−Bc+ with coordi-
nates (s, t) and Bc+ is [2,∞) × [1, 2] with the corners rounded. We then glue X0+
andX1+ and smooth a boundary componentM
⊓ ofX0+∪X1+ to obtainM . Finally
we attach the negative end X2+ = (−∞, 0]×M to get X+.
The fibration π0 : X
0
+ → B0+ is a subset of [0,∞)×N(W˜∧,h⋆), where
N
(W˜∧,h˜)
= (W˜∧ × [0, 2])/(x, 2) ∼ (h⋆(x), 0).
It has a symplectic form Ω0+ = π
∗
0ds ∧ dt + dβ. The fibration π1 : X1+ → D2 is
topologically trivial and its symplectic form Ω1+ is the split form dβ|W1/2 + ωD2 .
We fiberwise glue (X0+,Ω
0
+) and (X
1
+,Ω
1
+) along W1/2 × {0} × R/2Z and
W1/2× ∂D2 with identity fiberwise gluing maps. We then round corners to obtain
the concave contact boundary (M, ξ) with a compatible open book presentation
and glue to it the negative symplectization (X2+,Ω
2
+) = (−∞, 0]×M . This com-
pletes the construction of (X+,Ω+).
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The Lagrangian L+
a˜
⊂ ∂X+ is obtained by placing a copy of a˜ over (s, t) =
(3, 1) and parallel transporting it along ∂X+ using the symplectic connection Ω+.
It agrees with L1,a˜ on π
−1
0 ([3,∞) × {1}) and with L0,h⋆(a˜) on π−10 ([3,∞) ×
{0}). (Strictly speaking, we want to use L
0,h˜(a˜)
where h˜ is obtained from h⋆ by
composing with a small Hamiltonian isotopy as in Section 2.2. To do this, we need
to slightly modify the symplectic connection Ω+ by adding a Hamiltonian term as
in Equation (6.1.1).)
The almost complex structure J+ on (X+,Ω+) is
(i) compatible with (W˜∧, β˜∧) at the positive end;
(ii) of the form J+ = jB0
+
∪D2 × JW1/2 on (B0+ ∪D2)×W1/2; and
(iii) adapted to a contact form on the symplectization end X2+.
(ii) ensures that, as in Lemma 7.1.2, the only holomorphic curves that limit to the
contact class x at the positive end are constant horizontal sections over the once-
punctured disk B0+ ∪D2.
Lefschetz cobordism. A Lefschetz cobordism is a Lefschetz fibration over Rs ×
[0, 1]t whose fiber is (W˜
∧, β˜∧) and which has p singular fibers, located at (s, t) =
(1, 1/2), . . . , (p, 1/2) and corresponding to the vanishing cycles S1, . . . , Sp ofW .
We will not be explicit about the construction of the almost complex structure and
the symplectic connection except to say that at the positive and negative ends they
need to coincide with J♦ ∈ (J ♦)reg and Ω̂. The only additional ingredient is the
construction near the singular fibers, which is carried out in Seidel [Se1]. Such a
cobordism induces a map
ĈF (h(a),a)→ ĈF (τ−1Sp ◦ · · · ◦ τ−1S1 (h(a)),a),
by a count of pseudo-holomorphic multisections. Here τS denotes the symplectic
Dehn twist along the Lagrangian sphere S.
The following two lemmas are proved in the same way as Lemma 7.1.2 and their
proofs will be omitted.
Lemma 7.3.1. The only pseudoholomorphic curve in (X+,Ω+, J+) that limits to
the contact class x at the positive end is the union of κ constant sections xi ×B+.
Lemma 7.3.2. The induced map
ĈF (h(a),a)→ ĈF (τ−1Sp ◦ · · · ◦ τ−1S1 (h(a)),a)
of a Lefschetz cobordism with vanishing cycles S1, . . . , Sp maps the contact class
to the contact class.
We now come to the proof of Theorem 1.1.3:
Proof of Theorem 1.1.3. (1) If (M, ξ) is Liouville fillable, then we can attach the
filling to the negative end of (X+,Ω+) to obtain an exact symplectic cobordism
(X+,Ω+) from W˜
∧ × [0, 1] to ∅. If (*) ∑i cidyi = x with ci ∈ Z, then we
can glue the holomorphic curves in R × [0, 1] × W˜∧ that are involved in (*) to
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the constant sections x × B+ in (X+,Ω+) to get an index one family of curves.
Algebraically over Z, there is no possible breaking for this family other than the
one we started from, contradicting the compactness of moduli spaces in (X+,Ω+).
(2) We show that every Reeb vector field R for ξ admits a finite collection of
periodic orbits whose sum is homologous to zero in M . Consider the cobordism
(X+,Ω+) and argue as in (1) with the understanding that J+ is adapted to the
symplectization at the negative end. Again, we can glue the holomorphic curves in
R×[0, 1]×W˜∧ that are involved in (*) to the constant sections x×B+ in (X+,Ω+)
to get an index one family of curves. Algebraically over Z, there is no possible
breaking for this family other than a breaking at −∞, involving periodic orbits of
the Reeb vector fieldR as well as pseudoholomorphic curves in the symplectization
of (M, ξ) without negative ends. Those provide a bounding chain for the orbits of
R inM . 
8. EXAMPLES OF NON-LIOUVILLE-FILLABLE CONTACT STRUCTURES
8.1. Right-veering symplectomorphisms. In this subsection we give two higher-
dimensional generalizations of a right-veering surface diffeomorphism and discuss
the non-Liouville-fillability of contact manifolds which admit open book decom-
positions with non-right-veering monodromy.
Let S be a bordered surface, i.e., a compact connected oriented surface with
nonempty boundary, and let Diff+(S, ∂S) be the set of orientation-preserving dif-
feomorphisms of S that restrict to the identity on ∂S. According to [HKM], an
element h ∈ Diff+(S, ∂S) is right-veering if h takes every arc a ⊂ S with bound-
ary on ∂S to itself or “to the right”, after isotopy.
Let (W,β) be a Liouville domain.
Definition 8.1.1 (Locally right-veering). A symplectomorphism h ∈ Symp(W,∂W, dβ)
is locally right-veering if there is a collar neighborhood [−ǫ, 0]s × ∂W of ∂W =
{0} × ∂W such that h = φ−s on {s} × ∂W , s ∈ [−ǫ, 0], where φs is the time-s
flow of the Reeb vector field of β|∂W .
In what follows we assume that h ∈ Symp(W,∂W, dβ) is locally right-veering.
Given an exact Lagrangian submanifold a ⊂ W with Legendrian boundary
∂a ⊂ ∂W , we write HF (W,h(a), a) for the Lagrangian Floer cohomology of
the pair (h(a), a) subject to a clean intersection condition along ∂a = ∂h(a). Let
xa be the “contact class”, i.e., the top generator corresponding to the Morse-Bott
family ∂a.
The following is a straightforward higher-dimensional generalization of a right-
veering surface diffeomorphism:
Definition 8.1.2 (Right-veering). Let h ∈ Symp(W,∂W, dβ) be locally right-
veering.
(1) h is strongly right-veering if there exists no exact Lagrangian submani-
fold a ⊂ W with Legendrian boundary ∂a ⊂ ∂W such that [xa] = 0 ∈
HF (W,h(a), a) (i.e., h sends a to the left).
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(2) h is weakly right-veering if there exists no regular Lagrangian disk a ⊂W
with Legendrian boundary ∂a ⊂ ∂W such that [xa] = 0 ∈ HF (W,h(a), a).
If we want to specify the coefficient ring R for the Floer homology groups, we say
strongly or weakly R-right-veering.
By a regular Lagrangian disk (cf. [EGL]) we mean a Lagrangian disk which
can be completed to a Lagrangian basis with respect to some (W,β′, φ′) that is
Liouville homotopic to (W,β). Note that strongly right-veering implies weakly
right-veering.
Question 8.1.3. Is there a difference between strongly right-veering and weakly
right-veering?
Remark 8.1.4. Allowing individual Lagrangians in the definition of ĤF , it is im-
mediate that ĤF (h(a), a) = HF (h(a), a), where the left-hand side is the Hee-
gaard Floer group using the cylindrical reformulation and the right-hand side is the
usual Floer cohomology group.
We first prove the following warm-up theorem:
Theorem 8.1.5. If (M, ξ) is overtwisted, then ξ admits a supporting open book de-
composition (W,β, φ;h) for which h is not weakly right-veering and c0(W,β, φ;h) =
0 in ĤF (W,β, φ;h).
In this paper “overtwisted” means overtwisted in the sense of Borman-Eliashberg-
Murphy [BEM]. Theorem 8.1.5 and Theorem 1.1.3 imply the well-known fact that
overtwisted contact structures are not Liouville fillable and satisfy the Weinstein
conjecture.
Proof. According to Casals-Murphy-Presas [CMP], an overtwisted contact struc-
ture is supported by an open book decomposition (W ′, β′, φ′;h′) which is a neg-
ative stabilization of some Weinstein open book (W,β, φ;h). Using the notation
from Section 2.3, we have a basis a = a1 ∪ · · · ∪ aκ, a Lagrangian disk c ⊂ W
with Legendrian boundary which is disjoint from ∂a, a handle W0 attached along
∂c, and γ = c ∪ c′, where c′ is the core ofW0. Then
h′ = (h ∪ idW0) ◦ τ−1γ .
We let a0 be the cocore ofW0. Then (W
′, β′, φ′) has basis a′ = a0 ∪ · · · ∪ aκ.
We now define a special Hamiltonian deformation of α0 = a˜0 in a given Wein-
stein neighborhood N(α0) ≃ T ∗α0 equipped with the projection π : T ∗α0 → α0.
To that end, we consider a Morse function f : α0 → R with four critical points x0,
x′0, y0 and z0, where x0, x
′
0 have index 0, y0 is an index 1 saddle point between
them, and z0 has index n. We may assume that:
(1) x0, y0, and z0 are contained in α0 − a0;
(2) the trajectory of ∇f from x0 to y0 is entirely contained in α0 − a0;
(3) x′0 = α0 ∩ γ and the intersection T ∗α0 ∩ γ is the fiber of T ∗α0 over x′0.
We define F : (W˜ ′)∧ → R to be π∗f on T ∗α0 and 0 on a slightly bigger
neighborhood and let φǫ be the time-ǫ flow of the Hamiltonian vector field XF .
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The monodromy h˜′ on W˜ ′ sends α0 to τγ(φ−ǫ(α0)). In particular the intersection
h˜′(α0) ∩ α0 consists of three points: x0, y0, and z0, where the pair x0 and y0 can
be eliminated by a Hamiltonian isotopy.
Let y = {y0, x1, . . . , xκ} and x = {x0, . . . , xκ}. We claim that±dy = x when
ǫ > 0 is sufficiently small and J♦ is suitably chosen. Indeed, by Lemma 7.3.1, for
a well-chosen J♦ there is no nonconstant connected holomorphic curve that has a
contact coordinate at the positive end. Hence any curve from y is a collection of
κ trivial strips from x1, . . . , xκ to itself, together with an index 1 curve from y0
to a point in h˜′(α0) ∩ α0, that must therefore be x0. We have now reduced the
calculation to a standard Floer homology calculation of dy0 in CF (h˜
′(α0), α0).
Since x0 and y0 can be canceled by a Hamiltonian isotopy, HF (h˜
′(α0), α0) is
generated by z0 and ±dy0 = x0. In other words, h′ sends a0 to the left. This
implies the claim and hence the theorem. 
Proof of Theorem 1.1.4. Follows immediately from the proofs of Theorems 1.1.3
and 8.1.5. Note that in the proof of Theorem 1.1.3 it does not matter whether we
take a full Lagrangian basis or just a single exact Lagrangian. 
The following theorem gives examples of symplectomorphisms that are not
weakly right-veering.
Theorem 8.1.6. If h ∈ Symp(W,∂W, dβ) is a product of negative symplectic
Dehn twists, then h is not weakly R-right-veering.
We remark that it is currently not known whether the corresponding contact
manifold (M, ξ) is overtwisted.
Proof. In this proof the Floer homology groups are over R.
Since the proof of Lemma 7.3.2 also applies to a single exact Lagrangian a,
it suffices to show that if h is a single negative symplectic Dehn twist τ−1S along
a Lagrangian sphere S, then there exist a regular exact Lagrangian a such that
[xa] = 0 ∈ HF (h(a), a).
We use the fact that, since the basis a = {a1, . . . , aκ} generates the wrapped
Fukaya category of W by [CDGG], there exists i ∈ {1, . . . , κ} for which the
Lagrangian Floer homology HF (S, ai) 6= 0. (Note that since S is compact, there
is no difference between the wrapped and unwrapped groups involving S.) Up to
reordering, we assume a = a1 has this property.
Next, switching to the Heegaard decomposition perspective, we show that the
element [xa] = [x1] ∈ HF (τ−1S (a˜), a˜) is zero: This is a consequence of Seidel’s
exact triangle [Se1]:
HF (a˜′, a˜)
L∗
// HF (τ−1S (a˜
′), a˜)
uu❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥
HF (S, a˜)⊗HF (a˜′, S)
µ2
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘
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where a˜′ is the small Hamiltonian deformation of a˜ as given in Section 2.2. Note
that HF (S, a) andHF (S, a˜) are canonically isomorphic. In this triangle, the map
L∗ is the one given by the Lefschetz cobordism over the strip with one singular
fiber and whose vanishing cycle is S. Hence it maps the contact class inHF (a˜′, a˜)
to the contact class inHF (τ−1S (a˜
′), a˜) by the analog of Lemma 7.3.2. The latter is
zero if the contact class inHF (a˜′, a˜) is in the image of µ2, as defined in Section 4.
From now on we make crucial use of R-coefficients. For a˜′ sufficiently close to
a˜, the intersection points a˜′∩S and a˜∩S are canonically identified and we refer to
either by {y1, . . . , ys}. This gives us an identification CF (a˜′, S) ≃ CF (S, a˜)
as vector spaces. We consider the standard inner products on CF (a˜′, S) and
CF (S, a˜) for which {y1, . . . , ys} is an orthonormal basis and identify both with
an inner product space (V, 〈, 〉). The differentials on CF (a˜′, S) and CF (S, a˜) can
be written as adjoints d and d∗ on V satisfying
(8.1.1) 〈d∗yi, yj〉 = 〈yi, dyj〉.
Taking an orthogonal decomposition ker d = Im d⊕(Im d)⊥, there exists a nonzero
y ∈ (Im d)⊥ ⊂ V such that dy = 0 since HF (S, a˜) ≃ HF (a˜′, S) 6= 0. By Equa-
tion (8.1.1), y ∈ (Im d)⊥ implies that d∗y = 0.
We now claim that µ2(y, y) is a positive multiple of x. Writing y =
∑s
i=1 aiyi,
where ai ∈ R, we show that (i) µ2(yi, yi′) = 0 for i 6= i′, (ii) µ2(yi, yi) counts
a single thin triangle Ti which corresponds to a Morse gradient trajectory on a˜
from yi to xa, viewed as the top generator of CF (a˜
′, a˜), and (iii) there exists an
orientation system such that µ2(yi, yi) = ±1, where all the signs are same. Here
we are considering upward gradient trajectories with respect to a Morse function f
on a˜ whose maximum is the generator xa and whose minimum 6= y1, . . . , ys is in
int a.
(i) and (ii) are consequences of taking the limit a˜′ → a˜. Given a sequence of
curves uj that are counted in µ2(yi, yi′) (where i, i
′ may be equal) with a˜′ → a˜,
the limit u∞ consists of a (possibly broken) holomorphic strip v with boundary
on a˜ and S between yi and yi′ , together with a gradient trajectory γ to the critical
point xa of f . If v is nontrivial, then ind(v) ≥ 1 by regularity. This implies that
ind(uj) ≥ 1, a contradiction. If v is trivial, then u∞ is a single gradient trajectory
and uj are curves of the form (ii).
(iii) Referring to Section 3.7 (and using the open book perspective), we can take
neighborhoods Ni ⊂ W˜ of the thin triangles Ti and diffeomorphisms ψij : Ni ∼→
Nj taking Ti to Tj , Ni ∩ a to Nj ∩ a, Ni ∩ a′ to Nj ∩ a′, and Ni ∩ S to Nj ∩ S;
and such that all the orientation data for (i.e., used in defining the sign/orientation
of) Ti is taken to the orientation data for Tj . This guarantees that all the curves
counted in (ii) have the same sign.
Therefore, working over R-coefficients, µ2(y, y) = ±(
∑
i a
2
i )xa and there ex-
ists an element z ∈ CF (τ−1S (a˜), a˜) such that dz = xa. By Lemma 7.3.1,
d{z, x2, . . . , xκ} = c0(W,β, φ; τ−1S ) ∈ ĈF (W,β, φ; τ−1S ),
which implies the theorem. 
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9. VARIANT OF SYMPLECTIC KHOVANOV HOMOLOGY
9.1. Definitions. Let W˜ be the 4-dimensional Milnor fiber of the A2κ−1 singular-
ity and let
p˜ : W˜ → D˜ ⊂ Cz
be the standard Lefschetz fibration over the square D˜ = {−2 ≤ Re z, Im z ≤ 2}
with regular fiber A = S1 × [−1, 1] and 2κ critical values z˜ = {z1, . . . , z2κ},
where Re zi = Re zi+κ, Im zi = −1, and Im zi+κ = 1 for i = 1, . . . , κ. Let
p :W := p˜−1(D)→ D
be its restriction to D = D˜ ∩ {Im z ≤ 0}. Let a˜ = {a˜1, . . . , a˜κ} be the “basis” of
κ Lagrangian spheres over the κ disjoint arcs {γ˜1, . . . , γ˜κ}, where γ˜i is the straight
line segment connecting zi to zκ+i. The restrictions of z˜, a˜i and γ˜i to p are denoted
z, ai and γi.
Let hσ ∈ Symp(W,∂W ) be the monodromy on W which descends to a braid
σ, viewed as an element of Diff+(D, ∂D, z) (an orientation-preserving diffeomor-
phism of D which is the identity on ∂D and takes z to itself setwise), let σ̂ be the
braid closure of σ, and let h˜σ be the extension of hσ to W˜ by the identity.
Let h
a˜,h˜σ(a˜)
be given by (3.5.1), let {Tδ,y} be a complete set of capping surfaces
from Definition 3.5.1, and let
(9.1.1) A = A
a˜,h˜σ(a˜)
= H2([0, 1] × W˜ , ({1} × a˜) ∪ ({0} × h˜σ(a˜));Z)
as in (3.5.3).
Our variant CKh♯(σ̂) of the symplectic Khovanov (co)chain complex is defined
as the higher-dimensional Heegaard Floer (co)chain complex ĈF (W˜ , h˜σ(a˜), a˜)
with coefficients F[A]J~, ~−1] (this means power series in ~ and polynomial in
~
−1). We write Kh♯(σ̂) for the homology ĤF (W˜ , h˜σ(a˜), a˜). Here F[A] is the
group ring over A which we determine to be isomorphic to Zr−1 in Lemma 9.2.3,
where r is the number of connected components of σ̂.
After discussing coefficients in Section 9.2, we prove Theorem 1.2.1 in Sec-
tions 9.3 and 9.4. This entails proving the invariance of ĤF (W˜ , h˜σ(a˜), a˜) under
handleslides and Markov stabilizations.
9.2. Coefficients. We explain why we can use coefficients F[A]J~, ~−1] instead
of the Novikov ring and also describe F[A].
Given κ-tuples y and y′ of intersection points of a˜ and h˜σ(a˜), consider the
moduli spaceMJ (y,y′), where J is the product JR×[0,1]×JW˜∧ such that the pro-
jection p˜ : W˜∧ → C is (J
W˜∧
, i)-holomorphic. Let J♦ ∈ J ♦reg be a perturbation
of J .
Claim 9.2.1. For all u : F˙ → R × [0, 1] × W˜∧ inMJ(y,y′), the images under
the projection p˜ ◦ π
W˜∧
◦ u to C are the same when viewed as weighted domains in
the usual Heegaard Floer sense.
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Proof. Write
{y1λ(1), . . . , yκλ(κ)} and {y′1µ(1), . . . , y′κµ(κ)}
for the projections of y and y′ to C, where λ, µ are permutations of (1, . . . , κ) and
ykλ(k) ∈ γ˜k ∩ σ(γ˜λ(k)) and y′kµ(k) ∈ γ˜k ∩ σ(γ˜µ(k)). Then p˜ ◦ πW˜∧ ◦ u|∂F is the
union of:
(1) the unique path in γ˜k from ykλ(k) to y
′
kµ(k) for k = 1, . . . , κ, and
(2) the unique path in σ(γ˜µ(k)) from y
′
kµ(k) to yλ−1(µ(k))µ(k) for k = 1, . . . , κ,
and p˜ ◦ π
W˜∧
◦ u|∂F uniquely determines the weighted domain that it bounds. 
Lemma 9.2.2. For fixed y, y′, and χ,#Mχ,ind=1
J♦
(y,y′)/R is finite.
Proof. Claim 9.2.1 implies area bounds for u ∈ MJ(y,y′) but not necessarily
Euler characteristic bounds. Hence, after perturbing J to J♦, the desired curve
count #Mχ,ind=1
J♦
(y,y′)/R is finite. 
Lemma 9.2.2 justifies the use of the coefficient system F[A]J~, ~−1].
Lemma 9.2.3. A
a˜,h˜σ(a˜)
≃ Zr−1, where r is the number of connected components
of σ̂.
We also remark that A
a˜,h˜σ(a˜)
= A′
a˜,h˜σ(a˜)
since there is no torsion.
Proof. Writing X = [0, 1]× W˜ , Y = ({1}× a˜)∪ ({0}× h˜σ(a˜)), and i : Y → X
for the inclusion, the relative homology sequence gives:
A
a˜,h˜σ(a˜)
= H2(X,Y ) ≃ H2(X)/i∗H2(Y ).
Now H2(X) ≃ Z2κ−1 and is generated by a chain of 2κ − 1 spheres lying over a
chain of arcs in D′ and one can compute the quotient H2(X)/i∗H2(Y ) by itera-
tively collapsing each pair of points connected by an arc γ˜i or σ(γ˜i) to a point. 
9.3. Proof of invariance under arc slides. Given {γ˜1, . . . , γ˜κ}, let c ⊂ D˜ be a
chord from γ˜1 to γ˜2 which does not intersect any other γ˜i. Let γ˜
′
1 be obtained
by arc sliding γ˜1 over γ˜2 along c and let γ˜
′
i, i = 2, . . . , κ, be a pushoff of γ˜i
which fixes zi, zi+κ; see Figure 5. Let a˜
′ = {a˜′1, . . . , a˜′κ} be the Lagrangian basis
corresponding to {γ˜′1, . . . , γ˜′κ}.
Let Θi (resp. Ξi), i = 1, . . . , κ, be the unique intersection point of a˜i and a˜
′
i that
lies over zi (resp. zi+κ), and letΘ = {Θ1, . . . ,Θκ} and Ξ = {Ξ1, . . . ,Ξκ}.
Theorem 9.3.1. ĈF (W˜ , h˜σ(a˜), a˜) and ĈF (W˜ , h˜σ(a˜
′), a˜′) are quasi-isomorphic.
This is expected by [SS, Lemma 49], but there is some benefit in carrying out
some holomorphic curve calculations in preparation for the next section. Our proof
closely follows the handleslide invariance proof of the original version of Heegaard
Floer homology [OSz1].
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Θ2 Θ1
Ξ2 Ξ1
γ˜′2γ˜
′
1 γ˜2 γ˜1
FIGURE 5. Arc sliding γ˜1 over γ˜2.
Proof. Omitting W˜ from the notation, it suffices to prove that ĈF (h˜σ(a˜), a˜) and
ĈF (h˜σ(a˜), a˜
′) are quasi-isomorphic since the quasi-isomorphism of ĈF (h˜σ(a˜), a˜
′)
and ĈF (h˜σ(a˜
′), a˜′) is proved analogously.
We claim that Θ is a cycle in ĈF (a˜′, a˜) and Ξ is a cycle in ĈF (a˜, a˜′). For
simplicity let κ = 2. The Fredholm index differences are:
(9.3.1) ind(Θ,Ξ) = 4, ind(Θ, {Θ1,Ξ2}) = ind(Θ, {Θ2,Ξ1}) = 2.
We will treat the first case; the other cases are easier. A holomorphic map u :
F˙ → R × [0, 1] × W that limits to Θ and Ξ at the positive and negative ends
satisfies ind(Θ,Ξ) = µ(u) by Lemma 3.4.1. Let A and B be the outer and inner
components of D˜ that are bounded by γ˜1, γ˜2, γ˜
′
1, γ˜
′
2. Then the projection of u to D˜
has degree 1 over A and degree 2 over B and regardless of the number of branch
points of this projection we have µ(u) = 4. Equation (9.3.1) implies that Θ is
cycle; the situation for Ξ is similar.
In view of the claim we can define the cochain map
Φ : ĈF (h˜σ(a˜), a˜)→ ĈF (h˜σ(a˜), a˜′),(9.3.2)
y 7→ µ2(Ξ ⊗ y),
where µ2 is the product map
µ2 : ĈF (a˜, a˜
′)⊗ ĈF (h˜σ(a˜), a˜)→ ĈF (h˜σ(a˜), a˜′).
Similarly we have the cochain map
Ψ : ĈF (h˜σ(a˜), a˜
′)→ ĈF (h˜σ(a˜), a˜),
y 7→ µ′2(Θ⊗ y),
where µ′2 is the product map
µ′2 : ĈF (a˜
′, a˜)⊗ ĈF (h˜σ(a˜), a˜′)→ ĈF (h˜σ(a˜), a˜).
Composing the two maps corresponds to degenerating the base D4 in one way.
We now degenerate the base in the “other way” as in Figure 6.
Again assuming that κ = 2 we consider the moduli space
MJ(Ξ,Θ),
where the symplectic fibration and Lagrangian boundary conditions are:
π : R× [0, 1] × W˜∧ → R× [0, 1], L1 = R× {1} × a˜′, L0 = R× {0} × a˜,
HIGHER-DIMENSIONAL HEEGAARD FLOER HOMOLOGY 43
h˜σ(a˜)
a˜
a˜
a˜
′
Θ
Ξ
FIGURE 6.
and we take J = JR×[0,1] × JW˜∧ . (To avoid cumbersome notation, we will not put
a hat over p˜.) We will use the following modifiers:
• χ = j, which means the domain F˙ of the holomorphic map u has Euler
characteristic j;
• w = {w1, w2}, which means that u passes through the points (0, 0, w1)
and (0, 0, w2), where (0, 0) ∈ R× [0, 1] and wi ∈ a˜i.
Since the projection of u to C is a holomorphic map which is a degree 1 map
to region A and a degree 2 map to region B, where A and B are as before and
ind(Ξ,Θ) = µ(u) = 4, the only type of degeneration as in Figure 6 is if the
left-hand side had ind = 4 and the right-hand side had ind = 0.
By Theorem 9.3.7 below, the count of χ = 0 curves from Ξ to Θ (i.e., annuli)
passing through a generic w = {w1, w2} (by this we mean passing through a pair
of points (0, 0, w1) and (0, 0, w2) with w1, w2 generic) is ±1. Although it would
be interesting to do, we do not calculate the contributions from χ < 0. Thus Ψ ◦Φ
is chain homotopic to ~2 · p(~) times the identity, where p(~) is a power series in
~ whose constant term is ±1. (Note that the fact that Ψ ◦ Φ is chain homotopic to
~
2 ·p(~) id forces us to work over FJ~, ~−1].) The situation for Φ◦Ψ is analogous.
This completes the proof of Theorem 9.3.1, modulo a discussion of coefficients
and the rather nontrivial calculations involved in the proof of Theorem 9.3.7. 
9.3.1. Coefficients. We relate h
a˜,h˜σ(a˜)
and A
a˜,h˜σ(a˜)
for the pair (h˜σ(a˜), a˜) with
those for (h˜σ(a˜), a˜
′).
First consider the map
Ξ∗ : ha˜,h˜σ(a˜) → ha˜′,h˜σ(a˜), [δ] 7→ [Ξδ],
where Ξδ is obtained from Ξ, viewed as an κ-tuple of chords on [12 , 1] × W˜ , and
δ, viewed as an κ-tuple of chords on [0, 12 ]× W˜ , by concatenating with an κ-tuple
of connecting arcs on {12} × a˜. Since each component of a˜ is simply-connected,
[Ξδ] does not depend on the choice of connecting arcs. The map Ξ∗ is a bijection
since there is an analogously defined inverse
Θ∗ : ha˜′,h˜σ(a˜) → ha˜,h˜σ(a˜), [δ
′] 7→ [Θδ′].
Next we choose complete sets of capping surfaces {Tδ,y} for the pair (h˜σ(a˜), a˜),
{TΞ∗δ,y′} for the pair (h˜σ(a˜), a˜′), and {Tδ,Ξ,Ξ∗δ} for the triple (h˜σ(a˜), a˜, a˜′).
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The map Φ given by Equation (9.3.2) can then be defined with coefficients
F[A
a˜,h˜σ(a˜)
] ≃ F[A
a˜
′,h˜σ(a˜)
]
in view of the following lemma:
Lemma 9.3.2. A
a˜,h˜σ(a˜)
≃ A
a˜
′,h˜σ(a˜)
.
Proof. Let us write
X = [0, 1]×W˜ , Y = ({1}×a˜)∪({0}×h˜σ(a˜)), Y ′ = ({1}×a˜′)∪({0}×h˜σ(a˜)),
and i : Y → X, i′ : Y ′ → X for the inclusions. We have i∗H2(Y ) = i′∗H2(Y ′)
since γ˜′1 is obtained from γ˜1 by arc sliding over γ˜2. Hence
A
a˜,h˜σ(a˜)
= H2(X,Y ) ≃ H2(X)/i∗H2(Y )
≃ H2(X)/i′∗H2(Y ′) ≃ H2(X,Y ′) = Aa˜′,h˜σ(a˜). 
9.3.2. Holomorphic curves after Lagrangian surgery. As preparation for Theo-
rem 9.3.7, we state a useful fact which is a restatement of [FOOO2, Theorem
55.11]. Let b0, . . . , bm be transversely intersecting Lagrangians in Ŵ that are ei-
ther compact or with cylindrical Legendrian ends and project to arcs under the map
p̂ : Ŵ → C.
LetM(y0, . . . , ym) be a moduli space of holomorphic maps
v : Dm = D − {p0, . . . , pm} → (Ŵ , JŴ ),
such that:
(1) ∂iDm, i = 0, . . . ,m, is mapped to bi;
(2) pi, i = 0, . . . ,m, corresponds to the intersection point yi ∈ bi−1 ∩ bi,
where i is viewed modulo m+ 1;
(3) the intersection point y0 lies above a singular value z of p̂;
(4) the pi may be allowed to vary or they may be fixed, and the maps v may or
may not have point constraints;
(5) M(y0, . . . , ym) is compact; and
(6) all the curves ofM(y0, . . . , ym) project to thin sectors between bm and b0
near p0 as shaded in Figure 7.
Here we are using the notation from the beginning of Section 4.
Now there are two types of Lagrangian surgery operations at p0; the results
are called b+ and b−, corresponding to the right and middle pictures of Figure 7.
The modified moduli spacesM+(y1, . . . , ym) andM−(y1, . . . , ym) are the anal-
ogously defined moduli spaces of maps
v± : D − {p1, . . . , pm} → (Ŵ , JŴ )
such that (setting b± = b0 = bm):
(1) the counterclockwise arc component of ∂(D − {p1, . . . , pm}) connecting
pi and pi+1 is mapped to bi for i = 1, . . . ,m;
(2) pi, i = 1, . . . ,m, corresponds to the intersection point yi ∈ bi−1 ∩ bi;
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(3) if the points p0, . . . pm were fixed forM(y0, . . . , ym), then p1, . . . , pm are
also forM±(y1, . . . , ym); if there were point constraints forM(y0, . . . , ym),
then the same point constraints are used forM±(y1, . . . , ym); and
(4) all the curves ofM±(y1, . . . , ym) project to the shaded regions in Figure 7.
FIGURE 7. The result of performing the two different kinds of
Lagrangian surgery. The picture on the left shows the intersection
of bm and b0, and the pictures in the middle and on the right are
b−, b+.
Theorem 9.3.3 (Fukaya-Oh-Ohta-Ono). Suppose J
Ŵ
has a specific form on a
small neighborhood of y0 and M(y0, . . . , ym) is regular. ThenM±(y1, . . . , ym)
are regular and there are maps
θ± :M±(y1, . . . , ym)→M(y0, . . . , ym),
where θ− is a C
1-diffeomorphism and θ+ is a C
1-double covering map.
Remark 9.3.4. In general, if dimW = 2n, then θ− is still a C
1-diffeomorphism
but θ+ is a fiber bundle with fiber S
n−2.
Remark 9.3.5. Theorem 9.3.3 is essentially a consequence of the following fact:
Consider the Lefschetz fibration
(9.3.3) p̂ : C2z1,z2 → Cζ , (z1, z2) 7→ z1z2.
Then the Clifford torus
(9.3.4) T = {|z1| = 1} × {|z2| = 1} ⊂ C2
is a Lagrangian that “lies over” {|ζ| = 1} ⊂ C. There exist two holomorphic disks
u in C2 with boundary on T that pass through a generic point (a1, a2) of T and
such that p̂ ◦ u is a degree 1 map to {|ζ| < 1}. They are of the form z 7→ (z, a2)
and z 7→ (a1, z).
9.3.3. Warm-up problem. We will first treat a slightly easier warm-up problem.
Consider Figure 8, which is half of Figure 5 and corresponds to the Lefschetz
fibration p : W → D. Strictly speaking, we are working in the cylindrical end
situation of p̂ : Ŵ → C and γi, γ′i, ai, a′i have been completed by attaching
cylindrical ends. In general, the completion of ∗ will be denoted by ∗̂. Let cij be
the shortest counterclockwise chord in ∂D that connects γi to γ
′
j . Corresponding
to each chord cij there exists an S
1-Morse-Bott family of chords in ∂W ; in the
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perturbed version we consider we consider chords cˇij and cˆij which are the longer
and shorter Reeb chords.5 We write c = {cˇ12, cˇ21, cˇ33, . . . , cˇκκ}.
Θ2 Θ1
γ′2
γ′1
γ2 γ1
c12
c21
FIGURE 8.
Again assuming that κ = 2, we consider the moduli space
MJ♦(c,Θ),
where the symplectic fibration and Lagrangian boundary conditions are:
π : R× [0, 1] × Ŵ → R× [0, 1], L1 = R× {1} × â′, L0 = R× {0} × â,
and we take J to be the product JR×[0,1]× JŴ such that the projection p̂ : Ŵ → C
is (J
Ŵ
, i)-holomorphic.
Theorem 9.3.6. #Mχ=1,w
J♦
(c,Θ) = 1 mod 2 for generic w.
Proof. Wewrite u for an element ofMχ=1,w
J♦
(c,Θ) and v for its projection π
Ŵ
◦u :
F˙ → Ŵ , where F is a unit disk in C.
When χ = 1, there are two types of maps v:
• Type int (for “interior”) which has a branch point b that maps to the inte-
rior of B;
• Type ∂ (for “boundary”) which does not have a branch point that maps to
the interior of B.
We claim that Type ∂ falls into two subcases: ∂1 and ∂2, where for v of Type ∂1
(resp. ∂2) there are two “switch points” b1, b2 ∈ ∂F˙ (they may be the same point)
that both map to γ̂′2 (resp. both map to γ̂2) and where p̂ ◦ v|∂F˙ switches directions
along γ̂′2 (resp. γ̂2). This a consequence of the fact that there is only one component
ζ of ∂F˙ that maps to γ̂′2 (resp. γ̂2) and v(ζ) must connect the terminal point of c12
to p̂(Θ2) (resp. p̂(Θ2) to the initial point of c21).
If b1 6= b2, let b1 be the point that is closer to the puncture corresponding to c12
(resp. c21) along the arc of ∂F˙ that maps to γ̂
′
2 (resp. γ̂2).
The calculation of#Mχ=1,w
J♦
(c,Θ) does not depend on the choice of genericw
since c andΘ are closed. We therefore choose w as follows, subject to genericity:
5This appears to be the opposite of the previous usage. Our rule is to put a check on the
lower-degree generator in the appropriate Floer cohomology group, which in the current situation
is ĈF (â, â′).
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(R1) w1 ∈ â1 so that its projection p̂(w1) to γ̂1 is close to z1;
(R2) w2 ∈ â2 so that its projection p̂(w2) to γ̂2 satisfies |p̂(w2)| ≫ 0.
We also assume that:
(R3) the region in C between γ̂′2 and γ̂2 corresponding to B is an arbitrarily thin
strip whose width is w.
Order of choice of w1, w2,w. This will become important when taking limits using
Gromov compactness:
(S1) First choose w2 satisfying (R2) and an interval [0, 1] so that
|p̂(w1)− z1| ∈ [0, 1].
(S2) Then choose w = w(w2) for (R3).
(S3) Finally choose w1 satisfying (R1).
We also remark that the proof of the regularity of any explicit holomorphic
curves with constraints that we use is straightforward and is omitted.
Step 1. We first apply Theorem 9.3.3 to push the holomorphic curve v off of the
critical value z1; see Figure 9. The mod 2 curve counts remain the same as long
as no point constraints are prescribed at the clean S1-intersection on the right-hand
side of the diagram.
FIGURE 9.
Step 2. Fix w2 with p̂(w2) large andw = w(w2) small. We write ι = Im ◦p̂, where
Im refers to the imaginary part. We claim that
ι ◦ v(b)≫ ι(w2) or ι ◦ v(b2)≫ ι(w2)
for |p̂(w1) − z1| small. (Keep in mind the order (S1)–(S3).) We will treat the b
case; the b2 case is similar. We use the notation q(Θ1) to denote the point on ∂F
that “maps to” Θ1, etc. See Figure 10.
Θ1
w1
cˇ12cˇ21
w2
Θ2
FIGURE 10. The location of the points q(Θ1), etc. on ∂F , assum-
ing ι ◦ v(b), ι ◦ v(b2) ≫ ι(w2) does not hold. Here q is omitted
from the notation.
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Arguing by contradiction, if the claim does not hold, then there exists a sequence
{vi : F˙i → Ŵ}∞i=1 of v’s with respect to a sequence w(i)1 of w1’s approaching Θ1
such that all the ι ◦ vi(b(i)) are bounded above, where b(i) is b for vi. By Gromov
compactness, there exists a subsequence that converges to v∞ : F˙∞ → Ŵ with a
branch point b∞ that is a subsequential limit of b(i). There also exist δ > 0 and a
normalization of the points on ∂F∞ such that
(i) q(cˇ12) = 1, q(cˇ21) = −1, q(Θ1) = −i;
(ii) |q(Θ2)− q(cˇ12)|, |q(Θ2)− q(cˇ21)| > δ;
(iii) |q(w2)− q(Θ2)| > δ.
On the other hand, (i)–(iii) contradicts the requirement that there be an involu-
tion of Fi for i≫ 0 taking
(9.3.5) q(Θ1) 7→ q(Θ2), q(cˇ21) 7→ q(cˇ12), q(w2) 7→ q(w1).
This is because |q(w(i)1 )− q(Θ1)| → 0 as i →∞. (Recall that such an involution
exists if and only if there is a fractional linear transformation of the disk Fi which
fixes q(cˇ12) and q(cˇ21) and simultaneously moves q(Θ1) and q(Θ2) to antipodal
points on ∂Fi and q(w1) and q(w2) to antipodal points on ∂Fi.)
Step 3. We claim that #Mχ=1,w,♯
J♦
(c,Θ) = 0 mod 2, where ♯ means we are
counting curves that satisfy
ι ◦ v(b)≫ ι(w2) or ι ◦ v(b1) ≥ ι(w2)− C,
for C > 0 a fixed constant. Recall our convention is that ι ◦ v(b2) ≥ ι ◦ v(b1).
Also ι ◦ v(b2)≫ ι(w2) by Step 2.
We apply SFT-type stretching with ι(w2) → ∞ and count 2-level curves as
given on the left-hand side of Figure 11. The components are labeled 1, 2, 3 and
any v ∈ Mχ=1,w,♯
J♦
(c,Θ) is close to breaking into v(1) ∪ v(2) ∪ v(3). (The case
drawn is for Type int, but v(3) may also have two switch points b1 and b2.)
Type ∂1 Type ∂2
1 2
3
b
1 2
3
12
3
b2 b2
b1 b1
cˇ12
cˇ12 cˇ21
cˇ12cˇ21 cˇ21
cˇ22 cˇ22 cˇ22
w1 w1
w2
w2
w1
w2
FIGURE 11.
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The chords at the negative ends of v(3) must match the chords at the positive ends
of v(1) and v(2). By Theorem 9.3.3, the algebraic count of curves v(1) satisfying
the point constraint w1 is 0mod 2; in particular the set of chords at the positive end
of v(1) is finite. Since ι ◦ v(b), ι ◦ v(b2)≫ ι(w2), there is a portion of v(3) passing
through w2 that is close to a curve corresponding to a gradient trajectory through
w2; this effectively constrains the positive end of v
(2) to a single chord.
We can therefore convert the count of v(3) to the count of ν ∈Mχ=1
J♦
(c, c′) that
satisfy the following: The symplectic fibration is
π : R× [0, 1] × (C× T ∗S1)→ R× [0, 1],
and the Lagrangian boundary conditions are
L1 = R× {1} × a′⋆, L0 = R× {0} × a⋆,
where
a⋆1 = {x = 1} × S1, a⋆2 = {x = 0} × S1,
a′⋆1 = {x = −1} × S1, a′⋆2 = {x = −ǫ} × S1,
are in C × T ∗S1, ǫ > 0 is small, and S1 is the zero section of T ∗S1. Also the
positive and negative ends of ν are
c = {cˇ12, cˇ21}, c′ = {cˇ11, cˇ22},
where cˇij , cˆij are the longer and shorter Reeb chords in the perturbed version of
the S1-Morse-Bott family of Reeb chords from a⋆i to a
′⋆
j .
a⋆1
a⋆2
a′⋆1
a′⋆2
cˇ12
cˇ21
cˇ11
cˇ22
FIGURE 12. The fiber T ∗S1 where the sides are identified.
On the other hand, generically Mχ=1
J♦
(c, c′) = ∅. We give two proofs: (P1)
Applying Hamiltonian perturbations to S1 (on T ∗S1) we can push off the a⋆i and
a′⋆i as in Figure 12. We then note that there is no domain in the picture with all
positive weights which could be the projection of ν with positive corners cˇ12, cˇ21
and negative corners cˇ11, cˇ22. (P2) Alternatively, we can verify that the Fredholm
index ind(ν) = 0; this is consistent with ind(v(1)) = 2 and ind(v(2)) = 2 when
we view v(2) as having cˇ22 at the positive end.
The claim then follows.
Step 4. We make one model calculation. Any notation introduced here is limited to
this step.
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Consider the Lefschetz fibration p̂ given by Equation (9.3.3). Let T be the Clif-
ford torus {|z1| = 1} × {|z2| = 1} over |ζ| = 1 and let L be the Lagrangian
thimble in C2 emanating from ζ = 0 along
[−1, 0] = {−1 ≤ Re(ζ) ≤ 0, Im(ζ) = 0}.
We note that for any ζ = reiθ ∈ p̂(T ∪ L),
p̂−1(ζ) ∩ (T ∪ L) = {√r(eiφ, ei(−φ+θ)), φ ∈ [0, 2π]}.
Let µ be the S1-family of intersections T ∩ L.
LetMw1J be the moduli space of holomorphic maps
u = (u1, u2) : Rσ × [0, 1]τ → C2
with respect to the standard complex structure J satisfying the following:
(B1) u(R× {0}) ⊂ T and u(R× {1}) ⊂ L;
(B2) u limits to points of µ as σ → ±∞;
(B3) p̂◦u has degree 1 over {|ζ| ≤ 1}−p̂(T∪L) and degree 0 outside {|ζ| ≤ 1};
(B4) u(0, 0) = w1 = (w11, w12).
In our current situation we take w1 = (1, 1). Its boundary ∂Mw1J consists of
pairs v ∪ c, where c is a trivial strip that maps to a point in µ and v : D2 → C2
is a disk bubble that passes through (1, 1) and such that p̂ ◦ v has degree 1 over
{|ζ| ≤ 1}. Recall that #∂Mw1J = 2 by Remark 9.3.5 and that the two maps v are
of the form z 7→ (z, 1) and z 7→ (1, z). See Figure 13, which gives a schematic
description ofMw1J . The left-hand side of each row represents the image of p̂ ◦ u
or p̂ ◦ v in C and the right-hand side of each row represents the image of u or v in
C2. The top and bottom maps are v where v ∪ c ∈ ∂Mw1J and the middle map is
of the form (g(z), g(z)) where g is a conformal map to the half-disk.
Next pick a point ei(π+ǫ) with ǫ > 0 small and consider the evaluation map
(9.3.6) evJ :Mw1J → S1|z1|=1, u 7→ w01,
where w0 = (w01, w02) is the unique point of intersection between u(R×{0}) and
p̂−1(ei(π+ǫ)). While J is not necessarily regular, there exists a small perturbation
J♦ of J with an analogously defined moduli space Mw1
J♦
and an evaluation map
evJ♦ : Mw1J♦ → S1, such thatMw1J♦ is transversely cut out and ∂Mw1J = ∂Mw1J♦ .
The condition ∂Mw1J = ∂Mw1J♦ is possible because the maps v are transversely cut
out by automatic transversality.
We claim that, if z1 ∈ C = {eiθ1 | π + ǫ < θ1 < 2π}, then #ev−1J♦ (z1) = 1
modulo 2. The evaluation map over C is a degree 1 map since:
• The analogously defined ev−1
J♦
values for v ∈ ∂Mw1
J♦
are the endpoints
ei(π+ǫ) and e2πi of C .
• For i = 1, 2, consider the restriction ui(s, 0) of ui to Rs × {0}, noting
that ui(s, 0) ∈ S1|zi|=1. Since u1(s, 0), u2(s, 0), and u1(s, 0)u2(s, 0) all
monotonically rotate in the counterclockwise manner as s ∈ R increases
and ui(0, 0) = 0, evJ(Mw1J ) ⊂ C . By Gromov compactness, evJ♦(Mw1J♦)
is contained in a small neighborhood of C .
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w11w12w01w02
w01w11 w02
w12
w01
w11
w02
w01
w11 w02 w12
w12
z1z2
z1 z2
FIGURE 13. A schematic description ofMw1J . The top and bot-
tom rows represent curves v where v ∪ c ∈ ∂Mw1J and the middle
row represents a curve u in the “middle of”Mw1J . All the circles
are unit circles. A solid circle indicates the boundary of a holo-
morphic disk and a dotted circle with a red dot on it indicates a
constant map to 1.
Step 5. We claim that#Mχ=1,w,♭
J♦
(c,Θ) = 1mod 2, where we are counting curves
of Type ∂ that satisfy
(9.3.7) ι ◦ v(b2)≫ ι(w2) but ι ◦ v(b1) ≤ ι(w2)− C,
for C > 0 fixed. We can apply SFT-type stretching and count 2-level curves as
given on the middle and right-hand side of Figure 11. In view of (9.3.7), we may
take the long neck to be above ι(w2).
We will treat the Type ∂1 case; the Type ∂2 case is complementary and analo-
gous. Component 2 corresponds to a gradient trajectory and there is a unique curve
from cˇ22 to Θ2 passing through w2. Component 3 has cˇ21 at the positive end and
dˆ21 and cˇ22 at the negative end, where dˆ21 is the shorter Reeb chord from a
′
2 to a
′
1.
There is a single such curve (modulo 2) by a calculation analogous to that of Fig-
ure 12: we perturb the T ∗S1-projections of the ends of a2, a
′
2, a
′
1 as in Figure 12
and count a single holomorphic triangle with vertices cˇ21, dˆ21, cˇ22. Next for Com-
ponent 1 we view dˆ21 as a point constraint which corresponds to w0 in Step 4 (w1
in Step 4 directly corresponds to w1 in our case). By Step 4, there is a single curve
(modulo 2) corresponding to Component 1 which passes through w1 and “half” of
the values of dˆ21 (which in turn come from half of the values of w2). The reason
the Type ∂2 case is complementary is that the “other half” of the values of w2 are
taken care of by Type ∂2.
Finally, still assuming we are in the Type ∂1 case, we glue the 3 components and
impose the involution condition (9.3.5) on F ; also refer to Figure 10. As we take
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ι◦v(b2)→∞, q(Θ2) approaches q(cˇ21) but |q(w2)− q(Θ2)| ≪ |q(w2)− q(cˇ21)|.
Hence, assuming w1 is sufficiently close to Θ1, there is a single value of ι ◦ v(b2)
for which there exists an involution of F satisfying (9.3.5). This completes the
proof of Theorem 9.3.7. 
9.3.4. Curve count.
Theorem 9.3.7. #Mχ=0,w
J♦
(Ξ,Θ) = 1 mod 2 for generic w.
Proof. We write u : F˙ → R× [0, 1] × W˜∧ for an element ofMχ=0,w
J♦
(Ξ,Θ) and
v = v(u) for its projection to W˜∧.
We stretch the base D′ in the Im z-direction, as given in Figure 14. This means
that we are keeping Re zi = Re zi+κ fixed and taking Im zi = −2K , Im zi+κ =
2K , for i = 1, . . . , κ and K ≫ 0. The region R bounded by γ˜′1 and γ˜1 is divided
into three regions R1, R2, and R3, which are intersections of R with {Im z ≤
−K}, {−K ≤ Im z ≤ K}, and {K ≤ Im z}.
Θ1
Θ2
Ξ1
Ξ2
w1
w2
γ˜′2
γ˜2
γ˜1
γ˜′1
FIGURE 14. The horizontal direction is the Im z-direction. The
regions R1,R2,R3 are from left to right.
Since the calculations do not depend on the choice of generic w, we choose w
to satisfy the following, subject to genericity:
(R1′) w1 ∈ a˜1 so that its projection p˜(w1) to γ˜1 is close to z1;
(R2′) w2 ∈ a˜2 so that its projection p˜(w2) to γ˜2 is close to Im z = 0.
We also assume that:
(R3′) the region in C between γ˜′2 and γ˜2 is an arbitrarily thin strip whose width
is w.
Additional conditions will be imposed later.
We classify the types of maps v by their branch points and switch points. The
types are 2, 1L, 1R, 0LL, 0LR, 0RR, where the number is the number of interior
branch points and each occurrence of L (resp. R) indicates two switch points that
map to γ˜′2 (resp. γ˜2). If they exist, the interior branch points are enumerated by
b, b′ ∈ int(F˙ ) and the switch points by b1, . . . , b4 ∈ ∂F˙ . The switch points come
in adjacent pairs (b1, b2) and (b3, b4) that map to the same γ˜
′
i and we assume that
ι(bj+1) ≥ ι(bj) for j = 1, 3; and if there is more than one branch point we assume
that ι(b′) ≥ ι(b). Here we are writing ι(x) = Im(p˜ ◦ v(x)) for x ∈ F˙ .
Step 1. Suppose K ≫ 0. We describe the limit of v(i) : F (i) → W˜∧ as wi → 0,
where wi is the width of the thin strip and u
(i) ∈ Mχ=0,w
J♦
(Ξ,Θ) and v(i) =
v(u(i)) are with respect to wi.
After possibly passing to a subsequence the limit of v(i) is v∞ ∪ δ+ ∪ δ−, where
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• v∞ : F∞ → W˜∧ is a holomorphic annulus,
• δ+ is a gradient trajectory on a˜2 from Ξ2 to a point p+ on Im v∞, and
• δ− is a gradient trajectory on a˜2 from a point p− on Im v∞ to Θ2.
Here v∞ could be degenerate in the sense that F∞ is a disk with an interior point
F∞ that “behaves like” a boundary component of F∞ and maps to a˜2. We also use
the following conventions:
• If w2 lies on the gradient trajectory δ±, then q(w2) = q(p±) ∈ ∂F∞.
• q(Θ2) = q(p−) and q(Ξ2) = q(p+) on ∂F∞.
In particular, in the limit it is possible for q(w2) = q(Θ2) or q(Ξ2). (In the “close
to breaking” picture for v(i) with i≫ 0, q(w2) is close to q(Θ2) or q(Ξ2).)
The limit of Figure 14 is given by Figure 15.
Θ1
Θ2
Ξ1
Ξ2
w1
w2
FIGURE 15. The limit of Figure 14 as we take wi → 0. In the
picture, the red dot w2 is placed just below the slit, indicating that
v∞ passes through w2 along the lower branch of the slit. The
arrow indicates the possible locations of p˜ ◦ v∞(q(w2)).
Let b(i), b
′(i), b
(i)
j be b, b
′, bj for wi small and let b
∞, b
′∞, b∞j be their limits
after passing to a subsequence. We will often omit the superscripts (i) and∞.
Step 2. We claim that, for K ≫ 0 and wi small, we can restrict to the case where:
max{ι(b′), ι(b2), ι(b4)} ≥ K and(9.3.8)
min{ι(b), ι(b1), ι(b3)} ≤ −K,(9.3.9)
and the left-hand sides of (9.3.8) and (9.3.9) correspond to the endpoints of the slit
in the limit wi → 0.
We argue as in Step 3 of Theorem 9.3.6. If (9.3.9) does not hold, then the
restriction of v∞ toR1 (forK ≫ 0) can be viewed as a curve of the type described
in Remark 9.3.5. Since such curves come in pairs, the mod 2 count is unaffected
by restricting to curves satisfying (9.3.9). The argument for (9.3.8) is similar.
Step 3. We show that, for K ≫ 0 and wi small, #Mχ=0,w,∗J♦ (Ξ,Θ) = 0 mod
2, where ∗ = 2, 1L, 0LL, or 0RR. By Step 2 we may restrict to the case where
(9.3.8) and (9.3.9) hold. Hence in all the cases, v∞ has a long slit along γ˜
′
2 = γ˜2 at
least from Im z = −K to Im z = K .
Type 2. Note that v∞ maps q(Θ2) and q(Ξ2) to the endpoints of the slit. Hence
q(Θ2) cannot be close to q(w2), a contradiction, and v cannot be of Type 2.
Type 1L or 1R. There are three cases. First assume that ι(b) ≤ ι(b1) ≤ ι(b2).
In this case ι(b) and ι(b2) are the endpoints of the slit, q(Θ2) maps to ι(b), and
q(Ξ2) maps to ι(b1). If ι(b1) ≥ 0, then the images of q(Θ2) and q(w2) are too far,
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a contradiction. If ι(b1) ≤ 0, then the images of q(Θ2) and q(Ξ2) are too close,
which is also a contradiction.
Next assume that ι(b1) ≤ ι(b) ≤ ι(b2). In this case ι(b1) and ι(b2) are the
endpoints of the slit and q(Θ2) and q(Ξ2) map to ι(b). Hence the images of q(Θ2)
and q(Ξ2) are too close, a contradiction.
Finally assume that ι(b1) ≤ ι(b2) ≤ ι(b), where q(Θ2)maps to ι(b2) and q(Ξ2)
maps to ι(b). If ι(b2) ≤ −1, then the images of q(Θ2) and q(w2) are too far, a
contradiction. If ι(b2) ≥ −1, then the images of q(Θ2) and q(Ξ2) are too close,
which is also a contradiction.
Type 0LL or 0RR. We treat Type 0LL; Type 0RR is similar. We may assume
that
ι(b3) ≤ ι(b4) ≤ ι(b1) ≤ ι(b2).
This is because ι(b1) < ι(b4) is incompatible with v∞ having degree 1 over R
and degree 2 over the thin strip. Then ι(b3) and ι(b2) are the endpoints of the slit,
q(Θ2) maps to ι(b4), and q(Ξ2) maps to ι(b1). If ι(b4) ≤ −1, then the images of
q(Θ2) and q(w2) are too far, a contradiction. If ι(b4) ≥ −1, then the images of
q(Θ2) and q(Ξ2) are too close, which is also a contradiction.
It remains to consider Type 0LR.
Step 4. Let K ≫ 0. We describe the limit v∞ ∪ δ+ ∪ δ− of v(i) as wi → 0 (from
Step 1), where u(i) ∈ #Mχ=0,w,0LR
J♦
(Ξ,Θ).
Suppose for v(i) the switch points b
(i)
1 , b
(i)
2 map to γ˜
′
2 and the switch points
b
(i)
3 , b
(i)
4 map to γ˜2. As before we are assuming
ι(b
(i)
2 ) ≥ ι(b(i)1 ), ι(b(i)4 ) ≥ ι(b(i)3 ).
By Step 2, we have:
Claim 9.3.8. v∞ has a long slit along γ˜
′
2 = γ˜2 at least from Im z = −K to
Im z = K with endpoints
max(ι(b∞2 ), ι(b
∞
4 )), min(ι(b
∞
1 ), ι(b
∞
3 )).
See Figure 16 for an example. The restriction C+ of v
(i) over the shaded region
converges to the trajectory δ+; there is an analogous curve C− converging to the
trajectory δ−.
Θ2 Ξ2b
(i)
1
b
(i)
2
b
(i)
3
b
(i)
4
b
∞
1
b
∞
2
b
∞
3
b
∞
4
FIGURE 16. A schematic picture of the switch points and the limit
slit as i→∞. In the figure b(i)1 is shorthand for p˜ ◦ v(i)(b(i)1 ), for
example.
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We also have:
Claim 9.3.9.
q(p+) =
{
b∞3 if ι(b
∞
3 ) ≥ ι(b∞1 ),
b∞1 if ι(b
∞
1 ) ≥ ι(b∞3 ).
q(p−) =
{
b∞2 if ι(b
∞
4 ) ≥ ι(b∞2 ),
b∞4 if ι(b
∞
2 ) ≥ ι(b∞4 ).
The various possibilities for b∞j around the slit are given in Figure 17 and are
denoted by (A)–(D).
b
∞
1
b
∞
2
b
∞
3
b
∞
4
b
∞
1 b
∞
2
b
∞
3 b
∞
4
b
∞
1
b
∞
2b
∞
3
b
∞
4
b
∞
1 b
∞
2
b
∞
3 b
∞
4
(A)
(B)
(C)
(D)
FIGURE 17. The various possibilities for b∞j around the slit.
Step 5. We make one model calculation, which is a slightly more involved variant
of Step 4 of Theorem 9.3.6. Let p̂, T , L,Mw1J be as in Step 4 of Theorem 9.3.6.
We will define two moduli spaces Mθ1 and M2 of holomorphic maps R ×
[0, 1]→ C2, define the evaluation maps
ev1, ev2 :Mθ1,M2 → S1 × S1 = R/2πZ × R/2πZ,
and determine their images. The fiber product of ev1 and ev2, i.e., the set of pairs
(v′, v′′) ∈ Mθ1 ×M2 such that ev1(v′) = ev2(v′′) with θ = −π2 + ǫ˜ (shown to be
given by the intersection of the blue line and the pink region in Figure 18) will be
the model for the gluing of v′∞ and v
′′
∞ (cf. (9.3.12)) from Step 6.
Step 5A. For θ ∈ [0, π2 ), let Mθ1 = Mw1J , where w1 = (eiθ, e−iθ). Let w± =
ei(π±ǫ) ∈ Cζ , where ǫ > 0 is small, and let ev1±(v′) be the z1-coordinate of
(p̂ ◦ v′)−1(w±), where v′ ∈ Mθ1. We then define the map
ev1 :Mθ1 → S1 × S1,
v′ 7→ (ev1+(v′), ev1−(v′)).
The calculation of Step 4 of Theorem 9.3.6 (i.e., examining the 1-parameter fam-
ily of maps in Figure 13 that depicts Mθ=01 ) implies that ev1(M
0
1) is homotopic
rel endpoints to
{(1 − t)(π + ǫ, π − ǫ) + t(2π, 0) | t ∈ [0, 1]}.(9.3.10)
Note that there is a diffeomorphism
M01 ∼→Mθ1, v′ 7→ v′θ,
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where v′θ is obtained from v
′ by rotating the first component by θ and the second
component by −θ. It follows that
ev1(Mθ1) = ev1(M01) + (θ, θ).(9.3.11)
We will take θ = −π2 + ǫ˜ where ǫ˜ > 0 is small. See Figure 18.
0 pi 2pi
0
pi
2pi
FIGURE 18. The torus S1 × S1 with coordinates (θ1, θ2). The
sides are identified and the top and the bottom are identified. The
dotted line is the diagonal. The blue line represents ev1(Mθ1),
where θ = −π2 + ǫ˜, and the pink region represents ev2(M2), as
we take ǫ→ 0.
Step 5B. The moduli space M2 is the set of maps v′′ : R × [0, 1] → C2 that
satisfy (B1)–(B3) and
(B4′) v′′ nontrivially intersects ℓ := {(−r, r) | r ∈ [0, 1]} ⊂ L. (Note that ℓ is
obtained by parallel transporting a point on L.)
We will denote a point of intersection between v′′ and ℓ by w0 = w0(v
′′). Let
ev2±(v
′′) be the z1-coordinate of (p̂ ◦ v′′)−1(w±) and define the map
ev2 :M2 → S1 × S1,
v′′ 7→ (ev2−(v′′), ev2+(v′′)).
Note that we have switched the + and − compared to ev1; this is because we want
to identify w± for v
′ with w∓ for v
′′.
We claim that, as we take ǫ → 0, ev2(M2) limits to the two pink triangles
in Figure 18: T1 with vertices (0, π), (π, π), (π, 2π) and T2 with vertices (π, 0),
(π, π), (2π, π). Let G1 (resp. G2) be the 2-dimensional family of maps v′′ satisfying
(B1)–(B3) and (B4′) with image T1 (resp. T2). Figure 19 describes maps v
′′ =
(v′′1 , v
′′
2 ) that are on or close to ∂G1; the left-hand side depicts the image of p̂ ◦ v′′
in C and the right-hand side depicts the images of the components v′′1 and v
′′
2 . The
red (resp. blue) dots on the left-hand side are w± (resp. w0) and the red dots on the
right-hand side with labels w± are the preimages of w± (resp. w0). The maps are
denoted φ1, . . . , φ4 from top to bottom. The first map φ1 is z 7→ (z, 1). The third
map φ3 is close to z 7→ (g(z), g(z)), where g is a conformal map from D2 to the
half-disk. Maps φ2, φ3, φ4 are of the form (φ3)θ , where the subscript θ indicates φ3
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has been modified by rotating the first component by θ and the second component
by −θ. There is a bijection
G1 ∼→ G2, v′′ = (v′′1 , v′′2 ) 7→ (−v′′2 ,−v′′1).
Let s(v′′) be the length of the slit ⊂ [−1, 0] of the image p̂ ◦ v′′. We partition
M2 = ⊔s∈[0,1)Ms2
by the slit length s and note that ev2(Ms2), in the limit ǫ→ 0, consists of two line
segments of slope 1: a segment from θ2 = π to θ1 = π in T1 and a segment from
θ2 = 0 to θ1 = 2π in T2. Here the set of (φ3)θ is half ofMs2 corresponding to T1,
for s close to 1. Since ev2(φ1), ev2(φ2), ev2(φ4) are close to the vertices of T1 and
s(φ1) ≈ 0 and s(φi) ≈ 1 for i = 2, 3, 4, the claim follows.
φ4
φ3
φ2
φ1
z1z2
z1 z2
w+
w−
w0
w0
w0
w0
w+
w− w+ w−
w−
w−
w−
w+
w+
w+ w+
w−
w−
w−
w+
w+
FIGURE 19.
Step 6. We finally show that#Mχ=0,w,♭,0LR
J♦
(Ξ,Θ) = 1mod 2, wherew satisfies
(R1′) and (R2′) and wi is close to 0.
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In view of Claim 9.3.8, the holomorphic map v∞ from Step 4 can viewed as the
gluing of
(9.3.12) (v′∞ : F
′
∞ → W˜∧) ∈Mθ1 and (v′′∞ : F ′′∞ → W˜∧) ∈ M2,
where v′∞ where corresponds to the left-hand side R1 and v′′∞ corresponds to the
right-hand side R2 ∪ R3. We abuse notation and will not distinguish between
Θ1
Θ2
Ξ1
Ξ2
w1
w2c12
c21
c∗12
c∗21
FIGURE 20.
v′∞, v
′′
∞ and the restrictions of v∞ toR1 and R2 ∪R3. Under this identification,
(i) the chords c12 and c21 (see Figure 20) correspond to w− and w+ for Mθ1
and the chords c∗12 and c
∗
21 correspond to w+ and w− forM2;
(ii) v∞ passing through w1 corresponds to the constraint (B4) with w1 =
(eiθ, e−iθ) for v′∞ and v∞ ∪ δ+ ∪ δ− passing through w2 corresponds to
the constraint (B4′) for v′′∞.
We further assume w has been chosen so that the constraint of passing through w
is transformed to (B4) and (B4′) with θ = −π2 + ǫ˜.
We now consider the matching condition ev1(v
′
∞) = ev2(v
′′
∞) for the gluing
of v′∞ and v
′′
∞. Let I be the intersection of the blue line and the pink region in
Figure 18. In view of the location of I , we have the following:
(X) The slits for v′∞ and v
′′
∞ must be long, i.e., end near Θ2 and Ξ2.
(Y) The location of b∞2 is as depicted in Cases (A) and (B).
We will explain (Y): Since q(w1) must be close to q(Θ1) and F
(i) must have an
involution taking q(w1) to q(w2) and q(Θ1) to q(Θ2), it follows that q(w2) is close
to q(Θ2) and in the limit q(w2) = q(p−) = q(Θ2). The intersection I indicates
that v′′∞ intersects w2 along the upper branch of the slit. Let MI be the set of
curves v∞ that are obtained by gluing (v
′
∞, v
′′
∞).
At this point the possible gluings of v′∞ and v
′′
∞ are parametrized by I , but if
we fix b∞2 , corresponding to fixing a circle {θ1 − θ2 = π + δ} ⊂ S1 × S1 for
sufficiently small δ > 0, then the endpoints of the slit are uniquely determined.
Once b∞2 (i.e., where q(Θ2) is mapped) and the slit are determined, the position of
q(Ξ2) = q(p+) (i.e., b
∞
3 in Case (A) or b
∞
1 in Case (B), as appropriate) is uniquely
determined using Claim 9.3.9 and the involution of F∞. In summary, fixing b∞2
uniquely determines all the other b∞j .
Finally we consider v(i) for i ≫ 0. Taking w1 to be sufficiently close to Θ1
forces w2 to be on C− in Figure 16. The key observation is the following:
(*) the distance between q(w2) and q(Θ2) decreases monotonically as b
(i)
2
moves from left to right.
The unique solution v(i) with an involution
(9.3.13) q(w1) 7→ q(w2), q(Θ1) 7→ q(Θ2), q(Ξ1) 7→ q(Ξ2)
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is obtained by taking an open set of holomorphic curves v(i) that are close to v∞ ∪
δ+ ∪ δ−, where v∞ ∈ MI , and picking the unique one satisfying (9.3.13) from
this set using (*).
This completes the proof of Theorem 9.3.7. 
9.4. Proof of invariance under Markov stabilizations. A Markov stabilization
is given as follows: Let σ be an κ-strand braid which intersects D along z =
{z1, . . . , zκ}. We view σ as an element of Diff+(D, ∂D, z) which additionally
restricts to the identity on a neighborhood N(γ0) ⊂ D of a short arc γ0 from a
point z0 to ∂D. Given an arc c from z0 to some zi, i > 0, which is disjoint from
the other zj , let σc be the positive half twist along c. Then a positive (resp. negative)
Markov stabilization is the (κ+ 1)-strand braid given by σ ◦ σc (resp. σ ◦ σ−1c ).
Let γ := {γ1, . . . , γκ} be a basis of half arcs, where γi connects zi to ∂D. By
the handleslide invariance, we may assume that c connects from z0 to z1 and does
not intersect any γi, i > 0, in its interior. Then let γ
′ := {γ0, . . . , γκ}. Let
p : W → D −N(γ0) and p′ : W ′ → D
be the standard Lefschetz fibrations with critical values z = {z1, . . . , zκ} and z′ =
{z0, . . . , zκ} and regular fiber A = S1 × [−1, 1], and such that p′|W = p. Let
a = {a1, . . . , aκ} be the Lagrangian thimbles over γ and let a′ = {a0, . . . , aκ}
be the Lagrangian thimbles over γ′. If hσ ∈ Symp(W,∂W ) descends to σ, then
let h′σ ∈ Symp(W ′, ∂W ′) be its extension to W ′ by the identity. Finally let τc ∈
Symp(W ′, ∂W ′) be the Dehn twist along the Lagrangian sphere over c.
9.4.1. Model calculation. Any notation introduced here is limited to this subsec-
tion. Consider the product fibration p̂ : C×T ∗S1 → C and Lagrangians ai = {x =
i} × S1, i = 1, 2, and bj = {y = j} × S1, j = 1, 2, where S1 is the zero section
of T ∗S1. We write a = {a1, a2} and b = {b1, b2}. Let xij = (i, j) ∈ C and let
xˇij, xˆij ∈ CF (bj , ai) be the bottom and top generators of the clean intersection
xij × S1. We can alternatively take a′ = {a′1, a′2} and b′ = {b′1, b′2}, where a′i is
{x = i} (resp. b′j is {y = j}) times a Hamiltonian perturbation of S1, where all
the perturbations intersect transversely; see the right-hand side of Figure 21.
a′1 a
′
2
b′1
b′2
x12 x22
x11 x21
a′1
a′2
b′1
b′2
FIGURE 21. The base C on the left and the fiber T ∗S1 on the right
(the sides are identified).
Lemma 9.4.1. ĈF (b′,a′) is generated by 8 generators {x†12, x†21} and {x†11, x†22},
where †may be a hat or check, and the differentials are given by ~ times the arrows
given in Figure 22.
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{x†12, x
†
21} {x
†
11, x
†
22}
FIGURE 22. Description of the differentials of ĈF (b′,a′). The
generators in the top row have 2 checks, those in the middle row
have 1 check, and those in the bottom row have no checks.
Proof. Let u : F˙ → R×[0, 1]×(C×T ∗S1) be a holomorphic map with {xˇ12, xˇ21}
at the positive end and {xˆ11, xˇ22} at the negative end. Its projection to C is a degree
1 map over [1, 2]× [1, 2]; this determines the complex structure of the 4-punctured
disk F˙ = F˙0.
Next we consider holomorphic mapsw : F˙ → T ∗S1 which could be projections
of u to T ∗S1. The two possible domains A,B that w can map to are shaded in
Figure 23. The domain A on the left (resp. B on the right) has a 3π2 corner at xˆ11
(resp. xˇ22) and there may be slits to the right or pointing up (resp. to the right or
pointing up). We will refer to the four types of slits by AR, AU , BR, BU . As
the slit AR goes all the way to the right (i.e., until it hits a′2), the punctures q(xˆ11)
and q(xˇ21) approach one another; when AU goes all the way up, we can view it
as continuing to BR going all the way to the right; finally, as BU goes all the way
up, q(xˇ21) and q(xˇ22) approach one another. Hence the algebraic count of w with
the given domain F˙ = F˙0 is one.
xˇ12
xˇ22xˇ21
xˆ11
A B
a′1
a′2
b′1
b′2
FIGURE 23. The two domains A and B representing the possible
closures of w(F˙ ).
The determination of the other arrows of Figure 22 is analogous. 
9.4.2. Proof of stabilization invariance. In this subsection we prove the invariance
under Markov stabilization. We will use the open book interpretation of the Hee-
gaard Floer groups.
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Theorem 9.4.2. ĈF (W,hσ(a),a)) and ĈF (W
′, h′σ ◦ τc(a′),a′) are isomorphic
cochain complexes for specific choices of almost complex structures and hσ(a)
and h′σ ◦ τc(a′) after a Hamiltonian isotopy.
Proof. We will treat the positive stabilization case; the negative stabilization case
is analogous.
The generators of ĈF (W,hσ(a),a)) come in two types of κ-tuples: {x1} ∪
y′ and y, where {x1, . . . , xκ} is the contact class and y does not contain x1.
The generators of ĈF (W ′, h′σ ◦ τc(a′),a′) are in bijection with the generators
of ĈF (W,hσ(a),a)) and have the form {x0, x1} ∪ y′ and {Θ01} ∪ y, where
{x0, . . . , xκ} is the contact class and Θ01 is the unique intersection point between
a0 and h
′
σ ◦ τc(a1) = τc(a1). Refer to Figure 24.
Let γ1 = {Re z1} × [−1, 0] ⊂ D. Choose ǫ > 0 small. We normalize hσ(a1)
and h′σ ◦ τc(a0) within their Hamiltonian isotopy classes (rel boundary) such that
their projections σ(γ1) and σ ◦σc(γ0) can be written as concatenations ζ1∪ ζ2∪ ζ3
and ζ ′1 ∪ ζ2 ∪ ζ3 of arcs, where:
• ζ1 starts at p′(x1) and ends at (Re z1 − ǫ,−1/3);
• Re z1 − ǫ < Re(int ζ1) < Re z1;
• ζ ′1 starts at p′(x0) and ends at (Re z1 − ǫ,−1/3); and
• ζ2 = {Re z1 − ǫ} × [−2/3,−1/3].
We claim that the linear isomorphism
Φs : ĈF (W,hσ(a),a))→ ĈF (W ′, h′σ ◦ τc(a′),a′),(9.4.1)
{x1} ∪ y′ 7→ {x0, x1} ∪ y′, y 7→ {Θ01} ∪ y,
commutes with the differentials for ǫ > 0 small. Here we are assuming that D has
the standard complex structure.
We will use the notation u′ : F˙ ′ → R× [0, 1]× Ŵ ′ for a holomorphic map that
is counted in the differential of ĈF (W ′, h′σ ◦ τc(a′),a′) and u for a holomorphic
map F˙ → R× [0, 1]× Ŵ that is counted in the differential of ĈF (W,hσ(a),a)).
If a curve u′ goes from {x0, x1} ∪ y′1 to {x0, x1} ∪ y′2, then, apart from the
trivial strip from x0 to itself, it projects to the region D − N(γ0) and hence is in
bijection with a curve u that goes from {x1} ∪ y′1 to {x1} ∪ y′2. Similarly, a curve
u′ from {Θ01} ∪ y1 to {Θ01} ∪ y2 is in bijection with a curve u from y1 to y2.
There are no curves from {x0, x1}∪y′1 to {Θ01}∪y2 and likewise no curves from
{x1} ∪ y′1 to y2.
It remains to identify curves u′ from {Θ01} ∪ y1 to {x0, x1} ∪ y′2 with curves
u from y1 to {x0} ∪ y′2. By our normalization of σ(γ1) and σ ◦ σc(γ0) with ǫ > 0
small, if ind(u) = 1, then there exists u′ with ind = 1 which is obtained by gluing
u (where the negative end x1 is now viewed as the thin neck between h
′
σ ◦ τc(a0)
and a1 that projects to [Re z1 − ǫ,Re z1] × [−2/3,−1/3]) and a holomorphic 4-
punctured disk u′′ : F˙ ′′ → R× Ŵ ′ that projects to the shaded region in Figure 24,
i.e, a curve of the type calculated in Lemma 9.4.1. The algebraic count of such a
curve u′′ is 1. Conversely a curve u′ with ind(u′) = 1 is obtained by gluing u and
u′′. 
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γ0 γ1 γ2
x0 x1
Θ01 c
FIGURE 24. The region cut off by the dotted line and containing
γ1, . . . γκ is D − N(γ0). The red half-arcs are σ ◦ σc(γ0) and
σ ◦ σc(γ1).
9.5. Contact class. In this section we prove Theorem 1.2.2.
Proof of Theorem 1.2.2. We first prove the invariance under handleslides. Con-
sider the cochain map Φ given by Equation (9.3.2). We take h˜σ(a˜i) to be the
γ˜1
γ˜2
γ˜′2
γ˜′1
δ˜1
δ˜2
FIGURE 25.
Lagrangian over the blue arc δ˜i in Figure 25. The key is to position δ˜i as shown so
it is “locally to the right” of γ˜i and γ˜
′
i as viewed from zκ+i: by this we mean that
on a small neighborhood N(zκ+i) of zκ+i,
(1) the arcs δ˜i, γ˜
′
i, γ˜i restrict to rays emanating from zκ+i;
(2) they are contained in a thin circular sector Sκ+i with center zκ+i;
(3) inside Sκ+i the arcs are δ˜i, γ˜
′
i, γ˜i in counterclockwise order.
Strictly speaking, we then further apply a C∞-small perturbation to h˜σ(a˜i) so that
it is slightly pushed off of the intersection point Ξi between a˜i and a˜
′
i; this can be
done in the local model p̂ : C2z1,z2 → Cζ , (z1, z2) 7→ z1z2, from Equation (9.3.3).
The contact class x = {x1, . . . , xκ} ∈ ĈF (h˜σ(a˜), a˜) is the κ-tuple of points
where xi is over zκ+i. Let x
′ = {x′1, . . . , x′κ} ∈ ĈF (h˜σ(a˜), a˜′) be the pushoff of
the κ-tuple of points over zκ+1, . . . , z2κ.
We claim that Φ(x) = x′: Using the local model one can verify that every curve
u that is counted in µ2(Ξ,x) must have a component which is a small triangle
Ξi, xi, x
′
i for i 6= 2. Once a˜i, a˜′i, and h˜σ(a˜i) are used up for i 6= 2, the only
possible holomorphic triangle involving Ξ2 and x2 is the small triangle Ξ2, x2, x
′
2.
Hence Φ(x) = x′.
The analogous map
Φ′ : ĈF (h˜σ(a˜), a˜
′)→ ĈF (h˜σ(a˜′), a˜′)
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similarly takes x′ to the contact class. This proves the invariance under han-
dleslides.
The invariance under positive Markov stabilizations is immediate from the defi-
nition of the cochain map Φs given by Equation (9.4.1). 
9.6. Relationship with symplectic Khovanov homology. We will work over the
ring F[A]J~, ~−1]JU−1K. Consider the following filtration for CKh♯(σ̂)⊗ JU−1K:
F := (· · · ⊂ F−2 ⊂ F−1 ⊂ F0), Fi = U i · CKh♯(σ̂)⊗ JU−1K,
where the tensor product is over F.
Given u : F˙ → R × [0, 1] × W˜ inMind=1,A,χ
J♦
(y,y′) and its projections v1 to
R × [0, 1] and v2 to the base D˜ of the Lefschetz fibration p˜ : W˜ → D˜ ⊂ C, we
consider the map
(v1, v2) : F˙ → R× [0, 1] × D˜.
Note that the target is 4-dimensional. Although we will not go into detail here, it
is possible to choose a regular almost complex structure J♦ on R × [0, 1] × W˜ , a
regular almost complex structure J
R×[0,1]×D˜ on R × [0, 1] × D˜ for curves of the
form (v1, v2), and the standard complex structure JR×[0,1] on R × [0, 1] such that
the projections
(R× [0, 1] × W˜ , J♦)→ (R× [0, 1] × D˜, J
R×[0,1]×D˜
)→ (R× [0, 1], JR×[0,1])
are holomorphic and the fibers of the projections are holomorphic.
Let W (u) be the total weight of the singularities of (v1, v2), including self-
intersections. By the positivity of intersections for pseudoholomorphic curves in
dimension 4, this is a nonnegative number which is equal to the difference between
the Heegaard Floer index of [CGH1] and the Fredholm index in the usual Hee-
gaard Floer homology. Writing dU for the differential of CKh
♯(σ̂) ⊗ JU−1K, the
contribution of u to dU (U
ay) is ~κ−χeAUa−W (u)y′ (modulo 2) and
(CKh♯(σ̂)⊗ JU−1K, dU ,F)
is a filtered cochain complex. Reinterpreting Manolescu [Ma], the symplectic Kho-
vanov condition is that the holomorphic map (v1, v2) be embedded, i.e., that we
only count curves withW (u) = 0.
The following lemma is immediate from the above discussion.
Lemma 9.6.1. With F[A]J~, ~−1]JU−1K-coefficients, the E1 term of the spectral
sequence of (CKh♯(σ̂) ⊗ JU−1K, dU ,F) is the symplectic Khovanov homology
Khsymp(σ̂) tensored with JU
−1K.
The main issue that we face is the convergence of the spectral sequence. The
following is the key question:
Question 9.6.2. Is there a bound on W (u) for u ∈ Mind=1,A,χ
J♦
(y,y′)? This is
closely related to whether there is a bound on χ.
What we can say for the moment is the following:
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Theorem 9.6.3. There is a filtered cochain map
ĈF (W˜ , h˜σ(a˜), a˜)⊗ JU−1K → ĈF (W˜ , h˜σ(a˜′), a˜′)⊗ JU−1K
for a handleslide (cf. Theorem 9.3.1) which is a quasi-isomorphism of cochain
complexes. There is also a filtered cochain map for a Markov stabilization (cf.
Theorem 9.4.2) which is a quasi-isomorphism of cochain complexes. Hence the Ek
term of the spectral sequence of (CKh♯(σ̂)⊗ JU−1K, dU ,F) is a link invariant.
Proof. The cochain map is an enhancement of
ĈF (W˜ , h˜σ(a˜), a˜)→ ĈF (W˜ , h˜σ(a˜′), a˜′)
from the proof of Theorem 9.3.1 which keeps track of the powers of U−1. Since
the total singularity weight W (u) of the appropriate projection of any curve u
counted in the maps Φ and Ψ is always nonnegative, the cochain map is filtration-
preserving. The quasi-isomorphism as cochain complexes follows from observing
that in the proof of Theorem 9.3.7 the only nonzero (mod 2) curve count is that of
Mχ=0,w,♭,0LR
J♦
(Ξ,Θ) in Step 6, whose elements satisfyW = 0.
The case of Markov stabilizations is straightforward and is left to the reader. 
10. THE BALDWIN-PLAMENEVSKAYA EXAMPLES
The goal of this section is to prove Theorem 1.2.4.
Proof. In view of Lemma 7.3.2 it suffices to show that ψ♯(σ̂BP,3) = 0. We claim
that
d({yˆ1, yˆ2, x3}+ {yˇ1, z2, x3}) = ~{x1, x2, x3} mod 2
in Figure 26. Referring to Figure 26, there is a single intersection point of a ∩
hBP,3(a) over each zi, denoted by zˇi or simply zi; two intersection points (here
we are doing Morse-Bott theory) over each of ri, si, ti, yi, given by rˇi of lower
degree, rˆi of higher degree, etc.; and one intersection point over xi, denoted by xˆi
or simply xi. The point xˆi is a component of the contact class.
Since the only holomorphic curve that has xi at the positive end is a trivial
strip, we may erase the arcs γ3 and σBP,3(γ3) and omit x3 from the notation; see
Figure 27. Excluding trivial strips, all the curves u : F˙ → R× [0, 1] × Ŵ that we
end up counting have a domain F˙ which is a disk with 4 boundary punctures and
contributes the coefficient ~.
Remark 10.0.1. In fact, the proof of Theorem 1.2.4 shows that ψ♯(σ̂) = 0 for any
κ-braid σ for which there exist arcs γ1 and γ2 such that σ(γ1) and σ(γ2) are as
given in Figure 27 and there are no other critical points in regions bounded by
subarcs of γ1, γ2, σ(γ1), σ(γ2).
First Calculation. The next several pages are devoted to showing that
d{yˆ1, yˆ2} = ~({x1, x2}+ {rˇ2, x2}+ {tˇ2, x1}) mod 2.
All the loops inD that are concatenations of an arc each of
γ1, γ2, σBP,3(γ1), σBP,3(γ2)
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x1 x2 x3
y1
y2
r1
s1
r2
s2
t2
t1
z1 z2
FIGURE 26. The braid σBP,3 acting on γ1, γ2, γ3 onD.
FIGURE 27.
and that switch at y1, y2 are given by:
y2 → x2, t1, t2 → y1 → r1, r2, x1 → y2,
where x2, t1, t2 means any one of them can be used. The only loops that can
possibly bound domains with nonnegative weights (denoted D1,D
′
1,D2,D3,D4)
are:
(1) y2 → x2 → y1 → r1 → y2,
(1’) y2 → t1 → y1 → x1 → y2,
(2) y2 → x2 → y1 → x1 → y2,
(3) y2 → x2 → y1 → r2 → y2,
(4) y2 → t2 → y1 → x1 → y2.
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Cases (1) and (1’). D1 is a quadrilateral and an easy Maslov index calculation
gives:
(i) ind(u) = 0 if u has {yˆ1, yˆ2} at the positive end and {rˆ1, x2} at the negative
end;
(ii) ind(u) = −1 if u has {yˆ1, yˆ2} at the positive end and {rˇ1, x2} at the
negative end.
Hence curves u that project toD1 do not have the right indices and are not counted.
The D′1 case is analogous.
x1
x2
y1
y2
t1
r1
y1 x2
y2r1
r2
FIGURE 28. The domains D2 (left) and D3 (right).
x1
y1
t2
y2
FIGURE 29. The domain D4.
Case (2). Denoting the closure of D2 by D2, we choose D2 as in Figure 28 such
that the intersections D2 ∩ γ1 and D2 ∩ γ2 are close and that D2 ∩ σBP,3(γ1) and
D2 ∩ σBP,3(γ2) are close.
Claim 10.0.2. The count of u : F˙ → R × [0, 1] × Ŵ from {yˆ1, yˆ2} to {x1, x2}
modulo R-translation is 1 mod 2 if its projection to C is D2.
Note that such u satisfies ind(u) = 1 and that the index difference between
{y†1, y†2} and {x1, x2} is 1 plus the number of † = .ˇ The intersection points yˆ1, yˆ2
should be viewed as point constraints and x1, x2 as imposing no point constraints
(and can be disregarded).
Proof of Claim 10.0.2. There are two types of slits in D2 that start at y1: Type D
that goes straight down along γ1 and Type L that initially goes to the left along
σBP,3(γ2). As the slit D goes all the way down so that it hits r1, the punctures
q(y2), q(x2), q(y1) can be viewed as approaching one another on the domain F˙ ;
as the slit L goes all the way to γ2, the punctures q(y1), q(x1), q(y2) approach
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one another on F˙ . Moreover, for Type D, q(y1) comes right after q(y2), traveling
counterclockwise, whereas q(y1) comes right before q(y2) for Type L. These two
degenerations can be viewed as the ends of a 1-dimensional family of maps p̂ ◦ v :
F˙ → C.
Recall the Lefschetz fibration
p̂ : C2z1,z2 → Cζ , (z1, z2) 7→ z1z2,
and the Clifford torus T = {|z1| = 1} × {|z2| = 1} over |ζ| = 1. Let ǫ > 0
yˆ2
yˆ1
yˆ2
yˆ′1
FIGURE 30. The base of the Lefschetz fibration p̂. The circles are
p̂(T ) = {|ζ| = 1}. The path p̂ ◦ η goes counterclockwise from eiǫ
to e−iǫ, given by red dots.
be small. Referring to Figure 30, we view yˆ1, yˆ2 as points on T sitting over e
iǫ, 1
and take a path η on T which starts at yˆ1, is obtained by parallel transport around
∂D in the counterclockwise direction via a symplectic connection, and ends at
yˆ′1 sitting over e
−iǫ. The desired curve count is equivalent to the curve count in
Lemma 10.0.3 below and implies Claim 10.0.2. 
Lemma 10.0.3. The count of disks w : F → C2 modulo reparametrizations satis-
fying (i) and (ii) below is 1 modulo 2.
(i) w(∂F ) ⊂ T and w(F ) = D with degree 1.
(ii) w intersects yˆ2 and η.
Proof of Lemma 10.0.3. Refer to Figure 31, which depicts the Lagrangian torus T ,
where the vertical direction represents the fibers of p̂ : T 2 → {|ζ| = 1}. The
blue curves are boundaries of the 2 curves w1 and w2 that pass through yˆ2 by
Remark 9.3.5, and the curve η has slope 12 and connects from the fiber T
2
eiǫ over
eiǫ to the fiber T 2
e−iǫ
. As long as ǫ is small and yˆ1 does not go to yˆ2 as ǫ → 0,
the intersection number between η and w1 ∪ w2 is 1 modulo 2, which implies the
lemma. 
We now claim that the count of u from {yˆ1, yˆ2} to {x1, x2} mod 2 does not
change under a (generic) isotopy of D2: As we isotop the shape of D2, the 1-
dimensional family of curves from {yˆ1, yˆ2} to {x1, x2} can degenerate to an ind =
0 curve from {yˆ1, yˆ2} to {rˆ1, x2} and an ind = 1 curve from {rˆ1} to {x1} (or an
ind = 0 curve from {yˆ1, yˆ2} to {tˆ1, x1} and an ind = 1 curve from {tˆ1} to {x2}).
Since the ind = 1 curve types come in pairs by Remark 9.3.5, the mod 2 curve
count remains invariant as we pass through this bifurcation.
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yˆ2
yˆ1
yˆ2
yˆ′1
η
w1
w2
FIGURE 31. The sides of the torus T are identified and the top
and the bottom are also identified.
Case (3). We choose D3 as in Figure 28 such that the two critical values z1 and z2
are far apart and thatD3 has a long neck in the middle. A Maslov index calculation
implies that, in Case (3), ind(u) = 1 if and only if u is from {yˆ1, yˆ2} to {rˇ2, x2}.
We claim that the count of u : F˙ → R × [0, 1] × Ŵ from {yˆ1, yˆ2} to {rˇ2, x2}
is 1 mod 2. Observe that yˆ1, yˆ2, rˇ2 should be viewed as point constraints and x2
as imposing no point constraints. There are slits going to the left or down at y2
(labeled yL or yD) and slits going to the right or down at r2 (labeled rR or rD).
The slits yL and rR cannot be too long: if rR is long, then we are effectively
gluing a disk u1 about z1 with no constraint and a disk u2 about z2 with three
constraints, which is a contradiction; the situation for yL long is similar.
On the other hand, if yL and rR are not too long, then we are effectively gluing
a disk u1 about z1 with 2 constraints and a disk u2 about z2 with 1 constraint.
In the next paragraph we sketch a model calculation for u1 similar to Step 4 of
Theorem 9.3.6, which implies that the count of u1 is 1 mod 2. The gluing of u1
to u2 imposes another constraint on u2 and the count of u2 with 2 constraints is 1
mod 2 by a similar calculation. The claim then follows.
Model calculation. We use the notation from Step 4 of Theorem 9.3.6 and consider
Mw1J , where w1 = (w11, w12) = (ei(π−ǫ), 1) with ǫ > 0 small. Figure 32 gives
a schematic description ofMw1J analogous to Figure 13. The evaluation map evJ
from Equation (9.3.6) therefore mapsMw1J almost completely once around S1|z1|=1.
As long as w01 and w11 are not too close on S
1
|z1|=1
, the degree calculation implies
that #ev−1
J♦
(w01) = 1 modulo 2.
We also note that w01 and w11 not being close translates to the points corre-
sponding to yˆ1 and rˇ2 not being close. This implies that we cannot obtain a disk u1
that passes through yˆ1 and rˇ2 by adjusting the slit length of rR and that we must
use rD. Our model calculation corresponds to using the slit rD.
Case (4). Consider D4 as in Figure 29. In Case (4), ind(u) = 1 if and only if u is
from {yˆ1, yˆ2} to {tˇ2, x1}.
We claim that the count of u : F˙ → R × [0, 1] × Ŵ from {yˆ1, yˆ2} to {tˇ2, x1}
is 1 mod 2. Refer to Figure 29 for D4. The Fredholm index calculations are
analogous to those of Case (3). Consider the slits BR,PR of D4 that start at
t2, y2, respectively, and initially go to the right. If both slits BR,PR are too short,
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w11w12
w01w02
w01 = w11 w02
w12
w01
w11
w02
w12
w01
w11
w02 w12
z1z2
z1 z2
FIGURE 32. A schematic description of Mw1J analogous to Fig-
ure 13 but with a different w1.
then we are effectively gluing a disk u1 about z1 with no constraint and a disk u2
about z2 with three constraints, which is a contradiction. If PR is too long, then
u2 about z2 will have no constraints, which is also a contradiction. Hence PR is
short and BR is long. Also note that BR must be long but cannot be so long that
its other endpoint gets too close to z2, in which case u1 about z1 will also have no
constraints. This means that we are effectively gluing u1 about z1 with 1 constraint
corresponding to yˆ1 and u2 about z2 with 2 constraints corresponding to yˆ2 and tˇ2.
Calculations similar to those of Case (3) imply the claim.
Second Calculation. We show that
d{yˇ1, z2} = ~({rˇ2, x2}+ {tˇ2, x1}) mod 2.
As before, the loops inD that are concatenations of an arc each of
γ1, γ2, σBP,3(γ1), σBP,3(γ2)
and that switch at y1, z2 are given by:
y1 → r1, r2, x1 → z2 → t1, t2, x2 → y1,
but the only loops that can possibly bound domains with nonnegative weights are:
(1) y1 → r2 → z2 → x2 → y1,
(2) y1 → x1 → z2 → t2 → y1.
They both bound quadrilaterals and by Lemma 9.4.1 (1) contributes {rˇ2, x2} and
(2) contributes {tˇ2, x1} mod 2 to the differential. This completes the proof of the
second calculation and the proof of Theorem 1.2.4. 
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