Given a linear system Ax = b, where A is a dominant diagonal matrix with positive diagonals and non-positive off-diagonals, but b has both positive and negative components, necessary and sufficient conditions on b, are derived to guarantee that x, is positive. 
h=l play an important role in economic theory because of their two special properties. First, all their eigenvalues have positive real part, a fact which plays a key role in the stability analysis of general equilibria and in the study of gross substitutability. Second, the inverse of such a matrix is a non-negative matrix, so that whenever the vector b has only positive entries, the solution x of the system Ax=b (2) has all positive entries too. This fact is the central ingredient in Leontief's input-output analysis of economic systems and in the Stolper-Samuelson study of world goods prices. See Takayama (1974) and Berman and Plemmons (1979) , for example, for detailed discussions of the theory and applications of matrices which satisfy (1).
For simplicity of notation, we will call such matrices ddm-matrices, because they are closely related to M-matrices and to Metzler matrices. They are precisely the dominant diagonal matrices which arise in the above economic models. They also arise naturally in finite difference methods for partial differential equations, in the linear complementarity problem in operations research and in the study of Markov processes in probability and statistics.
In this note, we do some fine-tuning on the second property of ddm-matrices: the positivity of the solution x of (2) If the resulting A satisfies (l), as it does in Jacquez et al. (1988) , then one wants to know the sign of d y,/dz, even though the right-hand side of (2) may have entries with both signs.
The following theorem provides necessary and sufficient conditions for concluding that a given component x, of the solution x of (2) 
i=T This is the condition we will use in the proof of the Theorem 1 and that was used in applying this theorem in Jacquez et al. (1988) . Proof of Theorem 1. The proof follows from solving (2) by Gaussian elimination, noting that the square submatrices that result after each pivot are still dominant-diagonal, and keeping track of the right-hand sides (RHSs) through this process. Without loss of generality, we will take j to be n. 
1: . .
where each aij 2 0 and 0 I c ah] < aj,, It follows that X, > 0.
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To prove part (b) of Theorem 1, we assume without loss of generality that 6, > 0 and b, + b, + . . . + b, < 0 for some k. For the conclusion of part (b), take A, to be the identity matrix and take A, to be the ddm-matrix . . .
.
where the top-left block is k x k, the bottom-right block is the (n -k) x (n -k) identity matrix, and the other two blocks are zero matrices. Choose E small enough so that ( x,=c.b=(l+~)b,+b~+ ... -tb,<O. q An advantage of this approach to dominant diagonal matrices is that it is easy to recover the classical properties of ddm-matrices from the statement and proof of Theorem 1. 
Proof.
The proof of Theorem 1 clearly showed that all the pivots of A are positive. Since the determinant is the product of the pivots, det A is positive and A is non-singular. Since every principal submatrix of A satisfies (l), every principal minor of A is positive. Since the coefficient of xk in the characteristic polynomial of A is ( -l)k times the sum of the k th order principal minors, these coefficients alternate in sign. By Descartes' Rule of Signs, all the zeros of the characteristic polynomial of A, i.e., the eigenvalues of A, have positive real part. Statement (d) follows immediately from Theorem 1, since every component of a positive vector satisfies condition (3). Statement (e) follows from statement (d) and the continuity of linear maps. Finally, statement (f) follows statement (g) and the fact that the jth column c, of A -I is the solution x = cj of the system Ax = e,, where e, is the jth canonical basis vector, a non-negative vector. 0
