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Texture Analysis of Aggressive and Nonaggressive
Lung Tumor CE CT Images
Omar S. Al-Kadi*, Member, IEEE, and D. Watson
Abstract—This paper presents the potential for fractal analysis
of time sequence contrast-enhanced (CE) computed tomography
(CT) images to differentiate between aggressive and nonaggressive
malignant lung tumors (i.e., high and low metabolic tumors). The
aim is to enhance CT tumor staging prediction accuracy through
identifying malignant aggressiveness of lung tumors. As branching
of blood vessels can be considered a fractal process, the research ex-
amines vascularized tumor regions that exhibit strong fractal char-
acteristics. The analysis is performed after injecting 15 patients
with a contrast agent and transforming at least 11 time sequence
CE CT images from each patient to the fractal dimension and de-
termining corresponding lacunarity. The fractal texture features
were averaged over the tumor region and quantitative classifica-
tion showed up to 83.3% accuracy in distinction between advanced
(aggressive) and early-stage (nonaggressive) malignant tumors.
Also, it showed strong correlation with corresponding lung tumor
stage and standardized tumor uptake value of fluorodeoxyglucose
as determined by positron emission tomography. These results in-
dicate that fractal analysis of time sequence CE CT images of ma-
lignant lung tumors could provide additional information about
likely tumor aggression that could potentially impact on clini-
cal management decisions in choosing the appropriate treatment
procedure.
Index Terms—Fractal dimension (FD), lacunarity, texture
analysis, tumor aggression.
I. INTRODUCTION
COMPUTED TOMOGRAPHY (CT) is one of the bestimaging techniques for soft tissue imaging behind bone
structures [1]. A modern multislice CT machine enables the
rapid acquisition of precise sets of successive images with very
high resolution supporting a more confident diagnosis. Mul-
tislice CT images having millimeter slice thickness and high
spatial resolution, with fast acquisition times, minimizes arti-
facts due to abdominal movement and enables the clear visu-
alization of anatomical features and structures for the purpose
of anatomical texture analysis. Yet, conventional anatomical
imaging of lung cancers gives little indication as to tumor ag-
gression apart from size (i.e., big is bad) and ground glass (i.e.,
favorable) opacification, while the status of the tumor vascula-
ture is related to tumor aggression and survival [2]. Assessment
of lesion heterogeneity and/or surface irregularity on CT and
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chest radiographs, including fractal analysis, can distinguish
between normal tissue and tumors [3]–[10]. Nevertheless, com-
mercial systems for computer-assisted diagnosis of lung nodules
are available for lesion detection and not for characterization
and identification of aggressiveness through examining image
texture.
Texture analysis is concerned with the study of the variation
in intensity of image elements (pixel) values acquired under
certain conditions. From a medical imaging perspective, phys-
ical quantities at scales smaller than the scales of interest can
be analyzed for proper classification [11]. In this research, the
image intensities are transformed to the fractal dimension (FD)
domain for the purpose of texture analysis of the fractal features
(i.e., fractal analysis). The process of fractal analysis has many
applications including image compression and segmentation as
well as in image processing. Being able to extract useful other-
wise hidden information through digitally processing medical
images is an important tool for physicians to support the accu-
rate diagnosis without the need for biopsies—a process that can
be unpleasant for patients and requires time, effort, and incurs
additional costs. The ability to predict the type of tumor with
good accuracy from the image could be very advantageous.
Many studies have applied fractal analysis for different imag-
ing modalities using different approaches for the calculation
of FD in cases where expert radiologists may have difficulty
in identifying features. A number of studies reported success-
ful results making use of fractals in texture analysis that are
summarized in Table I.
Most studies were primarily concerned with distinguishing
between normal and abnormal cases. This research is more con-
cerned with lung tumor classification by determining FD feature
vectors for regions of interest (ROIs), and using these vectors
as predictors for tumor aggression. So far, investigation of ab-
normal cases only (i.e., aggressiveness of malignancies) and
classifying them according to their aggressiveness and deter-
mining how FD relates to real medical key indicators was not
investigated before.The aim is to improve tumor stage predic-
tion accuracy and not simply differentiating between normal and
abnormal tissue. Amongst malignant lesions, the propensity for
spread of tumor to other organs is variable. More aggressive
lesions are associated with earlier and more extensive tumor
spread. The extent of spread is described by the tumor stage,
with higher stages reflecting more extensive disease. The ability
of conventional CT to accurately determine the stage of lung
cancer is limited in comparison to functional imaging tech-
niques such as fluorodeoxyglucose positron emission tomogra-
phy (FDG-PET) [12]. Furthermore, FDG-PET can assess tumor
metabolic activity that also tends to be greater in aggressive
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TABLE I
SOME STUDIES THAT USED FD FOR TEXTURE ANALYSIS AND CLASSIFICATION
tumors. Therefore, it would be very promising if tumor aggres-
sion could be determined with good accuracy through examining
its texture from contrast-enhanced (CE) CT images only.
The FD of a structure provides a measure of its texture com-
plexity. For example, if the pixel intensities in a CT image are
regarded as the height above a plane, then the intensity sur-
face can be perceived as a rugged surface. Fractals deal with
structures that are not exactly Euclidean (i.e., “in-between di-
mensions”) giving the potential for a richer description of the
examined surface, resembling in analogy the relation of fuzzy
logic to digital logic. Although the FD alone cannot provide
sufficient information to indicate the aggression of the tumors,
this paper extracts vector basis of FDs for tumor ROIs and cor-
relates them with other clinical factors, investigating whether
the texture complexity could be linked to other factors that have
already been shown to be capable of predicting the aggression
of the examined tumor in its early stages.
This paper describes the research as follows. Section II pro-
vides an overview of the notion of fractal dimension. Section III
describes the procedures and methodology, followed by exper-
imental results and a discussion in Sections IV and V, respec-
tively. The paper ends in Section VI with a conclusion.
II. THEORETICAL CONCEPTS OF FRACTAL DIMENSION
Mathematically, fractals can be defined as a geometrical set
whose Hausdorff–Besicovitch dimension strictly exceeds the
topological dimension [13]. The term fractal was first introduced
by Benoit Mandelbrot to describe non-Euclidean structures that
show self-similarity at different scales. Given that most biologi-
cal and natural features show discontinuities and fragmentation,
they tend to have an FD. Also most of these natural structures
are complex and rarely have an exact Euclidean (smooth) shape
so that they can be precisely measured.
In Euclidean n-space, a bounded set S can be considered
statistically self-similar if S is the union of Nr nonoverlapping
subsets with respect to a scaling factor r, each of which is of
the form r(Sn ) where the Nr and Sn sets are congruent in
distribution to S. Thus, the Hausdorff–Besicovitch-which is the
fractal dimension—of a bounded set S in n is a real number
used to characterize the geometric complexity of S in the same
way as length is used as a measurement tool in the Euclidean
(discrete) space. Hence, the FD can be computed as follows [13]:
FD =
log(Nr )
log(1/r)
(1)
where Nr is the number of self-similar (invariant) shapes and r
is the corresponding scaling factor.
Actually, most natural and some mathematical self-similar
fractals are random, meaning that they scale in a statistical fash-
ion. The resemblance between shapes seen at different scales
in natural fractals—and blood vessels branching in lungs are
an example—is usually approximate and are considered to be
random rather than self-similar. In theory, the FD of a structure
examined should have invariant self-similar fragmented and ir-
regular shapes at all scales of measurement reaching to infinity.
Yet, in biological structures, this could only be true for a finite
number of scales, depending on the resolution and depth of the
acquired image. Therefore, for each examined natural fractal,
there is a finite scaling range, such that below and above it, the
structure becomes smooth (i.e., Euclidean) or completely rough
and non-self-similar (i.e., random).
In order to differentiate between two textures if their FD
value was to be identical even though the two textures might
not be similar, we need to compute the lacunarity of the FD
texture. Lacunarity measures the “lumpiness” of the fractal data,
providing metainformation about the computed FD values in the
image. The higher the lacunarity, the more inhomogeneous the
examined fractal area and vice versa. It is defined in terms of the
ratio of the variance over the mean value of the function as in (2),
where M and N are the sizes of the FD processed image I [11]
L =
1/MN
∑M−1
m=0
∑N−1
n=0 I(m,n)
2(
1/MN
∑M−1
k=0
∑N−1
l=0 I(k, l)
)2 − 1. (2)
III. METHODOLOGY
The research described in this section is divided into the fol-
lowing phases. The first is the processing phase where all sets of
sequences of CE CT images—in digital imaging and communi-
cation in medicine (DICOM) format—are acquired for each case
and then transformed to FD values for each pixel. The FD trans-
formation resulted in images that were considerably enhanced
compared to the original images, making it easier to extract
the tumor ROIs. The edges separating different tissue structures
and the branching structures of the large blood vessels become
more distinguishable. Then comes the fractal analysis phase
where the maximum FD average (FDavg ) is computed—an av-
erage FD value for the tumor area is calculated for each image
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in the time series and the maximum was selected—with its cor-
responding lacunarity (i.e., the degree of nonhomogeneity). The
baseline FDavg is also calculated as the FD of the tumor in the
first image in the sequence of DICOM images once the contrast
agent starts to diffuse, directly after injection. These values are
then correlated with two markers of survival: tumor stage and
standardized tumor uptake value of FDG as determined by PET.
Finally, the impact of CT acquisition parameters on FDavg and
lacunarity is investigated using a phantom structure.
A. Image Acquisition
In the first part, quantitative CE CT was incorporated into 15
patients’ (ten males and five females with age 63 ± 8 years,
and having lung cancers greater than 10 mm2) conventional CT
examination performed for clinical tumor-staging. A dynamic
sequence of 12 bits per pixel DICOM images of the thorax was
acquired at the anatomical level containing the largest transverse
dimension of the lung tumor. Fifty milliliters of conventional
contrast material (Iopamidol, Bracco, Milan) with an iodine
concentration of 370 mg/mL were administered intravenously
at 7 mL/s. Patients were instructed to hold their breath during
the examination period. Data acquisition started at the time
of contrast material injection, and from 1 to 14 one-second
images with a slice thickness of 10 mm (120 kV, 300 mAs)
were obtained using a cycle time of 3 s.
The second part of the acquisition process required that all
patients undergo a PET-FDG scan for acquiring two markers of
survival—tumor stage and standardized tumor uptake value of
FDG—that gives a better prediction of the tumor state.
Using this approach, we managed to record the change in
intensity that the contrast agent contributes as it diffuses in the
blood vessels, reaching its peak and eventually when it starts to
diffuse away. As the blood vessels become more apparent, the
chaotic nature of the blood vessels in the lungs can be examined
more easily. Hence, the FD, as it changes during the time when
the contrast agent concentration is rising and then falling in the
tumor, can be compared with different tumor stages. Moreover,
the PET-FDG markers of survival would justify the accuracy of
the used texture analysis method.
B. FD Transformation
The acquired CE CT images are transformed to FD images
using the differential box-counting (DBC) algorithm [14]–[18]
at various different scales then displayed for tumor ROI iden-
tification, followed by texture analysis. The DBC approach is
commonly used when dealing with thousands of data values per
sample (the images here are all 512× 512 pixels in size) [19]. In
this study, both the DBC and fractional Brownian motion (fBm)
algorithms were in fact initially applied to the images, the DBC
algorithm was adopted for subsequent analysis as it performed
faster in the FD calculations of the 512 × 512 CE CT images.
The original DICOM image I(x, y) of size M × N is trans-
formed to an FD image by applying a varying size nonlinear
kernel w(s, t) of size m× n as in (3) that operates by block
processing on the neighboring pixels and finds the difference
between the highest (pmax) and lowest (pmin) intensity pixels
Fig. 1. Surface of the selected ROI shown in Fig. 4 displaying the maximum
and minimum peaks.
Fig. 2. Scaling factor (r) versus required number of boxes to overlain each
image pixel (Nd ) in log–log scale.
(see Fig. 1). The two variables a and b are nonnegative integers
that are computed in order to center the kernel w(s, t) on pixel
pxy in the original image. The kernel is calculated as in (3) and
applied as in (4)
w(s, t) =
a∑
s=−a
b∑
t=−b
floor
[
pmax − pmin
r
]
+ 1 (3)
where r = 2, 3, 4, . . . , j
a = ceil
(
m− 1
2
)
, b = ceil
(
n− 1
2
)
and
Nd(x, y, d) =
a∑
s=−a
b∑
t=−b
w(s, t)I(x + s, y + t)
(
j
r
)2
(4)
where d = 1, 2, 3, . . . , j–1 is the dimension of matrix
Nd(x, y, d) that represents the necessary number of boxes nec-
essary to overlay the image. Empirically, the scaling factor r
was chosen to be in the range between 2 and 9. Theoretically,
r should represent how much a specific structure of pixels are
self-similar to its surrounding. For the 512 mm × 512 mm
CE CT images having a resolution of 12 bits per pixel, Fig. 2
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Fig. 3. (a) Original baseline image (slice 1) lower and upper arrows indicating tumor and blood vessel location, respectively. (b) Windowed DICOM image
(slice 1). (c) Fractally transformed baseline with image (slice 1).
Fig. 4 (a) Original maximum contrast image (slice 5). (b) Windowed DICOM image (slice 5). (c) Fractally transformed maximum contrast image (slice 5).
shows that the best scaling is achieved in this range (i.e., cor-
relation between Nd and r is greater than 0.94) as the FD im-
age starts to become blurry—due to nonlinearity and resolution
constraints—if we tend to extend the range much more further
that would certainly change the accuracy of the calculated FD
value. Similarly choosing a smaller range would result in in-
sufficient surrounding pixels to correctly estimate the FD value.
Finally, the slope of the linear regression line of Nd(x, y, d) and
r would represent the FD of that pixel. The Appendix describes
how the fractal slope was generated.
To further investigate the fractal homogeneity of the lung
tumor texture, FD lacunarity was also computed.
C. Region of Interest and Feature Extraction
Having the FD-transformed images and under the supervi-
sion of a clinical expert, it became comparatively easy to select
an ROI that lies within the tumor area for all images in the se-
quence for each patient. The ROIs were selected manually as
using an automated segmentation procedure could not guaran-
tee the texture of the tumor area not to include accidently some
surrounding tissue. Fig. 3(a)–(c) shows the baseline CT image
(slice 1) once the contrast agent starts to diffuse, before and af-
ter FD transformation. In the upper right side of the left lung in
Fig. 4(a), it can be seen that the blood vessel became very bright
as compared to Fig. 3(a). This corresponds to the point at which
Fig. 5. Selected FD tumor ROI enlarged to show texture.
the effect of the contrast agent appears to be at its maximum,
which varies from one case to another. In this case, it reached its
maximum in the fifth slice. The vascularization of the tumor—
indicated by the lower white arrow—can be easily distinguished
from the surrounding structure, as shown in Fig. 4(c). Figs. 3(b)
and 4(b) are the windowed versions of the original DICOM
images with the window width (WW) and window gray level
(WL) set in Hounsfield units for tumors, which are 300 and
20 HU, respectively. Then the ROIs are extracted for each
set (see Fig. 5) by first displaying the first image in the set
of images and bounding the examined area by a polygon.
We have to ensure that no surrounding tissue is included in
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Fig. 6. From left to right—11 ROIs extracted from 11 successive CT images
with slice 3 giving the highest FDavg .
TABLE II
SLICES FOR PHANTOM GROUP 3 SHOWING CORRESPONDING CT ACQUISITION
PARAMETERS [X-RAY TUBE VOLTAGE (V ) AND CURRENT (C )] FOR FRACTAL
FEATURES (FDAVG AND LACUNARITY)
this polygon in any of the sequence of images, since respira-
tory motion may affect the image registration. Subsequently,
identical ROIs are extracted from all successive slices. Again
all ROIs are visually checked for no inclusion of nearby
boundaries due to patient’s possible respiratory motion (see
Fig. 6). Finally, the average FD is computed for each ROI
for each time sequence image for a specific patient and then
selecting the maximum FDavg that will be correlated with
the already-known tumor stage and FDG value. It should be
noted that all procedures in this study have received ethical
approval.
D. Impact of CT Tube Voltage and Current on FDavg
and Lacunarity
To further investigate what impact the X-ray voltage and
tube current parameter might have on the calculated FD texture
measures from CE CT images, using a phantom structure, four
different data sets with ten slices in each and having a fixed
5-mm thickness was acquired by varying the voltage and tube
current for each slice. All 40 slices were processed to get the
FDavg and lacunarity features, as shown in Table II for one
of the sets. Then, each corresponding slice from each set is
placed in a separate group, each group represents a specific
Fig. 7. Fractally transformed images. (a) Early-stage nonaggressive lung tu-
mor. (b) Advanced stage aggressive lung tumor.
TABLE III
NUMBER OF CASES GREATER THAN THRESHOLD 1.913
slice number giving us a total of ten groups with four slices
in each. The standard deviation for each group was computed
to see which group (i.e., slice number acquired according to
a specific voltage and current value) would represent the least
error in the calculation of FD texture measures.
IV. EXPERIMENTAL RESULTS AND EVALUATION
A. Fractal Analysis
Most cases that were diagnosed as aggressive tumors (stages
3 and 4) gave a higher FDavg value as compared to the nonag-
gressive cases (stage 1). For example, results gave an FDavg
value of 2.046 for lung tumor ROI classified as aggressive (i.e.,
high metabolic) in Fig. 7(a), while Fig. 7(b), classified as nonag-
gressive (i.e., low metabolic), gave a much lower FDavg value
of 1.534.
Choosing the value of 1.913 that is the median of all maxi-
mum FDavg values referring to all 15 cases we analyzed to act
as a threshold differentiating between aggressive and nonag-
gressive tumors, Table III shows the most aggressive tumors
(stages 3 and 4) that are all highly metabolic lie above this
threshold, with 83.3% of stage four cases above the threshold.
This threshold could be used in CT scan software systems that
would assist the physician in distinguishing between aggressive
and nonaggressive cases.
Also, as shown in Table IV for every tumor stage, the higher
the FD, the lower the corresponding lacunarity value, and also
shows greater homogeneity. This gives some indication that ag-
gressive tumors tend to be more homogeneous. Moreover, the
average lacunarity over the whole set of image sequence refer-
ring to each case correlates strongly with FDG (ρ = −0.6273
and p = 0.0123).
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TABLE IV
FD TEXTURE ANALYSIS DATA FOR ALL 15 CASES
Fig. 8. Different sequence of FD ROIs, representing four different stage tu-
mors and four normal, upper four sequences are the lung tumor FD ROIs that
represent four different stages while the lower four sequences are corresponding
normal FD ROIs.
Moreover, Fig. 8 shows an 11-sequence of eight different FD
ROIs with the starting slice 1 acting as the baseline image and
slice 11 is when the contrast agent has completely diffused.
These FD ROIs are classified as four normal and four vascular-
ized (i.e., tumor) that refer to the four different stages of lung
tumors. For each tumor FD ROI, a corresponding normal region
is selected from the normal part of the lung; by this, we have
two ROIs from each case.
It can be seen that nonaggressive tumors (e.g., stage 1) such as
the fifth dotted line from down in Fig. 8 tend to have a different
range than other tumors—upper three lines in Fig. 8—where
their FDavg values are all above 2, with stage 4—first solid line
from up—achieving the highest FD value. Also, normal ROIs
Fig. 9. Significant correlation between standard tumor uptake of FDG with
maximum and baseline FDavg .
were included in the graph for clarification purposes to make
sure that their FDavg ranges values are completely different to
those of the tumor, especially if the baseline or maximum FDavg
was used for classification.
B. Statistical Tests
Using the Spearman rank-order correlation test, the tumor
baseline FDavg and the maximum FDavg were correlated with
the corresponding lung tumor stages, giving a correlation coef-
ficient of 0.537 and 0.52 with a significance level of 0.0387 and
0.0468 for two-tailed p-value, respectively.
Also, using linear regression, the tumor maximum FDavg and
baseline FDavg correlated with tumor uptake of FDG as deter-
mined by PET, giving ρ = 0.63, p = 0.012, and ρ = 0.634, p =
0.011, respectively (see Fig. 9).
A summary of the complete results for all sets of sequences
of images corresponding to 15 patients is given in Table IV. The
table shows for each patient the number of slices acquired, tumor
stage, area of tumor, computed FDG value, the maximum FDavg ,
and its corresponding lacunarity, as well as the baseline FDavg ,
and the behavioral direction ∆FD. ∆FD simply represents the
difference between the minimum and the maximum FDavg rate
of change with respect to time. It shows that only two cases
from all 15 had a positive trend and these cases were classified
as stage 1 (i.e., early stage). This needs to be further investigated
through applying this procedure to more cases to see whether
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Fig. 10. Standard deviation of fractal features for groups of similar phan-
tom slices acquired under specific voltage (in kilovolts) and tube current (in
milliamperes) CT parameters.
∆FD for early-stage tumors in time series CE CT images tend
to change in a different way.
C. Phantom Tests
Group 2 for FDavg and group 6 for lacunarity gave the least
error, as shown in Fig. 10. From Table II, the corresponding
voltage and current parameters for FDavg and lacunarity are
80 kV and 150 mAs, and 120 kV and 100 mAs, respectively.
V. DISCUSSION
This study aims to specify a lung tumor aggression index
to assist in better classifying and staging lung tumors from
CT images without the need of a PET scan. Results show that
selecting tumor ROIs from slices that have the maximum and
baseline FDavg can improve stage prediction.
The presumed reason behind the observation that nonaggres-
sive cancers have a lower maximum FDavg value as compared
to the aggressive cancers is that given which blood vessels in the
lungs appear as fractals, the action of administering a contrast
agent will enhance the intensity of the blood vessels in the im-
age, as we are viewing the image from an FD perspective. We
would expect that the FDavg would increase with time reach-
ing a maximum at some point near the middle image of the
sequence, after the tumor has been infused by the contrast agent
and before it has started diffusing away. Although this is true
for ROIs from nonaggressive cancers, as the blood vessels in
that region still maintain some of its fractal characteristics, in
the aggressive tumors, the general shape of the blood vessels
has been altered and deformed in such a way, becoming very
rough, resulting in some increase in the original blood vessels’
fractal characteristics. This increase in roughness contributed to
the observed maximum FDavg value in these cases as compared
to the nonaggressive cases.
Regarding the selection of the DBC algorithm, Penn and
Loew [20] studied the effectiveness of the DBC algorithm and
the power spectrum that is based on an fBm algorithm, in per-
forming texture analysis to separate classes of blood cell im-
ages. They suggest that these approaches may be inaccurate if
applied to data-limited, low-resolution images. We overcame
this problem by using high-resolution CE CT scans for image
acquisition. The images that we applied the DBC algorithm to
had a resolution of 12 bits per pixel with no obvious distorting
noise, thus ruling out any possibility of miscalculations in the
FD computations due to poor resolution.
The DBC algorithm transformed the image to the FD approx-
imately 2.5 times faster than the fBm approach; therefore, it was
adopted for subsequent analysis. In order to reduce processing
time still further, we could have transformed just the ROIs to
the FD values, and perform the subsequent fractal analysis on
these data. However, as the FD transformation is a very effec-
tive edge enhancer technique [21], we decided to enhance the
acquired image first in order to help identify the tumor region
precisely, ruling out any possible inclusion of any adjacent tis-
sue boundaries into the FD tumor calculations. This is especially
important as we are working with multiple CE CT images ac-
quired over time where the tumor area can change in size and
position due to the patient’s respiratory movements. Hence, we
needed to balance the tradeoff between choosing the smallest
possible area size for the whole sequence of CE CT images not
including any nearby normal tissue, and making sure that the
ROI is sufficiently large to obtain an accurate FD estimate of
the examined tumor region.
Additionally, Lee et al. [22] used a kernel that calculates the
standard deviation multiplied by two inside the operating box
instead of the difference between the maximum and minimum
intensities divided by the scaling factor in order to reduce the
effect of noise in the acquired images. Although the FD tends to
not enhance noise since it is a roughness representation of the
surface [21], the CE CT images that we processed had a high
spatial resolution, comparatively free from visible noise. So us-
ing the standard deviation method on high-quality images could
result in loss of some relevant information from the processed
image; it was therefore more appropriate to use the differential
method for our case.
Others used the same modality for texture analysis. Kido
et al. [5], [6] and Uppaluri et al. [23] showed that FD for lung
CT images could be useful in differentiating between normal
and abnormal lung tissues for nontumor cases. In contrast, our
focus was specific to only abnormality trying to differentiate
between lung tumors upon their aggression. Also, we used time
sequence CE CT images to more reliably estimate the FD while
the previously mentioned two studies operated on ordinary CT
images. This assisted us in identifying to what extent we can
extend the range of the scaling factor confidently in the DBC
algorithm so that the computed FD for each pixel would have
more fidelity. Furthermore, to assess the accuracy of the com-
puted texture measures, we correlated the FDavg values for ROIs
with the medical key factors, FDG and staging, that were mea-
sured using PET. Hence, we can better estimate the stage and
aggression state of the examined tumor from CT images.
Lacunarity of the FD-transformed ROI was measured to
further differentiate between ROIs that showed similar FD
values. Moreover, it was shown that calibrating the CT voltage
and tube current parameters with the values presented in the
experimental results section would assist in calculating the FD
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texture measure more accurately, yet it needs to be verified on
real CE CT lung images to check consistency.
Nevertheless, the analysis of tumors less than 10 mm2 in size
in this study would have been possible, but the inherent noise
resolution of CT would make such analysis unreliable. The re-
sults would have been better improved if CT slice thickness was
thinner and the data acquired with a higher resolution (e.g., 16
bits per pixel). This could have made possible the investigation
of tumors having a size smaller than 10 mm2 . However, the like-
lihood of increased noise when acquired images are of higher
resolution reduces the accuracy of the texture estimates.
VI. CONCLUSION
A fractal analysis of aggressive and nonaggressive lung tu-
mors based on correlation with other related key medical factors
was proposed in this study. Previous work done was mainly con-
cerned with distinguishing normal and abnormal tissue, while
this technique assesses the potential for tumor FD measurements
through CE CT images to provide an indication of tumor aggres-
sion. After specifying a threshold, most late-stage cases resulted
in a higher FDavg as compared to the early cases. Moreover,
there was a significant correlation between tumor stage severity
and FDG—acquired by PET scan—with the baseline and max-
imum value of FDavg occurring in one of the time sequence CE
CT images. This implies that the FDavg value computed from
the tumor ROI could serve as a prognostic marker assisting in
deciding whether the tumor should be further investigated by a
PET scan.
Usually aggressive cancers are dealt with by nonsurgical pro-
cedures such as chemotherapy, since surgical intervention can
provoke the tumor to spread and grow faster. These preliminary
results could assist physicians in noninvasively investigating the
behavior of the examined lung tumor from time sequence CE
CT images with no need of biopsy to be taken. It was also shown
that through selecting the appropriate CT-acquisition parame-
ters can play a significant role in improving the computation
accuracy of the FD.
Studying the effect of CT image reconstruction algorithms
on FDavg and the application of this technique to other imaging
modalities (MRI and ultrasound) and for brain tumors is being
investigated.
APPENDIX
After computing the multidimensional matrix Nd(x, y, d),
where the first dimension d represents the original image after it
has been filtered by kernel of scale 2, and the second dimension
represents the image filtered by kernel of scale 3, etc., until
reaching the highest scale j
Nd(x, y, d) =


p11d p12d · · · · · · p1N d
p21d p22d · · · · · · p2N d
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.
.
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.
.
.
.
.
.
.
.
.
.
.
.
.
pM 1d pM 2d · · · · · · pM N d


(A1)
where M and N are the sizes of the processed image, and
d = 1, 2, 3, . . . , j–1 is the dimension of the matrix Nd(x, y, d).
Fig. 11. Obtaining an array of row vectors from a multidimensional array
Nd (x, y, d).
Given Nd(x, y, d) that represents the number of boxes nec-
essary to cover the whole image, we perform the log operation
on all elements of Nd(x, y, d) and the corresponding scaling
factor r. One of the advantages of the logarithm operation is
that it expands the values of the dark pixels in the image while
compressing the higher brighter level values; also it compresses
the dynamic range of images with large variations in pixel val-
ues [24].
After applying the logarithmic operations, each element
from each array in Nd(x, y, d) will be saved in a new row
vector v.
That is, the first element in all arrays of Nd(x, y, d) will
compose vector v1 , and all second elements will compose vec-
tor v2 , etc., as shown in (A2). This process is depicted in
Fig. 11.


v1
v2
v3
.
.
.
vM×N

 =


p111 p112 · · · · · · p11j
p121 p122 · · · · · · p12j
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
pM N 1 pM N 2 · · · · · · pM N j


.
(A2)
Finally, by having the number of boxes required to cover the
entire image area Nd(x, y, d) with the scaling factor r, we can
determine the slope bxy of the least square linear regression line
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by computing the sums of squares:
Skk =
j−1∑
l=1
r2 −
(∑j−1
l=1 r
)2
j − 1 (A3)
Skv =
j−1∑
l=1
rv −
(∑j−1
l=1 r
)(∑j−1
l=1 v
)
j − 1 . (A4)
The slope of the linear regression line gives the FD:
FD(x, y) = bxy =
M∑
x=1
N∑
y=1
Skv
Skk
=


b11 b12 · · · · · · b1N
b21 b22 · · · · · · b2N
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
bM 1 bM 2 · · · · · · bMN


. (A5)
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