Abstract: In [1], Blanc, Le Bris and Lions have introduced the notion of stochastic diffeomorphism together with a variant of stochastic homogenization theory for linear and monotone elliptic operators. Their proofs rely on the ergodic theorem and on the analysis of the associated corrector equation. In the present article, we provide another proof of their results using the formalism of integral functionals. We also extend the analysis to cover the case of quasiconvex integrands. 
Introduction
In [1] , Blanc, Le Bris and Lions have introduced the notion of stochastic diffeomorphism together with a variant of stochastic homogenization theory for linear and monotone elliptic operators. Their proofs rely on the ergodic theorem and on the analysis of the associated corrector equation by the means of Tartar's oscillating test functions or two-scale convergence. In [2] , they draw the link between this stochastic variant of the homogenization theory and their previous work on stochastic lattices in [3, 4] . Using another classical approach to the homogenization theory, we give an alternative proof of (some of) their results, and extend them to the quasiconvex case. Our proof, which closely follows the one by Dal Maso and Modica in [5] , is based on the compactness of a class of integral functionals with respect to Γ-convergence, on the ergodic subadditive theorem and on an argument related to the invariance of a thermodynamic limit with respect to properly invading domains. The latter argument is interesting since it illustrates how the assumptions made by Blanc, Le Bris and Lions allow to obtain such an invariance, which is typical to statistical mechanics approaches.
Correspondingly, Γ-convergence results for discrete energies on stochastic lattices have been announced in [6] and will be detailed in [7] .
This article is organized as follows. In the first section, we recall the stochastic framework introduced in [1] together with the subadditive ergodic theorem [5, 8] . In Section 2, we recall some homogenization results in terms of Γ-convergence of integral functionals and state our main results. The last section is dedicated to their proofs. 
Stochastic framework
Throughout the paper, we denote by (Ω, F, P) a probability space. For any random variable X ∈ L 1 (Ω, dP), we denote by E(X) = Ω X(ω)dP(ω) its expectation. For n ≥ 1, we also consider a translation group {τ k } k∈Z n that acts on the probability space. We assume that it preserves the probability measure P and that it is ergodic in the following sense: for all B ∈ F, (τ k (B) = B ∀k ∈ Z n ) =⇒ (P(B) = 0 or 1).
A random variable ρ ∈ L 1 loc (R n , L 1 (Ω)) is said to be stationary if for all z ∈ Z n , for almost every x ∈ R n and almost surely,
This type of stationarity is discrete since z ∈ Z n , and is related to the periodicity in law considered by Dal Maso and Modica in [5] . It differs from the more classical continuous stationarity setting of [9] , which is also discussed in Subsection 2.4.
Stationary stochastic diffeormorphisms
Given a probability space, an ergodic translation group and the notion of stationarity recalled above, Blanc, Le Bris and Lions have introduced in [1] the notion of stationary stochastic diffeomorphism.
Definition 1 An application
, which is continuous in the first variable and measurable in the second variable, is said to be a stationary stochastic diffeomorphism if
• ∇Φ is stationary in the sense of (2), if its Jacobian is uniformly bounded from below
and if its gradient is uniformly bounded from above
In order to prove homogenization results related to stationary stochastic diffeomorphisms, we will need the following ergodic theorems. 
Ergodic theorems
The ergodic theorem can be written as follows
) be a stationary random variable in the sense of (2).
As a consequence, we have
In the present work we will mainly focus on multiple integrals, which requires the use of another form of the ergodic theorem, namely the subadditive ergodic theorem. We recall here the version by Dal Maso and Modica, which is a corollary of the original result by Akcoglu and Krengel. Let A denote the open bounded subsets of R n . A set function µ : A → R is said to be subadditive if
for every A ∈ A and for every finite family (A k ) k∈K in A such that
Let M = M(c) be the family of the subadditive functions µ : A → R such that
where c is a fixed positive constant. Given the above definitions, there holds Theorem 2 [8, 10, 5] Let µ : Ω → M be a subadditive process satisfying (5) . If µ is stationary in the sense of (2) , that is
then µ is ergodic and there exists φ ∈ R, such that for P-almost every ω and for every cubẽ
Main results
In the first subsection, we recall some definitions and properties of integral functionals. The main results are presented in the three following subsections. First, we give a variant starting from the periodic case, then we provide a variant starting from the classical stochastic case.
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Homogenization and Γ-convergence
We assume the reader is familiar with the basic properties of the Γ-convergence theory. Should the need arise, [11, 12] provides with a good introduction and [13] gives a more systematic study of the subject. For consistency, let us recall some notation and properties of the Γ-convergence in Sobolev spaces. In the sequel, W 1,p (A) denotes the Sobolev space for A ∈ A and p > 1. 
(ii) Recovery sequence:
Definition 2 is also refered to as the sequential Γ-convergence since it is stated using the convergence of sequences. We refer to [11, 
In order to recall the homogenization theorems, let us introduce some further definitions.
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A Carathéodory function satisfies a standard growth condition of order p > 1 if there exist C ≥ c > 0 such that for almost all x ∈ R n and for all ξ ∈ R n×d ,
Definition 4 A Carathéodory function W : R n × R n×d → R is (W 1,p -)quasiconvex if and only if, for almost every x ∈ R n and for all ξ ∈ R n×d ,
A Carathéodory function on R n × R n×d is equivalent to a Borel function on R n × R n×d .
We are now in position to define the class of energy densities we will deal with throughout the article.
• W is a Carathéodory function,
• W is quasiconvex,
• W satisfies the p-growth condition (6).
The functionals we consider are then of the form
where W is a standard energy density. Such integral functionals are lower-semicontinuous for the weak topology of W 1,p (A), which allows us to use the direct method of the calculus of variations to prove that minimum problems admit solutions (recall that such functionals are coercive).
In the following, Γ denotes the
We are now in position to state the main results of the paper, that are generalizations of the periodic and stationary stochastic cases in the sense by Blanc, Le Bris and Lions.
The periodic variant
A first variant consists in considering a periodic energy density and modify it using a stochastic diffeormorphism, that is considering
as it is usually done in periodic homogenization. The result is the following.
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• W is a standard energy density of order p > 1,
• W is Q-periodic: W (x + e, ξ) = W (x, ξ) for almost every x ∈ R n and for all e ∈ Z n and ξ ∈ R n×d .
Theorem 3 Let Φ be a stationary stochastic diffeomorphism and let W satisfy Hypotheses 1. For all A ∈ A and for > 0, let denote by
For P-almost every ω the integral functionals
where W * is a standard energy density satisfying the following asymptotic formulas for all
Due to Lemma 1, Theorem 3 also implies the convergence of minimum problems on Sobolev spaces. In the particular case of strictly convex energies, we recover the homogenization property of the associated monotone system of elliptic equations (that is the EulerLagrange equations of the minimization problem) dealt with in [1] .
For Φ(x, ·) = x, we recover the classical result by Braides (see [14, 15] ) and the classical asymptotic formula for periodic quasiconvex integrands.
In the case for which ∇Φ(·, ω) is kQ-periodic with k ∈ Z d , it makes sense to replace the test space W (9) . If the energy density is strictly convex, then the limit is attained for "k cells" by the uniqueness of the minimizer (see [15, Section 14.3] for details). Otherwise, the counter-example due to Müller in [16] shows that one single periodic pattern is not enough.
The stochastic variant
For the second variant, we start from another standard assumption of the homogenization theory: the classical stationary ergodic case dealt with by Dal Maso and Modica in [5] . Instead of considering W ( x , ω, ξ), we consider the energy density "deformed by" a stochastic diffeomorphism:
is not necessarily stationary for the action group, the result by Dal Maso and Modica does not cover this case. Let us detail the assumptions on the energy density.
is a standard energy density of order p > 1 satisfying (6) almost surely,
• for almost every x ∈ R n and for all
Theorem 4 Let Φ be a stationary stochastic diffeomorphism and W satisfy Hypotheses 2. For all A ∈ A and for > 0, let denote by
For P-almost every ω, the functionals I Γ(L p )-converge as → 0 to the deterministic integral functional
As for the periodic case, Theorem 4 implies the convergence of infimum problems on Sobolev spaces and can be recast in terms of monotone elliptic systems in the strictly convex case.
For Φ(x, ·) = x, we recover the classical result by Dal Maso and Modica for convex integrands in [5] .
Remarks and extensions
As pointed out by Blanc, Le Bris and Lions in [1] , another variant of the above results can be obtained by using another ergodic translation group. Let us consider the translation group {τ z } z∈R n and replace (1) by
Then, up to considering a continuous stationarity that holds for all z ∈ R n in Hypotheses 2 and for the stochastic diffeomorphism, Theorem 4 still holds.
As will be made clear in Section 3, the proofs do not depend on the type of stationarity considered provided Theorem 2 holds, which is also the case with an ergodic continuous translation group, as briefly recalled in Subsection 3.4.
A heuristic argument developed later in Remark 2 allows us to identify sufficient properties on the stochastic diffeomorphisms and energy densities in order for the homogenization result to hold. The following lemma gives a particular case for which the argument applies.
Lemma 2 Let W (x, ω, ξ) be a stochastic family of standard energy densities and Φ be a stationary stochastic diffeomorphism, and denote by
For all A ∈ A, P-almost surely, lim →0
INRIA then, the functional
Γ-converges to I * = VJ * .
Subsection 3.3 is dedicated to the proof of Lemma 2. As discussed in [2] , we may think of mixing two types of stationarity, one for W and another one for ∇Φ. A simple example is provided by the so-called almost periodic case for which W may be 1-periodic and ∇Φ α-periodic with α / ∈ Q. In this case, it is well-known that the homogenization property holds for J (see [14] or [15, Theorem 15.3] ), so does it for I due to Lemma 2. For more complex cases, the Γ-convergence of J is unclear.
It should also be noticed that the main ingredients of our proofs (the compactness of Γ-convergence and the subadditive ergodic theorem for sublinear processes) hold true in many cases that are not detailed in the present work. Similar generalizations of the results derived in [17] can be obtained using the very same arguments.
Proofs of the main results
The proofs of the main results follow the approach by Marcellini in [18] , Braides in [14, 15] , and Dal Maso and Modica in [5] . As a first step, we recall a classical compactness result for a family of integral functionals uniformly satisfying a standard growth condition of order p > 1. Doing so, for ω, up to extraction, we obtain an integral representation formula for the limit. The second step consists in proving that the associated integrandW (x, ω, ·) does not depend on ω and x almost surely. This is done using the subadditive ergodic theorem and the convergence of minimum problems. We then conclude the proof using the uniqueness of the limit.
The first two subsections are dedicated to the proof of Theorems 3 and 4. In the last subsection, we briefly explain why Theorem 2 still holds in the setting of an ergodic continuous translation group.
Compactness result
Let us recall the compactness result for standard integral functionals with respect to Γ-convergence. 
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0, there exists a subsequence ( j k ) and a standard energy densityW , such that the integral functionals
Γ-converge to the functional
for all A ∈ A.
is such a family of stantard integrands. Thus, for every fixed ω ∈ Ω, up to extraction, the associated integral functionals Γ-converge to a standard integral functional, whose integrand will be denoted by (x, ω, ξ) →W (x, ω, ξ). Theorem 3 is proved if the asymptotic formula (9) exists and ifW (x, ω, ξ) = W * (ξ) for almost all x and all ξ ∈ R n×d almost surely.
Existence of the asymptotic limit for the periodic variant
By the following change of variable:
whereũ(y) = 1 u( Φ(y, ω)). It is worth noticing that
In what follows, for all
Let us now consider the simpler related problem: the convergence properties of the functional
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where A ∈ A, v A ∈ W 1,p (A) and ω ∈ Ω. Let us point out that
We define a subadditive process as follows. For any fixed ξ ∈ R n×d , let
where
Let us prove that µ ξ ∈ M. The subadditivity of µ ξ is a consequence of the subadditivity of integrals, noticing that for all A, B ∈ A such that A ∩ B = ∅,
where 1 A and 1 B denote the characteristic functions of the sets A and B. It remains to prove that µ ξ is sublinear. Due to (4), which gives a uniform bound on the determinant, and to the growth condition (6), the inequality (5) is proved if (∇Φ) −1 is uniformly bounded. This is a consequence of the definition of a stochastic diffeomorphism: due to (3) and (4),
The integrand of G is stationary in the sense of (2), thus it is ergodic, which implies the ergodicity of the subadditive process µ ξ according to [5] . Thus, applying Theorem 2, there exists φ(ξ) ∈ R, such that for every cubeQ in R d and P-almost every ω ∈ Ω,
Let us prove now that the result holds for any family of domains invading properly R d , in the spirit of the existence of thermodynamic limits in statistical mechanics (see [19] ).
Let us recall the most important property of stationary stochastic diffeomorphisms in the present context.
Therefore, almost surely,
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Due to (19) , Φ −1 is a C-Lipschitz function, with C > 0. Therefore
and Lemma 3 implies
This tells us that Φ −1 (tQ, ω) is "close to" L −1 (tQ). Let us first study the limit on L −1 (tQ) by considering the process:
We shall prove that for all cubeQ in R
For all η > 0, there exists a set of disjoint cubes
Taking first the limsup t → ∞ and then the limit η → 0, we obtain the desired inequality almost surely.
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To prove the converse inequality, let us consider Q, the smaller cube containing L −1 (Q). For all η > 0, there exists a set of disjoint cubes
Proceeding as above, one has
Taking first the liminf t → ∞, we obtain
Combining (23) and (24), we obtain (22). Let us now deal with Φ −1 (tQ, ω ) where ω ∈ Ω is fixed. We claim that, almost surely,
Due to the uniform convergence (21), there exists α : R + → R + such that for all y ∈Q,
and lim →0 α( ) = 0. Therefore,
Correspondingly, for any
An estimate similar to (25) also holds.
In other words, for all cube Q ⊂Q, tL
denote the process
Let then Q ⊂Q be a cube such that |Q \ Q| ≤ η. Using (6) and (25), for t big enough, there holds
Thus,
Conversely, for Q a cube containingQ such that |Q \Q| ≤ η, and for t big enough, there holds
We then obtain
Therefore, almost surely (in ω and ω ),
Let us now go back to I . Let ω ∈ Ω be fixed and consider Ψ(x) = Φ(x, ω). For all cubẽ Q of R n we then have
On the one hand, due to Lemma 1 and Theorem 5, almost surely, there exists an extraction function α and a standard energy densityW , such that for every cubeQ in R n ,
On the other hand,
Thus, (26) implies
In particular for every Lebesgue point ofW (·, ω, ξ), and therefore almost everywhere, (28) and (29) show thatW
which holds for almost all x ∈ R n , all ξ ∈ R n×d and for P-almost every ω ∈ Ω.
For the only possible Γ-limit is F * , the whole family of integral functionals Γ-converges to F * almost surely, which concludes the proof of Theorem 3.
Remark 1
The proof of Theorem 4 is the same as the proof above up to replacing W (x, ξ) by W (x, ω, ξ) and noticing that the stationarity of G holds due to the stationarity of ∇Φ and to Hypotheses 2.
Let us now identify some abstract properties that ensure the homogenization result. We will denote by admissible diffeomorphism a diffeomorphism Ψ satisfying (3) and (4) and the average property: there exists V Ψ ∈ R such that
Remark 2 Let W (x, ω, ξ) be a stochastic family of standard energy densities and Φ be a random family of diffeomorphisms satisfying (3) and (4) and for which there exists V ∈ R such that lim
If for all ξ ∈ R n×d , there exists φ(ξ) ∈ R such that for all A ∈ A and for all admissible diffeomorphism Ψ, almost surely,
then, for all A ∈ A, the integral functional
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Property (30) is an average property. Remark 2 roughly tells that if ∇Φ and W are such that G(tQ, ξ, ω) admits a deterministic average for all cubeQ, then the homogenization property holds.
Proof of Lemma 2
The proof of Lemma 2 is a more abstract proof using the definitions and properties of Γ-convergence. It is however based on the same arguments as in Subsection 3.2. Due to the growth condition (6), we will assume the energy density to be non negative.
Let A ∈ A. Let u k → u ∈ L p (A) be such that the energy is bounded and denote bȳ
In what follows, let ω be fixed. The results below hold almost surely. Let us recall that, as proved in Subsection 3.2, for all B ∈ A such that B ⊂⊂ L −1 (A) and for k big enough,
. We claim that
Actually,
After a change of variable, and noticing that k Φ k ( B k ) ⊂ A, the uniform boundness of the Jacobian and the convergence of u k to u in L p (A) shows that the first term of (31) vanishes as k → ∞. Let us now deal with the second term. As u ∈ L p (A),
Let η > 0, and E ⊂ B be such that |E| ≤ βη M n . Then, due to (4) and (19) ,
where C does not depend on k and E. The sequence {u( k Φ(
The Egorov theorem then implies the quasi-uniform convergence of |u( k Φ( p on the subset where the convergence is not uniform is then controlled using the p-equi-integrability of the sequence (see [20, Appendix] for a similar proof), which shows that the second term of (31) vanishes as k → 0 and concludes the proof of the claim. 
Ergodicity for the continuous group of translations
In the case of a continuous group of translations, any stationary subadditive process µ is obviously also stationary in the discrete sense (or periodic in law). Thus, [8, Theorem 2.7] implies the existence of a full measure borelian subset Ω of Ω and of a measurable function φ : Ω → R such that
for every ω ∈ Ω and for any sequence of cubes of side N with vertices in Z n . If the subadditive process is sublinear, then, by an easy approximation argument, the conclusion holds for any family of cubes in R n . Using the stationarity of the process, we then have that for every ω ∈ Ω and for all z ∈ R d , φ(τ z ω) = φ(ω). Due to the ergodicity of the translation group and to the uniform boundness of φ, the latter equality implies that φ(·) is constant with probability one on Ω , which yields the conclusion.
