Abstract. We consider the 'classical' Boussinesq system in one space dimension and its symmetric analog. These systems model two-way propagation of nonlinear, dispersive long waves of small amplitude on the surface of an ideal fluid in a uniform horizontal channel. We discretize an initial-boundary-value problem for these systems in space using Galerkin-finite element methods and prove error estimates for the resulting semidiscrete problems and also for their fully discrete analogs effected by explicit Runge-Kutta time-stepping procedures. The theoretical orders of convergence obtained are consistent with the results of numerical experiments that are also presented.
Introduction
In this paper we will analyze Galerkin approximations to the so-called 'classical' Boussinesq system η t + u x + (ηu) x = 0 ,
which is an approximation of the two-dimensional Euler equations of water-wave theory that models two-way propagation of long waves of small amplitude on the surface of an ideal fluid in a uniform horizontal channel of finite depth. The variables in (1.1) are nondimensional and unscaled; x and t are proportional to position along the channel and time, respectively, and η = η(x, t) and u = u(x, t) are proportional to the elevation of the free surface above a level of rest represented by η = 0, and to the depth-averaged mean horizontal velocity of the fluid.
The system (1.1) is a member of a general family of Boussinesq systems derived in [11] that are approximations to the Euler equations of the same order as (1.1) and whose nonlinear and dispersive terms are of equal importance when written in scaled form. These systems are written as (1 − θ 2 ), where 0 ≤ θ ≤ 1. The specific system (1.1) has been previously formally derived from the Euler equations, in the appropriate parameter regime, in [22] , [24] , and [29] . It has been widely used in the engineering fluid mechanics literature for computations of long, nonlinear dispersive waves, starting with [22] and [23] .
Existence and uniqueness of the initial-value problem for (1.1) posed for x ∈ R and t ≥ 0 and supplemented by initial conditions of the form η(x, 0) = η 0 (x) , u(x, 0) = u 0 (x) , x ∈ R , (1.3) was studied by Schonbeck, [25] and Amick, [2] . In these papers global existence and uniqueness was established for infinitely differentiable initial data of compact support such that η 0 (x) > −1, x ∈ R. In [12] the theory of [25] and [2] was used to prove that given initial data (η 0 , u 0 ) ∈ H s (R) × H s+1 (R) for s ≥ 1, such that inf x∈R η 0 (x) > −1, there is a unique solution (η, u) which, for any T > 0, lies in C(0, T ; H s (R)) × C(0, T ; H s+1 (R)). (Here, H s (R) is the usual, L 2 -based Sobolev space of functions on R and C(0, T ; X) denotes the space of functions ϕ = ϕ(t) having, for each t ∈ [0, T ], values in a Banach space X and are such that the map [0, T ] → ∥ϕ∥ X is continuous.) It is well known that the initial-value problem (1.1), (1.3) has classical solitary-wave solutions. In [4] we construct such solutions numerically and investigate, by means of numerical experiments, their properties and interactions. We use fully discrete Galerkin methods that approximate solutions of (1.1) posed on finite intervals and subject to boundary conditions. It is of interest therefore to study initial-boundary-value problems (ibvp's) for (1.1) and establish error estimates for their numerical approximations.
In this paper we shall analyze the numerical solution of the following ibvp for (1.1): For some 0 < T < ∞, we seek η = η(x, t), u = u(x, t), defined for 0 ≤ x ≤ 1, 0 ≤ t ≤ T , and satisfying η t + u x + (ηu) 
(CB)
This ibvp (for 0 < t < ∞) has been studied by Adamy, [1] , who showed that it has weak (distributional) solutions (η, u) ∈ L ∞ (R + , 1) is the subspace of the Sobolev space H 1 (0, 1) whose elements vanish at x = 0 and x = 1.) The proof uses a parabolic regularization of the first pde of (CB), a technique used in the context of the Cauchy problem by Schonbeck, [25] . It should be noted that the homogeneous Dirichlet boundary conditions on u in (CB) are one kind of boundary conditions that lead to well posed ibvp's in the case of the linearized system, [19] . It is noteworthy that the CB system needs only two boundary conditions for well-posedness as opposed to the four boundary conditions (for example, Dirichlet conditions on η and u at each endpoint of the interval) required in the case of other Boussinesq systems, such as the BBM-BBM (a = c = 0, b = d in (1.2), [10] ), or the Bona-Smith systems (a = 0, b = d > 0, c < 0 in (1.2), [7] .) The case of the homogeneous Dirichlet boundary conditions in (CB) may be viewed as a base for studying the nonhomogeneous analog wherein u(0, t) and u (1, t) are given functions of t ≥ 0 corresponding to measurements of the velocity variable at two points along the channel.
In [13] , Bona, Colin, and Lannes introduced another type of Boussinesq systems that they called 'completely symmetric'. These, when scaled, are approximations of the Euler equations of the same order and are obtained by a nonlinear change of variables from the usual systems (1.2); they have certain mathematical and modelling advantages over the latter. In this paper we shall also therefore consider the analogous problem for the symmetric system, specifically the ibvp 
(SCB)
It is not hard to see that the solution of (SCB) satisfies the conservation property
for t ≥ 0, which simplifies the study of its well-posedness and the analysis of its numerical approximations as will be seen in the sequel.
In this paper we shall analyze semidiscrete and fully discrete Galerkin-finite element methods for the ibvp's (CB) and (SCB) assuming that their solutions are sufficiently smooth. Previously, rigorous error estimates for Galerkin methods for these 'classical' Boussinesq systems were proved in the case of the periodic initialvalue problem in [3] and [9] . (For numerical work for this type and for other Boussinesq systems of the form (1.2) we refer the reader e.g. to [3] , [5] , [20] , [21] , [10] , [8] , [14] , [15] , [16] , [4] .)
The analysis of Galerkin methods for (CB) or (SCB) is of considerable interest due to the loss of optimal order of accuracy that emerges from the error estimates and is also supported by the numerical experiments. We shall investigate this phenomenon in detail in the paper but one may in general say that in the uniform spatial mesh case the (limited) loss of accuracy seems to be due to a combination of effects related to the boundary conditions and the specific form of the 'classical' Boussinesq systems. (For example, no loss of accuracy occurs in the case of periodic boundary conditions on η and u for these systems, cf. [3] , [9] .) In the case of general (quasiuniform) mesh the (more severe) loss of accuracy seems to stem from the lack of cancellation effects that are present in the uniform mesh case, and from the hyperbolic character of the first p.d.e. of these systems. (The loss of optimal order of accuracy in standard Galerkin semidiscretizations of first-order hyperbolic equations manifested in various contexts is well known and was early observed e.g. by Dupont in [18] .)
In section 2 we consider the standard Galerkin semidiscretizations of (CB) and (SCB) in the space of (at least) continuous functions on [0, 1] that are piecewise polynomials of degree at most r − 1 (r ≥ 2, integer) with respect to a quasiuniform mesh. We prove that if the solution (η, u) of (CB) or (SCB) is sufficiently smooth and (η h , u h ) is the semidiscrete approximation, then ∥η 
hold, as a result of a suitable superaccuracy estimate involving the error of the interpolant into the finite element space. In section 4 we consider the case of C 2 cubic splines. Here, using some relevant superconvergence results of Wahlbin, [28] , allows proving a series of suitable superaccuracy estimates for the error of the interpolant and that of the elliptic projection that lead to error estimates such as ∥η
). These are consistent with the rates of convergence of the errors obtained from numerical experiments presented in section 6.
In section 5 we turn to the analysis of fully discrete schemes. We consider only explicit time-stepping schemes in order to avoid the more costly implicit methods that require solving nonlinear systems of equations at every time step. Of course, with explicit methods there arises the issue of stability. We confine ourselves to a uniform mesh spatial discretization and consider three representative explicit Runge-Kutta schemes, namely, the Euler, the improved Euler, and the classical, four-stage, Runge-Kutta methods, whose orders of accuracy are 1, 2, and 4, respectively. We couple the Euler and improved Euler schemes with a piecewise linear spatial discretization and the fourth-order RK scheme with cubic splines. We show that the stability restrictions on the time step k needed by these schemes are of form
, and k ≤ λ 0 h for a constant λ 0 sufficiently small, for the schemes with Euler, improved Euler, and fourth-order RK temporal discretizations, respectively. Under these restrictions, we prove optimal-order in time error estimates; the spatial rates of convergence are these of the semidiscrete approximations.
In the paper we let 
We let P r be the polynomials of degree ≤ r. By ⟨·, ·⟩, |·|, we shall denote the Euclidean inner product and norm on R n . In http://arxiv.org/abs/1008.4248 the interested reader may find an extended version of the present paper, [6] , including additional results as well as details of proofs omitted herein.
Standard Galerkin semidiscretization on a quasiuniform mesh
It is well known that there exists a constant C independent of h such that 
There also holds, [17] , that
. In addition, the inverse inequalities
hold for any χ ∈ S h (or χ ∈ S h,0 ), and so does the estimate, [17] ,
where P :
with initial conditions
Similarly, we define the analogous semidiscretization of (SCB), which is given for 0 ≤ t ≤ T by
Upon choice of a basis for S h , it is seen that the semidiscrete problems (2.7), (2.8) and (2.9), (2.10) represent initial-value problems for systems of o.d.e's. Clearly, these systems have unique solutions at least locally in time. One conclusion of the next proposition is that they possess unique solutions up to t = T , where [0, T ] will denote henceforth the interval of existence of solutions of (CB) or (SCB). 
Proof. We first consider the case of the symmetric system (SCB). Putting ϕ = η h and χ = u h in (2.9) and adding the resulting equations, we obtain the discrete analog of (1.4), i.e. that
is valid in the temporal interval of existence of solutions of (2.9)-(2.10). By standard o.d.e. theory we conclude that the system (2.9), (2.10) possesses a unique solution in any finite temporal interval [0, T ]. We now let ρ := η − P η, θ :
Using (SCB) and (2.9), (2.10) we obtain for 0 ≤ t ≤ T , 
where C is independent of t h . Since by (2.5) ∥θ∥ ∞ ≤ Ch −1/2 ∥θ∥, if h is sufficiently small the maximality property of t h is contradicted. Therefore we may take t h = T , and (2.11) and (2.12) follow from (2.18), (2.1) and (2.2). In the case of (CB) the invariance property (2.13) no longer holds, and the i.v.p. (2.7), (2.8) has a local unique solution. Using the same notation as in the case of (SCB), we consider the i.v.p. of finding
Obviously, (2.19) has a local unique solution. Let t h ∈ (0, T ) be the maximal time instance for which this solution exists and satisfies ∥θ(t)∥ ∞ ≤ 1 for 0 ≤ t ≤ t h . Then, as in the case of (SCB), we obtain again that
where C is independent of t h . We conclude that we may take t h = T .
is a unique solution of (2.7), (2.8) in [0, T ] and that it satisfies the estimates (2.11) and (2.12).
The error estimates of this proposition indicate that the L 2 rate of convergence that we obtain for the error η − η h is suboptimal while that of the H 1 norm of u − u h is optimal. This is consistent with the results of numerical experiments to be presented in section 6.
semidiscretization with piecewise linear, continuous functions on a uniform mesh
For integer N ≥ 2 we let h = 1/N and
We will use the operators P and R h introduced in the previous section as well as the estimates (2.1)-(2.6) for r = 2, putting S h = S 
holds for w ∈ H k , k = 1, 2, and that a similar estimate holds in S
In the following lemma we collect results that will prove useful in the error estimates that follow.
where
Proof. The proofs of (i), (ii), (iii) are given in [18] for continuous, piecewise linear, periodic functions on [0, 1]. It is straightforward to adapt them in the case of S 2 h at hand.
The following superapproximation result for the interpolation error, a consequence of cancellations due to the uniform mesh, is central for the sequel.
Proof.
In the uniform mesh case at hand, and with
h,0 , we consider again the semidiscretizations (2.7) and (2.9) of (CB) and (SCB) respectively, with the initial conditions for both systems now given by the interpolants of η 0 , u 0 :
The main result of this section is Theorem 3.1. Let h = 1/N be sufficiently small. Suppose that the solutions of (CB) and (SCB) are such
Proof. We give the proof in detail in the case of (SCB), where existence of solutions of the i.v.p. (2.9), (3.2) for 0 ≤ t ≤ T follows from (2.13). The proof in the case of (CB) folows from an argument analogous to that given in the proof of Proposition 2.1 and will be omitted.
Then, from (SCB) and (2.9), (3.2) it follows for 0 ≤ t ≤ T that
(3.5) (In the right-hand side of (3.4) we used the fact that for χ ∈ S
.) In order to show the estimates in (i), we put ϕ = θ and χ = ξ in (3.3) and (3.4), integrate by parts, and add the resulting equations to get for 0
Using now the approximation properties of S 2 h and S 2 h,0 , integration by parts, and Lemmas 3.1 and 3.2 we see that
) ,
] . 
Hence, by Gronwall's Lemma we obtain ∥θ(t)∥
We proceed now to prove the optimal-order error estimates in (ii). Equation (3.4) may be written in the form
9) where v is the solution of the problem
Considering the weak form of (3.10) in H 1 0 , and (3.7) and (3.8) we see that
In order to derive a bound for ∥v∥, let ζ ∈ L 2 and V be the solution of the problem
Then, by (3.10)
From (3.3) with ϕ = 1 we see that (θ t + ρ t , 1) = 0, 0 ≤ t ≤ T . Hence,
Now, using (3.7), (3.8), the approximation and inverse properties of S 2 h , S 2 h,0 , and elliptic regularity in (3.12)
Using (3.9), (2.15), elliptic regularity in (3.16) , and the estimates (3.11) and (3.15) gives (ξ,
In order to obtain the required optimal-order estimate for ∥ξ∥ from (3.17) we need a similar estimate for a suitable approximation of γ. For this purpose, observe that (3.3) yields, for 0
and that (3.7) and (3.8) give ∥w∥ ≤ C(∥ξ∥ + h 2 ). Using integration by parts and the definition of γ in (3.18) yields for 0
Consider now the space S −1 h of discontinuous, piecewise constant functions relative to the partition {x j }. 
Adding (3.21) and (3.22) we finally obtain by Gronwall's Lemma and (3.5) that
Therefore, the first inequality of the conclusion (ii) of the theorem holds; in addition, by similar estimates with the ones used above, we also obtain
Finally, we prove the second estimate of (ii). Let Z be the solution of the problem Z − 
the last two estimates may be improved to yield optimal order, i.e. to give ∥u
The numerical experiments of section 6 suggest that ∥u − u h ∥ = O(h 2 ) even in the nonlinear case, but we have not been able to prove this. 
, be the space of (the C 2 ) cubic splines on [0, 1] relative to the partition {x j }, and the space of cubic splines that vanish at x = 0 and at x = 1. In this section we shall denote by I h :
h the interpolation operator, with the properties that for any 
and min
and that a similar estimate holds in S 
6) The analogous semidiscretization of (CB) is defined similarly. We will denote by 
Lemma 4.1. (i) Let
Proof. The proofs of (i)-(iii) are given in [18] in the case of periodic cubic splines. It is straightforward to adapt them to the case of S 4 h and I h at hand. We next prove a superaccuracy estimate for P [(wε) ′ ], where ε is the error of the cubic spline interpolant of a sufficiently smooth function and w is a C 1 weight. This estimate is a consequence of cancellation effects due to the uniform mesh and may be viewed as the cubic spline analog of Lemma 3.2. 
Hence, by Taylor's theorem we obtain
Suitable changes of variable in each of the four integrals yield
, and (4.7) implies that b j = O(h 5 ). Thus, the first assertion of the lemma is verified. To prove the second assertion, suppose that w(0) = 0. Then b j = O(h 5 ) for j = 1, 2, 3. Indeed, using Lemma 4.1(iii), we have −b 1 = (wε, ϕ
. Similarly, cf. We shall also derive a superaccuracy estimate for P [(we) ′ ], where e is the error of the elliptic projection of a function v ∈ C 5 0 and w is a C 1 weight. For this purpose, we first state two superconvergence results that follow from the analysis of Wahlbin in [28] , and which are valid for interior nodes whose distance from the endpoints of the interval is at least of O(h ln 1/h). (i) There exists a constant C independent of h such that 
h,0 ), combined with Theorem 1.3.1 of [28] that allows us to state the result for v h = R h v defined as in section 2 of the paper at hand.
(ii) The cancellation property expressed by (4.9) is a consequence of the fact thatẽ(
). This representation follows from the remarks in Example 1.8.2 of [28] and by adapting the arguments of the proof in Section 1.8 of [28] (which are valid for C 1 Hermite cubics) to the case of the C 2 cubic splines at hand. Henceẽ(
, and (4.9) follows by the function values superconvergence estimate for elliptic projections given in Theorem 1.3.2 of [28] .
In the next lemma we present some further formulas for the error v − R h v that will be used in the sequel.
Lemma 4.3. (i) Let
v ∈ C 5 0 , v h = R h v, e = v − v h , and 1 ≤ i ≤ N . Then, there exists a constant C = C(∥w∥ W 5 ∞ ) such that for anyx ∈ [x i , x i+1 ], e(x) = γ i (x) + 1 4! v (4) (x)(x − x i ) 2 (x i+1 − x) 2 + δ i (x) , x ∈ [x i , x i+1 ] ,(4.
10)
and γ i is the cubic Hermite polynomial interpolating the values of e and its derivative at the nodes x i and x i+1 . (ii) In addition to the hypotheses in (i), suppose that x i and x i+1 satisfy the second inequality in (4.8). Then, there is a constant
C = C(∥v∥ W 5 ∞ ) such that for anyx ∈ [x i , x i+1 ] e(x) = e(x i ) + 1 4! v (4) (x)(x − x i ) 2 (x i+1 − x) 2 +δ i (x) , x ∈ [x i , x i+1 ] ,(4.
11)
Proof. (i) By the standard representation of the error of Hermite interpolation we have, since v
). Hence (4.10) follows from the mean-value theorem since v ∈ C 5 . (ii) We let I = [0, 1], and K = {x ∈ I : dist(x, ∂I) ≥ C 1 h ln 1/h}. In view of (4.10) it suffices to show that
, where
Hence, using (4.8) and (4.9) we see that
, which concludes the proof of the lemma.
We are now ready to prove the required estimate for P [(we) ′ ], where w is a C 1 weight. 
Let µ = min M and m = max M . We shall show that
Indeed, for such j we have
Using now Lemma 4.3(ii) in each one of the second group of integrals of this expression and similar considerations as in the proof of Lemma 4.2, we see that
(by Proposition 4.2(ii)), and taking into account that the J i are bounded independently of h and that
(by similar considerations as in the proof of Lemma 4.2), we finally obtain (4.12). By the definitions of µ and m we now have
, thus concluding the proof of the lemma.
The main result of this section follows. 
Proof. Again, we give the proof in the case of (SCB), noting that the analogous proof for (CB) follows as in Proposition 2.1. The technique of proof is basically the same as the one used in Theorem 3.1 and we shall give here the details that are different. We define now ρ : 
we see by (4.14) that ∥v∥ 1 ≤ Ch √ ln 1/h).
Fully discrete schemes
In this section we turn to the study of some temporal discretizations of the o.d.e. systems represented by the standard Galerkin spatial discretizations of (CB) or (SCB), We shall confine ourselves to explicit time stepping schemes in order to avoid the more costly implicit methods that require solving nonlinear systems of equations at each time step. Of course, with explicit methods there arises the issue of stability of the fully discrete schemes. We will not be exhaustive in our analysis but we will study as examples three simple, well known explicit Runge-Kutta temporal discretizations, namely the explicit Euler scheme, the improved Euler, and the classical, four-stage Runge-Kutta method, of orders of accuracy 1, 2, and 4, respectively. These schemes require, respectively, stability conditions of the type k = O(h 2 ), k = O(h 4/3 ), and k ≤ λ 0 h for λ 0 sufficiently small, where k is the time step. The reader will find full convergence proofs in [6] . Here, we shall analyze in detail the improved Euler time-stepping and just state the error estimate results for the two other schemes. 
2) The full discretization of the semidiscrete (CB) system (2.7), (3.2) is defined analogously. The following result is proved in [6] . 
2) or the analogous fully discrete scheme for (CB), as the case may be. The condition k = O(h 2 ) also seems to be necessary in some sense. Numerical experiments, whose results appear in [6] , indicate that the accuracy of computations degenerated when we took k = h α with decreasing α < 2.
The improved Euler method.
We next study in detail the temporal discretization of the initial-value problems (2.7), (3.2) and (2.9), (3.2) by the explicit, second-order accurate 'improved Euler' scheme, that may be written in the case of the o.d.e. y ′ = f (t, y) in the two-step form
. We first introduce some notation in order to write the fully discrete schemes more compactly. Let A :
i.e. as the discrete solution operator such that w h = Af , where w h is the standard Galerkin approximation in S 2 h,0 of the solution of the two-point bvp −
where the
. With this notation in place and letting as before P be the L 2 projection operator onto S 2 h , we may rewrite the improved Euler fully discrete scheme corresponding to the (SCB) system as follows:
The fully discrete approximation for (CB) is defined analogously.
We will prove error estimates for the scheme (5.5) and its (CB) analog by comparing H n h with I h η(t n ) and U n h with I h,0 u(t n ). For this purpose, it is useful to establish the following estimates of the truncation errors of the interpolants. (In the sequel we shall analyze the approximation of the (SCB) system; the analogous results for (CB) follow as in Section 2. Frequently, we shall suppress the x variable, denoting e.g. η(·, t) by η(t) etc.)
An analogous result holds for (CB).
Proof. Subtracting the equations P (η t + u x + 1 2 (uη) x ) = 0 and (5.6), and putting ρ : 
Similarly, since e.g. by Lemma 3.
Note now that for any χ ∈ S 2 h,0 , (5.3) and the fact that (σ 
Therefore, using (5.4) and the approximation properties of S 2 h and S 2 h,0 , we obtain
Similarly, after differentiating (5.9) with respect to t, we see that ∥ζ t ∥ 1 ≤ Ch 2 , thus ending the proof. The same results hold for (CB) of course.
In order to study the consistency and convergence of the fully discrete schemes we let
, where (η, u) is the solution of (SCB), and define (
for 0 ≤ n ≤ M − 1 by the equations
In the case of (CB) H n,1 , U n,1 are defined analogously. Our consistency result follows.
Lemma 5.2. Suppose that the solution (η, u) of (SCB) is sufficiently smooth and let
Then, there exists a constant C 1 = C 1 (λ), which is a polynomial of λ of degree one, such that
The analogous result holds for (CB) as well.
Proof. Let 0 ≤ n ≤ M − 1. By (5.10), (5.6) and (5.7) we have
From these expressions, after some algebra, we obtain
Hence, by (5.11), (5.13), (5.8), and the above we obtain
Now, (5.14), in view of (5.8) and the approximation and inverse properties of S 2 h and S 2 h,0 , gives ∥w
Therefore, by Taylor's theorem and (5.8) we have 16) where C 1 is a constant that is a polynomial of λ of degree one with positive coefficients. (Such constants will be generically denoted by C 1 in the sequel of this proof.) In order to estimate ∥δ n 2 ∥ 1 note that by (5.13)
where w we have ∥w 19) where w 
, which, with (5.16), concludes the proof of the Lemma. The case of (CB) is entirely analogous.
For the stability and convergence of the fully discrete scheme it is sufficient to suppose that k = O(h 4/3 ) as the following result shows. 
Proof. We consider (SCB), and put
h . We will show that max 21) from which the conclusion of the proposition follows. From (5.6), (5.11), (5.12) we have, for 0 ≤ n ≤ M − 1
and 
25) and ω 27) where ω 
where ω 
and ω
Finally, using the identities
Inserting these estimates in (5.44) and recalling that µ = k/h 4/3 we are led to the inequality ∥ε n −
, and, hence, to
where, by C µ we denote a constant depending polynomially on µ; we have replaced C λ 's by C µ 's since λ = h 1/3 µ ≤ µ. We finally obtain from (5.45), (5.43) and (5.31), for 0 ≤ n ≤ n * , that
We now estimate the ∥ · ∥ 1 norm of the various terms in the right-hand side of (5.34). For 0 ≤ n ≤ n * , by (5.4), (5.13), (5.35), and (5.38) we have ∥A (
. Therefore, using (5.34), (5.39) and Lemma 5.2 we have for 0 ≤ n ≤ n *
Adding now (5.46) and (5.47), we conclude for 0 ≤ n ≤ n
. Using Gronwall's Lemma and taking h sufficiently small contradicts the maximality of n * . Hence n * may be taken equal to M − 1 and there holds that
i.e. that (5.21) is valid; the conclusion of the proposition follows. The (CB) case is entirely similar.
Remark 5.1. The last estimate and Sobolev's inequality imply that ∥e
Remark 5.2. Consider the linearized problem (3.25) . In this case, the proof of Proposition 5.2 is considerably simplified and yields ∥ε . In other words, the linearized system is not stiff. This may also be verified by examining the spectrum of the spatial discretization operator of the semidiscrete linearized system: In [6] it is proved that the eigenvalues are purely imaginary and bounded by a constant independent of h. No stability restrictions are needed in this case for the other two fully discrete schemes either.
Remark 5.3. Numerical experiments in [6] seem to indicate that the stability condition k = O(h 4/3 ) is also necessary in some sense. The numerical results were stable and accurate when we took k = h 4/3 but led to overflow in finite time when we took k = h.
5.3.
Fourth-order Runge-Kutta scheme with cubic splines. Our third example is time stepping with the classical, fourth-order accurate four-stage explicit Runge-Kutta scheme, written in the case of the o.d.e.
) . We will couple this time-stepping scheme with a space discretization that uses cubic splines on a uniform mesh on [0, 1]. We consider only the case of (SCB), that of (CB) being analogous. We let as usual M be a positive integer, k = T /M and t n = nk, for n = 0, 1, We then integrated a suitably nonhomogeneous version of the (CB) system with exact solution given by Table 6 .2(a) shows the L 2 -errors for η and u and the associated rates of convergence at T = 0.4. The data strongly suggest that ∥η − η h ∥ = O(h) and ∥u − u h ∥ = O(h 2 ), thus confirming the relevant theoretical result for η (cf. Proposition 2.1 and Remark 2.2), and supporting the conjecture that the L 2 rate of convergence for u is actually equal to 2 even in the case of the nonlinear problem; recall that the technique of proof of Theorem 3.1 in the case of a quasiuniform mesh gives a pessimistic bound of O(h 3/2 ) for ∥u − u h ∥, cf. Remark 3.3. These results are confirmed by the rates shown in Table 6 .2(b), which was obtained by integrating the same problem with the 6.2. Semidiscretization with cubic splines. We considered the nonhomogeneous (SCB) system and we discretized it on a uniform mesh using cubic splines for the spatial discretization and RK4 in time with time step k = h/10, for which the temporal discretization error was negligible in comparison with the spatial error. We took a suitable right-hand side so that the exact solution of the system was given by (6.2). The errors and orders of convergence produced by this numerical experiments are shown in Table 6 4 ) , and that the convergence rates from a similar experiment with (CB) were practically the same, cf. [6] . When we plotted the quantity κ := ∥η − η h ∥/(h 3.5 √ ln 1/h) as a function of N = 1/h we observed that κ apparently approaches a constant close to 0.13 as N grows, which seems to be consistent with the presence of a slow-varying modulation of h 3.5 as h → 0. We close this paragraph with a remark on the 'effect of the boundary' on the error estimates of right and starts crossing the boundary at x = 1 at about t = 1.5 (see Figure 6 .1). In Table 6 .4 we show the L 2 errors of η, as N = 1/h increases, at the temporal instances t = 1.0, 1.5, 2.0 and 2.5. The rates of convergence are practically equal to four up to t = 1.5 but as η becomes nonzero at the boundary they fall to a value consistent with the first inequality of (i) of Theorem 4.1.
