ABSTRACT To achieve large-scale outdoor real-time localization, a semidirect visual odometry method for a monocular camera is proposed. In this method, the performance of the features from the accelerated segment test (FAST) algorithm is improved to detect corners with good tracking and distribution properties. A multiscale Lucas-Kanade (LK) approach is presented to build the correspondence between features and map points robustly and efficiently. Thereafter, a semidirect visual odometry system is put forward to achieve long-distance and large-scale localization for the ground vehicle. The main contribution of this method is that it integrates the robustness and efficiency advantages of feature-based methods and the accuracy virtue of direct methods into one visual odometry system. As a result, the proposed method can be applied to localize long-distance and large-scale outdoor scenes, without loop closing and global BA. Several experiments illustrate the performances of the improved FAST algorithm, the multiscale LK approach, and our semidirect visual odometry system. The experimental results demonstrate that our semidirect visual odometry system can be operated on the KITTI benchmark accurately and efficiently. The average computational time for a single frame is below 60 ms on a general notebook computer with a CPU.
I. INTRODUCTION
Visual odometry (VO) [1] is a localization method based on CCD sensors that offers numerous advantages, such as inexpensiveness, low power consumption, structural simplicity, and information-richness. VO was first proposed by the National Aeronautics and Space Administration (NASA) to achieve visual navigation in the Mars exploration program [2] . This method has attracted researchers' attention for several years and has been applied extensively in visual simultaneous localization and mapping (V-SLAM) [3] , 3D reconstruction [4] , and automatic driving systems [5] , [6] . In real applications, VO is a basic component that can estimate a camera pose with a small error accumulation, as in the state-of-the-art ORB-SLAM system [7] . Thus, the VO The associate editor coordinating the review of this manuscript and approving it for publication was Senthil Kumar. performance fundamentally determines the capability of its application system.
At present, VO can be divided into three categories according to the way that it is implemented: indirect methods, direct methods, and semidirect methods. The indirect methods are also known as feature-based VO, with the components of feature extraction, data association, pose estimation, and local mapping. In ''feature extraction'', corners, lines, marks and patches are the frequently utilized features. Therefore, the general feature extracting methods include but are not limited to, SIFT, SURF, FAST, ORB, Hough, LSD, and MSER; In the feature-based VO method, data associations include the correspondence of corner to corner, map to corner, and map to map. The matching method [8] based on the feature description is a general technique for building the data associations; in ''pose estimation'', the camera pose is recovered by minimizing the reprojection errors, and the BA method based on the g2o framework is adopted to optimize the results of PnP solver; local mapping forms the basis of a pose estimation and is composed of the map points and key-frame management. In this process, new map points need to be created, while bad map points should be removed. Furthermore, the key-frame can be inserted and culled. The purpose of local mapping is to maintain a stable map, which can maintain the VO system track robustly.
Unlike the feature-based methods, the direct methods directly minimize the photometric errors of the pixels to recover the camera pose without feature extraction and data association. These methods can make full use of the image information and cope with situations with weak scene texture. However, the direct method is operated based on the gray value invariance hypothesis of pixels, which is sensitive to the illumination of a scene. The feature-based method is robust to the illumination of a scene due to the illumination invariant feature extraction method. Furthermore, there are thousands of pixels in an image, and as a result, the computation of photometric error is very complex. Thus, the early direct VO methods were operated on a computer with a GPU.
To combine the advantages of feature-based and direct methods, the semidirect VO is proposed. This method extracts illumination invariant corner features as conducted in the feature-based methods and recovers the camera pose by minimizing the photometric errors of features similar to the direct methods. The approach can achieve fast, robust and accurate pose estimation performance, such as the SVO method [9] . Though some semidirect VO methods have been proposed for the application of micro-UAVs, there are still few that can achieve long-distance and large-scale localization for the ground vehicle.
In this work, we propose a semidirect VO algorithm that can be utilized for a ground vehicle to realize real-time localization on a long-distance and large-scale environment. The main contributions of the proposed VO method are as follows:
• The FAST algorithm is improved with a multiscale and minimum eigenvalue. The scale information and feature response are attached to the detected corners. Therefore, the detected corners can achieve good distribution and tracking properties.
• The multiscale feature-tracking algorithm is proposed. In this algorithm, corners are tracked at their respective pyramid levels. This algorithm can perform a natural trade-off between local accuracy and robustness during the featuretracking process.
• The proposed VO system can achieve accurate longdistance and large-scale localization without loop closing and global BA. This performance is owing to the robust tracking process, which can provide sufficient inliers to perform pose estimation.
II. RELATED WORK
VO is an important and fundamental component in numerous emerging technologies, such as virtual and augmented reality, autonomous cars and UAVs. The existing VO has three implementation methods. Each implementation has its own advantages and disadvantages.
A. INDIRECT METHOD
The standard approach in this method is to extract a sparse set of features, match these features using descriptors and then recover the camera pose by minimizing the reprojection errors. This method has dominated the VO field for a long time. [10] presented a complete system for retrieving both the scene structure and camera motion, known as structure-frommotion (SFM), which was the rudiment of VO. However, this method was proposed to solve reconstruction problems. Strictly speaking, it was not constituted as a VO system. In [1] , a system that can estimate the motion of moving camera was proposed, and the concept of VO was first introduced by Nister. Point features were detected and matched by a feature tracker at the front-end of the system. Thereafter, a geometric hypothesize-and-test architecture was exploited to estimate the camera motion in a robust manner. This was the first system to achieve motion estimation without prior scene and motion knowledge. This system constructed the framework for feature-based VO methods. Davison et al. [11] achieved a real-time but drift-free performance navigation system known as MonoSLAM. This was the first application of a ''pure vision'' VO approach to a SLAM methodology based on a probabilistic framework. As the sparse BA developed, Klein and Murray proposed the parallel tracking and mapping (PTAM) algorithm [12] , which was the first real-time V-SLAM system based on BA. PTAM contained two parallel threads, namely, tracking and mapping, which offered simple but effective methods for key-frame selection, feature matching, point triangulation, camera localization and re-localization. Based on the PTAM framework, Mur-Artal proposed the popular ORB-SLAM [13] , which was a realtime monocular V-SLAM system that could operate in small and large indoor and outdoor environments. Compared to the previous V-SLAM system, ORB-SLAM achieved fully automatic initialization and it possesses capabilities of loop closing and re-localization. To achieve a complete V-SLAM system for monocular, stereo and RGB-D cameras, the ORB-SLAM was improved to produce ORB-SLAM2 [7] . In the above mentioned V-SLAM system, the feature-based VO as the front-end block was a fundamental component. Owing to the robust feature detection and matching, featurebased VO methods could address brightness inconsistencies and large view-point change problems among consecutive frames. However, there were some existing shortcomings in the feature-based VO methods. First, the feature detection and matching process consumed much of the computing resources of the entire VO system. Second, corners detected in VO were only a small part of the image; some potentially useful information may be discarded. Third, in the scenes with weak texture, few features could be extracted, which was definitely not beneficial to the VO system.
B. DIRECT METHOD
This method was proposed in recent years and has steadily gained popularity. The earliest direct VO method was proposed as the front-end of the dense tracking and mapping (DTAM) algorithm [14] . DTAM was a dense system that could achieve camera tracking and reconstruction by minimizing the photometric errors of pixels. It could utilize all image information to obtain more complete, accurate and robust results. However, the DTAM system could only achieve real-time tracking underlying a GPU parallel operation framework. With the availability of the g2o framework [15] , a dense V-SLAM method for RGB-D cameras was proposed in [16] . A dense VO [17] system minimizing a joint photometric and geometric error was combined with the SLAM framework in this method. The evaluation results demonstrated that the method performed effectively in low texture and structure scenes. In [18] - [20] , a largescale direct SLAM (LSD-SLAM) was proposed, which could construct large-scale, consistent maps of the scene. Owing to an elegant probabilistic solution for the tracking, LSD-SLAM could run on a CPU in real time. However, dense direct VO methods were scarcely exploited in real-time applications, particularly with large images. To solve the above problem, certain works have been conducted on the dense direct VO [21] , [22] . Engel proposed a direct sparse odometry (DSO) based on a novel, highly accurate sparse, direct structure and motion formulation [23] . Instead of using all pixels, the DSO selected pixels with an intensity gradient to minimize the photometric errors, and run in real time. To achieve accurate and robust tracking performance, full photometric calibration [24] , accounting for exposure time, lens vignetting and non-linear response models were integrated together in this system [25] . Moreover, stereo DSO, which was an extension of DSO, was proposed to deal with large-scale environments from stereo cameras [26] . Compared to feature-based VO methods, direct VO methods employ both the local intensity gradient's magnitude and direction to estimate the camera motion. However, owing to the elimination of robust data association techniques, direct VO methods require an effective initialization to satisfy the cost function requirement.
C. SEMIDIRECT METHOD
The semidirect method is a hybrid of the indirect and direct approaches. The first semidirect method was proposed in [27] and was referred to as semidirect visual odometry (SVO). Like feature-based VO methods, this approach extracted FAST corners and edgelets as tracking features. Thereafter, a direct image alignment method was utilized to track and triangulate the features as operated in direct VO methods. In this manner, the approach could achieve as robust tracking as feature-based methods, and as accurate estimation as the direct methods. SVO was highly efficient, and was being capable of running at 55 Hz on an embedded computer and at more than 300 Hz on a consumer computer. Therefore, the method could easily be applied to micro aerial vehicles with high frame-rate motion. At present, the SVO algorithm has been improved for both monocular and multi cameras [9] . However, thus far, few works have been conducted on semidirect methods. Reference [28] proposed a semidirect tracking and mapping (SDTAM) method for RGB-D cameras. This method could achieve highly efficient, accurate, and robust localization and be applied to embedded devices such as phones, tablets, or MAVs. Moreover, [29] proposed a fixed-map semidirect visual odometry (FSVO) algorithm for MAVs, which only needs to extract and match ORB features between key-frames and tracking-frames. The introduced fixed map enabled the algorithm to achieve higher precision and robustness than SVO. Semidirect methods incorporated the advantages of both feature-based and direct methods and could achieve robust and accurate localization. However, those semidirect methods were proposed to apply to the micro-UAVs that barely performed long-distance and large-scale localization for the ground vehicle. To solve this problem, we presented a novel semidirect method based on the FAST corner and multiscale LK optical flow algorithm.
In our VO method, we extract features by the improved FAST algorithm and complete the data association using the proposed multiscale feature-tracking method. Thereafter, the BA method-based g2o framework is exploited to recover the camera pose. The framework of our method is given by Fig. 1 . 
III. MULTISCALE DATA ASSOCIATION APPROACH A. IMAGE PYRAMID REPRESENTATION
The image pyramid representation is described in Fig. 2 . The size of image I (x, y) is defined as n x × n y . Level 0 of the pyramid is the ''zeroth'' level image, which is defined as I 0 (x, y) = I (x, y). It is obtained from the raw image without subsampling and has the highest resolution. Then, the other level images of the pyramid can be computed by the description in the Appendix.
The value of pyramid height L m is arbitrary in theory. However, in practical situations, the value of L m should not exceed 4, so it is assigned as 2, 3, and 4 experientially. If the value of L m exceeds 4, the image on the high level of pyramid will be too small to extract enough features. In addition, if L m VOLUME 7, 2019 FIGURE 2. Image pyramid scheme.
is assigned a small value, the multiscale feature tracking algorithm cannot easily track features with large-scale motion.
B. MULTISCALE FEATURE TRACKING
The goal of feature tracking is to determine the corresponding 
In the above, u is located in the texture information window W with a size of (−w x , w x ) × −w y , w y . A is defined as:
In Equation (2) d xx , d xy , d yx and d yy are the parameters of the affine transformation matrix A. In practical applications, the equivalent of (1) is not always satisfied owing to the influence of illumination and noise. Therefore, we define the residual function ε as:
where w x and w y are the border of the integration window with a size of (2w x + 1) × 2w y + 1 . The values of w x and w y determine the accuracy and robustness of the LK algorithm. Intuitively, to achieve subpixel tracking accuracy, a small integration window is preferable. However, a large integration window can handle large motions and changes in lighting, which is the key robustness component related to tracking sensitivity. Therefore, the integration window size is significantly larger than the tracking translation (w x > d x and w y > d y ). Thus, we propose a multiscale feature-tracking algorithm based on LK. The algorithm tracks the multiscale features on the pyramid level separately, and as a result, a large overall pixel displacement vector d can be divided into several small optical flow vectors d L on every level. Moreover, the values of w x and w y can be assigned to be smaller than the tracking translation. In addition, the tracking algorithm can perform a natural trade-off between local accuracy and robustness.
The overall multiscale feature-tracking algorithm proceeds as follows. First, the standard LK algorithm is applied to calculate the displacement vector and affine transformation matrix, using features at the highest level L m . Thereafter, the computation result is propagated to other levels in the form of an initial guess by different threads. In this manner, the overall features can be tracked separately at different levels. Finally, the tracked feature scale is recovered by the pyramid scale at every level. We now describe the tracking operation at level L in further mathematical detail.
Let . Moreover, I (x) and J (x) are the images after being swapped by the initial guess. Then, the goal
We define the Jacobian matrix D L for the residual function ε with respect to the unknown
When matrix D L is valued at 0, the residual function ε will be at the optimum:
Substituting (6) into (5), we obtain the description of D L :
where
The velocity vectorv L is small, so J A L x + v L can be approximated by its first-order Taylor expansion:
wherev L is the unknown variable vector, defined as:
If we substitute (10) into (8), the Jacobian matrix D L can be rewritten as:
where I (x) − J (x) can be defined as the temporal image derivative at point x within the integration window:
is approximately calculated by the gradient of image I (x, y):
where I x and I y are the gradient of image I (x, y) in x and y, respectively, and are calculated by:
Then, by combining (13), (14) and (15), and (16) and (12), we obtain the new expression: 
then, Equation (17) is simplified as:
As described in (7), the optimum solution for (5) 
In particular, the optimum solution requires sufficient gradient information in image I (x, y) to ensure that matrix g is invertible. The vectorv
C. MULTISCALE FEATURE DETECTION
The goal of feature tracking is to determine the vectorv opt that can minimize the residual function (5). Equation (21) restricts the matrix g to be nonsingular, whereby the minimum eigenvalue of g must be larger than the given threshold. To achieve effective tracking performance, it is preferable to select feature points that satisfy (21) . The tracking feature detection method in the standard KLT (Kanade-Lucas-Tomasi) algorithm selects the pixels with minimum eigenvalues λ m that are larger than the given threshold. The method offers certain disadvantages theoretically and practically. First, the detected features contain no scale information and are not robust to scale changes. Second, the detected features will be displaced in areas with rich features and the tracking accuracy will be influenced; and third, the feature detection method computes the eigenvalue of the overall image, with low computational efficiency. In view of the above three disadvantages, the improved FAST algorithm is employed as the tracking feature detection method.
To improve the feature detection algorithm's performance, several studies have been conducted using the FAST algorithm. First, FAST corners without recovered scales are detected separately at different pyramid levels. Thus, the detected features are endowed with scale information. Second, the eigenvalues of the detected FAST corners are computed as the corner response values, which provide effective feature-selecting certification. In this manner, the selected corners can achieve efficient tracking performance. Third, the block feature selection method is applied over every pyramid level. As illustrated in Fig. 3 , the pyramid image I L (x, y) at level L is decomposed into several small blocks, with sizes assigned by demand. In every block, the pixels with large minimum eigenvalues λ m will be retained as the feature points. Certain details of the feature selection will be described later. The block size varies at the different pyramid levels, but its actual value is determined by the image size. The corners at the different pyramid levels can be detected using the same method with different parameters. Therefore, we take the corner selection step at level L as an example, which is detailed as follows.
(1) Employ the FAST algorithm to detect additional FAST corners with a small threshold ζ d for the level L image I L (x, y). The detected FAST corners contain the scale information of level L.
(2) Compute the minimum eigenvalue λ m of the total detected corners and assign the response values for every corner.
(3) Distribute all the detected corners to the image blocks, as illustrated in Fig. 3 .
(4) Sort the detected corners according to their minimum eigenvalue λ m and retain the first M λ corners in every block. The number of corners M λ is computed by the block size and the expected corners' number. In the selection method, an eigenvalue threshold λ min is introduced to make the selected corners have a larger minimum eigenvalue. The corner number of a block with a low feature texture is distributed to that with a rich texture. In this manner, the selected corners are distributed symmetrically in I L (x, y).
(5) Recover the scales of all the retained corners. Applying the same method to the pyramid images, the corners of all levels can be detected. Every feature contains four information types: the minimum eigenvalue λ m , octave in the pyramid, point location in pyramid image I L (x, y) and scale factor. All of this information is utilized in our multiscale feature-tracking algorithm.
IV. SYSTEM OVERVIEW
Our VO system incorporates two constituents: initialization and tracking. The goal of the initialization is to create a local map by tracking two contiguous frames during the system start-up stage. The tracking process is responsible for estimating the scene structure and camera motion with every frame. In this stage, key-frames need to be inserted, new key points need to be extracted, and map points need to be optimized.
A. INITIALIZATION
It is well known that a single image contains no depth information, so we cannot obtain 3D points to create an initial map from the image. Thus, monocular VO requires a procedure for accomplishing map initialization. A perfect method is to compute the relative pose between two frames in order to triangulate an initial set of map points. In our monocular VO system, we adopt the automatic map initialization framework proposed in [14] to perform map initialization. This framework considers the scene as planar and nonplanar, and two geometrical models (homography and fundamental matrix) are calculated separately in two parallel threads. Thereafter, a heuristic method is exploited to select a superior model and recover the relative pose. The configuration of low-parallax and planar ambiguity between two views may corrupt the map initialization, so this framework requires verification of the two-view configuration prior to initialization. We employ the map initialization framework on account of its two advantages: it adapts to different scenes and does not require human intervention to select an effective two-view configuration. The steps of the automatic map initialization are as follows.
1) BUILD THE CORRESPONDENCES
Extract the FAST corners in reference frame F r utilizing our multiscale feature detection algorithm and construct the matches x r ↔ x c in the current frame F c exploiting our multiscale feature-tracking algorithm. If insufficient corners are detected in reference frame F r or insufficient matches are identified, reference frame F r will be reset by the current frame F c .
2) COMPUTE TWO MODELS IN PARALLEL
The two geometrical models are calculated in two parallel threads: the homography H cr is computed according to our previous work [32] , and the fundamental matrix F cr is computed by the eight-point algorithm [33] inside a RANSAC scheme:
where x r is the corner set in F r and x c is the corner set in F c . To select a superior model, a score S M , computed inside the RANSAC scheme for homography H cr and fundamental matrix F cr , is introduced:
where d 2 cr is the symmetric transfer error from current frame F c to reference frame F r and d 2 rc is the symmetric transfer error from reference frame F r to current frame F c .
Moreover, T M is the threshold for rejecting the outliers based on the χ 2 test at 95% (T H = 5.99 and T F = 3.84), and is defined as equal to T H .
3) MODEL SELECTION
If the scene is planar, the homography is the ideal model for recovering the pose; if the scene is nonplanar, the fundamental matrix is the ideal model for recovering the pose. Therefore, a robust heuristic radio is computed:
and if R H > 0.45, the homography will be selected as the model; otherwise, the fundamental matrix will be selected.
4) MOTION RECOVERY
If the homography is selected as the model, eight motion hypotheses will be retrieved. Then, the eight solutions are all triangulated, and the solution with the most points observed with parallax, in front of both cameras and with a low reprojection error, will be selected as the optimal solution. If the fundamental matrix is selected as the model, four motion hypotheses will be retrieved by decomposing the essential matrix:
where K is the calibration matrix. Then, the four solutions are triangulated and the optimal solution will be selected, as was done for homography.
5) BA FOR MAP INITIALIZATION
BA based on g2o will be performed to refine the initial map once the reconstruction has been established.
B. TRACKING
The tracking stage of our proposed VO method consists of image preprocessing, data association and pose estimation. The process is detailed as follows.
1) IMAGE PREPROCESSING
In this step, a new frame is captured, and a Gaussian filter is exploited to remove noise. Then, the input frame is represented by a pyramid utilizing (30) , (31), (32) , and (33) . If the input frame is a key-frame, new key points are extracted by the multiscale feature detection approach. If the input frame is a tracking frame, only the key points need to be tracked. Feature description and matching are eliminated. As a result, the system runs efficiently.
2) DATA ASSOCIATION
This step constructs the correspondences of corners to corners or map to corners utilized the proposed multiscale LK method. Furthermore, map points are managed and a new key-frame is inserted in this step. Each map point p i stores the following:
• its 3D position X w,i in the world coordinate system;
• its 2D position u w,i in the image frame that initializes it;
• the viewing direction n i ;
• key-frames that can observe it;
• the ID of the frame that observes it initially. The map point management includes two aspects: removing bad map points and adding new map points. Certain strategies are introduced for removing the bad map points: points cannot be observed by the current frame, points have been marked as bad (selected as outliers in the camera pose estimation process based on a RANSAC framework), points with large parallax angles and points can be difficult to track. The parallax angle is defined as the angle between the camera centerline and the rays from map point to camera. This angle can be computed by multiplying the pose of map point and the vector from map point to camera center. When the VO system performs effectively and possesses sufficient parallax, new map points will be added by means of triangulation between two tracking frames or key-frames.
The key-frame fundamentally determines the VO system robustness. In our VO method, the key-frame inserted configuration is as follows.
• The norms of the estimated rotation or translation are larger than the given thresholds. The threshold is assigned based on the frequency and moving speed of camera. In the experiment for the KITTI sequence, the rotation threshold is assigned to 0.05 and the translation threshold is assigned to 0.1. For other datasets, those thresholds should be fine-tuned.
• The number of tracked key points is reduced to below the 80% of the number of detected features. The radio of threshold is assigned experientially.
• The number of inlier map points is reduced to below the given threshold. The threshold is assigned to 200 in our VO system, and it can be adjusted by the scene of the real application.
• The number of tracked frames from the last keyframe insertion becomes larger than 20. This threshold is assigned experientially and it can be fine-tuned. If the camera moves fast, this threshold should be reduced. If the camera has a large frequency, this threshold should be increased. In this way, the VO system can be operated stably with few redundant key-frames.
3) POSE ESTIMATION
Once the map-to-corners correspondence has been created, a PnP solver based on RANSAC is adopted to check the inliers and recover the initial estimation of rotation and translation. Thereafter, the BA based on g2o framework is utilized to increase the accuracy of the camera pose. Different from the global BA in the back-end of a SLAM system, the optimization based on the BA method and g2o framework is confined to a single frame. Thus this process is considered as a part of VO. In the BA method, the vertex is composed of the current frame pose, which is the optimization objective. The edge starts from the map points to the camera pose. The optimization process will be performed four times. In every optimization process, the outlier will be checked and dropped VOLUME 7, 2019 out for the following optimization. When the estimated pose is effective, the translation and rotation of the current frame will be updated.
V. EXPERIMENTS
To evaluate the performance of the proposed VO system, extensive experiments were conducted using the popular KITTI benchmark. All of the algorithms were implemented in C++ on the Ubuntu 14.04 system and run on an Intel Core i3 notebook computer with 4 GB RAM.
A. ANALYSIS OF MULTISCALE FEATURE DETECTION
To achieve a fast and robust feature detection method, we improved the FAST algorithm based on the multiscale and minimum eigenvalue response. In this section, we evaluate the proposed multiscale feature detection algorithm in terms of objective measurement and subjective visual quality. The dataset employed in this section is the 00 sequence from the odometry benchmark of KITTI [34] .
We propose a distribution performance factor (abbreviated as DPF) for the objective measurement to evaluate the distribution performance of corners detected by our proposed feature detection algorithm. The DPF is computed as follows.
Step 1: Block the image I (x, y) in a size of m × n, where m and n are the numbers of blocks in row and col, respectively.
Step 2: Count the corner numbers in every block.
Step 3: Count the number of blocks with corners and define it as M C .
Step 4: Compute the DPF: = M C m×n . From the definition of , we can observe that the detected corners perform distribution when approximates to 1, and vice versa. To evaluate the feature detection performance of the proposed algorithm in terms of subjective visual quality, we take the image block as the bin to define a 2 dim histogram, and we draw it in contour. We select one frame from the experimental results for details, as illustrated in Fig. 5 . In the contour image, the bright color represents the region with large corners, and vice versa.
From Fig. 5 , we can observe that the corners detected by the standard FAST algorithm are centrally located in the region with rich texture, while few corners are located in other regions. As a result, a larger estimation error will be produced during the pose estimation process. In contrast, the corners detected by the proposed M-FAST algorithm are distributed overlapping the entire image region, which can reduce the estimation error caused by the corner measurement. As discussed in this experiment, our proposed M-FAST algorithm exhibits superior feature detection performance as compared to the standard FAST algorithm in terms of distribution.
We utilize the 90 th frame of the dataset as an example to illustrate the relationship between the minimum eigenvalue and the tracking performance of corners. The experimental results are detailed in Fig. 6 and Fig. 7 . In Fig. 6 , the red circles represent the corners tracked unsuccessfully, while the green circles represent the corners tracked successfully. In the minimum eigenvalue images, a higher pixel brightness results in a larger minimum eigenvalue, and vice versa. From Fig. 6 , we can observe subjectively that corners with a small minimum eigenvalue tend to be lost, while corners with a large minimum eigenvalue can be tracked robustly. Figure 7 plots the relationship between the minimum eigenvalue and the tracking performance of corners. In this figure, the x-axis is the corner and the y-axis is the minimum eigenvalue. The red asterisks represent the corners tracked, while the black asterisks represent the corners lost. From the plotted figure, we can observe that the majority of lost corners are below 0.005, which illustrates that the corners with a minimum eigenvalue tend to be lost. Therefore, in our multiscale feature detection algorithm, the minimum eigenvalue is introduced as the response to increase the robustness of tracking.
In this experiment, we evaluated the distribution and tracking property of corners detected by our algorithm in terms of objective measurement and subjective visual quality. The results demonstrate that the proposed algorithm can detect corners with good distribution and tracking properties.
B. ANALYSIS OF MULTISCALE FEATURE TRACKING
To evaluate the performance of our multiscale feature tracking algorithm, the normal LK was exploited as the comparison algorithm. In the experiment, our algorithm was denoted as M-LK, while the normal LK algorithm was denoted as LK. To analyze the tracking performance of the proposed algorithm, we counted the numbers of detected corners, tracked corners and tracked inlier corners, as plotted in Figs. 8 to 10 . corner numbers. In the experiment, the corners to be tracked were detected by the proposed M-FAST algorithm and marked by a black line. The number of corners tracked by LK method is marked by a blue line. The number of corners tracked by our method is marked by a red line. As illustrated in this figure, the number of corners tracked by LK and our method are almost the same. Figure 9 plots the inliers of the tracked corners. The result of the LK method is marked by the blue line, and the result of our method is marked by the red line. From the results figure, VOLUME 7, 2019 we can observe that the number of inliers tracked by our method is higher than that tracked by the LK method. Figure 10 plots the tracking results between frame 54 and 55. The corners tracked successfully (inliers) are marked by the green line, and the others are marked by the red line. As indicated in Table 1 , the number of detected corners is 1001. The number of corners tracked by LK is 949, and the number of inliers is 690. The number of corners tracked by the proposed M-LK is 946, and the number of inliers is 723. Thus, the number of inliers tracked by our algorithm is larger than that tracked by the LK algorithm. In summary, this experimental section has analyzed the tracking performance of the proposed multiscale featuretracking algorithm in both qualitative and quantitative terms. From the experimental results in Figs. 8 to 10 and Table 1 , it can be concluded that the proposed algorithm can outperform the standard LK algorithm in tracking corners.
C. ANALYSIS OF THE VO SYSTEM
In this experiment, we adopted sequences 00, 05, 07 and 08 of the KITTI benchmark to evaluate the performance of our proposed VO system. Each sequence includes images, camera calibration information, ground-truth, and timestamps, which could make our evaluation more persuasive. The front-end VOLUME 7, 2019 VO method of ORB-SLAM, a feature-based method and the DSO, a direct method, are utilized as the comparison algorithm. For the sequence 00, we intercept the first 3800 frames as the experimental dataset. We do this because the journey of sequence 00 is too long to be tracked successfully for ORB-SLAM without loop closing and global BA. The experimental results are plotted in Figs. 11 to 19 and summarized in Tables 2 to 5 . Figure 11 plots the estimated 2D trajectories and groundtruths of sequence 00, 05, 07 and 08. The ground-truth trajectory is marked by a black line. The trajectory estimated by ORB-SLAM is marked by a blue line. The trajectory estimated by DSO is marked by a green line. In addition, the trajectory estimated by our method is marked by a red line. It is worth noting that those plotted trajectories are all normalized by the scale of ground-truth.
Figures 12 and 13 plot the translation in the x, y and z directions and rotation in roll, yaw and pitch angles of sequence 00. Figures 14 and 15 plot the translation in the x, y and z directions and rotation in roll, yaw and pitch angles of sequence 05. Figures 16 and 17 plot the translation in the x, y and z directions and rotation in roll, yaw and pitch angles of sequence 07. Figures 18 and 19 plot the translation in the x, y and z directions and rotation in roll, yaw and pitch angles of sequence 08. The line colors marked in all the above figures are the same as those in Fig. 11 . Tables 2 to 5 summarize the estimation errors and computational times of four sequences utilized in the experiment. In those tables, the localization errors are analyzed by being decomposed to x, y and z directions and the attitude errors are analyzed by being decomposed to roll, yaw and pitch angles. In addition, the total errors of localization and attitude angles are computed to analyze the global performance of our method.
From the experimental results, we can find that the localization errors estimated by our method are smaller than those estimated by ORB-SLAM and the DSO methods in sequences 00, 05 and 07. In sequence 08, the localization error estimated by our method is smaller than that estimated by the ORB-SLAM method. The attitude angle errors estimated by our method are smaller than those estimated by ORB-SLAM method in sequences 05, 07 and 08. The average computational time of the DSO method exceeds 500 ms. Thus, the DSO method cannot easily be applied in a real-time system. The average computational time for a single frame of our method is below 60 ms on a general notebook computer with a CPU. It is worth noting that most of the yaw angle errors are smaller than the roll and pitch angle errors, which is because the range of roll and pitch angles are small and are sensitive to noise.
In summary, the accuracy of our proposed semidirect method is higher than that of the feature-based ORB-SLAM method, and the computational speed is faster than that of the direct DSO method. In addition, our method can achieve long-distance and large-scale localization without loop closing and global BA.
VI. CONCLUSION
In this paper, a semidirect VO method which can be employed for long-distance and large scale localization, has been proposed. This method extracts features using the improved FAST algorithm and constructs the data association using a multiscale LK approach by minimizing the photometric errors of pixels. Owing to both advantages of the featurebased and the direct methods, the proposed VO system runs robustly and accurately. The performance of this system was validated by the experimental results in terms of both objective quality measurements and subjective visual quality. In future work, we will improve the VO system by adding loop closing, mapping and global BA to achieve a V-SLAM system. 
where s is the pyramid scale factor.
As a result, we can compute I 1 (x, y), which is defined as the image at Level 1 from I 0 (x, y), and compute I 2 (x, y) from I 1 (x, y). Continuing in this manner, we can construct the entire pyramid recursively. To satisfy the definition of (30) 
Using Equations (30), (31), (32) 
