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Abstract
In this work we present a general procedure for deriving exact, analytical, and numerically stable ex-
pressions for the characteristic equations and the eigenmodes of the Timoshenko and the Euler-Bernoulli
beam models. This work generalizes the approach recently described in Gonc¸alves et al. (P.J.P. Goncalves,
A. Peplow, M.J. Brennan, Exact expressions for numerical evaluation of high order modes of vibration
in uniform Euler-Bernoulli beams, Applied Acoustics 141 (2018) 371–373), which allows the numerical
stabilization for the case of the Timoshenko beam model. Our results enable the reliable computation
of the eigenvalues and the eigenmodes of both beam models for any number of modes. In addition
to presenting the necessary details for stabilizing the solutions to the eigenvalue problem for the two
beam models, we also tabulate the results for a large number of the common boundary conditions
so that one can compare the predictions of all those models. Therefore, another contribution of our
work is the presentation of both the conventional as well as the novel, numerically stabilized results for
both the Euler-Bernoulli and the Timoshenko beam models in one manuscript with consistent notation,
and for the most common boundary conditions. The code for the stabilized Timoshenko expressions
as well as for the finite element verification are made available through the Mendeley Data repository
http://dx.doi.org/10.17632/r275tx2yp8.1.
1 Introduction
The elastic deformation of continuous bodies can generally be studied using the theory of elasticity. However,
when certain loading conditions are applied to special structural elements, it is possible to simplify the
analysis by utilizing the kinematics of the deformation and making some assumptions on the resulting
strains. One example of these simplifications is the beam structural element which has been widely used to
model a variety of natural and engineered components [1, 2, 3, 4]. Several assumptions must be made when
going from the full theory of elasticity to a beam model. These assumptions yield different mathematical
models for the same system whose validity often depends on the geometry of the element and the frequency
of excitation [5]. Some of the classical beam theories as well as the associated key assumptions are shown in
Table 1. From this table it is evident that the most inclusive classical beam model is the Timoshenko beam.
In contrast to the most commonly used Euler-Bernouli (EB) beam model, the Timoshenko beam (TB)
model [6] includes shear and rotary inertia effects in addition to bending deformation and linear inertia.
This makes the TB model especially more accurate for beams with smaller length to diameter ratio or with
high-frequency excitation where these effects are not negligible and thus using the EB model would yield
inaccurate results [7]. Although the TB model gives more accurate results than EB, this improvement in
accuracy is associated with a more complicated analysis. This is because there are two degrees of freedom
intrinsic to the TB model: lateral translation and cross-section rotation while the EB model has lateral
translation as the only degree of freedom. Mathematically, TB consists of two second order coupled partial
differential equations (PDEs) [6] while EB consists of one PDE. The two TB equations can be combined
into a hyperbolic PDE while the EB equation is a parabolic PDE. This difference causes the TB model to
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have two different sets of expressions for the natural frequencies and mode shapes, thus leading to a second
spectrum for the TB model [8, 9, 10]. For simple boundary conditions, the TB solutions, natural frequency
equations, and mode shapes were derived in [11]. However a correction for the clamped-clamped frequency
equations that appeared in [11] was later published in [12]. While analytically these terms are correct, they
generally are not suitable for numerical computations. This hinders the analysis of a wide class of systems
since beam modes are still regularly used in assumed modes analysis. Therefore, achieving an accurate and
numerically stable representation, especially in the much less studied TB models, will be extremely beneficial.
Specifically, it was discovered early on [13] that numerical evaluation of higher mode shapes of many
EB beam modes (such as those with clamped or free boundary conditions) can be numerically unstable—
in the sense that evaluation of the standard forms of the equations for those modes involves substantial
floating point error. Dowell [14] provided an asymptotic form for the high order modes that circumvented
the problem of numerical instability. Shankar and Keane [15] restructured the equations for the free-free
EB beam so as to isolate the problem to a single term consisting of a very small number multiplying a very
large one. Using this approach, they were able to numerically evaluate the first hundred modes for an EB
free-free beam. Tang [16] also rearranged the terms of the mode shapes, but did so in a way that reduces
catastrophic cancellations which are numerical errors caused by taking the difference of nearly identical
terms. However, his formulation still involved taking differences of very large numbers and the core problem
persisted. Van Rensburg et al [17] studied the Timoshenko beam model for pinned-pinned and cantilever
boundary conditions. While the expressions they provide for the modes are numerically unstable, they derive
asymptotic expressions that can be used to approximate the eigenvalues for the two boundary condition cases
they considered.
Gonc¸alves et al [18] rearranged the mode equations for common EB boundary conditions in a manner
similar to that done by Shankar and Keane [15]. Similar to [15], they presented exact terms for numerically
computing the mode shapes up to the 200th term, and provided approximate terms for modes higher than
200 but at the cost of losing some accuracy at the lower modes. In a recent publication [19], Gonc¸alves et
al presented an exact formulation for the mode shapes of uniform EB beams subject to common boundary
conditions. In contrast to their earlier publication [18], the expressions in [19] are exact and numerically
stable for the full frequency range where the EB beam theory is valid. The same authors provide a strategy
for numerically stabilizing the characteristic frequency equation.
The issue of numerical stability of modes is even more prominent for stepped beams, both Euler-Bernoulli
and Timoshenko, where fewer than 10 modes can be predicted reliably [20, 21]. Xu et al. [20] and Cao et
al [21] have mitigated the issue by defining a set of local coordinates that decrease the growth rate of
the hyperbolic sine and cosine terms in Euler-Bernoulli and Timoshenko beams, respectively. However,
their approach does not solve the core problem and numerical stabilities continue to be a problem in their
formulation.
Therefore, the problem of obtaining closed form expressions for the mode shapes that are well-conditioned
for the whole span of the beam and throughout the frequency range is still a current problem especially for
the Timoshenko beam model.
While finite element can be used to obtain eigenfrequencies and mode shapes, analytic expressions are
still useful for gaining an understanding of the character of the solution, particularly asymptotic behavior.
Additionally, analytic expressions (when they can be evaluated) are necessary to gain confidence in numerical
methods such as finite elements (mesh convergence, code validation, etc.). Therefore, closed form and
numerically stable solutions for the eigenvalue problem of beams comprise an important analysis tool.
Further, for Timoshenko beams numerical instability occurs at the lower modes which get singular.
Therefore, even using a dozen of modes for analyzing the vibrations of these beams can be problematic.
On the other hand, for the Euler-Bernoulli beam the number of singular modes depends on the problem,
while how many of these modes one needs depends on the application. Civil engineering applications often
utilize lower modes; however, mechanical engineering applications often require considering higher modes.
For instance, if one is using the assumed modes method it is common to utilize several tens of modes.
Consequently, the lack of numerically stable expressions can hinder the analysis of Euler-Bernoulli and
Timoshenko beams.
In this paper we present an approach for the numerical stabilization of both the characteristic equation
and the modes of the Timoshenko beam model. We present the approach and tabulate the results for a
wide range of common boundary conditions. For completeness, we also present the results for the EB model,
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where our formulation is mathematically equivalent to the one presented in [19]. We are motivated by
both (1) the importance of obtaining numerically stable expressions for the TB model, and (2) the need for
presenting EB and TB results in one consistent notation and for all the common boundary conditions in
one manuscript. Figure 1 shows the boundary conditions used in this paper. All the combinations of these
boundary conditions are considered and the corresponding results are tabulated.
This paper is organized as follows. In Sections 2 and 3 the equations of motion for the EB and the TB
models, respectively, are non-dimensionalized and the corresponding mode equations are derived. The source
of the numerical instability in the characteristic equations and the mode shape expressions are described in
Section 5. Numerically stable expressions for both EB (Section 6.2) and TB (Section 6.3) models, including
some useful identities are presented in Section 6. (An expanded discussion of the pinned-pinned case of a
TB is presented in B.) Section 7 shows the results obtained using the well-conditioned expressions. Section
8 outlines the use of finite element analysis to verify the exact solutions derived above and a more complete
discussion of the finite element analysis and the verification process is presented in D. The paper ends
with conclusions in Section 9. Two additional appendices are also provided: A provides more details on
mode derivations, while C includes the numerically stable expressions for all the roller boundary condition
combinations.
In the following, the nomenclature of [17] is used with the exception that the shear coefficient is rep-
resented as κ rather than κ2. The authors of this monograph performed their derivations for exact and
numerically stable solutions for Euler Bernoulli and Timoshenko beams before [19] was published, so the
following will employ the formalism of the authors’ derivation.
Shear
deformation
Bending
deformation
Linear
inertia
Rotary
inertia
Euler-Bernoulli 7 3 3 7
Rayleigh 7 3 3 3
Shear 3 7 3 7
Timoshenko 3 3 3 3
Table 1: Beam models. A check mark in any column means that the factor stated in the header of the
column is included in the model, while a cross means that the effect of that factor is neglected.
2 The general eigenvalue problem for the Euler-Bernoulli beam
The lateral vibrations w of a uniform Euler-Bernoulli beam are governed by the partial differential equation
EI
∂4
∂x4
w = −ρA ∂
2
∂t2
w, (1)
where ρ is the density, A is the area of cross-section, E is Young’s modulus, and I is the area moment of
inertia of the cross section about the neutral axis. The beam has length L, and we use the non-dimensional
parameters
τ = t/TE, ζ = x/L
where TE = L
√
ρ/E. The dimensionless displacement is
w˜(ζ, τ) = w(ζL, τTE)/L
These can be used to derive the following expressions
∂4w
∂x4
= (1/L3)
∂4w˜
∂ζ4
and
∂2w
∂t2
= (L/T 2E)
∂2w˜
∂τ2
. (2)
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Substituting the above into Eq. (1) gives
1
α
∂4w˜
∂ζ4
= −∂
2w˜
∂τ2
. (3)
where α = AL2/I. We appeal to separation of variables: w˜(ζ, τ) = U(ζ)Y (τ) and obtain
1
α
∂4U
∂ζ4
U
= −
∂2Y
∂τ2
Y
= λ, where λ is assumed positive. (4)
Dimensionless eigenvalue λ is related to physical quantities by
√
λ = TEωˆ where ωˆ is the physical natural
frequency predicted by the model. We are now interested in the form of U , so we examine the equation
∂4U
∂ζ4
= αλU. (5)
Assuming U = eµζ and substituting it into the above equation gives
eµζ
(
µ4 − αλ) = 0, so µ = (αλ) 14 . (6)
Considering of both real and imaginary roots yields the following real expressions for the general form for
the Euler-Bernoulli modes
u(ξ) = A1(µ) sinh(µξ) +A2(µ) cosh(µξ) +A3(µ) sin(µξ) +A4(µ) cos(µξ), (7)
where the constants A1 through A4 depend on the boundary conditions. The most common boundary
conditions for the Euler-Bernoulli beam are similar to the ones shown in Fig. 1, and the corresponding
mathematical expressions are listed in Table 2.
Condition Name Equation 1 Equation 2
Cantilever u = 0 u′ = 0
Simply Supported u = 0 u′′ = 0
Free u′′ = 0 u′′′ = 0
Roller u′ = 0 u′′′ = 0
Table 2: The four standard boundary conditions for the Euler-Bernoulli beam.
Figure 1: Common beam boundary conditions.
3 The general eigenvalue problem for the Timoshenko beam
The Timoshenko beam model is given by the two coupled partial differential equations [17]
ρA
∂2u
∂t2
=
∂(AGκ(∂u∂x − φ))
∂x
, (8)
ρI
∂2φ
∂t2
= AGκ(
∂u
∂x
− φ) + ∂(EI
∂φ
∂x )
∂x
, (9)
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where u is the lateral deflection, φ is the angle of rotation of the beam’s cross-section, A, E and I have
the same meaning described in Section 2, κ is the shear coefficient which corrects for the variation in shear
along the cross section due to shear deformation in the Timoshenko beam model [22], while G is the shear
modulus. In order to derive these equations, and incorporate the appropriate boundary conditions, the
following expressions for the bending moment and the shear force were used
M = EI
∂φ
∂x
, V = AGκ(
∂u
∂x
− φ). (10)
We now define the dimensionless parameters u∗(ζ, τ) = u(ζL, τTT)/L, and TT = L
√
ρ
Gκ , We also
define the following constants
α = AL
2
I , β =
AGκL2
EI and γ =
β
α .
Utilizing these non-dimensional parameters, the Timoshenko beam model is written as
∂2u∗
∂τ2
=
∂2u∗
∂ζ2
− ∂φ
∗
∂ζ
, (11)
∂2φ∗
∂τ2
=
1
γ
∂2φ∗
∂ζ2
+ α
∂u∗
∂ζ
− αφ∗. (12)
Following the approach described in [17], a separation of variables of the form u∗(ζ, τ) = Y ∗(τ)U∗(ζ) and
φ∗(ζ, τ) = Y ∗(τ)Φ∗(ζ) is considered and the resulting eigenvalue problem is given by
−U∗′′ + Φ∗′ = λU∗,
− 1
γ
Φ∗
′′ − αU∗′ + αΦ∗ = λΦ∗ (13)
where λ is the non-negative eigenvalue and
[
U∗
Φ∗
]
is the eigenfunction. Here Y
∗′′
Y ∗ = −λ and
√
λ is the
non-dimensional natural frequency
√
λ = ωˆTT , where ωˆ is the physical frequency predicted by the model.
To solve the eigenvalue problem, the eigenfunctions are assumed to be of the form emζw resulting in the
following equation [−m2 − λ m
−αm − 1γm2 + (α− λ)
] [
w1
w2
]
=
[
0
0
]
. (14)
Equating the determinant to zero for non-trivial solutions, i.e., m4 + λ(1 + γ)m2 + γλ(λα) = 0 leads to
following roots of m
m2 = −1
2
λ(1 + γ)(1±∆ 12 ), where ∆ = 1− 4γ
(1 + γ)2
(1− α
λ
). (15)
The parameter ∆ in Eq. (15) is always greater than 0 but can be greater than, less than or equal to 1,
depending upon whether λ < α, λ > α or λ = α. The three cases lead to different expressions for the
mode shapes which are presented in Sections 3.1–3.3 [17]. A provides some discussion on the derivation of
Eqs. (16), (17), and (18).
3.1 The case λ < α
In this case m has 2 real roots denoted by ±µ and 2 imaginary roots denoted by ±ωi. The eigenfunctions
using Eq. (14) are then expressed by[
U∗(ζ)
Φ∗(ζ)
]
= A1
[
sinhµζ
λ+µ2
µ coshµζ
]
+A2
[
coshµζ
λ+µ2
µ sinhµζ
]
+A3
[
sinωζ
−λ−ω2ω cosωζ
]
+A4
[
cosωζ
λ−ω2
ω sinωζ
]
. (16)
5
3.2 The case λ = α:
The roots in this case are two imaginary values denoted by ±ωi and 0 with multiplicity 2. The eigenfunctions
are then given by [
U∗(ζ)
Φ∗(ζ)
]
= A1
[
0
1
]
+A2
[
1
αζ
]
+A3
[
sinωζ
−λ−ω2ω cosωζ
]
+A4
[
cosωζ
λ−ω2
ω sinωζ
]
. (17)
3.3 The case λ > α
All the 4 roots are imaginary denoted by ±θi and ±ωi. The eigenfunctions are then given by[
U∗(ζ)
Φ∗(ζ)
]
= A1
[
sin θζ
−λ−θ2θ cos θζ
]
+A2
[
cos θζ
λ−θ2
θ sin θζ
]
+A3
[
sinωζ
−λ−ω2ω cosωζ
]
+A4
[
cosωζ
λ−ω2
ω sinωζ
]
. (18)
The real quantities ω, µ (for the case λ < α) and θ (for the case λ > α) are given in terms of λ as [17]
ω2 =
1
2
λ(1 + γ)(∆
1
2 + 1), µ2 =
1
2
λ(1 + γ)(∆
1
2 − 1), θ2 = 1
2
λ(1 + γ)(1−∆ 12 ). (19)
The values of the coefficients A1 through A4 along with the quantity λ which determines the natural fre-
quencies depend on the specific boundary conditions and can be found by imposing the boundary conditions
on the above expressions for mode shape. Figure 1 shows the most common boundary conditions, and Table
3 lists the corresponding mathematical expressions.
Condition Name Equation 1 Equation 2
Cantilever u = 0 φ = 0
Simply Supported u = 0 φ′ = 0
Free u′ − φ = 0 φ′ = 0
Roller u′ − φ = 0 φ = 0
Table 3: The four standard boundary conditions for the Timoshenko beam.
4 Solution strategy for the eigenvalue problem
This section details the strategy devised for solving the eigenvalue problem. Symbolic Matlab R© was used,
as well as Mathematica R© to perform the algebraic manipulations needed to solve the resulting system of
equations. This section assumes that λ > 0, i.e., we are not concerned with rigid body modes at λ = 0 or
eigenfrequencies with multiplicity 2 [23] (see Section 4.2).
The process starts by imposing the boundary conditions from Table 3 for the beam case under investi-
gation, and using symbolic variables, we can write down a system of equations
Ba = 0, (20)
where the the entries of matrix B are bij = bij(µ(λ), ω(λ)), where i, j ∈ {1, 2, 3, 4}, are obtained by applying
the boundary conditions, and the entries of vector a are the coefficients Ai, where i ∈ {1, 2, 3, 4}. It is
important to first check the rank of the matrix B. If B is full rank, when the following process will reliably
produce the needed expressions for the eigenmode coefficients. However, if B is rank deficient, then the
eigenvalue problem needs to be studied more closely to identify any additional constraints on the coefficients
A1–A4. For all but one of the cases that we have studied the matrices had full rank. The only case with a
rank deficient B matrix was the pinned-pinned case with λ = α. This case is described in detail in B.
After ensuring that B has full rank, Gaussian elimination can then be used by choosing one of the ais and
solving for the other entries in a in terms of this ai. However, while performing the Gaussian elimination,
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it is necessary to perform column pivoting since otherwise the Gaussian elimination may not be stable [24].
Assume that after column pivoting the linear system reads
B˜ a˜ = 0, (21)
and that we have a bijective permutation map σ from the set {1, 2, 3, 4} onto itself such that
a˜i = aσ(i) where i ∈ {1, 2, 3, 4}; and B˜i,j = Bi,σ(j) where j ∈ {1, 2, 3, 4}. (22)
Note that the map σ is invertible, i.e., we can write a˜σ−1(i) = ai and B˜i,σ−1(j) = Bi,j . We can now use
Gaussian elimination on Eq. (21) and then use Eq. (22) along with the inverse map σ−1 to solve for the
coefficients in Eqs. (16)–(18). Since we can only solve for three of the coefficients in terms of the fourth, we
choose the term a˜4 as the free coefficient, set a˜4 = 1, and find a˜1–a˜3 in terms of it. This is accomplished by
constructing and symbolically solving (via Gauss elimination) the augmented matrixB˜1,σ(1) B˜1,σ(2) B˜1,σ(3) −B˜1,σ(4)B˜2,σ(1) B˜2,σ(2) B˜2,σ(3) −B˜2,σ(4)
B˜3,σ(1) B˜3,σ(2) B˜3,σ(3) −B˜3,σ(4)
 . (23)
4.1 Orthonormalization of the modes
There are several choices for the orthonormalization of the modes. One of the useful choices, especially
in the method of assumed modes, is to normalize the modes with respect to the beam’s mass. For the
Euler-Bernoulli beam this is obtained according to
Dimensional:
L∫
0
ρAui(x)uj(x) dx = δij ; Non-dimensional:
1∫
0
αUi(ζ)Uj(ζ) dζ = δij , (24)
where δij is the Kronecker delta function.
In the case of the Timoshenko beam, one point to emphasize is that the eigenmodes are vector valued;
therefore, any choice of normalization involves the inner product of two vector-valued eigenmodes. To
elaborate, the mass orthonormalization for the Timoshenko model is given by
Dimensional:
L∫
0
[ρAUi(x)Uj(x) + ρIΦ
i(x)Φj(x)]dx = δij ; (25a)
Non-dimensional:
1∫
0
[U∗i (x)U
∗
j (ζ) +
1
α
Φ∗i (x)Φ
∗
j (ζ)] dζ = δij . (25b)
where U and Φ are the dimensional mode shapes and they are related to the non-dimensional mode shapes
according to U(x) = LU∗(ζ) and Φ(x) = Φ∗(ζ), respectively. Note that these normalizations can be used
for both rigid, and non-rigid beam modes. As an example, the orthonormal rigid-body modes for a free-free
beam are given by[
U(x)
Φ(x)
]
=
1√
ρAL
[
1
0
]
, and
[
U(x)
Φ(x)
]
=
12√
ρAL3 + 12ρIL
[
L
2 − x−1
]
. (26)
4.2 Double eigenvalues
Although double eigenvalues besides the ones corresponding to rigid body modes can theoretically occur in
beam models [23], their occurrence is generally unlikely [17]. Therefore, while we are aware of the possibility
of double eigenvalues, we do not consider that case in this manuscript.
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5 Problem description
The standard equations for the eigenfrequencies and eigenmodes of beams having certain boundary conditions
such as clamped or free ends can be numerically ill-posed in that their solution is subject to large floating
point error. This can be attributed to the form of Eqs. (16) and (7) which involve differences of terms
containing sinh(µξ) and cosh(µξ), that grow unboundedly as µ increases. These issues are manifested in
both the characteristic functions and the mode shapes.
To illustrate the problem, we consider a clamped-clamped Euler-Bernoulli beam model. Fig 2a shows the
characteristic function (cos(µ) cosh(µ)− 1) for the dimensionless argument µ < 15. The crosses are roots of
this function and we see that the characteristic function appears to grow exponentially before the fifth root
has been found. In fact the characteristic function will oscillate between positive and negative regions, but
within an exponentially growing envelope.
Numerical instabilities also affect the normal modes. Specifically, consider the normal modes for the
clamped-clamped beam
uk(ζ) = sinh(µkζ)− sinh(µk)− sin(µk)
cosh(µk)− cos(µk) cosh(µkζ)− sin(µkζ) +
sinh(µk)− sin(µk)
cosh(µk)− cos(µk) cos(µkζ),
where µk is the kth root for the characteristic function. This expression shows that for large frequencies
the normal modes involve small differences of large numbers which is the paradigm of numerical instability.
Figure 2b illustrates this difficulty: the dashed lines are the displacements for the 25th mode as calculated
using the numerically stable expression for this problem derived below - and equivalent to one of [19]. The
solid line is obtained from numerical evaluation of the analytic expression above. Around ζ = 0.45 Matlab R©
calculates displacements that are “NaN” and plots zeros. Figure 2 is very similar to Figure 1 of [19] and is
included here for continuity and completeness.
0 5 10 15
-12
-10
-8
-6
-4
-2
0
2
4 10
5
Figure 2: Standard form of the (a) characteristic equation, and (b) of the high modes for the clamped-clamped
case. The exponential growth of the hyperbolic terms leads to numerical numerical instability.
6 Numerical stability and regularization
This section describes the numerical stabilization of the characteristic equation and the eigenmodes for the
Euler-Bernoulli (Section 6.2) and Timoshenko (Section 6.3) beam models. Before the numerical stabilization
method is described, Section 6.1 lists some useful identities that are used in the regularization process.
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6.1 Some useful identities
Depending on the circumstances, it will be helpful to divide some equations either by cosh(µ) or by√
sinh(µ)2 + cosh(µ)2, so it is useful to observe that
1/ cosh(µ) =
2 e−µ
1 + e−2µ
→ 0 as µ→∞, (27)
and define
f(µ)
.
=
2 e−µ
1 + e−2µ
. (28)
Similarly, we observe that
1√
sinh(µ)2 + cosh(µ)2
=
√
2e−µ√
1 + e−4µ
→ 0 as µ→∞, (29)
and define
g(µ)
.
=
√
2e−µ√
1 + e−4µ
. (30)
We also observe that
sinh(µ)√
cosh2(µ) + sinh2(µ)
=
√
2
(
1− e−2µ)
2
√
1 + e−4µ
→
√
2
2
as µ→∞, (31)
and
cosh(µ)√
cosh2(µ) + sinh2(µ)
=
√
2
(
1 + e−2µ
)
2
√
1 + e−4µ
→
√
2
2
as µ→∞. (32)
It is now useful to define angle ψ such that
ψ(µ)
.
= atan2(1− e−2µ, 1 + e−2µ)→ pi
4
as µ→∞. (33)
We can now write Eqs. (31) and (32) as
sinh(µ)√
cosh2(µ) + sinh2(µ)
= sin(ψ(µ)), (34)
and
cosh(µ)√
cosh2(µ) + sinh2(µ)
= cos(ψ(µ)). (35)
These identities are used to provide the numerically tractable forms for characteristic functions presented
below.
Two other expressions that are useful in expanding the eigenmodes are
sinh(µζ)
cosh(µ)
=
e−µ(1−ζ) − e−µ(1+ζ)
1 + e−2µ
, and
cosh(µζ)
cosh(µ)
=
e−µ(1−ζ) + e−µ(1+ζ)
1 + e−2µ
. (36)
6.2 Numerically stable expressions for the Euler-Bernouli beam
The formulas for Euler-Bernouli beam modes have the general form shown in Eq. (7). A problem of numerical
stability occurs when we consider cases of large µ (high frequency) as both sinh(µξ) and cosh(µξ) increase
unboundedly. There has been some literature on how to address such difficulties and some good approximate
methods have been developed over time. Here we present exact equivalent expressions that do not suffer from
the numerical problems. As mentioned above, these stabilized expressions for the Euler Bernoulli modes, are
mathematically equivalent to the expressions of [19], and are presented here so that the reader may compare
the EB modes with the TB modes using the same nomenclature.
Of course these difficulties occur only where A1 or A2 are nonzero. We first consider cases where both of
these coefficients are nonzero in Section 6.2.1, while the case when these coefficients are zero is described in
Section 6.2.2.
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6.2.1 Case 1: non-zero A1 and A2
For these problems, we normalize by the first coefficient so that A1 = 1. In order for the full expression of
Equation 7 to stay bounded, the exponential growth of the sinh(µξ) and cosh(µξ) must exactly cancel. This
motivates us to express
A2
A1
= A2 = −
(
1 + P (µ)e−µ
)
. (37)
So
sinh(µζ) +A2 cosh(µζ) = sinh(µζ)−
(
1 + P (µ)e−µ
)
cosh(µζ)
= −e−µ ζ − P (µ)
2
(
e−µ (1−ζ) + e−µ (1+ζ)
)
,
(38)
which is well behaved as long as P is a bounded function of µ. In the type of problems discussed here A4 is
generally proportional to A2 (A4 = RA2) so we express
u(ζ) = −e−µ ζ − P (µ)
2
(
e−µ (1−ζ) + e−µ (1+ζ)
)
+A3(µ) sin(ωζ)−R(µ)
(
1 + P (µ)e−µ
)
cos(ωζ). (39)
Numerically stable modal expressions are presented in Table 4. For completeness, the normal modes for
less-singular configurations are also included in the table, while the roller case can be found in in Table 10
of C.
The standard form for the characteristic equations for these beam configurations is provided in the second
column of Table 5. We see that in several cases, terms in the characteristic equations grow unboundedly with
their arguement µ. This also can lead to numerical difficulty; we would much prefer that the characteristic
function (the left hand side of the characteristic equation) oscillates between bounded values, such as plus
and minus 1. The characteristic equations are made numerically tractable by dividing through by cosh(µ)
or
√
cosh2(µ) + sinh2(µ) as appropriate and employing the identities and definitions provided in Subsection
6.1. This leads to the numerically stable, scaled expressions shown in Table 5. The last column in the table
shows the asymptotic values for the modes for large n.
6.2.2 Case 2: zero A1 or A2
We now consider the case where A1 = 0 or A2 = 0, which occurs for the pinned-free and pinned-pinned
beams in Table 6, and all but the clamped roller cases in Table 10.
For these cases, the characteristic functions are stabilized as described in Section 6.2.1. However, we use a
different normalization procedure and slightly modify the stabilization strategy for the modes in comparison
to the cases considered in Section 6.2.1. Specifically, the normalization is performed according to algorithm 1.
Algorithm 1
1: procedure Mode normalization for λ < α
2: if A1 6= 0 and A2 6= 0 then
3: normalize by A1
4: else if A1 6= 0 and A2 = 0 then
5: normalize by the next non-zero coefficient
6: else if A1 = A3 = 0 and A2 6= 0 and A4 6= 0 then
7: normalize by A4
8: else
9: normalize by the first non-zero coefficient
Upon normalizing the modes, we substitute their values into Eq. (7) and then we can use the equations
described in Section 6.1 to numerically stabilize the modes.
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Problem Definition P A3 R
Clamped-Clamped
2
√
2 cos(µ+pi4 )−2 e−µ
e−2µ−2 e−µ cos(µ)+1 −1 −1
Clamped-Free − 2 e
−µ+2
√
2 sin(µ+pi4 )
e−2µ+2 e−µ sin(µ)−1 −1 −1
Clamped-Pinned
2
√
2 cos(µ+pi4 )−2 e−µ
e−2µ−2 e−µ cos(µ)+1 −1 −1
Free-Free
2 e−µ−2√2 sin(µ+pi4 )
−e−2µ+2 e−µ sin(µ)+1 1 1
Pinned-Free u(ξ) = cos(µ)
(
e−µ(1−ξ)− e−µ(1+ξ)
e−2µ+1
)
+ sin(µξ)
Pinned-Pinned u(ξ) = sin(µξ)
Table 4: Euler-Bernouli: Stabilized cases. Note that pinned-free/pinned cases do not need stabilization.
Problem Definition Convent. Char. Eq. Scaled Char. Eq Asymp.
Clamped-Clamped cos (µ) cosh (µ)− 1 = 0 cos(µ)− f(µ) = 0 (2n+ 1)pi/2
Clamped-Free cos (µ) cosh (µ) + 1 = 0 cos(µ) + f(µ) = 0 (2n+ 1)pi/2
Clamped-Pinned
cosh (µ) sin (µ)
− cos (µ) sinh (µ) = 0 sin (µ− ψ(µ)) = 0 (4n+ 1)pi/4
Free-Free cos (µ) cosh (µ)− 1 = 0 cos(µ)− f(µ) = 0 (2n+ 1)pi/2
Pinned-Free
cos (µ) sinh (µ)
− cosh (µ) sin (µ) = 0 sin (µ− ψ(µ)) = 0 (4n+ 1)pi/4
Pinned-Pinned sin(µ) = 0 sin(µ) = 0 npi
Table 5: Euler-Bernouli: Conventional characteristic equations and their scaled form for common boundary
conditions.
6.3 Numerically stable expressions for the Timoshenko beam
The equation for the modes of the Timoshenko beam with λ < α are given in Eq. (16). For simplicity, we
shall set A1 = 1. Section 5 discussed how when A1 and A2 are not zero, Eq. (16) can result in numerically
unstable expressions. If we first focus on the equation for the lateral displacement of the Timoshenko beam,
we obtain an expression similar to that of the Euler-Bernoulli beam shown in Eq. (7). Therefore, the
numerical stability in the displacement modes U∗(ζ) can be resolved using the same procedure described in
Section 6.2
We now look at the terms involved in the cross section rotation angle Φ∗ for which we have the relationship
cosh(µζ) +A2 sinh(µζ) = e
−µζ − P (µ)
2
(
e−µ (1−ζ) − e−µ (1+ζ)
)
, (40)
where P (µ) is given in Table 6 for common boundary conditions, and in Table 12 of C for the roller cases.
Using this relationship in the general expression for Φ∗ yields
Φ∗ =
(
λ+ µ2
µ
)(
e−µζ − P (µ)
2
(
e−µ (1−ζ) − e−µ (1+ζ)
))
−A3
(
λ− ω2
ω
)
cos(ωζ)−R (1 + P (µ)e−µ)(λ− ω2
ω
)
sin(ωζ). (41)
Therefore, using Eqs. (7) and (41)—along with Table 6 for P , A3, and R—gives the numerically stable
modes for the lateral displacement and the cross section rotation, respectively, of the Timoshenko beam.
The characteristic equations for the Timoshenko beam can also be made numerically stable using the
approach described in Section 6.2. By construction, the numerically stable forms of the characteristic func-
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Problem Definition P A3 R
Clamped-Clamped 2
−e−µ+sin(ω)ω(λ+µ
2)
µ(λ−ω2) +cos(ω)
(1+e−2µ)−2e−µ cos(ω)
ω (µ2+λ)
µ (λ−ω2) −1
Clamped-Free
2(−ωe−µ(λ−ω2)+ω(λ+µ2) cos(ω)−µ(λ−ω2) sin(ω))
(λ−ω2)(ω(e−2µ−1)+2µe−µ sin(ω))
ω (µ2+λ)
µ (λ−ω2) −1
Clamped-Pinned 2
(−µe−µ(λ−ω2)+ω(λ+µ2) sin(ω)+µ(λ−ω2) cos(ω))
µ(e−2µ+1)(λ−ω2)−2µe−µ(λ−ω2) cos(ω)
ω (µ2+λ)
µ (λ−ω2) −1
Free-Free −2ωe
−µ(λ−ω2)+µ(λ+µ2) sin(ω)−ω(λ−ω2) cos(ω)
2µe−µ(λ+µ2) sin(ω)+ω(e−2µ−1)(λ−ω2)
ω
µ − µ
2+λ
λ−ω2
Pinned-Free a
U∗(ζ) =
(µ cos (ω)
ω
)
e−µ(1−ζ)−e−µ(1+ζ)
1+e−2µ + sinωζ
Φ∗(ζ) =
( (λ+µ2) cos (ω)
ω
)
e−µ(1−ζ)+e−µ(1+ζ)
1+e−2µ − λ−ω
2
ω cosωζ
Pinned-Pinned
U∗(ζ) = sin (ωζ)
Φ∗(ζ) = −λ−ω2ω cos (ωζ)
Table 6: Timoshenko beam: Stabilized cases.
aNote that the published version (DOI: 10.1016/j.apacoust.2019.03.015) is missing the last term in the Φ∗(ζ) for the pinned-
free case. This is a typo that has been fixed in this arXiv version.
tions (using sin(ψ) and cos(ψ)) grow at most polynomially in λ, but even that polynomial growth can be
mitigated through judicious choice of normalization. For instance the conventional characteristic function
for the pinned-free case is
λµ
(
λ+ µ2
)
sinh(µ) cos(ω) + λω
(
λ− ω2) cosh(µ) sin(ω). (42)
Dividing through by
√
cosh(µ)2 + sinh(µ)2 yields
λµ
(
λ+ µ2
)
sin(ψ) cos(ω) + λω
(
λ− ω2) cos(ψ) sin(ω), (43)
which we note grows polynomially in λ and its functions µ(λ) and ω(λ). For large λ, µ2 ≈ λ and ω2 ≈ λ,
so the above form grows approximatley at λ2.5. The one rigid body mode is captured through the factor λ,
but for λ > 0, we may further divide through by λ
√
ωµ
(
λ+ µ2
)
to obtain
√
µ/ω sin(ψ) cos(ω) +
√
ω/µ
(
λ− ω2)
(λ+ µ2)
cos(ψ) sin(ω) = 0 (44)
which grows roughly as λ0.
For reference, Table 7 contrasts the numerically stable characteristic equations (white cells) with the
conventional expressions (shaded cells) for the Timoshenko beam. Note that only the case λ < α requires
the numerical stabilization.
Expressions for the characteristic functions for λ < α, λ = α and λ = α for most common boundary
conditions are shown in Table 8 (see C for the roller cases).
7 Results
Plots of the scaled characteristic function of the Euler Bernoulli beam for several combinations of boundary
condition are shown in Figure 3. As one would expect from Table 4, scaled characteristic functions oscillate
roughly between -1 and 1. The situation is a bit different for the case of the characteristic functions for the
Timoshenko beam. For those cases, the scaled characteristic functions in general grow polynomially in λ
for λ < α (the clamped-free case, for instance). Further division by judiciously chosen functions of λ can
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Numerically stable expressions Conventional Expressions
Clamped-Clamped
sin(ψ(µ)) sin(ω)
(
ω
(
λ+ µ2
)
µ (λ− ω2) −
µ
(
λ− ω2)
ω (λ+ µ2)
)
+ 2 cos(ψ(µ)) cos(ω)− 2g(µ) = 0
sinh(µ) sin(ω)
(
ω
(
λ+ µ2
)
µ (λ− ω2) −
µ
(
λ− ω2)
ω (λ+ µ2)
)
+ 2 cosh(µ) cos(ω)− 2 = 0
Clamped-Free(
λ+ µ2
λ− ω2 +
λ− ω2
λ+ µ2
)
cos(ψ(µ)) cos(ω)
+
(
ω
µ
− µ
ω
)
sin(ψ(µ)) sin(ω)− 2g(µ) = 0
(
λ+ µ2
λ− ω2 +
λ− ω2
λ+ µ2
)
cosh(µ) cos(ω)
+
(
ω
µ
− µ
ω
)
sinh(µ) sin(ω)− 2 = 0
Clamped-Pinned
µ
(
λ− ω2)
ω (λ+ µ2)
sin(ψ(µ)) cos(ω) + cos(ψ(µ)) sin(ω) = 0
µ
(
λ− ω2) sinh(µ) cos(ω)
ω (λ+ µ2)
+cosh(µ) sin(ω) = 0
Free-Free
−
(
µ
(
λ+ µ2
)
ω (λ− ω2) −
ω
(
λ− ω2)
µ (λ+ µ2)
)
sin(ψ(µ)) sin(ω)
+ 2 cos(ψ(µ)) cos(ω)− 2g(ψ) = 0
−
(
µ
(
λ+ µ2
)
ω (λ− ω2) −
ω
(
λ− ω2)
µ (λ+ µ2)
)
sinh(µ) sin(ω)
+ 2 cosh(µ) cos(ω)− 2 = 0
Pinned-Free√
µ/ω sin(ψ) cos(ω)+
√
ω/µ
(
λ− ω2)
(λ+ µ2)
cos(ψ) sin(ω) = 0 λµ
(
λ+ µ2
)
sinh(µ) cos(ω)
+ λω
(
λ− ω2) cosh(µ) sin(ω) = 0
Pinned-Pinned
sin (ω) = 0
(− sin (ω)(µ2 + ω2)2) sinh (µ) = 0
Table 7: Numerically stable and conventional (shaded) characteristic equations for λ < α the Timoshenko
beam.
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Clamped-Clamped
λ < α λ > α
sin(ψ(µ)) sin(ω)
(
ω
(
λ+ µ2
)
µ (λ− ω2) −
µ
(
λ− ω2)
ω (λ+ µ2)
)
+
2 cos(ψ(µ)) cos(ω)− 2g(µ)
sin(θ) sin(ω)
(
−ω
(
λ− θ2)
θ (λ− ω2) −
θ
(
λ− ω2)
ω (λ− θ2)
)
− 2 cos(θ) cos(ω) + 2
λ = α: α sinω − 2α−2ω2ω + 2α−2ω
2
ω cosω
Clamped-Free
λ < α λ > α(
λ+ µ2
λ− ω2 +
λ− ω2
λ+ µ2
)
cos(ψ(µ)) cos(ω)+(
ω
µ
− µ
ω
)
sin(ψ(µ)) sin(ω)− 2g(µ)
(
θ2 − λ
λ− ω2 +
λ− ω2
θ2 − λ
)
cos(θ) cos(ω)−(
θ2 + ω2
)
sin(θ) sin(ω)
θω
+ 2
λ = α:
(
α2 − αω2) sin (ω) + 2αω + (ω3 − 2αω + 2α2ω ) cos (ω)− 2α2ω
Clamped-Pinned
λ < α λ > α
µ(λ−ω2)
ω(λ+µ2) sin(ψ(µ)) cos(ω) + cos(ψ(µ)) sin(ω)
(
ω2 − θ2)(sin(θ) cos(ω)− ω(λ−θ2) cos(θ) sin(ω)θ(λ−ω2) )
λ = α: ω2 sin (ω)
Free-Free
λ < α λ > α
−
(
µ
(
λ+ µ2
)
ω (λ− ω2) −
ω
(
λ− ω2)
µ (λ+ µ2)
)
sin(ψ(µ)) sin(ω)+
2 cos(ψ(µ)) cos(ω)− 2g(ψ)
sin(θ) sin(ω)
(
− θ
(
λ− θ2)
2ω (λ− ω2) −
ω
(
λ− ω2)
2θ (λ− θ2)
)
−
cos(θ) cos(ω) + 1
λ = α: −α (α−ω
2) (2α+ω3 sin(ω)−2α cos(ω)−αω sin(ω))
ω
Pinned-Free
λ < α λ > α√
µ/ω sin(ψ) cos(ω)+
√
ω/µ
(
λ− ω2)
(λ+ µ2)
cos(ψ) sin(ω)
(λ− ω2)
θ
cos (θ) sin (ω)− (λ− θ
2)
ω
cos (ω) sin (θ)
λ = α:
(−ω2 (α− ω2)) sin (ω)
Pinned-Pinned
λ < α λ > α
sin (ω)
(
− sin (ω) (ω2 − θ2)2) sin (θ)
λ = α: sin (ω)
Table 8: Numerically stable expressions for characteristic functions for the Timoshenko beam.
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Figure 3: A plot of the characteristic function for some Euler-Bernoulli beam boundary conditions obtained
using the stabilized expressions (solid line) and the eigenvalues found using finite element (circles). Plots
a2–d2 are magnified versions of graphs a1–d1.
Figure 4: A plot of the characteristic function for some Timoshenko beam boundary conditions obtained
using the stabilized expressions (solid line) and the eigenvalues found using finite element (circles). Plots
a2–d2 are magnified versions of graphs a1–d1.
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bring the the growth of the characteristic function down to something on the order of λ0 (the case of the
pinned-free Timoshenko beam.)
Numerical regularization makes all of these calculations as well as the evaluation of the modes for each
case numerically well conditioned. The next section discusses a verification program where finite element
analysis is used to provide confidence in the correctness of the derivations presented in this monograph and a
component of this is illustrated by the red dots in the above figures; these are the eigenfrequencies obtained
by finite element analysis and they do coincide very closely with the zero-crossings of the characteristic
functions.
8 Verification
The derivations in the above sections lead to exact expressions for the characteristic functions and for the
normal modes of Euler Bernoulli and Timoshenko beams. Though it would be good to compare these new,
numerically stable forms with the original hyperbolic expressions, such comparison becomes impossible due
to the numerical instability of those original expressions and to the impracticality of evaluating them. In-
stead, we must compare our analytic expressions to finite element results for modes and frequencies. These
comparisons are not to assess accuracy (these expressions are exact), but to provide confidence that the
derivations were performed correctly. Incidentaly, though there exist asymptotic expressions for eigenfre-
quences of Euler-Bernoulli beams at high frequencies, they do not apply to Timoshenko beams. This can be
seen by observing that the eigenfrequences of the two beam types can be expected to match only for cases
of long ,thin beams at low frequencies to which the EB asymptotes do not apply.
Finite element formulations were used for the Euler-Bernoulli beam and the Timoshenko beam testing
the analytic predictions for every one of the boundary condition combinations discussed above. The finite
element results and the analytic expressions were compared for relative error in resonance frequency and for
mutual orthonormality with respect to the finite element mass matrix of the finite element nodal degrees
of freedom and the analytic solutions evaluated at the nodal locations. In all cases the error was 0.1% or
less—discrepancies that can be ascribed to mesh discretization error. The very small divergence between
the numerical simulations and the new analytical expressions argue that the derivations were performed
accurately.
Details of this verification process are discussed in D.
9 Conclusions
The numerical difficulties associated with expressions for natural modes for Euler Bernoulli beams and with
Timoshenko beams for high wave number are well known and well documented in the literature. Whereas
Gonc¸alves et al [19] show how to overcome these problems for the case of Euler Bernoulli beams, here we
generalize the approach of [19], and obtain exact but numerically tractable expressions for the eigenvalues
and the eignmodes of both the Euler-Bernoulli and the Timoshenko beam models. While we tabulate the
resulting numerically stable expressions for four standard boundary conditions (clamped, pinned, free, and
roller), we acknowledge that are there are other important boundary conditions such as spring-supported
beams. Although our approach still applies to these boundary conditions, the consideration of other boundary
conditions remains a topic for future work.
Another contribution of this work is the presentation of the equations for the normal modes and the
characteristic equations for beams with different boundary conditions all in the same place—and most
importantly—all employing the same nomenclature. This aims to solve a recurring problem for practitioners
where it is difficult to find all that information in one place. Similarly, it is generally very difficult for
the practitioner to find the Euler Bernoulli beam modal expressions and characteristic equations and the
expressions for the corresponding Timoshenko beam using commensurate nomenclature. This work tackles
that problem as well by presenting consistent terminology, non-dimensionalizing process, and stabilization
procedures for the expressions for both beam models.
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A Some Detail on Timoshenko Beam Mode Derivation
The forms of the eigenfunctions for lateral vibration of Timoshenko are provided in Eqs. (16), (17), and (18).
These forms have been presented in numerous previous papers on the topic, but the reader might appreciate
more discussion on the derivation of these forms than is generally available in articles, so some discussion
on such derivation is presented below. We consider the cases of real eigenvalues (m = µ) and of complex
eigenvalues (m = ω) but ignore the case of zero eigenvalue which corresonds to rigid body modes. We begin
by recalling that we are looking for components of the mode that are represented by
[
U∗
Φ∗
]
=
[
w1 e
mξ
w2 e
mξ
]
where
m is a solution to (15), the characteristic equation of the matrix in Equation Eq. (14). Because m is a
solution to that characteristic equation, the rows of the matrix in Eq. (14) are proportional to each other
and either row can be used to find the ratio of w1 to w2; we use the first and obtain
w2/w1 = (λ+m
2)/m (45)
so our modal component is G1e
mξ
[
1
(λ+m2)/m
]
Because Eq. (15) is even in m, −m is also a solution and substituting −m for m in the above yields a
second admissible modal component: G2e
−mξ
[
1
−(λ+m2)/m
]
Combining the contributions of both of these, we express[
U∗
Φ∗
]
= G1e
mξ
[
1
(λ+m2)/m
]
+G2e
−mξ
[
1
−(λ+m2)/m
]
(46)
After some manipulation, this is hammered into the form[
U∗
Φ∗
]
= (G1 +G2)
[
1
2
(
emξ + e−mξ
)
(λ+m2)
m
1
2
(
emξ − e−mξ)
]
+ (G1 −G2)
[
1
2
(
emξ − e−mξ)
(λ+m2)
m
1
2
(
emξ + e−mξ
)] (47)
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In the case of imaginary eigenvalues (m = iω), this becomes[
U∗
Φ∗
]
= (G1 +G2)
[
cos(ωξ)
(λ−ω2)
ω sin(ωξ)
]
+ i(G1 −G2)
[
sin(ωξ)
− (λ−ω2)ω cos(ωξ)
]
(48)
We replace i(G1 − G2) with C and (G1 + G2) with D to recover the corresponding trigonometric terms in
Equations 16, 17, and 18.
In the case of real eigenvalues (m = µ), this becomes[
U∗
Φ∗
]
= (G1 +G2)
[
cosh(µξ)
(λ+µ2)
µ sinh(µξ)
]
+ (G1 −G2)
[
sinh(µξ)
(λ+µ2)
m cosh(µξ)
]
(49)
We replace (G1−G2) with A and (G1+G2) with B to recover the corresponding hyperbolic terms in Eq. (16).
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B Timoshenko beam: Pinned-pinned case
In this section, we focus on the pinned-pinned case, particularly the possible mode shapes for the case λ = α.
With reference to Eq. (17), the conditions that U∗(0) = 0, M(0) = 0, U∗(1) = 0, and M(1) = 0 are captured
in the matrix B1 of the coefficients A1, A2, A3, and, A4 given by
B1 =

0 1 0 1
0 α 0 α− ω2
0 1 sinω cosω
0 α (α− ω2) sinω (α− ω2) cosω
 , (50)
After a forward elimination with pivoting, we have
B2 =

0 1 0 1
0 0 0 −ω2
0 0 sinω 0
0 0 0 0
 . (51)
We see no dependence on α in Eq. (51), and that detB2 = 0 regardless of the value of ω. Particularly
interesting is that the first column and the last row of B2 are all zeros. If we consider the submatrix B˜2 that
excludes that row and that column we obtain
B˜2 =
1 0 10 0 −ω2
0 sinω 0
 ; (52)
B˜2 corresponds to the parameters A2, A3, and A4 in Eq. 17 and its determinant is ω
2 sinω. Back substitution
yields A2A3
A4
 =
 sinω/ω21
− sinω/ω2
 (53)
Since the characteristic equation is sinω = 0, we have:A2A3
A4
 =
01
0
 . (54)
We can see from the above that the A1 term, associated with constant φ, is not necessary to satisfy the
boundary conditions. The question is now whether the correct solution will admit an arbitrary component
of constant φ. To answer this question we consider the strain energy of a Timoshenko beam
E =
L∫
0
[
EI(φ′)2 + κGA(u′ − φ)2)] dx. (55)
Let (uc, φc) be a field that satisfies the governing equations and the boundary conditions, let Ec be the
corresponding strain energy, and now consider the field (uc, φc + A1), where A1 is a constant. When we
evaluate the corresponding strain energy we obtain
E¯ =
1
2
L∫
0
[
EI(φ′c)
2 + κGA(u′c − φc −A1)2)
]
dx = Ec −A1κGA
L∫
0
(u′c − φc)dx+
α2κGAL
2
. (56)
For the case of the pinned-pinned beam, the integrand above is zero, leading to
E¯ = Ec +
α2κGAL
2
. (57)
20
. The corresponding kinetic energy is
T =
ω2n
2
L∫
0
[
ρAu2 + ρIφ2
]
dx =
ω2n
2
L∫
0
[
ρAu2c + ρIφ
2
c
]
dx+
ω2nA
2
1ρIL
2
= ω2n
[
M
2
+
A21ρIL
2
]
. (58)
The resulting Rayleigh quotient and its derivative with respect to A1 are given by
R = ω2n =
Ec +
A21κGAL
2
M
2 +
A21ρIL
2
,
∂R
∂A1
= 2
[
κGAL(M +A21ρIL)− ρIL(2Ec +A21κGAL)
(M +A21ρIL)
2
]
A1 = C(A1)A1, (59)
where C(A1) > 0 is the function multiplying A1 in Eq. (59). But since R must be stationary with respect
to all parameters at resonance, we conclude that A1 = 0.
To summarize the discussion on eigenmodes for the pinned-pinned case:
• for the case of λ < α, the solution to the characteristic equation is sin(ω) = 0 so the first term in the A
array is zero and the only displacement components left are U∗ = sin(ωζ), Φ∗ = − ((λ− ω2)/ω) cos(ωζ)
• for the case of λ = α, the derivation above shows that the only admissible solution is the same as for
λ < α: U∗ = sin(ωζ), Φ∗ = − ((λ− ω2)/ω) cos(ωζ)
• For the case of λ > α the array A would be written better as
A =

sin(ω)
0
sin(θ)
0

The characteristic equation asserts that either sin(ω) = 0, or sin(θ) = 0 (or both equal zero, which
gives a null solution.) Let’s examine the two cases
1. case sin(ω) = 0 then the displacements are U∗ = sin(θζ), Φ∗ = − ((λ− θ2)/θ) cos(θζ)
2. case sin(θ) = 0 then the displacements are U∗ = sin(ωζ), Φ∗ = − ((λ− ω2)/ω) cos(ωζ)
C Roller boundary conditions
Problem Definition Convent. Char. Eq. Scaled Char. Eq Asymp.
Pinned-Roller cos(µ) = 0 cos(µ) = 0 (2n+ 1)pi/2
Clamped-Roller
cos(µ) sinh(µ)
+ cosh(µ) sin(µ) = 0
sin (µ+ ψ(µ)) = 0 (4n− 1)pi/4
Roller-Free
cos (µ) sinh (µ)
+ cosh (µ) sin (µ)
sin (µ+ ψ(µ)) = 0 (4n− 1)pi/4
Roller-Roller sin(µ) = 0 sin(µ) = 0 npi
Table 9: Euler-Bernoulli: Conventional characteristic equations and their numerically stabilized (scaled)
form for the roller boundary conditions.
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Problem Definition P A3 R
Clamped-Roller
2 e−µ−2√2 sin(µ+pi4 )
−e−2µ+2 e−µ sin(µ)+1 −1 −1
Pinned-Roller u = sin(µξ)
Roller-Roller u = cos(µξ)
Roller-Free u = cos(µ)
(
e−µ(1−ξ) +e−µ(1+ξ)
e−2µ+1
)
+ cos(µξ)
Table 10: Euler-Bernoulli: stabilized roller cases. Note that only the clamped-roller case requires stabiliza-
tion.
Pinned-Roller
λ < α λ > α
cos (ω) cosh (µ) cos (ω) cos (θ)
λ = α: ω3 cos (ω)
Clamped-Roller
λ < α λ > α
sin(ω) cosh(µ)− ω(λ+µ
2)
µ(λ−ω2) cos(ω) sinh(µ) sin(ω) cos (θ)−
ω(λ−θ2)
θ(λ−ω2) cos(ω) sin(θ)
λ = α: sin (ω)
(
α− ω2)− αω cos (ω)
Roller-Free
λ < α λ > α
sin (ω) cosh (µ)− ω(λ−ω2)µ(λ+µ2) cos (ω) sinh (µ) sin (ω) cos (θ)− ω(λ−ω
2)
θ(λ−θ2) cos (ω) sin (θ)
λ = α: α2 sin (ω) +
(
αω3 − α2 ω) cos (ω)
Roller-Roller
λ < α λ > α
sin (ω) sinh (µ) sin (ω) sin (θ)
λ = α:
(
αω2
)
sin (ω)
Table 11: Timoshenko beam: Conventional expressions for the roller boundary condition.
Problem Definition P A3 R
Clamped-Roller
(2ω µ2+2λω) cos(ω)+(2µω2−2λµ) sin(ω)−2λω e−µ−2µ2 ω e−µ
−λω−µ2 ω+(2λµ e−µ−2µω2 e−µ) sin(ω)+λω e−2µ+µ2 ω e−2µ
ω (µ2+λ)
µ (λ−ω2) −1
Pinned-Roller
U∗(ζ) = sin (ωζ)
Φ∗(ζ) = −λ−ω2ω cos (ωζ)
Roller-Free
U∗(ζ) =
( cos (ω)(ω2−λ)
(µ2+λ)
)
e−µ(1−ζ)+e−µ(1+ζ)
1+e−2µ + cos (ωζ)
Φ∗(ζ) =
( cos (ω)(ω2−λ)
µ
)
e−µ(1−ζ)−e−µ(1+ζ)
1+e−2µ +
λ−ω2
ω sin (ωζ)
Roller-Roller
U∗(ζ) = cos (ωζ)
Φ∗(ζ) = λ−ω
2
ω sin (ωζ)
Table 12: Timoshenko beam: Stabilized cases with roller boundary conditions. Note that only the clamped-
roller case requires stabilization.
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Numerically stable expressions Conventional Expressions
Pinned-Roller
cos (ω) cos (ψ(µ)) cos (ω) cosh (µ)
Clamped-Roller
sin(ω) cos (ψ(µ))− ω
(
λ+ µ2
)
µ (λ− ω2) cos(ω) sin (ψ(µ))
sin(ω) cosh(µ)− ω
(
λ+ µ2
)
µ (λ− ω2) cos(ω) sinh(µ)
Roller-Free
sin (ω) cos (ψ(µ))− ω(λ− ω
2)
µ(λ+ µ2)
cos (ω) sin (ψ(µ))
sin (ω) cosh (µ)− ω(λ− ω
2)
µ(λ+ µ2)
cos (ω) sinh (µ)
Roller-Roller
sin (ω) sin (ψ(µ)) sin (ω) sinh (µ)
Table 13: Numerically stable and conventional (shaded) characteristic functions for the Timoshenko beam
with roller boundary conditions and λ < α. The definition for ψ(µ) can be found in Eq. (33).
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D Details of the Verification Exercise
The derivations in the above sections lead to exact expressions for the characteristic functions and for the
normal modes of Euler Bernoulli and Timoshenko beams. Though it would be good to compare these new,
numerically stable forms with the the original hyperbolic expressions, such comparison becomes impossible
due to the numerical instability of those original expressions and to the impracticality of evalutating them.
Instead, we must compare our analytic expressions to finite element results for modes and frequencies.
These comparisons are not to assess accuracy (these expressions are exact), but to provide confidence that
the derivations were performed correctly.
D.1 The Test Case
We consider a beam that at low frequencies is approximated well by an Euler Bernoulli beam but that
manifests significant shear deformation at higher frequencies, even in the λ < α regime.
We consider a steel beam of length 0.5 meters having a square cross-section dimension 1.0 cm x 1.0 cm.
The material parameters are ρ = 8050 kg/m3, E = 200 x 109 Pa, and G = 75 x 109 Pa. The Timoshenko
shear coefficient κ = 5/6.
D.2 Nondimensionalizing the Finite Element Solutions
One thousand elements were employed in all the finite element results reported below. Though this may
seem excessive, the banded nature of the structural and stiffness matrices facilitated rapid calculation of each
case. The finite element results were nondimensionalized an a manner to facilitate commensurate comparison
with the analytic solutions derived in the previous section:
λNk = T
2 λFEk U
N
k = U
FE
k /L and Φ
N
k = Φ
FE
k (60)
where λFEk is the k
th eigenvalue obtained from finite element analysis, UFEk is the displacement vector
associated with the kth eigenmode obtained from finite element calculation, and ΦFEk is the vector of
rotations associated with the is kth finite element eigenmode.
The kth dimensionless eigen vector is now constructed as
(V Nk )2i−1 = (U
N
k )i and (V
N
k )2i = (Φ
N
k )i (61)
where i ∈ (1, Nnodes)
The finite element mass matrix will be used to define an inner product between eigen mode arrays, but
first it must be scaled to be consistent with the dimensionless eigenmode arrays defined above. Let Λ be a
diagonal matrix whose elements are [L, 1, L, 1, . . . L, 1] and define
MN = ΛMFE Λ (62)
where MFE is the finite element mass matrix.
D.3 Orthogonality
With this new mass matrix, we define an inner product
(Va, Vb) = V
T
a MNVb (63)
where Va and Vb are any real column vectors of length 2Nnodes. The next step is to scale our finite element
modes so that the norm of each mode is 1. By construction, the eigenmodes are mutually orthogonal, and
with the normalization just mentioned we now have an orthonormal set of basis vectors:
(V Nm , V
N
n ) = δmn (64)
for any modes m and n.
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Next we create the corresponding vectors from the analytic expressions for the eigenmodes.
(V Ak )2i−1 = U
∗(λAk , ζi) and (V
A
k )2i = Φ
∗(λAk , ζi) (65)
where λAk is the k
th root of the characteristic equation, ζi = xi/L, and {xi} are the locations of the finite
element nodes. These are also normalized so that (V Am , V
A
m ) = 1 for each mode m.
If the analytic expressions for the modes jibe with the corresponding finite element modes
(V Nm , V
A
n ) ≈ δmn (66)
for any modes m and n. Three natural measures of departure of the analytic and the finite element solutions
are now
diag = max
m
∣∣(V Nm , V Am )− 1∣∣ , off diag = max
m6=n
∣∣(V Nm , V An )∣∣ , and λ = max
m
∣∣(λAm − λNm)/λAm∣∣ (67)
D.4 Finite Element Formulation
For Euler Bernoulli beams, the standard beam formulation (see [25]) was used, but with the element mass
matrices diagonalized using the special lumping technique of Hinton et. al.[26]. For Timoshenko beams the
formulation of [27] was employed.
D.5 Analytic Solution and Finite Element Comparison
The comparison of the numerically stable analytic eigen solutions for the Euler Bernoulli beam with those
of the corresponding finite element analyses can be seen in Table 14. (By analytic eigen values, we mean
numerical solutions to the characteristic equation.)
BC Type Modes λ diag off diag
Clamped-Clamped 65 0.0011 1.2e-08 8.9e-05
Clamped-Free 66 0.0027 1.1e-05 0.0026
Clamped-Pinned 65 0.0011 1.2e-08 8.7e-05
Free-Free 65 0.0014 1e-05 0.0026
Pinned-Free 65 0.0012 1e-05 0.0025
Pinned-Pinned 65 0.0011 1.8e-11 5e-06
Pinned-Roller 66 0.012 3e-07 0.00072
Clamped-Roller 65 0.0011 1.2e-08 8.6e-05
Roller-Free 65 0.0012 9.9e-06 0.0025
Roller-Roller 65 0.0011 2.5e-10 1.4e-06
Table 14: Comparison of numerically stable analytic solutions with finite element results: Euler Bernoulli
beam. In each case we tested the Euler-Bernoulli beam up to roughly the same dimensionless frequency
that corresponds to the Timoshenko beam. This explains the variation in the number of considered modes
(either 65 or 66). In each case, for the Euler-Bernoulli beam there were more eigenvalues below the cut-off
frequency obtained from the condition described above for the Timoshenko beam, i.e., we used the same
criteria (λ < α) even though it does not have the same physical significance in the two beam models.
The comparison of the numerically stable analytic solutions for the Timoshenko beam with those of
the corresponding finite element analyses can be seen in Table 15. The very small divergence between
the numerical simulations and the new analytical expressions argue that the derivations were performed
accurately.
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BC Type Modes λ diag off diag
Clamped-Clamped 63 0.0023 8.4e-05 0.00019
Clamped-Free 64 0.0022 0.00096 0.0022
Clamped-Pinned 63 0.0023 6.1e-05 0.00023
Free-Free 63 0.0022 0.0008 0.0019
Pinned-Free 63 0.0022 0.00074 0.0024
Pinned-Pinned 63 0.0024 4.5e-09 3.8e-08
Pinned-Roller 63 0.0087 6e-09 0.00011
Clamped-Roller 63 0.0023 1.4e-06 0.00016
Roller-Free 63 0.0022 2e-05 0.0016
Roller-Roller 63 0.0024 4.5e-09 1.2e-07
Table 15: Comparison of numerically stable analytic solutions with finite element results: Timoshenko beam.
Note that here we consider all the modes for which λ < α in the comparison. Therefore, we go up to the
64th mode for the clamped-free boundary condition, and the 63rd mode for all the other cases.
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