Given a random n-variate degree-d homogeneous polynomial f , we study the following problem:
• When f is a degree-q polynomial with independent random coefficients, we prove that there is a constant c such that with high probability, degree-q SoS satisfies Our upper bound improves a result of Montanari and Richard [MR14] when q is large. (It is known that max x =1 f (x) √ n q log q w.h.p.)
• When f is a random degree-3 or 4 polynomial, we prove that with high probability, the degree-q SoS-Value is at mostÕ( n 3/4 q 1/4 ),Õ( n √ q ) respectively. This improves on a result of Hopkins, Shi, and Steurer [HSS15] when q is growing.
• Lower bounds on the degree-q SoS-Value of the 2-norm of the q-parity-tensor of a random graph.
In providing these results, we develop tools that we believe to be useful in analysing the SoS hierarchy on other optimization problems over the sphere.
Introduction
We study the problem of optimizing polynomials over the unit sphere through the lens of the sum of squares hierarchy. Formally, given an n-variate degree-d homogeneous polynomial f , the goal is to compute
f (x).
Besides being a natural and fundamental problem in its own right, it has connections to quantum information theory [BH13, BKS14] , the Small Set Expansion Hypothesis (SSEH) and the Unique Games Conjecture (UGC) (via 2 → 4 norm, see [BBH + 12, BKS14]), tensor decomposition [BKS15, GM15] , tensor PCA [MR14, HSS15] , and planted clique (via the parity tensor, see [FK08, BV09] ).
One of the popular approaches to the above problem, called the Sum of Squares Hierarchy (SoS), proceeds by replacing a system of non-negativity constraints by a suitable sum of squares decomposition. Algorithms based on this framework are parametrized by the degree q of their SoS decomposition. Optimization over S n−1 via SoS has been given attention in the optimization community, where for a fixed number of variables n and degree d of the polynomial, it is known that the estimates produced by the SoS hierarchy get arbitrarily close to the true optimal solution as q increases. We refer the reader to the recent work of Doherty and Wehner [DW12] and de Klerk, Laurent, and Sun [dKLS14] and references therein for more information on convergence results. By using semidefinite programming (SDP), these algorithms run in time n O(q) , which is polynomial for constant q. Unfortunately, known convergence results often give a non-trivial bound only when the degree parameter q is linear in n.
It is natural to ask how well polynomial time algorithms can approximate these polynomial optimization problems over a compact set. When the compact set is S n−1 , Nesterov [Nes03] gave a reduction from Maximum Independent Set to optimizing a homogeneous cubic polynomial over S n−1 . Formally, given a graph G, there exists a homogeneous cubic polynomial f (G) such that 1 − 1 α(G) = max x =1 f (x). Combined with the hardness of Maximum Independent Set [Hås96] , this rules out an FPTAS for optimization over the unit sphere. Assuming the Exponential Time Hypothesis, Barak et al. [BBH + 12] proved that computing 2 → 4 norm of a matrix, a special case when f is a degree-4 homogeneous polynomial, is hard to approximate within a factor exp(log 1/2−ε (n)) for any ε > 0. See the survey of de Klerk [DK08] for approximability for other compact sets such as simplices and hypercubes.
In computer science, much attention has been given to the regime d ≤ q ≪ n, so that the resulting algorithm runs in at most subexponential time. For deterministic polynomials, approximation guarantees have been proved for special cases including 2 → q norms [BBH + 12], nonnegative polynomials [BKS14] , and some polynomials that arise in quantum information theory [BH13] . As such, there is considerable interest in tightly characterizing the approximation guarantee of the SoS hierarchy on many of these special cases.
Of particular interest to us are random polynomials, for which known results include approximation of 2 → 4 norm of a random matrix [BBH + 12], tensor decomposition [BKS15, GM15] , and the 2-norm of random tensors [HSS15] (with applications to tensor-PCA). In this work, we primarily focus on the performance of SoS on optimizing random polynomials over S n−1 . In particular for any even q (SoS is only defined for even degree), we give essentially tight upper and lower bounds on the value of the degree-q SoS relaxation of maximizing a degree-q homogeneous polynomial f with independent rademacher/gaussian coefficients over S n−1 . We also provide upper bounds on the degree-q SoS value of random low-degree polynomials (3 and 4) (over S n−1 ), and our results easily extend to polynomials of any degree. These results extend and improve results of Montanari and Richard [MR14] and Hopkins, Shi, and Steurer [HSS15] .
Frieze and Kannan [FK08] showed a connection between the planted clique problem and the two-norm of the 3-parity-tensor, and Brubaker and Vempala [BV09] extended this to the general q-parity-tensor (with the guarantees improving with q). This hints at a natural hierarchy of relaxations for planted clique: run
Preliminaries

Notation
We denote multisets with square brackets and multiset union with the square cup (⊔) symbol. ≤k , x S denotes the monomial ∏ i∈S x i . Since S is a multiset, the exponent of some variables may be bigger than 1. For a multiset S, we denote it's orbit, i.e. the set of all tuples obtained by permuting the elements of S, by O(S). For a tuple s ∈ [n] k , let multiset(t) denote the multiset of it's elements. ⊕ denotes tuple-concatenation. For a tuple t, we denote it's orbit by O(t). A tuple-indexed (resp. multiset-indexed) matrix A is called
We use letters
for multiset-indexed matrices. Given an order-2k tensor A ∈ (IR [n] ) ⊗k , let
. Similarly, given a tensor or matrix A, let Vec(A) be the vector with the same entries. J m×n denotes the m × n all-ones matrix.
Quotient Matrix Definition 1.7. We say that a matrix
We next define a quotient matrix formed by replacing each rectangular block by it's maximum singular value. 
, where i ′ and j ′ are any tuples in O(i) and O( j) respectively.
The quotient matrix has multiple useful properties, like preserving inner products, trace, and PSDness. The spectral norm of the quotient matrix is also an upper bound on the spectral norm of its corresponding block-symmetric matrix. Refer to Section A for proofs and more details.
SoS Hierarchy
Let IR[x] ≤q be the vector space of polynomials with real coefficients in variables x = (x 1 , . . . , x n ), of degree at most q. For an even integer q, the degree-q pseudo-expectation operator is a linear operator E :
The pseudo-expectation operator E can be described by the moment matrix M ∈ IR 
Techniques
• Quotient matrix. When studying SoS upper and lower bounds one often considers the tuple-indexed SoS moment matrix. Every such matrix however, has a large common kernel prompting one to instead consider a smaller multiset or set indexed moment matrix. We introduce the simple notion of a quotient matrix that allows us to switch back and forth between an almost-SoS-symmetrtic matrix A and a multiset indexed matrix A, while still preserving properties like trace, inner products, PSDness, and upper bounds on the spectrum of A. This notion is one of the main reasons we are able to give tight upper and lower bounds on random degree-q polynomials.
• Higher Order Mass-Shifting. Our approach to upper bounds on a random low degree (say d) polynomial f , is through exhibiting a matrix representation of f q/d that has small operator norm. Such approaches have been used previously for low-degree SoS upper bounds. However when the SoS degree is constant, the set of SoS symmetric positions is also a constant and the usual approach is to shift all the mass towards the diagonal which is of little consequence when the SoS-degree is low. In contrast, when the SoS-degree is large, many non-trivial issues arise when shifting mass across SoSsymmetric positions, as there are many permutations with very large operator norm. In our setting, mass-shifting approaches like symmetrizing and diagonal-shifting fail quite spectacularly to provide good upper bounds. For our upper bounds, we crucially exploit the existence of certain good shifts, as well as the large size of the set of SoS-symmetric positions. To our knowledge, our upper bounds are the first instance of such a 'matrix-representation' upper bound that exploits the large number of SoS-symmetric positions.
• Square Moments of Wigner Semicircle Distribution. Often when one is giving SoS lower bounds, one has a linear functional that is not necessarily PSD and a natural approach is to fix it by adding a pseudo-expectation operator with large value on square polynomials (under some normalization). Finding such operators however, is quite a non-trivial task when the SoS-degree is growing. We show that if x 1 , . . . , x n are independently drawn from the Wigner semicircle distribution, then for any polynomial p of any degree, E p 2 is large (with respect to the degree and coefficients of p). Our proof crucially relies on knowledge of the Cholesky decomposition of the moment matrix of the univariate Wigner distribution. This tool was useful to us in giving tight q-tensor lower bounds, as well as in giving degree-q lower bounds for the q-parity-tensor, and we believe it to be generally useful for high degree SoS lower bounds.
2-norm of a Random q-Tensor
Degree-q SoS Formulation for q-Tensor 2-Norm
Let q be even and A ∈ (IR n ) ⊗q be a q-tensor with independent, centred, sub-gaussian entries of sub-gaussian norm at most K 2 . The degree-q SoS formulation is:
Upper Bound
Analysis Overview
. Let E be the pseudo-expectation operator returned by the program above. Let f (x) := A , x ⊗q . Our goal now is to show that there is some matrix representation B of f , such that w.h.p. B 2 is small. Motivated by ideas from our 4-tensor upper bound (Section 3) we define our matrix representation B as follows:
In particular, note that the entries of B Q are independent -a fact we will use later. We shall show that B 2 n q/4 /q q/4 with high probability. Then we would have B 2 I− B 0, which implies that B 2 x q − f (x) 0. Thus we would obtain w.h.p.
q q/4 as desired.
Analysis
Lemma 2.1. There exist constants C, c > 0 (which depend only on K 2 ), such that with probability 1 − e −ct 2 , one has
Proof. Observe that B is block-symmetric and thus the quotient matrix B Q is well defined. Observe that by Lemma B.3, B Q has independent centred sub-gaussian entries with sub-gaussian norm at most O(K 2 ). Thus, combining known results about B Q 2 with Lemma A.6 yields the claim. 
Lower Bound
Overview of Approach
On a high level we follow the philosophy of Hopkins et al. [HSS15] who gave a degree-4 SoS lower bound on the two-norm of a 4-tensor. The approach is to start with a linear functional that has good objective value by design but is not necessarily PSD, and fix it by adding an appropriate pseudo-expectation operator with large square moments. While it is fairly clear what such a distribution is when the operator is a degree-4 operator, this problem becomes quite non-trivial when we would like degree-q operators for growing q.
We next give a detailed breakdown of the approach. 1. Given a random tensor A and its matrix version A := Mat(A ), we construct a moment matrix M which is (1) degree-q SoS symmetric, (2) PSD, and (3) has a good inner product with A. This is easily extended to the desired degree-q pseudo-expectation operator. 2. We will define M by defining its quotient matrix M Q and leveraging the fact that the quotient matrix preserves trace, inner products and PSDness. (This step is crucial to our obtaining tight lower bounds) 3. We start with the natural observation that (symmetrized version of) A has a good inner product with itself, prompting us to consider A Q as a choice for M Q . 4. However A Q has negative eigenvalues. To fix this, one would like to add the identity matrix to increase all eigenvalues, but unfortunately, the standard identity matrix does not satisfy SoS-symmetry. This prompts the search for an SoS-symmetric matrix W, such that A Q + α · W is PSD. 5. Lastly, we need to normalize by trace so that we satisfy the unit sphere constraint. Thus our choice of M Q is of the form
Thus we need an SoS-symmetric matrix W that has large ratio of minimum eigenvalue to trace.
Wigner Moment Matrix
In this section, we construct an SoS-symmetric matrix W ∈ IR
e. the ratio of the minimum eigenvalue to the average eigenvalue is at least 1/2 q+1 .
Theorem 2.3. For any positive integer n and any positive even integer q, there exists a matrix
that satisfies the following three properties: (1) W is degree-q SoS symmetric. (2) The minimum eigenvalue of W is at least
Theorem 2.3 is proved by explicitly constructing independent random variables x 1 , . . . , x n such that for any n-variate polynomial p(x 1 , . . . , x n ) of degree at most 
from the distribution defined.
Wigner Semicircle Distribution and Hankel Matrix. Let k be a positive integer. In this part, the rows and columns of all (k + 1) × (k + 1) matrices are indexed by {0, 1, . . . , k}. Let T be a (k + 1) × (k + 1) matrix where
. Let R 0 , . . . , R k be the columns or R so that R i = T i e 0 . It turns out that R is closely related to the number of ways to consistently put parantheses. Given a string of parantheses '(' or ')', we call it consistent if any prefix has at least as many '(' as ')'. For example, ((())( is consistent, but ())(( is not. 
Given a sequence of 
Multivariate Distribution. Fix n and q. Let k = q 2 . Let H ∈ IR (k+1)×(k+1) be the Hankel matrix defined as above, and W be a random variable sampled from the Wigner semicircle distribution. Consider x 1 , . . . , x n where each x i is an independent copy of W N for some large number N to be determined later. Our W is later defined to be W[S, T ] = E[x S⊔T ] · N q so that the effect of the normalization by N is eventually cancelled, but large N is needed to prove the induction that involves non-homogeneous polynomials.
We study E[p(x) 2 ] for any n-variate (possibly non-homogeneous) polynomial p of degree at most k. 
be the submatrix of H with the first l +1 rows and columns. The rows and columns of (l + 1) × (l + 1) matrices are still indexed by {0, . . . , l}. Define R l ∈ IR (l+1)×(l+1) similarly from R, and r t (0 ≤ t ≤ l) be the tth column of
where the last step follows from the fact that (r t ) j = 0 if j < t and (r t ) t = 1. Consider the polynomial
Since p i is of degree at most l − i, q t is of degree at most l − t. Also recall that each entry of R is bounded by 2 k . By the triangle inequality,
Finally,
Take N := 4nk 2 2 k so that 1 − m−1
. This completes the induction and proves the lemma.
Construction of W.
We now prove Theorem 2.3. Given n and q, let k = q 2 , and consider random variables
W is degree-q SoS symmetric. Since each entry of W corresponds to a monomial of degree exactly q and each x i is drawn independently from the Wigner semicircle distribution, each entry of W is at most the
Therefore, the minimum eigenvalue of W is at least 
M is the candidate moment matrix that we will extend to a pseudo-expectation operator.
PSDness
Lemma 2.7 (Proof in Appendix: Lemma C.2). There exist universal constants C, c > 0, such that with probability 1 − e −ct 2 , one has
Observation 2.8. By Lemma 2.7 and properties of W, there exists a constant C > 0 such that with probability 1 − e −n Ω(q) , B is PSD.
Lemma 2.9. M is PSD with high probability.
Proof. It suffices to show that B is PSD w.h.p. since Tr(B) would then be non-negative w.h.p. Now by combining Observation 2.8 and Lemma A.7, we see that B is PSD w.h.p.
Objective Function's Value on M
Observation 2.10. Tr(B) = 2 Θ(q) (n/q) 3q/4 with high probability.
Proof. Since each entry of W is bounded by 2 q , Tr(B) = Tr A Q + 2 Θ(q) (n/q) 3q/4 . We then obtain that Tr(B) = 2 Θ(q) (n/q) 3q/4 since | Tr A Q | = O(n q/4 ) with high probability. Lastly, the claim follows by Observation A.4. 
(by Observation 2.10)
Now we construct the pseudo-expectation operator E. For any S ∈ 
2-Norm of a Random 4-Tensor
Degree-q SoS Formulation for 4-Tensor 2-Norm
Let A ∈ IR
[n] 4 be a 4-tensor with independent rademacher or centred sub-gaussian entries (with the maximum of the sub-gaussian norms being K 2 ). The degree-q SoS formulation for certifying an upper bound on
Analysis Overview
Assume q/4 is a power of 2 as this only changes our claims by constants. Let IR Let E be the pseudo-distribution returned by the program above. Our goal now is to show that there is some matrix representation B of f q/4 , such that w.h.p. B 2 is small. It turns out that the choice of matrix representation here is critical. It is not hard to see that Vec(T) ⊗q/8 (Vec(T) ⊗q/8 ) T is a representation that has spectral norm ∼ n q/2 , while A is a representation that has spectral norm ∼ n q/4 . However, this is still not enough for our purposes (we require ∼ n q/4 /q q/8 ). To obtain a representation with the desired spectral norm, the natural approach would be to reduce the variance of each entry of the representation by averaging the entries across all SoS-symmetric positions. Another natural approach is to use a representation with all the mass being shifted 'close' to the diagonal. It turns out that both these approaches fail for similar reasons, namely, these representations are highly correlated with low-rank representations of f q/4 . To elaborate, since trace is fixed upto q Θ(q) factors across all representations, lower rank would imply bigger eigenvalues. Thus we need a representation that is 'far' from being low-rank. It turns out that the right notion of 'far' here, is that specifying either just a row or just a column of an entry e in the representation, should not by itself reveal any entries of T that the entry e depends on (note that any entry of a representation of f q/4 would be a sum over products of q/4 entries of T). At the same time, we would like to average over a sufficiently large subset of the SoS-symmetric positions, in order to reduce variance. To this end, consider the following matrix B: 
Proof. Observe that the expectation is taken over a product of pq/4 terms. It is easy to verify that s of these terms consist of at least s/2 distinct terms of multiplicity at most two. 
Proof. Consider any c 1 , . . . , c s ∈ [q/2] p and (i 1 , . . . , i p ) ∈ C (c 1 , . . . , c s ). We have
where
Thus it remains to estimate the size of S i 1 , . . . , i p . We begin with some notation. For a tuple t and a subsequence t 1 of t, let t \ t 1 denote the subsequence of elements in t that are not in t 1 . For a tuple of 2-sets of ordered pairs t = ({(a 1 , b 1 
(which is of length pq/4) contains a subsequence I of length pq/8, such that multiset(I) = multiset I ℓ ( j ℓ , k ℓ ) \ I . Now we know
Thus, ∃π ∈ S pq/2 , s.t.
For tuples t,t ′ , let intrlv(t,t ′ ) denote the set of all tuples obtained by interleaving the elements in t and t ′ . By Eq. (3.3), we obtain that for any ℓ ( j ℓ , k ℓ ) ∈ S i 1 , . . . , i p ,
where I = atomize
by Eq. (4.1) 
Proof. The first claim follows immediately on noting that one is taking expectation of a polynomial of independent centered random variables with all coefficients positive. For the second claim, note that E B i 1 , i 2 B i 2 , i 3 . . . B i p , i 1 = 0 implies that S i 1 , . . . , i p = φ . Therefore there exists ℓ ( j ℓ , k ℓ ) (where j ℓ , k ℓ ∈ O i ℓ ) such that every element in I ℓ ( j ℓ , k ℓ ) has even multiplicity. We now define a graph induced by ℓ ( j ℓ , k ℓ ) and denoted by PG ℓ ( j ℓ , k ℓ ) as,
The even multiplicity condition on I ℓ ( j ℓ , k ℓ ) implies that every element in E has even multiplicity and consequently |E| ≤ pq/4. We next show that PG ℓ ( j ℓ , k ℓ ) is the union of q/2 paths. To this end, we construct g 1 ∈ O i 1 , . . . , g ℓ ∈ O i ℓ as follows:
We observe that by construction,
which establishes that PG g 1 , . . . , g p is a union of q/2 paths. Now since PG ℓ ( j ℓ , k ℓ ) is the union of q/2 paths, one need add at most q/2− 1 edges to it and obtain a connected graph G ′ = (V, E ′ ) on the same vertex set. Since G ′ is connected, we have |V | ≤ |E ′ | + 1 ≤ pq/4 + q/2. But # i 1 , . . . , i p = |V |, which completes the proof.
Lemma 3.5. When T has rademacher (resp. sub-gaussian) entries, for any q n (resp. q n 2/3 / log n) we have
Proof. We proceed by trace method. (Note that since T is symmetric, so are A and B). We assume T has rademacher entries. The case for sub-gaussian entries is identical. Choose p to be even and let p = Θ(log n). Applying Markov inequality completes the proof.
Thus we obtain Theorem 3.6. Let A ∈ IR [n] 4 be a 4 − tensor with independent rademacher (resp. centred sub-gaussian) entries, then for any even q such that q ≤ n (resp. q ≤ n 2/3 / log n), w.h.p. the degree-q SoS program in Section 3.1 certifies that
2-Norm of a Random 3-Tensor
Degree-q SoS Formulation for 3-Tensor 2-Norm
Let A ∈ IR [n] 3 be a 3-tensor with i.i.d. uniform ±1 entries (the extension to sub-gaussian variables is similar to the proof in Section 3).
The degree-q SoS formulation is:
Analysis Overview
Assume q/4 is a power of 2 as this only changes our claims by constants. For ℓ ∈ [n] letT ℓ be an n × n matrix with i.i.d. uniform ±1 entries, such that we have
. Let E be the pseudo-expectation operator returned by the program above.
We would like to show that there is some matrix representation B of A, such that w.h.p. max y =1 y T By is small. To this end, consider the following mass shift procedure that we apply to A to get B:
Below the fold we shall show that B 4/q 2 = O(n 3/2 / √ q) w.h.p. This is sufficient to obtain the desired result since we have
Analysis
For any i 1 , . . . , i p ∈ [n] q/2 let e k denote the k-th smallest element in 
has only even multiplicity elements},
Thus it remains to estimate the size of S i 1 , . . . , i p . We begin with some notation. For a tuple t and a subsequence t 1 of t, let t \ t 1 denote the subsequence of elements in t that are not in t 1 . For a tuple of 2-
(which is of length 2|S r |) contains a subsequence I S r of length |S r |, such that multiset(I S r ) = multiset I S r ℓ ( j ℓ , k ℓ ) \ I S r . Now we know 
. . , i p , observe that the even multiplicity condition combined with the condition that (
, |S r | = 1. Thus every nonempty S r has size at least 2, implying that the number of non-empty sets in S 1 , . . . , S n is at most pq/8. Thus we have, 
Parity Tensor
Preliminaries
For a graph G = (V, E) it's r-parity tensor A is defined as follows: 
It is not hard to verify that if A is the r-parity-tensor of a graph with a clique of size P, then A 2 P r/2 . Thus if one can quickly compute A 2 , one can quickly detect cliques of size as low as O(n 1/r ) ([BV09] also shows how to recover the clique given the maximizer x of A 2 ). More generally, if one can certify in time T (w.h.p.) an upper bound of U on the two-norm of the r-parity-tensor of a graph drawn from G n,1/2 , then one can detect planted cliques of size ∼ U 2/r in time T + n O(1) .
The above result hints at a natural hierarchy of SoS programs to detect (or recover) planted cliques, namely, given a graph G, run the degree-q SoS two-norm relaxation on the q-parity-tensor of G. The relaxation is:
Degree-q SoS Formulation for q-Parity-Tensor 2-Norm
Let q be even, G be a graph and A ∈ (IR n ) ⊗q be the q-parity-tensor of G. The degree-q SoS formulation is:
E x q 2 = 1 In this section, we will show that the above program cannot detect cliques of size ∼ √ n/ log n which is evidence that the parity tensor formulation of planted clique is likely worse than the standard formulation that is used in [FK00] , since that formulation allows one to find cliques of size √ n/2 q−1 in the q-th level of the LS+ hierarchy.
Lower Bound
We will proceed almost identically to Section 2.3 except that we need to bound the spectral norm of the matricised parity-tensor.
Candidate Moment Matrix
Given a graph G drawn from G n,1/2 , and its q-parity-tensor A , let A := Mat(A ), and define B ∈ IR M is the candidate moment matrix that we will extend to a pseudo-expectation operator.
PSDness
Lemma 5.2. With high probability,
Suppose i ℓ contains a unique element x for some ℓ. For any y ∈ i ℓ−1 , the pair (x, y) is covered by the (ℓ − 1)th layer, and since x is unique, it needs to be covered by the ℓth layer to be covered an even number of times. Therefore y ∈ i ℓ+1 , and we can conclude that i ℓ−1 = i ℓ+1 . If there exists an element y ∈ i ℓ−1 that occurs exactly twice in i 1 ⊔ · · · ⊔ i p , for any z ∈ i ℓ−2 , the same argument shows that z ∈ i ℓ+2 (it may be the case z ∈ i ℓ , but in that case (y, z) is covered by both ℓth and (ℓ + 1)th layer, so the parity does not change), therefore i ℓ−2 = i ℓ+2 . Proceeding in this manner, assuming i ℓ−(k−1) = i ℓ+(k−1) , i ℓ−k = i ℓ+k and there exists y ∈ i ℓ−k that occurs exactly twice in i 1 ⊔ · · · ⊔ i p , we can conclude that i ℓ−(k+1) = i ℓ+(k+1) . When there are two multisets other than i ℓ that contains a unique element, this inductive process must stop at some point and there exists k < p/2 such that
• Each element in x ∈ i ℓ−k occurs at least three times in i 1 ⊔ · · · ⊔ i p .
• Among i ℓ−k , i ℓ−(k−1) , . . . , i ℓ , . . . , i ℓ+(k−1) , i ℓ+k , i ℓ is the only multiset that contains a unique element. Let ℓ 1 < · · · < ℓ r be such that i ℓ k contains a unique element. a > q implies r ≥ 3. Also a ≤ rq/2. Applying the above argument for every ℓ k , we conclude that there exists ℓ ′ k such that ℓ k < ℓ ′ < ℓ k+1 and every x ∈ ℓ ′ appears at least three times in i 1 ⊔ · · · ⊔ i p . It implies that c ≥ rq/2 ≥ a. Proof. It suffices to show that B is PSD w.h.p. since Tr(B) is non-negative. Now by combining Observation 5.4 and Lemma A.7, we see that B is PSD w.h.p.
Objective Function's Value on M
Observation 5.6. Tr(B) = 2 Θ(q) n 3q/4 log q/2 n with high probability.
Proof. Since each entry of W is bounded by 2 q , Tr(B) = Tr(A Q ) + 2 Θ(q) n 3q/4 log q/2 n. We then obtain that Tr(B) = 2 Θ(q) n 3q/4 log q/2 n since Lastly, the claim follows by substituting Tr(A Q ) = 0 and applying Observation A.4.
Theorem 5.7. For any even q ≤ n, let A ∈ IR
[n] q be the q-parity-tensor of a graph G drawn from G n,1/2 . There exists a constant C depending only on K 2 , such that the SoS value of the formulation from Section 5.1.1 is at least C 2 −Θ(q) n q/4 / log q/2 n with high probability. We next make an easy observation regarding the structure of a block-symmetric matrix. We will next see some useful properties of the quotient matrix. We shall start with showing that quotient matrices preserve trace and inner products. Thus for any fixed x, we may use the exponential sub-gaussian tail bounds (Definition B.1) on the above quadratic form, and the rest of the claim follows by applying union bound over a sufficiently fine net of the unit sphere.
