Although IP-multicast 
Introduction
Multicasting is a mode of communication between a sender and many receivers. The main advantage of multicasting is that a sender only needs to send the data once so that significant network transmission resources can be saved. IP multicasting [9, 12, 13, 15, 26, 32, 28 ] is a conventional way to provide the multicasting services over IP networks. To support IP multicasting, routers within the IP networks need to be "modified" so as to maintain many multicast state informations, e.g., membership for each multicast group, input/output ports for each multicast group so as to perform proper packet forwarding, packet error recovery and congestion control within a multicast group.
There are major problems [10, 14, 40] in deploying the IP multicast on the Internet. IP multicast requires the core routers to maintain multicast group membership. This not only violates the "stateless" principle of the original Internet design, but also introduces high design/implementation complexity on routers. A "stateful" IP multicast router [17] implies a major scalability problem [17] . Also, IP multicast requires each multicast group to obtain a globally unique IP multicast address for communication but this unique address allocation is difficult to ensure in a distributed, scalable and consistent manner. Also, to multicast data in a reliable and secure fashion, router needs to participate in the error recovery [20, 42] and congestion control processes [4,5,24,?,23,34,35,37,39] . Since not all routers in the Internet are IP-multicast enabled, this creates a major deployment problem.
One way to overcome the problems described above and to deploy the multicasting service quickly is to use the end-system multicast (ESM) approach [6, 10, 19, 21, 44, 33] . In essence, an ESM is an approach to rely on end hosts to provide all multicast related functions, such as group management and multicast routing based on IP unicast. The main advantage of ESM over the IP multicast is that ESM does not require core routers support and hence resolve the deployment problem. To realize an ESM service, most multicasting functionalities are pushed up to the end systems, instead of relying the support from the core routers.
Although authors [1, 2, 10, 11, 30, 41, 7] demonstrate the flexibility and advantages of using an ESM to deliver multicasting services, there are still many unresolved issues. For example:
(1) What is the proper software architecture to manage the group membership? (2) How to make sure that an ESM topology is a tree structure so as to have efficient group communication? (3) How end system can adapt to the changes of network condition (e.g., sudden drop in network bandwidth) and still be able to deliver information efficiently to all members?
All these issues require a careful architectural and software design so as to avoid problems such as distributed deadlock and data inconsistency. The contribution of our work is that we consider "architectural" and "optimization" issues on designing an ESM-tree. Specifically, we present a distributed algorithm on how to create and maintain an ESM-tree. We propose a distributed algorithm to perform tree optimization (TO) so that an ESM-tree can dynamically adapt to the changing network A non-tree structure implies that some data will be sent in a redundant fashion and thereby consuming more network resources. On the other hand, a non-tree structure can provide redundant paths so as to enhance reliability. Note that our ESM system can be extended to mesh structure by simply taking the union of multiple trees.
condition, e.g., drop in transfer bandwidth, so that nodes within an ESM-tree can receive the data more efficiently. The proposed distributed algorithm has the important theoretical properties that at all times, a tree-topology can be maintained and any node joining, leaving, as well as any tree optimization operation will not "partition" an ESM-tree. Therefore, our work can be used to provide an efficient architectural infrastructure for ESM services.
The outline of the paper is as follow. In Section 2, we present our architectural as well as different components of an ESM system. In Section 3, we present the distributed algorithm for the ESM-tree formation, data transfer, tree optimization and node leaving protocol. In Section 4, we carry out experiments on our prototype system as well as NS2 [31] simulation to illustrate the functionalities as well as the performance of the proposed ESM architecture. Related work is presented in Section 5 and conclusion is given in Section 6.
System Architecture
In our proposed ESM system, an end system (or end host) is represented as a node in an ESM-tree. There are three different types of nodes in an ESM-tree, they are: i) a root node ( ¤ can participate in the multicast service by first joining the ESM-tree. This is accomplished by first contacting the bootstrap node £ . In return, ( £ replies a list of potential clients to ( ¤ when ¤ wants to attach to an ESM-tree. The client node ¢ ¤ then chooses a parent node from this returned list. After the successful attachment to the ESM-tree, the client node ( ¤ can receive data from its parent. Data transfer is accomplished in a "pipeline" fashion, that is, a client node plays a role as a sender and a receiver at the same time (except those clients nodes which are the leaf nodes in an ESM-tree). Also, a client node ¢ ¤ may choose to find a new parent node if the transfer bandwidth from its parent node is below some predefined threshold. In this case, tree optimization operation will be invoked. The main challenge of designing an ESM system is to make this distributed system "scalable" and "consistent", e.g., without deadlock and loop formation. Again, we will explain in detail the operations and protocols of the propose ESM system in Section 3.
We made the following assumptions about our proposed ESM system: 1) nodes in the ESM-tree can communicate with each other by exchanging control messages only (e.g., via TCP). 2) Control messages will not be lost or altered and are correctly delivered to their destination nodes in a finite amount of time. 3) Control messages will be delivered in the order they are sent. 4) Each node has a first-in-first-out queue to store the arrived control messages and they will be processed in a firstcome-first-serve manner, and 5) data transfer between nodes can be carried out using either the TCP or UDP protocols.
ESM Protocols
In this section, we describe various ESM protocols ¡ . In Table 1 , we first define various notations which will be useful for the discussion on the ESM system consistency via the distributed locking operations. At any time, the ESM management protocol ensures that any node is not empty and
is empty. This property is to ensure that there can be no "loop" within an ESM-tree and thereby eliminate the possibility of an ESM-tree partition event. In the above procedure, , upon receiving the accept message, needs to broadcast the information of its 
ESM: The Tree Formation Protocol
¡ £ ¢ ¥ ¤ § ¦ .
Proof:
We can show that (1) ESM topology is a connected graph, and (2) the topology is always a tree. For the first case, a newly arriving client node always contacts the bootstrap server ( £ that replies with a list of potential client nodes from the ESM connected topology. The newly arriving node will eventually select one of these nodes as its parent and the new node will be part of the connected graph. Therefore, a connected graph is maintained after a join operation. To show that the ESM topology is a tree, we can easily show it by contradiction. Consider a client node ¤ with multiple parent nodes. This will only occur if the client node ¤ sent out multiple attachment requests and received multiple positive replies. However, this case would not occur because the join procedure listed above only attempt to make one attachment at a time. Therefore, node ¤ has only one parent and the resulting ESM topology is a connected tree.
Theorem 2
The above distributed algorithm for join procedure by a client node guarantees that there is no partition in the ESM-tree.
Proof: Assume the contrary, tree partition will result from join procedure. This implies that the following situation will occur: tree partition occurs when two or more nodes, that are not connected to ESM-tree, join up themselves rather than connect to the ESM-tree. Without loss of generality, assume there are two nodes, 
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The bootstrap server receives a "create ESM-tree request" from a root node and replies a "success" message back to the root node. After this, the number of ESM-tree is increased by 1.
"create ESM-tree request"
"success" message for the "create ESM-tree request" quest" from a root node and replies a "fail" message back to the root node. This may imply that too many ESMtrees are registered.
"fail" message for the "create ESMtree request"
The bootstrap server receives a "remove ESM-tree request" from a root node. After this, the number of ESMtree is decreased by 1.
"remove ESMtree request"
Nil
The bootstrap server receives a "attach to ESM-tree request" that is initiated by node Table 2 Description of State Transition Diagram in Figure 2 for different states and events.
State Transition Diagram for Tree Formation Protocol
In the following, we use finite state machine representation to formally discuss the actions by various nodes during the ESM-tree formation process. 
¤ £
The root node sends a "create ESM-tree request" to the bootstrap server and the bootstrap server replies a "success" message. After this, a new ESM-tree is formed.
"success" message for the "create ESM-tree request" "create ESM-tree request"
¦ ¥
The root node sends a "create ESM-tree request" to the bootstrap server and the bootstrap server replies a "fail" message.
"fail" message for the "create ESMtree request" "create ESM-tree request"
¦£
The root node receives a "get ESM-tree topology request" that is initiated by node Table 3 Description of State Transition Diagram in Figure 3 for different states and events. Table 4 Description of State Transition Diagram in Figure 3 for various events. ure 4 are the state transition diagrams for a bootstrap server, a root node and a client node, respectively. In these state transition diagrams, we describe the states and the events for the Tree Formation Protocol. Table 2 is the explanation of Figure 2. Table 3 and Table 4 are the explanation of Figure 3 . Table 5 and Table 6 are the explanation of Figure 4 . The state transition diagrams of the other protocols will be shown in the later sessions.
In these state transition diagrams, events are made up by messages that are received , sends a "attach to ESM-tree request" to the bootstrap server and the bootstrap server replies a partial tree topology information back.
partial tree topology information "attach to ESMtree request" ¦¥ ! ¤ ¢ cannot connect to a node. It is because there is no registered ESM-tree.
"fail" message for the "attach to ESM-tree request" "attach to ESMtree request" Table 5 Description of State Transition Diagram in Figure 4 for different states and events.
by or sent from a node. To illustrate these state transition diagrams for the "Tree Formation Protocol", let us consider a scenario in Figure ? ? wherein an ESM-tree is formed initially. Initially, the bootstrap server is at state receives the partial tree topology information, it tries to find a potential parent from this partial tree topology information. The potential parent of £ is the root node (as there is only a root node within the ESM-tree).
£ sends a "LP Lock request" to the root node. If the root node replies a "success" message for this "LP Lock request", £ will send a "connect as child request" to the root node and make a real connection to the root node. Finally, a "free LP Lock request" will be sent by node 
ESM: The Data Transfer Protocol
In here, we focus on the general mechanism for implementing a reliable data transfer application such as file distribution. The data transfer process is initiated by the root node ¢ ¡ which has a source data file . The data transfer process consists of two phases, namely, (1) the meta-data distribution and, (2) the data distribution. For the meta-data distribution, Table 6 Description of State Transition Diagram in Figure 4 for various events.
to all its children. These meta informations include (a) the file name of , (b) the file size of , and (c) the size of each data packet. For the data-distribution phase, the node ¢ ¡ pushes the data packets to all its children also. Upon receiving a packet, each node forwards the received packet to its connected children nodes.
For the data transfer process, we have to consider the following issues. The first issue is that a new node, let say ¥ ¤ , may join an ESM-tree while the data is being multicasted. Another issue is when an attached node ¦ ¤ decides to perform a tree-optimization (which we will describe in the next section) and switches to another parent node. We handle these cases in the following manner. The node 
ESM: The Tree Optimization Protocol
Tree optimization is to ensure that an ESM-tree can operate efficiently, such as good transfer bandwidth to all client nodes over a long period of time. We provide a distributed tree optimization protocol to ensure that the efficient operation of an ESM-tree and the ESM-tree can dynamically adapt to the changing network condition. The main idea about tree optimization is that each client node constantly monitors and probes [16] the transfer bandwidth with its parent node. If the transfer bandwidth drops below some threshold, then the client node will attempt to choose another parent node so that the client node and its descendant nodes can enjoy a high transfer bandwidth.
One important technical issue of tree optimization is on how to avoid tree partition or loop formation. Figure 5 illustrates this problem. Some nodes (those "unfilled" nodes) in Figure 5 (a) & (b) attempt to perform a tree optimization and choose another potential parent node. If they choose any of their descendant nodes (e.g., as in Figure 5 (a)), or they choose a node wherein its ancestor nodes are also in the process of performing tree optimization (e.g., as in Figure 5 To avoid the ESM-partition problem, we need to make sure that the above mentioned necessary conditions will not occurred. We propose a "Distributed Locking Protocol". The main idea of this protocol is that for any node that wants to switch to another node, it prevents other nodes from finding its descendants as a new potential parent. Doing this can avoid the above mentioned necessary conditions and thereby eliminating loop formation or tree partition.
Assume that node ¤ wants to perform a tree optimization operation, it needs to take (1) "LR Lock" on itself, (2) "LP Lock" on its potential parent, and (3) We can show that the distributed locking protocol described above has the following property.
Theorem 3 The distributed locking protocol described above avoids loop formation and tree partition.
Proof: We can show this by contradiction. Assume that a cycle is formed during the tree optimization. This implies that (a) the nodes that want to switch must lock its potential parent by "LP Locks" and all its descendants by "LR Locks", and (b) a node will not release the lock during the tree optimization operation. Also, no new node can join any node within the subtree of the switching node as all the descendants of the switching node are locked by "LR Lock"
Assume that a cycle is formed by a set of nodes
, then every node in ¢ must be both the descendant and ancestor of all other nodes within ¢ (following the definition of a cycle). Since all the descendants of the switching node and the switching node itself must be locked by "LR Lock", all the nodes in ¢ must be locked by "LR Locks". It is because there must be at least one potential parent node within the cycle. This implies that there must be at least one node that is simultaneously locked by both "LP Lock" and "LR Lock". However, this contradicts our specification. Therefore, no cycle can be formed during tree optimization procedure. Figure 6 is the state transition diagram for a client node. It is an extension of Figure 4 . In this state transition diagram, we describe the states and the events for the "Tree Optimization Protocol". Table 7 and Table 8 are the explanation of Figure 6 . The state transition diagrams of other protocols will be shown in later sessions. will not reply a "success" or "fail" message for this "LR Lock" immediately.
State Transition Diagram for Tree Optimization Protocol
"LR Lock request"
"LR Lock request" © ! ¤ ¢ receives "success" messages for the "LR Lock request" from all its children within a time-out period. After that, ! ¡ ¢ replies a "success" message to its parent for the "LR Lock" request.
"success" messages for the "LR Lock request" "success" message for the "LR Lock request" Table 7 Description of events of State Transition Diagram in Figure 6 for different states and events. "LR Lock request"
"fail" message for the "LR Lock request" Table 8 Description of events of State Transition Diagram in Figure 6 for various events.
the "LR Lock request" from all its children node, § replies a "success" message back to sponding event is 
ESM: The Node Leaving Protocol
A node may want to leave an ESM-tree at any time and may forward data to its children. If a node wants to leave a tree, the sub-tree under it will be partitioned from the original ESM-tree. Thus, special procedures are needed to handle this node leaving event. The main technical difficulty in handling the node leaving event is similar to that of the tree partition problem in the "tree optimization" procedure. The difference is that a sub-tree under a leaving node must switch to another parent, while in the "Tree Optimization" operation, the procedure will be halted and be restored the node cannot successfully take all the required locks from its descendent nodes. The leaving node's children must wait until all necessary locks have been taken successfully before they switch to another parent node.
The main idea of the node leaving protocol is that when the node Assume that a node ( ¤ wants to leave. We divide this node leaving operation into three components. They are : (1) procedure for the leaving node Figure 6 . In this state transition diagram, we describe the states and the events for the "Node Leaving Protocol". Table 9 and Table 10 are the explanation of Figure 8 . Table 9 Description of State Transition Diagram in Figure 8 for different states and events.
State Transition Diagram for Node Leaving Protocol

ESM: The Node Failure Protocol
A node ¤ may disconnect from the ESM-tree at any time due to node failure. For this type of failure, it is not possible for node Event Table 10 Description of State Transition Diagram in Figure 8 for various events.
from node ¤ within a time-out limit, node
Performance Evaluation
In this section, we present experimental results to illustrate the soundness and effectiveness of our proposed ESM service. The performance measure that we are interested in is the completion time of file distribution under our ESM architecture. For the first three experiments, we use our ESM prototype to compare with different unicast approaches. We also investigate the performance of ESM under different network conditions (e.g., with or without background traffic) as well as the improvement of file distribution completion time under the tree optimization operation. For the last experiment, we use the packet-level simulator NS2 to study the performance of the ESM architecture in a large-scale network. 
Experiment 1 -Comparisons between IP Unicast and the ESM prototype
In experiment 1, we record the finishing time of a reliable file transfer. The size of the file is We consider three cases in these experiment, they are: Case 1 : IP unicast, single file transfer In this case, the root node, ) ¡
, transfers the file to a specific node one at a time. The target nodes are . The data transfer process is the same as described in the Data Transfer part of section 3.
Case1
Case2 Case3 Table 11 file transfer time (in unit of second) for Experiment 1
Summary for Experiment 1: Table 11 illustrates the result. We observe that :
Case 1 is the optimal file transfer time. Comparing with Case 3 under setting A, the results are comparable and ESM only runs slightly worse than the ideal situation (Case 1). For setting B, ESM takes a bit longer to complete the transfer because it is transferring the file to multiple nodes at the same time.
In . The more routers the data packets need to pass through, the higher the chance that they may be lost.
The result shows that ESM generally performs better than IP unicast when we want to transfer data to multiple clients at the same time. Another important point is that the performance of the ESM server is "topology" dependent. We explore this issue in the next experiment.
Experiment 2 -Comparisons between different ESM topologies
In experiment 2, the setup is similar to that of experiment 1. All data transfer process is the same as described in the Data Transfer part of section 3. We perform the experiment with five cases and they are: with a tree optimization operation In this case, we record the file completion times for transferring the file when a tree optimization operation is performed. At the beginning, the configuration is same as Case 3. However, node Table 13 file transfer time (in unit of second) for Experiment 2 in Setting B (with TCP background traffic)
Summary for Experiment 2: Table 12 and Table 13 and illustrates the result of experiment 2. We observe that:
Case 1, Case 2 and Case 4 are ESM with different tree topologies. By comparing their results, we observe that the performance of ESM is indeed "topology" dependent. For example, the completion time of setting B in Case 2 differs significantly from that of Case 1 and Case 4. Case 2 and Case 3 share the same topology,
The only difference is that in Case 3, the bandwidth of link "e" is reduced to 56 kbps. As we can see when there is no tree optimization, . From the result, we observe that tree optimization can help a node to find a better parent and to receive data at a faster rate. Case 4 and Case 5 share the same topology, ¡ © . The only difference is that in Case 5, there is one tree optimization performed. From both settings A and B, it shows that tree optimization will only slightly increase the transfer time.
The result shows that ESM performance depends on the tree topology. Also, the tree optimization procedure is an important protocol for the ESM to improve the performance of data transfer. As the link conditions between nodes are changing all the times, the nodes and their sub-trees may suffer a lot. This is the justification of the necessity of the tree optimization protocol for the ESM service.
Experiment 3 -Comparison between different thresholds for tree optimization operation in our ESM prototype
In this experiment, we focus on the completion time of a specify node, Table 14 , it suggests that we should not set the value of too high (e.g., § © $
) . The reason is that if the value of is too high, then node tries to perform tree optimization very often even when there is little fluctuation in the transfer bandwidth. The more often a node tries to switch to a new parent node, the longer it takes to finish the file transfer. The result from Table 14 also suggests that there is an optimal value for the activation threshold so as to minimize the file completion time.
Experiment 4 -NS2 Simulation for Large Scale Network
In experiment 4, we carry out a large scale packet level simulations in NS2 [31] . The performance measure that we are interested in is the completion time of file distribution. The size of file is 5MB. We compare our ESM architecture with unicast. We also investigate the performance under different network conditions (e.g., with or without background traffic, with different number of clients in an ESM-tree).
We simulate our ESM architecture with 10, 20, 30, 40, 50, 100, 150, 200 and 300 nodes topologies. In each topology, we partition the network into 5 domains. Each domain is connected to two other domains and these domains form a cycle. Links between domains have 1Mbps bandwidth. Links within each domain have a transfer bandwidth between 3 to 100 Mbps, which are evenly distributed. An example of 100-node topology is shown in Figure 10 . In each topology, we carry out six simulations: 
Summary for Experiment 4:
The results of experiment 4 are shown in Figure 11 .
By comparing the "IP Unicast" scheme and the "ESM" scheme in both with and without background traffic, we can conclude that the "ESM" scheme has a much shorter file completion time, as compare with the unicast in all cases. This also shows the effectiveness of the "ESM" scheme in a large scale network. By comparing the "Ideal" scheme and the "ESM" scheme in both with and with- out background traffic, we can conclude that the "ESM" scheme runs slightly worse than the ideal situation in a small scale network. When the scale of the network becomes large, the performance of the "ESM" scheme can be comparable with the "Ideal" scheme (with respect to the "IP Unicast" scheme).
Related Work
In this section, we describe some of the related work in ESM. ALMI [33] is an application level infrastructure to provide multicast services to the end system. It uses a centralized approach to maintain the multicast tree. Only the "session controller" handles the members joining and maintains the multicast tree. Members measure the distance among them and send this information to the "session controller". The "session controller" computes the multicast tree by finding a MST. Data is transferred along the multicast tree, while control messages are transferred by using unicast with each member. The main difference between ALMI and our ESM is that ALMI is an centralized approach while our ESM is a distributed approach to maintain the multicast tree.
Banana Tree Protocol(BTP) [21] is designed for a file sharing program, Jungle Monkey [29] . It assumes the existence of some bootstrap protocols to handle members joining. Nodes in BTP can change their parents. To prevent a partitioning of the multicast tree, BTP restricts the potential parent of a switching process. The potential parent of a switching process (1) must be a sibling of the switching node, and (2) must not attempt to switch to another parent. The main difference between BTP and our ESM is that in BTP, a switching node can only switch to its siblings while our is a more general approach for tree optimization that can avoid deadlock, loop formation and tree partition.
Narada [10] is a protocol focusing on the efficiency of the overlay structure. The multicast tree is created from a mesh by Narada's enhance distance vector routing strategy. A node can join the services by a bootstrap procedure. Each member stores a list of others members, and constantly probes the other members in the list. Narada relies on this probing to maintain connectivity for the mesh. When a node leaves, it notifies the other members to delete itself in others' list. Tree partition is detected by timeout ("refresh" message) in Narada. The main difference between Narada and our ESM is that in Narada uses the partitition detection approach while our is a partition avoidance approach.
Bayeux [44] is an application infrastructure for end hosts multicast. It is based on consistent hashing functions used in the Chord and Tapestry [36, 43] . In Bayeux, there is a set of nodes (called "root") to handle the multicast tree maintenance such as tree creation, node joining and node leaving. Also, nodes will not change their "root" after they joined the service. Bayeux depends on the "Explicit Knowledge Path Selection" protocol to periodically update the routing tables in order to select a better data delivery path. The main difference between Bayeux and our ESM is that in Bayeux, a node will not change their parent after they joined the service. On the other hand, our ESM allows nodes to switch to a better parent node so that the node and its associated sibling nodes will receive better quality-of-service.
Host Multicast [41] is a hybrid framework of IP unicast and IP multicast. For nodes that are capable to communicate by using IP multicast, they use IP multicast. Otherwise, they use IP unicast to communicate. For each node, it runs a daemon process in user space to provide end system multicast functions. The bootstrap and joining procedure is systematic and hierarchical. Fail node is detected by timeouts ("RE-FRESH" message). Nodes can change their parents if they find a better one. To avoid loop formation, members will detect themselves whether they are within a loop or not (by exchange of "PATH" message). If a loop is formed, one of the member within the loop will detect the loop. The main difference in Host Multicast and our ESM is that Host Multicast uses a loop detection mechanism while our is a loop avoidance mechanism.
Like Narada, Scattercast [8] also takes the mesh-based approach. The multicast tree is formed from the mesh that is connecting different nodes. The cost evaluation functions of Narada and Scattercast are different. The main difference between Scattercast and Narada is that Scattercast will co-operate some proxy-like agents (called "SCX") in its structure. These SCXs will handle most of the multicast functions such as mesh optimization and node leaving. The end-system only needs to join one of the SCXs to enjoy the multicast services. The main difference between Scattercast and our ESM is that we allow node to switch to other nodes so as to receive better service.
Conclusion
In this paper, we propose an architectural framework for performing an ESM service. One advantage of ESM is that it resolves the deployment problems of IP multicast. To have a high ESM service performance, one has to carefully design various protocols so as to make this distributed service correct and consistent. We propose and implement the distributed protocols for the tree formation, date transfer, tree optimization, node leaving and node failure events for the ESM service. We prove the correctness and properties of these procedures, for example, we can maintain a tree topology after clients joining event or a tree optimization operation and that no tree partition can occur in an ESM-tree. We carried experiments to illustrate the soundness and the effectiveness of the ESM service. We show that ESM can have a comparable performance even when compare with the ideal condition for data transfer. Our work provides an architectural framework for people to deploy multicast service.
