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ON IMPROVEMENT OF SUMMABILITY PROPERTIES IN
NONAUTONOMOUS KOLMOGOROV EQUATIONS
LUCIANA ANGIULI AND LUCA LORENZI
Abstract. Under suitable conditions, we obtain some characterization of su-
percontractivity, ultraboundedness and ultracontractivity of the evolution op-
erator G(t, s) associated to a class of nonautonomous second order parabolic
equations with unbounded coefficients defined in I × Rd, where I is a right-
halfline. For this purpose, we establish an Harnack type estimate for G(t, s)
and a family of logarithmic Sobolev inequalities with respect to the unique
tight evolution system of measures {µt : t ∈ I} associated to G(t, s). Sufficient
conditions for the supercontractivity, ultraboundedness and ultracontractivity
to hold are also provided.
1. Introduction
Let A be an autonomous second order uniformly elliptic operator with un-
bounded coefficients defined in Rd. It is well known that, under suitable assump-
tions on its coefficients, a Markov semigroup T (t) can be associated in Cb(R
d) to
the operator A. More precisely, for any f ∈ Cb(Rd), T (t)f is the value at t of the
(unique) bounded classical solution of the Cauchy problem{
Dtu(t, x) = Au(t, x), (t, x) ∈ (0,+∞)× Rd,
u(0, x) = f(x), x ∈ Rd.
Under somehow stronger assumptions on the coefficients of the operator A, an
invariant measure µ can be associated to the semigroup T (t) which can be extended
to a contractive semigroup in Lp(Rd, µ) for any p ∈ [1,+∞).
It is also well known that in some cases T (t) improves summability, i.e., it maps
Lp(Rd, µ) into Lq(Rd, µ) for some q > p and t > t(p, q) ≥ 0, and
Cp,q(t) := ‖T (t)‖L(Lp(Rd,µ),Lq(Rd,µ)) < +∞. (1.1)
This property is called hypercontractivity if p, q ∈ (1,+∞), t(p, q) > 0 and Cp,q(t) =
1, supercontractivity if p, q ∈ (1,+∞) and t(p, q) = 0, ultraboundedness if p ∈
(1,+∞), q = +∞ and t(p, q) = 0. If p ∈ [1,+∞) this last property is called
ultracontractivity.
Estimate (1.1) is equivalent to the occurrence of some functional inequalities
satisfied by the invariant measure µ. We refer to [9], the pioneering work on such
topics, where a characterization of the hypercontractivity and the supercontractiv-
ity of the semigroup T (t) is given in terms of some logarithmic Sobolev inequalities.
Ultraboundedness and ultracontractivity have been widely studied in the au-
tonomous setting, mainly in the symmetric case (where they are equivalent). The
first result in this direction is due to Davies and Simon [5, 6] that, following the
idea of Gross and requiring some additional integrability conditions, connect ultra-
contractivity with a family of logarithmic Sobolev inequalities.
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Other different approaches to study ultracontractivity have been also suggested
by [3] and, more recently, by [20].
On the other hand, to the best of our knowledge, results on summability im-
proving have been not yet studied in the nonautonomous case.
In the recent paper [2] we have dealt with hypercontractivity and we have ex-
tended the connection with logarithmic Sobolev inequalities in a nonautonomous
setting, where the semigroup T (t) and the invariant measure µ are replaced, respec-
tively, by a Markov evolution operator G(t, s) and an evolution system of measures
{µt}.
In this paper we are interested in exploiting some regularizing properties, stronger
than hypercontractivity, for the evolution operator G(t, s), and in characterizing
them in terms of suitable inequalities satisfied by an evolution system of measures
{µt}.
Let I be an open right halfline and for every t ∈ I consider the nonautonomous
second order differential operator A(t) defined on smooth functions ζ by
(A(t)ζ)(x) = Tr(Q(t)D2ζ(x)) + 〈b(t, x),∇ζ(x)〉, x ∈ Rd.
We assume some smoothness on Q = [qij ]i,j=1,...,d and b = (b1, . . . , bd), defined
in I and I × Rd, respectively. Moreover, we require that the coefficients qij are
bounded and that the operators A(t) are uniformly elliptic, i.e., there exists a
positive constant η0 such that
〈Q(t)ξ, ξ〉 ≥ η0|ξ|2, t ∈ I, ξ ∈ Rd.
Assuming the existence of a Lyapunov function, for every s ∈ I and f ∈ Cb(Rd),
the nonautonomous Cauchy problem{
Dtu(t, x) = A(t)u(t, x), (t, x) ∈ (s,+∞)× Rd,
u(s, x) = f(x), x ∈ Rd,
admits a unique bounded classical solution u = G(·, s)f , where G(t, s) is a Markov
evolution operator. The function G(·, s)f belongs to C1+α/2,2+αloc ((s,+∞)×Rd) and
admits the following representation formula
(G(t, s)f)(x) =
∫
Rd
gt,s(x, y)f(y)dy, s < t, x ∈ Rd, f ∈ Cb(Rd), (1.2)
where gt,s : R
d × Rd → R is a positive function such that ‖gt,s(x, ·)‖L1(Rd) = 1 for
any t, s ∈ I, with t > s, and any x ∈ Rd.
The existence of a Lyapunov function such that
lim
|x|→+∞
ϕ(x) = +∞ and (A(t)ϕ)(x) ≤ a− γ ϕ(x), (t, x) ∈ I × Rd,
for some positive constants a and γ, allows (see [12]) to prove the existence of
tight evolution systems of measures {µt : t ∈ I}, i.e., families of Borel probability
measures such that µt(B(0, R)) tends to 1 as R→ +∞, uniformly with respect to
t ∈ I, and∫
Rd
(G(t, s)f)(y)dµt(y) =
∫
Rd
f(y)dµs(y), t > s ∈ I, f ∈ Cb(Rd). (1.3)
The interest in evolution systems of measures is due to the good properties that
the evolution operators enjoy in the Lp-spaces related to these systems. Indeed,
using (1.3) and the density of C∞c (R
d) in Lp(Rd, µt) for every t ∈ I, the evolution
operator can be extended to a contraction (still denoted by G(t, s)) from Lp(Rd, µs)
to Lp(Rd, µt) for every p ∈ [1,+∞).
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In this context a generalization to the nonautonomous case of the definitions
of hypercontractivity, supercontractivity, ultracontractivity and ultraboundedness
(see Definition 2.6) and of their characterizations is significant and interesting.
As it has been already remarked, in [2] hypercontractivity of the evolution opera-
tor G(t, s) has been studied, assuming some stronger assumption than the minimal
ones that guarantee the basic properties of G(t, s) and the existence of an evolution
system of measures {µt : t ∈ I}. In fact, if the dissipativity condition
〈∇xb(t, x)ξ, ξ〉 ≤ r0|ξ|2, t ∈ I, x, ξ ∈ Rd (1.4)
is satisfied for some r0 < 0, then the logarithmic Sobolev inequality (in short LSI)
for the unique tight evolution system of measures {µs : s ∈ I}∫
Rd
f2 log
( |f |
‖f‖L2(Rd,µs)
)
dµs(x) ≤ C
∫
Rd
|∇f |2dµs(x), (LSI)
holds for any s ∈ I, f ∈ H1(Rd, µs) and some positive constant C, independent of
f and s. The hypercontractivity of G(t, s) in Lp spaces related to the unique tight
evolution system of measures, is obtained as a consequence of the (LSI).
In general, evolution systems of measures are infinitely many (see e.g., [8]).
Among all of them, the unique tight system as a prominent role. Indeed, it is
related to the asymptotic behaviour of G(t, s) as t → +∞. As it has been proved
in [2], under condition (1.4)
lim
t→+∞
∫
Rd
|G(t, s)f −ms(f)|pdµt(x) = 0,
uniformly with respect to f ∈ Lp(Rd, µs), p ∈ [1,+∞), where ms(f) denotes the
average of f with respect to the measure µs.
In this paper, we assume that condition (1.4) holds true and consider the unique
tight evolution system of measures {µs : s ∈ I}.
We first prove that the supercontractivity property of the evolution operator
G(t, s) is equivalent to the validity of the following family of logarithmic Sobolev
inequalities (in short LSIε)∫
Rd
f2 log
( |f |
‖f‖L2(Rd,µs)
)
dµs(x) ≤ ε‖ |∇f | ‖2L2(Rd,µs) + β(ε)‖f‖2L2(Rd,µs), (1.5)
for every s ∈ I, f ∈ H1(Rd, µs), ε > 0 and some positive decreasing function
β. We follow the method of [17] that, on a Riemann manifold M , deals with the
diffusion semigroup Pt generated by the autonomous operator L = ∆ + Z∇ with
Neumann boundary conditions on ∂M , where Z is a C1-vector field satisfying a
curvature condition. The condition on the curvature is used to deduce the following
logarithmic Sobolev inequality satisfied by Pt
Pt(f
2 log f2) ≤ 2(e
2Kt − 1)
K
Pt|∇f |2 + (Ptf2) log(Ptf2), (1.6)
which holds for every f ∈ C∞0 (M), t > 0 and some positive constant K > 0.
The starting point of our analysis is the analogue of (1.6) in the nonautonomous
case; we prove a logarithmic Sobolev inequality satisfied by the probability measures
gt,s(x, dy) = gt,s(x, y)dy defined in (1.2). More precisely, we show that
G(t, s)(f2 log f2) ≤ 4Λ|r0| (1− e
2r0(t−s))G(t, s)(|∇f |2) + (G(t, s)f2) log(G(t, s)f2),
(1.7)
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for every f ∈ C1b (Rd) and t, s ∈ I such that t ≥ s. The key tool for the proof of
estimate (1.7) (and of many results in the paper) is the pointwise gradient estimate
|(∇xG(t, s)f)(x)| ≤ er0(t−s)(G(t, s)|∇f |)(x), t > s, x ∈ Rd, f ∈ C1b (Rd),
(1.8)
that has been proved in [12] under the assumption (1.4) (which is equivalent to the
condition considered in [17]). Even in the autonomous case, (1.8) does not hold
when the diffusion coefficients depend on x and they do not satisfy the condition in
[21]. This is the reason why we confine ourself to the case of diffusion coefficients
depending only on t.
Another important consequence of (1.8) is the Harnack type estimate
|(G(t, s)f)(x)|2 ≤ (G(t, s)|f |2)(y) exp
( |x− y|2
2η0(t− s)
)
, t > s, x, y ∈ Rd, (1.9)
satisfied by any f ∈ Cb(Rd). Estimate (1.9) and LSIε allow us to prove a second
criterion for supercontractivity: we show that the integrability with respect to the
measures {µt : t ∈ I} (uniform in t) of the Gaussian functions ϕλ(x) := eλ|x|2 , for
every λ > 0, is another condition equivalent to the supercontractivity of G(t, s).
This second characterization is useful in order to provide a sufficient condition for
the evolution operator G(t, s) to be supercontractive as stated in Theorem 3.9.
The Harnack type estimate (1.9) is also the key tool to prove that, if G(t, s)ϕλ ∈
L∞(Rd) for every t > s ∈ I and λ > 0, and
sup
s,t∈I
t−s≥δ
‖G(t, s)ϕλ‖∞ < +∞, δ, λ > 0, (1.10)
then G(t, s) is ultrabounded. We provide a sufficient condition for G(t, s)ϕλ to be
bounded for every t > s ∈ I and every λ > 0 (see Theorem 4.1).
Actually, condition (1.10) is also necessary to get ultraboundedness. We prove
the necessity of this condition using the characterization of the supercontractivity
property in terms of the family of inequalities (1.5).
A quite sharp condition to get ultraboundedness of G(t, s) is given in terms of
the inner product between the drift b(t, x) and x, which has to satisfy
〈b(t, x), x〉 ≤ −K1|x|2(log |x|)α, t ∈ I, |x| ≥ R, (1.11)
for some positive constants K1, α > 1 and R > 1.
Under some stronger condition than (1.11) on 〈b(t, x), x〉, we prove that G(t, s)
is bounded from L1(Rd, µs) to L
2(Rd, µt), hence it is ultracontractive.
Then we extend supercontractivity, ultraboundedness and ultracontractivity to
evolution operators associated to nonautonomous operators with non zero potential
term.
Finally, we establish some consequences of the regularizing properties of G(t, s).
More precisely, we get an L∞-estimate for the integral kernel gt,s of G(t, s) (see
(1.2)) and some L2-uniform integrability properties of G(t, s).
The paper is organized as follows. First, in Section 2, we state our main as-
sumptions, we collect some known results on the evolution operator G(t, s) and
we give the definition of supercontractivity, ultraboundedness and ultracontractiv-
ity in our nonautonomous setting. Section 3 is devoted to prove two criteria for
the supercontractivity property of G(t, s). In Section 4 we provide a characteriza-
tion of ultraboundedness for G(t, s) in terms of the boundedness of the function
G(t, s)ϕλ. Section 5 concerns the L
1-L2 boundedness of G(t, s) and the consequent
ultracontractivity property. Finally, in Section 6, we collect some consequences of
the ultracontractivity of G(t, s).
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Notations. Let k ∈ N ∪ {0,+∞}, we consider the usual space Ck(Rd), as well
as Ckb (R
d), the subspace of Ck(Rd) consisting of bounded functions with bounded
derivatives up to the k-th order. We use the subscript “c” instead of “b” for the
subsets of the above spaces consisting of functions with compact support.
If J ⊂ R is an interval and α ∈ (0, 1), Cα/2,α(J×Rd) denotes the usual parabolic
Ho¨lder space. We use the subscript “loc” to denote the space of all f ∈ C(J ×Rd)
which are (α/2, α)-Ho¨lder continuous in any compact set of J × Rd.
Let µ be a probability measure on Rd and 1 ≤ p <∞. We denote by Lp(Rd, µ)
the set of µ-measurable functions f : Rd → R ∪ {±∞} such that ‖f‖pp,µ :=∫
Rd
|f |pdµ(x) < +∞. When dµ = dx is the Lebesgue measure, we simply write
‖f‖p. If p = +∞ then L∞(Rd, µ) = L∞(Rd) is endowed with the sup-norm ‖ · ‖∞.
The spaceH1(Rd, µ) consists of all the functions which belong to L2(Rd, µ) together
with their first order distributional derivatives.
Let T be an operator mapping Lp(Rd, µ) to Lq(Rd, ν) for 1 ≤ p ≤ q ≤ +∞ where
µ, ν are two probability measures on Rd. If no confusion may arise, we denote by
‖T ‖p→q the operator norm ‖T ‖L(Lp(Rd,µ),Lq(Rd,ν)).
About partial derivatives, the notations Dtf :=
∂f
∂t , Dif :=
∂f
∂xi
, Dijf :=
∂2f
∂xi∂xj
are extensively used.
About matrices and vectors, we denote by Tr(Q) and 〈x, y〉 the trace of the
square matrix Q and the inner product of the vectors x, y ∈ Rd, respectively.
The ball in Rd centered at 0 with radius r > 0 is denoted by B(0, r).
Finally, we set 0 log 0 = 0 by definition.
2. Assumptions, definitions and a review of some properties of G(t, s)
Let I be an open right halfline. For t ∈ I we consider linear second order
differential operators A(t) defined on smooth functions ζ by
(A(t)ζ)(x) =
d∑
i,j=1
qij(t)Dijζ(x) +
d∑
i=1
bi(t, x)Diζ(x)
= Tr(Q(t)D2ζ(x)) + 〈b(t, x),∇ζ(x)〉, x ∈ Rd,
under the following assumptions on their coefficients.
Hypotheses 2.1. (i) qij ∈ Cα/2loc (I) and bi ∈ Cα/2,αloc (I ×Rd) (i, j = 1, . . . , d) for
some α ∈ (0, 1);
(ii) the matrix Q(t) = [qij(t)]i,j=1,...,d is symmetric for every t ∈ I and there exist
0 < η0 < Λ such that
η0|ξ|2 ≤ 〈Q(t)ξ, ξ〉 ≤ Λ|ξ|2, (t, ξ) ∈ I × Rd; (2.1)
(iii) there exists ϕ ∈ C2(Rd) with positive values such that
lim
|x|→+∞
ϕ(x) = +∞ and (A(t)ϕ)(x) ≤ a− γ ϕ(x), (t, x) ∈ I × Rd,
(2.2)
for some positive constants a and γ;
(iv) the first order spatial derivatives of bi exist, belong to C
α/2,α
loc (I ×Rd) for any
i = 1, . . . , d, and there exists r0 < 0 such that
〈∇xb(t, x)ξ, ξ〉 ≤ r0|ξ|2, (t, x) ∈ I × Rd, ξ ∈ Rd. (2.3)
Remark 2.2. Assumption (2.3) implies that for any [a, b] ⊂ I there exists a positive
constant Ca,b such that
〈b(t, x), x〉 ≤ Ca,b, t ∈ [a, b], x ∈ Rd. (2.4)
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Indeed, condition (2.3) is equivalent to
〈b(t, x)− b(t, y), x− y〉 ≤ r0|x− y|2, t ∈ I, x, y ∈ Rd.
Taking y = 0 and observing that b is continuous, we get
〈b(t, x), x〉 ≤ ‖b(·, 0)‖L∞(a,b)|x|+ r0|x|2, t ∈ [a, b], x ∈ Rd,
which implies (2.4) since r0 < 0.
Hypotheses 2.1 yield the existence of a Markov evolution operator G(t, s) and a
unique ([2, Rem. 2.8]) tight evolution system of measures {µt : t ∈ I} associated
to the evolution operator G(t, s) (where tight means that for any ε > 0 there exists
R > 0 such that µt(B(0, R)) ≥ 1− ε for any t ∈ I). More precisely for every s ∈ I
and f ∈ Cb(Rd), G(·, s)f is the unique bounded classical solution of the Cauchy
problem {
Dtu(t, x) = A(t)u(t, x), (t, x) ∈ (s,+∞)× Rd,
u(s, x) = f(x), x ∈ Rd.
Moreover, G(·, s)f belongs to Cb([s,+∞)×Rd)∩C1+α/2,2+αloc ((s,+∞)×Rd) and it
can be represented by
(G(t, s)f)(x) =
∫
Rd
f(y)gt,s(x, y)dy, x ∈ Rd, (2.5)
for every x ∈ Rd, t > s ∈ I and f ∈ Cb(Rd). In (2.5), gt,s : Rd × Rd → R is a
positive function such that ‖gt,s(x, ·)‖1 = 1 for every t > s ∈ I and x ∈ Rd ([12,
Prop. 2.4]).
From formula (2.5) the following result, which is extensively used in the paper,
follows at once.
Lemma 2.3. For any I ∋ s < t and any nonnegative and non identically van-
ishing function f ∈ Cb(Rd), G(t, s)f is everywhere positive in Rd. In particular,
|G(t, s)g| ≤ G(t, s)|g| for any g ∈ Cb(Rd).
By Lemma 2.3, formula (1.3) and the density of Cb(R
d) in Lp(Rd, µs) we have
‖G(t, s)f‖p,µt ≤ ‖f‖p,µs ,
for every t > s, p ∈ [1,+∞) and f ∈ Lp(Rd, µs). Therefore, G(t, s) may be extended
to a contraction (still denoted by G(t, s)) from Lp(Rd, µs) to L
p(Rd, µt).
The dissipativity condition (2.3) yields the pointwise gradient estimate
|(∇xG(t, s)f)(x)|p ≤ epr0(t−s)(G(t, s)|∇f |p)(x), (2.6)
which holds for every f ∈ C1b (Rd), t ≥ s, x ∈ Rd and p ∈ [1,+∞) ([12, Thm. 4.5]).
Other remarkable (smoothing) properties of the evolution operator G(t, s) and
of the associated evolution system of measures {µt : t ∈ I}, which are extensively
used in this paper, are stated in the following two propositions and they can be
proved assuming only Hypotheses 2.1(i)-(iii).
Proposition 2.4 ([12, Lemma 3.2]). For any f ∈ C2(Rd), which is constant outside
a compact set, and any t ∈ I, the function G(t, ·)f is differentiable in I ∩ (−∞, t]
and
d
ds
G(t, s)f = −G(t, s)A(s)f, s ∈ I, s ≤ t.
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Proposition 2.5 ([2, Lemma 3.1]). Let [a, b] ⊂ I. If f ∈ C1,2b ([a, b]× Rd) is such
that f(r, ·) is constant outside a compact set K for every r ∈ [a, b], then the function
r 7→ ∫
Rd
f(r, x)dµr(x) is continuously differentiable in [a, b] and
d
dr
∫
Rd
f(r, x)dµr(x) =
∫
Rd
Drf(r, x)dµr(x) −
∫
Rd
(A(r)f(r, ·))(x)dµr(x),
for every r ∈ [a, b].
The aim of this paper, as already announced in the introduction, is to study
the smoothing effects of the evolution operator G(t, s) on functions with a certain
degree of summability. As in the autonomous case we can distinguish different
levels of regularization as specified in the following definition.
Definition 2.6. The evolution operator G(t, s) is called:
(i) “supercontractive” if it maps Lp(Rd, µs) into L
q(Rd, µt) for any 1 < p <
q < +∞ and t > s, and there exists a positive decreasing function Cp,q :
(0,+∞)→ (0,+∞), such that limr→0+ Cp,q(r) = +∞ and
‖G(t, s)‖p→q ≤ Cp,q(t− s), I ∋ s < t;
(ii) “ultrabounded” if it maps Lp(Rd, µs) into L
∞(Rd) for every p > 1 and t > s,
and there exists a decreasing function Cp,∞ : (0,+∞) → (0,+∞) such that
limr→0+ Cp,∞(r) = +∞ and
‖G(t, s)f‖p→∞ ≤ Cp,∞(t− s), I ∋ s < t; (2.7)
(iii) “ultracontractive” if it maps Lp(Rd, µs) into L
∞(Rd) for every p ≥ 1 and
(2.7) holds for every p ≥ 1.
Remark 2.7. (i) The definitions of supercontractivity, ultraboundedness and ul-
tracontractivity given in Definition 2.6, where the functions Cp,q depend on
t − s, seem to be the most natural. Indeed, we recall that, if T (t) is a semi-
group, then T (t − s) is an evolution operator and the definitions above are
the natural extension of those given in the autonomous case.
(ii) The strong Feller property enjoyed by the evolution operator ([12, Cor. 4.3])
states that G(t, s) maps L∞(Rd) into Cb(R
d) for every t > s and it is a
contraction, i.e., for every f ∈ L∞(Rd)
‖G(t, s)f‖∞ ≤ ‖f‖∞, I ∋ s < t.
Therefore, if G(t, s) is ultrabounded (resp. ultracontractive) then, in fact, it
maps Lp(Rd, µs) into Cb(R
d) for every p > 1 (resp. p ≥ 1) and t > s.
Throughout the paper, if not otherwise specified, we assume that all the conditions
in Hypotheses 2.1 are satisfied.
3. Supercontractivity and LSIε
In this section we provide two criteria to characterize the supercontractivity of
the evolution operator G(t, s) by means of a family of logarithmic Sobolev inequal-
ities.
3.1. The first criterion. In this subsection we are devoted to prove the following
result.
Theorem 3.1. The following properties are equivalent.
(i) The evolution operator G(t, s) is supercontractive;
8 L. ANGIULI, L. LORENZI
(ii) the family of logarithmic Sobolev inequalities∫
Rd
f2 log
( |f |
‖f‖2,µs
)
dµs(x) ≤ ε‖ |∇f | ‖22,µs + β(ε)‖f‖22,µs (LSIε)
holds for every f ∈ H1(Rd, µs), s ∈ I, ε > 0 and some positive decreasing
function β : (0,+∞)→ (0,+∞), blowing up as ε→ 0+.
The proof of Theorem 3.1 is based on the following two propositions. In the
first one, we prove a logarithmic Sobolev inequality satisfied by the evolution op-
erator G(t, s), namely a LSI type estimate satisfied by the probability measures
gt,s(x, y) dy in place of the invariant measures µs.
Proposition 3.2. For every f ∈ C1b (Rd), p ∈ [2,+∞) and t, s ∈ I, with t ≥ s, we
have
G(t, s)(|f |p log |f |p) ≤p
2Λ
|r0| (1− e
2r0(t−s))G(t, s)(|f |p−2|∇f |2)
+ (G(t, s)|f |p) log(G(t, s)|f |p). (3.1)
Proof. We can limit ourselves to proving (3.1) for p = 2. Indeed, for every p > 2 and
f ∈ C1b (Rd), the claim can be obtained applying (3.1) with p = 2 to the function
|f |p/2. Moreover, it is enough to prove (3.1), with p = 2, for nonnegative functions
f ∈ C1b (Rd) with supRd f ≤ 1, taking into account that (by (2.5)) G(t, s)c = c for
every c ∈ R. To this aim we introduce a standard sequence of cut-off functions
θn(x) = η
( |x|
n
)
, x ∈ Rd, n ∈ N, (3.2)
where η ∈ C∞(R) and χ(−∞,1] ≤ η ≤ χ(−∞,2].
Fix x ∈ Rd, s, t ∈ I, with s ≤ t, and a nonnegative function f ∈ C1b (Rd) with
‖f‖∞ ≤ 1, and consider the function
Fn(r) = {G(t, r)[θn(G(r, s)f)2 log(G(r, s)f)2]}(x), s ≤ r ≤ t,
which is well defined by Lemma 2.3. For any s ≤ r ≤ t, Fn(r) converges to F (r) =
{G(t, r)[(G(r, s)f)2 log(G(r, s)f)2]}(x) as n → +∞, by the monotone convergence
theorem (see (2.5)). Moreover, since the function θn(G(r, s)f)
2 log(G(r, s)f)2 be-
longs to C2b (R
d) for every r > s and it vanishes outside B(0, 2n), by Proposition
2.4 and the formula
A(r)(g2 log g2) = 2g(1 + log g2)A(r)g + 2(3 + log g2)〈Q(r)∇g,∇g〉,
which holds for every positive function g ∈ C2(Rd) and every r ∈ I, we get
F ′n(r) =−
{
G(t, r)
[
2θn(3 + log(G(r, s)f)
2)〈Q(r)∇xG(r, s)f,∇xG(r, s)f〉
+ (G(r, s)f)2 log(G(r, s)f)2A(r)θn
+ 4(G(r, s)f)(log(G(r, s)f)2 + 1)〈Q(r)∇θn,∇xG(r, s)f〉
]}
(x)
=: I1,n(r) + I2,n(r) + I3,n(r),
for any r ∈ [s, t]. Using the dominated convergence theorem, we have
lim
n→+∞
I1,n(r) = −2{G(t, r)[(3 + log(G(r, s)f)2)〈Q(r)∇xG(r, s)f,∇xG(r, s)f〉]}(x).
Similarly, since ∇θn vanishes uniformly in Rd, as n→ +∞, we easily conclude that
I3,n(r) tends to 0 as n→ +∞. Now, let us consider the term I2,n; by (2.4), we can
estimate
(A(r)θn)(x) ≥ 1
n2
[
Cs,tη
′
( |x|
n
)
− C
]
, (3.3)
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for any n ∈ N, x ∈ Rd and any r ∈ [s, t], where C = dΛ(2‖η′‖∞ + ‖η′′‖∞).
Therefore, recalling that (G(r, s)f)2 log(G(r, s)f)2 ≤ 0, we conclude that
lim inf
n→+∞
I2,n(r) ≥ 0.
Summing up, we have proved that
lim inf
n→+∞
F ′n(r) ≥− 2{G(t, r)[(3 + log(G(r, s)f)2)〈Q(r)∇xG(r, s)f,∇xG(r, s)f〉]}(x)
≥− 6Λ{G(t, r)(|∇xG(r, s)f |2)}(x),
for any r ∈ [s, t] and any x ∈ Rd. Since the sequence F ′n is bounded from below by
a constant, from the Fatou lemma we can conclude that
F (t)− F (s) = lim
n→+∞
(Fn(t)− Fn(s))
≥
∫ t
s
lim inf
n→+∞
F ′n(σ)dσ
≥ −6Λ
∫ t
s
{G(t, r)(|∇xG(r, s)f |2)}(x)dr.
Using the gradient estimate (2.6) we get
F (t)− F (s) ≥− 6Λ(G(t, s)|∇f |2)(x)
∫ t
s
e2r0(r−s)dr
=
3Λ
|r0| (e
2r0(t−s) − 1)(G(t, s)|∇f |2)(x),
and (3.1) follows. 
Next proposition shows that the boundedness of G(t, s) from Lp(Rd, µs) into
Lq(Rd, µt), for any t > s, yields a family of logarithmic Sobolev inequalities satisfied
by the system of invariant measures {µt : t ∈ I}. The key tools used in the proof
are estimate (3.1) and the Riesz-Thorin’s interpolation theorem.
Proposition 3.3. Assume that, for every s ∈ I, t > s and 1 < p < q < +∞,
C˜p,q(t, s) := ‖G(t, s)‖p→q < +∞. Then,∫
Rd
f2 log
( |f |
‖f‖2,µs
)
dµs(x) ≤2Λp(q − 1)|r0|(q − p) (1− e
2r0(t−s))‖ |∇f | ‖22,µs
+
pq
2(q − p) log(C˜p,q(t, s))‖f‖
2
2,µs , (3.4)
for every s ∈ I, t > s, f ∈ H1(Rd, µs), where r0 is the constant in (2.3).
Proof. The proof can be obtained adapting the arguments in the proof of [17, Thm.
2.1(1)]. For the reader’s convenience we enter into details.
We split the proof into two steps. In the first one we show that it suffices to
prove (3.4) for functions f ∈ C1c (Rd) such that ‖f‖2,µs = 1. In the second step, we
get estimate (3.4) for such functions.
Step 1. For notational convenience, we set
M1(t, s) =
2Λp(q − 1)
|r0|(q − p) (1− e
2r0(t−s)), M2(t, s) =
pq
2(q − p) log(C˜p,q(t, s)).
We assume that inequality (3.4) holds for any function f ∈ C1c (Rd) such that
‖f‖2,µs = 1, and we show that it actually holds for any f ∈ H1(Rd, µs). For
this purpose, let f ∈ H1(Rd, µs) satisfy ‖f‖2,µs = 1, and consider a sequence
(fn)n ∈ C1c (Rd) such that ‖fn− f‖H1(Rd,µs) tends to 0 as n→ +∞ (see [2, Lemma
2.5]). Without loss of generality, we can assume that ‖fn‖2,µs = 1 for any n ∈ N.
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Up to a subsequence, fn(x) converges to f(x) for almost every x ∈ Rd as n→ +∞
and ∫
Rd
f2n log |fn|dµs(x) ≤M1(t, s)
∫
Rd
|∇fn|2dµs(x) +M2(t, s),
for every n ∈ N. Let us split f2n log |fn| = f2n log+ |fn| − f2n| log |fn| |χ{|fn|≤1},
where log+(r) = max{log(r), 0} for any r > 0. Since f2n| log |fn| | ≤ (2e)−1 =
supx∈(0,1] x
2| log x| for any n ∈ N, the dominated convergence theorem yields
lim
n→+∞
∫
Rd
f2n| log |fn| |χ{|fn|≤1} dµs(x) =
∫
Rd
f2| log |f | |χ{|f |≤1} dµs(x).
Thus, by Fatou lemma we deduce that∫
Rd
f2 log+ |f | dµs(x)
≤ lim inf
n→+∞
(
M1(t, s)
∫
Rd
|∇fn|2 dµs(x) +M2(t, s) +
∫
Rd
f2n| log |fn| |χ{|fn|≤1} dµs(x)
)
=M1(t, s)
∫
Rd
|∇f |2 dµs(x) +M2(t, s) +
∫
Rd
f2| log |f | |χ{|f |≤1} dµs(x),
which leads immediately to (3.4).
Finally, the condition ‖f‖2,µs = 1 can be removed applying (3.4) to the function
f(‖f‖2,µs)−1.
Step 2. Let us prove the claim for f ∈ C1c (Rd) such that ‖f‖2,µs = 1. The
starting point is formula (3.1) with p = 2 which yields
G(t, s)(f2 log f2) ≤ 4Λ|r0| (1− e
2r0(t−s))G(t, s)|∇f |2 + (G(t, s)f2) log(G(t, s)f2),
(3.5)
for any s, t ∈ I, with s < t and any f ∈ C1c (Rd). Integrating (3.5) in Rd with
respect to the measure µt and using (1.3), we get∫
Rd
f2 log f2dµs(x) ≤ 4Λ|r0| (1 − e
2r0(t−s))
∫
Rd
|∇f |2dµs(x)
+
∫
Rd
(G(t, s)f2) log(G(t, s)f2)dµt(x). (3.6)
Let us fix 1 < p < q < +∞. By assumptions, ‖G(t, s)‖p→q = C˜p,q(t, s) < +∞,
for every t, s ∈ I such that t > s. Since ‖G(t, s)‖1→1 ≤ 1, from the Riesz-Thorin’s
interpolation theorem we get that
‖G(t, s)f‖qh,µt ≤ (C˜p,q(t, s))rh‖f‖ph,µs , (3.7)
for every f ∈ Lp(Rd, µs) and h ∈ (0, 1− 1/p), where
rh =
ph
p− 1 ∈ (0, 1),
1
ph
= 1− rh + rh
p
,
1
qh
= 1− rh + rh
q
.
Fix f ∈ Cb(Rd) such that ‖f‖2,µs = 1. Then, from (3.7) and, since ph = (1− h)−1,
we have ∫
Rd
(G(t, s)|f |2(1−h))qhdµt(x) ≤ (C˜p,q(t, s))rhqh , t > s,
which holds also for h = 0. Consequently,
1
h
(∫
Rd
(G(t, s)|f |2(1−h))qhdµt(x) −
∫
Rd
G(t, s)|f |2dµt(x)
)
=
1
h
(∫
Rd
(G(t, s)|f |2(1−h))qhdµt(x) − 1
)
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≤ 1
h
(
C˜p,q(t, s))
rhqh − 1
)
. (3.8)
The first and the last sides of (3.8) represent respectively the incremental ratio at
h = 0 of the functions h 7→ ‖G(t, s)|f |2(1−h)‖qhqh,µs and h 7→ (C˜p,q(t, s))rhqh . Since
these two functions are differentiable at h = 0, we immediately deduce that
p(q − 1)
q(p− 1)
∫
Rd
G(t, s)f2 log(G(t, s)f2)dµt(x) −
∫
Rd
G(t, s)(f2 log f2)dµt(x)
≤ p
p− 1 log(C˜p,q(t, s)),
or, equivalently, since {µt : t ∈ I} is an evolution system of measure,∫
Rd
G(t, s)f2 log(G(t, s)f2)dµt(x) ≤q(p− 1)
p(q − 1)
∫
Rd
f2 log f2dµs(x)
+
q
q − 1 log(C˜p,q(t, s)),
which, replaced into (3.6), yields∫
Rd
f2 log |f |dµs(x) ≤ 2Λ|r0|
p(q − 1)
q − p (1 − e
2r0(t−s))
∫
Rd
|∇f |2dµs(x)
+
pq
2(q − p) log(C˜p,q(t, s)),
and the claim is proved. 
Proof of Theorem 3.1. “(i) ⇒ (ii)” By Proposition 3.3, if G(t, s) is supercontrac-
tive, then the following family of logarithmic Sobolev inequalities∫
Rd
f2 log f2dµs(x) ≤ r(t − s)
∫
Rd
|∇f |2dµs(x) + β˜(t− s), (3.9)
holds for every s ∈ I, t > s, and f ∈ C1b (Rd) with ‖f‖2,µs = 1. Since C˜p,q(t, s) ≤
Cp,q(t− s), in formula (3.9) we have
r(t − s) = 4Λp(q − 1)|r0|(q − p) (1− e
2r0(t−s)), β˜(t− s) = pq
q − p log(Cp,q(t− s)).
β˜ is a positive function defined in (0,∞) and 2 ≤ p ≤ q.
Inverting the function r we obtain
t− s = 1
2r0
log
(
1 +
r0(q − p)
4Λ(q − 1)r
)
, r ∈ [0, r),
where r = 4Λp(q−1)|r0|(q−p) . Thus (LSIε) holds for every ε ∈ (0, r) with
β(ε) =
pq
q − p log
[
Cp,q
(
1
2r0
log
(
1 +
r0(q − p)
4Λ(q − 1)ε
))]
.
Clearly we can extend (LSIε) to any ε > 0 and any f ∈ H1(Rd, µs) by setting
β(ε) = limr→r− β(r) for any ε ≥ r, and using a standard approximation argument.
“(ii)⇒ (i)” Assume that estimate (LSIε) holds for every f ∈ H1(Rd, µs), s ∈ I,
ε > 0 and some positive decreasing function β : (0,+∞) → (0,+∞). Then, for
every f ∈ C1c (Rd), p ∈ (1,+∞) and s ∈ I, writing (LSIε) for the function |f |p/2,
we have∫
Rd
|f |p log
( |f |
‖f‖p,µs
)
dµs(x) ≤εp
2
∫
Rd
|f |p−2|∇f |2dµs(x) + 2β(ε)
p
‖f‖pp,µs . (3.10)
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Using (3.10) we deduce supercontractivity of G(t, s). Indeed, let ε > 0, f ∈ C1c (Rd)
be nonnegative and non identically vanishing in Rd, p ∈ (1,+∞) and s ∈ I; we set
q(t) := e2η0ε
−1(t−s)(p− 1) + 1, m(t) := 2β(ε) (p−1 − (q(t))−1) , (3.11)
H(t) := e−m(t)
(∫
Rd
(G(t, s)f)q(t) dµt(x)
)1/q(t)
,
for any t ≥ s. To prove that G(t, s) is supercontractive, we show that H is a non
increasing function. We would like to differentiate the function H and show that its
derivative is nonpositive in (s,+∞). Unfortunately, we can differentiate functions
of the type t 7→ ∫
Rd
ψdµt only when ψ is constant outside a compact set, which, in
general, is not our case. For this purpose we use an approximation argument and
introduce the functions Hn (n ∈ N) defined by
Hn(t) := e
−m(t)
(∫
Rd
θn(G(t, s)f)
q(t) dµt(x)
)1/q(t)
,
where θn is defined in (3.2). From Proposition 2.5, for every n ∈ N, the function
Hn is differentiable for t > s with derivative given by
H ′n(t) = Hn(t)(−m′(t) + ϕn(t)), t > s,
where
ϕn(t) =
(∫
Rd
θn(G(t, s)f)
q(t)dµt(x)
)−1
×
{
q′(t)
q(t)
∫
Rd
θn(G(t, s)f)
q(t) log(G(t, s)f)dµt(x)
− q
′(t)
(q(t))2
(∫
Rd
θn(G(t, s)f)
q(t)dµt(x)
)
log
(∫
Rd
θn(G(t, s)f)
q(t)dµt(x)
)
− (q(t)− 1)
∫
Rd
θn(G(t, s)f)
q(t)−2〈Q(t)∇xG(t, s)f,∇xG(t, s)f〉dµt(x)
− 2
q(t)
∫
Rd
〈Q(t)∇x((G(t, s)f)q(t)),∇θn〉dµt(x)
− 1
q(t)
∫
Rd
(G(t, s)f)q(t)A(t)θndµt(x)
}
.
Using (3.3) we can show that lim supn→+∞ ϕn(t) ≤ ψ(t) for every t > s, where
ψ(t) :=
(∫
Rd
(G(t, s)f)q(t)dµt(x)
)−1{
q′(t)
q(t)
∫
Rd
(G(t, s)f)q(t) log(G(t, s)f)dµt(x)
− q
′(t)
(q(t))2
(∫
Rd
(G(t, s)f)q(t)dµt(x)
)
log
(∫
Rd
(G(t, s)f)q(t)dµt(x)
)
− (q(t)− 1)
∫
Rd
(G(t, s)f)q(t)−2〈Q(t)∇xG(t, s)f,∇xG(t, s)f〉dµt(x)
}
.
Writing
Hn(t)−Hn(s) =
∫ t
s
Hn(σ)(−m′(σ) + ϕn(σ))dσ
and letting n→ +∞ yields
H(t)−H(s) ≤
∫ t
s
H(σ)(−m′(σ) + ψ(σ)) dσ. (3.12)
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From (2.1) we get
−m′(σ) + ψ(σ) ≤ [em(σ)H(σ)]−q(σ) q
′(σ)
q(σ)
{
−m′(σ) q(σ)
q′(σ)
∫
Rd
(G(σ, s)f)q(σ)dµσ(x)
+
∫
Rd
(G(σ, s)f)q(σ) log(G(σ, s)f)dµσ(x)
−
(∫
Rd
(G(σ, s)f)q(σ)dµσ(x)
)
log
(∫
Rd
(G(σ, s)f)q(σ)dµσ(x)
) 1
q(σ)
− η0 q(σ)(q(σ) − 1)
q′(σ)
∫
Rd
(G(σ, s)f)q(σ)−2 |∇xG(σ, s)f |2dµσ(x)
}
.
Now, applying the logarithmic Sobolev inequality (3.10) with G(σ, s)f and q(σ) in
place of f and p respectively, we get
−m′(σ) + ψ(σ) ≤ [em(σ)H(σ)]−q(σ) q
′(σ)
q(σ)
{(
ε
q(σ)
2
− η0 q(σ)(q(σ) − 1)
q′(σ)
)
×
∫
Rd
(G(σ, s)f)q(σ)−2 |∇xG(σ, s)f |2dµσ(x)
+
(
2
β(ε)
q(σ)
−m′(σ) q(σ)
q′(σ)
)∫
Rd
(G(σ, s)f)q(σ)dµσ(x)
}
= 0,
by the definition of q and m given in (3.11). Therefore, from (3.12) we deduce that
H(t) ≤ H(s), so that H is nonincreasing, i.e,
‖G(t, s)f‖q(t),µt ≤ e2β(ε)(
1
p−
1
q(t) )‖f‖p,µs . (3.13)
Now, for any q > p and t > s, we fix ε = 2η0(t − s)(log((q − 1)/(p − 1)))−1. We
thus deduce that q(t) = q and, from (3.13) we obtain
‖G(t, s)f‖q,µt ≤ Cp,q(t− s)‖f‖p,µs ,
with
Cp,q(r) = exp
[
2(q − p)
pq
β
(
2η0r
(
log
(
q − 1
p− 1
))−1)]
, r > 0,
which is a decreasing function since β is decreasing as well.
The density of C1c (R
d) in Lp(Rd, µs) allows us to complete the proof. 
3.2. A second criterion. Here we show that the integrability with respect to the
measures {µt : t ∈ I} (uniform in t) of the Gaussian functions ϕλ(x) := eλ|x|2 for
every λ > 0 is another condition equivalent to the supercontractivity of G(t, s). To
this aim we first prove some preliminary results. The first proposition, whose proof
is an adaption of Ledoux’s method [13] to our setting, yields some exponential
integrability result. A more general result than next Proposition 3.4 has been
proved in [10], in the autonomous setting still assuming the validity of the (LSIε),
where the evolution system of measures is replaced by a unique invariant measure.
Proposition 3.4. The function x 7→ eλ|x| belongs to L1(Rd, µs) for every λ > 0.
More precisely,
sup
s∈I
∫
Rd
eλ|x|dµs(x) < +∞, λ > 0.
Moreover, if the inequality (LSIε) holds, then ϕλ ∈ L1(Rd, µs) for every λ > 0 and
sup
s∈I
∫
Rd
ϕλ(x)dµs(x) < +∞, λ > 0.
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Proof. For every n ∈ N, let ψn : [0,+∞) → R be a smooth increasing function
such that ψn(t) = t for any t ∈ [0, n], ψn(t) = n + 1 for any t ≥ n + 2 and
0 ≤ ψ′n(t) ≤ 1 for any t ≥ 0. The functions fn(x) := ψn(|x|) are bounded and
satisfy ‖ |∇fn| ‖∞ ≤ 1 for any n ∈ N. Moreover, fn(x) converges increasingly to
f(x) := |x| for any x ∈ Rd, as n → +∞. Fix s ∈ I, λ > 0 and n ∈ N. We set
Hn,λ(r) :=
∫
Rd
eλrfndµs(x) for any r > 0, and observe that
H ′n,λ(r) = λ
∫
Rd
eλrfnfndµs(x). (3.14)
Applying the logarithmic Sobolev inequality (LSI) to the function eλrfn/2 and using
(3.14), we get
rH ′n,λ(r) −Hn,λ(r) logHn,λ(r) ≤
Cλ2r2
2
∫
Rd
eλrfn |∇fn|2dµs(x) ≤ Cλ
2r2
2
Hn,λ(r),
for every n ∈ N. Now, dividing by r2Hn,λ(r) we have(
1
r
logHn,λ(r)
)′
=
1
r
H ′n,λ(r)
Hn,λ(r)
− 1
r2
logHn,λ(r) ≤ Cλ
2
2
. (3.15)
Integrating (3.15) from 1 to 2 with respect to r we deduce that
Hn,λ(2) ≤ eCλ
2
(Hn,λ(1))
2.
Since the evolution system of measures {µt : t ∈ I} is tight, we can choose M > 0
such that µs(R
d \ B(0,Mλ−1)) ≤ (4eCλ2)−1 for every s ∈ I. This fact and the
monotonicity of ψn imply that
µs({λfn ≥M}) ≤ µs({λf ≥M}) = µs(Rd \B(0,Mλ−1)) ≤ (4eCλ
2
)−1,
for every s ∈ I. Now,∫
Rd
eλfndµs(x) =
∫
{λfn≥M}
eλfndµs(x) +
∫
{λfn<M}
eλfndµs(x)
≤ (µs({λfn ≥M})) 12
(∫
Rd
e2λfndµs(x)
) 1
2
+ eM
≤ (4eCλ2)− 12 (Hn,λ(2)) 12 + eM
≤ 2−1Hn,λ(1) + eM .
Hence,
∫
Rd
eλfndµs(x) ≤ 2eM for any s ∈ I, and letting n → +∞ we get the first
part of the claim.
In order to prove the second part of the claim assume that (LSIε) holds and, for
brevity, we set Hn := Hn,1. Arguing as before and applying (LSIε) to e
rfn/2, we
get (
1
r
logHn(r)
)′
=
1
r
H ′n(r)
Hn(r)
− 1
r2
logHn(r) ≤ ε
2
+ 2
β(ε)
r2
, (3.16)
for every ε > 0 and n ∈ N. Integrating (3.16) from γ to σ we deduce that
1
σ
logHn(σ) − 1
γ
logHn(γ) ≤ ε
2
(σ − γ) + 2β(ε)
(
1
γ
− 1
σ
)
.
Therefore, for every 0 < γ < σ and ε > 0,
Hn(σ) ≤ exp
(
ε
2
σ2 + σ
(
logHn(γ)
γ
− ε
2
γ +
2
γ
β(ε)
)
− 2β(ε)
)
. (3.17)
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Now, we observe that
2
√
λpi
∫
Rd
eλf
2
ndµs(x) =
∫
Rd
∫
R
eσfn−
σ2
4λ dσ dµs(x) =
∫
R
Hn(σ)e
− σ
2
4λ dσ.
Moreover, by (3.17)∫
R
Hn(σ)e
− σ
2
4λ dσ ≤
∫
R
e
σ2( ε2−
1
4λ )+σ
(
log ‖eγ|·|‖
1/γ
1,µs
− ε2γ+
2
γ β(ε)
)
dσ, (3.18)
which is finite for every 0 < λ < 12ε and n ∈ N. By the arbitrariness of ε and
observing that sups∈I ‖eγ|·|‖1/γ1,µs < +∞, by the first part of the proof, we deduce
that ∫
Rd
eλf
2
n(x)dµs(x) ≤ K, λ > 0, n ∈ N, (3.19)
for some positive constant K, independent of s. Finally, we get the claim by the
monotone convergence theorem letting n→ +∞ in (3.19). 
Remark 3.5. (i) Actually, formula (3.18) shows that, just assuming the valid-
ity of the estimate (LSI), one can deduce that the functions ϕλ belong to
L1(Rd, µs) and sups∈I ‖ϕλ‖1,µs < +∞ for every λ < (2C)−1 where C is the
constant in (LSI).
(ii) We point out that in the proof of Proposition 3.4 we have not used the invari-
ance of the measures {µt : t ∈ I}.
Next proposition is an Harnack-type estimate satisfied by the evolution operator
G(t, s). The proof of this result is essentially based on the gradient estimates (2.6)
and extends the method used in [19] to the nonautonomous case.
Proposition 3.6 (An Harnack-type inequality). For every f ∈ Cb(Rd), p > 1,
t > s and x, y ∈ Rd we have
|(G(t, s)f)(x)|p ≤ (G(t, s)|f |p)(y) exp
(
p |x− y|2
4(p− 1)η0(t− s)
)
. (3.20)
Proof. Since |G(t, s)f | ≤ G(t, s)|f | for every f ∈ Cb(Rd) and t > s, it suffices to
prove (3.20) for nonnegative functions f .
We split the proof into two steps. In the first one we prove (3.20) for nonnegative
functions f ∈ C1b (Rd). In the second step, by standard approximation arguments
we extend (3.20) to every nonnnegative function f ∈ Cb(Rd).
Step 1. Let f ∈ C1b (Rd) be a nonnegative function. Fix t > s, x, y ∈ Rd and set
Φn(r) := {G(t, r)[θn(G(r, s)f)p]}(ψ(r)), s ≤ r ≤ t,
where θn is the sequence of cut-off functions defined in (3.2) and
ψ(r) :=
(
t− r
t− s
)
y +
(
r − s
t− s
)
x, s ≤ r ≤ t.
By Lemma 2.3 and Proposition 2.4, the function logΦn is well defined, it belongs
to C1((s, t)) for every n ∈ N and there exist n0 ∈ N and a positive constant CΦ
such that Φn(r) ≥ CΦ for every n > n0 and r ∈ [s, t]. This last assertion follows
since Φn(r) > 0 for every r < t and Φn(t) = (θn(G(t, s)f)
p)(x) for every n ∈ N.
Hence, choosing n large enough such that x ∈ supp θn we conclude.
Differentiating the functions r 7→ logΦn(r) (n ∈ N) in (s, t) we get
d
dr
logΦn(r) =
1
Φn(r)
{
− {G(t, r)[A(r)(θn(G(r, s)f)p)]}(ψ(r))
+ {G(t, r)[θnDr(G(r, s)f)p]}(ψ(r))
+
1
t− s〈∇x[G(t, r)(θn(G(r, s)f)
p)](ψ(r)), x − y〉
}
. (3.21)
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Let observe that, if g = G(·, s)f , then
Drg
p −A(r)gp = −p(p− 1)gp−2〈Q(r)∇xg,∇xg〉
and
|∇xG(t, r)(θngp)| ≤ G(t, r)|∇x(θngp)|
≤ G(t, r)(|∇θn|gp + pη−1/20 θngp−1|Q1/2(r)∇xg|),
where in the last inequality we have used (2.6) and (2.1). From (3.21) we get
d
dr
logΦn(r)
≤ − 1
Φn(r)
{
G(t, r)
[
(G(r, s)f)pA(r)θn + 2p (G(r, s)f)
p−1〈Q(r)∇θn,∇xG(r, s)f〉
+ p(p− 1)θn(G(r, s)f)p−2〈Q(r)∇xG(r, s)f,∇xG(r, s)f〉
]
− |x− y|
t− s G(t, r)
[
pη
−1/2
0 θn(G(r, s)f)
p−1|Q1/2(r)∇xG(r, s)f |
+ |∇θn|(G(r, s)f)p
]}
(ψ(r)),
hence,
d
dr
logΦn(r)
≤ 1
Φn(r)
{
G(t, r)
[
gn(r) − pθn(G(r, s)f)p
(
(p− 1)h2(r) − |x− y|√
η0(t− s)h(r)
)]}
(ψ(r)),
where
gn(r) = (G(r, s)f)
p
(|Tr(Q(r)D2θn)| − 〈b(r, ·),∇θn〉)
+ 2p(G(r, s)f)p−1|〈Q(r)∇θn,∇xG(r, s)f〉|+ |x− y|
t− s |∇θn|(G(r, s)f)
p
and h(r) = (G(r, s)f)−1|Q1/2(r)∇xG(r, s)f |. Since
〈b(r, x),∇θn(x)〉 ≥ η′
( |x|
n
)
Cs,t
n2
, r ∈ [s, t],
where Cs,t is the constant in (2.4), we can estimate
gn(r) ≤ C1
n2
‖f‖p∞ +
1
n
(
2pΛ‖f‖p−1∞ ‖ |∇f | ‖∞ +
|x− y|
t− s ‖f‖
p
∞
)
=: C(n), (3.22)
for every r ∈ [s, t], where C1 = dΛ(2‖η′‖∞ + ‖η′′‖∞) + ‖η′‖∞Cs,t.
Recalling that γ2 − βγ ≥ −β2/4 for every β, γ ∈ R and G(t, s)g1 ≥ G(t, s)g2 for
every t ≥ s if g1 ≥ g2 (see Lemma 2.3) from (3.22) we deduce that
d
dr
logΦn(r) ≤ C(n)
CΦ
+
p |x− y|2
4(p− 1)η0(t− s)2 ,
for every n > n0. Integrating with respect to r between s and t we get
logΦn(t)− logΦn(s) ≤ C(n)
CΦ
(t− s) + p |x− y|
2
4(p− 1)η0(t− s) , n > n0,
and (3.20) follows letting n→ +∞.
Step 2. Let f ∈ Cb(Rd) be a nonnegative function; we can consider a sequence
(fn)n ⊂ C1b (Rd) of nonnegative functions converging to f uniformly on compact
sets of Rd and such that ‖fn‖∞ ≤ ‖f‖∞. Then, by Step 1 we have
|(G(t, s)fn)(x)|p ≤ (G(t, s)|fn|p)(y) exp
(
p |x− y|2
4(p− 1)η0(t− s)
)
,
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for every t > s ∈ I and x, y ∈ Rd. Taking into account formula (2.5), this yields
the claim by the dominated convergence theorem. 
The second announced characterization of the supercontractivity of G(t, s) is
given in the following theorem. Its proof is based on Propositions 3.4, 3.6 and also
on the first criterion given in Theorem 3.1.
Theorem 3.7. The following properties are equivalent.
(i) The evolution operator G(t, s) is supercontractive;
(ii) the function ϕλ belongs to L
1(Rd, µs) for every λ > 0 and s ∈ I. Moreover,
sup
s∈I
‖ϕλ‖1,µs < +∞, λ > 0. (3.23)
Proof. “(i)⇒ (ii)” Theorem 3.1 and Proposition 3.4 show that, if G(t, s) is super-
contractive, then ϕλ belongs to L
1(Rd, µs) for every λ > 0 and any s ∈ I and (3.23)
holds true.
“(ii)⇒ (i)” Let us assume that (3.23) holds true and denote by Mλ the supre-
mum in the left hand side of such an inequality. Integrating the Harnack inequality
(3.20) with respect dµt(y) and recalling that {µt : t ∈ I} is an evolution system of
measures, we get∫
Rd
|f(y)|pdµs(y) =
∫
Rd
(G(t, s)|f |p)(y)dµt(y)
≥ |(G(t, s)f)(x)|p
∫
Rd
e
− p |x−y|
2
4η0(p−1)(t−s) dµt(y)
≥ |(G(t, s)f)(x)|pµt(B(0, r)) e−
p(r2+|x|2)
2η0(p−1)(t−s) , (3.24)
for every t > s, r > 0, x, y ∈ Rd, and f ∈ Cb(Rd). Hence,
|(G(t, s)f)(x)| ≤ 2 exp
( R2 + |x|2
2η0(p− 1)(t− s)
)
‖f‖p,µs , t > s, x ∈ Rd, (3.25)
where R is such that µt(B(0, R)) > 2
−p, for any t ∈ I. Let us now fix q > p and
set λ0 = (2η0(p− 1)(t− s))−1q. By (3.25) we can estimate∫
Rd
|(G(t, s)f)(x)|qdµt(x) ≤ 2q exp
(
R2
2η0(p− 1)(t− s)
)
‖ϕλ0‖1,µs‖f‖qp,µs
≤ 2q exp
(
R2
2η0(p− 1)(t− s)
)
M(2η0(p−1)(t−s))−1q‖f‖qp,µs
=: Cp,q(t− s)‖f‖qp,µs , (3.26)
for any I ∋ s < t. Now, it is clear the monotonicity of the function r 7→ Cp,q(r)
and that, by density, we can extend the previous inequality to any f ∈ Lp(Rd, µs).
This completes the proof. 
Our aim is now to provide a sufficient condition for the supercontractivity of the
evolution operator G(t, s). First we prove a preliminary lemma.
Lemma 3.8. Assume that there exist K,β > 0 and R > 1 such that
〈b(t, x), x〉 ≤ −K|x|2(log |x|2)β , t ∈ I, |x| ≥ R.
Then, any positive ψλ,δ ∈ C2(Rd) which agrees with the function x 7→ eλ|x|2(log |x|2)δ
for any x ∈ Rd \ B(0, R), is a Lyapunov function satisfying (2.2) for every λ <
K(2Λ)−1, if δ = β, and for every λ > 0, if δ ∈ [0, β).
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Proof. A straightforward computation shows that
(A(t)ψλ,δ)(x) = 2λψλ,δ(x)
{
2λ(log |x|2)2δ〈Q(t)x, x〉 + 2δ2λ(log |x|2)2δ−2〈Q(t)x, x〉
+ 4δλ(log |x|2)2δ−1〈Q(t)x, x〉 +Tr(Q(t))(log |x|2)δ
+ 2δ(log |x|2)δ−1 〈Q(t)x, x〉|x|2 + δTr(Q(t))(log |x|
2)δ−1
+ 2δ(δ − 1)λ(log |x|2)δ−2 〈Q(t)x, x〉|x|2
+ 〈b(t, x), x〉(log |x|2)δ + δ〈b(t, x), x〉(log |x|2)δ−1
}
≤ 2λψλ,δ(x)
{
2λΛ|x|2(log |x|2)2δ −K|x|2(log |x|2)β+δ
+ o(|x|2(log |x|2)β+δ)
}
,
as |x| → +∞. Hence, the function in brackets tends to −∞ as |x| → +∞, if γ and λ
are as in the statement of the lemma. It is now immediate to show that there exist
two positive constants a = a(λ, δ) and γ = γ(λ, δ) such that A(t)ψλ,δ ≤ a − γψλ,δ
for any t ∈ I and (2.2) holds. 
Theorem 3.9. Assume that there exist K1 > 0 and R > 1 such that
〈b(t, x), x〉 ≤ K1|x|2 log |x|, t ∈ I, |x| ≥ R. (3.27)
Then, the evolution operator G(t, s) is supercontractive.
Proof. In view of [12, Thm. 5.4], the proof is an immediate consequence of Theorem
3.7 and Lemma 3.8. 
Remark 3.10. The condition (3.27) is quite optimal. Indeed, the autonomous
operator (Aζ)(x) = ∆ζ(x) − 〈x,∇ζ(x)〉 does not satisfy it and, in fact, it is well
known that the associated Ornstein-Uhlenbeck semigroup is not supercontractive
with respect to the Gaussian invariant measure dµ(x) = (2pi)−d/2e−|x|
2/2dx, as
proved in [16].
4. Ultraboundedness
In this section we provide a condition equivalent to the ultraboundedness prop-
erty of the evolution operator G(t, s). As in [4, 17, 19, 22]), which deal with the
autonomous case, we use the Harnack type estimate (3.20) satisfied by G(t, s) to
get ultraboundedness of G(t, s). However, we need to strengthen assumption (2.2),
as next theorem shows.
Theorem 4.1. Assume that, for any λ > 0, there exist R = R(λ) > 0, a convex
increasing function hλ : [0,+∞)→ R such that 1/hλ ∈ L1(c,+∞) for large c = c(λ)
and
(A(t)ϕλ)(x) ≤ −hλ(ϕλ(x)), t ∈ I, |x| ≥ R, (4.1)
where ϕλ is the Gaussian function defined by ϕλ(x) := e
λ|x|2 for any x ∈ Rd. Then,
G(t, s) is ultrabounded and it maps Lp(Rd, µs) into Cb(R
d) for every p > 1.
Proof. We prove the claim for p ∈ (1, 2]. For p > 2, estimate (2.7) will follow from
the Ho¨lder inequality. We split the proof into two steps. First, we consider the case
p = 2 and, then, the case p ∈ (1, 2).
Step 1. An insight into the proof of [14, Thm. 3.3] (see also [1, Thm. 4.3] for
further details) shows that, under our assumptions, the function t 7→ (G(t, s)ϕλ)(x)
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is well defined for each t > s and x ∈ Rd, and G(t, s)ϕλ ∈ L∞(Rd) for every t > s
and λ > 0. More precisely, if for every δ, λ > 0 we set
Mδ,λ := sup
x∈Rd
t−s≥δ
(G(t, s)ϕλ)(x), (4.2)
then Mδ,λ turns out to be a positive constant independent of t and s. This is
enough to establish (2.7) with p = 2. Indeed, integrating both sides of estimate
(3.20) (with p = 2) with respect to dµt(y) and arguing as in the proof of Theorem
3.7, we get
|(G(t, s)f)(x)| ≤ 2 exp
(
R+ |x|2
2η0(t− s)
)
‖f‖2,µs , t > s, x ∈ Rd,
where R is such that µt(B(0, R)) >
1
4 . Hence we obtain
‖G(t, s)f‖∞ = ‖G (t, (t+ s)/2)G ((t+ s)/2, s) f‖∞
≤ 2e R2η0(t−s) ‖f‖2,µs‖G (t, (t+ s)/2)ϕλ0‖∞, (4.3)
for every f ∈ Cb(Rd) and for λ0 = 12η0(t−s) . Formulas (4.2) and (4.3) yield
‖G(t, s)f‖∞ ≤ C2,∞(t− s)‖f‖2,µs , t > s, f ∈ Cb(Rd), (4.4)
with
C2,∞(t− s) = 2e
R
2η0(t−s)M t−s
2 ,
1
2η0(t−s)
. (4.5)
The monotonicity of the function r 7→ C2,∞(r) is immediate consequence of the
fact that Mδ2,λ1 ≤ Mδ1,λ2 , for every 0 < δ1 ≤ δ2 and 0 < λ1 ≤ λ2, as it can be
easily proved.
Now, let f ∈ L2(Rd, µs) and consider fn ∈ Cb(Rd) converging to f in L2(Rd, µs)
as n→ +∞. Since G(t, s) is a contraction from L2(Rd, µs) to L2(Rd, µt), G(t, s)fn
converges to G(t, s)f in L2(Rd, µt) as n→ +∞. Moreover
‖G(t, s)fn −G(t, s)fm‖∞ ≤ C2,∞(t− s)‖fn − fm‖2,µs , (4.6)
for every t > s, and n,m ∈ N. Formula (4.6) yields that the sequence G(t, s)fn
converges uniformly in Rd to some function g ∈ Cb(Rd) and that g = G(t, s)f .
Then, we conclude writing (4.4) for fn and letting n→ +∞.
Step 2. To prove (2.7) when p ∈ (1, 2), we observe that∫
Rd
ϕλ,ndµs(x) =
∫
Rd
G(s+ 1, s)ϕλ,ndµs+1(x),
for any λ > 0, any s ∈ I and any n ∈ N, where ϕλ,n = min{ϕλ, n}. Letting
n→ +∞ and using (4.2) with δ = 1, we obtain∫
Rd
ϕλdµs(x) =
∫
Rd
G(s+ 1, s)ϕλ dµs+1(x) ≤M1,λ, s ∈ I.
Hence, condition (3.23) is satisfied, and Theorem 3.7 shows that the evolution
operator G(t, s) is supercontractive. Therefore,
‖G(t, s)f‖∞ =‖G(t, (t+ s)/2)G((t+ s)/2, s)f‖∞
≤‖G(t, (t+ s)/2)‖2→∞‖G((t+ s)/2, s)f‖2,µ(t+s)/2
≤C2,∞((t− s)/2)Cp,2((t− s)/2)‖f‖p,µs,
for any f ∈ Lp(Rd, µs) and any s, t ∈ I with s < t. This completes the proof. 
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Remark 4.2. Each function ϕλ, as in Theorem 4.1, satisfies Hypothesis 2.1(iii), i.e.,
it is a Lyapunov function for the nonautonomous elliptic operators A(t). Indeed,
since hλ is a convex function which tends to +∞ as r → +∞, there exist aλ > 0
and bλ ∈ R such that hλ(r) ≥ aλr + bλ for any r ≥ 0. From (4.1) it thus follows
that (A(t)ϕλ)(x) ≤ −aλϕλ(x) + bλ for any t ∈ I and any x ∈ Rd \ B(0, R). Up
to replacing bλ with a larger constant, if needed, we can assume that the previous
inequality is satisfied by any x ∈ Rd, so that (2.2) is satisfied.
From [12, Thm. 5.4], we deduce that sups∈I ‖ϕλ‖1,µs < +∞ for any λ > 0, and
this gives an alternative proof of the first part of Step 2 in Theorem 4.1.
As a consequence of Theorem 4.1 we now provide a sufficient condition for G(t, s)
to be ultrabounded.
Theorem 4.3. Suppose that there exist three positive constants K2, α > 1 and
R0 > 1 such that
〈b(t, x), x〉 ≤ −K2|x|2(log |x|)α, t ∈ I, |x| ≥ R0. (4.7)
Then, G(t, s) is ultrabounded.
Proof. A straightforward computation shows that
(A(t)ϕλ)(x) = 2λϕλ(x) [Tr(Q(t)) + 2λ〈Q(t)x, x〉 + 〈b(t, x), x〉]
≤ −2λϕλ(x)
[
K2|x|2(log |x|)α − 2λΛ|x|2 − Λd
]
,
for any t ∈ I and any x ∈ Rd \ B(0, R0). Let now Cα be a positive constant such
that
2λΛy2 ≤ K2
2
y2(log y)α + Cα, y ≥ R0.
Then,
(A(t)ϕλ)(x) ≤ −λϕλ(x)
[
K2|x|2(log |x|)α − 2Cα − 2Λd
]
= −gλ(ϕλ(x)),
for any t ∈ I and any x ∈ Rd \B(0, R0). Here,
gλ(y) = y
[
K22
−α log y
(
log(λ−1 log y))α − 2λCα − 2λΛd
]
, y ≥ eλ.
gλ is a convex function in the interval [e
λ,+∞) and, since gλ(y) ∼ y log y(log(log y))α
as y → +∞, 1/gλ is integrable in a neighborhood of +∞. On the other hand, gλ
is not increasing in [eλ,+∞) since g′λ(eλ) = −2(Cα + Λd). To overcome this dif-
ficulty, let us introduce the function hλ = gλ(y0,λ)χ[0,y0,λ] + gλχ(y0,λ,+∞), where
y0,λ > e
λ is the point where the minimum of the function gλ is attained. Clearly,
hλ is a convex and increasing function in [0,+∞) which equals gλ in [y0,λ,+∞).
Moreover, hλ ≤ gλ in [eλ,+∞), therefore (A(t)ϕλ)(x) ≤ −hλ(ϕλ(x)) for any t ∈ I
and any |x| ≥ R0. We can thus apply Theorem 4.1. 
Remark 4.4. The condition (4.7) is rather sharp. Indeed in [11], the authors
consider the autonomous operator (Aζ)(x) = ∆ζ(x) − 〈∇Φ(x),∇ζ(x)〉, where Φ is
such that e−Φ ∈ L1(Rd), and prove that, if Φ(x) ∼ |x|2 log |x| as |x| → +∞, then
the semigroup T (t) associated to A in Cb(R
d) is not ultrabounded in the Lebesgue
spaces with respect the invariant measure dµ(x) = ‖e−Φ‖−11 e−Φ(x)dx.
The Harnack type estimate (3.20) and the fact that G(t, s)ϕλ ∈ L∞(Rd) for
every λ > 0 and t > s represent the key tools used in the proof of Theorem 4.1
to get ultraboundedness. Hypotheses 2.1 are enough to prove the Harnack formula
(3.20). On the other hand, to prove that G(t, s)ϕλ ∈ L∞(Rd) for every λ > 0
and t > s we have strengthened our assumptions requiring the additional condition
(4.1). The condition G(t, s)ϕλ ∈ L∞(Rd) for every λ > 0 and t > s is optimal
to get ultraboundedness of G(t, s) for every t > s. The proof of this fact is based
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on the occurrence of the family of logarithmic Sobolev inequalities (3.4) and the
consequent measure concentration result proved in Proposition 3.4.
Theorem 4.5. The evolution operator G(t, s) is ultrabounded if and only if, for
every λ > 0 and t > s, the function G(t, s)ϕλ belongs to L
∞(Rd) and, for any
δ, λ > 0, there exists a positive constant Kδ,λ such that
‖G(t, s)ϕλ‖∞ ≤ Kδ,λ, s, t ∈ I, t− s ≥ δ. (4.8)
Proof. In view of the proof of Theorem 4.1 the “if” part of the statement is true.
Conversely, if G(t, s) is ultrabounded, then it is bounded from Lp(Rd, µs) into
Lq(Rd, µt) for every t > s and 1 < p < q < +∞, and
‖G(t, s)‖p→q ≤ ‖G(t, s)‖p→∞ < +∞.
By Proposition 3.3, the logarithmic Sobolev inequality (LSIε) holds. Consequently,
from Proposition 3.4 we deduce that ϕλ ∈ L1(Rd, µs) for every λ > 0 and s ∈ I,
and sups∈I ‖ϕλ‖1,µs < +∞. Therefore,
‖G(t, s)ϕλ‖∞ ≤ ‖G(t, s)‖2→∞‖ϕλ‖2,µs = ‖G(t, s)‖2→∞‖ϕ2λ‖
1
2
1,µs
< +∞,
for any t > s and λ > 0.
Now, fix δ > 0 and let t − s ≥ δ. Since the function r 7→ C2,∞(r) is decreasing,
we get (4.8) with Kδ,λ = C2,∞(δ) sups∈I ‖ϕ2λ‖1/21,µs . 
5. Ultracontractivity
In this section we assume the following additional assumption on the drift term
of the operators A(t).
Hypotheses 5.1. There exist three positive constants K3, R and κ > 2 such that
〈b(t, x), x〉 ≤ −K3|x|κ, t ∈ I, x ∈ Rd \B(0, R). (5.1)
5.1. L1-L2 integrability. To begin with, let us give an estimate of the asymptotic
behaviour of the function β defined in (LSIε) near zero.
Proposition 5.2. Under Hypotheses 2.1 and 5.1, β(ε) = O(ε−
κ
κ−2 ) as ε→ 0+.
Proof. First of all, let us prove that the function x 7→ ϕδ,κ(x) = eδ|x|κ belongs to
L1(Rd, µs) for any s ∈ I and any δ < K3/(κΛ) (see (2.1)) and that there exists a
positive constant M , independent of s, such that ‖ϕδ,κ‖1,µs ≤ M for any s ∈ I.
For this purpose, in view of [12, Thm. 5.4] we can limit ourselves to proving that
(A(t)ϕδ,κ)(x) ≤ a1 − γ1ϕδ,κ(x) for any t ∈ I, x ∈ Rd and some positive constants
a1 and γ1. It is easy to compute and to estimate A(t)ϕδ,κ in the following way:
(A(t)ϕδ,κ)(x) =δκϕδ,κ(x)
[
(δκ|x|2κ−4 + (κ− 2)|x|κ−4)〈Q(t)x, x〉
+Tr(Q(t))|x|κ−2 + 〈b(t, x), x〉|x|κ−2]
≤δκϕδ,κ(x)[δκΛ|x|2κ−2 + Λ(d+ κ− 2)|x|κ−2 −K3|x|2κ−2]
=:g1(x)ϕδ,κ(x),
for any (t, x) ∈ I × Rd, where g1(x) tends to −∞ as |x| → +∞. Hence, the claim
follows at once.
We now observe that, for any λ > 0 and any t ≥ 0, we have
δtκ − λt2 ≥
(
2
κδ
) 2
κ−2 2− κ
κ
λ
κ
κ−2 =: −c1λ κκ−2 .
It thus follows that
‖ϕλ‖1,µs ≤ ec1λ
κ
κ−2 ‖ϕδ,κ‖1,µs ≤ ec1λ
κ
κ−2
sup
r∈I
‖ϕδ,κ‖1,µr =: c2ec1λ
κ
κ−2
. (5.2)
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Writing (3.4) with p = 2 and q = 3, we get∫
Rd
f2 log
( |f |
‖f‖2,µs
)
dµs(x) ≤(1− e2r0(t−s)) 8Λ|r0| ‖ |∇f | ‖
2
2,µs
+ 3 log(C˜2,3(t, s))‖f‖22,µs ,
for any I ∋ s < t. Let us provide an estimate of the constant C˜2,3(t, s), which
represents the norm of G(t, s) from L2(Rd, µs) to L
3(Rd, µt). From (3.26), with
p = 2 and q = 3, we get
C˜2,3(t, s) ≤ C2,3(t− s) = 2 exp
(
R2
6η0(t− s)
)
‖ϕλ0‖
1
3
1,µs
,
where λ0 = 3(2η0(t− s))−1. From estimate (5.2) we thus conclude that
C2,3(t− s) ≤ c3 exp
(
R2
6η0(t− s)
)
exp
(
c4
(t− s) κκ−2
)
,
for some positive constants c3 and c4, so that
log(C2,3(t− s)) ≤ log(c3) + c4(t− s)− κκ−2 + c5(t− s)−1.
Now, we fix ε < 8Λ|r0|−1 and solve the equation 8Λ|r0|−1(1 − e2r0(t−s)) = ε. We
get
t− s = 1
2r0
log
(
1 +
r0
8Λ
ε
)
.
Hence, for ε < 8Λ|r0|−1, we obtain
β(ε) ≤ 3
{
log(c3) + c4
[
1
2r0
log
(
1 +
r0
8Λ
ε
)]− κκ−2
+ c5
[
1
2r0
log
(
1 +
r0
8Λ
ε
)]−1}
,
and the assertion follows at once. 
We can now prove the boundedness of G(t, s) from L1(Rd, µs) into L
2(Rd, µt)
following the basic ideas in the proof of [15, Thm. 3.4] for the autonomous case.
We stress that the nonautonomous setting gives rise to some additional technical
difficulties.
Theorem 5.3. Under Hypotheses 2.1 and 5.1, for any s, t ∈ I, with s < t, the
operator G(t, s) is bounded from L1(Rd, µs) into L
2(Rd, µt).
Proof. As a first step we observe that, for any s ∈ I and any nonnegative g ∈
Cb(R
d),
2‖g‖22,µs log ‖g‖2,µs − ‖g‖22,µs log ‖g‖1,µs ≤
∫
Rd
g2 log g dµs(x). (5.3)
It suffices to prove (5.3) for functions with ‖g‖1,µs = 1, which reduces to
2‖g‖22,µs log ‖g‖2,µs ≤
∫
Rd
g2 log g dµs(x), (5.4)
since (5.3) in the general case will follow from applying (5.4) to the function
‖g‖−11,µsg.
To prove estimate (5.4) we observe that the measure dνs(x) = gdµs(x) is a prob-
ability measure and the function ψ(x) = x log x is convex in (0,+∞). Therefore,
Jensen inequality yields
ψ
(∫
Rd
gdνs(x)
)
≤
∫
Rd
ψ(g)dνs(x),
which is (5.4).
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We now fix a positive function f ∈ C∞c (Rd), with ‖f‖1,µs = 1. Applying the
logarithmic Sobolev inequality (LSIε) with f and µs being replaced respectively
by θnG(r, s)f and µr (where θn is defined in (3.2)) and taking (5.3) (with g =
θnG(r, s)f) into account, we obtain
‖θnG(r, s)f‖22,µr log
(‖θnG(r, s)f‖2,µr
‖θnG(r, s)f‖1,µr
)
≤ε‖ |∇x(θnG(r, s)f)| ‖22,µr
+ β(ε)‖θnG(r, s)f‖22,µr , (5.5)
for every s, r ∈ I with s ≤ r. Since {µr : r ∈ I} is a tight evolution system of
measures, we can fix R ∈ N such that µr(B(0, R)) ≥ 1/2 for every r ∈ I. Now, let
us fix t > s and set
ζn(r) := log(‖θnG(r, s)f‖22,µr ), n ≥ R, r ∈ [s, t].
Note that the function ζn is well defined since G(r, s)f is a smooth and everywhere
positive function in Rd for any r ≥ s, (see Lemma 2.3). Hence, ‖θnG(r, s)f‖2,µr ≥
δ/
√
2 for any r ∈ [s, t] and n ≥ R, where δ denotes the minimum of the function
G(·, s)f in [s, t]×B(0, R). From Proposition 2.5 we deduce that the function ζn is
differentiable in [s, t] and
‖θnG(r, s)f‖22,µrζ′n(r) = 2
∫
Rd
θ2n(G(r, s)f)A(r)G(r, s)fdµr(x)
−
∫
Rd
A(r)[θ2n(G(r, s)f)
2]dµr(x)
=− 2
∫
Rd
〈Q(r)∇x(θnG(r, s)f),∇x(θnG(r, s)f)〉dµr(x)
− 4
∫
Rd
θn(G(r, s)f)〈Q(r)∇θn ,∇xG(r, s)f〉dµr(x)
− 2
∫
Rd
θn(G(r, s)f)
2
A(r)θndµr(x).
Using (5.1) we can estimate
−A(r)θn ≤ dΛ
n2
(2‖η′‖∞ + ‖η′′‖∞)− η′
( |x|
n
) 〈b(r, x), x〉
n|x| ≤
dΛ
n2
(2‖η′‖∞ + ‖η′′‖∞).
It thus follows that
‖θnG(r, s)f‖22,µrζ′n(r) ≤− 2η0‖ |∇x(θnG(r, s)f)| ‖22,µr +
4Λ
n
‖η′‖∞‖f‖∞‖ |∇f | ‖∞
+
2dΛ
n2
(2‖η′‖∞ + ‖η′′‖∞)‖f‖2∞,
for any r ≥ s and n ∈ N. Hence, from (5.5) and observing that ‖θnG(r, s)f‖1,µr ≤
‖G(r, s)f‖1,µr ≤ ‖f‖1,µs ≤ 1, we deduce that
ζ′n(r) ≤−
η0
ε
ζn(r) +
2η0β(ε)
ε
+
2C(n)
δ2
, r ∈ [s, t], (5.6)
where
C(n) =
4Λ
n
‖η′‖∞‖f‖∞‖ |∇f | ‖∞ + 2dΛ
n2
(2‖η′‖∞ + ‖η′′‖∞)‖f‖2∞.
Fix m > 2/(κ − 2) and take ε = η0(r − s)/(m + 1) in the previous inequality.
Multiplying both of the sides of (5.6) by (r− s)m+1 and integrating between s and
t we get∫ t
s
(r − s)mζn(r)dr ≤− 1
m+ 1
∫ t
s
(r − s)m+1ζ′n(r)dr
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+ 2
∫ t
s
(r − s)mβ
(
η0(r − s)
m+ 1
)
dr +
2C(n)(t− s)m+2
δ2(m+ 1)(m+ 2)
.
Note that the last integral term in the right-hand side of the previous inequality is
finite due to Proposition 5.2. An integration by parts shows that
1
m+ 1
∫ t
s
(r − s)m+1ζ′n(r)dr =
1
m+ 1
(t− s)m+1ζn(t)−
∫ t
s
(r − s)mζn(r)dr.
Hence,
(t− s)m+1ζn(t) ≤2(m+ 1)
∫ t
s
(r − s)mβ
(
η0(r − s)
m+ 1
)
dr +
2C(n)
δ2(m+ 2)
(t− s)m+2
≤2(m+ 1)
m+2
ηm+10
∫ η0(t−s)
m+1
0
σmβ(σ)dσ +
2C(n)
δ2
(t− s)m+1.
Then, letting n→ +∞ it follows that
(t− s)m+1 log(‖G(t, s)f‖22,µt) ≤
2(m+ 1)m+2
ηm+10
∫ η0(t−s)
m+1
0
σmβ(σ)dσ
≤ C(κ, η0)(t− s)m+1− κκ−2 ,
for some positive constant C(κ, η0). Thus we get
‖G(t, s)f‖2,µt ≤ e
C(κ,η0)
2(t−s)κ/(κ−2) = e
C(κ,η0)
2(t−s)κ/(κ−2) ‖f‖1,µs . (5.7)
By homogeneity, we can extend (5.7) to any positive and smooth function f with
‖f‖1,µs 6= 1. Next, for a general f ∈ C∞c (Rd), we write (5.7) for fn = (f2+n−1)1/2.
Observing that ‖G(t, s)fn‖2,µt converges to ‖G(t, s)|f |‖2,µt as n → +∞, for every
t ≥ s, and recalling that |G(t, s)f | ≤ G(t, s)|f |, we get (5.7), letting n→ +∞.
Finally, by density we can extend (5.7) to any f ∈ L1(Rd, µs) and complete the
proof. 
As a consequence of Theorems 4.3 and 5.3 we get the announced ultracontrac-
tivity property of G(t, s).
Theorem 5.4. Under Hypotheses 2.1 and 5.1 the evolution operator G(t, s) is
ultracontractive.
Proof. It suffices to prove the claim for p = 1. For p > 1 the statement follows from
the Ho¨lder inequality.
To conclude the proof, observe that, for every t > s,
‖G(t, s)‖1→∞ ≤ ‖G(t, (t+ s)/2)‖2→∞‖G((t+ s)/2, s)‖1→2. (5.8)

5.2. Nonautonomous elliptic operators with non-zero potential term. All
the regularizing properties in the previous sections can be extended to nonau-
tonomous operators with non zero potential term, i.e., operators defined on smooth
functions ζ by
(Ac(t)ζ)(x) =
N∑
i,j=1
qij(t)Dijζ(x) +
N∑
j=1
bj(t, x)Djζ(x) − c(t, x)ζ(x)
=(A(t)ζ)(x) − c(t, x)ζ(x),
for any t ∈ I and x ∈ Rd. Besides Hypotheses 2.1 we assume the following condition.
Hypotheses 5.5. c ∈ Cα/2,αloc (I × Rd) and c0 := infI×Rd c > −∞.
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Let ϕ, a and γ be the function and the constants in Hypothesis 2.1(iii). Then,
Ac(t)ϕ = A(t)ϕ − cϕ ≤ a− (γ + c0)ϕ, t ∈ I.
Hence, we can determine a positive constant λ such that Ac(t)ϕ − λϕ ≤ 0 for any
t ∈ I. We can thus apply the results in [1] which show that a Markov evolution
operator Gc(t, s) can be associated to the operator Ac(t). More precisely, for every
f ∈ Cb(Rd) and s ∈ I, Gc(·, s)f ∈ C([s,+∞)×Rd) ∩ C1+α/2,2+αloc ((s,+∞)×Rd) is
the unique solution of the Cauchy problem{
Dtu(t, x) = Ac(t)u(t, x), (t, x) ∈ (s,+∞)× Rd,
u(s, x) = f(x), x ∈ Rd,
which satisfies ‖u(t, ·)‖∞ ≤ e−c0(t−s)‖f‖∞. In the next theorem we will show that
Gc(t, s) is ultracontractive, i.e., it maps L
p(Rd, µs) into Cb(R
d) for every p ≥ 1,
where {µt : t ∈ I} the unique tight evolution system of measures for the evolution
operator G(t, s), considered in the previous sections.
Theorem 5.6. Assume that Hypotheses 2.1 and 5.5 hold. If G(t, s) is supercontrac-
tive (resp. ultrabounded, resp. ultracontractive), then Gc(t, s) is supercontractive
(resp. ultrabounded, resp. ultracontractive) and
‖Gc(t, s)‖p→q ≤ Cp,q(t− s)e−c0(t−s),
for any t > s, 1 < p < q < +∞ (resp. 1 < p < q = +∞, resp. 1 ≤ p < q = +∞),
where Cp,q is given in Definition 2.6.
Proof. The proof follows immediately observing that a comparison argument based
on [12, Thm. 2.1] shows that Gc(t, s)f ≤ e−c0(t−s)G(t, s)f , for any t ≥ s and any
nonnegative function f ∈ Cb(Rd). 
Remark 5.7. If c0 ≥ 0, {µt : t ∈ I} is a sub-invariant system of measures for
the evolution operator Gc(t, s). Indeed, since Gc(t, s)f ≤ e−c0(t−s)G(t, s)f for any
t ≥ s and any nonnegative function f ∈ Cb(Rd), we can estimate∫
Rd
Gc(t, s)f dµt(x) ≤ e−c0(t−s)
∫
Rd
G(t, s)f dµt(x) ≤
∫
Rd
f dµs(x),
for any t > s.
6. Heat kernel estimates and L2-uniform integrability
The main goal of this last section is to use regularizing properties of G(t, s) to
obtain bounds on the integral kernel gt,s of G(t, s). Actually, we show that Hypoth-
esis 5.1 allows to obtain an L∞-estimate for gt,s and some L
2-uniform integrability
properties of G(t, s).
We first prove the following preliminary result.
Lemma 6.1. Assume that Hypotheses 2.1 and 5.1 hold. Then, for every δ, λ > 0,
there exists a positive constant M˜δ,λ such that
(G(t, s)ϕλ)(x) ≤ M˜δ,λ,
for every t, s ∈ I, t− s ≥ δ, x ∈ Rd and λ > 0. Moreover,
M˜δ,λ ≤ exp
[
max
{
K0δ
2
2−κ λ,
(
C1λ
κ2
2(κ−2) + C2λ
κ
2
) 2
k
}]
, δ, λ > 0,
where K0 = K0(κ,K3), C1 = C1(Λ, d,K3, κ) and C2 = C2(Λ, d,K3, κ) (see the
proof).
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Proof. First of all we point out that, arguing as in the proof of Theorem 4.3, we
deduce that assumption (4.1) in Theorem 4.1 is satisfied by hλ = gλ(y0,λ)χ[0,y0,λ]+
gλχ(y0,λ,+∞) where y0,λ > 1 denotes the minimum of the function gλ defined by
gλ(y) = λ
1−κ2 y
(
K3(log y)
κ
2 − 2λ κ
2
2(κ−2)Cκ − 2λκ2 Λd
)
, y ≥ 1,
and Cκ is any positive constant such that
2λΛy2 ≤ K3
2
yκ + Cκλ
κ
κ−2 , y ≥ 0.
Let us observe that
K3(log y)
κ
2 − 2λ κ
2
2(κ−2)Cκ − 2λκ2 Λd ≥ K3
2
(log y)
κ
2
if and only if
y ≥ exp
[(
C1λ
κ2
2(κ−2) + C2λ
κ
2
) 2
k
]
=: Pλ,
where C1 = 4Cκ/K3 and C2 = 4Λd/K3. Clearly, if y ≥ Pλ we can estimate
hλ(y) ≥ K3
2
λ1−
κ
2 y(log y)
κ
2 .
Note that hλ(y) > 0 for every y ≥ Pλ and, consequently, Pλ > y0,λ. For any r ≥ 1,
let us set Pλ,r = rPλ. Then, it follows that∫ +∞
Pλ,r
1
hλ(s)
ds ≤ 2
K3
λ
κ−2
2
∫ +∞
Pλ,r
1
y(log y)
κ
2
dy
=
4
(κ− 2)K3λ
κ−2
2 (logPλ,r)
1−κ2
=
4
(κ− 2)K3λ
κ−2
2
[(
C1λ
κ2
2(κ−2) + C2λ
κ
2
) 2
k
+ log r
]1−κ2
. (6.1)
Taking into account formula (6.1) we deduce that, for any δ > 0, the inequality
2
K3
λ
κ−2
2
∫ +∞
Pλ,r
1
y(log y)
κ
2
dy ≤ δ,
is satisfied when
log r ≥ K0δ 22−κ λ−
(
C1λ
κ2
2(κ−2) + C2λ
κ
2
) 2
k
,
where K0 = [(κ− 2)K3/4]2/(2−κ). Hence, if
r = max
{
exp
[
K0δ
2
2−κ λ−
(
C1λ
κ2
2(κ−2) + C2λ
κ
2
) 2
k
]
, 1
}
,
then ∫ +∞
Pλ,r
1
hλ(s)
ds ≤ δ.
Since M˜δ,λ satisfies ∫ +∞
M˜δ,λ
1
hλ(s)
ds = δ,
(see [1, Thm. 4.4]), M˜δ,λ ≤ Pλ,r and the assertion follows. 
We can now prove the announced heat kernel estimates.
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Theorem 6.2. Assume that Hypotheses 2.1 and 5.1 hold. Then, the integral kernel
gt,s of G(t, s) satisfies
0 < gt,s(x, y) ≤ e
C
(t−s)κ/(κ−2) , I ∋ s < t, 0 < t− s ≤ 1, x, y ∈ Rd,
where C is a positive constant, depending on κ, η0, Λ, d and K3.
Proof. By Dunford-Pettis theorem (see [7]), we have ‖G(t, s)‖1→∞ = ‖gt,s‖L∞(R2d).
Formula (5.8) implies that C˜1,∞(t, s) ≤ C1,2((t− s)/2)C2,∞((t− s)/2).
To estimate C2,∞, we can use (4.5) and Lemma 6.1 (see also (4.2)) which show
that
C2,∞((t− s)/2) = 2e
c1
η0(t−s)M t−s
4 ,
1
η0(t−s)
≤ 2e
c1
η0(t−s) M˜ t−s
4 ,
1
η0(t−s)
≤ e
C˜
(t−s)κ/(κ−2) ,
for any 0 < t − s ≤ 1 and some positive constants c1 and C˜, this latter depending
on κ,K3, η0. Now, using (5.7), we get the claim. 
Remark 6.3. We can not expect the polynomial decay ‖gt,s‖L∞(R2d) ≤ C(t−s)−α
as t − s → 0, for some α > 0, which is typical of the classical case of bounded
coefficients. Indeed, in the autonomous case, the Varopoulos theorem (see [18])
implies that a decay of this type occurs if and only if the Sobolev embedding
theorems hold, which, in general, is not the case as the simple example of the
standard Gaussian measure in R shows.
Let us now prove the L2-uniform integrability.
Proposition 6.4. Under Hypotheses 2.1 and 5.1, for any s, t ∈ I, with s < t, the
operator G(t, s) is L2(Rd, µt)-uniformly integrable, i.e.,
lim
r→+∞
sup
t>s
sup
f∈L2(Rd,µs)
‖f‖2,µs≤1
∫
{|G(t,s)f |≥r}
|G(t, s)f |2dµt(x) = 0.
Proof. To begin with, let us prove that there exists a positive constant C, indepen-
dent of f , such that ∫
A
|G(t, s)f |2dµt(x) ≤ C
∫
A
ϕλ0dµt(x), (6.2)
for any f ∈ L2(Rd, µs) with ‖f‖2,µs ≤ 1 and any Borel set A ⊂ Rd, where λ0 =
(η0(t− s))−1. Note that our assumptions imply that ϕλ0 ∈ L1(Rd, µt) (see (5.2)).
We first assume that f ∈ Cc(Rd) satisfy ‖f‖2,µs ≤ 1. Integrating (3.20) (with
p = 2) with respect to dµt(y) and taking (3.24) into account, we get
|(G(t, s)f)(x)|2 ≤ 2e R
2
η0(t−s) e
|x|2
η0(t−s) =: Cϕλ0 (x), x ∈ Rd,
where R is any positive constant such that µt(B(0, R)) ≥ 1/2 for any t ∈ I. From
this estimate, (6.2) follows at once.
Since any function f ∈ L2(Rd, µs), with ‖f‖2,µs ≤ 1, can be approximated by a
sequence (fn)n ⊂ Cc(Rd) satisfying ‖fn‖2,µs ≤ 1 for any n ∈ N, estimate (6.2) can
be extended by density to any f ∈ L2(Rd, µs) with ‖f‖2,µs ≤ 1.
Now, recalling that G(t, s) is a contraction from L2(Rd, µs) to L
2(Rd, µt), ap-
plying Chebyshev inequality and Ho¨lder inequality, from (6.2) we easily deduce
that ∫
{|G(t,s)f |≥r}
|G(t, s)f |2dµt(x) ≤C
∫
{|G(t,s)f |≥r}
ϕλ0µt(x)
≤C‖ϕ2λ0‖
1
2
1,µt
(µt({|G(t, s)f | ≥ r})) 12
≤C
r
sup
t∈I
‖ϕ2λ0‖
1
2
1,µt
.
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The claim now follows at once. 
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