In eikonal and quenched approximation, it is argued that the strong coupling fermionic QCD Green's functions and related amplitudes, when based on the newly discovered effective locality property, depart from a sole dependence on the SU c (3) quadratic Casimir operator, evaluated over the fundamental gauge group representation.
I. INTRODUCTION
In some recent articles [1] [2] [3] [4] [5] , a property, which bears on the non-perturbative fermionic Green's functions of QCD, has been put forward under the name of effective locality. This property can be phrased as follows. For any quark/quark (or anti-quark) scattering amplitude, the full gauge-invariant sum of cubic and quartic gluonic interactions, fermionic loops included, results in a local contact-type interaction. This local interaction is mediated by a tensorial field which is antisymmetric both in Lorentz and color indices. Because, ordinarily, integrations of elementary degrees of freedom result in highly non-local structures, this result is unexpected; the latter average out to 'effective locality.
If effective locality is indeed a sound and relevant property of QCD then its consequences, even when examined 'at tree level', should exhibit admissible, new aspects of the confined phase of QCD; and so far, this seems to be the case [2] [3] [4] [5] .
In Ref. [4] , a general form of the non-perturbative QCD fermionic amplitudes is displayed as a finite sum of finite products of Meijer special functions, in agreement with general expectations [6] . Remarkably, within one and the same expression, these amplitudes display an explicit link between the partonic content and the hadronic non-perturbative component in accord, say, the AdS 5 /QCD light-cone approach of Ref. [7] .
However, the analysis presented in Ref. [4] is carried out at eikonal and quenched approximations. In the future, these approximattions will have to be relaxed, not only for the sake of preserving unitarity, but also in order to explore larger distances. Effective locality, in effect, clearly distinguishes QCD from the pure Yang Mills situation. In particular, as noticed also by lattice approaches, inclusion of quark loops reveals to be essential to the description of larger distance non-perturbative physics [3] .
Fortunately, some insights can be gained already from the analysis on the level of the quenched and eikonal approximations. In a recent letter [8] , it was argued that nonperturbative fermionic Green's functions together with their associated amplitudes, do not only depend on the quadratic Casimir invariant, C 2 , but also on the trilinear Casimir invariant, C 3 .
This extra dependence obviously complies with the rank-2 character of the SU c (3)-color algebra, and at the level of our approximations at least, it is a peculiar output of effective locality. With the exception of Ref. [9, 10] , it is remarkable that C 3 (more precisely, an analogous trilinear invariant) has come unnoticed for so long in approaches which appeal to the QCD action directly, whereas its importance was pointed out in nonrelativistic quark models a long time ago [11] .
Be it as it may, it will certainly matter to disentangle such a prediction from the approximated context where it was first discovered [12] . The current paper though aims at making more complete and accurate the non-trivial results first proposed in Ref. [8] .
This paper is organized as follows. For the sake of an easier and explicit presentation, Section II introduces the matter in the simpler case of a 4-point fermionic Green's function, while providing, by virtue of Appendix C, the necessary extension to the general case of 2n-point Green's functions. In order to alleviate a presentation which is already quite technical, some proofs are deferred to Appendices A, C, D, and E. Section III deals with the necessary average to be taken over the group of orthogonal matrices O N (R), the procedure which reveals the full color algebraic structure of 2n-point Green's functions and related amplitudes. Section III is augmented with Appendix B, and a conclusion is proposed in Section IV.
II. NON-PERTURBATIVE FERMIONIC GREEN'S FUNCTIONS
In perturbation theory, all of the scattering process calculations come out proportional to either C A = N c and/or C F = (N 2 c − 1)/2N c , that is to the quadratic Casimir operator eigenvalue C 2 (R) over the adjoint and fundamental representations, respectively (exceptions may be found in the lattice-gauge theory approach of Ref. [13] , where higher dimensional representation spaces were considered, but again, restricted to C 2 -dependences). The quadratic Casimir operator's well known definition is C 2 (R) =
where the T a (R) denote the SU c (3) Lie algebra generators in a given representation R.
Not only perturbative calculations, but also non-perturbative QCD models, such as the MIT bag model [14] , the Stochastic Vacuum Model (SVM) [15] , and lattice approaches [13, 16] , comply with these overall C 2 (R) dependences, though, sometimes, it is worth noticing, in quite different ways. It could be that, indeed, perturbative inputs be imported as surreptitious elements, linking perturbation theory to these non-perturbative attempts [16] .
The property of effective locality surfaces at the level of non-perturbative 2n-point fermionic Green's functions, as an exact, non-approximate property of QCD [2] . In a strong coupling regime of g ≫ 1 (see also point (iv) below), evaluating a 2 to 2 quark(antiquark)/quark(anti-quark) scattering amplitude with the help of (analytically continued [4] ) Random Matrix Theory [17] , one finds a result proportional to [4] ,
× C dp 1 .. dp
where the eikonal and quenching approximations have been used. QCD is here simplified to the case of a single quark species of mass m, and E(= E 1 = E 2 ) is each of the two colliding quarks energy in the center of mass system where p 1 = (E, 0, 0, p), p 2 = (E, 0, 0, −p), and
In Appendix C (and Appendix E), it is shown how this 4-point expression generalizes to the case of 2n-point fermionic Green's functions.
Expression (1) is non-trivial and comments are in order.
(i) The monomials, which are understood in the summation, are those coming from the expansion of a Vandermonde determinant (see (A1)), comprising 2 N (N −1)/2 terms,
Each monomial is characterized (not in a unique way) by a given distribution of q i -powers whose sum satisfies the constraint of an equal global degree of N(N − 1)/2. The monomials share the same algebraic color structure, which coincides with that of the net amplitude.
With D, the number of spacetime dimensions, the number N is given as N = D × (N 2 c − 1) [18] , and defines the format N ×N of the orthogonal matrices O = O(. . . , p l , . . . ) , 1 ≤ l ≤ N(N −1)/2, introduced so as to diagonalize a real random traceless N×N symmetric matrix, their spectrum being the ξ i s, 1 ≤ i ≤ N. It is by integrating on the ξ i s (and necessarily also, on 2 subsidiary variables) that Meijer 's special functions G 23 34 of (1) come about [4] , in agreement with the most general expectations of Ref. [6] .
(ii) In one and the same argument, it is worth pointing out that the G µ, the mass scale necessarily introduced by the property of effective locality [4] . This is interesting because, as quoted in the Introduction, that point turns out to be a prediction of the AdS 5 /QCD approach to the non-perturbative regime of QCD [7] .
(iii) Deriving (1), the absolute values of (2) have been dropped: That this simplification can be made without compromising the overall color algebraic structure of the Green's functions, is shown in Appendix A.
(iv) In the effective and local action resulting from a full integration of the gluonic sector, one finds a 'current-current' interaction of form,
with,
where the R a Jµ (x) , J = {1, 2} stand for Fradkin's representations of the fermionic propagators [1] [2] [3] [4] [5] , while the χ a µν (x)-Halpern fields have been used to linearize the original squareof-the field-strength part of the QCD lagrangian as in [18, 19] ,
In the pure Yang Mills case, a form such as (3) had been put forward in Ref. [20] . In Refs. [4] and [8] , as well as in the current paper, the strong coupling limit of g ≫ 1 is introduced in a somewhat academic way, so as to be able to neglect the (2), the structure is that of a finite product of terms attached, each, to a given value of the index i running from 1 and N. That is, no summation is understood on i. This amounts to state that, at the order of approximations, the Green's functions and related amplitudes split into a finite sum of finite products of Meijer special functions. This simple structure is not a trivial point, since the Baker-Campbell-Hausdorf formulae would definitely object to it. As shown in Appendix E, though, simplicity emerges as a consequence of the O N (R) average in (1) .
The N × N orthogonal matrix O acts upon the N-vector of matrices T = (1, 1, 1, 1) ⊗ T = (T, T, T, T ). That is, T is made out of D = 4 copies of the full set T of SU c (3) generators, taken in the fundamental representation: T = {t 1 , t 2 , . . . , t 7 , t 8 }, with t a = λ a /2, the standard Gell-Mann matrices [21] .
To be complete, (1) must also be summed upon two Schwinger proper time and two Fradkin field variables [1] [2] [3] [4] [5] , but these integrations are not relevant to the point made in the present article because Casimir operator dependences factor them out. Now, as shown in Appendix D, it is possible to rely on a series of identities and exact textbook integration formulae, so as to take (1) to the form,
where the large brackets denote the orthogonal group O N (R)-average specified in the 2nd line of (1). In random matrix calculations it often happens that the eigenvalue spectrum only matters and that O N (R) averages just factor out and disappear in the normalization. This is not the case here: As pointed out in Refs. [4, 8] , in effect, the additional but unavoidable complexity coming from the O N (R)-average is essential not only to prevent a trivial result from occuring, but also to display the full algebraic content of the rank-2 SU c (3) color algebra.
The matrix-valued argument of the Meijer's function of (6) is,
As argued in Appendix D, even at a sufficiently large value of the coupling constant g, all matrix elements of z i are much smaller than unity; it is therefore possible to rely on the standard Meijer function expansion, (D5), (D6), and write for a given monomial in the sum (6),
where A i , B i , C i and O ih are pure numbers, some of them q i -dependent.
III. O N (R)-INTEGRATION AND CASIMIR OPERATOR DEPENDENCES
Thanks to effective locality, the original (and infinite dimensional) χ a µν -functional summations of (5),
can be translated into an analytically continued Random Matrix integration [4] . The latter splits into a spectral integration (over the ξ i s) which yields the Meijer functions, and an integration over the orthogonal group O N (R). The full color algebraic dependences emerge Random orthogonal matrices, O, can be generated in different ways. They are distributed according to the Haar measure over the orthogonal group O N (R) [22] . An orthogonal matrix is conveniently decomposed into a product of N(N − 1)/2 rotators and reflections,
where the matrix of reflections is diagonal by definition and reads,
with ε i = ±1, ∀i = 1, . . . , N. A random orthogonal matrix requires that to either value ε i = ±1 there is an equal probability, P (ε i = ±1) = 1/2. A rotator R ij (Θ ij ), itself an N ×N-orthogonal matrix, acts as a rotation in the (i−j)-2-plane solely, and is thus characterized by an angle Θ ij , while being restricted to the identity operator 1 2×2 on any of the other (l−m)-2-planes with either l, m = i or l, m = j. The Θ ij are independent random variables with a joint probability distribution proportional to [22] ,
whereas the probability density of an angle Θ ij is a beta distribution, β(x ij ;
), with
). As meant in the second line of (1), these probability densities allow one to calculate averages over orthogonal matrices in a definite quantitative way, though somewhat probability density dependent.
For our purpose, however, this unwanted probability density dependence will not affect our derivations as the full explicit form of the Haar measure is not required, but only the D ε matrix properties, and the left-and right-invariances of the Haar measure on O N (R) [22] .
Denoting by a ij = a ij (. . . , Θ lm , . . . ) the matrix elements of (9) as the reflection matrix D ε is omitted, one obtains,
where, in the last equality, the average over the product of reflections ε j ε k has been taken.
where C 2f stands for the quadratic Casimir operator eigenvalue on the fundamental representation, C 2f = C F = 4/3 and 1 3×3 for the identity matrix of format 3×3. The last equality of (12), independent of the index i, is a consequence of the left-and right-invariances of the Haar measure on O N (R), as it is shown in Appendix B.
In the same way, for the sub-leading piece of (8), one obtains,
in which one notices the occurrence of the cubic Casimir operator eigenvalue in the fundamental representation of SU c (3),
The fully symmetric constants d abc are defined in the standard fashion, that is, in the case
δ ab . Far less popular than C 2 , the trilinear (or cubic) Casimir operator eigenvalue over a representation space specified by the Young Tableaux parameters (p, q) is given by
and C 3f = C 3 (1, 0) = 10/9 in the SU c (3) fundamental representation [23] , whereas it is C 3a = C 3 (1, 1) = 0, in the adjoint representation, (1, 1), another distinguishing feature between QCD and the pure Yang-Mills case.
At next to sub-leading order,
, calculations become more intricate. One finds,
While independent of i, the two last terms look somewhat puzzling as they seem to compromise the general structure of these dependences, in terms of SU c (3) algebraic invariants.
To proceed, one may rely on the standard textbook values of the d abc coefficients [21] , and work out the following two identities,
It is then easy to prove that (16) indeed reduces to,
An analysis of the higher order terms of (6) is likely to become much more complicated and not very insightful, as it is now made clear that C 3f -dependences will enter any 2n-point non-perturbative fermionic Green's function and related amplitude.
Now, concerning numerical orders of magnitude, the result of (13) shows that at first nontrivial order ( √ λ/N) 2 , the trilinear Casimir operator C 3f enhances the pure C 2f contribution by 15.6%, whereas at sub-leading order ( √ λ/N) 3 , C 2f and C 3f contribute identically to (18) by .2% .
IV.
CONCLUSION
The newly discovered property of effective locality is here explored towards one of its (unexpected) consequences, namely, the color algebraic structure of the fermionic strong coupling Green's functions and amplitudes thereof. At variance with a whole series of non-perturbative approaches, the latter are found to display dependences on the full color algebraic content of the SU c (3)-algebra, which is of rank 2. That is, not only C 2f , the quadratic Casimir operator in the fundamental representation of SU c (3) is involved, but also the trilinear one C 3f . In the absence of a superselection rule that would prevent C 3f to appear, one may think that in one way or another, such a result is natural [16, 26] .
Furthermore, with respect to pure C 2f -contributions, C 3f -contributions are found to increase the latter by some 15% at leading order, in a relevant small parameter expansion, and to be of the same order of magnitude as C 2f -contributions at sub-leading order.
At the exception of a few previous results [9, 10] , where similar quadratic and trilinear color-invariants were put forward as relevant to the description of non-perturbative calculations, this is quite unexpected a result whose derivation invloves some technical intricacies.
The goal of the current article was to make these explicit in five Appendices to guarantee the readability of the main text. In Appendix E, for example, one sees that the structure of These results, however, are derived within two major approximations: eikonal and quenching. While the former is appropriate to describe high energy scattering processes, the latter doesn't preserve unitarity.
First insights [12] obtained by relaxing the quenching approximation display compensation mechanisms peculiar to the unitarity constraint. But, even though modified, C 3f -dependences appear to persist under unitarity restoration. Of course, a more quantitative determination of these dependences is in order and will be addressed in a forthcoming publication [12] .
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Appendix A: Absolute values in the Vandermonde determinant
Passing from the functional integrations over the Halpern fields χ a µν to a summation over an algebra of random matrices, one encounters the Jacobian [4, 17] , d(
carrying the Vandermonde determinant of equation (2),
Now, contrarily to hermitian or symplectic matrices for which the parameter values are κ = 2 and κ = 4 respectively, we have for a real symmetric matrix κ = 1, and analyticity seems to be lost. But this is not the case. Since matrices our M are real traceless and symmetric, their spectra can be written in the following way,
That is, under the form of N/2 pairs of equal and opposite eigenvalues, the eigenvalue zero is degenerate with a multiplicity greater or equal to two. As a consequence, the Vandermonde determinant (A2) boils down to a form,
which, even at κ = 1, is obviously analytic. Unfortunately, however, the symmetry properties of the spectra (A3) are broken by interaction terms in such a way that the exact integration formulae of Ref. [25] can no longer be used. In order to show that the absolute value prescription of (A2) can be dropped without prejudice for our concern, one must accordingly construct another argument.
Relying on a standard representation of the Heaviside step-function such as
one can write the Vandermonde determinant, (2) (or (A2)) as,
Now, in the main text, equation (1) is obtained by integration over the the whole spectrum of ξ i -eigenvalues, with, instead of (A2), only the term 1≤i<j≤N (ξ i − ξ j ), subsequently being expanded into as a sum of monomials,
Bringing (A7) to any power of 2k + 2, one gets,
where for every value of k, the coefficients C q 1 {k}...q N {k} as well as the powers q i {k} can be written in closed, explicit form. Now, clearly, the coefficients C q 1 {k}...q N {k} are irrelevant to the point under consideration, and for the powers q i {k}, the only property of concern is that it preserves integrability [25] , that is, ∀k, one must have q i {k} ≥ q i , which is obviously satisfied (q i {k}, q i ∈ N).
With this representation of the absolute value prescription, (1) should therefore be replaced by,
That is, even though a k-series has been introduced in addition to a subsidiary z-integration, (A9) already displays that all terms share the same algebraic structure which is that of the second line of both (1) and (A9). This structure can accordingly be analyzed on the simpler form (A7). In full rigor, this conclusion would require that integrations on α i 1 and α i 2 be carried out, so as to control a possible change of dependences generated by the shift q i → q i {k}: That this does not happen is a by-product of Appendix D.
Appendix B: O N (R)-averages
As a generic example, one can consider < a
, where all 3 indices i, j, k are fixed, and where Θ stands for the collective dependences on the angles Θ lm , as explicited in (9) . Let R lk (±π/2) be the rotator acting in the l − k plane solely, taking the unit vector |k > to the unit vector |l >, through an appropriate rotation of angle Θ lk = ±π/2; the restriction of R lk (±π/2) to all of the other possible 2-planes is just the unit operator I 2 . Over the whole space spanned by the orthonormal basis {|i > , i = 1, . . . , |N >}, the standard resolution of unity holds,
Thus, recalling that O ij = ε j a ij , with ε j = ±1 , ∀j = 1, . . . , N, one has
where µ H is a shorthand notation for the Haar measure on O N (R). Within customary Dirac's notations, (B1) can be written as,
Integration on O N (R) can be right-shifted by multiplying any matrix O to the right, with
By choosing O ′ = R lk (±π/2), one obtains
where the right-invariance of the Haar measure is used in the first equality, the definition of the particular orthogonal matrix R lk is used in the second one, and (B1) in the last equality.
In the same way, relying on the left-invariance of the Haar measure, the distinguished left side index i can be shifted to any other of its possible values in the set{1, 2, . . . , N}, establishing the uniform probability distribution of these products [22] .
From this, and keeping in mind that the a ij can be looked upon as the components of orthonormalized N-vectors, it is easy to show (up to some overall multiplicative factors of π which are not relevant to our considerations) that one has < a
Appendix C: Generalization to 2n-point fermionic Green's functions
In the case of (properly anti-symmetrized) 2n-point fermionic Green's functions, one has n-fermionic propagators, that is n Fradkin field variables u i (s i ), and likewise, n-subsidiary
Ignoring renormalization effects for the time being, one has accordingly C 2 n = n(n − 1)/2 2 by 2-interactions [4] ,
where 1 ≤ k < l ≤ n. As demonstrated in Ref. [4] , each of these 2 by 2-interactions select a given point of Minkowski spacetime, w kl , say, where that effective and local k − l interaction is taking place, mediated by the structure (f · χ) −1 (w kl ). Such Green's functions therefore are proportional to,
where, following the same steps as taken in Ref. [4] , one has now for each pair of different indices k and l in the set {1, . . . , n},
In (C3), as a straight forward generalization of a 4-point fermionic Green's function, one
, and b kl = y k⊥ − y l⊥ is taken in the k − l center of mass system.
From here, following again the calculation of Ref. [4] , one arrives for a given monomial of the Vandermonde determinant at a structure of,
where |p k | = |p l | ≡ p kl , and E k = E l ≡ E kl , in each of the 2 to 2-'k − l ′ − center of mass system. A 2n-point fermionic Green's function therefore is given as the product of C 2 n -2 by 2-building blocks that, up to their own kinematical variables, are identical to that of Eq. (1) (note also that, in writing (C4), the results of next Appendix E are anticipated). The same steps as followed in [4] can be taken here to bring the second and third lines of (1) into the form,
where κ is introduced as a shorthand for the constant
. For the sine function's arguments, no summation is understood over i, which is a distinguished index, and as above, the overall brackets denote the O N (R)-average. Also, with respect to (1), formula 5.3.1 (8) of Ref. [24] has been used.
In the end, parameters are such, in the sine functions as well as in the Meijer special functions, the array of numbers { a r (i) } and { b s }, that formula 20.5. (7) of Ref. [25] can be used twice so as to yield for Eq. (D1) the result,
where the inversion formula 5.3.1(9) of Ref. [24] has been used in order to express the result in a form suited to a |z| < 1 expansion of the Meijer functions and accordingly, of the net amplitude.
Again, in (D2), the array of numbers is such that 5.3.1(7) of Ref. [24] can be used twice so as to take it to the much simpler form of,
Note that the integration formulae of Refs. [24, 25] have been extended to matrix-valued arguments. That this makes sense results from an available expression of Meijer's special functions, suited to the case of |z i | < 1. In (D2), the Meijer function's argument, z i , is
proportional to a quantity denoted by λ in the main text, that is
Even at sufficiently large value of the coupling (say, g = 10), this number is very small in the range of moderate sub-energiesŝ. In that single quark model, taking m ≃ 5MeV, and a sub-energyŝ ≃ 100 MeV, the simplest non-relativistic estimates of [2] , with ξ = √ 2/16 and
2/ξ, leads to λ ∼ 0.004, while the matrix elements of [(OT ) i ] 4 are themselves of order unity: For all i, j, in effect, one has |O ij (Θ)| ≤ 1, and so are also all of the matrix element of the T j , for all j = 1, . . . , N; and thus, a fortiori , their product.
For |z| < 1, a Meijer function such as G 30 03 can be written as [24] ,
where 0 F 2 is a generalized hypergeometric series in z; one has [24] ,
where in (D5), the prime on top of the product indicates that the pole value b j = b h is omitted, and likewise the asterisk in the 0 F 2 generalized hypergeometric series (D6), indicates that the value b j = b h is omitted. This shows that for |z i | < 1, (D3) admits the expansion
where ( Upstream of (1) and leading to the second line of this expression, one has [4] ,
i (ξ i ) .
Then (N = D × (N 2 c − 1)) a convenient change of integration variables allows to rewrite the first line of (E1) as [4] ,
where, as throughout the current paper, the brackets are here to mean an O N (R)-averaged quantity. The two exponentials of arguments α J ·OT , (J = 1, 2) are those leading to the two sine functions that appear in the second line of (1), once integrations over the V i J , J = 1, 2 are performed. Now, the point is as follows. Whereas the 2nd line of (E1) displays a structure of a finite sum of finite products comprising N terms each, the 1st line doesn't. This is of course due to the fact that both exponents are linear combinations of non-commuting SU c (3) generators (Cf. Baker-Campbell-Hausdorf formulae). In general, one has,
It is interesting to note that under O N (R)-integration, equality is restored. We will proceed by inspection of the first few non-trivial orders and check, 
At first non-trivial order (and besides the fact that odd powers of O trivially vanish under O N (R)-average) this is just,
Throughout this calculation use has been made of relations such as,
which are easily derived out of (10) by inserting, between rotators, the relevant number of identity resolutions, I N = N i=1 |i >< i|.
In the case of two exponentials, (E2), exactly the same proof goes through. Calculations are even easier: At N = 2 for example, it is immediate to see that by the discrimination of (α 
Therefore Equation (1) Relation (E14) extends in a straight forward manner to the case of 2n-point Green's functions and guarantees their non-trivial and interesting overall structures, as finite sums of finite products of Meijer special functions.
