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Dedication

The posting of witnesses by a third and other path altogether might also be called in
evidence as appearing to beggar chance, yet the judge, who had put his horse
forward until he was abreast of the speculants, said that in this was expressed the
very nature of the witness and that his proximity was no third thing but rather the
prime, for what could be said to occur unobserved?
—Cormac McCarthy, Blood Meridian: Or the Evening Redness in the West
And he sayde vnto me: my grace is sufficient for the. For my stregth is made
perfact thorow weaknes. Very gladly therfore will I reioyce of my weaknes that the
strength of Christ maye dwell in me. Therfore have I delectacion in infirmities in
rebukes in nede in persecucions in anguyshe for Christis sake. For when I am
weake then am I stronge.
—St. Paul, Second Letter to the Corinthians
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Abstract
This dissertation concerns itself with the virtues and vices of weak measurements.
Weak measurements are all around us, but this does not mean that one should manufacture weakness on all occasions. We critically evaluate two proposals that claim
weak measurements provide a novel means of performing quantum state tomography,
allegedly increasing tomographic efficacy and yielding foundational insights into the
nature of quantum mechanics. We find weak measurements are not an essential ingredient for most of their advertised features. In contrast to this negative finding, we
highlight an optimal tomographic scheme for which weak continuous measurements
are the best known implementation, taking the opportunity to present this result in
the language of quantum noise.
Weak measurements are also used to describe continuous measurements and the
associated unconditional and conditional master equations. Though this description
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has been presented before, we provide a new perspective by using tools and terminology from the discipline of quantum information and quantum computing. We do
so by showing how the continuous-time evolution of these master equations arises
from discretizing in time the interaction between a system and a probe field and by
formulating quantum-circuit diagrams for the discretized evolution. We then reformulate this interaction by replacing the probe field with a bath of qubits, one for
each discretized time segment, reproducing all of the standard quantum-optical master equations. This provides an economical formulation of the white-noise theory of
continuous measurements, highlighting its fundamental underlying assumptions and
limitations.
White-noise theory is incapable of describing photon-counting measurements in
the presence of thermal and squeezed noise. We accommodate such scenarios by
considering an environment that includes traveling wave packets that are squeezed,
deriving a hierarchy of equations similar to those used to describe traveling wave
packets with fixed photon number. Squeezing introduces qualitatively different effects, however, complicating numerical solution of these hierarchies. We provide
preliminary numerical analysis of the formalism and showcase its utility by calculating the resonance fluorescence of a two-level atom in squeezed vacuum with squeezing
bandwidth narrower than the atomic linewidth, a regime previous techniques cannot
explore.
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Chapter 1
Introduction

Strong, projective measurements form a significant part of the foundation upon which
quantum mechanics has been built for generations of students. Unfortunately, this
foundation crumbles under closer inspection, as realistic measurements are the results of incomplete couplings to measurement devices that fail to extract complete
information about the measured system, and imperfections in these devices introduce
noise. The result is that, at best, projective measurements are an approximation to
the performed action. In more extreme cases, our entire description of measurements
must be reconceived for us to say anything useful about the world.
As specifically quantum technologies mature, these extreme cases become more
commonplace. Transition-edge sensors for photodetection illustrate this trend. These
devices detect photons by the changing current that accompanies the temperature
change from a photon depositing its energy in a thin wire that is just cold enough to
be in the threshold between normal and superconductivity. This changing current
does not manifest itself as discrete changes, however. The current changes smoothly
as the photon deposits its energy, and initially it is impossible to distinguish such
smooth changes from ordinary thermal fluctuations of the current. As a result, our
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beliefs about the state of the field change smoothly, becoming more confident by
degree of the presence of a photon as we observe increasingly more of the current
trace. The observation of each tiny segment of the current trace functions as a
measurement in its own right. Because these incremental measurements contain
very little information they are referred to as weak, gentle, or fuzzy. These are the
kinds of measurements with which we concern ourselves in this dissertation.
When measurements are vanishingly weak they must be repeated many times
in order to extract meaningful information about the system, as in the case of the
transition-edge sensor. Such iteration of weak measurements results in a continuous measurement, the effect of which must be described by a stochastic differential
equation. These equations go by a variety of names in the continuous-measurement
literature, including stochastic Schödinger equations, quantum-filtering equations, or
in this dissertation stochastic master equations (SMEs). Solutions to these differential equations give the system’s time-dependent state (or some expectation value
thereof) conditioned on a particular measurement record and are referred to as quantum trajectories.
Continuous measurements are relevant for a variety of physical systems, e.g.,
cavity QED [69], circuit QED (superconducting systems) [48, 16, 100], fermionic
systems [54, 107, 108], and mechanical systems [98, 70, 112, 77]. In providing a
more accurate description of the measurement processes in these systems, quantumtrajectory formalism allows one to perform more sophisticated tasks with measurements such as feedback protocols and continuous-time parameter estimation.
Continuous-time quantum error correction [2, 113, 3, 61, 128, 29, 92, 105, 103, 74]
stands out as a particularly promising example of the potential unlocked by continuous measurements.
We occupy ourselves with such measurements and the corresponding stochastic
differential equations in Sec. 2.4 and Chapters 3, 5 and 6.

2

Chapter 1. Introduction
Measurements are often used to infer the quantum state of a particular system, a
task referred to as quantum state tomography. In the strong-measurement paradigm,
this is accomplished by measuring a set of observables and inferring the state from
the distribution over observable values. More general tomographic schemes are possible when one allows for generalized measurements [104], often resulting in optimal
tomographic strategies [68, 73, 9, 15, 62]. Weak measurements play an important role
in the study of quantum-state tomography, allowing for the description of unavoidably suboptimal tomographic schemes in the presence of noise or weak couplings.
Continuous weak measurements allow for unique methods for parameter and state
estimation [91, 47, 28, 49, 79, 80, 55, 33]. When coupled with the ability to perform feedback control, one can use weak measurements as building blocks for other
generalized measurements, as explored by Brun and collaborators [106, 129, 46, 45].
Unfortunately, weak measurements have acquired a mystical aura due to their
association with the concept of the weak value [1]. Controversial claims about the
metrological utility of this concept via the technique of weak-value amplification
[72, 123, 83, 124, 43, 78, 82, 31, 137, 39, 87, 84] have inspired similar claims about
the virtues of weak measurements for tomography, necessitating a clear accounting
of what weak measurements have to offer.
Every topic we have touched upon so far—error correction, parameter estimation,
and state tomography—is a subject foundational to quantum computation and information. Despite its relevance, however, much of the continuous-weak-measurement
literature remains unfamiliar to the quantum computation and information community. Part of the blame for this belongs to the needlessly arcane terminology
and interpretations from which the literature suffers. To liberate these riches from
their bondage, we take the refiner’s fire to trajectory theory, revealing a foundation
of finite-dimensional probe systems, unitary gates between the system and successive probes, and quantum operations to describe the system state after the probe
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is measured—all three familiar to the quantum information scientist of today. This
process also distills the essence of trajectory theory from its origins in field-theoretic
probes, yielding insights new even to veterans of the subject. A particularly useful tool that arises naturally within our approach is the quantum circuit diagram,
and we take pains throughout our presentation to illustrate relevant principles with
this tool.
Of all the prior work on this subject, our treatment of quantum trajectories is
most related to—and indeed inspired by—Brun’s elegant work on qubit models of
quantum trajectories [20]. In Secs. 2.1 and 5.2 we describe the connection between
his work and ours. Looking further back to the origin of this line of research, one
might identify an important precedent in the work [116] of the great theorists, Scully
and Lamb (Lamb also did experiments), in which they considered systems interacting
with a spin bath. The mathematics literature has a related body of work that studies
approximating Fock spaces with chains of qubits known as “toy Fock spaces” [97, 4,
58, 57, 6, 7, 18, 5].
The physics and mathematical-physics communities have a rich history of deriving
the stochastic equations of motion for a system subject to a continuous measurement.
So rich, in fact, that these equations have been discovered and rediscovered many
times. Historically, the theory was developed in the 80’s and early 90’s by a number
of authors: Mensky [95, 96], Belavkin [13], Srinivas and Davies [122], Braginskiı̆ and
Khalili [19], Barchielli et al. [12], Gisin [53], Diósi [37, 38], Caves [25, 26], Caves and
Milburn [27], Milburn [132], Carmichael [22], Dalibard et al. [34], Wiseman [132],
and Korotkov [85, 86].
Many other good references on the topic are available for the interested reader.
We recommend the following articles: Brun [20], Jacobs and Steck [76], Wiseman’s
PhD thesis [130], and for the mathematically inclined reader, Bouten et al. [18, 17].
Helpful books include [22], [23], [134], and [75].
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Another fruit of our labors in liberating trajectory theory is the clear identification of the limitation of the Markovian white-noise formalism for describing photon
counting in the presence of squeezing. As a technique for describing environments
with finite squeezing bandwidths, where photon counting can sensibly be described,
in Chapter 6 we adapt the wave-packet formalism of [11, 10], originally formulated
with number-state wave packets in mind, to explicitly describe squeezing. The main
innovation is the use of squeezed number states instead of bare number states as the
basis for expressing the state of the wave packet. Both the squeezed-number-state
and bare-number-state formulations yield systems of coupled differential equations
to describe the non-Markovian evolution of a system illuminated by such a wave
packet. These two approaches, while formally capable of describing identical dynamics, qualitatively differ from one another in that the squeezed-number-state formulation generally results in an infinite system of equations, while the bare-number-state
formulation often yields a finite system of equations. When describing squeezed
wave packets, both approaches require infinite—but different—systems of differential equations. In practice, these systems of differential equations are restricted to
some finite size. We evaluate the performance of the two formulations for various
size restrictions in Appendix E.
As an illustration of the utility of this formalism, we calculate fluorescence spectra
for a driven two-level atom interacting with such a squeezed wave packet. Fluorescence spectra for atoms in the presence of squeezing has previously been restricted to
squeezing with a bandwidth much larger than the atomic linewidth [21, 109, 135]. By
considering wave packets with duration longer than the atomic lifetime we explore
a narrow-bandwidth parameter regime inaccessible to these previous analyses. Such
regimes are becoming more relevant for current devices, as evidenced by experiments
such as [125].
We structure the dissertation according to the following plan. Chapter 2 ex-
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plains more precisely what we mean by a weak measurement and presents relevant
mathematical formalism from generalized measurement theory, drawing heavily on
the author’s previous exposition on these matters in [64, 65]. Chapter 3 also adapts
the presentation in [65] to show how the standard description of continuous quantum measurements follows from the interaction of a system with a continuous probe
field. The foundation having been established, Chapter 4 considers the importance
of weak measurements for the purpose of quantum-state tomography. Secs. 4.1 to 4.3
contain a sober analysis, first put forth in [64], of certain applications of weak measurements that have attracted questionable levels of enthusiasm. Sec. 4.4 presents a
new derivation of the result from [119] using the language introduced in Sec. 3.1 to
show that a particular continuous measurement implements the spin-coherent-state
measurement. Chapter 5 presents the author’s qubit model for quantum-trajectory
theory from [65]. Chapter 6 attacks the problem of photon counting in the presence
of squeezing—an activity that yields nonsense in the white-noise setting of Chapter 5—by considering squeezing that is confined to a temporal wave packet. Chapter 7 presents some numerical calculations using the results from Chapters 5 and 6,
first illustrating the kind of evolution given by the equations and then exploring previously inaccessible parameter regimes for the problem of resonance fluorescence of
a two-level atom in the presence of squeezing.
The author has carried out several projects related to but not included in this dissertation during the course of his doctoral studies. These projects include exploring
the statistical geometries that arise from physical measurements [88], collaborating
on the qinfer python package [60] for using sequential-Monte-Carlo techniques to
perform Bayesian inference in quantum state tomography, and obtaining saturable
bounds in the context of multiparameter metrology [42].
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Weak measurements

2.1

What is a weak measurement?

The instantaneous direct measurement of quantum systems, still the staple of many
textbook discussions of quantum measurement, is only a convenient fiction. Measurements involve coupling quantum systems to macroscopic devices via finite-energy
interactions, these devices have finite temporal resolution, and a host of imperfections
lead to encounters with the classical world that violate unitarity without conforming to the projective-measurement mold. Weakness is primary: The strength of a
textbook projective measurement is made known through weakness.
We make extensive use of the measurement model whereby we couple the system
of interest to an ancillary quantum system prepared in a known state and then
measure the ancilla. This is called an indirect or ancilla-coupled measurement. For
brevity we refer to the system of interest as the system. Although the ancillary
system goes by a variety of names in the literature, we refer to such systems here as
probes to evoke the way they approach the system to interrogate it and depart to
report their findings. When additional clarity is helpful, we use subscripts to identify
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states with various systems, so |ψisys and ρsys designate system states and |φipr and
σpr designate probe states.
Ancilla-coupled measurements can be used to effect any generalized measurement,
including the direct measurements of textbook lore. Suppose one wants to measure
σz on a qubit system. This can be accomplished by preparing a probe qubit in
the state |ei, performing a controlled-NOT (CNOT) gate from the system to the
probe, and finally measuring σz directly on the probe. The CNOT gate is defined
algebraically as
CNOT := |eihe| ⊗ 1 + |gihg| ⊗ σx

(2.1)

= |0ih0| ⊗ 1 + |1ih1| ⊗ σx .
Doing nothing when the probe is in the excited state might feel strange, but this
convention is chosen to harmonize with the quantum-information notation that is
shown in the second form of Eq. (2.1), in which the NOT gate (σx ) is applied to the
probe when the system is in the state |1i = |gi; this is called control on |1i or, in
this context, control on |gi. Figure 2.1 depicts in quantum circuits the equivalence
between a direct measurement of σz and the ancilla-coupled measurement.
For an arbitrary initial system state
|ψisys := α |gisys + β |eisys ,

(2.2)

the joint state of the system and probe after the interaction is
|Ψi := CNOT |ψisys ⊗ |eipr

(2.3)

= α |ggi + β |eei .
(pr)

Local σz measurements on the probe are described by the projectors Πg
(pr)

and Πe

:= 1⊗|gihg|

:= 1⊗|eihe| (the superscript indicates projection only on the probe). These
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|ψi

σz

⇐⇒

|ei

|ψi

σz
•

Figure 2.1: Equivalence between a direct (left) and ancilla-coupled (right) measurement of σz . Note that for the CNOT gate in the ancilla-coupled measurement, the
application of the NOT gate to the probe is controlled on |gi = |1i, as shown algebraically in Eq. (2.1). The single wires carry systems in quantum states, while the
double wires carry classical information. In both the direct and the ancilla-coupled
measurement, the double wire emerging from the measurement apparatus carries the
result of the measurement, either e (0) or g (1). After the measurement, the system
is left in the corresponding state, |ei (|0i) or |gi (|1i); this state is carried by the
system wire emerging from the right of the measurement apparatus in the direct
measurement and by the system wire proceeding to the right in the ancilla-coupled
version.

measurements give the following probabilities and post-measurement system states:
h
i
(pr)
(pr)
Trpr Πg |ΨihΨ| Πg
2
= |gisys hg| ,
(2.4)
Pr(g) = hΨ|Π(pr)
g |Ψi = |α| ,
Pr(g)
i
h
(pr)
(pr)
Trpr Πe |ΨihΨ| Πe
2
Pr(e) = hΨ|Π(pr)
|Ψi
=
|β|
,
= |eisys he| .
(2.5)
e
Pr(e)
These are the same probabilities and post-measurement system states as for a direct
measurement of σz on the system. This equivalence comes about because the CNOT
gate produces perfect correlation in the standard qubit basis.
More general interactions between the system and probe do not produce perfect
correlation. A specific example of an imperfectly correlating interaction,
UCNOT (θ) := exp (−iθ CNOT)

(2.6)

= cos θ 1 ⊗ 1 − i sin θ CNOT ,
was presented by Brun [20]; θ = 0 gives the identity, i.e., no correlation between
system and probe, and θ = π/2 gives (up to the global phase −i) CNOT, i.e.,
9
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perfect correlation between system and probe. For 0 < θ < π/2 the probe becomes
partially correlated with the system. This kind of partial CNOT can be constructed
because the CNOT gate is Hermitian as well as unitary, and therefore generates
unitary transformations. The joint state of the system/probe after the interaction is
|Ψθ i := UCNOT (θ) |ψisys ⊗ |eipr
= cos θ |ψisys ⊗ |eipr − i sin θ |Ψi

(2.7)

= βe−iθ |eei + α cos θ |gei − iα sin θ |ggi .
A projective measurement on the probe after the interaction gives only partial
information about the system and thus only partially projects the system state.
As explained in the Introduction, such measurements have been called weak, fuzzy,
or gentle. These measurements should not be equated with weak values [1, 40], a
derivative concept utilizing weak measurements but with no additional relation to
the continuous-measurement schemes we consider. The outcome probabilities and
post-measurement system states are
2
2
Pr(g) = hΨθ |Π(pr)
g |Ψθ i = |α| sin θ ,
h
i
(pr)
(pr)
Trpr Πg |Ψθ ihΨθ | Πg
,
|gisys hg| =
Pr(g)
2
2
2
Pr(e) = hΨθ |Π(pr)
e |Ψθ i = |β| + |α| cos θ ,
h
i
(pr)
(pr)
Trpr Πe |Ψθ ihΨθ | Πe
|χisys hχ| =
,
Pr(e)

(2.8)
(2.9)
(2.10)
(2.11)

where
|χisys =

α cos θ |gisys + βe−iθ |eisys
q
.
2
2
2
|α| cos θ + |β|

(2.12)

For θ  1, we expand these results to second order in θ to see more clearly
what is going on in the case of a weak measurement. The outcome e is very likely,
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occurring with probability Pr(e) ' 1 − |α|2 θ2 , and when this outcome is observed,
the post-measurement state of the system is almost unchanged from the initial state


|χisys ' α 1 − 21 |β|2 θ2 |gisys + β 1 − iθ − 21 |β|2 θ2 |eisys .

(2.13)

In contrast, the outcome g is very unlikely, occurring with probability Pr(g) ' |α|2 θ2 ,
and when this outcome is observed, the system is projected into the state |gisys ,
which can be very different from the initial state. This kind of weak measurement
can be thought of as usually providing very little information about the system, but
occasionally determining that the system is in the ground state.
In the most general ancilla-coupled-measurement scheme, the system is initially
in a (possibly mixed) state ρ and the probe begins in the (possibly mixed) state
σ. System and probe interact via an interaction unitary U and then the probe is
measured in the eigenbasis of an observable O. We illustrate and elaborate on this
scheme in Fig. 2.2.

2.2

Measurement statistics and state update

Suppose that, as is depicted in Fig. 2.2 (c), we cause the system, initially in pure
state ρ = |ψihψ|, to interact with a probe, initially in the state σ, where we assume,
for the moment, that the initial probe state is pure, i.e., σ = |φihφ|. The interaction
of the probe with the system is described by the unitary operator U , and after the
interaction, we measure the observable O on each probe, obtaining outcome oj . We
want to calculate probabilities for obtaining different measurement outcomes, as well
as the conditional quantum state of the system after observing a particular outcome.
These probabilities can be derived in a variety of ways, some of which were explored
in [25, 26], producing the following expressions [27]: the probability for the outcome
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σ
ρ

σ

O
U

ρ

V

(a)
σ
ρ

O0

U

V†

(b)
σ

O
U

ρ

(c)

V
U

O0

(d)

Figure 2.2: General ancilla-coupled measurement. System in initial state ρ and probe
in initial state σ are subjected to an interaction unitary U . (a) Probe is measured
in the eigenbasis of an observable O; (b) equivalently, by including a basis-changing
unitary V in the circuit, the measurement of O is replaced by a measurement in
the eigenbasis of a standard observable O0 related to the original observable by O =
V † O0 V ; (c) same as (a), except that the post-measurement state of the probe is
discarded, there being no further use for the probe; (d) same as (b), except that the
post-measurement state of the probe is discarded.

is
Pr(oj |ψ) = hψ̃|oj |ψ̃|oj i ,

(2.14)

where
|ψ̃|oj i = hoj | U |ψi ⊗ |φi

(2.15)

is the unnormalized system state at the end of the entire process and
.q
ψ|oj = |ψ̃|oj i
hψ̃|oj |ψ̃|oj i

(2.16)

is the corresponding normalized state after the process. The most efficient way
to write the results is to use the system-only formalisms of positive-operator-valued
measures (POVMs) and quantum operations, which were historically introduced as
effects and operations.
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The ingredient common to both POVMs and quantum operations that gives us
this system-only description is the Kraus operator, which we define in the standard
way using partial inner products:
Kj := hoj |U |φi .

(2.17)

As usual, these Kraus operators give rise to POVM elements,
Ej := Kj† Kj ,

(2.18)

and the POVM elements resolve the identity,
X

Ej = 1 .

(2.19)

j

The POVM elements specify the quantum statistics of a generalized measurement
on the system. The conditional (unnormalized) state of the quantum system after
observing a single outcome oj is
ρ̃|oj = hoj |U (ρ ⊗ |φihφ|)U † |oj i = hoj |U |φi ρ hφ|U † |oj i

(2.20)

and is thus described by a quantum operation constructed from the single Kraus
operator Kj ,
ρ̃|oj = Kj ρKj† .

(2.21)

The Kraus operator provides a succinct expression for the unnormalized system
state (2.15) after observing a particular outcome:
|ψ̃|oj i = Kj |ψi .

(2.22)

Writing this in terms of the system’s initial density operator—allowing us to accommodate mixed initial system states—we get the unnormalized final system state
ρ̃|oj = Kj ρKj† ,

(2.23)
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the probability of the outcome sequence
Pr(oj |ρ) = tr ρ̃|oj = tr Kj ρKj† ,

(2.24)

and the normalized final state of the system,
Kj ρKj†

ρN =

tr Kj ρKj†

.

(2.25)

A final point that we need later on is how to find the Kraus operators when the
probes begin in a mixed state. For a mixed probe initial state,
σ=

X
k

λk |kihk| ,

(2.26)

the unnormalized post-measurement system state (2.20) becomes
ρ̃|oj = oj U ρ ⊗ σU † oj
Xp
p
=
λk hoj |U |ki ρ k U † oj
λk
k

=

X

(2.27)

†
Kjk ρKjk
,

k

where the Kraus operators, defined by
Kjk :=

p
λk hoj |U |ki ,

(2.28)

act together to make up a quantum operation.
Armed with this language of Kraus operators, we put forward alternative descriptions of projective and weak measurements. A projective measurement is one
whose Kraus operators are one-dimensional projectors. A weak measurement is a
measurement that gives very little information about the system most of the time.
Measurement outcomes that give very little information about the system are those
that are “close” to some multiple of the identity operator. What precisely is meant
by “close” will depend on context, but since a POVM element distinguishes most
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strongly between its eigenstates with highest and lowest eigenvalue, a natural measure of closeness that presents itself is the disparity between these extreme eigenvalues. A weak measurement may have some POVM elements that are reasonably
informative—e.g., with sufficiently disparate extreme eigenvalues—but they must
rarely occur. Again, the rarity with which informative measurements occur might
be quantified differently depending on the situation at hand, but a reasonable strategy might be to lump all “informative” POVM elements together into a composite
POVM element and evaluate its largest eigenvalue, since this will provide an upper
bound on the probability with which one of the informative outcomes is observed
regardless of the state of the quantum system. While there are inherently judgment
calls that must be made when considering weakness in all its generality, the examples
considered in this dissertation all straightforwardly adhere to the criterion of giving
very little information most of the time.

2.3

Continuous outcome spaces

We sometimes have need to treat continuous outcome spaces, which complicates the
interpretations we have provided in Sec. 2.2. In these scenarios it is useful to have
the following presentation of the POVM formalism in mind.
A POVM assigns a positive operator EF to every measurable subset F of the set
Ω of measurement outcomes χ ∈ Ω. For countable sets of outcomes, this means the
measurement is described by the countable set of positive operators,
{Eχ }χ∈Ω .

(2.29)

The positive operators EF are then given by the sums
EF =

X

Eχ .

(2.30)

χ∈F
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For continuous sets of outcomes the positive operator associated with a particular
measurable subset F is given by the integral
Z
dEχ .
EF =

(2.31)

F

Here, dE is a measure on the outcome space that assigns a positive operator to every
measurable subset of outcomes—i.e., it is a positive-operator-valued measure. These
positive operators capture all the statistical properties of a given measurement, in
that the probability of obtaining a measurement result χ within a measurable subset

F ⊆ Ω for a particular state ρ is given by the formula

Pr(χ ∈ F |ρ) = tr ρEF .

(2.32)

That each measurement yields some result is equivalent to the completeness condition,
EΩ = 1 .

2.4

(2.33)

Iterated weak measurements

Because a weak measurement extracts partial information and thus only partially
projects the system onto an observed eigenstate, we can learn more about the system by performing repeated weak measurements (contrast this with a projective
measurement, where one gains no new information by immediately repeating the
measurement). One method of extracting all the available information about the system is to repeat a weak measurement many times. Such iterated weak measurements
are essential for implementing arbitrary POVMs [106]—such as the spin-coherentstate measurement [119] considered in Sec. 4.4—and are explored in more detail in
Chapter 3.
We introduce a circuit convention in Fig. 2.3 that makes it easy to depict iterated
measurements. The naı̈ve depiction, Fig. 2.3 (a), is clumsy and distracts from the
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repetitive character of the probe interactions. For the remainder of this dissertation,
we employ a cleaner convention by reserving one probe wire (usually the one nearest
to the system) for all interactions with the system. We then use SWAP gates to
bring probes into and out of contact with the system as necessary. Thus the circuit
in Fig. 2.3 (a) transforms to Fig. 2.3 (b). Generally, the SWAP trick leads to circuit
diagrams like Fig. 2.3 (c). The SWAPs in all cases are purely formal and used only
for convenience.
The SWAP trick works because our system is distinct from the probes in an
important way. We are assuming that the system is persistent and not directly
accessible—i.e., we cannot directly measure or swap the state of the system—while
the probes are transient, interacting with the system once and then flying away to
be measured. In Fig. 2.3 we have included subscripts to individuate the probes,
although we often omit these designations since the circuit wire already contains this
information—e.g., in a circuit diagram, we can drop the probe designation n from
σn since the diagram tells us which probe this density operator describes.
Under the repetitive measurements depicted in Fig. 2.3 (c), the system undergoes
a conditional dynamics, where the conditioning is on the results of the measurements
on the probes. Discarding the results of the measurements on the probe is equivalent
to not doing any measurements on the probe, and then the system dynamics are the
unconditional open-system dynamics that come from tracing out the probes after
they interact with the system.
The circuit diagram in Fig. 2.3 (c) can be thought of as depicting probes that
successively and separately scatter off the system and then are measured to extract
the information picked up from the system in the scattering event. Indeed, the diagrams highlight the essential assumptions behind the Markovian system evolution
that comes with this sort of scattering. Each probe, in its own state, uncorrelated
with the other probes, scatters off the system and then flies away, never to encounter
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Figure 2.3: Circuit representations of repeated measurements. (a) This straightforward representation quickly becomes unwieldy as more probes are added to the
diagram. (b) The straightforward depiction is cleaned up by using a SWAP gate
to move the probe destined to interact next with the system onto the wire closest to the system for the interaction and then, after the probe’s interaction, another
SWAP gate to move it onto the wire just above its initial wire, ready to be measured.
(c) Use of the SWAP-gate trick allows one easily to depict the repetitive interaction
of N probes with the system. Readers familiar with circuit diagrams might find
this usage confusing at first, but with a little practice, will come to appreciate both
its convenience and its manifestly iterative depiction of the initial probe states, of
the probes’ interactions with the system, and of the measurements on the probes.
Indeed, (c) depicts clearly the essential elements of Markovian system evolution: the
separate probe states on the left, the separate probe interactions on the bottom two
wires, and the separate probe measurements on the right.

the system again; this happens, for example, when a vacuum or thermal field scatters
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off the system and propagates away to infinity. The result is Markovian unconditional
evolution; to get Markovian conditional evolution, one requires in addition that the
probes be measured independently. Markovian evolution is usually thought of in
the context of continuous time evolution, in which the interaction unitaries U correspond to repetitive Hamiltonian evolution for infinitesimal time intervals and thus
are necessarily weak interactions that give rise to weak, continuous measurements
on the system. Despite the importance of continuous time evolution and continuous
measurements, which are the focus of much of this dissertation, the circuit diagram
in Fig. 2.3 (c) allows one to see clearly what is involved in Markovian evolution even
for finite-time interaction events: the separate probe states on the left, the separate
probe interactions on the bottom two wires, and the separate probe measurements
on the right. The circuit diagrams for infinitesimal-time interactions are the foundation for the Markovian input-output theory of quantum optics, which we consider
in Sec. 5.3.1.
Various modifications to the circuit diagram of Fig. 2.3 give non-Markovian
evolution. One modification is to initialize the probes in a correlated state, as in
Fig. 2.4 (b), either via classical correlations or via the quantum correlations of entanglement. We analyze an example of these kinds of correlation in our consideration
of squeezed wave packets in Chapter 6. An alternative modification is to allow the
system to interact with each probe multiple times, by having a probe return and interact yet again after other probes have interacted with the system, as in Fig. 2.4 (a),
or to have a time window in which multiple probes interact with the system, as in
Fig. 2.4 (c). The first of these is the general situation when a finite environment
interacts with the system; environment “modes” acting as probes never exit cleanly,
so a mode can interact with the system more than once. We note that the methods developed in [25, 26] allow probes to overlap in the same time window and thus
might provide an avenue to describing non-Markovian dynamics. Finally, conditional
evolution can be non-Markovian when one makes joint measurements, instead of in-
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Figure 2.4: Four different scenarios that produce non-Markovian system dynamics by changing the probe-system interactions away from the Markovian pattern in
Fig. 2.3 (c): (a) A finite environment (here consisting of three probes) forces the
probes to return and interact repeatedly with the system. (b) An environment with
entangled probes can lead to correlations between successive interactions. (c) Successive probes simultaneously interact with the system, making it impossible to separate the environment into disjoint modes that individually interact with the system.
(d) Measurements with finite temporal resolution act on overlapping sets of probes,
so the effect of the current measurement on the system depends on previous measurement results and previous system states.

dependent measurements, on the probes after they depart from the system. This is
illustrated in Fig. 2.4 (d) and occurs when modeling finite detector bandwidth as
discussed in [134, Sec. 4.8.4].
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2.5

Dynamics

Performing repeated measurements on a quantum system induces a conditional dynamics on that system. Using the Kraus operators defined in Sec. 2.2 the state of a
system initialized in state ρ0 conditioned on repeated measurements with outcomes
j1 , . . . , jN is
ρN |j1 ,...,jN =
=

KjN · · · Kj1 ρ0 Kj†1 · · · Kj†N

(2.34)

KjN ρN −1|j1 ,...,jN −1 Kj†N

(2.35)

tr(KjN · · · Kj1 ρ0 Kj†1 · · · Kj†N )
tr(KjN ρN −1|j1 ,...,jN −1 Kj†N )

.

We now express this as the difference equation
∆ρN −1|j1 ,...,jN = ρN |j1 ,...,jN − ρN −1|j1 ,...,jN −1
=

KjN ρN −1|j1 ,...,jN −1 Kj†N

tr(KjN ρN −1|j1 ,...,jN −1 Kj†N )

(2.36)
− ρN −1|j1 ,...,jN −1

which is Markovian, since the differential update at step N depends only on the
outcome at N and ρN −1|j1 ,...,jN −1 , the state of the system at step N − 1. If the initial
probe state is mixed, the expression becomes
∆ρN −1|j1 ,...,jN =

Aj (ρN −1|j1 ,...,jN −1 )
− ρ|j1 ,...,jN −1
tr[Aj (ρN −1|j1 ,...,jN −1 )]

(2.37)

where
Aj (ρ) =

X

Kj ρKj†

(2.38)

k

is a trace-non-increasing completely positive map which corresponds to averaging
over initial probe states.
In a continuous-time limit ∆ρ → dρ where the Kraus operators are sufficiently
weak, these difference equations yield stochastic differential equations.
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Something interesting happens even if we forget (or never learn) the measurement
results. This is a common way to model an open quantum system, where the inaccessible environment to which the system is coupled is modeled as an observer whose
observation record is unknown to us. Our most accurate description of a system
initialized in state ρ0 and subjected to N observations by the environment is
X

ρN =

j1 ,...,jN

=

X
jN

AjN ◦ · · · ◦ Aj1 (ρ0 )

(2.39)

AjN (ρN −1 ) .

(2.40)

We now express this as the difference equation
∆ρN = A(ρN −1 ) − ρN −1

(2.41)

where
A=

X
j

Aj .

(2.42)

This is also a Markovian difference equation, and results in a differential equation in
an appropriate continuous-time limit.
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Continuous measurements with
probe fields
We have now presented circuit-model and algebraic representations of the conditional
evolution of a quantum system subjected to a sequence of weak measurements. In
this section we formally describe sequences of weak interactions between a system
and a probe field and discuss how the approximations made in quantum input-output
theory allow us to use the circuit of Fig. 2.3 (c) to describe the quantum trajectories
arising from continuous measurement of the probe field. The probe field—and the
probe qubits we use in lieu of a field—are often referred to as a reservoir or a bath.
We begin by writing the combined Hamiltonian for the system coupled to the
field as
H = Hsys + Hfield + Hinteraction .

(3.1)

For simplicity, we assume that the interaction Hamiltonian is linear in the onedimensional probe field a,

√
Hinteraction = i γ c ⊗ a† − c† ⊗ a ,
23
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where c is a system operator. Writing the interaction Hamiltonian in this form uses
the rotating-wave approximation (RWA) to keep only the energy-conserving terms
in the interaction. Typical interaction terms involve the product of a Hermitian system operator and a Hermitian field operator. Writing these Hermitian operators as
sums of positive- and negative-frequency parts leads to four terms in the interaction
Hamiltonian, only two of which conserve energy when averaged over times much
longer than the system’s characteristic dynamical time. The RWA retains these two
energy-conserving, co-rotating terms and discards the two counter-rotating terms,
leaving the interaction Hamiltonian (3.2). Making the RWA requires averaging over
times much longer than the system’s dynamical time. We say more about the RWA
below.
It is useful to work in the interaction picture, where the free time evolution of the
system and field (generated by H0 := Hsys + Hfield ) is transformed into the operators,
leaving a time-dependent interaction Hamiltonian,

√ 
HI (t) := eiH0 t Hinteraction e−iH0 t = i γ c(t) ⊗ a† (t) − c† (t) ⊗ a(t) .

(3.3)

In the interaction picture, the system operator c acquires a free time dependence;
we assume now that the system has a single transition (characteristic) frequency
Ω, so that c(t) = c e−iΩt . The field operators also acquire a time dependence; each
frequency mode of the field oscillates at its angular frequency ω, i.e., as e−iωt . Indeed,
the positive-frequency part of the field appearing in Eqs. (3.2) and (3.3) is constructed
from the frequency-mode annihilation operators a(ω) and is given by
Z ∞
dω
a(ω)e−iωt .
a(t) =
2π
0

(3.4)

The field in Eq. (3.4) is written in photon-number units, by which we mean it is the
Fourier transform of the frequency-domain annihilation operators, which obey the
canonical commutation relations
[a(ω), a† (ω 0 )] = 2πδ(ω − ω 0 ) .

(3.5)
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Writing the field in these units omits frequency-dependent factors in the Fourier
transform, and this omission is called the quasimonochromatic approximation, which
assumes that the coupling of the field to the system is weak enough, i.e., γ  Ω,
that only field frequencies near the system transition frequency Ω, i.e., those within
a few linewidths γ of Ω, are important. This allows us to choose the averaging time
required by the RWA much longer than the system’s characteristic time 1/Ω, but
much shorter than the inverse linewidth 1/γ; i.e., the averaging time is long enough
to average away the counter-rotating, energy-non-conserving parts of the interaction
Hamiltonian, but short enough that not much happens to the system during the
averaging time.
It is convenient to introduce a new field operator,
Z ∞
d
iΩt
a(Ω + )e−it ,
b(t) = e a(t) =
2π
−Ω

(3.6)

which has its zero of frequencies shifted to the transition frequency Ω. Within the
quasimonochromatic approximation, we can extend the integral over  to −∞; introducing phantom modes at negative ω = Ω +  doesn’t make any difference because
they don’t participate in the narrow-bandwidth coupling to the system. This gives
us
b(t) =

Z

∞

−∞

d
a(Ω + )e−it .
2π

(3.7)

The advantage of extending the integral to −∞ is that the field operators b(t) become
instantaneous temporal annihilation operators, obeying the canonical commutation
relations,
[b(t), b† (t0 )] = δ(t − t0 ) .

(3.8)

These operators are often called “white-noise operators” because of their delta commutator, which permits them to be delta-correlated in time like classical white noise.
The interaction Hamiltonian now assumes the following continuous-time form:

√ 
HI (t) = i γ c ⊗ b† (t) − c† ⊗ b(t) .
(3.9)
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The essence of the quasimonochromatic approximation is the use of the photon-units
field operator (3.7). The notion of creating instantaneous photons at the characteristic frequency Ω clearly requires a bit of cognitive dissonance: it is valid only if
“instantaneous” is understood to mean temporal windows that are broad compared
to 1/Ω, corresponding to a narrow bandwidth of frequencies near Ω.
The discrete interactions in Fig. 2.3 arise from the continuous-time interaction
Hamiltonian (3.9) by dividing the field into probe segments, starting at times tn =
n∆t, n = −∞, . . . , ∞, all of duration tn+1 − tn := ∆t. We assume, first, that

∆t  Ω−1 so that within each segment ∆t, the interaction with the probe field

is averaged over many characteristic times of the system, as required by the RWA,
and, second, that ∆t  γ −1 so that the probe/system interaction over the time ∆t is
weak. Instead of using the frequency modes a(Ω + ) or the instantaneous temporal
modes b(t), we now resolve the field into discrete temporal modes bn,k as
b(t) =

∞
∞
X
X

1
√ bn,k Θ(t − tn )e−i2πkt/∆t ,
∆t
n=−∞ k=−∞

(3.10)

where Θ(u) is the step function that is equal to 1 during the interval 0 < u < ∆t
and is 0 otherwise. The discrete temporal modes are given by
Z tn+1
1
bn,k := √
dt ei2πkt/∆t b(t)
∆t tn
 


√ Z ∞ d
2πk
tn + tn−1
= ∆t
a(Ω + ) exp − i  −
∆t
2
−∞ 2π
sin(∆t − 2πk)/2
×
.
∆t − 2πk

(3.11)

These modes obey discrete canonical commutation relations,
[bn,k , b†m,l ] = δnm δkl ;

(3.12)

this is the discrete-time analogue of continuous-time white noise of Eq. (3.8). We
now recall that the interaction is weak enough, i.e., γ  Ω, that only frequencies
within a few γ of Ω need to be considered; given our assumption that 1/∆t  γ,
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this allows us to neglect all the discrete temporal modes with k 6= 0, reducing the
probe field to
b(t) =

∞
X

1
√ bn Θ(t − tn ) ,
∆t
n=−∞

(3.13)

Z

(3.14)

where
bn := bn,0

1
=√
∆t

tn+1

dt b(t) .

tn

The neglect of all the sideband modes is illustrated schematically in Fig. 3.1. Plugging this expression for the probe field into the Eq. (3.9) puts the interaction Hamiltonian in its final form,
HI (t) =

∞
X

n=−∞

(n)

HI Θ(t − tn ) ,

(3.15)

where
(n)
HI

r



b†n
bn
γ
√
√ †
†
†
:= i
c ⊗ bn − c ⊗ bn = i
γc⊗ √ − γc ⊗ √
∆t
∆t
∆t

(3.16)

is the interaction Hamiltonian during the nth probe segment. It is this Hamiltonian
that is used to generate the discrete unitaries in Fig. 2.3.
Before exploring the interaction unitary, however, it is good to pause to review,
expand, and formalize the assumptions necessary to get to the discrete Hamiltonian (3.16) that applies to each time segment or, more generally, to get to the Markovian quantum circuit of Fig. 2.3. The restriction of the system-probe interaction to
be a sequence of joint unitaries between the system and a single probe segment is
often referred to as the first Markov approximation. This approximation is valid
when the spatial extent ∆x of the system is small with respect to the spatial extent
c∆t of the discretized probes. For many typical scenarios (e.g., atomic systems), the
time interval ∆t can be made quite small, often even smaller than the characteristic
evolution time Ω−1 , before the spatial extent of the probes becomes comparable to
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(a)

(b)

Figure 3.1: (a) On-resonance and first two sideband discrete temporal modes, represented in the interaction picture, where the on-resonance mode has frequency
ω0 = Ω ( = 0) and the first two sideband modes have frequencies ω± = Ω ± 2π/∆t
( = ±2π/∆t). (b) Illustration of the case where the interaction is sufficiently weak
that the first two sideband discrete modes—and, hence, all the other sidebands—
are sufficiently off resonance to ignore; it is thus also true that sensitivity to low
frequencies is small enough that we can introduce the phantom negative-frequency
field modes of Eq. (3.7), with frequencies ω = Ω +  < 0, without altering the
physics. This diagram illustrates the essential assumptions for the RWA and the
quasimonochromatic approximation: γ  1/∆t  Ω.

the spatial extent of the system, which would force us to use a non-Markovian description like Fig. 2.4 (c). The reason we did not encounter this assumption in the
analysis above is that it is already incorporated in our starting point, the interaction Hamiltonian (3.2). A typical interaction Hamiltonian involves a spatial integral
over the extent of the system. In writing the interaction Hamiltonian (3.2), we have
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already assumed that the system is small enough that the spatial integral can be
replaced by a point interaction.
The initial product state of the probes is often referred to as the second Markov
approximation. This approximation is valid when the correlation time τc in the bath
is much shorter than the duration ∆t of the discrete probe segments. This is often an
excellent approximation, as baths with even very low temperatures have very small
correlation times. For example, the thermal correlation time τc = ~/2πkT ' 10 ps/T
given by Eq. (3.3.20) in [51] is approximately 10 ns for a temperature of 1 mK. On the
other hand, the vacuum correlation time τc ' 1/2πΩ at the characteristic frequency
means that if vacuum noise dominates, then the second Markov approximation requires that the probe segments be much longer than the system’s dynamical time,
i.e., ∆t  1/Ω. For a treatment of the nonzero correlation time of the vacuum in
an exactly solvable model, see [126].
The product measurements at the output of the circuit in Fig. 2.3 (c) do not
affect open-system dynamics, for which the bath is not monitored, but they do enter
into a Markovian description of dynamics conditioned on measurement of the bath.
The product measurements are a good approximation when the bandwidth of the
detectors is sufficiently wide to give temporal resolution much finer than the duration
of the probe segments we used to discretize the bath.
The remaining pair of closely related approximations, as we discussed previously,
are the RWA, which has to do with simplifying the form of the interaction Hamiltonian, and the quasimonochromatic approximation, which has to do with simplifying
the description of the field so that each ∆t probe segment has only one relevant
probe mode. The three important parameters in these two approximations are the
characteristic system frequency Ω, the linewidth γ, and the duration of the time
segments, ∆t, and the approximations require that γ  1/∆t  Ω.
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The approximations we make are summarized below:
∆x  c∆t

First Markov,

(3.17a)

Second Markov,

(3.17b)

RWA and quasimonochromatic.

(3.17c)

τc  ∆t
Ω−1  ∆t  γ −1

We note that it is possible to model systems with several different, well-separated
transition frequencies by introducing separate probe fields for each transition frequency, as long as it is possible to choose discrete probe time segments in such a way
that the above approximations are valid for all fields introduced. The several probe
fields can actually be parts of a single probe field, with each part consisting of the
probe frequencies that are close to resonance with a particular transition frequency.
The approximations now well in hand, we return to the Hamiltonian (3.16) for
the nth probe segment. The associated interaction unitary between the system and
the nth probe segment is given by
(n)

UI

(n)

= e−iHI

∆t

√


∆τ c ⊗ b†n − c† ⊗ bn
2

1
+ ∆τ c ⊗ b†n − c† ⊗ bn + O (∆τ )3/2 ,
2

=1⊗1+

(3.18)

where we define a dimensionless time interval,
∆τ := γ∆t  1 ,

(3.19)

suitable for series expansions. We only need to expand the unitary to second order
because we are only interested in terms up to order ∆τ for writing first-order differential equations. A comprehensive and related presentation of the issues discussed
above can be found in the recent paper of Fischer et al. [44].
Notice that we can account for an external Hamiltonian Hext applied to the
system, provided it changes slowly on the characteristic dynamical time scale 1/Ω
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of the system and leads to slow evolution of the system on the characteristic time
scale (if such a Hamiltonian is not slow, it should be included in the free system
Hamiltonian Hsys ). In the interaction picture, the external Hamiltonian acquires
a time dependence and becomes part of the interaction Hamiltonian; since it is
essentially constant in each time segment, its effect in each time segment can be
captured by expanding its effect to linear order in ∆t. It is easy to see that the
interaction unitary (3.18) is then supplemented by an additional term −i∆t Hext ;
when we convert to the final differential equation, this term introduces the standard
commutator −i dt [Hext , ρ] for an external Hamiltonian.

3.1

Quantum noise and input-output formalism

For a probe field divided up into discrete temporal modes, we introduce the discrete
quantum noise increment,
Z
√
√
∆Bn := ∆τ bn = γ

tn+1

ds b(s) .

(3.20)

tn

These noise increments prove to be a convenient means of expressing the interaction
unitary Eq. (3.18),
(n)

UI

= 1 ⊗ 1 + c ⊗ ∆Bn† − c† ⊗ ∆Bn +

1
2

c ⊗ ∆Bn† − c† ⊗ ∆Bn

2


+ O (∆τ )3/2 .

(3.21)

Much of the quantum-optics literature works directly with the quantum Wiener
process or infinitesimal quantum noise increment, dBt , which is defined as an appropriate limit of ∆Bn ,
Z t+dt
√
√
dBt :=
b(s) ds = lim ∆t bn = lim ∆Bn / γ ,
t

∆t→dt

∆t→dt

(3.22)

where the limiting form assumes t = tn . Equation (3.22) is analogous to the relationR t+dt
ship between classical white noise ξ(s) and the Wiener process dWt := t
ξ(s) ds.
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dBt
dBt†
dΛt
dt

dBt
0
0
0
0

dBt†
dt
0
dBt†
0

dΛt
dBt
0
dΛt
0

dt
0
0
0
0

Table 3.1: Vacuum Itō table for pairwise products of noise increments. The rows are
labeled by the left factor in the product and the columns by the right factor in the
product.

We use these operators to write the continuum limit of Eq. (3.21),

Ut = 1 ⊗ 1 +

√

γ c ⊗ dBt† −

√



γ c† ⊗ dBt − 12 γdtc† c + O (γdt)3/2 .

(3.23)

The Wiener process is one of two fundamental classical stochastic processes, the
other being the Poisson process dNt . Just as dWt has a quantum analogue in dBt ,
dNt has its own quantum analogue

dΛt :=

Z

t+dt

b† (s) b(s) ds .

(3.24)

t

Products of the noise increments are often considered under vacuum expectation
value, yielding the equal-time multiplication table—referred to as an Itō table—
worked out in Table 3.1. Note that products of noise increments acting at different
times vanish.
The quantum noise increments are foundational to the input-output formalism
of quantum optics. From the interaction unitary (3.18), we can calculate how the
probe-field operators for each time segment change in the Heisenberg picture. To
make the distinction clear, we now label all the Heisenberg probe operators before
the interaction as ∆Bnin . Obtain the output operators by unitarily evolving the input
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operators:
√
(n)†
(n)
∆Bnout = ∆τ bout
∆Bnin UI
n = UI
 √

1
2
= 1 − ∆τ [c, c† ] ⊗ ∆τ bin
n + c ∆τ + O(∆τ )
2

(3.25)

= ∆Bnin + c ∆τ + O(∆τ 3/2 ) .

This shows that the output field is the scattered input field plus radiation from the
system. Use this result to calculate the number of quanta in the output probe field:
∆N

out

∆Bnout† ∆Bnout
out
= bout†
=
n bn
∆τ





† in
in†
†
in
= 1 − ∆τ [c, c† ] ⊗ bin
b
+
c
⊗
∆B
+
c
⊗
∆B
n n
n
n

(3.26)

+ c† c ∆τ + O(∆τ 3/2 ) .

In the literature these are known as input-output relations. Analyses using inputoutput relations were first used in quantum optics to analyze the noise added as
a bosonic mode is amplified [66, 24] and, most importantly, in the pioneering description of linear damping by Yurke and Denker [136]. The input-output relations
display clearly how the probe field is changed by scattering off the system. Although
we work in the interaction picture in this dissertation, one can see the input-output
relations at work indirectly in our results. Specifically, the conditional expectation
of the measurement result at the current time step [see, e.g., Eqs. (5.15) and (5.29)
and similar equations in Sec. 5.3] is the trace of the relevant output operator with
the initial field state and a conditional system state.
Experienced practitioners of input-output theory might express concern about
the term proportional to [c, c† ] in Eq. (3.26), but not to worry. When one takes the
expectation of this equation in vacuum or a coherent state, the commutator term
becomes too high an order in ∆τ and thus can be ignored. For thermal and squeezed
baths, Eq. (3.26) is irrelevant since we can’t sensibly perform photon counting on
such fields due to the field’s infinite photon flux (which can be identified in our model
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as the finite photon-detection probability in each infinitesimal time interval). This
is discussed in more detail in Secs. 5.3.4 and 5.3.5.
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Weak measurements for
characterization

Measurement weakness is often a regrettable fact of life, preventing an experimentalist from extracting all the information she desires from her quantum system. Occasionally, however, a proposal intentionally incorporates weak measurement effects.
Sometimes this is for the purpose of realizing a generalized measurement [106]—such
as a spin-coherent-state-measurement [119]. Another common motivation to include
weak measurements is a proclivity for weak values [1], a derivative concept that is
frequently conflated with weak measurements at large. The wisdom of utilizing weak
values for the purpose of metrology via the technique of weak-value amplification has
been discussed at length elsewhere [72, 123, 83, 124, 43, 78, 82, 31, 137, 39, 87, 84].
In this chapter we focus on the use of weak measurements for quantum state
tomography. In addition to the rationale cataloged above for including weak measurements, several proposals for performing tomography with weak measurements
extol the virtues of the weak disturbance introduced by weak measurements. These
arguments for the utility of weak measurements are shrouded in darkness, so to
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bring them into the light and consider them in truth we outline evaluation criteria in
Sec. 4.1. Secs. 4.2 and 4.3 contain the evaluation (first presented in [64]) of two attempts at exploiting the weak disturbance affected by weak measurements. Sec. 4.4
presents an unpublished reformulation of the results presented in [119] which emphasizes the utility of the quantum-noise formalism introduced in Sec. 3.1 and upon
which we heavily rely in Chapters 5 and 6.

4.1

Evaluation criteria

Here we present our criteria for evaluating claims about the importance of weak
measurements for quantum state tomography, couched in the language of POVMs.
POVMs are ideal representations of tomographic measurements because they contain
all the information relevant for tomography—i.e., measurement statistics—while removing many irrelevant implementation details. If two wildly different measurement
protocols reduce to the same POVM, their tomographic performances are identical.

4.1.1

Novelty

The authors of both schemes we evaluate make claims about the novelty of their approach. These claims seem difficult to substantiate, since no tomographic protocol
within the framework of quantum theory falls outside the well-studied set of tomographic protocols employing generalized measurements. To avoid trivially dismissing
claims in this way, however, we define a relatively conservative subset of measurements that might be considered “basic” and ask if the proposed schemes fall outside
of this category.
The subset of measurements we choose is composed of randomly chosen onedimensional orthogonal projective measurements [hereafter referred to as random

36

Chapter 4. Weak measurements for characterization

0

| i

P (λ)
|ψi

λ

•
U (λ)

y

x

oj

O

1

| i

(a)

(b)

Figure 4.1: (a) Implementation of a random ODOP by performing a randomly selected [probability P (λ)], basis-changing unitary U (λ) before making a projective
measurement of a standard observable O, with outcomes oj . (b) POVM elements,
represented as Bloch vectors, for the tetrahedron measurement, an example of a
POVM that cannot be implemented as a random ODOP, because the POVM elements cannot be sorted into sets of equally weighted orthogonal projectors.

ODOPs; see Fig. 4.1 (a)]. These are the measurements that can be performed
using only traditional von Neumann measurements, given that the experimenter is
allowed to choose randomly the observable he wants to measure. This is quite a
restriction on the full set of measurements allowed by quantum mechanics. Many
interesting measurements, such as symmetric informationally complete POVMs, like
the tetrahedron measurement shown in Fig. 4.1 (b), cannot be realized in such a way.
With ODOPs assumed as basic, however, if the POVM generated by a particular
weak-measurement scheme is a random ODOP, we conclude that weak measurements
should not be thought of as an essential ingredient for the scheme.
Identifying other subsets of POVMs as “basic” yields other interesting lines of
inquiry. For example, when doing tomography on ensembles of atoms, it is useful
to compare weak collective measurements to nonadaptive separable projective measurements [121, 33]. In fact, the optimal joint measurement for a collection of qubits
each prepared in an identical pure state is the spin-coherent-state measurement [94],
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and in Sec. 4.4 we turn our attention to a weak-collective-measurement realization
of this POVM.

4.1.2

Efficacy

Users of tomographic schemes are arguably less interested in the novelty of a particular approach than they are in its performance. A variety of performance metrics are
available to evaluate state estimates, some of which have operational interpretations
relevant for particular applications. Given that we have no particular application in
mind, we adopt a reasonable figure of merit, Haar-invariant average fidelity.

This is the fidelity, f ρ, ρ̂(χ) , of the estimated state ρ̂(χ) with the true state ρ,

averaged over possible measurement records χ and further averaged over the unitarily
invariant (maximally uninformed) prior distribution over pure true states, dψHaar .
Two definitions of the fidelity are common. We use the quadratic definition
2
 q
√ √
ρσ ρ .
f (ρ, σ) := tr

(4.1)

The other popular choice is the square root of this quantity. The quadratic definition
is natural in the sense that, when one of the states is a pure state, the fidelity is
hψ| ρ |ψi, which is the probability of measuring the system to be in state |ψi after
having been prepared in state ρ. As shown in Appendix A, for pure states the
quadratic infidelity 1 − f (|ψihψ| , |φihφ|) is simply a multiple of the square of the
trace distance dtrace , another popular measure of the difference between two states.
For the case of discrete measurement outcomes, the Haar-invariant average fidelity
is


F [ρ̂] {Eχ }χ∈Ω :=
=

Z

Z

dψHaar

X
χ∈Ω

dψHaar

X
χ∈Ω



Pr χ |ψihψ| f |ψihψ| , ρ̂(χ)



tr Eχ |ψihψ| f |ψihψ| , ρ̂(χ) .
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For continuous cases, replace the sum with an integral:

F [ρ̂](dE) =

Z

dψHaar

Z

Ω



tr dEχ |ψihψ| f |ψihψ| , ρ̂(χ) .

(4.4)

An obvious problem with this figure of merit is its dependence on the estimator
ρ̂. We want to compare measurement schemes directly, not measurement–estimator
pairs. To remove this dependence we should calculate the average fidelity with the
optimal estimator for each measurement, expressed as

F (dE) := max F [ρ̂](dE) .

(4.5)

ρ̂

We describe the optimal estimator for qubit pure states in Appendix A.1.
To avoid straw-man arguments, it is also important to compare the performance
of a particular tomographic protocol to the optimal protocol, or at least the best
known protocol. The proposals in Secs. 4.2 and 4.3 are nonadaptive measurements
on each copy of the system individually. Practical considerations often restrict one
to this class of measurements, so we compare to the optimal protocol subject to this
constraint.
This brings up an interesting point that can be made before looking at any of
the details of these weak-measurement proposals. For our chosen figure of merit, the
optimal individual nonadaptive measurement is a random ODOP (specifically the
Haar-invariant measurement, which samples a measurement basis from a uniform
distribution of bases according to the Haar measure). Therefore, separable nonadaptive weak-measurement schemes cannot hope to do better than random ODOPs,
and even if they are able to attain optimal performance, weak measurements are
clearly not an essential ingredient for attaining that performance.
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4.1.3

Foundational significance

Many proposals for weak-measurement tomography are motivated not by efficacy,
but rather by a desire to address some foundational aspect of quantum mechanics.
This desire offers an explanation for the attention these proposals receive in spite of
the disappointing performance we find when they are compared to random ODOPs.
Two claims of foundational significance are prominent. The first is that a measurement provides an operational interpretation of wavefunction amplitudes more
satisfying than traditional interpretations. This is the motivation behind the direct
state tomography of Sec. 4.2, where the measurement allegedly yields expectation
values directly proportional to wavefunction amplitudes rather than their squares.
The second claim is that weak measurement finds a clever way to get around the
uncertainty–disturbance relations in quantum mechanics. The intuition behind using
weak measurements in this pursuit is that, since weak measurements minimally disturb the system being probed, they might leave the system available for further use;
the information obtained from a subsequent measurement, together with the information acquired from the preceding weak measurements, might be more information
in total than can be obtained with traditional approaches. Of course, generalized
measurement theory sets limits on the amount of information that can be extracted
from a system, suggesting that such a foundational claim is unfounded. We more
fully evaluate this claim in Sec. 4.3.

4.2

Direct state tomography

In [90] and [89] Lundeen et al. propose a measurement technique designed to provide an operational interpretation of wavefunction amplitudes. They make various
claims about the measurement, including its ability to make “the real and imaginary
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components of the wavefunction appear directly” on their measurement device, the
absence of a requirement for global reconstruction since “states can be determined
locally, point by point,” and the potential to “characterize quantum states in situ
. . . without disturbing the process in which they feature.” The protocol is thus often
characterized as direct state tomography (DST).
To evaluate these claims, we apply the principles discussed in Sec. 4.1. Lundeen
et al. have outlined procedures for both pure and mixed states. We focus on the purestate problem for simplicity, although much of what we identify is directly applicable
to mixed-state DST. To construct the POVM, we need to describe the measurement
in detail. The original proposal for DST of Lundeen et al. calls for a continuous meter
for performing the weak measurements. As shown by Maccone and Rusconi [93],
the continuous meter can be replaced by a qubit meter prepared in the positive σx
eigenstate |+i, a replacement we adopt to simplify the analysis. Since wavefunction
amplitudes are basis-dependent quantities, it is necessary to specify the basis in
which we want to reconstruct the wavefunction. We call this the reconstruction
basis and denote it by {|ni}0≤n<d , where d is the dimension of the system we are
reconstructing.
The meter is coupled to the system via one of a collection of interaction unitaries
{Uϕ,n }0≤n<d , where
Uϕ,n := e−iϕ|nihn|⊗σz .

(4.6)

The strength of the interaction is parametrized by ϕ. A weak interaction, i.e., one
for which |ϕ|  1, followed by measuring either σy or σz on the meter, effects a
weak measurement of the system. In addition, after the interaction, there is a strong
(projective) measurement directly on the system in the conjugate basis {|cj i}0≤j<d ,
which is defined by
√
hn|cj i = ω nj / d ,

ω := e2πi/d .

(4.7)
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The protocol for DST of Lundeen et al., motivated by thinking in terms of weak
values, discards all the data except for the case when the outcome of the projective
measurement is c0 . This protocol is depicted as a quantum circuit in Fig. 4.2.

|+i

σy , σz

±

{cj }

c0

Uϕ,n

|ψi

Figure 4.2: Quantum circuit depicting direct state tomography. The meter is coupled
to the system via one of a family of unitaries, {Uϕ,n }0≤n<d , each of which corresponds
to a reconstruction-basis element. The meter is then measured in either the y or z
basis to obtain information about either the real or imaginary part of the wavefunction amplitude of the selected reconstruction-basis element. This procedure is
postselected on obtaining the c0 outcome from the measurement of the system in the
conjugate basis. While the postselection is often described as producing an effect on
the meter, the circuit makes clear that the measurements can be performed in either
order, so it is equally valid to say the measurement of the meter produces an effect
on the system.

For each n, the expectation values of σy and σz , conditioned on obtaining the
outcome c0 from the projective measurement, are given by
2 sin ϕ
 Re(ψn Υ∗ )
d Pr c0 |Un,ϕ , ψ
sin 2ϕ − 2 sin ϕ
 |ψn |2 ,
+
d Pr c0 |Un,ϕ , ψ
2 sin ϕ
 Im(ψn Υ∗ ) ,
=
d Pr c0 |Un,ϕ , ψ

hσy i|n,c0 =

hσz i|n,c0
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where ψn := hn|ψi. The probability for obtaining outcome c0 is

and


Pr c0 |Un,ϕ , ψ


1 2
|Υ| + 2(cos ϕ − 1) Re(ψn Υ∗ ) − |ψn |2 ,
=
d
Υ :=

X

ψn .

(4.10)

(4.11)

n

We can always choose the unobservable global phase of |ψi to make Υ real and
positive. With this choice, which we adhere to going forward, hσy i|n,c0 provides
information about the real part of ψn , and hσz i|n,c0 provides information about the
imaginary part of ψn .
Specializing these results to weak measurements gives

Υ
ψn =
hσy i|c0 ,n + i hσz i|c0 ,n + O(ϕ2 ) .
2ϕ

(4.12)

This is a remarkably simple formula for estimating the state |ψi! We should, however, temper our enthusiasm in light of an important detail. Contrary to the claim
in [89], this formula does not allow one to reconstruct the wavefunction point-bypoint (amplitude-by-amplitude in this case of a finite-dimensional system), because
one has no idea of the value of the “normalization constant” Υ until all the wavefunction amplitudes have been measured. This means that while ratios of wavefunction amplitudes can be reconstructed point-by-point, reconstructing the amplitudes
themselves requires a global reconstruction. Admittedly, this reconstruction is simpler than commonly used linear-inversion techniques, but it comes at the price of an
inherent bias in the estimator, arising from the weak-measurement approximation,
as was discussed in [93].
The scheme as it currently stands relies heavily on postselection, a procedure that
often discards relevant data. To determine what information is being discarded and
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whether it is useful, we consider the measurement statistics of σy and σz conditioned
on an arbitrary outcome cm of the strong measurement. To do that, we first introduce
a unitary operator Z, diagonal in the reconstruction basis, which cyclically permutes
conjugate-basis elements and puts phases on reconstruction-basis elements:
Z |cj i = |cj+1 i ,

Z |ni = ω n |ni .

(4.13)

As is illustrated in Fig. 4.3, postselecting on outcome cm with input state |ψi is
P
equivalent to postselecting on c0 with input state Z −m |ψi = n ω −mn ψn |ni.
|+i

σy , σz
Uϕ,n

|ψi

Z −m

{cj }

|+i

±

Z

c0

−m

±

{cj }

c0

Uϕ,n

|ψi

(a)

σy , σz

(b)

Figure 4.3: (a) Postselection on outcome cm , achieved by postselecting on c0 after
cyclic permutation of the conjugate basis by application of the unitary Z −m . (b) Since
Z commutes with Uϕ,n , (a) is identical to postselecting on c0 with input state Z −m |ψi.
Armed with this realization, we write reconstruction formulæ for all postselection
outcomes,
ψn = ω mn


Υ
hσy i|cm ,n + i hσz i|cm ,n + O(ϕ2 ) .
2ϕ

(4.14)

This makes it obvious that all the measurement outcomes in the conjugate basis
give “direct” readings of the wavefunction in the weak-measurement limit. Postselection in this case is not only harmful to the performance of the estimator, it is
not even necessary for the interpretational claims of DST. Henceforth, we drop the
postselection and include all the data produced by the strong measurement.
The uselessness of postselection is not a byproduct of the use of a qubit meter. In the continuous-meter case, the conditional expectation values in the weak-
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measurement limit are given as weak values
h|xihx|i|p =

hp|xi hx|ψi
.
hp|ψi

(4.15)

Weak-value-motivated DST postselects on meter outcome p = 0 to hold the amplitude hp|xi constant and thus make the expectation value proportional to the wavefunction hx|ψi. Since hp|xi is only a phase, however, it is again obvious that postselecting on any value of p gives a “direct” reconstruction of a rephased wavefunction.
Shi et al. [118] have developed a variation on Lundeen’s protocol that requires measuring weak values of only one meter observable. This is made possible by keeping
data that is discarded in the original postselection process.
We now consider whether the weak measurements in DST contribute anything
new to tomography. It is already clear from Eqs. (4.8) and (4.9) that for this protocol
to provide data that is proportional to amplitudes in the reconstruction basis, the
weakness of the interaction is only important for the measurement of σy . We are
after something deeper than this, however, and to get at it, we change perspective
on the protocol of Fig. 4.2, asking not how postselection on the result of the strong
measurement affects the measurement of σy or σz , but rather how those measurements change the description of the strong measurement. As is discussed in Fig. 4.2,
this puts the protocol on a footing that resembles that of the random ODOPs in
Fig. 4.1 (a).
The measurement of σz , which provides the imaginary-part information, is trivial to analyze, because the analysis can be reduced to drawing more circuits. In
Fig. 4.4 (a), the interaction unitary is written in terms of system unitaries Un,± :=
e∓iϕ⊗|nihn| that are controlled in the z-basis of the qubit. The σz measurement on
the meter commutes with the interaction unitary, so using the principle of deferred
measurement, we move this measurement through the controls, which become classical controls that use the results of the measurement. The resulting circuit, depicted
in Fig. 4.4 (b), shows that the imaginary part of each wavefunction amplitude can
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be measured by adding a phase to that amplitude, with the sign of the phase shift
determined by a coin flip. This is a particular example of the random ODOP described by Fig. 4.1 (a). We conclude that weak measurements are not an essential
ingredient for determining the imaginary parts of the wavefunction amplitudes.

|+i

•

|ψi

Un−

Un+

σz

±

|+i

{cj }

cm

|ψi

(a)

σz

±

•
Un−

Un+

{cj }

cm

(b)

Figure 4.4: (a) The imaginary-part measurement in a circuit where the interaction
unitary is written in terms of system unitaries Un,± := e∓iϕ|nihn| controlled in the
z-basis. This circuit is equivalent to that of Fig. 4.2 when σz is measured on the
meter; the result of the measurement reveals the sign of interaction, i.e., which of the
unitaries Un,± was applied to the system. (b) The coherent controls are transformed
into classical controls by moving the measurement before the controls. The result is
a particular instance of the random ODOP depicted in Fig. 4.1 (a).

Measuring the real parts is more interesting, since the σy measurement does not
commute with the interaction unitary. We proceed by finding the Kraus operators
that describe the post-measurement state of the system. The strong, projective
measurement in the conjugate basis has Kraus operators Km = |cm ihcm |, whereas
the unitary interaction Uϕ,n , followed by the measurement of σy with outcome ±,
has (Hermitian) Kraus operator
(y,n)

K±

:= h±y| Uϕ,n |+i

√

1 
√
1+
2s± − 1 |nihn| ,
=
2

(4.16)

s± := ± sin(ϕ ± π/4) ,

 √
where the eigenstates of σy are |±yi := e∓iπ/4 |0i + e±iπ/4 |1i / 2. The composite
(y,n)

(y,n)

Kraus operators, K±,m = Km K±

(y,n)
(y,n)† (y,n)
, yield POVM elements E±,m := K±,m K±,m =
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(y,n)

K±

(y,n)

|cm ihcm | K±

. For each n, these POVM elements make up a rank-one POVM

with 2d outcomes.
We write the POVM elements in the clarified form
ED
(y,n)
(y) (y,n)
(y,n)
E±,m = α± b±,m b±,m ,
(4.17)
q
q

.
E
.
√

(y)
(y)
(y,n)
(y,n)
α± = |cm i +
2s± − 1 ω mn |ni
2α± , (4.18)
b±,m := K± |cm i


1 2 2
1
(y)
1 − + s± .
α± :=
(4.19)
2
d d
The POVM for each n does not fit into our framework of random ODOPs, but can be
thought of as within a wider framework of random POVMs. Indeed, the Neumark
extension [102, 110] teaches us how to turn any rank-one POVM into an ODOP
in a higher-dimensional Hilbert space, where the dimension matches the number of
outcomes of the rank-one POVM.
Vallone and Dequal [127] have proposed an augmentation of the original DST
to obtain a “direct” wavefunction measurement without the need for the weakmeasurement approximation. The essence of their protocol is to perform an additional σx measurement on the meter. The statistics of this measurement allow
the second-order term in ϕ to be eliminated from the real-part calculation, giving
a reconstruction formula that is exact for all values of ϕ. Of course, the claim
that the original DST protocol “directly” measures the wavefunction is misleading,
and directness claims for Vallone and Dequal’s modifications are necessarily more
misleading. Even ratios of real parts of wavefunction amplitudes no longer can be
obtained by ratios of simple expectation values, since these calculations rely on both
σx and σy expectation values for different measurement settings.
We analyze this additional meter measurement in the same way we analyzed the
σy measurement. The Kraus operators corresponding to the meter measurements
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are
(x,n)

K+

(x,n)

K−


:= h+| Uϕ,n |+i = 1 + cos ϕ − 1 |nihn| ,

(4.20)

:= h−| Uϕ,n |+i = sin ϕ |nihn| .
(x,n)

(x,n)

The composite Kraus operators, K±,m = Km K±

(4.21)
(x,n)

, yield POVM elements E±,m

that can be written as
(x,n)
E±,m

=

(x)
α±

(x,n)
b±,m

ED

(x,n)

b±,m ,
E
.q
(x)
(x,n)
(x,n)
α+
b+,m := K+ |cm i

.q
 mn
(x)
= |cm i + cos ϕ − 1 ω |ni
α+ ,
E
.q
(x,n)
(x,n)
(x)
b−,m := K− |cm i
α− = |ni ,
(x)
α+ := 1 −

sin2 ϕ
,
d

(x)
α− :=

sin2 ϕ
.
d

(4.22)
(4.23)

(4.24)
(4.25)

It is useful to ponder the form of the POVM elements for the σy and σx measurements of the DST protocols. For the original DST protocol of Fig. 4.2, without
postselection, the only equatorial measurement on the meter is of σy ; the corresponding POVM elements, given by Eq. (4.17), are nearly measurements in the conjugate
basis, except that the n-component of the conjugate basis vector is changed in magnitude by an amount that depends on the result of the σy measurement. For the augmented DST protocol of Vallone and Dequal, the additional POVM elements (4.22),
which come from the measurement of σx on the meter, are quite different depending
on the result of the σx measurement. For the result +, the POVM element is similar
to the POVM elements for the measurement of σy , but with a different modification
of the n-component of the conjugate vector. For the result −, the POVM element
is simply a measurement in the reconstruction basis; as we see below, the addition
of the measurement in the reconstruction basis has a profound effect on the performance of the augmented DST protocol outside the region of weak measurements, an
effect unanticipated by the weak-value motivation.
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Although claims regarding the efficacy of DST are rather nebulous, we consider
the negative impact of the weak-measurement limit on tomographic performance. In
doing so, we assume for simplicity that the system is a qubit, in some unknown pure
state that is specified by polar and azimuthal Bloch-sphere angles, θ and φ. In this
case we assume that the reconstruction basis is the eigenbasis of σz ; the conjugate
basis is the eigenbasis of σx .
The method we use to evaluate the effect of variations in ϕ is taken from the
work of de Burgh et al. [36], which uses the Cramér–Rao bound (CRB) to establish
an asymptotic (in number of copies) form of the average fidelity. This use of the
Cramér–Rao bound might seem strange to those accustomed to seeing it solely in
the context of bounding estimator variance, but its application to bounding fidelity
follows from the quadratic nature of infidelity as a loss function. Any estimator with
variance that exceeds the Cramér–Rao bound will necessarily have higher average
infidelity, so the minimum variance given by the Cramér–Rao bound also determines
the minimum average infidelity of any estimator.
In analyzing the two DST protocols, original and augmented, we assume that the
two values of n are chosen randomly with probability 1/2. For the original protocol,
we choose the σz and σy measurements with probability 1/2. For the augmented
protocol, we make one of two choices: equal probabilities for the σx , σy , and σz
measurements or probabilities of 1/2 for the σz measurement and 1/4 for the σx and
σy measurements. Formally, these assumed probabilities scale the POVM elements
when all of them are combined into a single overall POVM.
The asymptotic form involves the Fisher informations, Jθ and Jφ , for the two
Bloch-sphere state parameters, calculated from the statistics of whatever measurement we are making on the qubit. The CRB already assumes the use of an optimal
estimator. When the number of copies, N , is large, the average fidelity takes the
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Figure 4.5: CRB C(ϕ) of Eq. (4.27) for original DST (solid black) and augmented
DST (dotted green for probability 1/4 for σx and σy measurements and 1/2 probability for a σz measurement; dashed red for equal probabilities for all three measurements). As the plot makes clear, the optimal values for ϕ are far from the
weak-measurement limit. Values of ϕ for which ϕ2 ' 0 give exceptionally large
CRBs, confirming the intuition that weak measurements learn about the true state
very slowly. The CRB for original DST also grows without bound as ϕ approaches
π/2, since that measurement strength leads to degenerate Kraus operators and a
POVM that, not informationally complete, consists only of projectors onto σx and
σy eigenstates of the system. The CRB remains finite when the meter measurements
are augmented with σx , since the resultant POVM at ϕ = π/2 then includes σz
projectors on the system [i.e., projectors in the reconstructions basis; see Eq. (4.24)],
giving an informationally complete overall POVM.

simple form
1
F (ϕ) ' 1 − C(ϕ) ,
Z π N
Z
C(ϕ) =
dθ sin θ
0

(4.26)



2π
1
1
sin2 θ
dφ
+
.
4 Jθ (θ, φ, ϕ) Jφ (θ, φ, ϕ)
0

(4.27)

Though we have derived analytic expressions for the Fisher informations, it is more
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illuminating to plot the CRB C(ϕ), obtained by numerical integration (see Fig. 4.5).
For original DST, the optimal value of ϕ is just beyond π/4, invalidating all qualities
of “directness” that come from assuming ϕ  1. For the augmented DST of Vallone
and Dequal, the optimal value of ϕ moves toward π/2, even further outside the
region of weak measurements. In both cases, C(ϕ) blows up at ϕ = 0; for weak
measurements, C(ϕ) is so large that the information gain is glacial.

We visualize this asymptotic behavior by estimating the average fidelity over
pure states as a function of N using the sequential Monte Carlo technique [60], for
various protocols and values of ϕ. Figure 4.6 plots these results and shows how the
average fidelity, for the optimal value of ϕ, approaches the asymptotic form (4.26) as
N increases. We note that the estimator used in these simulations is the estimator
optimized for average fidelity discussed in [9], which is described in detail for our
specific scenario in Appendix A.1. If we were to use the reconstruction formula
proposed by Lundeen et al., the performance would be worse.
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Figure 4.6: Average infidelity 1 − F as a function of the number N of system copies
for three measurements. The dashed red curve is for augmented DST with equal
probabilities for the three meter measurements; the value ϕ = 1.25 is close to the
optimal value from Fig. 4.5. The other two curves are for original DST: the solid
black curve is for ϕ = 0.89, which is close to optimal (this curve nearly coincides with
the dashed red curve for augmented DST); the dashed-dotted purple curve is for a
small value ϕ = 0.1, where the weak-measurement approximation is reasonable. The
three dotted curves give the corresponding asymptotic behavior C(ϕ)/N . The two
weak-measurement curves illustrate the glacial information acquisition when weak
measurements are used; the dashed-dotted curve hasn’t begun to approach the dotted
asymptotic form for N = 103 .

Our conclusions are the following. First, postselection contributes nothing to
DST. Its use comes from attention to weak values, but postselection is actually
a negative for tomography because it discards data that are just as cogent as the
data that are retained in the weak-value scenario. Second, weak measurements in
this context add very little to a tomographic framework based on random ODOPs.
Finally, the “direct” in DST is a misnomer1 because the protocol does not provide
1 In

the long tradition of institutions abandoning a name in favor of initials, to divorce
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point-by-point reconstruction of the wavefunction.
The inability to provide point-by-point reconstruction is a symptom of a general
difficulty. Any procedure, classical or quantum, for detecting a complex amplitude
when only absolute squares of amplitudes are measurable involves interference between two amplitudes, say, A and B, so that some observed quantity involves a
product of two amplitudes, say, Re(A∗ B). If one regards A as “known” and chooses
it to be real, then Re(B) can be said to be observed directly. This is the way
amplitudes and phases of classical fields are determined using interferometry and
square-law detectors.
Of course, quantum amplitudes are not classical fields. One loses the ability to
say that one amplitude is known and objective, with the other to be determined
relative to the known amplitude. Indeed, if one starts from the tomographic premise
that nothing is known and everything is to be estimated from measurement statistics,
then A cannot be regarded as “known.” DST fits into this description, with the sum
of amplitudes, Υ of Eq. (4.11), made real by convention, playing the role of A. The
achievement of DST is that this single quantity is the only “known” quantity needed
to construct all the amplitudes ψn from measurement statistics. Single quantity or
not, however, Υ must be determined from the entire tomographic procedure before
any of the amplitudes ψn can be estimated.

4.3

Weak-measurement tomography

The second scheme we consider is a proposal for qubit tomography by Das and
Arvind [35]. This protocol was advertised as opening up “new ways of extracting
information from quantum ensembles” and outperforming, in terms of fidelity, tofrom some original product or purpose, we recommend the use of DST in the hope that
the “direct” can be forgotten.
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mography performed using projective measurements on the system. The optimality
claim cannot be true, of course, since a random ODOP based on the Haar invariant
measure for selecting the ODOP basis is optimal when average fidelity is the figure
of merit, but the novelty of the information extraction remains to be evaluated.
The weak measurements in this proposal are measurements of Pauli components
of the qubit. These measurements are performed by coupling the qubit system via
an interaction unitary,
U (j) = e−iσj ⊗P ,

(4.28)

to a continuous meter, which has position Q and momentum P and is prepared in
the Gaussian state
|φi =

r
4


2π

Z

∞

−∞

dq e−q

2 /4

|qi .

(4.29)

The position of the meter is measured to complete the weak measurement. The
weakness of the measurement is parametrized by  = 1/∆q 2 .
The Das-Arvind protocol involves weakly measuring the z and x Pauli components and then performing a projective measurement of σy . We depict this protocol
as a circuit in Fig. 4.7. Das and Arvind view this protocol as providing more information than is available from the projective σy measurement because the weak
measurements extract a little extra information about the z and x Pauli components
without appreciably disturbing the state of the system before it is slammed by the
projective σy measurement. Again, we turn the tables on this point of view, with
its notion of a little information flowing out to the two meters, to a perspective akin
to that of the random ODOP of Fig. 4.1 (a). We ask how the weak measurements
modify the description of the final projective measurement. For this purpose, we
again need Kraus operators to calculate the POVM of the overall measurement.
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|φi

×

Q1

q1

|φi

×

Q2

q2

σy

±

U (z)

U (x)

|ψi

Figure 4.7: Quantum circuit depicting the weak-measurement tomography protocol
of Das and Arvind. Two identical meters are used as ancillæ to perform the weak z
and x measurements. The circuit makes clear that there is nothing important in the
order the measurements are performed after the interactions have taken place, so we
consider the protocol as a single ancilla-coupled measurement.

(y)

The Kraus operators for the projective measurement are K± = |±yih±y|, and
the (Hermitian) Kraus operator for a weak measurement with outcome q on the
meter is
p
(4.30a)
K (j) (q) := hq| U (j) |φi dq
r


p

(q 2 + 1) 
4
exp −
1 cosh(q/2) + σj sinh(q/2)
=
dq .
2π
4
(4.30b)

The Kraus operators for the whole measurement procedure are
(y)

K± (q1 , q2 ) := K± K (x) (q2 )K (z) (q1 ) .

(4.31)

From these come the infinitesimal POVM elements for outcomes q1 , q2 , and ±:
dE± (q1 , q2 ) := K±† (q1 , q2 )K± (q1 , q2 )

(4.32a)

= K (z) (q1 )K (x) (q2 ) |±yih±y| K (x) (q2 )K (z) (q1 ) .
These POVM elements are clearly rank-one.
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Using the Pauli algebra, we bring the POVM elements into the explicit form,

dE± (q1 , q2 ) = K±† (q1 , q2 )K± (q1 , q2 )

1
= dq1 dq2 G(q1 , q2 ) (1 + n̂± (q1 , q2 ) · σ) ,
2

(4.33)

where we have introduced a probability density and unit vectors,




(q12 + q22 + 2)
G(q1 , q2 ) :=
exp −
cosh q1 cosh q2 ,
2π
2
x̂ sinh q2 ± ŷ + ẑ sinh q1 cosh q2
.
n̂± (q1 , q2 ) :=
cosh q1 cosh q2

(4.34)
(4.35)

We note that G(q1 , q2 ) = G(−q1 , −q2 ) and n̂± (q1 , q2 ) = −n̂∓ (−q1 , −q2 ). This means
that the overall POVM is made up of a convex combination of equally weighted pairs
of orthogonal projectors and is therefore a random ODOP. From this perspective,
the weak measurements are a mechanism for generating a particular distribution
from which different projective measurements are sampled; i.e., they are a particular
way of generating a distribution P (λ) in Fig. 4.1 (a). Several of these distributions
are plotted in Fig. 4.8.
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Figure 4.8: Effective distributions over measurement bases visualized as distributions
over the positive-y Bloch hemisphere. Very weak measurements of z and x (e.g.,
 = 0.1) don’t perturb the final y measurement very much, so the distribution of
bases is concentrated about the y axis. Very strong measurements (e.g.,  = 1) end
up extracting most of the information in the first z measurement, so the distribution
becomes concentrated around the z axis. The optimal measurement ( ' 0.575) has
an effective distribution that is nearly uniform.

It is interesting to note that the value of  that Das and Arvind identified as
optimal (about 0.575) produces a distribution that is nearly uniform over the Bloch
sphere. This matches our intuition when thinking of the measurement as a random
ODOP, since the optimal random ODOP samples from the uniform distribution
To visualize the performance of this protocol, we again use sequential Monte
Carlo simulations of the average fidelity. Das and Arvind compare their protocol
to a measurement of σx , σy , and σz , whose eigenstates are mutually unbiased bases
(MUB). In Fig. 4.9, we compare Das and Arvind’s protocol for  = 0.575 to a MUB
measurement and to the optimal projective-measurement-based tomography scheme,
i.e., the Haar-uniform random ODOP.
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Figure 4.9: Average infidelity 1 − F as a function of the number N of system copies
for three measurements: Das and Arvind’s measurement protocol (dotted-dashed
blue) with  = 0.575; MUB consisting of Pauli σx , σy , and σz measurements (solid
black); random ODOP consisting of projective measurements sampled from the Haaruniform distribution (dashed red). The dotted lines, 1/N and 13/12N , are the CRBs
defined by Eq. (4.27) for the optimal generalized tomographic protocol and MUB
measurements, respectively.

We don’t discuss the process of binning the position-measurement results that
Das and Arvind engage in, since such a process produces a rank-2 POVM that is
equivalent to sampling from a discrete distribution over projective measurements and
then adding noise, a practice that necessarily degrades tomographic performance.
We conclude that the protocol does not offer anything beyond that offered by random ODOPs and that its claim of extracting information about the system without
disturbance is not supported by our analysis. In particular, when operated optimally,
it is essentially the same as the strong projective measurements of a Haar-uniform
random ODOP. It is true that the presence of the z and x measurements provides
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more information than a projective y measurement by itself, but this is not because
the z and x measurements extract information without disturbing the system.

4.4

Spin-coherent-state measurement

The tomographic protocols in Secs. 4.2 and 4.3 include discrete applications of weak
measurements. However, continuous weak measurements are also employed for tomographic purposes—see, for example, [111, 120]. In this section we consider a tomographic protocol for implementing a spin-coherent-state (SCS) measurement that
uses iterated weak measurements to produce a continuous measurement. Though the
protocol is not original to us, having been analyzed in [119], we present a modified
analysis using the language of quantum stochastic calculus that we have outlined in
Sec. 3.1 to provide a helpful additional perspective.
The goal of the analysis is to demonstrate that a particular continuous measurement does in fact implement the SCS measurement. The SCS measurement is
a POVM on a spin-j system in the total spin kJk2 = j(j + 1) subspace. The
POVM elements are all rank-1 projectors onto spin coherent states distributed over
the coherent states according to the Haar measure for the representation of the group
SU(2) generated by {−iJx , −iJy , −iJz }. We express this more formally as
dE ∝ U |j, jihj, j|U † dU ,

(4.36)

where |j, ji is the eigenstate of Jz with maximal eigenvalue, U is an element of the
relevant representation of SU(2), and dU is the Haar measure over the unitaries in
that representation.
Consider now the weak measurement that we wish to show results in the SCS
measurement when iterated. This measurement involves simultaneously coupling
each of the three orthogonal spin components Jx , Jy , and Jz to their own dedicated
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fields described by dBtx , dBty , and dBtz . In our analysis, each temporal field mode is
initially in vacuum, and the strength of the measurement is captured by the Hamiltonian parameter γ. The small dimensionless parameter is γdt. The Hamiltonian
and unitary describing such a coupling are
√
(4.37)
Ht = i γ J · (b†t − bt )
Z
0


t
U (t0 , t) = T exp −i
ds Hs
(4.38)
t


Z t+dt
√
√
†
U (t + dt, t) = T exp
γJ·
ds (bs − bs ) = exp[ γ J · (dB†t − dBt )]
t

=1+

√

=1+

√

γJ·

(dB†t

− dBt ) + 12 γ [J · (dB†t − dBt )]2

γ J · (dB†t − dBt ) − 12 γ dt kJk2

= 1 + dUt .
(4.39)
See Appendix B for a demonstration of the irrelevance of temporal ordering for the
infinitesimal unitary.
We learn about the system by performing homodyne detection on the field modes
departing from the system. We explore this continuous-measurement scheme in
detail in Sec. 5.2.2, but for now it is sufficient to note that such a measurement
corresponds to projecting each field mode at a given timestep onto the states |±t i :=
√
2. We recursively define the Kraus operators for a measurement record
|0t i±|1t i

∆[0,t] with a trivial initial condition,
K(0|∆∅ ) = 1

(4.40)

K(t + dt|∆[0,t] ) = h∆t |U (t, t + dt)|0t iK(t|∆[0,t) )
p
h∆t |U (t, t + dt)|0t i = 2−3/2 (1 + γdt ∆t · J − 21 γ dt kJk2 )
√
= 2−3/2 (1 + γ dWt · J − 21 γ dt kJk2 )
∆t = ±xt êx ±yt êy ±zt êz .
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Here we have made use of the fact that all bras h∆t | have equal weight according to
the homodyne POVM, so ∆t may be treated as distributed according to a probability
measure with statistics
E [(±ut 1)(±vt 1)] = δ uv .

(4.44)

This, combined with the fact that ∆s and ∆t are uncorrelated when s 6= t, means
√
that dt ∆t has the statistics of an isotropic Wiener process dWt .
The factor of 2−3/2 that shows up at each stage affects all Kraus operators equally,
and merely accounts for the fact that the number of Kraus operators is increasing
exponentially with each time step and the POVM must remain normalized. We
simplify the expressions by allowing ourselves to work with an unnormalized POVM2 ,
giving us
K̃(0|∆∅ ) = 1

(4.45)

K̃(t + dt|∆[0,t] ) = 23/2 h∆t |U (t, t + dt)|0t iK̃(t|∆[0,t) )
dK̃(t|∆[0,t] ) = K̃(t + dt|∆[0,t] ) − K̃(t|∆[0,t) )
√
= ( γ dWt · J − 21 γ dt kJk2 )K̃(t|∆[0,t) )
√
dK̃(t|∆[0,t] )K̃(t|∆[0,t) )−1 = γ dWt · J − 21 γ dt kJk2 .

(4.46)
(4.47)
(4.48)

At this stage, note that the expressions for the Kraus operators are invariant under
conjugation by unitaries in the relevant representation of SU(2). Such unitaries act
by rotating the vector J to U JU † = RU J, which has no effect upon kJk2 . In the
term dWt · J we can treat the rotation of J as instead producing an effective rotation
of dWt to RU † dWt ; dWt , however, is an isotropic Gaussian, so its statistics are
invariant under such a rotation. This means all POVM elements proportional to SCS
projectors have equal weight. To equate the POVM resulting from this continuous
2 This

relaxation sidesteps subtleties related to the continuous nature of the outcome
space and will not affect any conclusions we draw about the POVM’s relation to the SCS
measurement, since we can reintroduce the correct normalization at any time.
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measurement with the SCS POVM, what remains is to show that all POVM elements
are proportional to U |j, jihj, j|U † for some U in the relevant representation of SU(2).
From this point forward we leave the time and measurement record implicit in
our notation. K̃ is generated from the identity by the terms on the right-hand side of
Eq. (4.48) along with all terms that can be made by successive applications of commutators of these terms. The full Lie algebra one gets through this procedure is spanned
by {Jx , −iJx , Jy , −iJy , Jz , −iJz , kJk2 }. This is a representation of the Lie algebra for

the group SL(2, C) × R∗ ,3 so K̃ is an element of the representation of this group.
Elements of this group representation can be decomposed in a kind of polar decomposition into a product of an element of the representation of the special linear group,
here SL(2, C), and an element of the representation that commutes with everything
else in the representation. The element of the SL(2, C) representation is generated
by the Lie algebra representation spanned by {Jx , −iJx , Jy , −iJy , Jz , −iJz }, and we

notate this element by A. The commuting part is generated by kJk2 , and we notate
this element by P . Writing out this decomposition and taking the differential yields
K̃ = AP

(4.49)

dK̃ = dA P + AdP + dA dP .

(4.50)

In taking the differential, we use the Itō rule for stochastic differentiation, which gives
us the dA dP term. We proceed by guessing that this term is irrelevant, though we
will have to verify this assumption later.
dK̃ = dA A−1 AP + AdP P −1 A−1 AP
dK̃ K̃ −1 = dA A−1 + AdP P −1 A−1 = dA A−1 + dP P −1 .

(4.51)
(4.52)

We now match terms between Eqs. (4.48) and (4.52):
dA A−1 =

√

γ dW · J

(4.53)

dP P −1 = − 12 γ dt kJk2 .
3 The

(4.54)

group of invertible complex 2 × 2 matrices with real determinant.
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From this we see that dA dP is of order dWdt, and thus we were justified in ignoring
it.
The differential equation for P involves only commuting operators, so it is easily
solved as a c-number differential equation. Furthermore, since kJk2 ∝ 1 on the space
of interest, this term simply affects the normalization of the POVM elements and has
no bearing on whether or not they are proportional to coherent-state projectors. The
differential equation for A is trickier. To make progress, we leverage the fact that
A is an element of a representation of SL(2, C), and therefore can be expressed in a
kind of polar decomposition made up of a unitary U belonging to the relevant SU(2)
representation and a hermitian operator G = V ΣV † , where V is another unitary and
Σ is an operator diagonal in the Jz eigenbasis represented as Σ = exp(αJz ), α ∈ R.

The unitary V serves to rotate Jz to V Jz V † = n̂ · J. This representation yields the
following differential equation for A:

A = U G = U V ΣV † = U V exp(αJz )V † = U exp(αn̂ · J)
dA = dU (V ΣV † + dV ΣV † + V dΣV † + V ΣdV † )
+ U dV (ΣV † + dΣV † + ΣdV † ) + U V dΣ(V † + dV † ) + U V ΣdV † .

(4.55)
(4.56)

To demonstrate that the POVM limits to a distribution over coherent-state projectors
one must show that with certainty Σ approaches something proportional to the
projector |j, jihj, j| or the SU(2)-equivalent projector |j, −jihj, −j|, since the POVM

elements are given by E = K † K ∝ V ΣV † . The conditions under which Σ approaches
one of these projectors translate simply to α → ±∞.4 We explore the behavior by
first restricting our attention to terms of order dW, which excludes all terms with

4 The

ratio of the largest eigenvalue of Σ = exp(αJz ) to the next largest eigenvalue grows
exponentially with |α|.
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two differentials, since those must be at least of order dt.
dA A−1 =

√

γ dW · J

= dU U † + U dV V † U † + U V dΣΣ−1 V † U † + U V ΣdV † V Σ−1 V † U † .
(4.57)
We derive a convenient identity for the unitary differentials in this context by noting
U U † = 1 and discarding the terms with two differentials:
0 = d1 = d(U U † ) = dU U † + U dU † + dU dU †
dU U † = −U dU † + O(dt) = −(dU U † )† + O(dt) .

(4.58)
(4.59)

This tells us dU U † and dV V † are antihermitian. Since the left-hand side of Eq. (4.57)
is hermitian, we now restrict our attention to the terms in Eq. (4.57) that contain
nonzero hermitian parts. U V dΣΣ−1 V † U † is manifestly hermitian, though it is helpful
to express it more explicitly:
V ΣV † = exp(α · J)

(4.60)

α = αn̂

(4.61)

V dΣΣ−1 V † = V dαJz V † = dα n̂ · J .

(4.62)

Now consider the last term:
dV V † =: −iβ · J

(4.63)

β = βk + β⊥

(4.64)

β k = kβ k kn̂

(4.65)

β⊥ · α = 0

(4.66)

V ΣdV † V Σ−1 V † = V Σ(−V † dV )Σ−1 V † = −V ΣV † (dV V † )V ΣV †
= i exp(α · J)β · J exp(−α · J)


= i βk · J + cosh αβ ⊥ · J − i sinh α(n̂ × β ⊥ ) · J .
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The hermitian part of Eq. (4.57) is then


√
dA A−1 = U dαn̂ · J + sinh α(n̂ × β ⊥ ) · J U † = γdW · J
√ †
√
γU (dW · J)U = γ(RU dW) · J = dαn̂ · J + sinh α(n̂ × β ⊥ ) · J .

(4.68)
(4.69)

Here RU is the rotation associated with the unitary U , such that U JU † = RU J.
Since n̂ and n̂ × β ⊥ are orthogonal, we finally arrive at the conclusion
dα =

√

γ n̂ · (RU dW) =

√

γ(RU † n̂) · dW .

(4.70)

Since the statistics of dW are invariant under rotation, (RU † n̂)·dW has the statistics
of a scalar Wiener process dW . This means α has statistics given by
Z t
√
α(t) = γ
dW .

(4.71)

0

In other words, α(t) is distributed as a Gaussian with zero mean and variance γt.
By simply measuring for long enough, one can ensure |α| is arbitrarily large with
arbitrarily high probability, which means almost all the POVM elements will be
arbitrarily close to coherent-state projectors. This, together with the rotational
invariance of the entire scheme, demonstrates that this continuous measurement
limits to the SCS measurement.
This presentation highlights the importance of the group structure involved—
which was used to decompose the differential equations into manageable factors—
and the quantum stochastic calculus—which was used to evaluate the distribution
of the Kraus operators in the absence of a particular state that generates classical
statistics.
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Weak measurements for control

We have just seen in Sec. 4.4 how continuous measurements are sometimes useful for
optimally extracting information from a system. Another common task for which
continuous weak measurements are used is feedback control of quantum systems. Of
course, in order to choose the appropriate feedback to apply to a system, one must
understand what effect continuous measurement has upon the state of the system.
The state of a monitored quantum system conditioned on a particular measurement
record is called a quantum trajectory, and the equations governing these trajectories
are the emphasis of Chapters 5 and 6. The tools used to describe continuously
monitored systems are also quite useful for describing open quantum systems, as it
is often useful to think of unwanted environmental interactions with the system as
a particular kind of continuous measurement, though in this case the measurement
record is unknown and the evolution must be averaged over all potential evolutions.
The equations of motion in this chapter are not new (we turn our attention
to previously unknown equations of motion in Chapter 6). The innovation in this
section—which we first presented in [65]—is the exercise of deriving these equations
purely from the interaction of a stream of qubit probes with the system of interest. As
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we show, the discipline of carrying out this exercise yields insights into the essential
features of these quantum trajectories and the traditional field models that generate
them.

5.1

Notational Conventions

In this chapter we will be dealing extensively with both two-level quantum systems
(qubits) and harmonic oscillators (quantum field modes). Confusion can arise when
denoting the states of both types of systems in the same context. In particular, that
√
a |ni = n |n − 1i and thus a |1i = |0i, yet σ− |0i = |1i, can lead to momentary confusion and even persistent perplexity. The standard qubit states are the eigenstates
P
a
of σz = |0ih0| − |1ih1| =
a=0,1 (−1) |aiha|; since the qubit Hamiltonian is often

proportional to σz —this is why one chooses |0i and |1i to be the standard states—it
is natural to regard |1i (eigenvalue −1 of σz ) as the ground state and |0i (eigenvalue
+1) as the excited state. In doing so, one is allowing the multiplicative label (−1)a

to trump the bitwise label a, which gives an opposite hint for what should be labeled
ground and excited.
To allay this confusion, one good practice would be to label the standard qubit
states by the eigenvalue, (−1)a , of σz , but instead we choose the more physical
labeling of |gi = |1i as the “ground state” and |ei = |0i as the “excited state.” In this
notation, σ− |ei = |gi, as expected; this notation plays well with the correspondence
we develop between field modes and two-level systems. Our notation is illustrated in
Fig. 5.1. As a further check on confusion, we often label the vacuum state of a field
mode as |vaci instead of |0i.
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Some useful relations between qubit operators are given below:
σ+ = |eihg| = |0ih1| = 12 (σx + iσy ) ,
σ− = |gihe| = |1ih0| = 21 (σx − iσy ) ,
σx = σ+ + σ− = |eihg| + |gihe| ,

(5.1)

σy = −iσ+ + iσ− = −i |eihg| + i |gihe| ,
σz = |eihe| − |gihg| ,
[σ− , σ+ ] = 12 i[σx , σy ] = −σz .
|ei

|φ− i = − |−i

|0i

|φ+ i = |+i

|gi

|−i

|+i

|1i

Figure 5.1: Bloch-sphere illustration (z the vertical axis, x the horizontal axis, y
direction suppressed) of our convention for qubit states (left) and the conventional
quantum-information notation (right). In conventional
√ notation, the eigenstates of
σx with eigenvalue ±1 are denoted by |±i√= (|0i±|1i)/ 2,
√ but in our qubit notation,
we use the eigenstates |φ± i = (|gi±|ei)/ 2 = (|1i±|0i)/ 2 = ± |±i; i.e., we change
the sign of the eigenstate with eigenvalue −1.
When writing qubit operators and states in their matrix representations, we order
the rows and columns starting from the top and left with |ei = |0i followed by
|gi = |1i. Thus σ− = |gihe| has the representation


he| hg|

|ei  0

|gi 1



0 
.
0

(5.2)
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The first place our notation has the potential to confuse is in how we denote
the eigenstates of σx . These eigenstates are conventionally written as |±i = (|0i ±
√
|1i)/ 2, but we choose to denote them by

1
1
|φ± i := √ |gi ± |ei = √ |1i ± |0i) = ± |±i ;
2
2

(5.3)

i.e., we change the sign of the eigenstate with eigenvalue −1. This notation is
illustrated in Fig. 5.1.
In our circuit diagrams, each wire corresponds to an individual system; a collection of those wires corresponds to a tensor product of the systems. To keep track
of the various systems when moving between circuit and algebraic representations,
the tensor-product order equates systems left-to-right in equations with the systems
bottom-to-top in the circuits. We also reserve the leftmost/bottom position for the
system in our discussions, putting the probe systems to the right/above. True to
conventional quantum-circuit practice, single wires carry quantum information (i.e.,
systems in quantum states), whereas double wires carry classical information (typically measurement outcomes).
We use the notation E [∆A] to denote the expectation value of a classical random
variable ∆A, which need not correspond to a Hermitian observable. Typically ∆A
can be thought of as a map from measurement outcomes to numbers, in which case
sampling from ∆A involves performing said measurement and mapping the outcome
to the appropriate value. For a measurement defined by a POVM {Ej } (see Sec. 2.2)
and corresponding random-variable values denoted by ∆Aj , the expectation value
evaluates to
E [∆A] =

X

∆Aj tr ρEj .

(5.4)

j

The implicit dependence on quantum state ρ and measurement POVM {Ej } should
be clear from context.
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5.2

Quantum trajectories for vacuum field and
qubit probes

We now discuss the quantum trajectories arising from the continuous measurement
of a probe field coupled to a system as described in Chapter 3. In this context
we often drop the explicit reference to which probe segment we are dealing with,
since the Markovicity of Fig. 2.3 (c) means we can consider each probe segment
separately. Unconditional open-system evolution follows from averaging over the
quantum trajectories or, equivalently, tracing out the probes.
Probe fields initially in the vacuum state are our concern in this section. Because
the interaction between individual probes and the system is weak, the one-photon am√
plitude of the post-interaction probe segment is O( ∆τ ), the two-photon amplitude
is O(∆τ ), and so on. Since these amplitudes are squared in probability calculations,

the probability of detecting a probe with more than one photon is O(∆τ 2 ) and can
be ignored. This suggests that it is sufficient to model the probe segments with
qubits, with |gi corresponding to the vacuum state of the field and |ei corresponding
to the single-photon state. We replace the discrete-field-mode annihilation operator
bn in Eq. (3.18) with the qubit lowering operator σ− and b†n with σ+ :
√

UI = 1 ⊗ 1 + ∆τ c ⊗ σ+ − c† ⊗ σ− +
√

= 1 ⊗ 1 + ∆τ c ⊗ σ+ − c† ⊗ σ− −

2
1
∆τ c ⊗ σ+ − c† ⊗ σ−
(5.5a)
2

1
∆τ c c† ⊗ |eihe| + c† c ⊗ |gihg| .
2
(5.5b)

With this replacement, the neglect of two-photon transitions in the probe-field seg2
2
ments is made exact by the fact that σ+
= σ−
= 0; these squared terms thus do not

appear in Eq. (5.5b).
In Secs. 5.2.1 and 5.2.4 we establish the correspondence between this qubit model
and vacuum SMEs, where vacuum refers to the state of the probe field. In particular,
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we present qubit analogues of three typical measurements performed on probe fields:
photon counting, homodyne measurement, and heterodyne measurement.
We transcend the vacuum probe fields in Sec. 5.3 to Gaussian probe fields and
find that formulating a qubit model requires additional tricks beyond just noting that
weak interactions with the probe do not lead to significant two-photon transitions.
Nevertheless, we are able to find qubit models that yield all the essential features of
these Gaussian stochastic evolutions.
While the qubit model we develop is meant to capture the behavior of a “true”
field-theoretic model, it is important to note that there are scenarios where qubits are
the natural description. For example, in Haroche-style experiments [115] a cavity interacts with a beam of atoms, accurately described as a sequence of finite-dimensional
quantum probes. Such scenarios have been analyzed for their non-Markovian behavior [117, Sec. 9.2], and similar models are increasingly studied in the thermodynamics
literature [71].

5.2.1

Z basis measurement: Photon counting or direct
detection

As a first example, we consider performing photon-counting measurements on the
probe field after its interaction with the system. We calculate the quantum trajectory
by first constructing the Kraus operators given by Eq. (2.17). For probes initially in
the vacuum state we have |φi = |gi, and our interaction unitary is given by Eq. (5.5).
What remains is to identify the measurement outcomes hoj |. The qubit version of
the number operator b† b is σ+ σ− = |eihe| = 21 (1 + σz ). Measuring this observable, as

depicted in Fig. 5.2, is equivalent to measuring σz . The measurement outcomes are
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then hg| and he| and give the Kraus operators
Kg = hg|UI |gi = 1 − 12 ∆τ c† c ,
√
Ke = he|UI |gi = ∆τ c .

(5.6a)
(5.6b)

The corresponding POVM elements (to linear order in ∆τ ) are
Eg = Kg† Kg = 1 − ∆τ c† c ,

(5.7a)

Ee = Ke† Ke = ∆τ c† c ,

(5.7b)

which trivially satisfy Eg + Ee = 1. We call the Kraus operators (5.6) the photoncounting Kraus operators. These operators are identical to those derived for photon
counting with continuous field modes [134, Eqs. 4.5 and 4.7], as we expected from
the vanishing multi-photon probability discussed earlier.

|gi
ρ

UI

σ+ σ−

⇐⇒

|gi
ρ

UI

σz

Figure 5.2: Circuit depicting the system interacting with a vacuum probe (probe
initially in the ground state) which is subsequently subjected to measurement of the
qubit number operator σ+ σ− , the qubit analogue of a photon-counting measurement.
The eigenvectors of σ+ σ− = |eihe| = 12 (1 + σz ) are identical to those of σz , thus
allowing us to think instead of a measurement of the Pauli observable σz .

To calculate a quantum trajectory we need to describe the evolution of the system
conditioned on the outcomes of repeated measurements of this kind. The state of
the system after making a measurement and getting the result g during the (n + 1)th
time interval, i.e., between tn and tn+1 , is
ρn+1|g


Kg ρn Kg†
ρn − 12 ∆τ c† cρn + ρn c† c
:=
=
.
tr ρn Eg
1 − ∆τ tr ρn c† c
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The subscript n + 1 on ρn+1|g indicates, as in Eq. (2.34), that this is the state at
the end of this probe segment, after the measurement; the subscript g indicates
that this is the state conditioned on the measurement outcome g. The state ρn+1 is
conditioned on all previous measurement outcomes as well, but we omit all of that
conditioning, letting it be implicit in ρn . Expanding the denominator to first order
in ∆τ using the standard expansion (1 + x∆τ )−1 = 1 − x∆τ + O(∆τ 2 ) allows us to
calculate the difference equation (2.36) when the measurement result is g:
∆ρn|g := ρn+1|g − ρn


= − 21 ∆τ c† cρn + ρn c† c − 2ρn tr ρn c† c + O(∆τ 2 )
 
= − 21 ∆τ H c† c ρn ,

(5.9)

where we employ the shorthand

H [X] ρ := Xρ + ρX † − ρ tr ρ(X + X † ) .

(5.10)

Repeating the analysis for the case when the measurement result is e gives
ρn+1|e :=

Ke ρn Ke†
cρn c†
=
.
tr ρn Ee
tr ρn c† c

(5.11)

The difference between the pre- and post-measurement system states when the measurement result is e is thus
∆ρn|e

:= ρn+1|e − ρn =

cρn c†
− ρn = G [c] ρn ,
tr ρn c† c

(5.12)

where we define
G[X]ρ :=

XρX †
− ρ.
tr ρX † X

(5.13)

Having separate equations for the two measurement outcomes is not at all convenient. Fortunately, we can combine the equations by introducing a random variable
∆N that represents the outcome of the measurement:
∆N : g 7→ 0 , e 7→ 1 .

(5.14)
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Since this random variable is a bit (i.e., a Bernoulli random variable) its statistics
are completely specified by its mean:
E [∆N ] = 0 · tr ρEg + 1 · tr ρEe = ∆τ tr ρc† c.

(5.15)

We now combine the difference equations into a single stochastic equation using the
random variable ∆N :
∆ρn|∆N := ρn+1|∆N − ρn


cρn c†
− ρn
= ∆N
tr ρn c† c


†
†
†
1
− (1 − ∆N ) 2 ∆τ c cρn + ρn c c − 2ρn tr ρn c c
 
= ∆N G [c] ρn − (1 − ∆N ) 21 ∆τ H c† c ρn .

(5.16)

It quickly becomes unnecessarily tedious to keep time-step indices around explicitly,
since everything in our equations now refers to the same time step, so we drop
those indices now. Discarding ∆N ∆τ , since it is second-order in ∆τ (see Eq. (5.15)
and [134, Chap. 4]), we simplify Eq. (5.16) to




cρc†
†
†
†
1
−
ρ
−
∆ρ∆N = ∆N
∆τ
c
cρ
+
ρc
c
−
2ρ
tr
ρc
c
2
tr ρc† c

(5.17)

= ∆τ D[c]ρ + ∆ID G [c] ρ ,

where we introduce the standard diffusion superoperator,
D[X]ρ := XρX † − 21 (X † Xρ + ρX † X) ,

(5.18)

and the photon-counting innovation,
∆ID := ∆N − E [∆N ] ,

(5.19)

which is the difference between the measurement result and the mean result (i.e., it
can be thought of as what is learned from the measurement). The subscript D here
plays off the fact that photon counting is often called direct detection and is used in
place of N because N has too many other uses in this dissertation.
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By taking the limit ∆τ → γdt we obtain a stochastic differential equation,




cρc†
†
†
†
1
−
ρ
−
dρD = dN
γdt
c
cρ
+
ρc
c
−
2ρ
tr
ρc
c
2
tr ρc† c
(5.20)
√
= dt D[ γ c]ρ + dID G [c] ρ ,
where dN is a bit-valued random process, termed a point process, with mean E [dN ]
= γdt tr ρc† c and the innovation is given by dID = dN − E [dN ]. This equation
is called the vacuum stochastic master equation (SME) for photon counting; i.e.,
it is the stochastic differential equation that describes the conditional evolution of
a system that interacts with vacuum probes that are subjected to photon-counting
measurements.
Equation (5.20) has no explicit system-Hamiltonian term. Although this differs
from other presentations our readers might be familiar with, it is merely an aesthetic
distinction. Recall from the discussion at the end of Chapter 3 that well-behaved
system Hamiltonians can be introduced by including an additional commutator term
in our differential equations. In this case, the modification yields
√
dρD = −i dt [Hext , ρ] + dt D[ γ c]ρ + dID G [c] ρ .

(5.21)

It is important to stress that in practice, for numerical integration of these equations, one uses the difference equation (5.17), not the differential equation (5.20);
i.e., what one uses in practice is the difference equation that corresponds to the
discrete-time quantum circuit in Fig. 2.3 (c). One assigns to the system a prior state
ρ0 that combines with the initial probe states to make an initial product state on
the full system/probe arrangement. This prior state describes the system at the
moment coupling to the probes is turned on and measurements begin. Each time
a new measurement result is sampled, Eq. (5.17) is used to update the description
of the system. If we describe our system by ρn after collecting n samples from our
measurement device, observing ∆N for sample n + 1 leads to the updated state
ρn+1 = ρn + ∆ρ∆N .
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Another application of the difference equation is state/parameter inference. In
the case of state inference, one has uncertainty regarding what initial state ρ0 to
assign to the system. General choices for ρ0 will be incorrect, invalidating some of
the properties described above. In particular, the innovation will deviate from a zeromean random variable, and these deviations observed for a variety of guesses for ρ0
will yield likelihood ratios that can be used to estimate the state, as was done in [33].
One can also keep track of the trace of the unnormalized state (2.21), which encodes
the relative likelihood of the trajectory given the evolution parameters, allowing one
to judge different parameter values against one another, as was implemented in [28].
The differential equation that describes the unconditional evolution corresponding to Eq. (5.20) is called the master equation. To obtain the master equation, we
simply average over measurement results in Eq. (5.20). The only term that depends
on the results is dID , and its mean is zero, so the master equation is
√
dρ = E [dρD ] = dt D[ γ c]ρ .

(5.22)

Just as was the case for the SME (5.20), Eq. (5.22) has no explicit systemHamiltonian term. The same reasoning that allowed us to add such a term and
arrive at Eq. (5.21) allows us to add the same term to Eq. (5.22):
√
dρ = E [dρD ] = −i dt [Hext , ρ] + dt D[ γ c]ρ .

(5.23)

For the remainder of our presentation, such system-Hamiltonian terms are generally
left implicit.

5.2.2

X basis measurement: Homodyne detection

We can produce, as in Brun’s model [20], a different system evolution simply by measuring the probes in a different basis. To be concrete, let us consider measuring the
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x-quadrature of the field, b† + b. In the qubit-probe approach, this means measuring
σ+ + σ− = σx as shown in Fig. 5.3.
|gi
ρ

UI

σ+ + σ−

⇐⇒

|gi
ρ

UI

σx

Figure 5.3: Circuit depicting the system interacting with a vacuum probe (probe
initially in the ground state) which is subsequently subjected to measurement of
the qubit quadrature operator σ+ + σ− = σx , the qubit analogue of a homodyne
measurement. Just as for photon counting, the qubit measurement corresponds to a
Pauli observable.

This measurement projects onto the eigenstates
√
|φ± i := (|gi ± |ei)/ 2

(5.24)

of σx . The Kraus operators are linear combinations of the photon-counting Kraus
operators,

√
1 
1
†
1
K± = hφ± |UI |gi = √ (Kg ± Ke ) = √ 1 ± ∆τ c − 2 ∆τ c c ,
2
2

and the corresponding POVM elements (to linear order in ∆τ ) are

√
1
1 ± ∆τ (c + c† ) ,
E± = K±† K± =
2

(5.25)

(5.26)

which clearly satisfy E+ + E− = 1. We write the difference equation as before,

keeping terms up to order ∆τ ,
K± ρK±†
∆ρ± :=
−ρ
tr ρE±
√
ρ ± ∆τ (cρ + ρc† ) + ∆τ D[c]ρ
√
=
−ρ
1 ± ∆τ tr ρ(c + c† ))

 √
= ± ∆τ − ∆τ tr (c + c† )ρ H [c] ρ + ∆τ D[c]ρ ,
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where we have again expanded the denominator using a standard series,
√
1
√
= 1 − x ∆τ + x2 ∆τ + O(∆τ 3/2 ) .
1 + x ∆τ

(5.28)

The dependence on the measurement result ± is reduced now to the coefficient
√
± ∆τ in Eq. (5.27). We rewrite this stochastic coefficient as a random variable,
√
∆R, again dependent on the measurement outcome such that ∆R : ± 7→ ± ∆τ .
The average of this random variable to order ∆τ is
√
√
E [∆R] = ∆τ tr ρE+ − ∆τ tr ρE− = ∆τ tr (c + c† )ρ .

(5.29)

This is exactly the term subtracted from ∆R in the coefficient of H [c] ρ in Eq. (5.27);
thus, defining the homodyne version of the innovation as
∆IH := ∆R − E [∆R] ,

(5.30)

we bring the homodyne difference equation into the form,
∆ρ± = ∆τ D[c]ρ + ∆IH H [c] ρ ,

(5.31)

which is the difference equation one uses for numerical integration in the presence of
homodyne measurements.
Another simple calculation shows the second moment of ∆R to be


E (∆R)2 = ∆τ tr E+ ρ + ∆τ tr E− ρ = ∆τ .

(5.32)

By definition the innovation has zero mean, and its second moment is the variance
of ∆R,




E (∆IH )2 = E (∆R)2 − (E [∆R])2 = ∆τ ,

(5.33)

where again we work to linear order in ∆τ . It is now trivial to write the continuoustime stochastic differential equation that goes with the difference equation (5.31):
√
√
dρH = dt D[ γ c]ρ + dW H [ γ c] ρ .
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In the continuous limit, the innovation ∆IH becomes

√

γ dW , where dW is the

Wiener process, satisfying E [dW ] = 0 and E [dW 2 ] = dt.
Changing the measurement performed on the probes does not alter the unconditional evolution of the system, so averaging over the homodyne measurement results
gives again the master equation (5.22):
√
dρ = E [dρH ] = dt D[ γ c]ρ = E [dρD ] .

(5.35)

The results so far in this subsection are for homodyne detection of the probe
quadrature component X = σ+ + σ− = σx , i.e., measurement in the basis (5.24). It
is easy to generalize to measurement of an arbitrary field quadrature eiϕ b + e−iϕ b† ,
which for a qubit probe becomes a measurement of the spin component
X(ϕ) := eiϕ σ− + e−iϕ σ+ = σx cos ϕ + σy sin ϕ .

(5.36)

This means measurement in the probe basis [eigenstates of X(ϕ)],

1
|φ± (ϕ)i := √ |gi ± e−iϕ |ei ,
2

(5.37)

where we can also write


|φ+ (ϕ)i = e−iϕ/2 cos(ϕ/2) |φ+ i + i sin(ϕ/2) |φ− i ,


|φ− (ϕ)i = e−iϕ/2 i sin(ϕ/2) |φ+ i + cos(ϕ/2) |φ− i .

(5.38)

The resulting Kraus operators are
K± (ϕ) = hφ± (ϕ)|UI |gi


1
= √ Kg ± eiϕ Ke
2

√
1 
= √ 1 ± ∆τ eiϕ c − 12 ∆τ c† c ,
2

with corresponding POVM elements

√
1
E± (ϕ) = K±† (ϕ)K± (ϕ) =
1 ± ∆τ (eiϕ c + e−iϕ c† ) .
2
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We see that the results for measuring X can be converted to those for measuring
X(ϕ) by replacing c with c eiϕ . Thus the conditional difference equation is


∆ρ± = ∆τ D[c]ρ + ∆IH H c eiϕ ρ ,

(5.41)

and the vacuum SME becomes

√
√
dρH = dt D[ γ c]ρ + dW H γ c eiϕ ρ .

5.2.3

(5.42)

Generalized measurement of X and Y: Heterodyne
detection

Heterodyne measurement can be thought of as simultaneous measurement of two
orthogonal field quadrature components, e.g., b + b† and −i(b − b† ). In our qubit
model, this corresponds to simultaneously measuring along two orthogonal axes in
the x-y plane of the Bloch sphere, e.g., σ− + σ+ = σx = X and i(σ− − σ+ ) = σy =
Y = X(π/2). Obviously, it is not possible to measure these two qubit observables
simultaneously and perfectly, since they do not commute, but we can borrow a
strategy employed in optical experiments to measure two quadrature components
simultaneously. The optical strategy makes two “copies” of the field mode to be
measured, by combining the field mode with vacuum at a 50-50 beamsplitter; this
is followed by orthogonal homodyne measurements on the two copies. This strategy
works equally well for our qubit probes, once we define an appropriate beamsplitter
unitary for two qubits,
h
i
BS(η) := exp i ησ− ⊗ σ+ + η ∗ σ+ ⊗ σ−

= |ggihgg| + |eeihee| + cos |η| |geihge| + |egiheg|

+ i sin |η| eiδ |geiheg| + e−iδ |egihge| ,
80
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where η = |η|eiδ . Specializing to η = −iπ/4 yields
BS := BS(−iπ/4)
 (5.44)
1
= |ggihgg| + |eeihee| + √ |geihge| + |egiheg| + |geiheg| − |egihge| .
2

This “beamsplitter” behaves rather strangely when excitations are fed to both input
ports, but this isn’t an issue since the second (top) port of the beamsplitter is fed
the ground state, as illustrated in Fig. 5.4.
Het
|gi
ρ

UI

Het

|gi

σy
BS
σx

Figure 5.4: Beamsplitter implementation of heterodyne measurement of x and y spin
components of a qubit probe.

It is useful to note here, for use a bit further on, that the beamsplitter unitary,
when written in terms of Pauli operators, factors into two commuting unitaries,




π
π
(5.45)
BS = exp i σx ⊗ σy exp − i σy ⊗ σx .
8
8
This factored form is easy to work with and leads to
h
i
BS = 1 ⊗ 1 cos(π/8) + iσx ⊗ σy sin(π/8)
h
i
× 1 ⊗ 1 cos(π/8) − iσy ⊗ σx sin(π/8)


1
1
= 1 ⊗ 1 + σz ⊗ σz + √ 1 ⊗ 1 − σz ⊗ σz + iσx ⊗ σy − iσy ⊗ σx ,
2
2 2

(5.46)

which immediately confirms Eq. (5.44).
To calculate the Kraus operators for heterodyne measurement, we project the first
probe qubit onto the eigenstates of the spin component X = σx and second probe
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qubit onto the eigenstates of the spin component Y = σy . Before proceeding to that,
we deal with a notational point for the eigenstates of σy = Y = X(π/2), analogous
to the notational convention for σx that is summarized in Fig. 5.1. The conventional
√
quantum-information notation for the ±1 eigenstates of σy is |±ii = (|0i ± i |1i)/ 2,
whereas as we introduced in Eq. (5.37), we are using eigenstates that differ by a
phase factor of ∓i:


1
1
|φ±i i := |φ± (π/2)i = √ |gi ∓ i |ei = ∓i √ |0i ± i |1i = ∓i |±ii . (5.47)
2
2

When all this is accounted for, the Kraus operators come out to be
K±,±e = (hφ± | ⊗ φ ±e i )(1 ⊗ BS)(UI ⊗ 1) |ggi
1
e π/4) UI g
= √ φ± (± ±
2

1
e
= Kg ± e±±iπ/4 Ke
2

√
1
1
e
†
±±iπ/4
∆τ c − ∆τ c c ,
=
1±e
2
2

(5.48)

where we have introduced two binary variables, ± and ±̃, to account for the four

e denotes their
measurement outcomes. The juxtaposition of these two variables, ±±,
product, i.e., the parity of the two bits. We see this notation at work in
1
1
e
e i) = √ (±1 ±
e i) .
±e±±iπ/4 = ± √ (1 ±±
2
2

(5.49)

The POVM elements that correspond to the Kraus operators (5.48) are
E±,±e

√

1
e
e
∓±iπ/4
†
±±iπ/4
=
1 ± ∆τ e
c +e
c
4


√
1
c + c† i(c − c† )
e
√
=
1 + ∆τ ± √ ±
.
4
2
2

(5.50)
(5.51)

The second form of the Kraus operators in Eq. (5.48) is equivalent to finding
the Kraus operators of the primary probe qubit for the heterodyne measurement
model on the left side of Fig. 5.4. One sees from this second form that the σx and
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σy measurements on the two probe qubits are equivalent to projecting the primary
probe qubit onto one of the following four states:
φ±,±e




1
1
1 
e
∓
±iπ/4
e π/4) = √ |gi ± e
e i) |ei .
:= φ± (± ±
|ei = √ |gi + √ (±1 ∓
2
2
2
(5.52)

These four states are depicted in Fig. 5.5; they carry two bits of information, which
are the results of the σx and σy measurements in the beamsplitter measurement
model. The four states not being orthogonal, they must be subnormalized by the
√
factor of 2 that appears in Eq. (5.48) to obtain legitimate Kraus operators.

1
√
2



|φ+i i = −i |+ii

|gi − eiπ/4 |ei = φ−,+
e
|φ− i = − |−i

√1
2



|gi − e−iπ/4 |ei = φ−,−
e

φ+,+
e =

√1
2

φ+,−
e =

√1
2

|gi + e−iπ/4 |ei



|φ+ i = |+i

|φ−i i = i |−ii



|gi + eiπ/4 |ei

e π/4) , whose scaled projectors on the
Figure 5.5: The four states, φ±,±e = φ± (± ±
primary probe qubit make up the heterodyne POVM, as viewed in the x-y plane of
the Bloch sphere, shown relative to the positive and negative eigenstates of σx = X
and σy = Y .

We conclude that as far as the primary probe qubit is concerned, the heterodyne
measurement can be regarded as flipping a fair coin to determine whether one mea√
√
sures X(π/4) = (σx + σy )/ 2 or X(−π/4) = (σx − σy )/ 2. The ±1 eigenstates of
X(π/4) are |φ± (π/4)i; |φ+ (π/4)i = φ++e has eigenvalue +1, and |φ− (π/4)i = φ−−e
has eigenvalue −1. The ±1 eigenstates of X(−π/4) are |φ± (−π/4)i; |φ+ (−π/4)i =
φ+−e has eigenvalue +1, and |φ− (−π/4)i = φ−+e has eigenvalue −1. Notice that
the fair coin that decides between these two measurements is the parity of the mea-
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surements of σx and σy in the heterodyne circuit of Fig. 5.4. Figure 5.6 depicts the
circuit identities that convert the heterodyne circuit involving measurements on two
probe qubits to one that is a coin flip that chooses between the two measurement
bases on the primary probe qubit. The first step writes the beamsplitter unitary BS
as a product of the two commuting unitaries in Eq. (5.45). The second step makes
major changes. It first discards the second piece of the beamsplitter unitary because
that piece commutes with the measurements and thus has no effect on outcome
probabilities. It then changes the initial state of the ancillary probe qubit to |ei by
including a bit flip σx ; surrounds the beamsplitter unitary on the top wire with π/2
rotations about z at the expense of changing the top-wire σx in the beamsplitter unitary to −σy , i.e., σx = −Rz (π/2)σy Rz† (π/2); and finally, surrounds the beamsplitter
√
unitary with Hadamard gates, H = (σx + σz )/ 2, on both wires, without changing
the beamsplitter unitary because Hσy H = −σy . The third step discards the first z
rotation on the top wire because it only introduces an irrelevant phase change; pushes
the σx on the top wire to the end of the circuit, with the sign of the second σy in
the beamsplitter unitary changing along the way and with the gate ultimately being
discarded because it becomes a σy gate preceding the σy measurement; converts the
measurements to σz measurements by using σz = Hσx H = HRz† (π/2)σy Rz (π/2)H;
and finally introduces an initial CNOT gate, which does nothing since it acts on the
initial state |ei on the top wire. The fourth step pushes the CNOT through to the
end of the circuit: the two Hadamards reverse the direction of the CNOT, putting
the control on the bottom wire and the target on the top wire; pushing this CNOT
through the beamsplitter unitary transforms the σy ⊗σy to −σx ⊗σz . After this move,
the bottom Hadamard is pushed through the beamsplitter unitary, further converting
the σx ⊗ σz to σz ⊗ σz . The fifth step converts the beamsplitter unitary to a rotation

and a controlled rotation using eiσz ⊗σz π/8 = exp[−iσz ⊗ 21 (1−σz )π/4]eiσz ⊗1π/8 ; pushes
the CNOT through the σz measurements to become a classical controlled operation
that does nothing if the outcome of the bottom measurement is the eigenvalue +1
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(|ei) and multiplies the result of the top measurement by −1 if the outcome of the
bottom measurement is the eigenvalue −1 (|gi); and finally pushes the Hadamard
on the bottom wire through the measurement, converting it to a measurement of σx .
The sixth step converts the controlled rotation into a classically controlled rotation
of the bottom qubit, controlled on the outcome of the σz measurement on the top
qubit; this final circuit embodies the fair-coin flip version of the heterodyne measurement. The apparently irrelevant CNOT introduced in the third step is actually
crucial. When pushed to the end of the circuit, it makes the outcome of the coin flip
the parity of the original measurements of σx and σy ; the parity thus chooses between
the measurement of X(π/4) and X(−π/4) on the primary probe qubit. The classical
version of this CNOT at the end of the circuit is there to get strict equivalence to
the original circuit; it returns the classical bit carried by the top wire to the outcome
of the σy measurement in the original circuit.

σy

|gi

⇐⇒

BS

1st step

σx

⇐⇒

|ei

|gi

Rz† (π/2)

σx

H

3rd step

⇐⇒

5th step

|ei

Rz (π/2)

H

H

|ei

eiσx ⊗σy π/8

σx
σy

eiσy ⊗σy π/8

2nd step

⇐⇒

σy
e−iσy ⊗σx π/8

•

H

σx

H

σz
e−iσy ⊗σy π/8

H
Rz (−π/4)

σx

H

⇐⇒

4th step

σz

•

σz

Rz (π/2)

σx

|ei

×
•

⇐⇒

6th step

H
eiσz ⊗σz π/8
H

|ei

H
Rz (−π/4)

σz

σx

σz

•

σz

•
Rz (π/2)

×
σx

•

Figure 5.6: Circuit-identity conversion of the original heterodyne measurement circuit of Fig. 5.4, which involves a beamsplitter on two probe qubits followed by σx
and σy measurements on the two qubits, to a fair-coin flip, mediated by the ancillary
(top) probe qubit, that chooses between measurements of X(ϕ/4) and X(−ϕ/4) on
the primary (bottom) probe qubit.
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We now turn to deriving the explicit form of the conditional heterodyne difference
equation,
∆ρ±,±e :=

†
K±,±e ρ K±,
e
±

tr ρE±,±e

− ρ.

(5.53)

This time we need two binary random variables to account for the dependence on
measurement outcome:
√
e 7→ ± ∆τ ,
∆Rx : (±, ±)
√
e 7→ ±
e ∆τ .
∆Ry : (±, ±)

(5.54)
(5.55)

We want to write the equation in terms of innovations again, so we need the probability distribution of measurement outcomes in order to calculate E [∆Rx ] and E [∆Ry ]:
!
√
1
c + c† √
ic + (ic)†
e = tr ρE±,±e =
e ∆τ tr ρ √
Pr(±, ±)
1 ± ∆τ tr ρ √ ±
. (5.56)
4
2
2
The marginal probabilities, given by
Pr(±) =

X
e
±

e =
Pr(±)

X
±

√
c + c†
1
e =
Pr(±, ±)
1 ± ∆τ tr ρ √
2
2

!

,

√
1
ic + (ic)†
e =
e ∆τ tr ρ √
Pr(±, ±)
1±
2
2

allow us to calculate expectation values,
X √
c + c†
E [∆Rx ] =
± ∆τ Pr(±) = ∆τ tr ρ √ ,
2
±
X √
ic + (ic)†
e ∆τ Pr(±)
e = ∆τ tr ρ √
E [∆Ry ] =
±
.
2
e

(5.57)
!

,

(5.58)

(5.59)
(5.60)

±

We can also find the correlation matrix,
 X

∆τ Pr(±) = ∆τ ,
E (∆Rx )2 =

(5.61)

±


 X
e = ∆τ ,
E (∆Ry )2 =
∆τ Pr(±)

(5.62)

e
±

E [∆Rx ∆Ry ] =

X
e
±,±

e ∆τ Pr(±, ±)
e = 0.
±±
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The first nonvanishing cross-moment of ∆Rx and ∆Ry is E [(∆Rx )2 (∆Ry )2 ] = ∆τ 2 .
e ∆τ as a stochastic term of order
This means that we should think of ∆Rx ∆Ry = ± ±

∆τ , and this is too small to survive the limit ∆τ → 0 (only stochastic terms of order
√
∆τ survive this limit).
Returning now to the difference equation (5.53), we find, to linear order in ∆τ ,

1
∆ρ±,±e = ∆τ D[c]ρ + √ ∆Ix H [c] ρ + ∆Iy H [ic] ρ
2
 


1
− ∆Rx ∆Ry tr ρ ic + (ic)† H [c] ρ + tr ρ(c + c† )H [ic] ρ ,
2

(5.64)

where we introduce the innovations for the two random processes,
∆Ix := ∆Rx − E [∆Rx ] ,

(5.65)

∆Iy := ∆Ry − E [∆Ry ] .

(5.66)

The innovations are zero-mean random processes, with variance




E (∆Ix )2 = E (∆Ix )2 = ∆τ .

(5.67)

Since, as we discussed above, the term proportional to ∆Rx ∆Ry is a zero-mean
stochastic term of order ∆τ (and thus vanishes in the continuous-time limit), we
drop it, leaving us with the difference equation

1 
∆ρ±,±e = ∆τ D[c]ρ + √ ∆Ix H [c] ρ + ∆Iy H [ic] ρ .
2
When we take the continuous-time limit, the innovations ∆Ix,y become

(5.68)
√
γ dWx,y ,

where dWx,y are independent Wiener processes, i.e., E [dWx,y ] = 0 and E [dWj dWk ] =
dt δjk . The resulting SME is

1 
√
√
√
dρHet = dt D[ γ c]ρ + √ dWx H [ γ c] ρ + dWy H [i γ c] ρ .
2

(5.69)

The unconditional master equation, obtained by averaging over the Wiener processes,
is, of course, the vacuum master equation (5.22).
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Notice that the heterodyne SME (5.69) has the same form as the homodyne
SME (5.34), except that the former has two Wiener processes acting independently
in the place where the latter has just one. This is a consequence of the heterodyne
measurement’s having provided information about two quadrature components of
the system, c + c† and i(c − c† ).

5.2.4
Initial
state
|gi
|gi

Summary of qubit-probe measurement schemes
Measurement basis

Kraus operators

|ei , |gi
1
√ (|gi±|ei
2

√
∆τ√
c, 1− 12 ∆τ c† c
√1 (1± ∆τ c− 1 ∆τ c† c)
2
2

√1 (|gi±e−iϕ
2

|gi
|gi

√1
2



√1 (1±
2

|ei)


e |ei
|gi+ √12 (±1∓i)

1
2



SME

√
∆τ eiϕ c− 12 ∆τ c† c)

√
1+ ∆τ

1
e
√1 (±1±i)c−
∆τ
2
2

†

cc



Jump
Homodyne
X
Homodyne
X(ϕ)
Heterodyne

Table 5.1: Input state, measurement basis, Kraus operators, and type of resulting
stochastic master equation (SME); X(ϕ) is the arbitrary probe quadrature defined
in Eq. (5.36).

To end this section, we briefly summarize the results. Throughout this section, we
kept the probe initial state fixed as the ground state |gi, and we kept the interaction
unitary fixed as that in Eq. (5.5). What changed from one subsection to the next
was the kind of measurement on the probe qubits. Sec. 5.2.1 analyzed measurements
of the probe qubits in Z basis, which is analogous to photon-counting measurements
for probe fields; this resulted in a SME that is identical to the photon-counting SME.
Sec. 5.2.2 considered measurement of the probes in the X basis, which is analogous to
homodyne measurements on probe fields; this resulted in a stochastic master equation that is identical to the homodyne SME. Sec. 5.2.3 derived the stochastic master
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equation for a generalized measurement on the probe qubits that is analogous to heterodyne measurement on a probe field; the SME is identical to the heterodyne SME.
The results for vacuum photon-counting, homodyne, and heterodyne measurements
are summarized in Table 5.1, as well as the comparable information for homodyne
measurement of an arbitrary quadrature.

5.3

Quantum trajectories for Gaussian
probe-qubit states

In this section, we generalize the results of the previous section by addressing the
following question: Can we extend our qubit bath model, so successful in capturing
the behavior of vacuum stochastic dynamics, to describe more general Gaussian
stochastic dynamics? By Gaussian we mean that the probe field is in a state with a
Gaussian Wigner function. Gaussian baths are capable of describing combinations
of mean fields (probe field in a coherent state), thermal fluctuations (probe field in a
thermal state), and quadrature correlation/anticorrelation (probe field in a squeezed
state). These baths have been thoroughly studied in the literature. Wiseman and
Milburn, who did much of the primary work in [132, 133, 131], summarize the results
in Wiseman’s thesis [130] and in their joint book [134]. Important related work
exists on simulation methods [52, 41] and the mathematical formalism behind these
descriptions [56, 101, 8, 67].
To handle the case of a vacuum probe field in terms of qubit probes, it is sufficient,
we found, to have a fixed initial probe state |gi and the fixed interaction unitary (5.5).
To handle the general Gaussian case in terms of qubit probes, we must allow a variety
of initial probe states, including mixed states, as one does with fields, but we also
find it necessary to allow modifications to the interaction unitary (5.5). The reason is
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that a qubit has nowhere near as much freedom in states as even the Gaussian states
of a field mode; thus, for example, to handle a squeezed bath in terms of qubits,
we have to modify the interaction unitary to handle the quadrature-dependent noise
that for a field bath comes from putting the field in a squeezed state.
To guide our generalization procedure, we consider in Sec. 5.3.1 the relationship
between the statistics of quantum noise increments and the master equation for
unconditional evolution. We then proceed in Sec. 5.3.2 to the translation to probe
qubits. Throughout these discussions, we label field operators with the letters b and
B, and we label the analogous operators for probe qubits with a and A.

5.3.1

Gaussian problem for probe fields

The statistics of a Gaussian field are captured by the first and second moments of
the quantum noise increments Eq. (3.20):
√
h∆Bn i = hbn i ∆τ = αn ∆τ ,
∆Bn† ∆Bn = b†n bn ∆τ = N ∆τ ,
∆Bn2 = b2n ∆τ = M ∆τ ,

βn =

√
γ αn ,

(5.70a)
(5.70b)
(5.70c)

[∆Bn , ∆Bn† ] = [bn , b†n ] ∆τ = ∆τ ,

(5.70d)

where βn is the mean probe field, N is related to the mean number of thermal
photons, and M is related to the amount of squeezing. These interpretations are
made more precise in Secs. 5.3.3 and 5.3.5. The parameters N and M satisfy the
inequality
|M |2 ≤ N (N + 1) ,

(5.71)

which ensures that the field state is a valid Gaussian quantum state. Noise increments for different time segments are uncorrelated, in accordance with the Markovian
nature of Gaussian white noise.
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More general Gaussian bath statistics of an instantaneous field mode are described
by the first and second moments of dBt ,
hdBt i = β(t) dt ,
D
E
dBt† dBt = N dt ,

β(t) =

√

γ α(t) ,

(5.72a)
(5.72b)

dBt2 = M dt ,
D
E
[dBt , dBt† ] = dt .

(5.72c)
(5.72d)

As a first step in our generalization to qubits below, we consider the unconditional
master equation for general Gaussian baths in the continuous limit (taken from
Eq. 4.254 of [134]):


√
√
√
√
dρ = dt β ∗ (t) γ c − β(t) γ c† , ρ + (N + 1)D[ γ c]ρ + N D[ γ c† ]ρ

√
√
√
√
+ 21 M ∗ [ γ c, [ γ c, ρ]] + 12 M [ γ c† , [ γ c† , ρ]] .

(5.73)

Notice that, as is well known, the terms linear in c, i.e., those proportional to β, are
a commutator that corresponds to Hamiltonian evolution; indeed, this Hamiltonian
is the system evolution one gets if one replaces the bath by its mean field, neglecting
quantum effects entirely. Just as we discussed for an external Hamiltonian in Chapter 3, these mean fields must vary much slower than 1/Ω. In comparing Eq. (5.73)
and other results between this dissertation and [134], it is important to be aware
of the distinction between our definitions of the c operators. We choose c to be
a dimensionless system operator, whereas in Wiseman and Milburn, it contains an
√
implicit factor of γ, which is pointed out in the paragraph below their Eq. (3.155).
Stochastic master equations for a general Gaussian bath, conditioned on the sorts
of measurements considered in Sec. 5.2, are significantly more complicated than the
unconditional master equation (5.73) and are the subject of Secs. 5.3.3 and 5.3.5.
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5.3.2

Gaussian problem for probe qubits

To make the correspondence to our qubit-probe model, we define a qubit quantumnoise increment analogous to the probe-field quantum noise increment (3.20):
√
∆An := ∆τ an .

(5.74)

In Sec. 5.2, we consistently chose an to be the qubit lowering operator, but in this
section, we find it useful to allow more general possibilities. We remind the reader
that in the picture of time increments ∆t, we work with the dimensionless time interval ∆τ = γ∆t, not with ∆t itself. The main way this might cause confusion is that if
√
we introduce a continuous-time noise increment dA = dt an for a qubit probe—or
√
use the continuous-time field increment dB(t) = dt bn —we have to remember the
√ √
√
factor of γ in ∆An = γ ∆t an .
For probe qubits prepared in the (possibly mixed) state σ (distinguished from the
similarly notated Pauli operators by subscripts or lack thereof), we write the qubit
bath statistics as
h∆An iσ = αn ∆τ ,

βn =

√

γ αn ,

(5.75a)

∆A†n ∆An

σ

= N ∆τ ,

(5.75b)

∆A2n

σ

= M ∆τ ,

(5.75c)

[∆An , ∆A†n ]

σ

= ∆τ .

(5.75d)

(n)
For the choice an := σ− that we used in Sec. 5.2, with vacuum probe state σ = |gihg|,

these relations are satisfied with α = N = M = 0. Notice that with a slight abuse
of notation, which we have already used and which can be excused because we only
√
√
want to get the scaling with γ right, we have β dt = hdAi = h∆Ai / γ = α∆τ / γ =
√
√
γ αdt, which implies that βn = γ αn , as displayed above.
Replacing the explicit σ− in the interaction unitary (5.5a) with the more general
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qubit operator a (and thus σ+ with a† ), we get a new interaction unitary,
√
2
 1
UI = 1 ⊗ 1 + ∆τ c ⊗ a†n − c† ⊗ an + ∆τ c ⊗ a†n − c† ⊗ an
2

2
1
= 1 ⊗ 1 + c ⊗ ∆A†n − c† ⊗ ∆An +
c ⊗ ∆A†n − c† ⊗ ∆An ,
2

(5.76)

which we use throughout the remainder of this section, specifying the operator an
appropriately for each case we consider. Using this new interaction unitary, we find
that the expectation values (5.75) are the only properties of the bath that influence
the unconditional master equation,


∆ρn := trpr UI (ρn ⊗ σn )UI† − ρn

 
= h∆An i∗σ c − h∆An iσ c† , ρn + ∆A†n ∆An
+ ∆A†n ∆An

σ

D[c† ]ρn +

1
2

∆A2n

∗
σ

+ [∆An , ∆A†n ]
σ

[c, [c, ρn ]] +

1
2

∆A2n

σ

σ



D[c]ρn

[c† , [c† , ρn ]] .
(5.77)

Here trpr denotes a trace over the nth probe qubit; in the interaction unitary and the
master equation, we only keep terms to linear order in ∆τ or, equivalently, quadratic
order in ∆An . This tells us that satisfying Eqs. (5.75) is a necessary and sufficient
condition for reproducing the Gaussian master equation with our qubit model. Since
an SME implies a master equation, Eq. (5.75) is also a necessary condition for reproducing the corresponding conditional evolution, i.e., the Gaussian SMEs, with our
qubit model. This serves as a guiding principle for exploring nonvacuum probes in
the qubit model.
Notice that we could develop an input-output formalism for probe qubits, analogous to that for fields in Eqs. (3.25) and (3.26). Since an and a†n do not satisfy the
canonical bosonic commutation relations, however, the qubit input-output relation
will not have the same form as the field relations (3.25) and (3.26). Another complication in the qubit input-output formalism is the dependence of an on the Gaussian
field state we want to model, which results in a state-dependent input-output relation. This complication shows up in the field input-output relations as well, and so
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isn’t unique to our qubit model. Everything would work out right once we included
the probe initial state and the appropriate measurement, but these complications
mean that the qubit input-output formalism does not have the simple interpretation
we can attach to the vacuum field version, so we do not develop it here.

5.3.3

Coherent states and mean-field stochastic master
equation

One way to extend the qubit model presented so far is to to generalize to nonvacuum
Gaussian pure states, the simplest of which is a coherent state. For a field probe,
we create a coherent state with a wave-packet mean field β(t) by applying to the
vacuum the continuous-time displacement operator [14],

Z
†
∗
D[β(t)] := exp
dt [β(t)b (t) − β (t)b(t)] .

(5.78)

To use this continuous-time displacement operator, it is often convenient to write it
as a product of displacement operators for the field modes bn of the time increments,
during each of which the mean field is assumed to be essentially constant, yielding
D[β(t)] =

Y

D(αn ) ,

(5.79)

n

where
D(αn ) := e

√

∗b )
∆t(βn b†n −βn
n

=e

√
∆τ (αn b†n −α∗n bn )

†

∗

= eαn ∆Bn −αn ∆Bn ,

is the displacement operator for the nth field mode bn and βn = β(tn ) =

(5.80)
√
γ αn .

Applying this displacement operator to vacuum creates a product coherent state, in
which the field mode bn for the nth time increment is a coherent state with mean
number of photons |βn |2 ∆t = γ |αn |2 ∆τ . Thus, in the continuous-time limit, the
mean rate at which photons encounter the system is |β(t)|2 = γ |α(t)|2 .
94

Chapter 5. Weak measurements for control
Up till this point in this section, we have retained the subscript n that labels
each time increment, but from here on, as in Sec. 5.2, we omit this label because it is
just a nuisance when dealing with the time increments one at a time. We only note
that the omitted n dependence is necessary to describe a time-changing mean field
√
α(t) = β(t)/ γ.
To translate from field modes to qubits, we let a = σ− , as in Sec. 5.2, and we
introduce a qubit analogue of a displacement operator for a probe qubit,
√
∆τ (ασ+ −α∗ σ− )

D(α) := e

= eα∆A

† −α∗ ∆A

.

(5.81)

This operator doesn’t act much like the field displacement operator for large displacements, but because we are working with small time increments, we can assume
√
that α ∆τ is small and expand the displacement operator as
D(α) = 1 + α∆A† − α∗ ∆A +

α∆A† − α∗ ∆A

2

+ O(∆τ 3/2 )

= 1 + α∆A† − α∗ ∆A − 12 |α|2 ∆A∆A† + ∆A† ∆A + O(∆τ 3/2 ) ,
1
2

(5.82)

where the final form uses ∆A2 = 0 = (∆A† )2 since a = σ− . Throughout we work
to linear order in ∆τ , without bothering to indicate explicitly that the next-order
terms are O(∆τ 3/2 ). The aficionado might notice Eq. (5.82) is related to the quantum stochastic differential equation for the displacement (or “Weyl”) operator; see
Eq. (4.11) of [17].
Applying the displacement operator to the ground state |gi gives the normalized
probe coherent states,
|αi := D(α) |gi

√
= (1 − 12 |α|2 ∆τ ) |gi + α ∆τ |ei
√

= (1 − 21 |α|2 ∆τ ) |gi + α ∆τ |ei .

(5.83)

The state (5.83) is analogous to a field-mode coherent state because it reproduces
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the mean-field bath statistics (and therefore the unconditional master equation):
h∆Aiα = α ∆τ ,

(5.84a)

∆A† ∆A

α

= 0,

(5.84b)

∆A2

α

= 0,

(5.84c)

[∆A, ∆A† ]

α

= ∆τ .

(5.84d)

In calculating the difference equation for any kind of measurement on the probe
qubits, we necessarily use normalized post-measurement system states. Since we
normalize the post-measurement state we can work with an unnormalized probe
initial state, because the magnitude of the probe initial state cancels out when the
post-measurement state is normalized. In particular, it is convenient to work here
with an unnormalized version of the coherent states,
√
|αi = |gi + α ∆τ |ei ,

(5.85)

keeping in mind that the resulting Kraus operators are off by a factor of 1 − 12 |α|2 ∆τ
and POVM elements and probabilities of measurement outcomes are off by a factor
of 1 − |α|2 ∆τ .
We focus now on the case of performing photon counting on the probes, i.e., a
measurement in the basis {|gi , |ei}. This results in Kraus operators,
Kg = hg|UI |αi = 1 − ∆τ (αc† + 12 c† c) ,
√
Ke = he|UI |αi = ∆τ (α1 + c) ,

(5.86a)
(5.86b)

which are analogous to Eqs. 4.53 and 4.55 in [134] (in comparing, recall that a
Hamiltonian term can be added in trivially). As we observed for the vacuum case
in Eqs. (5.25) and (5.48), both the homodyne and heterodyne Kraus operators are
linear combinations of the photon-counting Kraus operators.
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Following our treatment of the vacuum case for photon counting in Sec. 5.2.1, we
now find a difference equation


∆ρ∆N = ∆N G[α1 + c]ρ − ∆τ H αc† + 21 c† c ρ

= ∆τ [α∗ c − αc† , ρ] + D[c]ρ + ∆ID G [α1 + c] ρ ,

(5.87)

where ∆N is the bit-valued random variable introduced in Sec. 5.2.1, i.e., ∆N = 0
for outcome g and ∆N = 1 for outcome e, and ∆ID = ∆N − E [∆N ] is the photoncounting innovation (5.19). Taking the continuous-time limit gives the Gaussian
SME with a mean field for the case of direct detection,

 √
√
dρD = dN G[β1 + γ c]ρ − dt H β γ c† + 12 γc† c ρ
 √


√
√
√
= dt β ∗ γ c − β γ c† , ρ + D[ γ c]ρ + dID G[β1 + γ c]ρ ,

(5.88)

√
γ α; this result is also found in [134]. The driving terms due to the
√
mean field are those of a Hamiltonian i γ (β ∗ c − βc† ), as we would get if we replaced
where β =

the probe operators with their mean values. The unconditional master equation for
a mean-field probe follows from retaining only the deterministic part of Eq. (5.88)
and agrees with Eq. (5.73) when we set N = M = 0.
An equivalent method for dealing with a bath with a mean field, more attuned
to the approach we use later in this section, is discussed at the end of Sec. 5.3.5 and
is sketched in Fig. 5.10.

5.3.4

Thermal states

Having dealt with a pure state that carries a mean field, we turn now to Gaussian
states that have more noise than vacuum, i.e., thermal baths. A thermal state at
temperature T is defined by
σth :=

e−H/kB T
,
tr e−H/kB T

(5.89)
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For a field mode at frequency ω, the Hamiltonian is H = ~ω(a† a + 12 ), and the
corresponding thermal state is given by
m
∞ 
1 X
N
σth =
|mihm| ,
N + 1 m=0 N + 1

(5.90)

where
N :=

1
e~ω/kB T

(5.91)

−1

is the mean number of photons.
The thermal state for a qubit probe is diagonal in the basis {|gi , |ei} with the
ratio of excited-state population to ground-state population being N/(N + 1):
σth =

N +1
N
|gihg| +
|eihe| .
2N + 1
2N + 1

(5.92)

This state has an obvious problem, however, since if we choose a = σ− (∆A =
√
∆τ σ− ), we find that ∆A† ∆A th /∆τ = σ+ σ− = he|σth |ei = N/(2N + 1). Indeed,
no qubit state has more than one excitation in it, and the thermal state (5.92) has at
most half an excitation. It is easy to deal with this problem, however, by introducing
an effective qubit field operator,
ath =

√

2N + 1 σ− ,

(5.93)

√
which goes into the qubit increment ∆A = ∆τ ath . This increases the strength of
the coupling of the qubit probes to the system in a way that yields the desired bath
statistics,
h∆Aith = 0 ,

(5.94a)

∆A† ∆A

th

= N ∆τ ,

(5.94b)

∆A2

th

= 0,

(5.94c)

[∆A, ∆A† ]

th

= ∆τ .

(5.94d)
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A glance at the interaction unitary (5.76) shows that the rescaled coupling strength
is γN = (2N + 1)γ, i.e.,
√

2N + 1 ∆τ c ⊗ σ+ − c† ⊗ σ−
2
+ 12 (2N + 1)∆τ c ⊗ σ+ − c† ⊗ σ− .

Uth,I = 1 ⊗ 1 +

√

(5.95)

The power delivered by this idealized broadband thermal bath is infinite, so
photon counting yields nonsensical results. Instead, we consider homodyne detection
on the bath, i.e., measurement in the basis (5.24), which avoids the infinite-power
problem. Because the probe state is a mixture of two pure states, |gihg| and |eihe|,
we need Kraus operators corresponding to each combination of probe pure state
and measurement outcome in order to calculate the unnormalized updated state
[see Eq. (2.28)]:
r

N +1
hφ± |Uth,I |gi
2N + 1
r


√ √
1
1
N +1
†
=√
1 ± ∆τ 2N + 1 c − ∆τ (2N + 1)c c ,
2
2 2N + 1
r
N
=
hφ± |Uth,I |ei
2N + 1
r


√ √
1
1
N
†
†
= ±√
1 ∓ ∆τ 2N + 1 c − ∆τ (2N + 1)cc .
2
2 2N + 1

K±g =

K±e

(5.96)

(5.97)

The ± at the head of the expression for K±e can be ignored, since Kraus operators
always appear in a quadratic combination involving the Kraus operator and its adjoint. We are interested in the state after a measurement that yields the result ±,
and this means summing over the two possibilities for the initial state of the probe,
ρ± =

†
†
K±g ρK±g
+ K±e ρK±e
,
tr ρE±

(5.98)

where
E± :=

†
K±g
K±g

+

†
K±e
K±e



√
1
c + c†
=
1 ± ∆τ √
.
2
2N + 1
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is the POVM element for the outcome ±.
The resulting difference equation for the system state is



√
tr ρ(c + c† )
H[c]ρ
H[c† ]ρ
(N + 1) √
−N√
∆ρ± = ± ∆τ − ∆τ √
2N + 1
2N + 1
2N + 1
+ ∆τ (N + 1)D[c]ρ + ∆τ N D[c† ]ρ





∆IH
= ∆τ (N + 1)D[c]ρ + N D[c† ]ρ + √
H (N + 1)c − N c† ρ ,
2N + 1
(5.100)
√
where we use the same random process ∆R = ± ∆τ and innovation ∆IH = ∆R −
E [∆R] as for the vacuum SME for homodyning. In the continuous-time limit, the
difference equation becomes


√
√
dρ = dt (N + 1)D[ γ c]ρ + N D[ γ c† ]ρ
+√



dW
√
√
H (N + 1) γ c − N γ c† ρ ,
2N + 1

(5.101)

where dW is the Wiener process that is the limit of the innovation. This result
agrees with Eqs. 4.253 and 4.254 of [134] when we set M = 0 in those equations.
The unconditional thermal master equation retains only the deterministic part of
Eq. (5.101) and agrees with Eq. (5.73) when we set β = 0 and M = 0.
The strategy of increasing the coupling strength clearly allows us to handle the
thermal-state SME, but it is worth spelling out in a little more detail how that works,
i.e., how we are able to mimic a field mode that has all energy levels occupied in
a thermal state with a qubit that has only two levels. Because the thermal state
for a field mode is diagonal in the number basis, the terms from UI (ρ ⊗ σth )UI† that
survive tracing out the probe field are those balanced in bm and b†m :
− 21 ∆t c† c γ tr σth b†n bn − 12 ∆t cc† γ tr σth bn b†n .

(5.102)

The normally ordered expression with b†n bn corresponds to the system absorbing
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an excitation from the bath, while the antinormally ordered expression with bn b†n
corresponds to the system emitting an excitation into the bath.
Focusing just on the coupling strength for these two processes, the relevant expressions are
γ tr σth b†n bn = γ

∞
X

Pr (m|N ) m

m=0
∞
X
N
γ(2N + 1)m
=
Pr (m|N )
2N + 1 m=0
N

(5.103)

N
γN ,
2N + 1
∞
X
†
Pr (m|N ) (m + 1)
γ tr σth bn bn = γ
=

m=0

∞
N +1 X
γ(2N + 1)(m + 1)
=
Pr (m|N )
2N + 1 m=0
N +1

=

(5.104)

N +1
γN ,
2N + 1

where
1
Pr (m|N ) =
N +1



N
N +1

m

(5.105)

is the thermal probability for m photons given mean number N and
γN := (2N + 1)γ

(5.106)

is a rescaled interaction strength. The terms have been written so as to suggest
the following: absorption occurs with overall probability N/(2N + 1) and effective
interaction strength γ(2N + 1)m/N , which depends on the number of photons m in
the field mode, and emission occurs with probability (N + 1)/(2N + 1) and effective
interaction strength γ(2N + 1)(m + 1)/(N + 1). The absorption and emission probabilities are, respectively, proportional to the absorption and total (spontaneous plus
stimulated) emission rates given by the Einstein A and B coefficients for a collection
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of two-level atoms in thermal equilibrium with an optical cavity at temperature T
[30, Sec. 1.2.2]. Since hmi = N , both of the effective interaction strengths average to
the rescaled interaction strength γN . This is what allows us to replace the effective
interaction strengths by their average and pretend that only two bath levels undergo
absorption and emission.
It is worth noting here what happens if we measure the rotated quadrature component X(ϕ) of Eq. (5.36) instead of X = σx , i.e., if we measure in the basis of
Eq. (5.37). The Kraus operators become
N +1
hφ± (ϕ)|Uth,I |gi
2N + 1
r
(5.107)


√ √
1
N +1
1
†
iϕ
=√
1 ± ∆τ 2N + 1 e c − ∆τ (2N + 1)c c ,
2
2 2N + 1
r
N
=
hφ± (ϕ)|Uth,I |ei
2N + 1
r


√ √
N
eiϕ
1
−iϕ †
†
= ±√
1 ∓ ∆τ 2N + 1 e c − ∆τ (2N + 1)cc .
2
2 2N + 1

K±g =

K±e

r

(5.108)

The ±eiϕ at the head of the expression for K±e can be ignored, since a Kraus operator
always appears in combination with its adjoint. Thus all the results for homodyne
measurement of X(ϕ) follow from those for homodyne measurement of σx by replacing c by eiϕ c. In particular, the difference equation and the limiting SME are given
by


∆ρ± = ∆τ (N + 1)D[c]ρ + N D[c† ]ρ



∆IH
+√
H (N + 1)eiϕ c − N e−iϕ c† ρ ,
2N + 1


√
√
dρ = dt (N + 1)D[ γ c]ρ + N D[ γ c† ]ρ
+√



dW
√
√
H (N + 1) γ eiϕ c − N γ e−iϕ c† ρ .
2N + 1
102

(5.109)

(5.110)

Chapter 5. Weak measurements for control

5.3.5

Pure and thermal squeezed states

When we turn our attention to squeezed baths, the use of qubit probes immediately
presents a new challenge. This comes from the obvious fact that if we choose a ∝ σ− ,
as in all previous work in this chapter, the second moment that quantifies squeezing,
2
h∆A2n isq = M ∆τ , cannot be nonzero for any choice of qubit probe state since σ−
= 0.

To surmount this obstacle, it is clear that we should make a different choice for a;
fortunately, once one has formulated the problem properly, the right choice becomes
obvious, although it has not been considered previously.
To see how to proceed, consider first the case of field modes in pure squeezed
vacuum,
|φsq i := S(r, µ) |vaci ,

(5.111)

which is generated from vacuum by the squeeze operator,
S(r, µ) := exp

h

1
r
2

e−2iµ b2 − e2iµ b†

2

i

.

(5.112)

The squeeze operator conjugates the field annihilation operator b according to
S † (r, µ) b S(r, µ) = b cosh r − e2iµ b† sinh r =: bsq ,

(5.113)

yielding new field operators bsq . Using this transformation, it is easy to see that
hbisq = hbsq ivac = 0 and
N = b† b
M = b2

sq
sq

= b†sq bsq

= b2sq

vac

vac

= sinh2 r ,

= −e2iµ sinh r cosh r .

(5.114)
(5.115)

We stress that for all our results on a pure squeezed bath, Eqs. (5.114) and (5.115)
are the expressions we use to relate the squeezing parameters r and µ to the bath
parameters N and M of Eq. (5.72). Notice that for this case of pure squeezed
bath, the inequality (5.71) is saturated. In this subsection, we find it useful to let
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|φsq i
ρ

UI

b + b†

No analogue

⇐⇒

|vaci
ρ

S

UI

S†

S

No analogue

b + b†

⇐⇒

|vaci

bsq + b†sq
Usq,I

ρ
|gi

asq + a†sq
Usq,I

ρ

Figure 5.7: The top row shows the transformation of the field-mode squeezed-bath
circuit into a form where the squeezed noise, instead of being described by an initial
squeezed state of a field mode, is described by squeezed field operators in the interaction unitary and in the measured observable. In the left-most circuit, the field
mode starts in the squeezed vacuum (5.111); it interacts with the system via the joint
unitary UI of Eq. (3.18); finally, it is subjected to a (homodyne) measurement of the
observable b + b† . The middle circuit introduces squeeze operators so that the field
mode starts in vacuum, and the joint unitary and the measurement are ready to be
transformed. The third circuit shows the result of the transformation: the field mode
starts in vacuum; it interacts with the system via the joint unitary Usq,I , in which
the field-mode creation and annihilation operators in Eq. (3.18) are replaced by the
transformed operators bsq and b†sq of Eq. (5.113); finally, the observable bsq + b†sq is
measured on the field mode. The bottom row shows the corresponding squeezed-bath
circuit for a qubit probe; this is a direct translation of the rightmost field-mode circuit to a qubit probe in the manner we are accustomed to. The middle and leftmost
circuits are not available to qubits, because the two-dimensional Hilbert space of the
probe qubit cannot accommodate squeezed vacuum or a squeeze operator. The qubit
model involves a probe that starts in the ground state |gi; interaction of the system
and the probe qubit is described by the interaction unitary Usq,I of Eq. (5.117), which
is obtained by substituting asq of Eq. (5.116) for a in the interaction unitary (5.76);
and finally, a measurement of the observable asq + a†sq on the qubit.

MR = (M + M ∗ )/2 and MI = −i(M − M ∗ )/2 denote the real and imaginary parts
of M .
The transformation (5.113) is the key to translating from field modes to qubits.
What the transformation allows us to do is to model squeezed noise in terms of vacuum noise that has a quadrature-dependent coupling to the system. In this section,
we again focus on homodyne measurements of the probe; just as for thermal states,
this is because of the infinite photon intensity of the infinitely broadband squeezed
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states we are considering (though we will return to the question of photon counting in the presence of squeezing in Sec. 6.3.1 when we have developed a formalism
to describe finite-bandwidth squeezing). As part of the overall transformation, the
homodyne measurement is also transformed to measurement of another observable.
The transformation and the translation from field modes to qubits are depicted and
described in detail in terms of circuits in Fig. 5.7.
The conclusion is that we can model squeezed noise in terms of qubits by starting
the probe in the ground state |gi and having it interact with the system via an
interaction unitary obtained from Eq. (5.76) by substituting
asq := σ− cosh r − e2iµ σ+ sinh r

(5.116)
cosh r − e2iµ sinh r
cosh r + e2iµ sinh r
σx − i
σy
2
2
in place of a. The resulting interaction unitary is
√
 1
2
Usq,I = 1 ⊗ 1 + ∆τ c ⊗ a†sq − c† ⊗ asq + ∆τ c ⊗ a†sq − c† ⊗ asq
2
√
2
 1
†
= 1 ⊗ 1 + ∆τ csq ⊗ σ+ − csq ⊗ σ− + ∆τ csq ⊗ σ+ − c†sq ⊗ σ− ,
2
(5.117)
=

where
csq := c cosh r + e2iµ c† sinh r

(5.118)

is a species of squeezed system operator.
The qubit operators reproduce the general pure-state, but zero-mean-field Gaus√
sian bath statistics for ∆Asq = ∆τ asq :
∆Asq

g

= 0,

(5.119a)

∆A†sq ∆Asq

g

= sinh2 r ∆τ = N ∆τ ,

(5.119b)

∆A2sq

g

= −e2iµ sinh r cosh r ∆τ = M ∆τ ,

(5.119c)

[∆Asq , ∆A†sq ]

g

= ∆τ .

(5.119d)
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Thus we know that the qubit model generates the desired unconditional system
evolution.
A helpful way to think about this transformation is as a modification of the
coupling of the system to the bath. Just as for thermal states, where we were able to
make up for a limited number of excitations in the bath by increasing the interaction
strength, here we compensate for the limitation that the qubit ground state has
equal uncertainties in σx and σy by modifying the originally symmetric coupling
to a = σ− = (σx − iσy )/2 to the asymmetric “squeezed” coupling embodied in the
operator asq of Eq. (5.116). One sees the effect of the coupling strengths most plainly
when µ = 0, in which case asq = (σx e−r − iσy er )/2; i.e., the coupling of σx to the
system is reduced by the squeeze factor e−r , and the coupling of σy is increased by

the same factor. The change in coupling strengths isn’t the only twist, however.
The Pauli operators σx = X and σy = Y are transformed under the squeezing
transformation into
Xsq := asq + a†sq = σx (cosh r − cos 2µ sinh r) + σy sin 2µ sinh r ,

(5.120)

Ysq := iasq − ia†sq = σx sin 2µ sinh r σx + σy (cosh r + cos 2µ sinh r) .

(5.121)

These operators have the same commutator as σx and σy , i.e., [Xsq , Ysq ] = [σx , σy ] =
2iσz , but unlike σx and σy , they are correlated in vacuum when sin 2µ 6= 0:
1
(Xsq Ysq
2

+ Ysq Xsq )

vac

= 2 sin 2µ sinh r cosh r = −2MI .

(5.122)

This vacuum correlation is how our qubit model captures the correlation between
quadrature components in the squeezed state of a field mode.
As mentioned above, we focus on homodyne detection, which in our transformed
and translated scheme, corresponds to measuring the observable Xsq of Eq. (5.120),
but Xsq is not a normalized spin component. We can, however, write Xsq as
Xsq =

√

LX(ϕsq ) ,

(5.123)
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|gi
ρ

X(ϕsq )
Usq,I

Figure 5.8: Final qubit circuit for pure squeezed noise and a homodyne measurement
of σx . In our model of this situation, the probe, initially in the ground state |gi,
interacts with the system via the unitary Usq,I of Eq. (5.117) and then is subjected
to a measurement of the spin component X(ϕsq ). This√model is identical to that of
Fig. 5.7 except that the measurement of asq + a†sq = LX(ϕsq ) is replaced by the
equivalent measurement of X(ϕsq ).

where
L := 1 + 2 sinh2 r − 2 cos 2µ sinh r cosh r

(5.124)

and X(ϕsq ) is the normalized spin component of Eq. (5.36), with the phase angle
defined by
eiϕsq :=

cosh r − e−2iµ sinh r
√
.
L

Since the factor

(5.125)

√
L in Xsq changes only the eigenvalues, not the eigenvectors of the

measured observable, we can say that we are measuring the spin component X(ϕsq ),
instead of asq + a†sq ; either way, we are measuring in the basis |φ± (ϕsq )i. Making this
change brings our qubit model for homodyne measurement on pure squeezed noise
into its final form, depicted in Fig. 5.8.
The qubit model is now identical to the vacuum qubit model for measurement
of an arbitrary spin component, so we can obtain the results for the present case by
appropriating the results for vacuum homodyning, replacing c with csq of Eq. (5.118)
and choosing the homodyne angle to be ϕsq of Eq. (5.125). Formulas helpful in
making this replacement are given in Appendix C. The resulting Kraus operators

107

Chapter 5. Weak measurements for control
are
K± = hφ± (ϕsq )|Usq,I |gi


√
= √12 1 ± ∆τ eiϕsq csq − 21 ∆τ c†sq csq
√ 


∆τ
= √12 1 ± √
(N + M ∗ + 1)c − (N + M )c†
L


†
†
∗ 2
†2
1
,
− 2 ∆τ (N + 1)c c + N cc − M c − M c

with corresponding POVM elements
!
√
1
∆τ
E± = K±† K± =
1 ± √ (c + c† ) .
2
L

(5.126)

(5.127)

Likewise, the conditional difference equation is


∆ρ± = ∆τ D[csq ]ρ + ∆IH H eiϕsq csq ρ


= ∆τ (N + 1)D[c]ρ + N D[c† ]ρ + 21 M ∗ [c, [c, ρ]] + 12 M [c† , [c† , ρ]

(5.128)


∆IH 
+ √ H (N + M ∗ + 1)c − (N + M )c† ρ ,
L

and the SME is

√

√
dρ = dt D[ γ csq ]ρ + dW H γ csq eiϕsq ρ ,

which becomes

√
√
dρ = dt (N + 1)D[ γ c]ρ + N D[ γ c† ]ρ


√
√
√
√
+ 21 M ∗ [ γ c, [ γ c, ρ]] + 12 M [ γ c† , [ γ c† , ρ]

(5.129)

(5.130)


dW 
√
√
+ √ H (N + M ∗ + 1) γ c − (N + M ) γ c† ρ .
L

This SME is presented as Eqs 4.253 and 4.254 in [134]; see also Sec. 4.4.1 of Wiseman’s
thesis [130].
Generalizing to a squeezed thermal bath for a field mode, for which the inequality (5.71) is not saturated, proceeds by representing a squeezed thermal bath as a
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thermal state (5.90) to which the squeeze operator (5.112) has been applied:
σth,sq = S(r, µ)σth S † (r, µ) .

(5.131)

For this squeezed thermal state, the bath parameters N and M are functions both
of the squeezing parameters r and µ and of the “thermal excitation number” Nth :
Nth := b† b

th

N = b† b

th,sq

M = b2

th,sq

,

(5.132a)
= b†sq bsq

= b2sq

th

th

= (2Nth + 1) sinh2 r + Nth ,

= −(2Nth + 1)e2iµ sinh r cosh r .

(5.132b)
(5.132c)

Making this squeezed thermal state the initial state of the field mode gives the circuit
for a squeezed thermal bath. Transforming the squeezing to appear not in the initial
state, but in the interaction unitary and the homodyne measurement, is the same
as for a squeezed-vacuum input and is depicted in Fig. 5.9 (a). We emphasize that
for the case of squeezed thermal bath, Eqs. (5.132) are the expressions we use to
derive the bath parameters N and M from the thermal parameter Nth and squeezing
parameters r and µ.
We need only to combine our work on thermal baths and pure squeezed baths
to translate the rightmost circuit in Fig. 5.9 (a) to a qubit probe. The result of the
translation is depicted in Fig. 5.9 (b). The initial state of the probe qubit is the
thermal state (5.92), now written as
σth =

Nth + 1
Nth
|gihg| +
|eihe| .
2Nth + 1
2Nth + 1

(5.133)

The interaction unitary UI is translated by letting a in Eq. (5.76) be the squeezed
annihilation operator (5.116), further modified by being rescaled by the thermal
√
√
coupling factor 2Nth + 1, i.e., ∆Ath,sq = ∆τ ath,sq , where
ath,sq :=

p
p

2Nth + 1 asq = 2Nth + 1 σ− cosh r − e2iµ σ+ sinh r .
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σth,sq
ρ

UI

b + b†

⇐⇒

σth

S

ρ

UI

S†

S

b + b†

⇐⇒

bsq + b†sq

σth
Usq,I
ρ

(a)
σth
ρ

X(ϕsq )
Uth,sq,I

(b)

Figure 5.9: (a) Field-mode circuits for a squeezed thermal bath. The circuit on the
left, in which the field mode begins in squeezed thermal state σth,sq , is transformed
so that the effect of the squeezing appears not in the initial field-mode state, but
in the interaction unitary and in the observable that is measured on the field mode.
In the circuit on the right, the interaction unitary Usq,I is obtained by replacing the
field-mode creation and annihilation operators in Eq. (3.18) with the transformed
operators bsq and b†sq of Eq. (5.113); the measured observable is obtained from the
same replacement. (b) Qubit model for squeezed thermal bath. The unitary Uth,sq,I is
understood to be derived from the interaction unitary (5.76) by substituting ath,sq of
Eq. (5.134) in place of a or, equivalently, from the thermal interaction unitary (5.95)
by substituting in place of σ− the squeezed operator asq of Eq. (5.116). The homodyne
measurement is a measurement of Xsq = asq + a†sq , but rescaled to be a measurement
of the normalized spin component X(ϕsq ), with the homodyne angle ϕsq determined
by Eq. (5.125).

The resulting interaction unitary is
p
√

Uth,sq,I = 1 ⊗ 1 + 2Nth + 1 ∆τ c ⊗ a†sq − c† ⊗ asq
2
+ 12 (2Nth + 1)∆τ c ⊗ a†sq − c† ⊗ asq
p
√

= 1 ⊗ 1 + 2Nth + 1 ∆τ csq ⊗ σ+ − c†sq ⊗ σ−
2
+ 12 (2Nth + 1)∆τ csq ⊗ σ+ − c†sq ⊗ σ− ,

(5.135)

where csq is the squeezed system operator of Eq. (5.118). The homodyne measure√
ment of σx is transformed to a measurement of asq +a†sq = LX(ϕsq ); as we discussed
previously for a pure squeezed bath, we can regard this as a measurement of the normalized spin component X(ϕsq ), with the phase angle defined by Eq. (5.125).
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√
The qubit operators ∆Ath,sq = ∆τ ath,sq reproduce the general, but zero-meanfield Gaussian bath statistics:

D

∆Ath,sq th = 0 ,
E


∆A†th,sq ∆Ath,sq
= (2Nth + 1) sinh2 r + Nth ∆τ = N ∆τ ,
th

∆A2sq

th

[∆Asq , ∆A†sq ]

th

(5.136a)
(5.136b)

= −(2Nth + 1)e2iµ sinh r cosh r ∆τ = M ∆τ ,

(5.136c)

= ∆τ .

(5.136d)

For the conditional evolution we note that the circuit in Fig. 5.9 (b) is the same as
that for a thermal probe with no squeezing, subjected to a homodyne measurement
specified by the angle ϕsq of Eq. (5.125), and with the system operator c replaced by
the squeezed system operator csq of Eq. (5.118). In particular, just as the thermal
bath with no squeezing has the two pairs of Kraus operators in Eq. (5.107), the
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squeezed thermal bath gives the two pairs of Kraus operators,
r

Nth + 1
hφ± (ϕsq )|Uth,sq,I |gi
2Nth + 1
r


√ p
1
Nth + 1
1
iϕsq
†
=√
1 ± ∆τ 2Nth + 1 e csq − ∆τ (2Nth + 1)csq csq
2
2 2Nth + 1
√ h
r

i
Nth + 1
∆τ
1
=√
1± √
(N + Nth + M ∗ + 1)c − (N − Nth + M )c†
2 2Nth + 1
L0
i
1 h
†
†
∗ 2
†2
− ∆τ (N + Nth + 1)c c + (N − Nth )cc − M c − M c
,
2

K±g =

(5.137)

r

Nth
hφ± (ϕsq )|Uth,sq,I |ei
2Nth + 1
r

√ p
eiϕsq
Nth
=±√
1 ∓ ∆τ 2Nth + 1 e−iϕsq c†sq
2 2Nth + 1

1
†
− ∆τ (2Nth + 1)csq csq
2
√ h
r

eiϕsq
Nth
∆τ
(N − Nth + M ∗ )c
=±√
1± √
2 2Nth + 1
L0

K±e =

− (N + Nth + M + 1)c†

(5.138)
i

i
1 h
†
†
∗ 2
†2
− ∆τ (N + Nth + 1)cc + (N − Nth )c c − M c − M c
.
2
The corresponding POVM elements for the measurement outcomes ± are
E± :=

†
K±g
K±g

+

†
K±e
K±e

√


1
∆τ
†
=
1 ± √ (c + c ) .
2
L0

(5.139)

In these results we introduce
L0 := (2Nth + 1)L = (2Nth + 1)(1 + 2 sinh2 r − 2 cos 2µ sinh r cosh r)
= 2N + 2MR + 1
[see Eqs. (C.4) and (C.5)].
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Updating the system state to find the conditional difference equation is done
using Eq. (5.98), with the result



∆ρ± = ∆τ Nth + 1 D[csq ]ρ + Nth D[c†sq ]ρ



∆IH
+√
H (Nth + 1)eiϕsq csq − Nth e−iϕsq c†sq ρ
2N + 1
 th

1 ∗
1
†
†
†
= ∆τ (N + 1)D[c]ρ + N D[c ]ρ + M [c, [c, ρ]] + M [c , [c , ρ]]
2
2

∆IH 
+ √ H (N + M ∗ + 1)c − (N + M )c† ρ .
L0

(5.141)

The final result is identical to that given in Eq. (5.128) for the case of a pure squeezed
bath (since L0 = 2N + MR + 1, which is what L is in the case of pure squeezed
bath), except that now N and M need only satisfy the inequality (5.71), rather than
saturating it. This means that the corresponding SME has the form of Eq. (5.130),
but with L replaced by L0 . Notice that in the final form of the difference equation
and the SME, all explicit reference to Nth disappears, whereas the Kraus operators
do depend explicitly on Nth ; this is because the Kraus operators involve projections
onto the two possible initial states, |gi and |ei, of the probe qubit, whereas the
difference equation and the SME only involve appropriate averages over these two
possibilities.
The case of a squeezed thermal bath is nearly the most general case of a Gaussian
bath, with pure-squeezed and unsqueezed-thermal baths emerging as special cases.
The only thing unaccounted for in the squeezed-thermal case is a mean field. It
is easy to add a mean field to the current paradigm; the procedure for doing so is
sketched in Fig. 5.10. The key point is to modify the interaction unitary (5.76) by
replacing a with the operator
√
ath,sq,α := ath,sq + α ∆τ 1
p
√

= 2Nth + 1 σ− cosh r − e2iµ σ+ sinh r + α ∆τ 1 .
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σth,sq
ρ

D(α)
UI

b + b†

σth

⇐⇒

S

UI

ρ

S†

S

D(α)

b + b†

bsq + b†sq

σth

⇐⇒

D† (α)

D(α)

Usq,α,I
ρ

(a)
σth
ρ

X(ϕsq )
Uth,sq,α,I

(b)

Figure 5.10: (a) Field-mode circuits for a squeezed thermal bath with a mean field.
The field-mode displacement operator D(α) is defined in Eq. (5.80). The first circuit, in which the field mode begins in squeezed thermal state σth,sq , which is then
displaced, is transformed so that the effect of the squeezing and the displacement
appears in the interaction unitary and in the observable that is measured on the
field mode. In the last circuit, the interaction√unitary Usq,α,I is obtained from the
joint unitary (3.18) by replacing b with bsq + α ∆τ , where bsq is the squeezed annihilation operator of Eq. (5.113); the measured observable is obtained from the same
replacement, except that the displacement can be ignored on the grounds that it does
not change the measured basis, only the eigenvalues in that basis. (b) Qubit model
for squeezed thermal bath with a mean field. The interaction unitary Uth,sq,α,I is
understood to be derived from the interaction unitary (5.76) by substituting ath,sq,α
of Eq. (5.142) in place of a. The homodyne measurement is a measurement of
Xsq = asq + a†sq , but rescaled to be a measurement of the normalized spin component
X(ϕsq ), with the homodyne angle ϕsq determined by Eq. (5.125).

The effect of this is to add to the interaction unitary (5.135) the additional term
∆τ (α∗ c − αc† ). When this interaction unitary evolves a density operator ρ, the

additional term leads to a commutator, ∆τ [α∗ c − αc† , ρ], which is, of course, just
the commutator that describes the mean-field evolution in the difference equation; it
√
√
becomes the mean-field commutator dt [β ∗ γ c − β γ c† , ρ] in the SME. The meanfield terms appear only in the deterministic part of the SME and do not affect the
conditional evolution.
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Perhaps as interesting as the success of the qubit technique we develop here is
the failure of a variety of other techniques, which generally are unable to capture the
conditional SME correctly. A sampling of these other techniques, which typically
involve either more than one probe qubit in each time segment or probes with more
than two levels, is discussed in Appendix D.
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Systems illuminated by squeezed
wave-packet modes

The squeezing treated in the white-noise formalism has nonphysical properties that
are apparent when one attempts to describe photon counting in the formalism.
The delta time correlations of white-noise fields correspond to flat power spectral
densities. When a photodetector with infinite temporal resolution—i.e., infinite
bandwidth—measures such a field, it sees an infinite photon flux. As discussed
in [134, Sec. 4.3.3], such an infinite photon flux formally illustrates the sense in
which photodetection yields arbitrarily small information about the system being
monitored as one takes the white-noise limit. The white-noise limit isn’t the only
regime we care about, however, as many technologies afford us the opportunity to
engineer fields with physical squeezing power spectral densities interacting with systems (see, for example, Toyli et al. [125]). An important question to ask is how to
model measurements like photodetection in such scenarios.
A salient distinction between the white-noise formalism and realistic power spectral densities is the Markovian versus non-Markovian characteristic of the field. Re-
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alistic squeezed fields have nonzero correlation times, which mean their effect on a
system cannot be described by the inherently Markovian master equations we have
employed to this point.
Non-Markovian evolution is quite difficult to deal with in full generality. As a
tractable first step, the realistic squeezed fields we consider in this dissertation are
squeezed wave packets in the style of the number-state wave packets considered in
[59, 11, 10].

6.1

Formalism

We use all the approximations from Eq. (3.17) except the second Markov approximation. We describe the wave packet containing the squeezed state by the squarenormalized function ξ : t 7→ ξt :
Z
1 = dt |ξt |2 .

(6.1)

We define the annihilation operator for this wave-packet mode as
Z
B[ξ] = dt ξt∗ b(t) ,

(6.2)

with b(t) defined by Eq. (3.7). These operators have the canonical commutation
relation


B[ξ], B † [ξ] = 1 .

(6.3)

The wave-packet envelope must be constrained to preserve the validity of the rotating
wave approximation, as explained in [30, Sec. 3.3.1]. Such a wave packet is said to
have a slowly varying envelope, expressed by the time-domain relations
∂ξ
∂ 2ξ

Ω
 Ω2 |ξ| ,
∂t2
∂t

(6.4)
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which correspond to the wave-packet bandwidth being much smaller than the carrier
frequency Ω.
We take advantage of these approximations to express the infinitesimal time evolution operator using the SLH formalism [32]:
Ut = U (t + dt, t)
= 1sys ⊗ It − L† S ⊗ dBt + L ⊗ dBt† + (S − 1sys ) ⊗ dΛt

(6.5)

− dt (iHsys + 12 L† L) ⊗ It .
Equation (3.23) is a special instance of this expression where S = 1, L =

√
γ c,

and Hsys = 0. The Hsys term here merely introduces the −i[Hsys , ·] commutator
term we discuss in Chapter 3. The S operator is a unitary and is referred to as a
scattering operator. This operator may be used to describe effects such as the phase
shift imparted by a mirror on the input field. We do not dwell on this operator in
the present work, including it rather to facilitate the application of our results to
new problems.

6.2

Squeezed state temporal decomposition

A squeezed wave-packet state results from applying the following wave-packet squeeze
operator to the vacuum:
Sγ [ξ] = exp

hr

2

e−2iµ B[ξ]2 − e2iµ B † [ξ]2

γ = re2iµ

|0γ,ξ i = Sγ [ξ]|vaci .

i

(6.6)
(6.7)
(6.8)

This squeeze operator is simply Eq. (5.113) using the wave-packet annihilation operator.
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Number wave-packet states result from repeated normalized applications of the
wave-packet creation operator to the vacuum:
B † [ξ]n
|nξ i = √ |vaci .
n!

(6.9)

We will also have need for squeezed-number wave-packet states, which result from
applying the wave-packet squeeze operator to a wave-packet number state:
|nγ,ξ i = Sγ [ξ]|nξ i .

(6.10)

A foundational expression in the approach taken in [11, 10] is the relative state
decomposition of the wave-packet state with respect to the temporal mode at time
t. Specifically, we aim to express the state in the form
|0γ,ξ i = |0t i ⊗ |ψ̃0 i + |1t i ⊗ |ψ̃1 i ,

(6.11)

where ψ̃0 and ψ̃1 are unnormalized states on the temporal-mode tensor-product space
excluding the mode at time t. We will refer to such a decomposition as a temporal

decomposition. Our restriction to the subspace spanned by |0t i, |1t i is inspired by

the argument given in Sec. 5.2 for using a stream of qubits to model a vacuum field,

and justified by the rules of quantum stochastic calculus that discard many-photoncreation terms like dBt† dBt† as being of insignificant order in dt. These product rules
as given in Table 3.1 will prove indispensable for arriving at manageable expressions
in the following derivation.
We first derive the temporal decomposition for a wave-packet number state. As a
first step in deriving the temporal decomposition it is useful to split the wave-packet
operators into terms that act trivially at time t and terms that act non trivially at
time t:
B[ξ] = B̃t [ξ] + ξt∗ dBt ,

(6.12)
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where dBt is defined in Eq. (3.22). B̃t† [ξ] is an sub normalized creation operator
for the t-excluded mode t. This sub normalization follows from the commutation
relations of B[ξ] and dBt .


B[ξ], dBt† = ξt∗ [dBt , dBt† ] = ξt∗ dt

 



B̃t [ξ], B̃t [ξ]† = B[ξ], B[ξ]† − ξt B[ξ], dBt†


− ξt∗ dBt , B[ξ]† + |ξt |2 [dBt , dBt† ]

(6.13)

(6.14)

= 1 − |ξt |2 dt .

The normalized creation operator for the mode t is therefore
q
q
2
Bt [ξ] := B̃t [ξ]
1 − |ξt | dt = 1 + |ξt |2 dt B̃t [ξ] .

(6.15)

We employ Eqs. (6.9) and (6.12) and Table 3.1 to derive the temporal decomposition of the number wave-packet state:
B̃t† [ξ]n + n dBt† B̃t† [ξ]n−1
√
|nξ i =
|vaci
n!
√
B̃t† [ξ]n
B̃t† [ξ]n−1
†
|0t i
= |0t i ⊗ √ |0t i + ξt n dBt |0t i ⊗ p
n!
(n−1)!
√
^ i
= |0t i ⊗ |ñt i + ξt n dt |1t i ⊗ |(n−1)
t
√
= (1 − n2 |ξt |2 dt)|0t i ⊗ |nt i + ξt n dt |1t i ⊗ |(n−1)t i .

(6.16)

Here |ñt i denotes an unnormalized state created using applications of B̃t† [ξ], while

|nt i denotes a normalized state created using applications of Bt† [ξ].

A squeezed-number wave-packet state is the result of applying the wave-packet
squeeze operator given in Eq. (6.6) to the wave-packet number state. Our strategy to
obtain the temporal decomposition of the squeezed-number wave-packet state is to
apply the wave-packet squeeze operator to the temporal decomposition of the wavepacket number state and then collect like terms. To facilitate this, we start taking
apart the wave-packet squeeze operator according to which parts affect the mode at
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time t. As a first step in this procedure, we expand B[ξ] according to Eq. (6.12),
discarding dBt2 per Table 3.1:

Sγ [ξ] = exp
= exp

r h

h r2 
2

e−2iµ (B̃t [ξ] + ξt∗ dBt )2 − e2iµ (B̃t† [ξ] + ξt dBt† )2
e−2iµ B̃t [ξ]2 − e2iµ B̃t† [ξ]2
+ 2e−2iµ ξt∗ B̃t [ξ]dBt − 2e2iµ ξt B̃t† [ξ]dBt†

i

i

(6.17)

.

We now decompose the wave-packet squeeze operator into a factor that acts only
on the t-excluded mode t and factors that couple modes t and t. This procedure is
complicated by the fact that the terms acting non trivially at time t in the exponential do not commute with the terms acting only trivially at time t. Fortunately we
manage the non commutativity by recalling that conjugating by a unitary is equivalent to applying the exponential of the commutator map and taking advantage of the
quantum stochastic calculus to truncate the resulting series of commutators when it
exceeds all relevant orders of dt. The following sequence of equations demonstrates
how to reverse engineer an expression for Sγ [ξ] as a unitary with only trivial action
at time t conjugated by a unitary with non trivial (but weak) action at time t. First
we look at relevant nested commutators for a first guess:

adX Y := [X, Y ]

(6.18)



eX eY e−X = exp eX Y e−X = exp eadX Y
r
Ỹ := (e−2iµ B̃t [ξ]2 − e2iµ B̃t† [ξ]2 )
2

(6.19)
(6.20)

X := −ξt∗ dBt B̃t† [ξ] + ξt dBt† B̃t [ξ] = −ξt∗ dBt Bt† [ξ] + ξt dBt† Bt [ξ]


adX Ỹ = r ξt∗ e−2iµ dBt B̃t [ξ] − ξt e2iµ dBt† B̃t† [ξ]

(6.21)

ad2X Ỹ = r |ξt |2 dt Ỹ

(6.23)

ad3X Ỹ = 0 .

(6.24)
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We then obtain the desired decomposition by tweaking Ỹ :

Y := (1 + |ξt |2 dt)Ỹ

(6.25)

adX Y = adX Ỹ

(6.26)

eadX Y = Y + adX Y + 21 ad2X Y
r  −2iµ
=
e
B̃t [ξ]2 − e2iµ B̃t† [ξ]2
2

(6.27)


+ 2e−2iµ ξt∗ B̃t [ξ]dBt − 2e2iµ ξt B̃t† [ξ]dBt†


Sγ [ξ] = exp eadX Y = exp Y + adX Y + 12 ad2X Y = eX eY e−X


= exp −ξt∗ dBt Bt† [ξ] + ξt dBt† Bt [ξ]
hr 
i
−2iµ
2
2iµ †
2
× exp
e
Bt [ξ] − e Bt [ξ]
2

× exp ξt∗ dBt Bt† [ξ] − ξt dBt† Bt [ξ] .

(6.28)

This decomposition is remarkably simple to interpret, as the factor acting only on t
is another squeeze operator and the factors acting non trivially at time t are weak
beamsplitters between the temporal modes t and t. In the final decomposition we
have made use of the identity dBt dt = 0 from Table 3.1 to replace B̃t [ξ] with Bt [ξ],
the reason for this replacement being that Bt [ξ] enjoys the canonical commutation


relation, Bt [ξ], Bt† [ξ] = 1.
Since the beamsplitters are weak, we only need to keep a few terms in their series
expansions. Once we perform this expansion, we commute the squeezing operator to
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the left of all the field operators on mode t.
e−X = 1 + ξt∗ dBt Bt† [ξ] − ξt dBt† Bt [ξ] − 21 |ξt |2 dt Bt† [ξ]Bt [ξ]

(6.29)

Sγ,t := eY

(6.30)

c := cosh r

(6.31)

s := sinh r

(6.32)

†
Sγ,t
Bt [ξ]Sγ,t = cBt [ξ] − e2iµ sBt† [ξ]

(6.33)

† X
e Sγ,t
eX Sγ,t = Sγ,t Sγ,t

†
†
= Sγ,t 1 − ξt∗ dBt Sγ,t
Bt† [ξ]Sγ,t + ξt dBt† Sγ,t
Bt [ξ]Sγ,t

†
†
− 12 |ξt |2 dt Sγ,t
Bt† [ξ]Sγ,t Sγ,t
Bt [ξ]Sγ,t
n
= Sγ,t 1 − ξt∗ dBt (cBt† [ξ] − e−2iµ sBt [ξ])

+ ξt dBt† (cBt [ξ] − e2iµ sBt† [ξ])

− 12 |ξt |2 dt (2s2 + 1)Bt† [ξ]Bt [ξ]

(6.34)

− cs(e−2iµ Bt [ξ]2 + e2iµ Bt† [ξ]2 ) + s2

Combine these expressions recalling the products given by Table 3.1.

o

.

n


eX Sγ,t e−X = Sγ,t 1 − ξt∗ dBt (c − 1)Bt† [ξ] − e−2iµ sBt [ξ]
h
i
+ ξt dBt† (c − 1)Bt [ξ] − e2iµ sBt† [ξ]

− 12 |ξt |2 dt 2(s2 + 1)Bt† [ξ]Bt [ξ] + s2

− cs(e−2iµ Bt [ξ]2 + e2iµ Bt† [ξ]2 )

o
− 2(cBt† [ξ] − e−2iµ sBt [ξ])Bt [ξ]
n


= Sγ,t 1 − ξt∗ dBt (c − 1)Bt† [ξ] − e−2iµ sBt [ξ]


+ ξt dBt† (c − 1)Bt [ξ] − e2iµ sBt† [ξ] + s2

− 12 |ξt |2 dt 2c(c − 1)Bt† [ξ]Bt [ξ]

− (c − 2)se−2iµ Bt [ξ]2 − cse2iµ Bt† [ξ]2

123

(6.35)
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Now that we have the wave-packet squeezing operator in this form, we can apply the
finite polynomial of dBt , dBt† , Bt [ξ], and Bt† [ξ] to the temporal decomposition of the
√
√
number state, recalling that |1t i = (dBt† / dt)|0t i and |nt i = (Bt† [ξ]n / n!)|0t i. The
final squeezing operator on mode t then simply transforms number states in mode
t—such as those showing up in Eq. (6.16)—into squeezed number states in mode t:
|nγ,ξ i = Sγ [ξ]|nξ i

h
= |0t i ⊗ |nγ,t i − 12 |ξt |2 dt [n(2s2 + 1) + s2 ]|nγ,t i
h
p
− cs e−2iµ n(n−1) (n−2)γ,t
ii
p
+ e2iµ (n+1)(n+2) (n+2)γ,t

√  √
√
2iµ
+ |1t i ⊗ ξt dt c n (n−1)γ,t − e s n+1 (n+1)γ,t
 √
n
n
= |0t i ⊗ |nγ,t i + dt |ψ̃dt
i + dt |1t i ⊗ |ψ̃√
i,
dt

(6.36)

where we have defined


n
|ψ̃dt
i := − 21 |ξt |2 [n(2s2 + 1) + s2 ]|nγ,t i
h
p
− cs e−2iµ n(n−1) (n−2)γ,t
i
p
+ e2iµ (n+1)(n+2) (n+2)γ,t

 √
√
n
2iµ
:=
|ψ̃√
n
(n−1)
n+1
(n+1)
.
i
ξ
c
−
e
s
t
γ,t
γ,t
dt

(6.37)

(6.38)

This is the promised temporal decomposition of the wave-packet state! We could
immediately proceed with master equation derivations, but this would burden us
with unnecessary trouble since the state contains some irrelevant details. We discard
these details of the state by recognizing that the only way the state finds its way
into expressions is by interacting with the system via Eq. (6.5).
h
i
 √
n
n
Ut |nγ,ξ i = 1sys ⊗ |0t i ⊗ |nγ,t i + dt |ψ̃dt
i + dt |1t i ⊗ |ψ̃√
i
dt
√
n
− dt L† S ⊗ |0t i ⊗ |ψ̃√
i + dt L ⊗ |1t i ⊗ |nγ,t i
dt
√
n
+ dt (S − 1sys ) ⊗ |1t i ⊗ |ψ̃√
i
dt
− dt(iHsys + 12 L† L) ⊗ |0t i ⊗ |nγ,t i .
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After this interaction they are subsequently projected onto either h0t | or h1t |. Since
it is inconvenient to have the size of the Hilbert space change every time a measurement is made, we reattach a |0t i for convenience. While this choice makes no
difference for the system dynamics—since this part of the field never interacts again
and is ultimately traced out—it reveals a convenient way to represent the post interaction/projection state-of-affairs in terms of the original wave-packet state. First,
rewrite Eq. (6.36) to express |0t i ⊗ |nγ,t i as
n
i−
|0t i ⊗ |nγ,t i = |nγ,ξ i − dt |0t i ⊗ |ψ̃dt

√
n
dt |1t i ⊗ |ψ̃√
i.
dt

(6.40)

Use this identity to express the post interaction/projection state-of-affairs as

n
i
|0t ih0t |Ut |nγ,ξ i = 1sys ⊗ |0t i ⊗ |nγ,t i + dt |ψ̃dt
n
− dt L† S ⊗ |0t i ⊗ |ψ̃√
i
dt



− dt(iHsys + 12 L† L) ⊗ |0t i ⊗ |nγ,t i
√

n
= 1sys ⊗ |nγ,ξ i − dt |1t i ⊗ |ψ̃√
i
dt

(6.41)

n
− dt L† S ⊗ |0t i ⊗ |ψ̃√
i
dt

− dt(iHsys + 12 L† L) ⊗ |nγ,ξ i
√ h
n
|0t ih1t |Ut |nγ,ξ i = dt 1sys ⊗ |0t i ⊗ |ψ̃√
i + L ⊗ |0t i ⊗ |nγ,t i
dt
i
n
+ (S − 1sys ) ⊗ |0t i ⊗ |ψ̃√
i
dt
√
√
n
i + dtL ⊗ |nγ,ξ i
= dtS ⊗ |0t i ⊗ |ψ̃√
dt

(6.42)

n
+ dt L ⊗ |1t i ⊗ |ψ̃√
i.
dt

We find that, by utilizing Eq. (6.40) and discarding terms of irrelevant order in dt,
we can always fold the dt correction to the |0t i coefficient back into |nγ,ξ i, removing
n
all dependence on |ψ̃dt
i and saving us a lot of trouble.
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6.3

State update

Armed with the temporal decomposition of the squeezed wave-packet state, we now
aim to describe the dynamics of a system illuminated by a field in such a state.
Though it is possible to directly derive the unconditional dynamics for the case where
the outgoing field is beyond our reach, we adopt the approach of first solving for the
dynamics conditioned upon a particular measurement record, since the unconditional
dynamics emerge from averaging over potential measurement records.
Given a measurement record R on the interval [0, t) the conditional reduced state
of the system at time t is given by
h
 †i
tr[t,∞) CR ρ0 ⊗ |0γ,ξ ih0γ,ξ | CR
,
ρt|R =
Pr(R)

(6.43)

where we have traced out the future field that has yet to interact with the system
and made use of the composite Kraus operators CR to capture the joint evolution of
the field and system in the unitary U (0, t) and the measurement record in the inner
product with hR|—the tensor product of temporal field eigenstates corresponding to
the measurement record R:
CR = hR| U (t, 0) ⊗ 1[t,∞) .

(6.44)

We will have need to reference the following more general “bookkeeping” operators:
h
 †i
tr[t,∞) CR ρ0 ⊗ |mγ,ξ ihnγ,ξ | CR
(m,n)
(n,m) †
ρt|R =
= ρt|R .
(6.45)
Pr(R)
To derive the stochastic differential equation governing the evolution of the system we seek to express the update to the state given a measurement result at time t
in terms of the measurement result and our current description of the system given
(m,n)

by ρt|R . Since temporal correlations in the wavepacket result in non-Markovian
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(0,0)

dynamics, we know that the reduced system state ρt|R alone will generally be insuf(m,n)

ficient, so we expect the bookkeeping operators ρt|R

will play a role in capturing

the necessary memory effects.
To proceed, we must decide on a particular field measurement to perform. Photon counting presents itself as a reasonable choice, especially considering that the
temporal decomposition we have performed privileges the measurement eigenbases,
so we turn our attention to this measurement in the following section.

6.3.1

Photon counting

The potential results for an infinitesimal photon-counting measurement are ∅ (no
detection) and J (detection). The unnormalized updated states corresponding to
these results are
(m,n)

ρt+dt|R,∅ =
=
(m,n)

ρt+dt|R,J =
=

h
i
†
tr[t+dt,∞) h0t | Ut CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
Ut† |0t i
h

Pr(R) Pr(∅|R)

i
|0t ih0t |

(6.46)

i
†
tr[t,∞) |0t ih1t | Ut CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
Ut† |1t ih0t |

(6.47)

tr[t,∞) |0t ih0t | Ut CR (ρ0 ⊗

Pr(R) Pr(∅|R)

i
†
tr[t+dt,∞) h1t | Ut CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
Ut† |1t i
h

h

†
|mγ,ξ ihnγ,ξ |) CR
Ut†

Pr(R) Pr(J|R)

Pr(R) Pr(J|R)

.

We arrive at the above expressions by noting that Ut acts trivially on all the past
field, allowing us to express
CR,∅ = hR, ∅| U (t+dt, 0) = h0t |⊗hR| Ut U (t, 0)

(6.48)

= h0t | Ut hR| U (t, 0) = h0t | Ut CR
CR,J = hR, J| U (t+dt, 0) = h1t |⊗hR| Ut U (t, 0)
= h1t | Ut hR| U (t, 0) = h1t | Ut CR ,

127

(6.49)

Chapter 6. Systems illuminated by squeezed wave-packet modes
where we have left the tensor product with the identity on the future field implicit.
h0t |, h1t |, and the field part of Ut all commute with CR , meaning we can pull the
outer products and unitaries in to join with the squeezed wavepacket states and
perform the substitutions in Eqs. (6.41) and (6.42), keeping in mind that, since the
system part of Ut and the t part of |mγ,ξ i do not commute with CR , the substitutions
we perform straddle CR and all system operators will therefore appear outside the
composite Kraus operators. First, the no detection update:

(m,n)

ρt+dt|R,∅ = 1sys
−

h
i
†
tr[t,∞) CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR

√
dt1sys

1sys
Pr(R) Pr(∅|R)
i

h



†
m
√
tr[t,∞) CR ρ0 ⊗ |1t i ⊗ |ψ̃ dt i hnγ,ξ | CR

1sys
Pr(R) Pr(∅|R)
h

 n
 † i
|
⊗
h1
|
CR
tr[t,∞) CR ρ0 ⊗ |mγ,ξ i hψ̃√
√
t
dt
− dt1sys
1sys
Pr(R) Pr(∅|R)
h

 n
 † i

m
√ | ⊗ h1t |
CR
i
h
ψ̃
tr[t,∞) CR ρ0 ⊗ |1t i ⊗ |ψ̃√
dt
dt
1sys
+ dt 1sys
Pr(R) Pr(∅|R)
h


i


†
m
tr[t,∞) CR ρ0 ⊗ |0t i ⊗ |ψ̃√
i
hnγ,ξ | CR
dt
− dt L† S
1sys
Pr(R) Pr(∅|R)
h

 † i
 n
tr[t,∞) CR ρ0 ⊗ |mγ,ξ i hψ̃√
|
⊗
h0
|
CR
t
dt
− dt 1sys
S †L
Pr(R) Pr(∅|R)
h
i
†
tr[t,∞) CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
− dt (iHsys + 12 L† L)
1sys
Pr(R) Pr(∅|R)
h
i
†
tr[t,∞) CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
(−iHsys + 12 L† L) .
− dt 1sys
Pr(R) Pr(∅|R)
(6.50)
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Second, the detection update:

(m,n)

ρt+dt|R,J = dt S

h

 n
 † i

m
√ | ⊗ h0t |
i
h
ψ̃
CR
tr[t,∞) CR ρ0 ⊗ |0t i ⊗ |ψ̃√
dt
dt

+ dt L
+ dt S
+ dt L

Pr(R) Pr(J|R)
h

 n
 † i
tr[t,∞) CR ρ0 ⊗ |mγ,ξ i hψ̃√
|
⊗
h0
|
CR
t
dt

Pr(R) Pr(J|R)
h


i


†
m
tr[t,∞) CR ρ0 ⊗ |0t i ⊗ |ψ̃√
i
hn
|
C
γ,ξ
R
dt
Pr(R) Pr(J|R)

i
h
†
tr[t,∞) CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
Pr(R) Pr(J|R)

S†

S†
(6.51)

L†

L† .

These expressions aren’t the simplest, but already we identify a plausible way forward, since some of the terms in the updated state are proportional to bookkeeping
operators at the current time. The terms that still need some attention are those
m
i.
that contain |ψ̃√
dt

To express the manifest partial traces in terms of the bookkeeping operators
Eq. (6.45), we use the temporal decomposition to establish identities up to relevant
order in dt and play around with the freedom we have to use the trace to turn outer
products into inner products:


tr[t,∞) |φt i ⊗ |ψ[t+dt,∞) ihψ[t+dt,∞) | ⊗ hφt |



= hφt |φt i tr[t+dt,∞) |ψ[t+dt,∞) ihψ[t+dt,∞) | = hφ0t |φ0t i tr[t+dt,∞) |ψ[t+dt,∞) ihψ[t+dt,∞) |

= tr[t,∞) |φ0t i ⊗ |ψ[t+dt,∞) ihψ[t+dt,∞) | ⊗ hφ0t | (6.52)



0
0
tr[t,∞) |φt i ⊗ |ψ[t+dt,∞) ihψ[t,∞)
| = tr[t+dt,∞) |ψ[t+dt,∞) ihψ[t,∞)
|φt i .
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Performing these manipulations allows us to show
√

dt

=

h


i


†
m
tr[t,∞) CR ρ0 ⊗ |1t i ⊗ |ψ̃√
i
hn
|
C
γ,ξ
R
dt

√
dt

= dt
= dt
= dt

Pr(R)
h

 † i
 n
|
⊗
h1
|
CR
tr[t,∞) CR ρ0 ⊗ |mγ,ξ i hψ̃√
t
dt

Pr(R)
h


 n
 † i
m
√
√
tr[t,∞) CR ρ0 ⊗ |1t i ⊗ |ψ̃ dt i hψ̃ dt | ⊗ h1t | CR
Pr(R)
i
h


†
m
n
√
tr[t+dt,∞) CR ρ0 ⊗ |ψ̃√
ih
ψ̃
|
C
R
dt
dt

Pr(R)

h

 n
 † i
m
√ | ⊗ h0t |
tr[t,∞) CR ρ0 ⊗ |0t i ⊗ |ψ̃√
i
h
ψ̃
CR
dt
dt

Pr(R)
 √

√
CR ρ0 ⊗ c m|(m−1)γ,ξ i − e2iµ s m+1|(m+1)γ,ξ i
tr[t,∞) 
 √
 † 
√
× c nh(n−1)γ,ξ | − e−2iµ s n+1h(n+1)γ,ξ | CR


= |ξt |2 dt



Pr(R)
p
√
(m−1,n−1)
(m−1,n+1)
= |ξt |2 dt c2 mnρt|R
− cse−2iµ m(n+1)ρt|R
p
p
(m+1,n−1)
(m+1,n+1) 
− cse2iµ (m+1)nρt|R
+ s2 (m+1)(n+1)ρt|R

(6.54)

and

dt

h


i


†
m
tr[t,∞) CR ρ0 ⊗ |0t i ⊗ |ψ̃√
i
hn
|
C
γ,ξ
R
dt

= ξt dt

Pr(R)
h
 √

 †i
√
tr[t,∞) CR ρ0 ⊗ c m|(m−1)γ,ξ i − e2iµ s m+1|(m+1)γ,ξ i hnγ,ξ | CR

Pr(R)
√

√ (m−1,n)
(m+1,n)
= ξt dt c mρt|R
− e2iµ s m+1ρt|R
.

(6.55)

We get the expression for the remaining unaccounted terms by taking the hermi-
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tian conjugate of Eq. (6.55) and exchanging m and n, giving us
h

 n
 † i
tr[t,∞) CR ρ0 ⊗ |mγ,ξ i hψ̃√
|
⊗
h0
|
CR
t
dt
dt
Pr(R)
√
√ (m,n−1)
(m,n+1) 
= ξt∗ dt c nρt|R
− e−2iµ s n+1ρt|R
.

(6.56)

Now we have all the partial trace terms expressed using the bookkeeping operators,
so we substitute the fruit of our labors into Eqs. (6.50) and (6.51), yielding
(m,n)

(m,n)

(m,n)

(m,n)

Pr(J|R)ρt+dt|R,J

(m,n)

− idt[Hsys , ρt|R ] − 12 dt[L† L, ρt|R ]+
√
(m−1,n−1)
− |ξt |2 dt c2 mnρt|R
p
(m−1,n+1)
− cse−2iµ m(n+1)ρt|R
p
(m+1,n−1)
− cse2iµ (m+1)nρt|R
p
(m+1,n+1) 
+ s2 (m+1)(n+1)ρt|R
√
√ (m−1,n)
(m+1,n) 
− e2iµ s m+1ρt|R
− ξt dt L† S c mρt|R
√
√ (m,n−1)
(m,n+1)  †
− ξt∗ dt c nρt|R
− e−2iµ s n+1ρt|R
S L
√
(m−1,n−1)
= |ξt |2 dt S c2 mnρt|R
p
(m−1,n+1)
− cse−2iµ m(n+1)ρt|R
p
(m+1,n−1)
− cse2iµ (m+1)nρt|R
p
(m+1,n+1)  †
+ s2 (m+1)(n+1)ρt|R
S
√
√ (m−1,n)
(m+1,n)  †
+ ξt dt S c mρt|R
− e2iµ s m+1ρt|R
L
√
√ (m,n−1)
(m,n+1)  †
+ ξt∗ dtL c nρt|R
− e−2iµ s n+1ρt|R
S

Pr(∅|R)ρt+dt|R,∅ = ρt|R

(6.57)

(6.58)

(m,n)

+ dt Lρt|R L† .

We easily solve for the jump probability Pr(J|R) in the case of a wave packet in
squeezed vacuum by taking the trace of Eq. (6.58) when m = n = 0, making use of
the cyclic property of the trace and recalling S † S = 1sys :
(0,0)

(0,1)

(1,0)

Pr(J|R) = dt tr Lρt|R L† − e−2iµ ξt∗ sLρt|R S † − e2iµ Sξt sρt|R L†
(1,1) 
+ |ξt |2 s2 ρt|R .
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Since there are only two possible detection results for a particular time t the probability of no jump is Pr(∅|R) = 1 − Pr(J|R). We substitute this expression into the
no-jump updated state, discarding irrelevant terms by recognizing Pr(J|R) ∈ O(dt),
and derive the differential state updates
(m,n)

(m,n)

(m,n)

dρt|R,∅ = ρt|R,∅ − ρt|R
h
 (m,n)
(m,n)
(m,n)
= dt Pr(J|R)/dt ρt|R − i[Hsys , ρt|R ] − 12 [L† L, ρt|R ]+
√
(m−1,n−1)
− |ξt |2 c2 mnρt|R
p
(m−1,n+1)
− cse−2iµ m(n+1)ρt|R
p
(m+1,n−1)
− cse2iµ (m+1)nρt|R
p
(m+1,n+1) 
+ s2 (m+1)(n+1)ρt|R
√
√ (m−1,n)
(m+1,n) 
− ξt L† S c mρt|R
− e2iµ s m+1ρt|R
i
√
√ (m,n−1)
(m,n+1)  †
−2iµ
∗
−e
s n+1ρt|R
S L
− ξt c nρt|R
(m,n)

(m,n)

(6.60)

(m,n)

dρt|R,J = ρt|R,J − ρt|R
h
√
√
(m+1,n)
(m−1,n)  †
(m,n)
+ ξt c m Sρt|R
L
= Lρt|R − ξt s e2iµ m+1 Sρt|R
√
(m,n+1)
(m+1,n+1)
− ξt s e2iµ m+1 Sρt|R
− Lρt|R
√
√
(m−1,n+1)  ∗
ξt s e−2iµ n+1 S †
+ ξt c m Sρt|R
√
(m,n−1)
(m+1,n−1)
+ Lρt|R
− ξt s e2iµ m+1 Sρt|R
i.
 
√
(m−1,n−1)  ∗ √
Pr(J|R) dt
+ ξt c m Sρt|R
ξt c n S †

(6.61)

(m,n)

− ρt|R .

We combine these two expressions into a single stochastic differential equation
by employing the Poisson process dNt|R : ∅ 7→ 0, J 7→ 1 to encode the measurement
outcome.
(m,n)

dρt|R

(m,n)

(m,n)

= (1 − dNt|R )dρt|R,∅ + dNt|R dρt|R,J
=

(m,n)
dρt|R,∅

+

(m,n)
dNt|R dρt|R,J

.
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The simplification in the last line follows from the observation that E[dNt|R ] ∈ O(dt)
(m,n)

and dρt|R,∅ ∈ O(dt), meaning their product is of irrelevant order in dt.
To clearly see the unconditional evolution given by averaging over the measurement records, we write the stochastic differential equation using the zero-mean innovation as well. For photon counting, the innovation is

N
:= dNt|R − E[dNt|R ]
dJt|R

(6.63)

E[dNt|R ] = Pr(J|R)
(m,n)

dρt|R

(m,n)

(6.64)

(m,n)

(m,n)

N
= dρt|R,∅ + (dJt|R
+ E[dNt|R ])dρt|R,J
(m,n)

(6.65)

(m,n)

E[dρt|R ] = dρt|R,∅ + Pr(J|R)dρt|R,J
h
(m,n)
(m,n)
= dt D[L]ρt|R − i[Hsys , ρt|R ]
√
√
(m−1,n)
(m,n−1) †
+ ξt c m[Sρt|R
, L† ] + ξt∗ c n [L, ρt|R
S ]
√
(m+1,n)
]
+ ξt s e2iµ m+1[L† , Sρt|R
√
(m,n+1) †
+ ξt∗ s e−2iµ n + 1 [ρt|R
S , L]
√
(m−1,n−1)
+ |ξt |2 D[S] c2 mn ρt|R
p
(m−1,n+1)
− cs e−2iµ m(n+1) ρt|R
p
(m+1,n−1)
− cs e2iµ (m+1)n ρt|R
i
p
(m+1,n+1) 
+ s2 (m+1)(n+1) ρt|R
.

(6.66)

Equation (6.66) is simply the average evolution obtained when the zero-mean inno(m,n)

vation is averaged out. By replacing ρt|R

(m,n)

by ρt
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all measurement records—one obtains the unconditional master equation:

(m,n)

dρt

6.3.2

h
(m,n)
(m,n)
= dt D[L]ρt
− i[Hsys , ρt
]
√
√
(m−1,n)
(m,n−1) †
+ ξt c m[Sρt
, L† ] + ξt∗ c n [L, ρt
S ]
√
(m+1,n)
+ ξt s e2iµ m+1[L† , Sρt
]
√
(m,n+1) †
+ ξt∗ s e−2iµ n + 1 [ρt
S , L]
√
(m−1,n−1)
+ |ξt |2 D[S] c2 mn ρt
p
(m−1,n+1)
− cs e−2iµ m(n+1) ρt
p
(m+1,n−1)
− cs e2iµ (m+1)n ρt
i
p
(m+1,n+1) 
2
+ s (m+1)(n+1) ρt
.

(6.67)

Compact notation

Sec. 6.3.1 illustrates how equations describing the hierarchy of bookkeeping operators quickly become unwieldy. Since the bookkeeping operators have a structure
that suggests a matrix of matrices, employ the following notation to tame these
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expressions:


(0,0)

ρt|R

(0,1)

ρt|R

···







(1,1)
Pt|R := ρ(1,0)
ρt|R · · ·
t|R


..
..
..
.
.
.


(0,0) †
(1,0) †
ρ
ρ
···

 t|R † t|R †

 (0,1)
(1,1)
+
:=
Pt|R
ρt|R
· · · = Pt|R
ρt|R


..
..
..
.
.
.


(0,1)
(0,0)
Xρt|R · · ·
Xρ

 t|R

 (1,0)
(1,1)
XPt|R := Xρt|R Xρt|R · · ·


..
..
...
.
.


(0,0)
(0,1)
ρ X ρt|R X · · ·

 t|R

 (1,0)
(1,1)
Pt|R X := ρt|R X ρt|R X · · ·


..
..
..
.
.
.

 √
0
11sys
0
···


√

. 
0
0
21sys . . 

A := 

. . . .

0
0
0


..
..
..
..
.
.
.
.

(6.68)

(6.69)

(6.70)

(6.71)

(6.72)

Note the striking resemblance of our operator A—introduced here to express the
couplings between various levels of the hierarchy that appear in our equations—to
the annihilation operator for a harmonic oscillator. The similarity continues as the
structure of the couplings between levels suggests defining a squeezed generalized
lowering operator that resembles the action of a squeeze operator on a harmonicoscillator annihilation operator:
Asq := cA − se−2iµ A+ .

(6.73)

Finally, define superoperators for these matrices of matrices that are analogous
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to those used in the Markovian equations:


T (Y) := tr [Y]0,0

G[Y] Pt|R

:=

(6.74)

YPt|R Y+
− Pt|R
T (YPt|R Y+ )

(6.75)


H[Y]Pt|R := YPt|R + Pt|R Y+ − T YPt|R + Pt|R Y+ Pt|R .

(6.76)

Now express the unconditional master equation and photon-counting stochastic
master equation using this notation:


†
∗
†
dPt = dt D[L]Pt − i[Hsys , Pt ] + ξt [SA+
sq Pt , L ] + ξt [L, Pt Asq S ]

(6.77)

2
+
+ |ξt | D[S] Asq Pt Asq

†
∗
†
dPt|R = dt D[L]Pt|R − i[Hsys , Pt|R ] + ξt [SA+
sq Pt|R , L ] + ξt [L, Pt|R Asq S ]

(6.78)

2
+
N
+
+ |ξt | D[S] Asq Pt|R Asq + dJt|R G[L + ξt SAsq ]Pt|R .

From these expressions it is easy to see how the vacuum equations are recovered by
setting ξt = 0 and how the number wave-packet equations are recovered by setting
Asq = A.

6.3.3

Homodyne

To handle homodyne detection of the quadrature dQφt := e−iφ dBt +eiφ dBt† we employ
a strategy similar to that used in Sec. 5.2.2, where the measurement is treated as a
measurement of σx on the infinitesimal field modes. This means we need to calculate
sandwiches like Eqs. (6.41) and (6.42) where the infinitesimal number states |0t i and
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|1t i (eigenstates of dΛt ) are replaced by the infinitesimal quadrature eigenstates


|±φt i := √12 |0t i ± eiφ |1t i
(6.79)

 √
√
dQφt |±φt i = √12 eiφ dt |1t i ± dt |0t i
(6.80)
√
φ
= ± dt |±t i .
The derivation of this eigenvalue equation requires that the action of dBt† on |1t i
may be discarded, which is justified since this action yields no terms that survive in
the state-update equations.
The new sandwiches are simply linear combinations of the old sandwiches.


|0t ih±φt |Ut |nγ,ξ i = √12 |0t ih0t |Ut |nγ,ξ i ± e−iφ |0t ih1t |Ut |nγ,ξ i
h
√

n
= √12 1sys ⊗ |nγ,ξ i − dt |1t i ⊗ |ψ̃√
i
dt
n
− dt L† S ⊗ |0t i ⊗ |ψ̃√
i
dt

(6.81)

1 †
L L)
2

− dt(iHsys +
⊗ |nγ,ξ i
√
√
n
−iφ
± e−iφ dtS ⊗ |0t i ⊗ |ψ̃√
i
±
e
dtL ⊗ |nγ,ξ i
dt
i
n
± e−iφ dt L ⊗ |1t i ⊗ |ψ̃√
i .
dt

Now write the state updates:
h
i
†
tr[t,∞) |0t ih±φt |Ut CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
Ut† |±φt ih0t |
(m,n)
ρt+dt|R,± =
Pr(R) Pr(±|R)
h
i
†
tr[t,∞) |0t ih0t |Ut CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
Ut† |0t ih0t |
=
2 Pr(R) Pr(±|R)
h
i
†
†
tr[t,∞) |0t ih1t |Ut CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR Ut |0t ih0t |
± e−iφ
2 Pr(R) Pr(±|R)
h
i
†
tr[t,∞) |0t ih0t |Ut CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
Ut† |1t ih0t |
± eiφ
2 Pr(R) Pr(±|R)
h
i
†
tr[t,∞) |0t ih1t |Ut CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
Ut† |1t ih0t |
+
.
2 Pr(R) Pr(±|R)
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Some of these terms are proportional to the jump updates we previously worked out,
so we identify those and expand the additional cross terms:

(m,n)

(m,n)

(m,n)

2 Pr(±|R)ρt+dt|R,± = Pr(∅|R)ρt+dt|R,∅ + Pr(J|R)ρt+dt|R,J

i
h



†
m
√
tr[t,∞) CR ρ0 ⊗ |0t i ⊗ |ψ̃ dt i hnγ,ξ | CR
√
± e−iφ
dt S
Pr(R)
h
i
†
tr[t,∞) CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR
√
+ dt L
Pr(R)
h

 n
 † i
tr[t,∞) CR ρ0 ⊗ |mγ,ξ i hψ̃√
|
⊗
h1
|
CR
t
dt
− dt L
Pr(R)
h


i


† !
m
tr[t,∞) CR ρ0 ⊗ |1t i ⊗ |ψ̃√
i
hn
|
C
γ,ξ
R
dt
+ dt L
Pr(R)

h
 n
 † i
√
√ tr[t,∞) CR ρ0 ⊗ |mγ,ξ i hψ̃ dt | ⊗ h0t | CR †
dt
S
± eiφ
Pr(R)
h
i
†
√ tr[t,∞) CR (ρ0 ⊗ |mγ,ξ ihnγ,ξ |) CR †
+ dt
L
Pr(R)
i
h




†
m
tr[t,∞) CR ρ0 ⊗ |1t i ⊗ |ψ̃√
i
hn
|
C
γ,ξ
R
dt
− dt
L†
Pr(R)
h

 n
 † i !
√
tr[t,∞) CR ρ0 ⊗ |mγ,ξ i hψ̃ dt | ⊗ h1t | CR
+ dt
L† . (6.83)
Pr(R)

We rework these remaining partial traces in terms of the bookkeeping operators by
once again by making the substitutions worked out in Eqs. (6.54) to (6.56). Even
√
though we have a dt prefactor in the terms analogous to Eqs. (6.55) and (6.56) instead of a dt prefactor, the trace itself consists of an order unity term with corrections
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of order dt, which we may still discard with a

(m,n)
2 Pr(±|R)ρt+dt|R,±

=E

h

±

(m,n)
ρt+dt|R

√

dt prefactor.

i

√ h −iφ   √ (m−1,n)
√
(m+1,n) 
Sξt c mρt|R
dt e
− e2iµ s m+1ρt|R

(m,n)
+ Lρt|R
  √
√
(m,n−1)
(m,n+1)  †
− e−2iµ s n+1ρt|R
S
+ eiφ ξt∗ c nρt|R
i
(m,n)
+ ρt|R L† .

(6.84)

Above we also identified the convex combination of jump evolutions as proportional
to the average evolution. We calculate the outcome probabilities for squeezed vacuum
as before by taking the trace when m = n = 0:

h

√
√
(1,0)
(0,0)
dt tr e−iφ ξt s m+1Sρt|R + e−iφ Lρt|R
√
i
(0,1)
(0,0)
+ eiφ ξt∗ s n+1ρt|R S † + eiφ ρt|R L†

√


= 21 1 ± dtT e−iφ (ξt SAsq + L)Pt|R + eiφ Pt|R (ξt SAsq + L)+ .

Pr(±|R) =

1
2

1±

(6.85)

Finally, we express everything as a differential update using the compact notation
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from Sec. 6.3.2:


†
†
∗
dPt|R,± = dt D[L]Pt|R − i[Hsys , Pt|R ] + ξt [SA+
sq Pt|R , L ] + ξt [L, Pt|R Asq S ]


2
+
+ |ξt | D[S] Asq Pt|R Asq
 √


+ ± dt − dtT e−iφ (ξt SAsq + L)Pt|R + eiφ Pt|R (ξt SAsq + L)+

× e−iφ (ξt SAsq + L)Pt|R + eiφ Pt|R (ξt SAsq + L)+

√


− dtT e−iφ (ξt SAsq + L)Pt|R + eiφ Pt|R (ξt SAsq + L)+ Pt|R

†
∗
†
= dt D[L]Pt|R − i[Hsys , Pt|R ] + ξt [SA+
sq Pt|R , L ] + ξt [L, Pt|R Asq S ]




2
+
+ |ξt | D[S] Asq Pt|R Asq + dWt H e−iφ (ξt SAsq + L) Pt|R .

(6.86)

Just as in Eq. (5.30), the Wiener process dWt is the innovation obtained by subtract√
ing the mean from the random variable ± 7→ ± dt. A Heterodyne SME follows from
this homodyne SME via the procedure set forth in Sec. 5.2.3.
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7.1

Visualizing evolution

A helpful strategy for gaining intuition about the unconditional master equations
and SMEs discussed in Secs. 5.2 and 5.3 and Chapter 6 is to visualize the kinds of
evolution they describe. The author has published a software package in Python [63]
designed to make such visualizations easy to produce.
This package has been used to create the visualizations below and includes documentation that walks through formulating the quantum problem in a way that
facilitates application of known stochastic-integration techniques [81].

7.1.1

Markovian evolution

We begin by considering a photon-counting measurement described by Eq. (5.20).
Our example system is a two-level atom, coupled to some one-dimensional continuum
of modes of the electromagnetic field (perhaps a waveguide) that are initially in the
vacuum state, with coupling described by the operator c = σ− . We additionally
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Figure 7.1: Comparison of photon-counting conditional evolution to unconditional
open-system dynamics. The smooth blue curve in the foreground is the unconditional
evolution. The jagged red curve that closely follows the unconditional evolution is
the ensemble average of 64 photon-counting trajectories, which are also displayed as
wispy grayscale traces in the background. A single trajectory from that ensemble
is highlighted in green, exhibiting discontinuous evolution at times when photons
were detected (represented by dashed vertical lines) connected by smooth, nonlinear
modifications to ordinary Rabi oscillations arising from the backaction of the “no
photon” measurement result.

include a classical field driving Rabi oscillations between the two energy levels of
the atom, as described by a system Hamiltonian Hext = γσx . The coupling to the
waveguide induces decoherence, so we expect the evolution of the system, ignorant of
the state of the waveguide, to exhibit damped Rabi oscillations. This unconditional
evolution is given by Eq. (5.22), and when we solve for the evolution, as shown by
the smooth blue curve in the foreground of Fig. 7.1, that is exactly what we see.
If we put a photon detector at the end of the waveguide, we maintain full information about the two-level atom. Therefore, we don’t expect to see decoherence,
but rather jumps in the system evolution when we detect photons in the waveguide.
When we solve for a particular instance of the stochastic evolution, as highlighted by
the discontinuous green curve in Fig. 7.1, we see the jumps corresponding to photon
detection, as well as a deformation of pure Rabi oscillations that arises from the
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backaction of the “no-photon” result from our photon detector.
Squeezed

Vacuum

Antisqueezed

Thermal
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Figure 7.2: Comparison of homodyne trajectories and unconditional evolutions for
squeezed, vacuum, antisqueezed, and thermal baths. The interpretation of the various curves is analogous to Fig. 7.1: the smooth blue curves in the foreground are
the unconditional dynamics, the jagged red curves that approximate those dynamics
are ensemble averages over the 64 trajectories plotted in the background in faint
grayscale, and one member of that ensemble is highlighted in green. As one might
expect, fluctuations in the homodyne trajectories decrease (increase) for the squeezed
(antisqueezed, thermal) bath relative to the vacuum. Astute observers might notice
that the conditional expectation values sometimes exceed the range of the observable’s spectrum. While it might be tempting to attribute this to some fundamental
property of the interaction, these excesses are in fact artefacts of the finite integration
step size and indicate an unphysical density matrix with negative eigenvalues. The
unconditional evolutions exhibit less (more) damping for antisqueezed (squeezed,
thermal) baths relative to the vacuum. This is due to a combination of how much
information from the system is being lost to the environment (more for squeezed, less
for antisqueezed) and how much noise from the environment is polluting the system
(thermal noise in the case of the thermal bath).

If we instead monitor the waveguide with homodyne measurements, the system
undergoes qualitatively different evolution. The system state never jumps, but vac-
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uum fluctuations appear as jagged white-noise effects in the trajectory. One instance
of a stochastic homodyne trajectory is highlighted in green in the upper-right-hand
corner of Fig. 7.2. The other plots in Fig. 7.2 provide some intuition regarding what
effects the squeezing and thermalization of the bath have on the system.
The expression that various SMEs are “unravelings” of the unconditional master
equation is meant to communicate that averages of larger and larger ensembles of
trajectories converge to the unconditional evolution. These ensemble averages are
presented in Figs. 7.1 and 7.2 as the jagged red curves closely hugging the smooth,
blue curves of the unconditional evolution. For finite ensembles of trajectories, one
still sees vestigial qualities of the underlying stochastic evolution, although the average trajectories are visibly converging to the unconditional evolution.

7.1.2

Non-Markovian evolution

The hierarchy of equations derived in Chapter 6 for squeezed wave packets is capable of describing exactly the same wave-packet states as the hierarchy of equations
derived in [59, 11, 10], since the set of number states and the set of squeezed number states for a fixed amount of squeezing both form orthogonal bases for the wavepacket Hilbert space. For numerical applications, both hierarchies require truncation
in order to simulate squeezed states. The number hierarchy must approximate the
squeezed state using only a finite number of number states, but the resulting system of
equations is finite and may then be straightforwardly simulated. The squeezed hierarchy exactly represents the initial wave-packet state, but the hierarchy of equations
is infinite and must be cut off at some level, resulting in approximated dynamics.
The squeezed hierarchy generally exhibits faster convergence than the number
hierarchy as the system of equations grows. We explore this behavior in more detail
in Appendix E. The effect of squeezed wave packets upon the evolution of a driven
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Figure 7.3: Rabi oscillations for a two-level atom driven by a mean field β and
interacting with a squeezed wave packet. The effect of the wave packet depends
on the phase µ of the squeezing, and either enhances or suppresses the decay of
the oscillations. The maximum trace distance between the solutions calculated for
nmax = 10 and nmax = 11 was approximately 3 × 10−3 .

two-level atom is illustrated in Fig. 7.3.
Some comments about numerical simulation with the squeezed hierarchy are in
order here. The infinite extent of the system of coupled differential equations poses
an obvious problem for any numerical implementation. Obviously the system must
be truncated at some point, with the hope that by including more and more of
the equations one will arrive at more and more accurate solutions. Two obvious
techniques for performing the truncation present themselves, both predicating on
(m,n)

choosing a value of nmax such that the only ρt

145

that are evolved are those for

Chapter 7. Numerical applications
which m, n ≤ nmax . A choice yet remains for the boundary equations, though, where
(m,n)

at least one of m or n is equal to nmax . Should the terms with ρt

where at

least one of m or n are greater than nmax be simply set to zero, or should they
be perpetually fixed at their initial values? In practice, there appears to be very
little difference between the two choices, although setting all these above-threshold
operators equal to zero appears to both yield faster convergence and provide simpler
implementation, so we adopt this truncation scheme in all our numerics. It should
be noted, though, that these truncated systems of equations are not guaranteed
to correspond to any physical system that approximates the dynamics of the true
system, unlike the number-state wave packets that yield a finite system of equations
that applies exactly to a truncated initial state, the only question being how well the
truncation approximates the desired initial state.

7.2

Resonance fluorescence in narrow-bandwidth
squeezed vacuum

The hierarchical description of traveling squeezed wave packets set forth in Chapter 6
facilitates numerical investigation of the resonance fluorescence of two-level atoms in
the presence of narrow-bandwidth squeezed vacuum. Such investigation complements
previous analyses of modifications that squeezing makes to the fluorescence spectrum
originally calculated by Mollow [99], which have focused on broadband [21] (wider
than the sideband separation given by the Rabi frequency) and medium-band [109,
135] (narrower than the sideband separation but wider than the atomic linewidth γ)
squeezed vacua.
To model squeezed vacuum with a very narrow bandwidth, consider very long
wave packets where the envelope ξ is virtually constant. The two-time correlation
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function hb†t bt+τ i = ξt∗ ξt+τ sinh2 r is then also virtually constant for the (long) duration of the wave packet, which corresponds to a squeezing power spectrum that
approaches a delta function as the duration increases.
The strategy for calculating the resonance fluorescence is to take the Fourier
transform of the correlation function hσ+ (t)σ− (t + τ )i. We calculate this correlation
function using the quantum regression theorem for the squeezed hierarchy of Chapter 6. The form of the quantum regression theorem for hierarchies such as ours is
discussed in Appendix F.
The work of Yeoman and Barnett [135] identifies that, in a quasi-Markovian
regime where the squeezing bandwidth is allowed to be narrow with respect to the
Rabi sideband splitting but still broad compared to the linewidth of the atom, modifications to the linewidth of the central peak of the Mollow triplet depend entirely on
the squeezing at the sideband frequencies, which are offset from the central atomic
frequency by the Rabi frequency. Our equations allow us to investigate this phenomenon in the extreme regime where the squeezing bandwidth is narrower than the
atomic linewidth. We find in numerical simulations that squeezing centered at the
atomic frequency, yet with a bandwidth narrower than the atomic linewidth, can
narrow and broaden the sideband peaks as in Fig. 7.4, but leave the central peak
unchanged, extending the regime of validity for Yeoman and Barnett’s observation
in the quasi-Markovian regime. Modifying the wave packet to describe squeezing at
a sideband as in Fig. 7.5, both the central peak and sidebands are modified, again
in keeping with the intuition gained from quasi-Markovian calculations.
The actual form of the wave packet



sin2 πγt/2



−i∆ξ t
e
ξt = p
1
T + 3/8 



sin2 πγ(t − T )

we consider in the simulations is
0 < γt < 1
1 ≤ γt ≤ 1 + γT
1 + γT < γt < 2 + γ ,
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Figure 7.4: Modifications to the Mollow triplet for narrow-band squeezing (Tξ = 4γ)
on resonance (∆ξ = 0). The coherent drive has a Rabi frequency ΩRabi = 32γ.
When the squeezing is in phase with the drive field (µ = 0) the sidebands are
broadened, while when the squeezing is out-of-phase (µ = π/2) the sidebands are
narrowed. Since there is no squeezing at the sideband frequencies the central peak
is not modified.

and 0 otherwise. This wave packet is illustrated in Fig. 7.6. For long values of T ,
the wave packets have narrow frequency spread. Figures 7.4 and 7.5 were calculated
for γ T = 4. The sin2 form of the attack and release of the wave packet are to ensure
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Figure 7.5: Modifications to the Mollow triplet for narrow-band squeezing (Tξ = 4γ)
at the sideband (∆ξ = −ΩRabi ). The coherent drive has a Rabi frequency ΩRabi =
32γ. When the squeezing is in phase with the drive field (µ = 0) the sidebands are
virtually unchanged and the central peak becomes what appears to be a superposition
of a narrow and a broad Lorentzian. When the squeezing is out-of-phase (µ = π/2)
the sidebands are also modified to what appear to be superpositions of Lorentzians.

the envelope is slowly varying enough not to disrupt the RWA. To approximate the
frequency spread of such a wave packet, however, one may approximate the wave
packet by a rectangular envelope, where the frequency spread is 1/T . In the case
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Figure 7.6: Illustration of the family of long wave packets with duration T .

we explore here such a frequency spread is γ/4, which is decidedly narrower than
the atomic linewidth γ. This puts us definitively outside the regime in which the
analysis of Yeoman and Barnett is known to apply.
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Conclusion

We have conducted an in-depth study of weak measurements in this dissertation,
exploring many of their applications and addressing many pitfalls in their interpretation. Through our careful application of generalized measurement theory to
weak-measurement proposals, we have cut through imprecise notions of the utility of
weak measurement disturbance. The heuristic reasoning that a weak measurement
extracts some information while leaving the system virtually unblemished for future
operations evaporates when subjected to rigor. In the case of subsequent projective
measurements on the system, we have shown that the “extra” information provided
by the weak measurement is simply information about what effective measurement
was performed. In some cases this information amounts to nothing more than the
classical random selection of a projective measurement, in which case the use of weak
measurements appears wholly unnecessary.
We have also presented a unified, simplified approach to continuous measurements, building off the foundational work of Brun [20] to formulate vast regions of
open quantum systems theory, input-output theory, and quantum-trajectory theory
in the language of qubits. The formal equivalence demonstrated between the use of
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qubits or field modes in these scenarios provides freedom to work with the simplest
quantum systems when dealing with a system weakly coupled to a continuum. While
thermal and squeezed statistics require nontrivial considerations in the qubit model,
the exercise of including them highlights the important features of the field model.
In the case of thermal statistics, the equal spacing of the energy levels of a harmonic
oscillator means that an ensemble of transitions can be renormalized to a single effective transition. In the case of squeezed statistics, the linear nature of the coupling
between the system and field means that the modifications to the vacuum quadrature
statistics is equivalent to retaining the vacuum quadrature statistics and changing
the system coupling and the nature of the final measurement. Such viewpoints—
forced upon us by our commitment to a qubit model—prove valuable in developing
an intuition for the theories. For example, the polarization-dependent decay rate
of a two-level atom in contact with a squeezed vacuum derived by Gardiner [50] is
clearly understood as an effective polarization-dependent coupling between the atom
and vacuum.
Our subjects of continuous measurement and tomographic efficacy meet in the
discussion of a continuous-measurement protocol for the spin-coherent-state measurement. The variation we present on the derivation from Shojaee et al. [119] showcases
the utility of the quantum-noise formalism in providing a simple and precise account
of how the measure associated with vacuum uncertainty translates to a diffusion of
POVM elements from a distribution initially concentrated near uninformative operators proportional to the identity to a uniform distribution over informative operators
proportional to spin-coherent-state projectors. Coupled with the insights from group
theory presented in the original paper, we believe this application of the quantumnoise formalism offers a powerful means to rigorously demonstrate the sense in which
a continuous POVM “limits” to a particular single-shot POVM.
Finally, we have confronted the challenge—highlighted by the shortcomings of the
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white-noise formalism—of describing squeezed environments in a manner conducive
to photon-counting measurements. Our chosen line of attack focused on squeezed
wave-packet modes, and followed in the footsteps of previous descriptions of wave
packets in definite-photon-number states. Interestingly, the equations derived for
squeezed wave packets have qualitatively different features than those derived for
number-state wave packets. Analytically, the most apparent difference is the infinite
extent of the system of coupled differential equations that must be solved, in contrast
to the finite systems one finds for number-state wave packets. Numerically, such a
system implies a sequence of approximations obtained by solving successive systems
with a finite but increasing number of equations. We have explained the asymptotic
convergence of this sequence of solutions for unconditional evolution by considering
the strength of the entanglement within the squeezed wave packet. Further work
remains to be done to understand the effect of wavepacket duration on the exact
details of the convergence. The convergence properties of the conditional photoncounting evolution remain less understood, exhibiting numerical evidence of a failure
to converge for sufficiently high squeezing strength. We have identified a hint as
to the difficulty posed by photon counting to the squeezed hierarchy in the obscure
manner in which definite photon-number parity must be encoded throughout the
entire infinite system, but a more rigorous analysis of the convergence conditions
remains to be completed.

There are several additional directions in which to build upon the hierarchy of
equations presented in this dissertation. Considering very long or very short wave
packets allows one to make approximations that simplify the equations such that
analytic solutions may be hoped for. The case of short wave packets is particularly
intriguing, as it enables one to approach broadband squeezing via the wave-packet
formalism. This approach promises to reveal a precise sense in which photodetection
yields vanishing information about the system as the squeezing bandwidth increases.
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The ability for a hierarchy of equations to describe a wave-packet state suggests
that a similar hierarchy might be used to describe finite-bandwidth photodetectors.
While infinite-bandwidth detectors are sensitive to infinitesimal temporal modes,
finite-bandwidth detectors are sensitive to temporal modes with finite duration—i.e.,
wave-packet modes. Further developing the hierarchy technique to work in additional
settings like this will augment the theoretical toolset we have for grappling with the
challenges of non-Markovian behavior.
This study of weak measurements has reinforced the fundamental role they play
in both measurement theory and the theory of open quantum systems while emphasizing an interpretation of these theories expressed in the language of quantum
information and computation. As the reality of weak measurements becomes more
important for new quantum technologies, and as quantum-information-processing
devices mature, we expect practitioners of these theories will find such an approach
increasingly relevant.
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Optimal estimators
In this appendix we derive the optimal estimator for pure qubit states with respect
to both fidelity and trace distance.

A.1

Fidelity

Here we describe the optimal estimator for pure qubit states with respect to quadratic
fidelity Eq. (4.1) and the Haar-uniform prior, following the more general exposition
of [9]. For qubits, the Bloch vectors provide a convenient representation for expressing
the quadratic fidelity.
ρj = 12 (1 + rj · σ)

p
p
1 + r1 · r2 + 1 − kr1 k2 1 − kr2 k2
f (ρ1 , ρ2 ) =
.
2

(A.1)
(A.2)

When considering only pure states, the Bloch vectors of the true state and estimated
state are of unit length, yielding a simpler expression:
f (ρ1 , ρ2 ) = 12 (1 + r1 · r2 ) .

(A.3)
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This expression also holds when only one of the Bloch vectors is of unit length.
We are looking for the estimator ρ̂ : χ 7→ 21 [1 + r̂(χ)] (where r̂ notates a vectorvalued estimator, not a unit vector) that maximizes Eq. (4.3), expressed below in
terms of Bloch vectors:
F [ρ̂]({Eχ }χ∈Ω ) =
=

1
4π

1
2



Z

dr

krk=1

1+

X
χ∈Ω

Xh

1
4π

χ∈Ω

Pr(χ|r) 21 (1 + r · r̂(χ))

Z

krk=1

i

dr Pr(χ|r) r · r̂(χ)

(A.4)

The expression is maximized by maximizing each term in the sum, which by Cauchy–
Schwarz is achieved by choosing the estimated Bloch vector to be parallel to the
vector in square brackets:
Z
. Z
dr Pr(χ|r) r
r̂(χ) =

A.2

dr Pr(χ|r) r

(A.5)



(A.6)

krk=1

krk=1

Trace distance

Squared trace distance is defined as
dtrace (ρ1 , ρ2 )2 = tr[(ρ1 − ρ2 )2 ]
= 41 tr [(r1 − r2 ) · σ]2
= 21 kr1 − r2 k2

= 21 (kr1 k2 − 2r1 · r2 + kr2 k2 ) .
For pure states this simplifies to
dtrace (ρ1 , ρ2 )2 = 21 (1 − 2r1 · r2 + 1)

(A.7)

= 1 − r1 · r2 .

(A.8)

This is simply twice the infidelity of the two pure states, where infidelity is 1 −
f (ρ1 , ρ2 ). Therefore, the estimator described in Appendix A.1 which maximizes
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average pure-state quadratic fidelity also minimizes average pure-state squared trace
distance.
The equivalence between squared trace distance and quadratic infidelity extends
to pure states in Hilbert spaces of arbitrary dimension:
2
 q
p
p
|ψihψ| |φihφ| |ψihψ|
f (|ψihψ| , |φihφ|) = tr
 p
2
= tr |ψihψ|φihφ|ψihψ|
= |hψ|φi|2

(A.9)
(A.10)
(A.11)

1 − f (|ψihψ| , |φihφ|) = 1 − |hψ|φi|2

(A.12)

dtrace (|ψihψ| , |φihφ|)2 = tr[(|ψihψ| − |φihφ|)(|ψihψ| − |φihφ|)]

(A.13)

= tr |ψihψ| − 2 tr |ψihψ|φihφ| + tr |φihφ|

(A.14)

= 2 − 2 |hψ|φi|2 .

(A.15)
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Appendix B
Temporal ordering for quantum
noise
In this appendix we demonstrate that the temporal ordering of the exponential for
the infinitesimal spin-coherent-state-measurement unitary is irrelevant.


Z t+dt
√
†
γJ·
ds (bs − bs )
U (t + dt, t) = T exp
t
Z t+dt
√
=1+ γJ·
ds (b†s − bs )
t
Z t+dt Z s
dr J · (b†s − bs ) J · (b†r − br ) + O(dt3/2 )
+γ
ds
t

t

√

γ J · (dB†t − dBt )
Z t+dt Z s
1
+ 2γ
ds
dr J · (b†s − bs ) J · (b†r − br )
t
t
Z t+dt Z t+dt
1
+ 2γ
ds
dr J · (b†r − br ) J · (b†s − bs ) + O(dt3/2 )

=1+

√

t

s

γ J · (dB†t − dBt ) + 12 γ J · (dB†t − dBt ) J · (dB†t − dBt )
Z t+dt Z t+dt


1
+ 2γ
ds
dr J · (b†r − br ), J · (b†s − bs ) + O(dt3/2 ) .

=1+

t

s

(B.1)
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The commutator that provides the corrections due to time ordering works out to


 X
j
k†
k
J · (b†r − br ), J · (b†s − bs ) =
Jj Jk ⊗ (bj†
r − br )(bs − bs )
j,k

=

X
j,k

=

X
j,k,`

k
j†
j
− Jk Jj ⊗ (bk†
s − bs )(br − br )

j
k†
k
[Jj , Jk ] ⊗ (bj†
r − br )(bs − bs )


(B.2)



j
j†
k
)
−
b
),
(b
−
b
− Jk Jj ⊗ (bk†
r
r
s
s

j
k†
k
ijk ` J` ⊗ (bj†
r − br )(bs − bs )



= iJ · (b†r − br ) × (b†s − bs ) .

Since this unitary acts on vacuum, the only terms that matter have creation operators
on the right. Consider first the terms with two creation operators:
X

jk

`

Z

t+dt

ds

t

j,k

Z

t+dt
k†
dr bj†
r bs

=

s

X

jk

`

j,k

=−
=−

X



jk

dBtj† dBtk†
`

t+dt

ds

jk

`

Z

t+dt

ds

t

j,k

Z

t

t+dt

ds

Z

s
k†
dr bj†
r bs

t



t+dt
j†
dr bk†
s br

(B.3)

s

t

j,k

X

Z

−

Z

Z

t+dt
k†
dr bj†
r bs .

s

These terms are equal to their additive inverses, and therefore vanish. Consider now
the terms with annihilation and creation operators:
X
j,k

jk

`

Z

t

t+dt

ds

Z

t+dt

dr bjr bk†
s

=

s

X

jk

`

=

t+dt

ds

t

j,k

X

Z

` jk

jk δ

t+dt

dr [bjr , bk†
s ]

s

Z

t

j,k

Z

t+dt

ds

Z

s

t+dt

dr δ(s − r)

(B.4)

= 0.
We are spared having to grapple with the Dirac delta function at a limit of integration
in the above expression by the antisymmetry of the sum. Having demonstrated that
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all corrections from the time ordering vanish up to second order, we have established




Z t+dt
Z t+dt
√
√
†
†
T exp
γJ·
ds (bs − bs ) = exp
γJ·
ds (bs − bs )
t
t
(B.5)
√

†
= exp γ J · (dBt − dBt ) .
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Appendix C
Pure and thermal squeezed baths
In this Appendix we list relations that are useful for deriving the results for pure and
thermal squeezed baths. The expressions involve the squeezed system operator csq of
Eq. (5.118) and the homodyne angle ϕsq of Eq. (5.125). When written in terms of the
squeezing parameters, r and µ, the expressions are indifferent to whether the bath is
pure or thermal; when written in terms of the bath parameters, N , M , and Nth , the
expressions use Eqs. (5.132b) and (5.132c), applicable for a squeezed thermal bath,
to convert from the squeezing parameters to the bath parameters. To specialize the
same expressions to a pure squeezed bath, one sets Nth = 0.
Now the formulæ:
N + Nth + 1
,
2Nth + 1
N − Nth
sinh2 r =
,
2Nth + 1
M
e2iµ sinh r cosh r = −
,
2Nth + 1
cosh2 r =

(C.1)
(C.2)
(C.3)

L = 1 + 2 sinh2 r − 2 cos 2µ sinh r cosh r =
L0 = (2Nth + 1)L = 2N + 2MR + 1 ,
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2N + 2MR + 1
L0
=
, (C.4)
2Nth + 1
2Nth + 1
(C.5)
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c (cosh2 r − e−2iµ sinh r cosh r) + c† (e2iµ sinh r cosh r − sinh2 r)
√
L
(C.6)
∗
†
c (N + Nth + M + 1) − c (N − Nth + M )
√
=
,
√
2Nth + 1 L0

eiϕsq csq =

csq ρc†sq = cρc† cosh2 r + c† ρc sinh2 r + cρc e−2iµ sinh r cosh r
+ c† ρc† e2iµ sinh r cosh r
=

†

(C.7)

†

∗

†

†

cρc (N + Nth + 1) + c ρc (N − Nth ) − cρc M − c ρc M
,
2Nth + 1
2

c†sq csq = c† c cosh2 r + cc† sinh2 r + c2 e−2iµ sinh r cosh r + c† e2iµ sinh r cosh r
2

=

c† c (N + Nth + 1) + cc† (N − Nth ) − c2 M ∗ − c† M
,
2Nth + 1
(C.8)


1
D[csq ]ρ =
(N + Nth + 1)D[c]ρ + (N − Nth )D[c† ]ρ
2Nth + 1

1
1 ∗
†
†
+ M [c, [c, ρ]] + M [c , [c , ρ]] ,
2
2

(C.9)

c†sq ρcsq = c† ρc cosh2 r + cρc† sinh2 r + cρc e−2iµ sinh r cosh r
+ c† ρc† e2iµ sinh r cosh r
=

†

(C.10)
†

∗

†

†

c ρc (N + Nth + 1) + cρc (N − Nth ) − cρc M − c ρc M
,
2Nth + 1
2

csq c†sq = cc† cosh2 r + c† c sinh2 r + c2 e−2iµ sinh r cosh r + c† e2iµ sinh r cosh r
2

cc† (N + Nth + 1) + c† c (N − Nth ) − c2 M ∗ − c† M
=
,
2Nth + 1

1
†
D[csq ]ρ =
(N + Nth + 1)D[c† ]ρ + (N − Nth )D[c]ρ
2Nth + 1

1 ∗
1
†
†
+ M [c, [c, ρ]] + M [c , [c , ρ]] .
2
2
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Appendix D
Mixed squeezed states

To evaluate potential qubit models for mixed squeezed states, it is convenient to
derive necessary and sufficient conditions on the combination of bath state σ, probe
operator a, and measured observable for reproducing the stochastic evolution for
homodyne detection, much as Eqs. (5.75) provide necessary and sufficient conditions
on the bath state and probe operator for reproducing the unconditional evolution.
Since the mixed nature of the bath generally introduces mixing into the system even
when the bath is monitored, it is necessary to have at least four Kraus operators; this
allows for two measurement outcomes and a conditional evolution for each of those
outcomes, which is coarse-grained over two different Kraus evolutions corresponding
to the other two outcomes. These Kraus operators can arise from a four-level probe
e (where the ±
e degree of
in a pure initial state |Φi and observable eigenvectors ±±

freedom is coarse-grained over to reflect incomplete information) or from a pair of
two-level probes in a mixed initial state λ+e ψ+e ψ+e + λ−e ψ−e ψ−e and observable
eigenvectors |±i. When we use these arrangements with the interaction unitary
UI (a) := exp

h√
i
∆τ c ⊗ a† − c† ⊗ a ,
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where a is a finite-dimensional operator analogous to the field annihilation operator
b, we parametrize the resulting Kraus operators up to O(∆τ ) as
K±±e = hUI i±±e

√

= α±±e + ∆τ β0±±e c + β1±±e c†


2
†
†
†2
+ ∆τ γ0±±e c + γ1±±e cc + γ2±±e c c + γ3±±e c
.

(D.2)

e |Φi for the
Here we introduce the notation that for any operator A, hAi±±e := h±±|A
p
case of a pure bath with four measurement outcomes and hAi±±e := λ±e h±| A|ψ±e i

for a mixed bath with two measurement outcomes. With this notation, the various
parameters become
α±±e = h1i±±e ,
β0±±e = a†
γ1±±e = −
γ0±±e =

e
±±

β1±±e = − a

,

1 †
aa
2

1 †2
a
2

(D.3a)

e
±±

e
±±

γ2±±e = −

,

,

γ3±±e =

e
±±

,

1
aa†
2

1 2
a
2

e
±±

(D.3b)

e
±±

,

.

(D.3c)
(D.3d)

Just like the case of a thermal bath, the updated state is calculated by coarse-graining
over one of the two binary variables in the measurement outcome, giving
ρ± =

K±+e ρK±† +e + K±−e ρK±† −e
Tr[(E± ρ]

,

(D.4)

where E± = K±† +e K±+e + K±† −e ρK±−e .
If we calculate the conditional difference equation from the parametrized Kraus
operators (D.2), we can match terms to the squeezed-bath conditional difference
equation (5.141) and come up with a set of constraints on the Kraus parameters.
For the α parameters, we get
1
α±+e = √ cos φ± ,
2
1
α±−e = √ sin φ± ,
2

(D.5a)
(D.5b)
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where we use the phase freedom inherent in the Kraus operators to make α±±e ≥ 0,
i.e., 0 ≤ φ± ≤ π/2. The constraints for the β parameters are
N +1
,
2
N
2
2
β1±+e + β1±−e =
,
2
M
∗
∗
,
β1±+e β0±
e β0±−
e + β1±−
e = −
+
2
N + M∗ + 1
√
β0±+e cos φ± + β0±−e sin φ± = ±
,
2L0
N +M
β1±+e cos φ± + β1±−e sin φ± = ∓ √
,
2L0
2

β0±+e + β0±−e

2

=

(D.6a)
(D.6b)
(D.6c)
(D.6d)
(D.6e)

where L0 = 2N + M + M ∗ + 1 as in Eq. (5.140). The nature of the constraints on
the γ variables always allows appropriate values to be found, given any solution of
the above equations:
γ1±±e = −
γ2±±e
γ3±±e
γ0±±e

D.1

N

,
4 sin(φ± + π/4)
N +1
=−
,
4 sin(φ± + π/4)
M
=−
,
4 sin(φ± + π/4)
M∗
=−
.
4 sin(φ± + π/4)

(D.7a)
(D.7b)
(D.7c)
(D.7d)

Araki-Woods

One technique that presents itself for the squeezed thermal case is the Araki-Woods
construction, employed in [56] to treat general Gaussian states with a vacuum-based
technique. This construction transforms the bath statistics from the probe state to
the field operator in a slightly different manner than the successful technique and
puts the probe into a two-mode vacuum. The form of the updated field operators is
bAW := x(1 ⊗ b) + y(b† ⊗ 1) + z(b ⊗ 1) ,
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corresponding to a qubit model with probe initial state |ggi and updated qubit field
operators
aAW := x(1 ⊗ σ− ) + y(σ+ ⊗ 1) + z(σ− ⊗ 1) ,

(D.9)

where the constants x, y, and z are defined as
q
x := N + 1 − |M |2 /N ,
√
y := N ,
√
z := M/ N .

(D.10a)
(D.10b)
(D.10c)

The above definitions are slightly different from those presented in [56], as we have
suppressed the mean field term, it being trivial to include such a term, as is described
at the end of Sec. 5.3.5, and changed the ordering of the subsystems to reflect our
notational conventions.
When the bath is in a pure state, |M |2 = N (N + 1) and thus x = 0. Since the
only term in aAW that involves the second is proportional to x, for a pure bath we
only need to consider the first field mode. In this case, using aAW in the interaction
unitary and measuring aAW +a†AW gives the Kraus operators Eq. (5.126) and therefore
produces the correct stochastic evolution.
Unfortunately, even though the Araki-Woods discrete field operators give the
appropriate bath statistics and thus the correct unconditional evolution even for
|M |2 < N (N + 1), they do not satisfy the constraints given above to produce the
correct conditional evolution. In particular, the Araki-Woods Kraus operators give
us
1
cos φ± = sin φ± = √ ,
2
β0±+e + β0±−e = ±

∗

N +M +1
√
L0

(D.11a)
s

N + 2MR + |M |2 /N
.
2N + 2MR + 1
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This only satisfies the SME constraints when |M |2 = N (N + 1), i.e., when the bath
is in a pure state.
One indication that something might break in the mixed case is that the field
homodyne observable, bAW + b†AW , ought to have degeneracy in eigenvalues, since in
the field picture the thermalization of the field can be interpreted as entanglement
with an auxiliary mode that is not measured (i.e., we measure (b+b† )⊗1), leading to
degenerate subspaces for each eigenvalue of b+b† . In the qubit picture, the homodyne
observable aAW + a†AW has the spectrum
e ± |y + z| ,
λ±±e = ±x

(D.12)

which is degenerate only in the case x = 0, since |z| ≤
This condition is met only when the bath is pure.

D.2

p

y 2 + 1 ≤ y from Eq. (5.71).

Two-qubit setup analogous to two-mode
squeezing

To manufacture thermal statistics, we might think to consider the thermal state of
a bath mode as the marginal state of a two-mode squeezed state. Then, much as we
did in the pure-state case, we could transfer all squeezing from the bath state to the
field operators and on to analogous qubit operators. Using the two-mode squeeze
operator,


S (1,2) (rth ) := exp rth b ⊗ b − b† ⊗ b† ,

(D.13)

gives us the squeezed field operator
†

†

bsq = S (12) (rth ) S (1) (r, φ) (b ⊗ 1) S (1) (r, φ) S (12) (rth )
= cosh r cosh rth (b ⊗ 1) − e2iφ cosh r sinh rth (1 ⊗ b† )
− e2iφ sinh r cosh rth (b† ⊗ 1) + sinh r sinh rth (1 ⊗ b) ,
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which translates to the squeezed qubit operators
asq = cosh r cosh rth (σ− ⊗ 1) − e2iφ cosh r sinh rth (1 ⊗ σ+ )
− e2iφ sinh r cosh rth (σ+ ⊗ 1) + sinh r sinh rth (1 ⊗ σ− ) .

(D.15)

The quadrature operator for homodyne measurement, asq +a†sq , has a problem similar
to that of the Araki-Woods quadrature operator in that its eigenvalues are nondegenerate:
1 p 4r 2r
−e e th cos 2φ + e4r e2rth + e2rth cos 2φ + e2rth ,
2er
p
1
= ±√
−e4r cos 2φ + e4r + 1 + cos 2φ .
2er erth

λ1± = ± √

(D.16)

λ2±

(D.17)

This construction fails to satisfy the Kraus-operator constraints on thermal stochastic evolution even in the absence of squeezing (N > 0, M = 0), confirming our
suspicion based on the nondegeneracy of the observable eigenvalues.

D.3

Two-qubit squeezed-thermal state

Another simple two-qubit setup uses the probe annihilation operator
r
2N + 1
asq =
(1 ⊗ σ− + σ− ⊗ 1)
2

(D.18)

in conjunction with the interaction unitary U (asq ) from Eq. (D.1) and the initial
probe state


N

0 0

M







0
0
0
0
1


σsq =

,
2N + 1  0 0 0
0 


M∗ 0 0 N + 1

(D.19)

which we consider as it is a positive state precisely when the parameters M and N
satisfy the usual constraint |M |2 ≤ (N + 1)N (obtaining purity only when |M |2 =
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(N + 1)N ). By observation or by calculation, we see that the bath density operator
has rank two, i.e., has support only on a qubit subspace.
The consequences of this model are analogous to those of the Araki-Woods construction: unconditional statistics are reproduced, but the stochastic evolution is
incorrect when measuring asq + a†sq . The difficulty again appears to be a lack of
degeneracy in the eigenvalues of the asq + a†sq . Specifically, this setup reproduces
the correct bath statistics, but the observable asq + a†sq has three distinct eigenvalues
(unique positive and negative eigenvalues with a twofold degeneracy corresponding
to an eigenvalue of 0) instead of degenerate positive and negative subspaces as we
expect from the field case.
Naı̈vely pairing half of the zero subspace with both the positive and negative
outcomes yields a SME in the pure case very close to the correct result, except that
p
√
the Wiener process dW is divided by 2(2N + 1) instead of L0 ; this corresponds to
doing homodyne detection on a pure squeezed bath with detectors having subunity

efficiency. Likewise, setting M = 0 for a thermal bath with no squeezing yields a
√
thermal SME with an extra factor of 1/ 2 in the stochastic term, again analogous
to subunity detection efficiency.
This inefficiency makes sense given that we naı̈vely lumped distinguishable measurement outcomes together. Unfortunately, this model doesn’t provide clear alternative recipes with which to construct a SME, so we don’t consider this model any
further.

D.4

Qutrit

One can also mock up a bath with three-level probes and field operators that give the
correct unconditional evolution. We define the qutrit probe annihilation operator to
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be
a :=

√


2N + 1 |0i h1| + |1i h2| .

(D.20)

The thermal and squeezed qutrit probe state we choose, following the reasoning by
which we arrived at Eq. (D.19), is


N 0
M


1


σsq :=
 0 0
0 .
2N + 1 

∗
M 0 N +1

(D.21)

In our matrix representations we have ordered the rows and columns starting from
the top and left with |2i and decreasing to |0i as we move to the bottom and right.
The combination of the above lowering operator and state gives the correct unconditional master equation. Three-level systems present even more difficulty in
understanding what to do with the conditional evolution, however, as the restriction
to three Kraus operators means only one of the measurement results can be coarsegrained over multiple (two) Kraus operators, leaving the other measurement result
only associated with a single Kraus operator and therefore producing no statistical
mixing of the system state.
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Numerical performance

It’s important to have a sense as to the relative performance of the squeezed hierarchy with respect to the number hierarchy, since they give identical results when
all levels are included. In the absence of analytic results against which to compare
the numerical solutions, a useful technique for measuring the accuracy of a method
is to measure how much the solution changes when more computational resources
are given to the solver. This technique may be used to estimate the accuracy of a
solution computed by a finite-step-size solver by measuring the difference between
the solution computed with a given step size and a solution computer with a halved
step size. Small differences between solutions usually corresponds to small errors
relative to the exact solution.
The computational resource relevant to the hierarchies is the maximum value of
m and n used by our solver, which we notate as nmax . We now set out to compare the
performance of both the number hierarchy and the squeezed hierarchy for simulating
squeezed wave packets. While the number hierarchy is sometimes described as tool
for describing wave packets in an N -photon state, it also describes all wavepackets

in states having support only on the Fock states |0i, . . . , |N i . If the state of
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the initial wave-packet mode is described by the density operator

PN

m,n=0 cmn |mihn|,

the reduced state of the system is given by the corresponding linear combination of
P
(m,n)
bookkeeping operators: N
.
m,n=0 cmn ρt

For the number hierarchy, capping at nmax in general forces the use of an approx-

imate wave-packet state. When simulating a squeezed wave packet, the amount of
population thrown away in the approximation is
X  tanh2 r k (2k)!
1
.
num (nmax , r) =
cosh r
4
(k!)2

(E.1)

k>nmax /2

This expression serves as a first guess for the amount of error incurred by capping
the number hierarchy at nmax as opposed to simulating the full hierarchy.
The squeezed hierarchy introduces errors more subtly, since it represents the
initial state of the wave packet exactly. The errors introduced have to do with
imprecise representation of the correlations within the wave packet, which the levels
of the hierarchy are meant to keep track of. To understand the effect of truncating
the hierarchy, we must therefore understand the strength of correlations within the
wave packet, for which purpose we turn to a source model.
Consider a source model for the wave packet consisting of a leaky cavity with a
mode prepared in a squeezed state, where the cavity decay rate is modulated as a
function of time to produce the appropriate wave-packet shape. In such a model, the
cavity mode progresses from a pure squeezed state through thermal squeezed states
to ultimately relax to vacuum. To identify the path through state space taken by
the cavity mode, consider the case of constant decay rate. Diverse modulations of
the decay rate will adjust the speed with which the mode traverses the path, but this
detail may be ignored for our purposes. The cavity mode starts in a squeezed state,
and undergoes a Gaussian loss channel, so all states along the path will be Gaussian
and characterized by their first and second moments. Additionally, squeezed vacuum
has no mean displacement, so the expectation of the annihilation operator, α(t) =
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ha(t)i, is identically zero. This leaves two quadratic expectation values to calculate:
N (t) = ha† (t)a(t)i

(E.2)

M (t) = ha(t)a(t)i .

(E.3)

For a lossy cavity with decay rate γ, the equation-of-motion for the annihilation
operator is


ȧ = γ a† aa − 21 (a† aa + aa† a) = 21 γ[a† , a]a = − 12 γa .

(E.4)

The solution a(t) and the derived quantities N (t) and M (t) are
a(t) = e−γt/2 a(0)

(E.5)

N (t) = e−γt N (0)

(E.6)

M (t) = e−γt M (0)

(E.7)

We identify the maximum degree of mixedness of the cavity by calculating the maximum value of Nth as used in Eqs. (5.132a) to (5.132c), expressing this quantity in
terms of N (t) and M (t) and setting N (0) = sinh2 r and M (0) = −e2iµ sinh r cosh r:
Nth (t) +


1 2
2


1 2
2

− |M (t)|2
2
= e−γt sinh2 r + 21 − e−2γt sinh2 r cosh2 r

= N (t) +

= e−2γt sinh4 r + e−γt sinh2 r + 14 − e−2γt sinh4 r − e−2γt sinh2 r

= e−γt − e−2γt sinh2 r + 14

(E.8)

d
dt

Nth (t) +


1 2
2


= 2e−2γt − e−γt sinh2 r

ln 2
=: tth
γ
p

Nth (tth ) = 12
N (0) + 1 − 1 = 12 (cosh r − 1)

arg max Nth (t) =
t

(E.9)
(E.10)
(E.11)

N (tth ) = 12 N (0)

(E.12)

M (tth ) = 12 M (0) .

(E.13)
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We use these results to estimate how many levels of the hierarchy are needed
to attain a given precision in results. The density operator for a squeezed thermal
state has the same eigenvalue spectrum as a thermal state ρth with mean photon
number Nth . We proceed under the assumption that including levels ρ(m,n) in the
squeezed hierarchy for 0 ≤ m, n ≤ nmax is analogous to including only number states
for 0 ≤ n ≤ nmax in the eigendecomposition of ρth given by Eq. (5.90) when N = Nth .
The amount of population neglected by stopping at nmax is

n
∞
X
Nth (tth )
1
sq (nmax , r) =
Nth (tth ) + 1 n=n +1 Nth (tth ) + 1
max
n
∞ 
nmax +1
X
Nth (tth )
Nth (tth )
=
(Nth (tth ) + 1)nmax +2 n=0 Nth (tth ) + 1

nmax +1
Nth (tth )
=
Nth (tth ) + 1

n +1
cosh r − 1 max
=
.
cosh r + 1

(E.14)

This expression serves as a first guess for the amount of error incurred by capping the
squeezed hierarchy at nmax as opposed to simulating the full hierarchy. To convert
this into a hypothesis for the number of levels of the hierarchy one needs to account
for all but  of the population, simply invert:
nmax () =

E.1

− ln 
−1
ln(cosh r + 1) − ln(cosh r − 1)

(E.15)

Simulations

To evaluate how closely these arguments correspond to the actual performance of
the algorithms, we run a battery of benchmarks for the paradigmatic example of a
two-level atom initially in the ground state (1 − σz )/2 with no free Hamiltonian in
the interaction picture. We estimate the accuracy of a solution found for a particular value of nmax by calculating the maximum trace distance between the solution
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ρt (nmax ) and the solution ρt (nmax + 1) obtained by including an additional level in
the hierarchy:


Accuracy ≈ max dtrace ρt (nmax ), ρt (nmax + 1) .
t

(E.16)

Solutions for the number hierarchy only change when nmax advances to the next even
number as a consequence of squeezed vacuum having support only on even number
states, so we display only these incremental differences for the number hierarchy. Figures E.1 and E.2 illustrate the performance of the different hierarchies in solving for
the unconditional evolution for various squeezing strengths and wave-packet lengths.
For easy visual comparison, the errors predicted by Eqs. (E.1) and (E.14) are presented on the same plots. These predicted errors appear to capture the asymptotic
scaling of the precision (evidenced by the agreement in slope for large values of nmax ).
The variable vertical offset suggests a constant prefactor in the precision scaling that
depends on squeezing strength and, for the squeezed hierarchy, wavepacket duration.
The wavepacket duration also influences how long it takes the squeezed hierarchy to
settle into asymptotic scaling, with wider wavepackets and stronger squeezing pushing the asymptotic regime off to higher nmax . In all plots, the squeezing strength
is represented in three forms: er (the factor by which amplitude fluctuations are
reduced/enhanced), N (the mean number of photons in the wave packet), and the
reduction/enhancement of power fluctuations expressed in dB.
The performance of the squeezed hierarchy for conditional photon-counting evolution, illustrated in Fig. E.3, is much poorer. For the purpose of this evaluation we
only consider the measurement record with no jumps. This measurement record is
the most likely record given the strength of the squeezing in these simulations, so
the behavior exhibited is still representative. The number hierarchy exhibits convergence in keeping with the behavior seen for unconditional evolution. The squeezed
hierarchy, on the other hand, displays an asymptotic convergence rate that degrades
with increased squeezing strength, eventually failing to converge once the squeezing
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Figure E.1: Visualization of how much the solution changes when including an additional level of the hierarchy for ξt ∝ sin2 γtπ when 0 ≤ γt ≤ 1 and 0 otherwise.
Neither hierarchy can converge to within about 10−4 precision, suggesting some limitation due to factors other than the choice of hierarchy. Prior to hitting that precision
floor, both hierarchies appear to track the predicted scaling up to constant factors.

becomes strong enough.
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Figure E.2: Visualization of how much the solution changes when including an additional level of the hierarchy for ξt ∝ sin2 γtπ/2 when 0 ≤ γt ≤ 2 and 0 otherwise.
Neither hierarchy can converge to within about 10−4 precision, suggesting some limitation due to factors other than the choice of hierarchy. Prior to hitting that precision floor, both hierarchies appear to track the predicted scaling up to constant
factors, although the squeezed hierarchy exhibits poor initial scaling for larger values
of squeezing before finally settling into the predicted scaling.
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One potential reason for this exceptionally poor performance is that the squeezed
hierarchy spreads exact properties of the wave packet—such as the photon-number
parity—among all the infinite levels, while the number hierarchy is capable of exactly
representing parity information at all levels of truncation. Figure E.4 illustrates this
disparity for a particular squeezing strength and truncation level. The simulations
carried out to generate this plot were conducted in the absence of a system, which we
implement by specifying a trivial one-dimensional system Hilbert space with coupling
L = 0.
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Figure E.3: Visualization of how much the no-jump solution changes when including
an additional level of the hierarchy for ξt ∝ sin2 γtπ when 0 ≤ γt ≤ 1 and 0 otherwise.
Precision is not limited to 10−4 as it was for the unconditional evolution. The number
hierarchy tracks the predicted precision scaling, but the squeezed hierarchy does
not, exhibiting reduced proportional improvement with higher squeezing until the
squeezing reaches a point where the solutions do not converge with increasing nmax .
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Figure E.4: Histogram of the total photon counts in the wavepacket, comparing the
exact probabilities given by a truncated squeezed state to the frequencies observed for
512 measurement records for the number and squeezed hierarchies. Both hierarchies
are truncated at nmax = 6, but the number hierarchy shows much better agreement
with the state probabilities than the squeezed hierarchy, which yielded a significant
fraction of measurement records with odd photon-number counts that should be
impossible for squeezed vacuum.
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Quantum regression theorem
We can calculate correlation function such as hA(t)B(t + τ )i using master equation
dynamics for the system under consideration.
 †

†
hA(t)B(t + τ )i = tr Ut,0
AUt,0 Ut+τ,0
BUt+τ,0 ρsys,env (0)


†
= tr BUt+τ,t ρsys,env (t)A Ut+τ,t

= trsys BΛt+τ,t


†
Λt+τ,t := trenv Ut+τ,t ρsys,env (t)A Ut+τ,t
.

(F.1)

(F.2)

The operator Λt+τ,t evolves as a function of τ according to the open-system evolution
given by the master equation, with initial condition


Λt,t = trenv ρsys,env (t)A = ρt A .

(F.3)

When the open-system evolution is governed by a hierarchy of equations as in the
case of wave packets, there is a hierarchy of operators analogous to Λt+τ,t discussed
in the supplementary material of [114] using the notation Tm,n (t + τ, t).




(m,n)
†
†
Λt+τ,t = trenv Ut+τ,t Ut,0 ρsys (0) ⊗ |mihn| Ut,0
A Ut+τ,t
,
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where |mi can be a wave-packet number or squeezed-number state. These operators
evolve with respect to τ according to the hierarchy master equation with initial
conditions
(m,n)

Λt,t

= trenv


 
(m,n)
†
Ut,0 ρsys (0) ⊗ |mihn| Ut,0
A = ρt
A.

(F.5)

For the case of the squeezed hierarchy with squeezed vacuum as the initial wavepacket state the correlation function is then
(0,0) 
hA(t)B(t + τ )i = trsys BΛt+τ,t .

(F.6)
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Probabilités de Strasbourg, 36:477–491, 2002. URL http://archive.numdam.
org/article/SPS_2002__36__477_0.pdf.
[5] S. Attal and I. Nechita. Discrete Approximation of the Free Fock Space, pages
379–394. Springer Berlin Heidelberg, Berlin, Heidelberg, 2011. ISBN 978-3642-15217-7. doi: 10.1007/978-3-642-15217-7 16. URL http://dx.doi.org/
10.1007/978-3-642-15217-7_16.

184

REFERENCES
[6] S. Attal and Y. Pautrat. From (n + 1)-level atom chains to n-dimensional
noises. In Annales de l’Institut Henri Poincare (B) Probability and Statistics,
volume 41, pages 391–407. Elsevier, 2005. URL http://dx.doi.org/10.1016/
j.anihpb.2004.10.003.
[7] S. Attal and Y. Pautrat. From repeated to continuous quantum interactions.
Annales Henri Poincaré, 7(1):59–104, 2006. URL http://dx.doi.org/10.
1007/s00023-005-0242-8.
[8] S. Attal and C. Pellegrini. Stochastic master equations in thermal environment.
Open Systems & Information Dynamics, 17(04):389–408, 2010. URL http:
//dx.doi.org/10.1142/S1230161210000242.
[9] E. Bagan, M. A. Ballester, R. D. Gill, A. Monras, and R. Muoz-Tapia. Optimal
full estimation of qubit mixed states. Physical Review A, 73(3):032301, Mar.
2006. doi: 10.1103/PhysRevA.73.032301. URL https://link.aps.org/doi/
10.1103/PhysRevA.73.032301.
[10] B. Q. Baragiola and J. Combes. Quantum trajectories for propagating Fock
states. Phys. Rev. A, 96:023819, 2017. URL https://dx.doi.org/10.1103/
PhysRevA.96.023819.
[11] B. Q. Baragiola, R. L. Cook, A. M. Brańczyk, and J. Combes. N -photon
wave packets interacting with an arbitrary quantum system. Phys. Rev. A, 86:
013811, 2012. URL https://dx.doi.org/10.1103/PhysRevA.86.013811.
[12] A. Barchielli, L. Lanz, and G. M. Prosperi. A model for the macroscopic
description and continual observations in quantum mechanics. Il Nuovo Cimento B (1971-1996), 72(1):79–121, 1982.
//dx.doi.org/10.1007/BF02894935.

185

ISSN 1826-9877.

URL http:

REFERENCES
[13] V. P. Belavkin. Quantum filtering of Markov signals with white quantum noise.
Radiotechnika i Electronika, 25:1445–1453., 1980. URL http://dx.doi.org/
10.1007/978-1-4899-1391-3_37.
[14] K. J. Blow, R. Loudon, S. J. D. Phoenix, and T. J. Shepherd. Continuum
fields in quantum optics. Phys. Rev. A, 42:4102–4114, 1990. URL https:
//dx.doi.org/10.1103/PhysRevA.42.4102.
[15] R. Blume-Kohout.

Optimal, reliable estimation of quantum states.

Journal of Physics, 12(4):043034, 2010.

New

URL http://stacks.iop.org/

1367-2630/12/i=4/a=043034.
[16] M. Boissonneault, J. M. Gambetta, and A. Blais. Nonlinear dispersive regime
of cavity QED: The dressed dephasing model. Phys. Rev. A, 77:060305, Jun
2008. URL http://dx.doi.org/10.1103/PhysRevA.77.060305.
[17] L. Bouten, R. V. Handel, and M. R. James. An introduction to quantum
filtering. SIAM Journal on Control and Optimization, 46(6):2199–2241, 2007.
URL http://dx.doi.org/10.1137/060651239.
[18] L. Bouten, R. van Handel, and M. R. James. A discrete invitation to quantum
filtering and feedback control. SIAM Review, 51(2):239–316, 2009. URL http:
//dx.doi.org/10.1137/060671504.
[19] V. B. Braginskiı̆ and F. Y. Khalili. Quantum Measurement. Cambridge University Press, 1995.
[20] T. A. Brun. A simple model of quantum trajectories. American Journal of
Physics, 70(7):719–737, 2002. URL http://dx.doi.org/10.1119/1.1475328.
[21] H. J. Carmichael. Resonance fluorescence from an atom in a squeezed vacuum.
Physical Review Letters, 58(24):2539–2542, 1987. doi: 10.1103/PhysRevLett.
58.2539. URL https://doi.org/10.1103/PhysRevLett.58.2539.

186

REFERENCES
[22] H. J. Carmichael. An Open Systems Approach to Quantum Optics, volume 18
of Lecture Notes in Physics Monographs. Springer-Verlag Berlin Heidelberg,
1993.
[23] H. J. Carmichael. Statistical Methods in Quantum Optics 2: Non-Classical
Fields. Theoretical and Mathematical Physics. Springer-Verlag Berlin Heidelberg, 2008. doi: 10.1007/978-3-540-71320-3. URL http://dx.doi.org/10.
1007/978-3-540-71320-3.
[24] C. M. Caves. Quantum limits on noise in linear amplifiers. Phys. Rev. D,
26:1817–1839, Oct 1982. URL http://dx.doi.org/10.1103/PhysRevD.26.
1817.
[25] C. M. Caves. Quantum mechanics of measurements distributed in time. A
path-integral formulation. Phys. Rev. D, 33:1643–1665, Mar 1986. URL http:
//dx.doi.org/10.1103/PhysRevD.33.1643.
[26] C. M. Caves. Quantum mechanics of measurements distributed in time. II.
Connections among formulations. Phys. Rev. D, 35:1815–1830, 1987. URL
http://dx.doi.org/10.1103/PhysRevD.35.1815.
[27] C. M. Caves and G. J. Milburn. Quantum-mechanical model for continuous
position measurements. Phys. Rev. A, 36:5543–5555, 1987. URL http://dx.
doi.org/10.1103/PhysRevA.36.5543.
[28] B. A. Chase and J. M. Geremia. Single-shot parameter estimation via continuous quantum measurement. Phys. Rev. A, 79:022314, Feb 2009. URL
http://dx.doi.org/10.1103/PhysRevA.79.022314.
[29] B. A. Chase, A. J. Landahl, and J. Geremia. Efficient feedback controllers for
continuous-time quantum error correction. Phys. Rev. A, 77:032304, Mar 2008.
URL http://dx.doi.org/10.1103/PhysRevA.77.032304.

187

REFERENCES
[30] R. Y. Chiao and J. C. Garrison. Quantum Optics. Oxford University Press,
2008.
[31] J. Combes, C. Ferrie, Z. Jiang, and C. M. Caves. Quantum limits on postselected, probabilistic quantum metrology. Physical Review A, 89(5):052117,
May 2014. doi: 10.1103/PhysRevA.89.052117. URL https://link.aps.org/
doi/10.1103/PhysRevA.89.052117.
[32] J. Combes, J. Kerckhoff, and M. Sarovar. The SLH framework for modeling
quantum input-output networks. Advances in Physics: X, 2(3):784–888, 2017.
URL http://dx.doi.org/10.1080/23746149.2017.1343097.
[33] R. L. Cook, C. A. Riofrı́o, and I. H. Deutsch. Single-shot quantum state estimation via a continuous measurement in the strong backaction regime. Phys.
Rev. A, 90:032113, Sep 2014. URL http://dx.doi.org/10.1103/PhysRevA.
90.032113.
[34] J. Dalibard, Y. Castin, and K. Mølmer. Wave-function approach to dissipative
processes in quantum optics. Phys. Rev. Lett., 68:580–583, Feb 1992. URL
http://dx.doi.org/10.1103/PhysRevLett.68.580.
[35] D. Das and Arvind.
tive measurements.

Estimation of quantum states by weak and projecPhysical Review A, 89(6):062121, June 2014.

doi:

10.1103/PhysRevA.89.062121. URL https://link.aps.org/doi/10.1103/
PhysRevA.89.062121.
[36] M. D. de Burgh, N. K. Langford, A. C. Doherty, and A. Gilchrist. Choice of
measurement sets in qubit tomography. Physical Review A, 78(5):052122, Nov.
2008. doi: 10.1103/PhysRevA.78.052122. URL https://link.aps.org/doi/
10.1103/PhysRevA.78.052122.

188

REFERENCES
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