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S Y N O P S I S
The non-linear analysis of structures is a very wide 
field (Chapter l) and this thesis has concentrated more on some 
areas than others: trusses rather than frames; iterative 
methods and acceleration techniques rather than direct methods 
(Chapters 2 and 3)* Nevertheless frames receive some attention 
and comparisons are given in both store (Chapter 4) and time 
(Chapter 5) between the Jacobi iterative methods and the Gauss 
direct method with a view to highlighting the advantages of 
iteration.
The analysis of structural behaviour is considered 
at working load and at collapse (Chapter 6). Also variations 
in the collapse load behaviour are considered as the loading is 
varied within limits of the nominal loading. Numerical examples 
are given to illustrate the underlying theory (Chapter 7).
Finally an outline is given (Chapter 8) of a way to 
help the iterative methods forward: direct methods are in
difficulty with time and store; Iterative methods are in 
difficulty with time. To improve the iterative methods it is 
proposed that one*s intuitive structural knowledge - together 
with relevant analogies and existing numerical solutions - be 
brought in as part of the data for future problems*
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N O T A T I O N
A coefficient matrix in Ax=biteration matrix in xn+l=Xn+Aejj
b half band width, called the bandwidth
c degree of non-linearity
D diagonal matrix
Eji displacement error in the n^h cycle
0yj load error in the n^h cycle
F flexibility matrix
f cycles to establish convergence
G iteration, matrix in Sn+l=GEn
g steps to go from convergence to divergenceor vice-versa
i typical degree of freedom
J Jacobi method, A=(diagK)“^
d-type any method which has A diagonal
j number of joints in structuretypical degree of freedom
K the stiffness matrix
L load factorlower triangular matrix
Lc collapse load factor
MNR modified Newton Raphson method based onthe inversion and store of the initial stiffness matrix
ni total number of cycles for a particularmethodnumber of members in structure
N number of degrees of freedom for wholestructure
NR the classic Newton Raphson method solvedby the direct, Gaussian elimination, method
n iterative cycle number
p* applied load vector
r,rj contraction factormodulus of the largest eigenvalue of G spectral radius of G
s approximation to Fstore required
8 significant figure accuracy
T total iterative time
t time for one cycle
U upper triangular matrix
V number of degrees of freedom per joint
W applied load vector
w scalar used in the over-relaxation methods
X displacement vector
X* solution vector for displacements
Xc collapse displacement vector
y an eigenvector of G
Note this list only contains the more importantsymbols tliat are used in the thesis; also some of the above symbols appear in other minor roles.
Chapter 1
INTRODUCTION
"What is the unknown?"
"What are the data?"
"What is the condition?"
"Do you know a related problem?"
"Here is a problem related to yours and solved before. 
Could you use it?"
"Did you use all the data?"
"Can you use the result .•••• for some other problem?"
Prof. G. Polya (1944)
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1.1 The Problems to be Solved
Let us take some of George Polya’s questions and apply 
them to the field of structural analysis. Our concern is with 
two and three dimensional pinpointed and rigid jointed structures. 
The basic question to be answered is: How do these structures
behave under load?
What are the data? Tliere are two parts. Firstly 
the structure which is defined by its geometry and its material 
properties. Secondly the loading.
What is the unknown? At its simplest level the unknown 
has two parts. Firstly the configuration that the structure takes 
up under load and secondly the internal forces set up in the 
structure. However, there is more than this: Is the structure
stable under the load? If so, how stable is it? li^ hat if the 
load is increased by a factor? To what value may this factor 
be increased before the structure becomes unstable? IVhat happens 
after the structure has gone unstable? Will it collapse until 
it finds a new configuration which will support the loads? Miat 
is this new configuration? Again, on a different but related 
tack: How would the answers change if the structure or the loading
were changed by a small amount? In other words, is the behaviour 
of the structure sensitive to variations in either the structure 
or the loading? To illustrate the point: Suppose the behaviour 
Of a dome under 1 kN/m is to be studied. It is good to know
that it will support it without excessive deflections or member 
stresses. It is better if it is also known that the dome will 
not collapse if the load is factored up to 4 times. However, 
it is best if, in addition, it is also known that for all possible 
loadings within say 5^ of the original loading the collapse load 
factor will not fall below 2.
Other unknowns of interest are: What happens if the
loading is applied suddenly ..... and the members are inelastic? 
What if the temperature changes? What if the supports move?
And so on.
What is the condition? The "condition" links the un­
known to the data. In reality the condition is the structure 
itself. In mathematical terms the condition is the set of numbers 
defining the structure geometry and material properties arranged in 
such a way as to link the loading and the displacements. Usually 
this condition is expressed in the form of the equation Kx=d.
This now leads us to the next section.
1.2 Ignorance and Idealization
How does a structure - or for that matter any element 
of a structure - actually behave? The exact answer is not known 
for anything: but if the mathematics is to get going at all then
an approximation to the exact behaviour must be made. Hence the 
approximate behaviour that we know is idealized and put into exact 
mathematical form. It is no more exact for that: but it is the
best that can be done. There are, of course, degrees in this.
The behaviour of an axially loaded member can be well represented 
mathematically even for large deformations. The moment/rotation 
relationship is well known for small displacements in a single 
member. If, however, there are two members the rigidity at the 
joint is by no means so well known and in most analyses only the 
extremes of rigid-jointed and pin-jointed are considered. So 
our ignorance of the semi-rigid joint is idealized away. Also 
the moment/rotation equations for large displacements are not yet 
known (or at least agreed) for even ideal members - still less the 
actual members1
In the light of all the guesswork involved one is tempted 
to give up all hope of determining anything about the real world 
and instead become a mathematician. Alternatively one could build 
a model; but the joints of the model are as likely to be as far 
removed from the full sized structure as the mathematics is. 
Building the full size structure seems the only sure way of knowing 
what it is going to do ..... unless those who manufacture the real 
thing will also manufacture model sized units which are scaled-down
Versions. We need to have the model unit built in the same way 
as the prototype and also the model structure needs to be assembled 
in the same way as the prototype. However, the difficulty in 
making a model behave as its prototype is part of a larger problem: 
the problem of imperfections. Not only can we not make a model 
like its prototype - we cannot even build two full sized structures 
which behave identically. The reason lies in our ignorance of 
the imperfections and our inability to control them. Hence it is 
not just our mathematics which is at fault. Our problem lies as 
much in our inability to build an ideal structure as in our inability 
to analyse a real one. This brings the mathematics back to the 
fore: the mathematical analysis of imperfections in the ideal
structure will, we hope, include real behaviour.
Let us consider an ideal structure and loading whose 
exact solution is denoted by the point I. Next consider the real 
structure whose actual behaviour is denoted by the point R. Clearly 
the two points are not the same. However, around the point R we 
may draw a circle which represents those solutions which are 
acceptable as approximations to R. Within that circle we are 
close enough to R. If the circle includes I - well and good 
(Fig. 1). If not then there needs to be an analysis of the scatter 
around I due to its imperfections (Pig. 2). Some of these imper­
fections will be within the circle about R and arise from relevant 
imperfections. Othefs are no better than I itself and may be 
termed irrelevant imperfections. As is often the case, this is 
all very well but it does not actually lead anywhere. We can only 
do out best, namely determine I and the scatter about it, and choose 
what looks like the worst case and hope that the real structure will 
not turn out as bad. Finally we need to make the circle about R 
include the actual behaviour of all structures which are nominally 
the same, together with acceptable estimates of this scattered 
behaviour. So far as imperfection analysis goes the formidable 
task is to decide what imperfections in the ideal are relevant.
In short, what solutions do in fact represent real behaviour with 
acceptable accuracy?
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Finally there is the possibility that for a given 
mathematical model only a certain area of i*eal behaviour is 
included. That is, the scatter about I, however large it is 
made, may yet fail to include some area of real behaviour about 
the point R (Fig. 3), Or, to say the same thing yet another 
way, there may be some behaviour of the real structure which it 
is not possible to determine from a given mathematical model.
The answer to that is: Devise a more sophisticated model.
Most of the foregoing is of practical interest when 
dealing with collapse loads but only of academic interest (in 
general) when dealing with working loads. This discussion is 
continued in the next section from a different viewpoint - namely, 
the place of accuracy in analysis.
1.3 Accuracy
"If the specified loads have a margin of uncertainty which exceeds this figure, then evidently further *approximation' is not only unnecessary but meaningless.It is as likely to give a solution farther from, as a solution nearer to, the truth."
Prof.. R. V. Southwell (1940)
Solomon was wiser than he knew when he unwittingly set 
the value of 1T at 3. We are no more able to give the exact value 
today. Re was satisfied with one significant digit; engineers 
are happy with two or three. It is important that the required 
degree of accuracy is declared at the start and a method of analysis 
chosen which takes account of this. Since the accuracy of the 
loads is known at best to two significant digits, what value is 
there in producing the member forces to four? Again, to know 
that the collapse load factor lies between 4 and 5 is valuable.
To know it is 4*3 is excellent. But to spend hours of extra 
time and effort to produce the figure of 4*342 is not only waste*» 
ful - it is meaningless when applied to a real structure. Indeed, 
in the light of the previous section the 'right* answer should have 
a haziness about it which reflects the haziness of the original
problem. These remarks highlight the usefulness of iterative 
methods which can be stopped when the residuals have the 
appropriate accuracy in contrast to direct methods which 
produce 8 significant digits whether they are wanted or not. 
The point is illustrated in Pig. 4 on page 10.
1,4 Analysis
It is often said that there is no one general method 
suitable for all problems. The corollary to this truth is 
that for any particular problem or class of problems there is 
one method that is more suitable than another. Again, there 
is more than one approach to a problem and therefore one approach 
may be better than another. In other words, what distinguishes 
one problem from another may be used as part of the information 
to solve the problem itself. To be specific: Suppose we have
a set of linear equations to solve. There are at least two 
approaches. Firstly we may feed them into a general linear 
equation solver and find the solution that way. However, if 
we know what the equations represent in the real world, that 
information may be of use in the solution. This second 
approach is what we hope to pursue, via iterative methods, in 
this thesis. The equations to be solved are not general; 
they represent a structure. Furthermore, we know the structure 
beforehand and have an idea of its behaviour. This information - 
about which hardly anybody spares a thought - is priceless and 
costs nothing.
Traditionally problems are solved by reducing them 
(a better term than translating them) into mathematical terms.
Some standard routine is then used to solve the mathematics.
This is certainly so in structural analysis. But there is much 
more to a structure than its stiffness matrix! And we Icnow half 
of it before we solve the problem. For it is certainly true that
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we always glance over the computer results to see if they are 
reasonable. The implication being that we have an idea of the 
answer long before the computer even got the problem.
The larger the problem the more pressing it is that 
the human mind is given its place. Computation is not instan­
taneous; and as problems increase in size, with time increasing 
at least with the square of the number of degrees of freedom for 
a direct method of solution, then our structural sense becomes 
increasingly important.
Pursuing this further: it is important that we use
the solutions that we already have. It is clearly wasteful in 
principle to solve every problem from 'cold'. Behaviour of the 
various structural forms - grids, shells, domes, nets - need to 
be distilled. Furthermore, methods need to be devised which can 
profit from such information. Direct methods do not want any 
further information. They would not be helped if redundant and 
approximate data were also supplied. In a word they are self- 
sufficient. Not so iterative methods. All help is gratefully 
received and duly acknowledged. Give an iterative method a head 
start and it may win the race.
The introduction began with some questions from
Professor George Polya, Let us take two more: "Have you used
all the data?" "Have you seen the problem before?" The answer 
to the first question does not consist in checking the elements
of the stiffness matrix. Other data is, say, the structure is
a double layer grid (and not a dome). In answer to the second 
question one might well answer, "Yes; I have analysed many 
similar structures." And so we say (with apologies to Mrs. 
Beaton), "First know your problem" - then devise your method.
12
Chapter 2
REVIEW OP METHODS OF ANALYSIS
"One of the serious difficulties associated v/ith the use of 
the Newton Raphson technique is the calculation of the Jacobian 
matrix and its inversion at each step."
Ro Bellman
"Although Newton's method is theoretically attractive, it may 
be difficult to use in practice. In fact each step requires 
the solution of the linear system and - especially for
problems in which the dimension may be several thousand - this 
may be a difficult task."
J. M. Ortega and V, C. Rheinbolt
"Newton-Raphson . • •. • its chief drawback is the excessive 
computational effort required to form the coefficient matrix 
and invert it at each iterational cycle. Most investigators 
now use a modified Newton-Raphson procedure wherein the 
coefficient matrix is held constant for a number of iterations 
and then updated after the convergence rate has begun to 
deteriorate." '
"The Newton-Raphson method is probably the most accurate 
method available to date. Unfortunately, it is also the most 
expensive ....."
W. E, Haisler and J. A. Stricklin
12a
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Introduction
This chapter considers firstly the analysis of linear 
equations both by direct methods (2,1) and also by.iterative 
methods (2.2 - 2.5). Then, secondly, a brief summary of the 
non-linear methods (2.6, 2.7).
2.1 Direct Methods
Of the direct methods for solving linear simultaneous 
equations Gaussian Elimination leads the way. It has even been 
said that "no method exists which requires less operations than 
the Gauss elimination" (Meyer). For our purposes there is no 
point in considering any other direct method. The detailed steps 
are given in many bookss Forward elimination is followed by back 
substitution to yield the displacement vector. That is Ax=b is 
transformed into Ux=c where U is upper triangular. The solution 
of this second equation can be found easily and quickly. Most 
of the time is used in the formation of U from A.
Modern Improvements
These centre around taking advantage of the sparsity 
of A, Firstly A is banded. Secondly the band itself is sparse. 
Operations have long been confined to the band. Recently methods 
have appeared which use only the non-zero part of the band. As 
to store: only the band is stored; attempts to store only the
non-zero part of the band are not so successful. Tliis is looked 
at again in 4.8.
Inversion
Clearly the solution to Ax=b is x=A~^b and can be 
found by direct inversion. However, this is rarely done in 
practice since it requires about three times the number of 
operations performed during Gaussian elimination. In addition 
the inverse of a sparse matrix is not sparse and so any advantage 
from sparsity is lost.
14
On© is tenqstod to asks If elimination is so good then 
v/hy look any further? The simple fact is that the time for 
solution is proportional to the square of the number of degrees 
of freedom and hence as the size of problems increases so the 
time to solve them becomes prohibitive. In addition, despite 
sparsity, the store requirements for a large problem will mean 
that the solution cannot be performed in the main store of a 
computer ..••• and this will slow it up still further as well 
as producing a new source for errors and hold ups. For these 
reasons we turn to consider the iterative methods (with which 
this thesis is concerned).
2o2 Iterative Methods
There are a number of iterative methods - indeed such 
Is the iterative approach that there is an open invitation to 
everyone to invent their own scheme. However, we shall consider 
first the two basic methods. The Jacobi method is, perhaps, the 
grandfather of them all and a very close relation is the Gauss-
Seidel method. Before looking at the details we note that an
iterative method changes an approximation to the solution into a 
better approximation. That is, we solve
®^n+l ” Uxn ... 1 for Xjj^ ^
This equation is simply a rearrangement of the original equation 
Ax=b into the form Bx=Cx and can be done in an infinite number of 
ways0 Some will work, some will not. Some will produce the 
solution rapidly, some will not. Of course, for equation 1 to 
be easy to solve we require B to be either diagonal or triangular. 
Suppose the matrix A is split into the lower triangular, diagonal 
and upper triangular matrices, then we have
A = L+D+Ü ..« 2
and so (L+D+U)x = b ... 3
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Hence Dx = b—(L+U)x 4
which suggests Dx^+i = b-(L+U)xn ••• 5 (J)
Now equation 5 is easy to solve for x^+i since D is 
diagonal. This is the Jacobi method and it will definitely 
converge if A is diagonally dominant, positive-definite and 
irreducible. For a structure A is the stiffness matrix and 
hence is positive-definite. If the structure performs as a 
whole (i.e. is not a mechanism) then the stiffness matrix is 
irreducible. Not all structures, however, have a stiffness 
matrix which is diagonally dominant and so Jacobi's method 
cannot always be guaranteed to converge.
Another rearrangement of equation 3 into a system 
which is easy to solve yields the Gauss-Seidel method:
(L+D)xn+i = b-UXn . . 6 (GS)
Solving this for Xn+1 is of course equivalent to the 
back substitution of the elimination method. The cycle time 
is longer than Jacobi but it will take fewer cycles to obtain 
the solution. Also, it will converge for all structural 
problems.
These two methods are the two methods par excellence 
which are in use today. In general they are discouragingly 
slow for large problems - each iterate is barely distinguishable 
from the one that precedes it - and for this reason much work 
has been done to improve them.
To explain these improvements consider the intro­
duction of a positive scalar, w, into the equation Ax=b, thus
wAx = wb ... 7
or (wL+wD+wU)x = wb ... 8
16
We now split the left hand side of equation 8 in such a way 
to leave it firstly diagonal and then triangular. The 
resulting iterations are denoted respectively by JOR and SOR,
Thus, Dxn+1 = wb-(wL+(w-l)D+wlJ)xn (JOR)
(wL+D)xn+l = wb-( (w-.l')D+wU)xn ...10 (SOR)
The SOR method will converge for structural problems 
so long as w is less than 2. However, the best value of w is 
not easy to determine as the next section shows.
Before turning to the best choice for w let us collect 
together the four methods and express them in the form,
®Xn+l - Bxn+Ceji ... 11
where en = b-Axn ...12
It is convenient in this form since On is a measure 
of the error in the iterate Xn*
So, Dxn+i = Dxn+en
(L+D)xn+l = (L+D)xn+«n
Dxn+1 = Dxn+wen
(wL+D)xn+l = (wL+D)xn+won
...13 
... 14 
... 15 
... 16
(J)
(GS)
(JOR)
(SOR)
Finally, while equations 13-16 emphasize the way in which xn+1 
is actually calculated, the neatest form is
where
xn+1 = %n+Hen 
H =
H = (L+D)“i 
H = wD~i
...17 
for J 
for GS 
for JOR
H = w(wL+D)"^ for SOR
17
2o3 Choice off Acceleration Parameters (v)
The object of w in JOR and SOR is to increase the 
rate of convergence. It must lie between 0 and 2 for there to 
be convergence. How may the best value be chosen? Varga 
discusses the question in Chapter 9 of his book *Matrix Iterative 
Analysis' (1962), He pursues the matter further in 'Extensions 
of the Successive Overrelaxation Theory with Applications to 
Finite Element Approximations' (1972), However, the best 
value (w%) has these limitations:
Either (i) w% applies only to a certain class of
matrices which do not necessarily include 
all structure stiffness matrices;
and (ii) w^ is given in terras of the rate of
convergence of the J method*
Or (ill) W;^  is merely bounded: the bounds of wi,
however, assume knowledge of some bounds 
of the eigenvalues of B-^A which in 
general we do not have*
In short wx cannot at present be deduced for a 
structural problem. Of course a search can be made for it but 
the work involved in determining wx may outweigh the advantage 
of knowing it. For example, it may well be quicker to solve 
with GS than labour to find wx and solve with SOR. On the 
other hand, if there is a set of problems to solve, Ax=bx, bg,
..., then it may be worth the effort to find wx*
2.4 Richardson's Method
In 1910 L. F. Richardson considered splitting the 
equation Ax=b so as to leave a diagonal matrix on the left hand 
side (as in the J method), but to make it a diagonal matrix of 
his own choice. He also allowed the splitting to vary from 
cycle to cycle but this we shall not consider.
In general forra then we have :
= b-(A-P)xn ... 18 (GRP)
or %n+l = Xn+B(b-Axn) ... 19
where both P and B are diagonal matrices, the one being the 
inverse of the other. This freedom of choice for B leads one 
to think . , what matrix would we like to have there?
2,5 A Different Approach
This thesis is concerned with the iterative approach 
because of the cries of despair from those engaged with elimination 
methods. However, all is not well in the iterative canp for by 
general consent iteration is slow (even when it is faster than 
elimination). Y^hy is this? Why is it that, whatever else 
iteration may have to commend it, it can almost certainly be 
guaranteed a contraction factor for large problems of 0*999....?
All the methods considered have been based upon a splitting of 
A which would leave an easy equation to solve for Xn+l* Only 
those methods have been considered which leave a diagonal or 
lower triangular matrix as the multiplier of Xn^l* But ..... 
is there no other approach? Richardson felt free to put his 
own ideas into the matrix B of equation 19. Of course, if B 
were the inverse of A then x^+x would be the required root in 
one cycle. Hence we see that another approach to iteration is 
to seek an approximation to the inverse of A and use this in the 
iteration. The obvious retort is that nobody has a one in a 
million chance of guessing an approximate inverse of a small 
matrix - still less a large one. Yet Jacobi made such a guess, 
in effect, by taking the reciprocals of tie diagonal elements of 
A, The point is: Can we do any better? For a general matrix
doubtless the answer is that we cannot. But, this thesis 
maintains, for the stiffness matrix of a given structure we may 
do better. This theme is taken up again in Chapter S* We 
now turn to non-linear analysis.
19
2,6 Non-linear Methods
We turn now from the linear equation Ax=b to the non­
linear one, Kx=p« The matrix K has elements which are functions 
of X and it is assumed that the matrix K has an inverse for any 
value of X that we consider. The inverse of K at x=xn will be 
denoted by Fn - since in structural terms this is simply the 
flexibility matrix.
The classic method of solution is well known as 
Newton's method or the Newton-Raphson method. It will be called 
the NR method and takes the following form:
Xn+1 — Xn+FnOn #,, 20 (NR)
where the residual e% is given by
®n ” P“^n^n ,#.21
where Kn means that K is evaluated at x=Xn,
There are many variations of this basic Newton iteration and we 
consider now the most important ones. The modified Newton- 
Raphson method consists in first computing and then iterating 
with this matrix all the time.
Thus, Xn+i = Xn + Fo©n ••• 22 (MNR)
Since the inverse of K is time consuming to produce 
equation 20 is usually rearranged as a linear equation in 
(xn+l-Xn) like this,
Ï^ n(xn4i**xn) ~ ®n ••• 23
From the solution to this linear system can be deduced the next 
iterate xn+1.
20
Since now the basic Newton iteration has had each 
cycle described in terms of a set of linear equations, the way 
opens for any linear method to help as a secondary iteration.
Ortega (pp214-217) describes these composite iterations. For 
example, one might solve the linear system by a direct method 
or by an iterative method. If we used a direct method then the 
composite method would be Newton-Gauss, but if the Jacobi iteration 
was the secondary scheme then the composite method would be Newton- 
Jacobi - and so on.
A further important variation comes when the 
secondary method is an iterative one. For how many iterations 
should one pursue the solution of the linear system within each 
Newton cycle? If we took only one iteration we could have the 
'one step Newton-Jacobi' iteration. In the examples we have 
followed in Chapter?* this is the iteration often used.
The figures on page 21 illustrate these different 
methods for the scalar case.
At first sight them would seem little point in spending 
time solving a linear equation whose root is not the root of the 
non-linear equation. However, with the one-step methods the 
stiffness matrix is reformed each cycle whereas the multi-step 
methods hold it constant. It is not possible to say in general 
which will be best - except for the case of a truss in which the 
load residual can be found from x^ without the stiffness matrix. 
Hence for a truss always use the one-step composite method.
2,7 Energy Methods
Energy methods deserve a brief comment. They are 
essentially minimization methods. The problem is formulated 
thus: What displacements minimize the total potential? It is
well known that near a minimum the coordinate;defining a function
•/
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are sensitive to variations in the values of the function. So 
it is a bad wicket to begin with. To put it another way: use
the NR method on Kx=p and we have second order convergence; 
however, use the NR method on the total potential surface and 
that convergence is reduced to first order convergence because 
of the multiple root» It is clear that if the displacement is 
required then an energy method is not the best way to find it.
As Acton (pp448~450) wrote, "If we seek a solution point, should 
we not seek it with a metric that defines it clearly rather than 
with one that depends critically on variations in the fifth 
significant figure?" Gregory (ppll4-116) comments to the same 
effect: "Energy methods ••• lead to very powerful approximate
methods of analysis. Herein lie both the power and the weakness 
of energy methods ••• approximate solutions are available quickly 
and easily, provided not too much fine detail is required. But 
here also lies their weakness: when deriving an approximate
solution, the only things we can compare with more exact solutions 
are the internal forces in the structure and its displacements.
But these are largely lost sight of in the energy method until 
the last stage ... it is sometimes difficult to know ... how to 
get any assessment of the accuracy of an approximate solution."
23
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Chapter 3
i teration Ï A CLOSER LOOK
"V/hether regarded philosophically or practically, this is the 
essential feature by which the new mathematics differs from the 
old: it is *mathematics with a fringe** Regarded philosophically,
thereby it takes account of the unavoidable uncertainty of physical 
data; and because the extent of that uncertainty is left, as it 
clearly should be, for the decision in the light of practical 
experience, this feature should commend it to engineers."
Prof. R. V. ^uthwell, Relaxation Methods, 1940.
"Both for engineering and for many of the less exact sciences ... 
there is a demand for rapid methods, easy to be understood and 
applicable to unusual equations and irregular bodies. If they 
can be accurate, so much the better; but 1 per cent would
suffice for many purposes."
L.. P. Richardson. 13 Jan. 1910
"As a broad rule, it is profitable to use iterative methods in 
preference to direct methods for solving simultaneous linear 
equations only when the number of equations is very large (say 
N greater than 100 or 1000)."
B. Noble. Applied Linear Algebra
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3.1 Linear Convergence
The starting point will he taken a© the familiar 
geometric series: a, ar, ar2, ,,, , ar®^ , ••• in which each
terra is a factor r of the previous one. Suppose now we con­
sider a convergent iteration whose errors form a geometric 
series dying away to aero, E^, rE@, r&E@, ... r^Eq, in
which r is the contraction factor and Eq the initial error*
Clearly,
Such a variation in the errors is called linear convergence*
Let us devise a simple iteration which has linear 
convergence. Suppose we desire to solve mx=;y* for x as shown 
in Figure 8. Consider the iteration,
^n+1 = %n + b(y*-mxn) •*• 25
This iteration may also he expressed in terras of the x and y 
errors in this way,
®n+l *" %  “ ^®n • • • 26
Where,
and,
Em = X* - Xn *••27
©n = y* = y* - y# *.*28
The iteration is illustrated in action in Figure 9* It is clear 
that xji tends to the root x* and it is easily shown that the 
convergence is linear with a contraction factor of r = (l-bm)*
For m £5 (en*"®n+l^/^®n-®n+l)
25
S
|W =
W)
m
F ^circ y
and, t/h =m' s
bm = m/m^ = “ 1-r80
And hence, r = 1-bra *•• 29
■ \
The iteration is convergent so long as r is less 
than 1 in absolute value.  ^ Figure 10 shows the variation in
r with b*
Consider now the following questioni What factor 
should multiply b so that the sequence jumps on p steps? A 
little work on equation 19 shows the factor to be (l-rP)/(l-r) 
with the new contraction factor of r^* If we wish to jump 
direct to the root with knowledge of r only we set p equal to 
infinity and hence multiply b by l/(t-r>» The next iterate 
gives the root* This idea is of great importance and will be 
taken up again when considering the acceleration of linear 
sequences in section 3.3. ^
3.2 Bigen values
\ Let us consider now the behaviour of an N-dimensional
\ set of linear equations such as arises in structural analysis.
We have
Kx — p * ... 30
for which is devised,
Xn+1 = Xn+A(p*-Kxji) ••• 31
Rearranging 31,
n^+.l “ Oxjj+c * * * 32
27
F ù 10
where G « I-AK ••« 33
Hence, in the limit,
X* = Gx*-fc ••• 34
From @qnation@ 32, 34 
®n+l =
So, Sja = G»E^ ... 36
Suppose for the matrix G there exist N eigenvalues (r^) 
and N independent eigenvectors (y%) satisfying the equation,
Gyi = riyi ... 37
The great significance of equation 37 is that as G operates on 
one of its eigenvectors it produces a scalar multiple of it - 
its direction is unaltered, only its magnitude is changed.
Dropping the suffix it is clear from equation 37 that,
G“y = r“y ... 38
Attacking equation 36 by expressing in terms of the N 
independent eigenvectors,
®o = a^y^+a2y2+ ••• +a^y^ ... 39
From equations 36, 38, 39 we have
Eja = ai(ri)»yi+ . . .  +ajj(rN)*'yjj . . .  40
Now for convergence we require En-^0 and so,
Irij< 1 ... 41
If the eigenvalues are ordered r^, rg, ... , rjg from the greatest 
in modulus to the least then a necessary and sufficient condition 
for convergence is that the modulus of the largest eigenvalue (r%)
29
is leas than 1. The value (r^| is termed the spectral radius
of the matrix G.
Hence, if the spectral radius is less than 1 then for
sufficiently large n equation 40 may be approximated by,
Ç aj (^r )^ y ••• 42
So, f ai(ri)*+ly% ... 43
Hence, ®n+l f
... in other words the iteration has settled down to linear
convergence. This is extremely Important and opens the way to
accelerating the sequence to the root. A remarkable thing has 
happened to the iteration of equation 31: it has separated into
N linear scalar equations since the errors behave according to 
equation 24.
In an actual problem we do not know the error vector, 
E^, but the residual vector, e^. How do these behave? From
Kxj^ sapjj and Rx*=p* we have K%=eg. Using this to eliminate
from equation 35 gives.
®n+l = KGK""^e 45
Now G and KCK**^ are similar matrices and hence they 
have the same eigenvalues. Furthermore the eigenvectors of KCaC”  ^
are Ky since, using equation 37, we have (KGK“^)KyssrKy. Hence 
from equation 45 wer may deduce (as in equations 29 to 37) that,
®n+l V **l®n ... 46
for sufficiently large n.
This is an extremely inqportant result and is the basis 
of jumping to the root. For, knowing tj, from equation 46, we 
may put r=r^ and, as in the scalar case, multiply A by l/(l-r) 
to give a good approximation to the root in the next cycle.
30
So far in this section it has been assumed that the 
equations were linear. In effect K was taken to be a simple 
constant matrix. What happens if the equations are non-linear?
If K is now a non-linear operator then the p-x surface defined 
by Kx=p is no longer a hyperplane.
Nevertheless the surface does have tangent planes and 
this means so long as the iteration represents a slow movement 
in the surface then it will be moving approximately in a tangent 
plane. Hence equation 40 will be approximately true for any 
small set of consecutive iterates. As the iteration proceeds 
so the tangent plane will move with the (x,p) points. Hence the 
eigen values and eigen vectors will change to those associated 
with the current tangent plane. However the situation is by no 
means lost. While the r*s of equation 40 are changing gradually 
with n we may nevertheless hope that the lower ones will die away 
from which follows the much valued relation
The linear convergence is approximate even in the case 
of linear equations but it becomes more and more exact as n 
increases (it is nothing to do with * closeness to the root*).
The additional factor with non-linearity is that the contraction 
factor will be gradually changing as n increases and only become 
constant near the root. This has been borne out by numerical 
examples; early on the iteration has settled to ©n+l v s^ n^ 
which corresponds to the eigen values rg to dying away? if 
the iteration has been allowed to proceed then r has been observed 
to change gradually to its final constant value®
3.3 The Accuracy. Plot
As an iteration proceeds it is good to Icnow how 
accurate the work is to date. Of course, not knowing the root 
X* it is not possible to know the error = x*-x^. However, 
we do Icnow the *load error* or the residual given by e^ = P*-pn 
or On = p*-Kx%^. In structural terms, the residual is the 
difference between the applied load and the load required to
31
cause the current displacement vector.. Some books give
as a gauge of accuracy but this is not so for a 
slowly convergent sequence. It is convenient for us that we
have to deal with this load residual for it is in the loads
themselves that the main inaccuracy of the problem lies.
Hence, if the loads are known to 2 significant figures then 
it is right to stop when pj^  has 2 significant figure accuracy.
Suppose we define the maximum proportional error by Vn = max(len,i/p*i)) 
then the significant figure accuracy may be defined by,
S'n = -losiol^nl ... 47
If p* is aero for the degree of freedom concerned then Sjj is 
redefined by,
Sju “ ... 48
As the iteration proceeds so the accuracy is plotted 
against the cycle number. This is illustrated in Figures 11-21
for both linear and non-linear, convergent and divergent, scalar 
equations. The f-n plots for a many degree of freedom system 
take the same form because it has been shown in section 3.2 that 
the many degree of freedom iteration •separates* into distinct 
scalar equations.
Consider Figure 11s this shows a convergent sequence.
The accuracy plot is shown in Figure 13 and is a straight line 
of positive gradient. The divergent sequence (Figure 12) is 
also shown in Figure 13. Using equations 47 or 48 it can be 
shown that the slope of an a-n line Is logio(l/r).
Figures 14, 15 show the non-linear counterparts and 
for these * convex* curves the contraction factor r increases with 
n. For the convergent case, r-@^r*, however. The s-n graphs 
are shown in Figure 16.
Tke important case of a multiple root is shown in
Figures 17, 18 and 19. Here r*=l and so the contraction factor
32
tends to 1 as n tends to infinity. Note the increasing time 
to obtain one more significant figure in the convergent case. 
There is a marked slowing up of the rate of convergence in the 
approach to a multiple root#
Finally, Figures 20 and 21 show a most important case 
in which the sequence appears at first sight to be converging 
but then finally diverges.
This poses a problem for iterative methods: How
can you be sure that the sequence is going to converge? For 
convergence it is necessary that the contraction factor is less 
than 1 but this is not a sufficient condition. If is of no 
value to talk about the spectral radius for that is equal to 
the steady value that the contraction factor reaches. The 
only way forward seems with the differences since the radius 
of curvature of the convergent s-n curve is increasing while 
that of the divergent case is decreasing. Nevertheless 
rounding will make the calculation of the radius of curvature 
very inaccurate for a slowly convergent sequence.
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3,4 Acceleration
"There i© also a way of deriving from a sequence of approximations
to a root successive sequences of ever-increasing rapidity of 
convergence,"
* .00. given a few consecutive terms of a slowly approximating 
sequence Zm, it is in general possible to derive successively 
other sequences which give enormously improved results."
"So far we have not obtained a very great degree of accuracy 
in the numerical examples. We shall now proceed to derive 
from the primary sequences successive sequences of increasing
approximative power,."
A. Co Aitken (1926)
"The processes for obtaining a greatly enhanced convergence ., 
are so effective that it is usually better not to spend time 
in carrying out a first sequence to a long series of terms, 
but to stop at a comparatively early stage and apply the 
. accelerating methods,"
A. C. Aitken (1937)
have seen on the other hand that the progress of approx­
imation, though in general continuous, may be slow unless 
special devices are employed to accelerate it,"
R, V, Southwell (1940>
"We feel that the use of extrapolation techniques will increase 
rapidly over the coming years,"
R. Bellman (1970)
If a sequence is behaving regularly then there is the 
possibility that the limit of the sequence may be predicted from 
a few of the current terms® Â simple example is the series 
8n - l+(-J)-s-(*|)2+ oo* The values of from naO* are
8g^  " l^OOO, 1*500, 1 *-750, .,, What is the limit of this 
sequence? Is it possible to predict the limit from some of 
the early terms of the sequence? The limit is of course 2 and 
is indeed hidden away in the relationships of those first threo 
very poor approximations to that final limit®
3*5 Aitkenls Method
In May 1926 A . C. Aitken presented a paper to the 
Edinburgh Royal Society on BernoulliNumerical Solution of 
Algebraic Equations® Daniel Bernoulli (1700—1782) devised a 
function f associated with a given algebraic equation such that 
the limit of fCt*s-l)/f(t) (as t tended to infinity) tended to the 
largest root of the equation* An amazing result! Aitken 
extended the method to include all the roots. In addition h@ 
i^howed how the early terms of these sequences can be made to 
yield "successive sequences of ever increasing rapidity of 
convergence" with "enormously improved results"© The importance 
of this to numerical analysis- is great. Iterative methods which 
ykld a convergent sequence of vectors are often criticised for 
their slow convergence© If", however, the limit can be anticipated
from the early terra® this objection is answered.
The method will now be proved and illustrated by
Aitken's original example of 1926,
%  be a sequence which converges linearly to 
“ r(x*-xn-l) = where r is the con-foptraction factor* Eliminating r and solving,x* gives the famous
X* B Xn-diB/dg 49
where the first difference is d^ s i
38
and the second difference is dg = (%R"%h-l)"(xn-i-Xn-2)"
The method is only to be applied to linearly convergent 
sequences or those which are nearly linear. The benefit 
will of course depend on how linear the sequences are. The 
connection of these remarks to the n dimensional sequences 
whose errors are of the form %  = ail*t**yi+ is
clear: the more accurate the approximation %  ç the
greater the benefit from Aitken*s method.
Let us turn now to Aitken's original problem. He
uses Bernoulli’s method to solve,
s^-10z3-92z2+234z+315 k O
for the largest root and obtains the sequence given in the
table following,
n Uji Contraction factor r
5 14*667121186 -0*4806 15*159777145 -0*4617 14*926402783 -0*4698 15*034550817 -0*4659 14*983920543
The limit of u^ is u*=15. We note that the oscillating 
convergence will not upset Aitken*s method as it does not 
depend on the sign of r. Also the variation in r from cycle 
to cycle is worth noting: it is not particularly steady but^ 
as shown below, steady enough for Aitken*s method to be 
powerfully used.
How good an approximation to u*=15 is contained in 
the figures above? Applying equation 49 to the three groups 
of iterates, n=5,6,7; 6,7,8; 7,8,9; we obtain a sequence v^ j,
n vji Contraction factor
15*001418373
15*000304169
15*000065221
0*21445
0*21442
from which it can be seen the accelerated sequence has taken a 
jump towards the solution and in addition is converging more 
rapidly.
These iterates of the derived sequence can similarly 
be used to yield a term of another sequence, 1%. Applying the 
method again gives finally,
Wg = 14*999999987*
It is remarkable that such an accurate approximation to the root 
lies' hidden in the five original poor estimates, Part of the 
secret lies in caryiag the 11 significant digits in all the 
working, for the method depends upon the first and second 
differences# If the work were carried to, say, 5 places then 
the final value of w^  would be much less accurate® The effect 
of rounding will be discussed later.
The variation in significant figure accuracy for the 
three sequences is shown in Figure 22.
3.6 Steffensen’s Method
In the previous example Un was defined in terms of n* 
Suppose however,we now consider sequences of the form u%+i ^ G(u^) 
^i c h  is in fact the form taken by iterative methods in structural 
analysis* Aitken*s method may be applied repeatedly to this 
sequence but in a different way. This way of using the Aitken 
Method is due to Steffensen (1930). The method may be explained 
like this: We have the sequence Ujj and apply Aitken * s method to
the last three terms to yield Un^ j^ . The iteration now continues 
with Un+i thus, u^ ^^ g = ^(^n+1^ and so on until the sequence is 
again sufficiently linear at which point a further jump may be 
made# The s-n plot for such a sequence is shown in Figure 23® 
This is the method that will be used in the numerical examples®
Since rounding in the computer spoils the accuracy of 
a derived sequence it does not form a good base for a further
derived sequence - better to derive one term and then continue
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until linearity appears again» Also the store requirements are 
much less for Steffensen's approach*
3*7 Quadratic Convergence
All the previous sections have dealt with linear 
convergence in which ©n+i = re#» With quadratic convergence 
the error is proportional to the square of the error in the 
previous cycle* Thus, en+1 f. Oncé close to the root
therefore it is extremely rapid since the number of significant 
digits in the solution is approximately doubled each cycle» 
Therefore,
®n+l V ^®n •*• 50
Or,
®n V a2^ » » * 51
Equation 51 is plotted in Figure 24* A graphical 
representation of quadratic convergence for the scalar case is 
shown in Figure 25»
For a multiple root the rate of convergence becomes 
linear* There is however little likelihood of actually having 
this case in a structural problem for the load factor has little 
dhance of being exactly equal to the collapse load factor*
Considering the divergent case: while quadratic
convergence is both rapid and well behaved in contrast ^Quadratic* 
divergence is not necessarily rapid and certainly not well behaved* 
Figure 26 illustrates the scalar case* It can be seen that the 
sequence hovers over the maximum and then diverges with a vengeance, 
making up for lost time* This hovering is due to the existence 
of the case of infinitely slow divergence at a maximum as shown 
in Figure 27* A similar situation will exist in n dimensions*
Finally, Figure 28 shows that quadratic convergence 
also exhibits ®apparent convergence® like a linear sequence but 
because of the rapidity of convergence it does not last very long*
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3o8 Degree of Non-linearity
This section merely brings a definition to light*
We define the degree of non-linearity of a surface (in N dimensions) 
between two points on the surface as the number of Newton cycles 
to go from one point to the other to 8 digit accuracy* Figure 29 
shows a curve with a degree of non-linearity of 3 while Figure 30 
is clearly dealing with a problem of degree of non-linearity of 4o
Finallyg as a matter of observationç it would seem that 
few structural problems have degree of non-linearity greater than 
4* Org most problems have degree less than or equal to 4* Of 
course, linear analysis has degree 1. This concept will be used 
in Chapter 5 when the times for the various methods are compared*
3*0 The Advantages of Linear Convergence
One rarely reads anything in praise of linear convergence 
but in contrast much has been written in praise of quadratic con­
vergence* This section sings another song.
The cycle time for a linear sequence is in general 
much less than that for a quadratic one* Hence much of the 
advantage of quadratic convergence is lost* Consider Figure 30 
in which a quadratic sequence reaches 8 digit accuracy in 4 cycles 
but which takes the same time as a linear sequence taking 100 cycles,
The quadratic sequence will win in the end, . Never­
theless, the accuracy that is required may well be produced 
quicker by the linear iteration* In the above case the linear 
iteration reaches 4 digit accuracy in § of the time that is taken 
by the quadratic iteration,
Tliis now leads on to another point: analysis is
committed to m computer which retains a limited number of 
significant figures - about 8 decimal digits* Hence no solution 
is possible beyond s™8o The question therefore is not "who wins 
in the end?" but rather, "who win^ to sssS?"* It is even more
45
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in the favour of linear convergence , because of the accuracy 
of the engineering problem, the question comes do\m to "who 
wins to 8=3?" Thus, rounding spoils the quadratic convergence 
and also a ’quadratic® sequence may be comparatively slow 
initially.
It is true that rounding will affect both iterations 
even before s=8; furthermore the linear one will slow it first» 
But let us say that rounding is not felt by either iteration 
below 8=6 then the previous paragraphs remain valid for s ^ 6.
Thirdly, it is important sometimes to loriow that a 
sequence is converging without knowing the solution. Such is 
the case when searching for the collapse load factor (L@)o 
One is not interested in the solutions for a load factor less 
than Lc# In order to answer the question, "Is this sequence 
converging?", one needs above all a number of terms of the 
sequence. The more one has the better. Now it is cheap to 
produce iterates with a linear sequence but not so with a 
quadratic one. Consider the previous example: there are 
25 linear cycles for each quadratic cycle. The convergence 
can be deduced from the first 25 cycles (or less) but nothing 
can be deduced from the one cycle of the quadratic sequence.
Also, consider divergence» Linear sequences 
diverge in a well behaved manner. They are easily controllable 
and recognisable. This is in direct contrast to quadratic 
sequences which may get out of control, The game is not over 
if a sequence is diverging. It is vital to foe able to recognise 
divergence and act accordingly. This is not to say nothing can 
be done with a quadratic sequence for we can recognise divergence 
by one norm-increasing cycle.
Fourthlyg linear sequences can be accelerated easily 
using Aitken's method. Quadratic sequences, however, will 
never be sufficiently "quadratic* for an acceleration method to
47
b© effective (even if such a method were known). A quadratic 
sequence will have converged long before it is accurately quad­
ratic.
In conclusion: Linear methods are not to be despised
they have much to commend them.
3olO Aitken’s Method and Approximately Linear Sequences
In this section we examine the effectiveness of using 
Aitken's acceleration procedure when the sequence is not strictly 
linear as shown in Figure 31. In short, what improvement in 
significant figure accuracy can on© hope to gain by using Aitken's 
method? And, in particular, how effective is the method in 
accelerating slowly convergent sequences?
Suppose we take 3 consecutive iterates, Xn*2» *n-l» %n 
and define the contraction factors by
Ejj s= ®n-l “ ^2®n-2 •••
Let h be the difference between these contraction factors,
r^”r^ s h ... 53
Finally suppose Aitken’s method yields a new iterate with
error then we seek the new contraction factor r defined by
= rB^ and hence the increase in significant figure accuracy 
(ds) is,
ds = logio(l/r) ... 54
We have, thm, from equation 49,
3CnH-l = - 1^-32^): (%n?Xn-2)
Hence,
48
Using equation 52 to eliminate ®n-l gives after some
rearrangement,
- 4 - “
Using equation 53 to eliminate rg gives for the new contraction 
factor r,
For convenience put l~r^=k and h/k=c. In addition we may 
ignore h/r^ for h will be small since the iteration will be 
fairly steady and r^ is approximately one. These substitutions 
yield equation 55.
c(l+k) __“ fc+c(l+k) •••
Taking c=h/Ic=0.1 gives the new contraction factor in terms of 
the old steady contraction factor as,
Old Contraction Factor 0*9 0*99 0*999 0*9999
New Contraction Factor 0*5 0*91 0*990 0*9990
Since this new contraction only applies for one cycle 
it does not look too hopeful for slow sequences. For slow 
sequences we may rearrange equation 55 to yield.
Old Contraction Factor, r^ & 1-fc
New Contraction Factor, r « 56
Equation 56 reveals, amongst other things, that if the variation (h) 
in the contraction factor is of the same magnitude as the 
difference (k) between the contraction factor and 1, then there
is no benefit in using Aitken*s method.
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Turning to the gain in significant figure accuracy, 
we have, from equations 54 and 56, the gain in accuracy (ds) 
from Aitken's method is,
ds ^ log^od-fk^/h) ••• 57
«0O which undoubtedly spells trouble when k is small* Let 
us see what is required to gain just 1 additional significant 
figure z
Contraction Factor 0*9 0*99 0*999
Maximum Variation in Contraction Factor 0*001 0*00001 0*0000001
What do these figures mean? Simply this: Aitken's
method can be used with profit so long as the sequence is not
too slow. Roughly speaking Wien r is less than 0*99 the 
acceleration will be worthwhile. But if r is greater than 
0*999 we shall not be able to maintain the steadiness in r which 
is required for there to be benefit in acceleration*
To underline this point: Aitken's method is in
difficulty when trying to help speed up a slowly convergent 
sequence. The nature of the difficulty lies in the fact that 
Aitken is fighting a computer as well as slow convergence.
If sufficient significant figures are used then Aitken's method 
is at home however slow the convergence. However, once 
combine loss of accuracy with slowness and Aitken's method falls.
In summary, rounding errors will hinder the appearance of a 
steady contraction factor and will thus limit the gain in 
accuracy from Aitken's method and in particular for contraction 
factors above r =0^*999 it will be of little use to resort to 
accelerationo Perhaps this is why acceleration is mentioned 
so little in books dealing with large systems of equations 
whose contraction factors are rarely below 0*999*
50
3.11 Acceleration « Another Approach
I® there any vector which we may add to to bring 
the sequence near the root x*? Clearly the required vector is 
Ejj = x*-Xjfj. But not knowing x* this does not help. So we ask,
Is there any Imown vector in the direction of If such a vector
could be found then a multiple of it would bring the sequence to 
X*. A little thought shows that the vector (xn-Xn»i) lies in 
the same direction as so long as the iteration has settled 
to linear convergenceo
For
and Eji = r%« i  (if there is linear convergence)
So, Ea = m(xa-Xa_i)
where
Hence
ra = r/(l«r) ... 58
... 59
This therefore forms another approach to acceleration: 
we simply add to the current iterate, x^,r/(l-r) times the 
difference between the last two iterates. The value of r may 
be found from the sequence of residuals since e^ = ren-1* The 
whole operation is similar to Aitken's method and is as sensitive 
to r being near 1 as Aitken's method was. Indeed, Aitken may 
be expressed in the same form as equation 59 with.
m j[(l-r2)/r2(l-r^)-l]
How linear is linear? From Figure 32 it is clear 
that, say, (xg-xg) is not in the same direction as Eg and
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almost any multiple of this vector (and especially the multiple ra) 
will increase the error and not reduce it « still less reduce it 
drasticallyo (This is why a line search for each iteration is 
in general a poor approach î for w is chosen in = Xn+wAen
which minimises 0*+!* But this is like taking a multiple w of 
(xg-xg), say, to make the next error a minimum* The returns 
are not worth the labour* See Figure 33«
However, referring to Figure 34, the vector 
say, is much nearer E^g and the acceleration with m(xi5-xi4> 
will give a significant reduction in error* Furthermore, since 
the largest aigen value dominates by this time the jump will in 
all probability leave an error in a different direction to the 
eigen vector associated with the largest eigen value* Hence 
the error will have in it the components of the eigen vectors 
associated with the smaller eigen values, thus resulting in a 
more rapid convergence (initially) in the cycles following B^g*
Of course the profit increases as linearity is allowed 
to appear still more* Finally rounding errors will spoil the 
settled linearity one would have in theory*
To illustrate the effect of the lower eigen values
reappearing after acceleration it is best to look at the plot 
of accuracy against the cycle number as in Figure 35*
One is tempted to ask: Wîiy not continually "joggle"
the iteration to keep the lower eigen values to the fore and 
keep the largest'me from reappearing? This would be all right 
if one could guarantee an error reduction each joggle* This 
one may do so long as the multiple of (Xg^ -Xg^ _^ ) were not too 
large for then the error reduction would not be worthing having* 
Figure 36*
In so far as the lower digen values are prominent 
we may say that (sèjj-Xji.^ ) and are not in the same direction 
and hence the best jump will only result in a small lowering 
of the error* More than this: we need to ensure (without
too much work) that the jump does reduce the error •• we do not 
want the situation shown in Figure 37S.
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All these remarks apply to Aitken’s method also5 with 
this proviso; that with Aitken it is Hobson’s choice - there is 
only one jump available| whereas with the method of this section 
if you do not like the multiple, m, then you can choose another,
A final points sometimes the iteration does not settle 
to a steady value. There appears an oscillation of r between 
two quite distinct values. This iè due to the two largest 
eigen values being a conjugate complex pair. In this case the 
juq^ can foe made with a multiple of . Equation 60
gives the multiple based on the contraction factor associated 
with and 3Sa«2«
m s= r^Cl-r^)  ^ 60
In conclusion; The golden rule is, Wait for 
linearity to appear but don’t wait too long before you jump.
Or, Look before you leap « but Hé who hesitates is lost2
/ M
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Chapter 4
COMPARISON OP METHODS ; STORE
"All band solutions have in common that zero coefficients 
below non-zero elements will become non-zero during the 
elimination process,"
Meyer, 'Solution of Linear Equations - State of the Art',ASCE Journal July 1973
"It is clear that any elimination method would rapidly 'fill up' 
the places where coefficients are initially zero in the region 
enclosed within the sloping lines bounding the array,"
Prof, L, Fox Intro, to Numerical Linear Algebra
"In order to reduce storage demands some researchers store 
only the non-zero stiffness coefficients. This requires 
additional indexing operations that are not always justified,"
Meyer
"It is questionable whether bandwidth reduction is worth the 
effort; that is, it is dubious whether the time saved in 
the solution of the problem is significant - compared to the 
time to reduce the band,"
Nelson and Hidalgo ASCE Journal Dec, 1972
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4,1 Bandwidth and Sparsity
It is well Itnown that the structure stiffness matrix is 
sparse - that is,the number of non-zero elements is small compared 
to the overall number of elements in the matrix. For example, a 
determinate space truss has on average about 20 non-zero elements 
per row - however large the structure. This is so because 
(approximately) we may take j joints, m=3j-6 members, N=3j degrees 
of freedom. Each member gives 18 off diagonal elements giving 
a total of 18m=18N-108, In addition there are 3N elements from 
the diagonal blocks. The total therefore is 21N-108 for the 
whole matrix or (21N-108)/N=20 non-zero elements per row.
In addition to the overall sparsity it is possible by 
judicious numbering of the joints to gather the non-zero elements 
about the leading diagonal to form a band. The significance of 
this is that with direct methodsit is only necessary to store 
and operate upon this band. This explains the recent appearance 
of the many papers with 'Matrix Bandwidth Reduction' schemes. 
However this is not all. There is still a considerable sparsity 
remaining within the band itself. For example: a space truss
has 1000 degrees of freedom, say. There are about 20 non—zero 
elements in each row. The bandwidth however is 200; There is 
no need to store the whole matrix of one million elements. One 
may store only the band of 200,000, But of these only 10,000 
are different from zero.
Hence there are now appearing papers on how to avoid 
operating with these many superfluous zeros within the band - 
but nobody has found a way of not storing them. This Chapter 
compares direct and iterative methods in the light of their 
store requirements. The conclusion is that direct methods need 
to store the whole half band. Some iterative methods need only 
store the non-zero elements at the very worst. At best an 
iterative method need store only a small fraction of these non­
zero elements. In order to throw as much light as possible on 
this point consider these two equations:
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Direct Method: ~ p*-Kx% ,«,61
IterativeMethod: = Xj^'fA(p*~KXn) *,.62
In both equations the product Kx^ has to be evaluated. 
However, the important point about this product Kx^ is that it 
can be found from the member stiffness matrices. That is, the 
band form of K is not required for the evaluation of Kx^ - it 
is calculated in a simple way requiring the use and store of only 
the non-zero elements of K, Contrast with this the other 
appearance of K on the left hand side of equation 61, Here K 
is required in its banded form for the direct method. For the 
iterative method it is the store of the matrix A which is now 
crucial. For Jacobi methods A is diagonal and so requires very 
little store. For Gauss Seidel methods the band form of K is 
required again. Finally, there is the possibility (to be 
explained in a later chapter) of making A a full matrix approx­
imation to the inverse of IC •, •., yet expressing its elements 
as functions of their position in the matrix thus avoiding the 
storing of the matrix.
At the risk of repetition it is worth underlining the 
necessity of storing the whole half band of K for a direct method. 
The zeros in the band have to be stored even if they are not used. 
There are two reasons for this. The first is that zeros within 
a collumn of K will become non-zero during the elimination process: 
and this applies to the majority of zeros in the band. The second 
reason is that the elimination process requires the movement of 
parts of the band in blocks. In order to do this (while at the 
same time not storing the zero parts of the blocks) would require 
considerable increase in the indexing of the non-zero parts. It 
Is not that this is impossible. It is just that no one has done 
it and those who have thought about it have, to date, not considered 
the effort worth it. For example, Wilson, who has devised a 
scheme whereby "all operations with zero elements can be avoided", 
nevertheless comments on compacting the band: ",,, it would be
more difficult to transfer information in and out of storage in
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large blocks. Also, the number of logical operations involved 
in the formation and solution of the equations would be increased,"
An example will show the small number or zeros which 
remain in the band after elimination* Consider a net (Figure 38) 
and its stiffness matrix (Figures 39, 40), Clearly over 90% of 
the zeros in the band will become non-zero during the elimination 
process. To conclude: Direct methods must store the whole half
band*
4.2 Type 1 Structures
Let us define a type 1 structure as one that extends, 
in the main, in one direction (see Figure 41), A little thought 
shows that however long the structure the bandwidth remains 
constant. The bandwidth is dependent upon the number of degrees 
of freedom at each joint (v) but independent of the total number 
of joints. Clearly, Bandwidth, b=v, which is constant for a 
structure of this type. In summary, A structure extending in 
one main direction has a constant bandwidth.
4*3 Type 2 Structures
A type 2 structure is defineAas one which extends in 
two main directions (see Figure 42), It is to this class of 
structures that most reference will be made. In passing we note 
that these remarks apply to finite element analysis of a continuous 
medium and is particularly relevant when considering the effects 
of reducing the mesh size.
Consider the case of a square net shown in Figure 42,
The greatest difference in member joint numbers is r. The 
number of degrees of freedom is, N=:vr2, Hence the bandwidth (b) 
is vr or / W *  More members will only make a small increase in
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bandwidth. A type 2 structure, therefore, has a bandwidth 
nearly equal to the square root of the product of the total 
number of degrees of freedom and the number of degrees of 
freedom per joint.
In the following sections the form of the stiffness 
matrix for frames and trusses is studied in more detail.
4.4 Trusses
The previous section has shown that the bandwidth 
b=/vïî. Hence, the total number of elements in the band is bN 
or v^Nz e Putting v=3 for a truss and allowing for real number 
storage yields the store for the handed stiffness matrix as,
Sfe Ç 0*003N^ k units ... 63
These figures,include many zero elements. Consider 
now the store required for just the non-zero part of the band. 
Take the case m=3j members (that is an average of 6 members 
coming from each joint) and put j=N/v to give m=3N/v. Sach
member stiffness matrix has 4v^ elements requiring 4v^ units
of store allowing for symmetry and real numbers. Hence the 
store for the separate member stiffness matrices is 12vN.
Putting v=3 as before gives the store for the member stiffness 
matrices as,
Sm = 0»036N k units ••• 64
It is true that this could be reduced by considering the member
stiffness matrix blocks associated with each joint rather than
each member. Then the six blocks on the diagonal are counted
as one and the total becomes 7vN. The disadvantage with this 
is the more complicated indexing that has to be done. Anyway,
the existence of typical members gives a far greater step
forward as the next section shows.
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4,5 Typical Members
In most large structures a basic element is repeated. 
Suppose this basic element is made of t typical members. The 
frame can then be described in terras of these typical members - 
the number of which does not depend on the size of the structure 
since repetition of a basic unit adds no new member types. The 
store required for the member stiffness matrices of these typical 
members is 4v^t, Let t include special members around the 
supports and suppose the regular part of the frame has 10 
typical members and the supports a further 10, then t=20# Hence 
with v=3 we have the store for the typical member stiffness 
matrices is only,
= 1 k units ,•• 65
Let us ponder this for a moment. It is quite 
remarkable, A truss has a stiffness matrix with, say, a million 
elements in it. To store the band requires about 100k. However
to store the non-zero part of the band can be done with 30k. But 
much of this non-zero part is repetitive so that to store those 
parts which are not repeated requires only Ikl
4.6 Non-linearity
The previous sections have assumed linear behaviour.
If the structure behaves non-linearly then the stiffness matrices 
of once identical members are no longer the same and hence one 
cannot use typical members to reduce store. This means that 
each individual member stiffness matrix has to be stored and 
the total store is Sp, and not S^,
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4ô7 The Special Case of the Truss
In the case of a pinned structure the joint forces
may be found from the joint displacements by simple geometry. 
This fact can be used in an iterative method. To calculate
these joint forces we need to Icnow the original co-ordinates
and the displaced co-ordinateso From these can be found the 
member forces which are then added cumulatively to form the 
joint force vector. Three vectors are involved each with N 
elements and hence requiring 6N units for real number store. 
Bringing this to the same form as S^, S-^ we have now,
Store for truss, Struss ? 0»006N k ,,, 66
4_8 Frames
The corresponding results for a rigid jointed 
structure are obtained by putting v=6 to give,
I®b V 0*005N , Sm ^ 0*072N, 8% = 3 k units of store
4,9 Direct and Iterative Methods Compared by their Store 
Requirements
In order to solve Kx=W by Gaussian elimination it Is 
necessary to store the half band of K and the load vector W«
To solve the equation iteratively involves the sequence,
Xjti+i = Xn+A(W-Kxn) where A is diagonal
The burden of the store is again centred on K but the situation 
is different from that in the direct method. All that Is required 
is the product Kx^. No el imination has to be performed on K 
and thus K need only be stored with the least of or
■^’iruss* In addition there is the store for the real vectors 
X, A and W, totalling 0»006N k.
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Denote the direct and iterative store requirements by 
Sçl and respectively. Then,
Sd V Sb+0*002N k ... 67
and 8j[ s S+0*006N k ... 68
where S = least of Sm, St, Struss*
Define g by,
Direct store :ÿ g x Iterative store ... 69 
then, g = (Sb+0*002N)/(S+0*006N) ... 70
Let us examine the variation of g with N for trusses 
and frames in linear and non-linear analysis. A plot of g 
against N gives the curves in Figure 43.
The curves show a clear advantage in the iterative 
approach for trusses in both linear and non-linear analysis.
For frames iteration has good advantage only in linear analysis. 
These remarks apply for structures with, say, 500 or more degrees 
of freedom.
There is also the burning question of the time for 
solution* It has not been considered in this chapter but will 
be talien up in Chapter 5. However it is relevant to say that 
a reduction in store can mean a faster solution if the solution 
can be calculated in the main store without using backing store.
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Chapter 5
COMPARING THE METHODS : TIME
’’Although Newton’s method is theoretically attractive, It may be difficult to use in practice .« «
’’Methods which possess a high rate of convergence ... which require second- and higher-order derivatives, are rather cumbersome from the computational viewpoint , Indeed, much recent research has been devoted to finding methods needing fewer derivative computations than Newton’s method.”
Jo M. Ortega and W, C. Rheinboldt
’’Newton-Raphson •.« its chief drawback is the excessive computational effort required to form the coefficient matrix and ’’invert” it at each iterational cycle. Most investigators now use a modified Newton-Raphson procedure.”
W. Eo Haisler and J« A. Stricklin
’’The Newton-Raphson method is probably the most accurate method available to date. Unfortunately, it is also the most expensive . . . ”
¥. Eo Haisler and J. A, Stricklin
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5.1 Introduction
It is not possible, in general, to compare the solution 
times of the various iterative schemes* However, if attention is 
confined to structures of type 2 then some headway can be made*
We shall attempt to compare the times of the NR, MNR and J methods^
To solve N linear simultaneous equations by Gaussian 
elimination requires about multiplications* If the stiffness 
matrix has an upper bandwidth of b this figure falls to -§-Nb^ *
For a type 2 structure b^ vN so the required number of operations 
become -^ vN^ , that is for a truss* To form the inverse 
requires about 3 times as much work.
To form the stiffness matrix from the joint co-ordinates 
requires the calculation of the rotation matrix, R, (about 20 
multiplications) and the determination of the product R'KmR 
where is the member stiffness matrix in member co-ordinates* 
Since R is composed of 3x3 matrices on the diagonal the product 
R'K^R needs 3x6^x2=216 multiplications for a truss member*
There are therefore about 250 multiplications per member* A 
truss has approximately as many members as it has degrees of 
freedom (j joints, 3j members, N=3j degrees of freedom) and hence 
the whole stiffness matrix may be formed with about 250N 
multiplications*
The calculation of the structure load from a given 
set of displacements may be performed by using the member 
stiffness matrices. There are 4v^=36 multiplications per 
truss member giving a total of 36N multiplications in all*
However the truss can be dealt with in a special 
way since the joint loads may be found from the joint co-ordinates 
by a simple calculation of the new distances between the joints. 
This is true even when the truss behaves non-linearly. Hence
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in non-linear analysis it is not necessary to reform K each 
cycle for a truss. In contrast if a frame behaves non-linearly 
then the stiffness matrix has to be reformed each cycle - a 
considerable amount of additional work* To find the new truss 
member length require© only 3 multiplications and a square root* 
A few more multiplications (depending on the stress-strain 
relationship) and the job is done* Let us suppose that it can 
be done in some 20 multiplications per member^ that is, 20N for 
the whole structure®
The results of the foregoing paragraphs, together with 
some others, are presented in the table of Figure 44*
te l>e
l^ues Fmnve
3N^
2^0  N % 0H
2X)N 7oN
N N
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4%\iJX ifUcatictx/
With these results we are now in a position to 
examine the individual methods in more detail* In each case 
only the truss is considered®
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5*2 Time for the Newton Raphson Method
In each cycle K is reformed and the elimination 
procedure carried out. In each cycle except the first the load 
residual is found. Hence we have the time for m^ cycles of the 
NR method is T^p where,
T m  = (N2+250N)mi+20N(m^-l) ... 71
We note that m%=l is the linear case and in general m^j^ 4.
5.3 Time for the Modified Newton Raphson Method
Initially both K and its inverse are formed and in 
each subsequent cycle the load residual and the product of the 
inverse and the residual are calculated. Hence, for mg cycles,
^MNR = (3N^+250N)+(N^+20N)(m2-l) ... 72
5.4 Time for the Jacobi Method
Each cycle the load residual has to be found and 
then this residual is multiplied by a diagonal matrix. Hence 
for mg cycles,
Tj = 21Nmg ... 73
5.5 Newton - v - Modified Newton
NR and MNR have the same solution time if, from 
equations 71 and 72,
mg = m%(N+270)/(N+20)-(2N+250)/(N+20)
* . . 74-
71
It is clear that MNR cannot produce as good a solution 
as NR in the same number of cycles. Hence if we set mgsmism 
say and solve for N we find the number of degrees of freedom 
above which Ï4NR is certainly inferior to NR. This gives 
equation 75 :
N = 125m-125 ... 75
This equation is plotted in Figure 45.
5.6 Newton - v - Jacobi
NR and J have the same solution time if, from 
equations 71 and 73,
mg Ç (N/20+10)m^ ,** 76
.oo rounding the numbers for simplicity.
Equation 76 is plotted in Figure 46 and shows for a 
given problem - that is a given number of degrees of freedom 
and a certain degree of non-linearity - how many cycles the J 
method has in which to produce its solution.
The relation between the accuracy (8%) reached in 
m^ Jacobi cycles and the contraction factor r is,
S^/mg = logio(l/r) ... 77
While for the NR method, by inspection of Figure 47,
m^ ? int(c+log2(Sj[/8) ) ... 78
where c is the degree of non-linearity* By ”int” is meant 
the nearest integer above that is greater than or equal to one.
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The table in Figure 48 expresses equation 78 in a 
form more easily understood*
Attempting to find the magnitude of the contraction 
factor to be obtained in the J method if it is to compete with 
NR let us eliminate m3 from equations 76 and 77 and solve for r* 
Since r is near 1 we may make the approximation logio(^/r)T0*43(l-r) 
We obtain,
r = l-45S^/(N+200)m^ ... 79
Substituting a few figures reveals an unhappy case for 
the J method - the required contraction factor is too low for 
there to be much hope in reaching itî still less hope of going 
below it. For example, talcing the linear case (m^=l) we have 
the required values of r (or lower) given in the table in Figure
5.7 The Rays of Hope for Iteration
The above analysis shows a gloomy future for iteration 
which is tied at present to contraction factors of 0*999 and 
above. Hope lies in two directions, to be explored in more 
detail in Chapter $• The first hope is in acceleration.
However, since r is close to one this is likely to be ineffective 
unless the acceleration is limited to greater accuracy in the 
numerical work, say double precision arithmetic. The only 
other hope is that iterative schemes can indeed be devised with 
these lower contraction factors. It is also of some comfort 
to iteration that it requires considerably less store (as 
explained in Chapter 4) and therefore larger problems, requiring 
NR to use backing store with the time and trouble associated with 
it, may yet be solved more rapidly by iteration in the main 
computer store.
For example, referring to Figure 46 suppose we had 
50 cycles of the J method. The accuracy obtained with r=0*999
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is, from equation 77, S^s=0*02 which is worthless « But a lot 
can be done with these 50 cycles - indeed a fairly good estimate 
of the solution will be hidden away in them and can be extracted 
by Aitken's method»
5.8
This chapter has compared the times for the NR, MNR 
and J methods» Above 400 degrees of freedom there is no 
advantage in MNR. Furthermore the J method by itself is slower 
than the NR method based on elimination. Hence NR is, in 
principle, the fastest. However, J methods are open to a great 
deal of help from acceleration and small store - neither of which 
are available to the NR method.
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Chapter 6
THE ANALYSIS OP STRUCTURAL COLLAPSE
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6,1 The Collapse Load Factor
A structure which supports a load W becomes unstable 
for some multiple of the load, This multiple Lq is called
the collapse load factor. There are two distinct parts to the 
problem. The first is, What is L^? The second, l^ hat are the 
displacements (x q ) under L^W? It will be shown that it is more 
economical to find L^ first and then, if required, work can 
proceed to the solution Xç,
It is clear from a practical viewpoint that L^ » is 
very important while Xq is less so - and it is fortunate that 
this is so because Lg can be found far more easily than x^.
6.2 Bracketing on to Lc
The method by which Lc is found is very simple:
The structure is loaded with LW where L=l, 2, 3 For
each value of L the iteration is tested for convergence or 
divergence. If it is converging then L is increased. If 
it is diverging then Lq can be bracketed thus,
L(converging) -C Lq L(diverging) , Attention is focussed 
only on the form the iteration talces - is it converging or 
diverging? It is of no value to pursue the solution for x 
when L lies between L=1 and L=Lc« The method is shown 
graphically in Figure 50.
In order to bracket Lq with greater accuracy the 
step size is reduced, say from 1 to 0*1, and then L either 
moves doivn from the divergent value of L or up from the 
convergent one. Since divergence is easier to recognise 
than convergence (at least with linearly convergent sequences) 
it will be the route down from divergence to Lq which will be 
followed.
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In order to tackle the problem let us suppose that 
it takes g increments of the load factor, each requiring f 
cycles to establish convergence or divergence, in order to 
move from some which is convergent to which is divergent.
See Figure 51. Moving down from divergence to convergence is
shown in Figure 52.
The total time required to bracket to a certain 
degree of accuracy is thus,
T = t£figi ... 80
The values of g^ are the same whatever the method  ^whether 
NR or J. The values of are discussed in the next section* 
The cycle time for the method is t©
6.3 Number of Cycles Required to Distinguish between 
Convergence and Divergence
(a) NR Method
A minimum of two cycles is required. Since 
convergence is rapid (in terms of cycles) we may say that 
an error decrease implies convergence and an error increase 
implies divergence. To be safe three cycles may be talcen 
since a divergent case may give an error decrease as Figure 28 
shows. So, for NR take f&=3 cycles.
(b) J Method
Two factors need to be heeded. The first is 
'apparent convergence*. The second is the approach of the 
contraction factor to 1 as L - ^ L q , (See Figures 19, 20, 21). 
These two elements combine to form an interesting question:
How close can.L approach if the residuals have a given 
accuracy See Figure 53.
J
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It can be seen that for L < Li there will be 
convergence to s-^  even if L>Lc« Iteration on the basis 
of Sf will give whereas in fact Unfortunately
this iis on the wrong side of for comfort. It is like 
saying the structure will collapse for L=S but it may or may 
not collapse for L=4, This unearths a real difficulty:
How can one be sure that an iteration is convergent? Even 
the first and second differences are to no avail. Perhaps 
this uncertainty is at the heart of any sequence of numbers.
What choice should be made for f i n  the J method?
So far as Lg is concerned we will be happy with two significant 
digits (is=l|2). That is suppose K  < 10 and we seek 
to one place of decimals. Now for the whole.number part of 
let us take &0 error decreasing cycles for convergence and 
5 error increasing cycles for divergence. Note the 
value of coming down from divergence. Taking the worst of 
these figures, say, f^sSO, fg=50 cycles. If sometimes on 
this basis a divergent sequence is mistakenly taken as con­
vergent, nevertheless sooner or later a divergent value of L 
will be picked up and working down through the divergent 
sequences will be a quicker process than working up through 
the convergent ones.
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6,4 Comparison between NR and J Methods
In this section we show the superiority of the J 
methods in determining They are compared with the NR
method based on elimination and are sho\m in general to be 
faster.
To simplify matters a little suppose steps.
Thus if Lcv5'5 then we would have L=l, 2, 3, 4, 5, 6*, 5*9*, 
5*8*, 5*7*, 5*6*, 5*5 where the asterisk denotes divergence. 
Substituting m^sSgi+Sgg and mg=f%gi+f2g2 into equations?! and 
73 and equating and Tj gives the number of degrees of 
freedom above which the J method is faster as,
N y 3-5(fi+f2)«270 81
Suppose the first decimal place requires 3 times as many 
cycles to establish as the integer part of the collapse load 
factor then f2=3fj and so,
f^ = 20+N/14 ,,.82
A plot of f% and fg against N is given in Figure 54,
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It can be seen that f^>20 and fg > 50 for all values of N,
If this is optimistic - that a J method will be the first to 
bracket to one decimal place for any type 2 structure - it 
does at least show that the J methods have a great area of 
usefulness in finding the collapse loads at least for structures 
above a certain - quite small •» size. The reason for this is 
not difficult to see; Lg is calculated by distinguishing 
convergence and divergence. This requires cycles more than 
anything else. A lot can be found from 20 cycles of a J 
method while nothing can be deduced from 1 cycle of NR » yet 
both may take the same length of time»
6,5 The Displacements at Collapse
In Section 6,1 it was pointed out that and 
were two parts to the problem of structural collapse and were 
best dealt with separately. Sections 6,2 to 6,4 deal with 
L^o This section now deals with and we start with the 
assumption that is knoim.
The NR method presents no problems for in producing 
Lc it has at the same time produced x^» This is because the 
method will produce an accurate solution in 3 or 4 cycles at 
the most and these cycles are required anyimy to determine 
the convergence or divergence in approaching L^»
However with a J-type method once convergence or 
divergence has been established for a given L then a new 
value of L is considered whatever the accuracy of x. Now 
we consider finding an accurate root for the last convergent 
value of L, Being near the convergence will be slow but 
Aitken’s method could be used with profit once linearity 
appeared. Of course if L is too close to the slow 
convergence will imply inaccurate first and second differences 
which will make Aitken’s method inaccurate. In this case 
a search along the lines of Section 0,11 is required.
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A typical set of curves leading up first to and 
then to Xq is shown in Figure 55.
I -
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V.Tien the residuals have 3 digit accuracy it is 
assumed that we have a sufficiently accurate estimate of the 
displacements* Note that L=1 is carried to 6=3 while 
L=2, 3, 4^  3*9% 3"8*are continued only for a certain number 
of cycles to establish convergence or divergence* At L=3*7 
convergence is established by the point marked (a). Up to 
this point Lg has been bracketed to 3«7< Lq < 3*8* Now 
has to be found and this is done by obtaining convergence with 
the L=3*7 iteration represented by the line ab*^
It is difficult to compare NR with J for this*
J finds Lç faster than NR above some small number of degrees 
of freedom* Can J find Xc in the remaining time available 
for it, that is, before NR produces and together? 
Possibly it can. If not perhaps the best thing is to find 
Lc by a J method then solve for %c with NR and this.value of 
Lc* Another way to find Xg with a J method is described in 
the next section*
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6o6 The Flyover Method
An alternative approach to estimating Xg springs from 
an analogy with the scalar case* A diverging sequence passes 
over the maximum and is closest to that maximum when the error 
is a minimum* This is shown in Figure 56, So it may well be 
that the minimum error in a divergent sequence will give a good 
approximation to the multiple root - and give it in a quicker 
time* This means that in the J method an approximation to Xg 
can be found at the same time that Lç is determined* So, 
after all, x^ and Lc go hand in hand with the J method* This 
being so it will obtain these estimates faster than the NR 
method above a certain small number of degrees of freedom*
Of course, in a multi-dimensional case there is 
room to miss x^ just as in the scalar case the iteration can 
step over it. Nevertheless the divergent sequences give a 
series of vectors which are converging onto the value of the 
collapse displacements, Fhrthermore these values are likely 
to be better than the value found from the converging sequence 
just below Lc owing to the fact that L=Lc gives a multiple root 
and hence Xg is poorly defined there* The diverging sequences 
may well overestimate Xc while the converging sequence will 
certainly underestimate it. In either event Xc and the 
estimate of it from the divergent sequence will both be on the 
same side of the convergent estimate of Xq* This is all to 
the good from the practical point of view.
To summarize; Suppose y^, y^, .,,, are the dis­
placement vectors obtained from the divergent sequences when 
the error is a minimum. Then firstly, and secondly,
these values have already been found by the process of bracketing 
Lc* Figure 57 shows this new approach and may be contrasted 
with Figure 55,
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6«7 The Minimum Collapse Load Factor
The problem of imperfections is very important in 
analysing the stability of structures* Put simply the problem 
may be stated like this: A given structure and loading have a
collapse load factor associated with them. If the structure 
and loading change within certain limits what are the corresponding 
limits within which the collapse load factor will vary? In 
particular, are there any small changes that can be introduced 
which result in a disproportionate reduction in the collapse 
load factor? And, finally, what is the minimum collapse load 
factor for a structure and loading which are able to vary within 
set limits?
It is easier to state the problem than to solve it.
It is first necessary to decide on the relevant imperfections 
(see Section 1.2), Consider the geometry of the structure 
first. It is impossible to take in turn the infinite number 
of structural variations that lie within certain limits. One 
can however consider the finite set that surround a symmetrical 
structure although that is a formidable task in itself. Of the 
many possible variations from symmetry it may be that the greatest 
reduction in the collapse load factor comes in changing the 
structure from the symmetrical case to any unsymmetrical case 
rather than in changing from one unsymmetrical case to another.
For example the symmetrical case might have Lc=6oOO while the 
worst unsymmetrical cases lying close by might have 2®9<Lc<3°lo 
In that case one could find Lc~6*0 for the symmetrical structure 
and then choose any variation from that symmetry to get 
There is practical justification for this: the symmetrical
buckling load for a dome is considerably greater than any of 
the unsymmetrical buckling loads.
Turning now to the case of load variations. These 
are easier to consider and also more important since the structure 
geometry is better Icnown than the loads. Mien a structure 
collapses there are two classes of joints which we shall call 
stable and unstable. In practice they are easily recognizable: 
the stable joints have not collapsed while the unstable ones 
have (see Figure 58), It is possible to distinguish these joints 
in the analysis from the L-x* curves as shown in Figures 59 and 60,
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For a stable joint the turning point is passed over 
the other way. For at x*=Xc we have dL/dx*=0 for all joints 
and X* increases for the unstable joints. Hence the displace­
ments are decreasing for stable joints near collapse - else they 
too would be unstable.
In the light of these two joint types is it possible
to choose a load variation which will lower the collapse load
factor? Intuitively, collapse will be precipitated earlier if 
loads are added to the structure in those directions along which 
the structure will be moving at collapse. That is,loads should 
be added to the unstable joints and removed from the stable ones 
to lower the collapse load factor, as shown in Figures 61 and 62.
It seems natural to assume that the greatest reduction
in Lc will be effected by making the added loads as large as 
possible. Life is rarely quite as simple as that but it is a 
beginning. In fact this does seem to be the answer so long as 
each joint has the same stability in the two cases of W and
Wie. It is only a detail to discuss the addition of loads to
unloaded joints in either the vertical or horizontal directions»
Looking again at the question of symmetry: Joints
lying on a line of symmetry are neither stable nor unstable in 
directions perpendicular to the line of symmetry. Having no 
displacements perpendicular to the line of symmetry they just 
move up the L axis and down again (Figure 63), Adding a load 
in either direction will destroy the symmetry and have the 
desired effect of lowering L(%* Of course there are often many 
joints on planes of symmetry. Not every combination need be 
considered: structural sense could eliminate some of them.
In order to cXatsify the joints as stable or unstable
it is necessary to find the direction the joint is moving as 
the load factor is increased near collapse. Accurate values 
for X* near collapse will give this information. It is also 
possible that some rough estimates (say to 2 digit accuracy) 
may also give this but care needs to be taken. The results
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need to be near collapse since it is only then that the stable 
joints change direction. Of course this is the advantage of 
the direct methods - they do yield a good value for x* close 
to the true L-x* surface. However we need only Icnow dL/dx** and 
not X* itself and the J type methods may possibly be made to 
yield this information*
A further point of interest is that the original 
loading (W) and the variation on that loading (Wie) are not of 
the same ’form’ - that is they are not scalar multiples of each 
other. Hence it is possible that a joint which is stable under 
W is unstable under V±e. In that case a further variation on 
the loading has to be considered such that, finally, every stable 
joint has (W-e) and every unstable joint (W+e). We cannot 
guarantee this will yield the minimum collapse load factor but 
it will surely not be far from it.
6,8 Bifurcations
A bifurcation may be defined as a branching in the 
L-x curve as sho^m in Figure 64 by the point B. Often, in 
practice, the value of L at the bifurcation is substantially 
below the value of L at the point A on the main curve. Often 
the curve OA is described as the ideal curve while the curve 
OBC with the bifurcation is represented as arising due to 
imperfections in the ideal. Naturally the most important 
unknown to be found is the collapse load factor at the bifurcation. 
This is fortunate because it requires a lot of skill to climb 
the path BA without slipping down to the path OBC, Indeed the 
numerical procedures will naturally seek out the point B. In 
particular a J method, carrying with it a whole host of numerical 
imperfections, will be operating within the family of curves 
that lie below OBC (see Figure 65), The value of the collapse 
load factor that it finds will obviously underestimate the 
bifurcation value and hence it will be on the safe side. The 
chances are that a direct method will give the same value unless 
special care is taken.
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The difficulty, then, is not to find the bifurcation 
point but to find the ideal point (A). And it is the same in 
practice. We need not be concerned that we have found the high i 
value of l»c - it is as unlikely that we should do this numerically 
as it is that we should build a structure that collapses at the 
high value. Furthermore while there may be a large knock down 
factor from A to B it will not be so below B.
L
0
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Chapter 7
NUMERICAL EXPERIMENTS
”It will seem not a little paradoxical to ascribe a g importance to observations even in that part of the mathematical sciences which is normally called Pure Mathematics . «, The properties of the numbers Icnoim today have been mostly discovered by observation, and discovered long before their truth has been confirmed by rigid demonstrations « « o Hence we see that in the theory of numbers, which is still very imperfect, we can place our highest hopes in observations; they will lead us continually to new properties which we shall endeavour to prove afterwards
Leonhard Euler (1707-1783)
’^ Finally, we do not include numerical examples ,,. our own computational experiments leave more questions open ' than they answer. The influence of the variation of the equation, the dimension, and the initial data upon the outcome of the computation is still very little under­stood both from a practical as well as a theoretical viewpoint and, in particular, there are few results about the influence of the various types of computational error,
Jo Ortega (1970)
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N O T E
This chapter should be read in conjunction with 
the addendum at the end of this thesis, page 163 and 
following. The addendum contains more details of the 
numerical results and explains their significance from 
an engineering point of view.
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7.1 Introduction
In this chapter are brought together some of the 
actual problems that have been solved. Different structures 
have been considered, and working loads and collapse loads have 
been found by different methods* Comparisons have been made 
where possible but this is not always wise with a particular 
example ~ the true comparisons have been dealt with in a general 
way in earlier chapters. It is hoped, however, that the variety 
in non-linear analysis may be brought to light and that some of 
the new approaches recommended earlier may be clearly illustrated.
7.2 A Shallow Dome
We consider a shallow dome whose members have a non­
linear stress strain relationship. The members are pin-jointed 
together. The structure is sho\m in elevation and plan in 
Figures 66, 67, 68* The structure has 21 degrees of freedom.
We Seek to find the working load displacements first. Then 
the collapse load factor and the collapse displacements. In 
each case the Newton Raphson (NR), Modified Newton Raphson (MNR) 
and a Jacobi-type method will be used. Time comparisons will 
be made where they are appropriate - though it should be borne in 
mind that NR is based on inversion and not elimination.
7.3 The Dome - Under Working Load
The NR method gave about nine-digit accuracy (s=9) 
in four cycles. The results were,
Cycle number (n) 1 2  3 4
Time (sec) 23.4 46*8 70.2 93.6
Accuracy (s) 1*02 2*51 4«68 ^^9
The approximate doubling of the accuracy each cycle 
illustrates the quadratic convergence. A plot of these figures 
is 8ho\m in Figure 69*
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We note two things; The accuracy is only improved at 
the end of each cycle (e.g. up to 45 sec the accuracy is still 
only one significant figure). Also no acceleration method can 
be used because there is no linear convergence.
Turning now to the MNR method, the first cycle is 
the same as the NR cycle time but subsequent cycles were much 
quicker since the inversion is not repeated. Also the'iteration 
settles to linear convergence. We have,
Cycle (n) 1 2 3 4 5 6
Time (t) 23»4 24*4 25*4 26*4 27*5 28.5
Accuracy (s) 1*02 1*58 2*15 2*71 3*28 3*86 etc.
These results are plotted in Figure 70. It can be 
seen that a shorter cycle time offsets the slower, linear con­
vergence. The initial *wait* during the first cycle is the 
drawback with MNR.
V.Tiat has a Jacobi-type method to offer in the light 
of NR and MNR? Chiefly a shorter cycle time* A guess was 
taken for the diagonal matrix - in an attempt to reflect the 
structural behaviour. The horizontal flexibilities were all 
taken to be 0*01 mm/lcN, the vertical ones 0*20 with the crovm 
1*50 mm/kN. These figures give a contraction factor slightly 
above 0*9* The results were.
Cycle (n) 7 27 51 77
Time (t) 3*6 14*0 26*5 40*0
Accuracy (s) 1 2 3 4
When plotted these results yielded Figure 71.
The initial convergence is more rapid because the lower eigen­
values of the iteration matrix are dominating the behaviour^
These three sets of results are combined in Figure 72 
and they clearly illustrate the points raised in earlier chapters; 
quadratic convergence takes time to get going, it is based on
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cycles and not time and finally it is limited by the accuracy 
limits of the computer itself; I*1NR overcomes these drawbacks 
after the first cycle substituting linear convergence (r=0*27) 
for quadratic; the J-type method using a diagonal matrix has a 
much faster cycle time than both MNR and NR* This means that 
initially (for lower values of s) it will be the fastest method, 
Due to its lower contraction factor (r=0*9l) it is overtaken by 
MNR around s=3 and by N1Î around s=9.
IHowever if we now consider the value of s which 
will have meaning in a practical problem we are bound to say 
that loading data on structures will rarely have a significant 
figure accuracy greater than 2, Thus interest centres on that 
part of the s-t graph for which s 3 and in this case it is 
clear the J method is the first to produce this level of 
accuracy.
As stated earlier the above example wasbased on 
inversion for NR and MNR. Elimination is faster than this 
and will shift the NR curve to the left. The MNR curve 
remains since it is tied to the inversion and store of the 
initial flexibility matrix. The principle stands however:
The method which is based on a diagonal matrix (here termed 
'J-type’) will at least produce some results before a Newton 
method has produced any. That the Newton method may (sooner 
or later) overtalce the diagonal matrix methods is not in 
dispute. The question is simply this, "Can Jacobi finish 
before Newton has even started?"
Mention has not been made of Aitken*s method®
This can be used to accelerate any linearly convergent sequencet 
Hence it may be used to hasten the J method before the Newton 
methods have begun. It is to the advantage of J that it has 
a fast cycle time for it will then settle to linearity quickly® 
Aitken is of course of great value with MNR once it has begun 
its linear convergence. Examples of acceleration are given 
in Section 7*8.
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7.4 The Dome - at Collapse 
(d) Pursuing Lc
The route to the collapse load factor may be cliosen 
in a number of ways. For example (denoting divergence by an 
asterisk),
either, L = 1*0, 2«0, 3»0*,
2*1, 2*2, 2.3, 2.4, 2,5, 2*6, 2*7* 83
or, L = 1*0, 2*0, 3.0*,
2*9*, 2*8*, 2*7*, 2*6 o.® 84
will yield, 2*6 <  < 2*7 ... 85
With the NR method equation 83 was used while for the
J method equation 84 was followed.
Convergence and divergence could be distinguished in 
2 or 3 cycles with NR, For MNR the criterion for convergence 
was 5 consecutive error decreasing cycles and similarly for 
divergence. The J method had the same test as MNR for L=l, 2 
etc, but for Ls2*9*, 2*8* etc, the test for convergence was 
changed to 15 consecutive error decreasing cycles in order to 
distinguish real convergence from "apparent convergence". To
illustrate this compare the sequence of errors for L=2*6 and 
L=2*7* in Figure 73.
Finally, the examples illustrate the variety of 
approach, NR is not as slow as appears since it is based on 
inversion and not elimination. The elimination time w6uld 
have been about one third the inversion time.
The results for L© are shown in Figure 74. These 
figures show that to bracket between 2 and 3 can be achieved
much faster by J than by NR, It is clear from this that a
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fast cycle time - as obtained in Jacobi methods with diagonal 
matrices - is far more important when determining than a 
more sophisticated quadratically convergent method such as NR. 
To an engineer the information that Lc lies between 2 and 3 may 
be all he desires to know for the moment; he may be interested 
in varying parts of the structure and investigating the effect 
this has on Lc« If it can be done quickly, a rough bound on 
Lc will do for today: he can wait until tomorrow for the more
accurate result. This is just v/hat the less sophisticated 
linear sequences achieve. The moral is: go for fast cycle
time rather than fast convergence when computing the collapse 
load factor®
(b) Pursuing xc
It has been explained in Chapter 6 that the NR method
will produce a fairly accurate estimate for Xc at the same time
it produces Lc® Confining attention to the vertical displace­
ment of the crown joint NR gave,
Xc = 1*839 mm.
In the Jacobi method, however, the collapse displace­
ment vector has suffered some loss of accuracy in the calculation 
of the collapse load factor. Tifo vectors lay claim to be an 
approximation to Xg: the value of x for the highest convergent
value of L and the value of x giving the minimum error for the 
lowest divergent value of L. The former is not very accurate 
when Lc is produced. In contrast the latter can be given at 
the same time as Lc®
Figure 75 shows a typical plot of accuracy (s) against 
cycle number (n). Note that for L=1 (working load case) and 
L=2*6 the solution has been pursued to 3 digit accuracy. The 
results are shown in Figure 76 and from them it can be seen 
that the minimum error value of x is a fair estimate for Xc 
and requires no further work after Lc has been found®
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■'.iuppofio now the accuracy on the rosiHualB is lowered 
to a-2 while «till pursuing to one decimal place. The 
previous curves are curtailed and the result is sliowv in 
Figure 77 „ Tiie numerical results are in Figure 78»
If these curves are still further curtailed at 1 digit 
accuracy then we have Figures 79, 80o In this ease the value 
L=2«8* is mistakenly taken as convergent and overestimates 
by placing it in the range 2 « 8 2 o 9 o  These last results, 
though inaccurate in places, are far from useless to the. 
engineer not least because they were produced quickly<>
Bringing all the results together and comparing them 
with the accurate NR figure we have Figure 81o These figures 
teach the following lesson: if you sacrifice a little accuracy
(with a J method) you may save a lot of time®
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7.5 A Problem Associated with Determining Lc
Mention has been made earlier (see end of Section 3.3) 
that there is a fundamental difficulty in ascertaining whether a 
given set of iterates is converging or diverging* For example * 
there is printed in Figure 82 two sets of errors. Are they 
converging? ... or diverging? Or, is one converging and the 
other diverging? - if so which is which? I maintain that it 
is not possible to distinguish them. Their first differences 
are both reducing ... but this is to be expected for both con­
vergence and divergence. The secret no doubt lies in the second 
differences and the radius of curvature of the s-n curve. But 
unless more accuracy is found the radius of curvature will be 
composed largely of rounding errors.
Certainly when an iteration begins to diverge then 
there is no doubt about it. But before that time we cannot 
tell for sure. The practical result is that will be over­
estimated. That is, bracketing will yield a value for Lq 
where Lj>Lc« For suppose we assume convergence if s reaches 
a value s^; and L=Lj is that value which makes the iteration 
just reach sj but then diverge; then, from Figure 83 we see that 
for Lq c L<:Lj the sequence will be counted as convergent (though 
it is not) and the end result will be Lc=L^ which is incorrect.
In practical terms we may parody the result by 
imagining a certain analysis to end with the conclusion, "The 
structure will definitely collapse if L=5 but when L=4 it may 
be all right." This is not the sort of conclusion that makes 
for confidence.
Let us illustrate these remarks by taking L=2»62,
2*624 and L=2»C>25* up to s=3 digit accuracy remembering that 
2*624<L^< 2*625. For L=2»62 the graph in Figure 84 shows 
that all is well.
iowever it is not possible up to s=3 to distinguish 
the next two values of L and both are taken to be convergent 
(see Figure 85).
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1 0,0262199 ■1 0,1109820% 0,0265399 z 0,09321833 0,0299329 3 0*0944687
4 ■ 0,0290150 4 ■- 0,0897248.5 0,0270948 5 0,08303656 0,0250879 6 0,0760031
Y 0,0232469 7 0,06929568 0,0216279 8 0,06317129 0,0202278 9 0,057693610 0,0190251 10 0,052842311 0,0179023 11 0,048562412 0,0171057 12 0,044786413 0,0163423 13 0,041446914 0,0156841 14 0,038485215 0,0151117 15 0,035847816 0,0146133 16 0,033487917 0,0141749 17 0,031366718 0,0137877 18 0,029452919 0,0134422 19 0,0277168
KO 0,0131323 20 0,0261347
21 0,0128519 21 0,024688922 0,0125953 22 0,023361623 0,0123583 23 0,022138924 0,0121387 24 0,021009625 0,0119330 25 0,019963126 0,011738s 26 0,010990327 0,0115550 27 0,018084128 0,0113779 28 0,017236229 0,0112084 29 0,016447030 0,0110444 30 0,015704931 0,0108856 31 0,015006032 0,0107301 32 0,014353333 0,0105794 33 0,013737034 0,0104312 34 0,013154435 0,0102859 35 0,012605236 0,0101426 36 0,0120843
37 0,0100025 37 0,011592338 0,0098632 38 0,011126039 0,0097272 39 0,010683340 0,0095923 40 0,010263741 0,0094594 41 0,009863642 0,0093281 42 0,009483243 0,0091982 43 0,00912134 4 0,0090700 44 0,0087769
45. 0,0089438 45 0,008447246 0,0088190 46 0,0081334
47 0,0086956 47 0,007633848 0,0085744 48 0,007547549 0,0084541 49 0,007273650 0,0083360 50 0,0070118
51 0,0082192 51 0,006759952 0,0081050 52 0,006519853 0,0079909 53 0,006889554 0,00 78793 54 0,0060683
tk^se s^ /^i^ et^ ces ,.. ©r-
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Finally, to underline the point, let us take the 
route to Lg by taking the next L as the average of the last 
convergent value and the last divergent value* The sequence 
is then L - 1, 2, 3*, 2*5, 2*75* etc* and the results are,
■ LastCycles Max*error (kM)
1*0 19 0*0201
2*0 19 0*0286
5*0 13 0*2385
2*5 19 0*0242
2.75* 20 0*0504
2*625 19 0*0192
2*687* 23 0*0256
hence we have 2*G25< L< 2*687 - or have we? No a The 
value of L(> has been overestimated. Indeed any more work 
on these lines would make Lç—^ 2 ‘625 from above, FVom this 
unsatisfactory state of affairs we turn to new pastures ,,« 
hoping inwardly that the matter is only of academic interest. 
But still the last remark must be - how do we even know the 
structure is stable under the working load? For suppose the 
working load had been 2*625x 0>2=r 0'525 kN on each joint. Then 
convergence could have been obtained to s=3 and a set of 
equilibrium displacements found, Everyone would have been 
happy and none the wiser « * «, until the structure was built 
and it collapsed.
7.6 A Stable Joint at Collapse
The behaviour of a stable joint at collapse was 
discussed in Section 6,7 - see Figure 60, To illustrate this 
consider joint 14 of the dome. As L increases from 1*0 to 
2*62 ,,. so the joint first moves dovmwards, then slows its 
downward movement until around L=2*590 it does not move with
Ill
variation in L, then finally above L=2°590 the joint begins to 
move upwards again* A plot of this is shown in Figure 86*
Ô—
At first the infinite gradient causes one's heart to miss a 
beat* however the MNR method did not seem to mind (apparently) 
so nor need we mind either* It is tempting to ask, despite 
this lack of trouble, whether an iterative method could break 
down at these points* Convergeuce was assumed when the maximum
load error was less than 0*0001 IcN which corresponds to reaching 
a significant figure accuracy of about 3.3*
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7o7 The Minimum Collapse Load Factor
The next area of interest centres around the question. 
If the applied loads are accurate to within some tolerance, what 
is the minimum value of the collapse load factor?
Following the ideas of Section 6*7 we assume that 
collapse will be precipitated earlier if loads are added to 
the structure in those directions along which the structure 
will be moving at collapse*
Loads should therefore be added to the structure 
(within the tolerance of the applied loads) according to the 
stability of the degree of freedom as shown in Figures 61 and 
62* The vertical loads were increased on the unstable joints 
and reduced on the stable ones* These conditions yielded the 
following set of results;
% change in applied load % change
for unstable “> for stable)(-Î* le,
0 2,62 0
2 2*52 3*8
4 2*42 7.7
6 2*33 11*1
8 2.24 14*5
A graph of these figures shows an approximately linear 
variation with dL^/dM = 1*8* Of course with a bifurcation 
dLc/dW may be infinite.
The L«-x graphs for these cases are shown in Figure 87. 
They certainly bear out the contention of Section 6.7, namely, 
that loads added to the structure in those directions along 
which the structure will be moving at collapse will reduce 
the collapse load factor.
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Two further loading cases were considered,
(a) vertical loads of 0®2 kN on one half of the dome 
(joints 13, 14, 15, 16, 19)
and (b) vertical loads of 0*2 IcN on the centre line 
(joints 13, 16, 19)o
These results are plotted in Figures 88 and 89o For 
case (b) we note that all the joints are unstablee>
The L-3C graph was similar to that obtained befores
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7*8 Drawing Some Conclusions from Sections 7*2 to 7*7
In this day of limit state analysis a major concern 
is the determination of a lower bound to the collapse load 
factor for a given loading* The loading itself is not exact 
but may be any loading within a given tolerance of the nominal 
loading* Section 7*5 showed that due to the iterative process 
itself the estimate for the lower bound could be above the 
collapse load factor* In particular the case was given in 
whicli a working load solution was in fact above the collapse 
load. Because of these facts we may say no analysis - that 
is no non-linear analysis ■=» is satisfactory if one rests 
content with just the working load solution. Furthermore9 to 
be confident in the lower bound for L© a spectrum of results 
are needed on either side of L^a Finally? fairly accurate 
solutions near collapse are required if the minimum value of 
Lc is to be found* For it is necessary to know the directions 
in which each joint is moving prior to collapse so that the 
applied load may be varied in such a way as to precipitate 
the collapse earlier*
7*9 Acceleration
The basis of acceleration has been explained in 
Sections 3*4 - 3*6* The method par excellence is that due 
to A* C* Aitken* He showed,
X* f Xn-(xn=Xn«l)^/(%n=2%n-l+Xn-2) @6
If the contraction factor is r then this may be expressed aS;
f Xn + ^  ... 87
117
or, if the sequence is oscillating we may wite,
X* T %n + YZpglXn-Xn.g) *»* 88
*,« with good effect.
The advantage of these latter two equations is 
simply that the working involved is much less since r is a 
scalar. Also if the sequence is slowly convergent then 
(1-r) is less prone to rounding error than the second 
difference (xnrX%^%)-(Xn-l-Xn-2)»
In the examples below the different forms of Aitken’s 
method have each been tried to good advantage. It should be 
emphasised that the effectiveness of acceleration depends on 
the linearity of the sequence. Hence there needs to be some 
test for linearity. Usually we have taken the obvious one « 
when the variation in contraction factor is small the sequence 
may be assumed to be linearly convergent. The contraction 
factor rn is defined by rh=®n/®n=l where is the maximum 
load error, i,e, © Then linearity is assumed
when say.
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7olO Aitken^s Method vrhen L=1
Consider again the dome problem* Let us use Aitken's 
method v/hen the difference between successive contraction factors 
falls below 0*0001. The graph in Figure 90 shows the benefit
in the clearest light
Jo
More details of the iteration are given in Figure 91 
and the final vector for is given in Figure 92o
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One interesting fact should be noted. In the Aitken 
step itself s is raised from 2*494 to 1«184 but a cursory glance 
at the graph shows that this accounts for only half of the jump 
in accuracy. does the other half come from? After the
jump the steadiness (i.e. the linearity) of the sequence is lost 
and hence the sequence has to settle down again® In terms of 
the eigenvalues this means that they all begin to play their 
part once more -* hence the smaller eigenvalues make their 
presence felt with a corresponding increase in the rate of 
convergence. This is the way linear sequences behave: they
slow down to their final rate; they do not speed up to a 
steady value. Inspection of the contraction factors before 
Aitken and after show this clearly (see Figure 93).
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This is all to our advantage. One might say why 
not keep jogging the iteration so as to keep the smaller 
eigenvalues in the front of the line? The simple answer is 
that it is of no benefit to jump away from the root for the 
excitement of a low contraction factor (see Figure 37). V/e 
must ensure that the jump is towards the solution. It could 
well be tliat in this example the acceleration could have been 
applied earlier.
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7*11 Aitken^s Method near Collapse
As L-^Lc so r-^1 and th© first and second differences 
in Aitken's method make for erratic behaviour due to rounding. 
However, for Iiss2«6 (Lc-2o624.. o ) with r=0*981 there was obvious 
benefit in acceleration as can be seen in Figure 94.
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7o12. Aitken and MNR
Ve consider now a semicircular arch truss and solve 
the problem using the MNH method based on the inverse of the 
initial stiffness matrix. The structure has 54 degrees of 
freedom (though the problem was set up so that the degrees of 
freedom could be arbitrarily increased). Aitken's method 
was used when, for 3 consecutive cycles, the difference in the 
contraction factors lay below 0*0001. This was undoubtedly a 
strict requirement but, as will be sho\m, gave correspondingly 
excellent results® The structure is sho\m in Figure 95 and 
it has a collapse load factor of approximately 4°22.
As with any method based on a fixed Iteration 
matrix the speed of convergence slows up near collapse.
This increase in r is shown in the following table;
Load factor (L) c.®trac” on"flctor (r)
1 0.2
2 0*4
3 0o64
4 0*926
4ol 0*958
4*2 0*990
4*21 0*990-0«999 (erratic)
Aitken's method was only used for the values L=4«0, 
4*1, 4*2 but to very good effect as shoim in the table of 
Figure 96. A remarkable achievements To underline the 
usefulness note that without Aitken®s method in the last 
example the same result could only have been found after 
some 850 cyclesI The graph of Figure 97 makes the situation
still plainer®
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7.13 An Amended Form of Aitken
VJhen a sequence has settled to linearity the error 
vectors, are in a constant direction •» that is the direction
of the eigenvector corresponding to the largest eigenvalue.
Also lying in this same direction is the first difference of 
the iterates, (xn-^n^i) “ as explained in Section 3.11,
Hence we may accelerate to x* by adding a multiple of 
or to As stated earlier in Section 7.9 these
multiples are r/(l™r) and r^/(l-r2) respectively® If r is
very near one these multiples become large and less effective. 
Nevertheless the principle is right and it could be improved 
by a line search for g where x = f g( )  and g=r/(l-r) to 
start with. Finally we settle on the value of g which minimises 
the error. In passing it is important to see this reasoning 
is valid (or at least the method effective) in so far as linearity 
exists. Yet most line searches explained in the literature are 
taken up cycle by cycle with no reference to linear convergence. 
For example,
If = Xj^ +wA(p'^ “ItXn)
we are told to search for that w which minimises p*-Kxn^i,
Yet much of this is lost labour for A(p*-Kx%) is in general 
a vector pointing anywhere but towards x*. Indeed it only 
points towards x* when linearity has appeared. It is not 
that the method will not work ,,. just that this is why it is 
slow. The moral is; Let linearity come forthl
This is illustrated by a certain problem to be studied 
in greater detail in the next chapter. After a number of 
cycles, with a contraction factor of 0*980, there was odded 
to Xjj the multiple r2/(l-p2) of (xn-Xn-S). The effect is 
very striking. Part of the displacement vectors are shown below:
Before acceleration 17*679 65*658 136*356 222*162 315*521
After acceleration 28*028 104*094 216*181 352*206 500*013
Fxaet solution 28*000 104*000 216*000 352*000 500*000
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From which it can be seen that in an approximation to 
the solution with not one significant digit there is hidden away 
an estimate of the solution correct to nearly 3 significant digits,
7.14 Summary of Acceleration Methods
The methods require a wait for linearity to appear. 
But during this wait we are ever drawing nearer to the solution, 
Also, the wait is well worth it when one sees the accurate jump 
into the solution® Rarely is Aitken®s method mentioned in the 
literature for an n^dimensional problem .,® yet it is of 
Tremendous value®
The drawback is the loss of accuracy due to rounding 
when the contraction factor is near one. For r«i 0*99 all is 
well but for r > 0*9999 some results have been erratic. There 
is therefore the pressure to produce a reasonable r so that 
acceleration is effectiveo
7ol5 Conclusion
There has been demonstrated a line of attack for 
the non-linear analysis of structural problems* The means 
of finding the working load solution, the collapse load factor 
and the minimum collapse load factor have been explained*
The emphasis has been upon the J methods based on 
a diagonal matrix since NR has such a slow cycle time and 
MNR is tied to an initial inversion® Furthermore both have 
problems with large store® However, J methods need some 
improvement since their fast cycle time is offset by slow 
convergence - and it is with this problem that the last 
chapter of this thesis is concerned®
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Chapter 8
A FORWARD LOOK
”I address myself to all interested students of mathematics of all grades and I say:Certainly, let us learn proving, but also let us learn guessing,”
Professor G. Polya (1944)
”We observe, as frequently happens in numerical work, that our methods would be assisted by a corresponding increase in knowledge of the mathematical properties of the solutions of this problem,”
Professor L. Fox (1972)
”The Relxation Method seems to be alone in permitting him to use his intuition without putting undue trust in its accuracy.”
”It demands no more than a lively intuition: its accuracy(being better than the data) is sufficient for practical purposes,”
"Before we can regard a method as really practical, we must Icnow not only that it will give a solution ultimately, but that it will do so quickly; and value thus attaches to any device which will reduce the number of operations in the liquidation process,”
Professor R, Southwell (1940)
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8*1 Existing Iterative Methods - lOiat® s Wrong?
8.2 Lowering the Eigenvalues by Norms - An 
Unsuccessful Attempt
8.3 Structural Behaviour, K and F
8.4 Intuitive Knowledge and An Estimate 
for P
8*5 The Effect of Using An Approximation
to P
8*6 Towards the Best Diagonal Matrix
8*7 Double Precision
8,8 Towards the Full Matrix Representation
of P
8*9 Example: A Many Membered Cantilever
8.10 Approximating the Flexibility Matrix 
Near Collapse
8.11 The Way Ahead
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8.1 Existing Iterative Methods - What's Wrong?
The objection levelled against iteration is simply 
this: It’s too slow. Of course this refers not to the number
of cycles but to the time. The chief reason for the long time 
is again simple: the contraction factor is discouragingly
near one for so many problems. There would be much rejoicing 
if the contraction factor were 0*5; we would be more than 
satisfied with 0*9 ~ even 0*99; but when the Jacobi method 
consistently produces factors of 0*999 or greater the subject 
needs investigating, I'diy is Jacobi so slow? What can be 
done to improve it?
Much research has gone into the Gauss Seidel and 
SO.R improvements. At best GS will give tqq = rj^ but only 
for a class of problems. This means 0*999 becomes 0*998 
which will halve the number of iterations required. This 
improvement is all right but not one about which we should be 
particularly enthusiastic. The SCR does better by producing 
an order of magnitude improvement at best. However there 
are many associated problems which have already been outlined 
in Section 2,3, These methods will not be considered here.
The aim of this chapter is to improve on Jacobi (and his 
relations) firstly by a diagonal matrix (8,6), then by a 
full matrix (8,8),
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8.2 Lowering the Eigenvalues by Norms
One of the most alluring theorems connected with 
eigenvalues states that the eigenvalues of a matrix are bounded 
by its norms. Hence we have simply to adjust the matrix A in,
Xn+1 = Xn+A(p*-KXn) 
or, ^n+1 " (l-AK)xa+Ap*
such that a norm of G = I-AK pushes the largest eigenvalue (r%) 
of G down to an acceptable value. It is a temptation hard to 
resist.
The row norm is one of the easiest to use; each 
element of G is made positive; each row is summed; the 
maximum row sum is the row norm* Let us choose A = DJ where 
J is the Jacobi diagonal matrix and D has to be chosen to make 
the norm as low as possible. Finally let us define s as a 
typical off-diagonal row sum of JIC and d as the corresponding 
element in I).
Hence, * 89
where, G = X-DJK ••• 90
so, r^ ^  max(jl-d|+sd) ... 91
Examination of equation 91 shows that if s>l (that 
is the stiffness matrix K is not diagonally dominant) then we 
cannot even push the norm below 1 - still less below 0*9 - for 
any positive value of d. In the unlikely event of K being 
diagonally dominant (s<l) the norm cannot be lowered below 
the value of s and this occurs for the uninteresting value 
d=l - which is the Jacobi iteration with which we begani 
Figures 98, 99 show these variations in the norms.
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So the row norm has failed to give a better choice 
for A than the Jacobi choice of A-J, It is not that there 
are no better diagonal matrices than the Jacobi matrix but 
just that the row norm cannot give them. The norm is not 
sophisticated enough - it is almost unconnected with the 
largest eigenvalue except that it is greater than it. See 
for example Figure 100 which shows a possible variation in 
r^ with d (taking A=dJ) - the best value of d cannot be 
deduced from the row norm. This illustrates a remark by- 
Ortega:
"For a given norm the spectral radius of 
A and the norm of A may be arbitrarily 
far apart ,,, large separation is due, in 
a sense, to a wrong choice of norm,"
Another temptation is to adjust K itself until the 
off-diagonals sum to (say) 0*9 of the diagonal elements. For 
such an adjusted K the largest eigenvalue would be less than 
0*9 - a very healthy situation. However, the problem would 
be changed and the question is, What relation does the new 
problem bear to the original one? Suppose the diagonal elements 
of K are increased by one tenth: the structure that this
represents is the original one with each degree of freedom 
connected to a rigid support by an additional member. The 
stiffness of each new member is one tenth of the components 
of the members connected to that degree of freedom. In effect 
the original structure is being supported in another "force 
field" ,«• and a little engineering sense shows (alas) that 
the original behaviour of the structure has been completely 
swamped by the new members and so the solution to the new 
problem is of no help.
The column norm seems more hopeful than the row 
norm but it is not. What then is the secret of lowering 
the eigenvalues? The books show how to find the eigenvalues, 
but alas not how to lower them. To this we how turn.
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8.3 Structural Behaviour, K and F
It is clear that the best choice for A is the
flexibility matrix F=K""^. For then the eigenvalues of G 
are all zero. But suppose A is restricted to being diagonal; 
what should A be now? The J, GS, JOR, SOR methods are all 
based on A=J-(diagK)~^ - but it is known to be a poor choice. 
The matrix J is composed of the flexibility of each joint when 
every other joint is fixed. Obviously this is a long way from 
representing F and is doubtless the reason why it results in 
such a slowly converging iteration.
Let us think about K and F and the difference between 
them. Undoubtedly K has in its elements all the secrets of 
the structure. And so also does F, And yet the information 
is presented differently: so differently that structural
behaviour is easily seen in F as it stands but in K practically
nothing relating to the overall behaviour of the structure can 
be observed. Indeed the overall behaviour is only found by a 
lot of work on K and, in effect, if K is to speak about the 
behaviour of the structure it has first to yield F. Another 
way to look at it is like this: A structure with one single
load has displacements everywhere (these give a row of F); but 
a structure with one single displacement has loads only around 
the displacement (these give a row of K)• An example will 
show how poorly K represents the behaviour of the structure as 
a whole (and hence how poor will be any iteration which uses 
the matrix A based on K).
Consider two identical grid structures, one of which 
has an additional support at the centre, and compare their 
stiffness matrices. See Figures 101 and 102.
It can be seen that except for one single element 
the stiffness matrices are identical. And yet the whole 
structural behaviour has changed. This change in behaviour 
is not plainly reflected in K because it is hidden within the
6ùo
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many inter-relations of its elements« The behaviour is 
there, yes, but it is not available without considerable 
work* On the other hand P reflects behaviour and is quite 
different for the two cases. Intuitively, to choose an 
iteration based in a simple way on K is not going to be much 
good: for such an iterative scheme has no feel for the be­
haviour of the structure - the method is quite insensitive 
to the way the structure actually performs.
To summarize: A=P is ideal, but A=J is no good.
It seems that A must reflect the behaviour of the structure 
and the closer the resemblance of A to F the more rapid the 
convergence. In the next section we show how our intuitive 
structural sense can help.
8,4 Intuitive Knowledge and An Estimate for F
The essential difference between the two structures 
in Figures 101 and 102 is obvious to anyone who has only the 
most elementary knowledge of structures. And yet that know­
ledge is not used. The information about the structure is 
stored quickly and easily in K despite the fact that it is 
useless in that form. Anyone who has a problem to be solved 
has an immense amount of work to do on K before it will yield 
the answer - an answer which we half Icnew anywayÎ How then 
can my intuitive structural Icnowledge be used to find the 
solution more rapidly?
Let us begin by stating an obvious fact ; intuitive 
Imov/ledge is only approximate but it deals with the structure 
as a whole. It follows from this that there are tvro parts 
to intuitive knowledge. Consider a guess at Xq for the 
starting point of the iteration. Firstly, Xq has a certain 
form which may be represented by some convenient function.
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Secondly, the overall magnitude of Xq needs to be governed 
by a scalar. In a nutshell, intuitive structural Imowledge 
has form and magnitude. Both are approximate: so it is
immaterial whether the form chosen is, say, parabolic or 
sinusoidal; it does not matter whether the scalar is 10 or 
20.
These thoughts may crudely be expressed like this,
INTUITION = FORM + MAGNITUDE
= FUNCTION + SCALAR ... 92
This will be pursued in more detail later. The 
important point is this: I have in me an approximate answer
to the problem in hand so the wisest path is to devise a method 
which can use it. Section 1.4 (page 9) is particularly relevant 
at this point. R. Bellman touches on the same area of thought 
in relation to Xq when he says (p.208),
" ...the choice of an initial approximation is
crucial. The convergence of the method, as 
well as the time required to carry it through, 
depend on Xq * There are a number of systematic 
ways of obtaining an initial approximation.
In general however, this is a catch-as-catch- 
can affair with the physical background and 
previous experience playing a considerable 
role."
8.5 The Effect of Using An Approximation to F
The eigenvalues of a matrix are continuous functions 
of the elements of the matrix. We therefore seek to know the 
effect of varying the elements of S (an approxinicition to F) on 
the eigenvalues of G=I-SK.
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Suppose, firstly, S is a scalar multiple of F.
We have then,
S = cP ... 93
So, G — (l—c)l •*• 94
and hence the eigenvalues of G- will all be (l-c). For 
example if S=(l/10)F then the iteration based on A=S will 
exhibit linear convergence from the start with a contraction 
factor of 0*9*
Now consider an approximation (S) to F which is not 
of the same form as F - that is, S is not a scalar multiple of 
F. Suppose a correction matrix H is required to bring S to 
the same form as F.
Then F = b(S+H) ... 95
so S = cF-H •.• 96
where be = 1 ••• 97
Hence, G = (l-c)I+HIC ... 98
It is not possible to find the eigenvalues of G 
in some simple way now - we just note that H is quite able to 
affect the spectral radius (r^) of G and therefore H should be 
kept as small as possible. It is in fact the presence of H 
that will make practically any diagonal matrix choice for A 
a rather poor choice. For example, S=diagP is of no help 
since H is not small.
Consider, now, the choice A=wS where S is defined 
by equation 96, The iteration matrix G=I-AK now becomes,
G = (l-wc)I+wHK ... 99
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Equation 99 shows that the effect of H can he 
reduced by lowering w. The effect is then to make <3 tend 
to I and to make all the eigenvalues of G tend to 1.
These results are represented graphically in 
Figure 103. The largest eigenvalue (r%) is plotted against 
the ratio w/wy where w^  ^ is that value of w which gives the 
lowest value of r^.
The other area of interest centres on the spread 
of the eigenvalues rather than the magnitude of the largest 
eigenvalue.. When S is a scalar multiple of F all the eigen­
values of G are the same and hence there is no spread of the
eigenvalues. Hence it would seem that the magnitude of the
spread is due to the matrix H of equations 95, 96 and 98*
This is represented in Figure 104.
Finally, the relationship between the matrix A and 
the eigenvalues and eigenvectors of the matrix G=I-AK may be 
deduced from the modal equation. Suppose the diagonal matrix 
R has the eigenvalues of G as its diagonal elements and suppose 
the columns of the matrix Y are the N independent eigenvectors 
of G then the modal equation is,
GY = YR ... 100
Substituting G = I-AK and solving for A
gives A = Y(I-R)(ICY)-1 ... 101
This is very interesting if not very helpful. It 
means that one could choose the eigenvectors and the eigenvalues 
and calculate A. Of course K"^ is involved in most of the 
obvious choices one might malce. For example, R=cl gives 
A=(l-c)K"l; and Y=I gives A=(I-R)K“ ;^ and Y=K"^ gives 
A=K“^(I-R). Nevertheless it is tempting to have the eigen­
values of one's choice ...
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To show the relationship between A and F equation 101 
may be rearranged to give, A=Ÿ(l-R)Y’"^ F<. Hence if A=CF then rQ=l«rQ, 
Thus, if C is diagonal with elements tto± then the largest eigen­
value of G is only e^ iax*
8.0 Towards the Best Diagonal Matrix
If the matrix A is restricted to being diagonal 
what is the best choice that can be made for it? Furthermore 
does the best diagonal matrix show a marked improvement over 
the Jacobi choice of A=J?
Let us start with the second question. It was
pointed out in the previous section that the presence of the
correction matrix H which must be there when A is diagonal 
is bound to malce for a poor set of eigenvalues. So apart 
from special circumstances we should not allow our hopes to 
rise too high when using a diagonal matrix. Poor though the 
J matrix is, it is probably not that much worse than the best 
of the bunch of diagonal matrices. This proposition is shoifn 
diagrammatically in Figure 105*
aU
ihntrkes
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In a simple minded way it should be expected, for 
F has elements and a diagonal matrix D has only N elements, 
So the chances of I) representing F with any accuracy is small 
right at the start® And the chances go down as N goes up*
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The only hope would be if the diagonal of F strongly dominated 
the matrix* This however is rarely the case. In structural 
terms the diagonal F dominates markedly only if the structure 
deformations occur largely around the load. Consider standing 
on a very deep mattress on the floor (Figure 106), In most
fi j o b
structures the diagonal elements may be the largest but not by 
very much. Consider for example the relative deflections in 
a simply supported beam (Figure 107), I^nd, clearly, with a
w
cantilever structure the diagonal will not dominate for there 
will often be deflections in the structure greater than those 
of the load itself (Figure 108).
/ÛÔ
Nevertheless, however bad the best may be we shall 
do what we can. The matrix A must be a conscious approximation 
to F (this underlies all that we do) so suppose we devise a 
diagonal matrix whose elements are proportional to the flexi­
bilities of each degree of freedom.
So, A =5 constant x diag F 102
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That deals with the form of A. As to the magnitude 
of A let us make its largest element unity and combine it with 
the Jacobi matrix ~ this avoids unnecessary complications with 
units.
Hence,
À = Fpj^ J « « . 103
9,. where is diag F normalized.
It is true that J will change the form of Fppj but 
not by too much.
AVhich Equation is to be preferred - Equation 102 
or 103? Equation 102 I should judge will give the best diagonal 
matrix - at least not far from it and a little better than that 
of Equation 103 - but it will require a lot of work to determine 
the best constant. Equation 103 in contrast is easy to apply 
and represents a simple amendment to the Jacobi method. All 
that is required is an estimate of Fjjjj which (with practice) 
can be found from our structural good sense or from elastic 
solutions, analogies and numerical solutions of similar structures.
In summary, I commend the amendment A = Pp^J to the 
Jacobi method; the spectral radius of the iteration matrix may 
not be particularly low but it will be better than Jacobi and 
about the best that can be done.
8.7 Double Precision
In Section 3.10 it was sho\m that Aitken's method is 
in difficulty with slow linear convergence if the work is not 
carried to sufficient accuracy. In this Section the point is 
this; if, with diagonal matrices, the largest eigenvalue is
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never better than 0*999.... then the only way out is to use 
double precision arithmetic in order to restore poi^er again 
to the Aitken method.
To illustrate, consider the sequence,
XQ = 1
= 0*9999
Xg = 0*9998 0001
X3 = 0*9997 0002 9999 etc «,
until finally, x* = 0 .
The contraction factor is r=0*9999 and the root is 
x*=0. If Aitken's method is applied to x^, Xg, X3 there is 
obtained a value lying anywhere between zero and infinity 
according to the accuracy of the work.
Thus, to 4 digit accuracy we obtain x=00while
to 12 digit accuracy we obtain x=0 , the true solution.
With a problem with many degrees of freedom everything 
hinges upon true linearity appearing, and true linearity will, 
only appear as the contributions from the lower eigenvalues die 
away leaving the largest eigenvalue and eigenvector to pre­
dominate. Furthermore the speed at which true linearity appears 
depends upon the spread of the eigenvalues. If a number of 
the eigenvalues are near one (but not equal to each other) then 
working to double precision will not be of much benefit since 
true linearity is not going to appear very quickly. On the other 
hand, if only one eigenvalue is near one then it will soon 
become apparent that the greater the accuracy of the work the 
greater will be the benefit of acceleration.
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8.8 Towards the Full Matrix Representation of F
In the light of the fact that diagonal matrices do not 
look too promising one is led to consider trying to approximate 
F by a full matrix, S. Doubtless we shall have to learn how to 
choose S, but we have elastic solutions; analogies and numerical 
solutions standing by ready to help in the work. Attention 
should be turned to these willing servants and the command given 
"Forward! Show us what you know. Help us where you can.
Give to us your knowledge of the flexibility matrices of the 
structures of the world!" It is a great waste to solve every 
problem from cold. . As Polya says so pointedly in 'How to Solve 
It' (p.xvi);
"Have you seen it before? Or have you 
seen the same problem in a slightly 
different form?
Do you laiow a related problem?
Here is a problem related to yours and 
solved before. Could you use it?
Could you use its result? Could you 
use its method? Should you introduce 
some auxiliary element in order to 
malce its use possible?"
As to storing the elements of S the best advice is, 
"don't". Represent S by a set of functions - only a few will 
be required. Then, when the best has been done, let us iterate 
with A=S, It may be necessary to choose A=wS if S by itself 
gives divergence as well it might. Experience will decide - 
but there is little of it at present. Time per cycle will alas 
increase above that for a diagonal A but this may possibly be 
reduced by not doing the work when the function values fall 
below a certain value.
In summary, I conunend the pursuit of a full matrix 
approximation (S) of F by a set of functions condensed from 
Icnowledge of existing solutions.
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8*9 Example; A Many Meinbered Cantilever
In this section we devise an W dimensional structure 
whose stiffness matrix and flexibility matrix are Icnown. This 
enables a little experimenting to be done* Consider a simple 
cantilever made with N/2 identical members each of unit length 
(see Figure 109) and with EI=l/12o The stiffness matrix is 
given for N=10 in Figure 110* The flexibility matrix may be 
found from elementary strength of materials* The result is 
(for j^i),
Fi,j = (3j-i+2)(i+l)2/4 
3(i+l)2/2 
3i(2j-i+2)/2
6i
Calculating these values up to i=j=10 gives the 
flexibility matrix shoim in Figure 111*
Now let us consider some (poor) choices for the 
matrix A* The Jacobi matrix (Figure 112) gives divergence 
with the iteration matrix having a largest eigenvalue of about 
1*6. The choice A=diagF (Figure 113) is much worse: the
divergence is very rapid with a largest eigenvalue a little 
over 900Î Even filling up the matrix A from diagF to F 
itself gives no help until A is actually equal to F, Suppose 
A is the same as F with only the three elements either side 
of the diagonal missing as sho'tm in Figure 114* Then the 
divergence oscillates with "contraction"factors of 22 and 56* 
This.is very discouraging, at first sight, for who could hope 
to guess the whole of F? The explanation would seem to be 
that however good A may be over most of its elements it is 
nevertheless poor in representing the overall shape of F,
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On the positive side let us see what can be done with 
a diagonal matrix for A. Amending the Jacobi matrix by diagF 
normalised we put A=FjjpjJ and obtain convergence with r=0«>99962» 
Using A=Fi)n J without the Jacobi matrix gives r=0a99969. Both 
of these results are better than Jacobi (which diverged) but 
are not particularly good, though possibly close to the best 
that can be done» With A=wFj)|^ J or A=wFpij^  there was, at best, 
no significant improvement: r=0<>99955 (w=l*22) and r=0»99968
(w=lo05) respectively» These results are brought together in 
Figure 115» So, then, if the matrix A is confined to being 
diagonal, I commend the use of engineering intuition to estimate 
^DN and then the use of A^FpjgJ»
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Let us turn now to a full matrix approximation to P»
In order to alter F to be an approximation, S, to F but without 
S being a scalar multiple of P, suppose the odd numbered columns 
are reduced by the factor (l~e) and the even numbered columns 
increased by the factor (l+e)» This will be denoted by,
S = (1—0,1+e)F 104
where we shall take e=0»l, 0*01, » » » and the change is made to the 
upper triangular portion of F: the lower is the transpose of the upper
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The matrix A will be defined by,
A “ wS » m » 105
where w will lie in general between 0 and 1.
We seek now the variation in the largest eigenvalue, 
r^, of G=I~AIC as w and e are varied - as indicated in a general 
way in Figure 103®
The results are plotted in Figure 116» They show 
that when e is 0*001 or less then S gives results very similar 
to F itself» If e is increased to 0*01 then r^ [ has increased 
substantially although still giving good values for an iterative 
method over a fair range of w» For exam%)le: r^ <^ 0*95 for
0*48 < W'd 0*52 (see Figure 117); and r^^0*99 for 0®05 < w<C0*53,
A further increase of e to 0*1 - S now has all its elements 
only within 10^ of the corresponding elements of F - raises rj
so that its smallest value is around 0*995 and that for w=0*01
(see Figure 118)»
These results are not too encouraging for they show 
that our approximate knowledge has in fact to be fairly good 
(say within 1%) if an iteration is to be produced whose rate 
of convergence is substantially better than those based on 
diagonal matrices»
On the other hand these iterations showed themselves 
more amenable to acceleration than the J-type iterations» For 
example (to talce a fairly extreme case) when e=0*l and w=0*000 000 1 
the contraction factor is ri=0*999 999 91 and the last three 
iterates on the 10th degree of freedom are depressingly small,
0*000 297 00». », 0*000 313 50». . , 0*000 330 00.. . , yet they 
suffice (with Aitken*s method) to yield the true solution 
150*0i The story is not so hap]>y on the other degrees of
freedom for some reason»
1.48
0'2 ~ '
Ô 0-f 0 1  (?-3 C‘4  0 5  04 on 0-& O'i ho IV
F^ iire lib
149
Q^pZ 
O‘p0' ‘
0‘%t
EtddHÿmeé: oj ef /ÿwf %
4----k- ^  > ^ I V0-40 0-41 0'4Z 043 0'44 0*45 044 0 47 048 ^49 0*50 0*51 05Z. (?ô3
Fiame HI
n I
0 %???
0 - W
Û - W
0-1‘j
0 7
/o"^  /o'" IS* /o' /o" /o'2. J -/
Aitken yields,
X = 16, 30, 56, 50, 112, 61, 175, 31, 288,
whereas x* = 28, 54, 104, 96, 216, 126, 352, 144, 500.
Nevertheless these iterates are all pointing in the 
right direction (see Figure 34, p.53) for a jump with a multiple 
of (xn~Xn-l) can be made to yield the solution vector to 3 digit 
accuracy. However, the multiple associated with Aitken’s method 
just does not suit these degrees of freedom.
To summarise what can be learnt from this example: 
Jacobi ’ 8 method may be improved by using A=Fj}]\jJ„ The 
convergence is not particularly good but it is better than the 
divergence of the Jacobi iteration. An approximation differing 
from P by 10% or more will give an iteration no better than 
those based on diagonal matrices. If the approximation can
be improved to come within 1% of P then the iteration has a.
fair rate of convergence. Within 0*1% of P the matrix behaves 
as well as F itself.
8.10 Approximating the Flexibility Matrix Near Collapse
When a structure nears collapse some of the elements 
of its flexibility matrix begin to increase rapidly. As a 
result an estimate of F which was satisfactory for the working 
load now yields increasingly slow convergence as collapse is 
approached. Varying the value of w will help - but the help 
will be loss and less the closer the approach to collapse 
since the matrix A will resemble F less and less in its form. 
This is, of course, nicely illustrated in the Modified Ne\rton 
Üaphson method. For in this case S=F initially but as collapse 
approaches F changes and the initial approximation ^"Fq
becomes increasingly ineffective (see Figure 119). Using A=w8 
can iniprove this but the improvement is loss as L-^ Lç. as shown 
in Figure 120.
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In order to maintain a fair convergence rate it is 
clear that S needs to be amended so that it more closely 
resembles F. This is not easy for we only have knowledge of 
how the structure is behaving for the given loading. Never­
theless as a step in the right direction the rows of F might 
be increased which corresponded to the joints which were 
moving more rapidly# Or, if a diagonal matrix was being used 
then Fpj^  could be simply adjusted according to the rate at 
which the joints were moving as given by the slope dL/dx^.
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8s11 The Way Ahead
The whole of this chapter is an attempt to find the 
next step in improving the iterative methods of analysis. The 
crux of the whole matter is this; To devise a method for the 
solution of future problems which will use all that is useful 
from past solutions. Initially this is slow work for most 
problems will lie in the future and few solutions will be in 
the past. But as more problems pass to being solutions so 
the task of problem solving should become easier.
The workîva,s largely been done in reinforced 
concrete - nobody designs a section from first principle now; 
it is there in a table. The properties of all sections have 
been deduced. What of space structures? Many have been 
solved ••• but few have been categorized and distilled so that 
they are of use in solving future problems. Certainly particular 
structures have design tables for them but the classes of 
structures which are similar in behaviour are much larger than 
those containing structures of similar geometry.
The sandwich and plate analogies are an attempt to 
solve the new problems by an existing solution - but the 
answers are rough and there is no attempt at a scheme for 
getting them any better. That is, no scheme unites the analogy 
and the ’exact’ computer analysis. They operate in separate 
rooms and yet they could both benefit from each other. The 
better computer results can help to amend the analogies and 
the analogies can give the computer a flying start on a new 
problem with which it would otherwise have to wrestle from 
square one. As pointed on on page 11 the iterative methods 
are more than grateful for any approximate data that can be 
supplied. Indeed the iterative methods specialize in polishing 
rough answers into perfect ones.
The way ahead then lies in drawing the data from 
analogies, existing numerical solutions and intuitive knowledge
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from which an estimate for the flexibility matrices of various 
structural forms may be deduced in a functional form. They 
may be poor guesses to start with but in time experience will 
be able to improve them. In addition estimates for the starting 
vector need to be worked at - although this will not help the 
rate of convergence - only the overall time. Such approximate 
Icnowledge of F can then be used in two ways. Firstly by 
improving the J type methods based on diagonal matrices by 
using the normalized diagonal of F, Secondly by using a full 
matrix approximation to F stored as a set of functions. The 
cycle time will go up (alas) and initially the convergence rate 
may be discouragingly near that of the diagonal matrices until 
the functions are improved by time and experience.
In the nature of the case much of this section is 
speculative. But, as Professor Fox is quoted at the head of 
this chapter, "our methods would be assisted by a corresponding 
increase in knowledge of the mathematical properties of the solutions 
of this problem"— this assistance 1 have tried to give*
154
T W E L V E  B A S I C  R E F E R E N C E  B O O K S
••• on problem solving
1 Polya, G., 1944
1968
2 
3
How To Solve It. Princeton University Press, 
Princeton, New Jersey.
Mathematics and Plausible Reasoning:
Princeton University Press,
Vol.I Induction and Analogy in Mathematics; 
Vol.II Patterns of Plausible Inference.
These three books form a brilliant study in 
heuristic. Inspiring from the start they 
are an outstanding contribution to the study 
of problem solving.
(Quoted in thesis,pp.3, 126, 142)
... on structural stability
4 Croll, J.G.A, & Elements of Structural Stability. The
Walker, A.C., 1972 Macmilland Press Ltd., London.
5 Supple, W.J» 1973 Structural Instability. IPC Science and
Technology Press Ltd., Guildford, Surrey.
..on numerical analysis
6 Fox, L., 1964
7 Ortega, J.M. & 
Rheinboldt, W.C, 
1970
An Introduction to Numerical Linear Algebra, 
Oxford University Press, London. Chs. 6, 7, 8. 
(Quoted in thesis, pp. 56, 126)
Iterative Solution of Nonlinear Equations in 
Several Variables, Academic Press, Inc., London, 
A fundamental text.
(Quoted in thesis, pp. 12, 20, 67, 92, 130)
155
».o on numerical analysis (continued)
8 Rail, L.B., 1969 Computational Solution of Nonlinear Operator
Equations* John Wiley & Sons, Inc*, London* 
iVn extremely helpful book, especially chs* 2, 4,
9 Southwell, R.V.1940 Relaxation Methods in Engineering Science, Vol.I,
Clarendon Press.
An important early work, Ch.l shows iteration 
has a simple physical interpretation when 
applied to a structure.
(Quoted in thesis 23, 32&).
Matrix Iterative Analysis. Prentice-Hall 
International Inc., London,
A very helpful early basic text, especially 
chs. 3, 4, 9*
10 Varga, R.S., 1962
11 Young, D.N., 1971 Iterative solution of Large Linear Systems.
Academic Press, Inc., London. A fundamental 
text.
12 1973 A Survey of Numerical Mathematics, Vol.II.
Addison-Wesley.
An extremely helpful book. Ch.14 is a 
brilliant exposition of the eigenvalue- 
eigenvector problem.
Note; References 7, 8, 10, 11 and 12 contain extensive bibliographies 
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Discussion on its usefulness by Nelson, Dec.1972. 
(Quoted in thesis, p.56).
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40 Supple, W.J., 1973 See Basic Reference Books.
160
41 Varga, R.8., 1962 See Basic Reference Books.
1972 Extensions of the Successive Overrelaxation
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C O N C L U S I O N S  A N D  R E C O M M E N D A T I O N S
This thesis has largely emphasised the use of iterative 
methods as the secondary scheme in the classic Newton method. In 
those problems which are in no difficulty with the direct methods, 
whether due to time or store - well and good. But where the 
direct elimination method poses formidable problems in these areas 
I recommend the use of a Jacobi-type (or Richardson) method based 
on a diagonal matrix. The store will be smaller than that for 
a direct method by some considerable factor. If the analysis is 
linear then the use of typical members for a large repetitive frame 
can make further large reductions in store.
In order to improve the time for solution X recommend 
the use of Aitken*s acceleration method when approximate linearity 
has appeared or acceleration by a multiple of the difference 
between successive iterates. To improve the effectiveness of 
these acceleration methods the use of increased precision in the 
work will repay dividends.
To increase the rate of convergence in the (admittedly) 
slow Jacobi sequences I further recommend the use of our existing 
approximate knowledge of the behaviour of the structure to be 
analysed® In those problems in which it is knovm beforehand 
approximately how the frame will behave and in which an approx­
imation to the solution vector can be found this information 
should be used. In addition I recommend the expression of this 
approximate Icnowledge in simple functioned form® The better 
the function the quicker the rate of convergence®
In the analysis of structural collapse there is much 
to commend divergent linear sequences® These sequences are 
easy to recognise and to control and hence may be used to bracket 
the collapse load factor « so long as not too much accuracy is 
required® Furthermore these divergent sequences contain 
valuable estimates of the displacements at collapse®
'y/ Finally, in the determination of the minimum collapse
load factor for any small variation of the nominal loading, the
division of the structure into stable and unstable portions at
collapse is the key. The nominal loading is then changed by
increasing the loads on unstable joints and reducing the loads 
on the stable joints to yield the minimum collapse load factor.
It is likely that the stable joints can only be found by fairly 
accurate iterates and hence for this work the direct methods 
would be preferable; that is, Newton Raphson based on elimination 
or Modified Newton Raphson based on inversion.
Key words in this thesis are therefore these;
Newton, Jacobi, Richardson and Aitkenj 
double precision, approximate knowledge;
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divergent linear sequences and collapse 
■ analysis;
0 # ' stable joints at collapse and minimum
collapse load factor.
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A D D E N D U M
This addendum should be read in conjunction with 
chapter 7, It contains an expansion of the numerical 
results and a further explanation of their physical 
significance.
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ADDENDUM to Chapter 7 
A7.1 Euler Buckling of Members Excluded
In the examples chosen only the space truss has been 
considered. The stress strain relationship once defined then 
determines the member forces from a given set of displacements. 
The joint coordinates will yield directly the new member lengths
and hence their extensions and strains. The stress-strain
equation then gives the member stress and hence the member 
force. It is of practical interest to note, however, that 
Euler Buckling of the members will curtail the stress-strain 
relationship of Figure 68. This is because the Euler load, 
depending as it does on the Young's Modulus, will be drastically 
reduced as S tends to zero#
Denoting the stress and strain by f and e respectively
the parabola of Figure 68 has the equation,
f = 800e(0*000250-e)106 N/mm^
or f - 800m(0»250-*m) N/mm2! where m = lOOOe.
Hence the tangent modulus, Et = df/de is,
Et s: 200(l“8m) kN/mm^
Member 19-13, which will be the first to buckle, shows that the
stress, fjjj, at which it will buckle (based on a buckling load of
;r^El/L^) is,
fgj = 72o6(l-8m) N/mm^.
A plot of this equation on the curve of Figure 68 
yields Figure 121 and shows how Euler Buckling will occur before 
E becomes zero. The effect will be to lower Lq by about 3%.
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A7.2
The exact coordinates of the joints of the, dome of 
?i;;ure 67 are given in Figure 122, The dome is symmetrical 
about X and y axes. As can be seen from the coordinates they 
have been chosen to be exact rather than involving such numbers 
as cos 30 0
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A7e.3 The Complete Working Load Solution
The analysis was leased upon the iterative equation,
Xn+1 - xn 4- A(p*-pn)
where pn (the joint forces required to produce displacements x^) 
is calculated from the member forces found by the equations in 
7,1 of this addendum. For the NR method the matrix A was taken 
to be the inverse of the stiffness matrix when x = x^. For the 
MNR method A was the inverse of the stiffness matrix when x = 0, 
For the Jacobi-type method A was made diagonal as given on page 26
The member stresses in N/mm^ and as ratios of the yield 
stress are given in Figure 123. Figure 124 shows the joint 
displacements.
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A7.4 Local and Total Failure
As the load factor is increased from L=1 there is no 
significant value of L until close to collapse. If Euler Duckling 
is prevented the next point of interest prior to collapse would be 
the failure by yielding of an individual member. This happens to 
the two members which join joints 13 and 16 to joint 19, Xn these 
two members the member stress increases to 12°5 N/mm^ and then 
begins to decrease (see Figure 121), In the other members of the 
structure thé member stresses continue to increase. This 
illustrates the local failure in two members preceding the total 
failure of the structure.
Figure 125 gives the variation of the stresses in the 
members attached to the crown as the load factor L increases from 
2=6 through 2*62 (local failure) to 2*6242 (total failure).
Figure 126 shows all the member stresses for L = 2*62 
at local failure when the first members fail but the structure 
itself is still capable of carrying more load.
Figure 127 gives the joint displacements for L = 2*62 
(local failure) and L =- 2*6242 (total failure).
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A7,8 Structural Appraisal of Collapse
The best way to appreciate what is happening during 
the progressive collapse of the dome is to separate two distinct 
types of failure* The first is the failure of individual 
members while the structure itself remains stable* This we 
shall call local failure* The second type of failure is simply 
the failure of the structure as a whole* This we shall call 
total failure* It is of interest to notice that local failure 
refers to the failure of certain members while total failure may 
be characterized by the instability of certain joints*
êjirCS.
In the example considered local and total failure 
occur very close together at load factors of 2°62 and 2*6242 
respectively* The nature of the local failure is that members 
13-19 and 16-19 reach their yield stress and begin to off«-load*
As the load is further increased the stresses in the other crown 
members increase also but total failure now occurs before any 
further local failure in these members* That is to say the snap 
through of the crown joint occurs at total failure and this 
happens without the failure of any other members* Figuré 128 
shows the stresses in the crown members àt local and total failure
I q / I Â 'éZ ' _
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In order to recognise local failure during the course of 
the analysis it is merely necessary to note when the critical strain 
has been exceeded in any member during a convergent iteration® As 
total failure approaches the members of the structure may then be 
classified into two classes - those that have failed and those that 
have not* Similarly there will be two classes of joints - those 
that are unstable and those that are not* This information will 
then show the type of collapse*
how this information is best presented by a com%juter 
is another matter* It would seem that one of the best ways of 
putting a lot of information together so that it can be rapidly 
assimilated is to present a visual picture* A graph plot or a 
Visual Display could show the structure in perspective as collapse 
occurs* In this way first local failure and then total failure 
could be observed* All these final remarks assume we have a well 
behaved structure undergoing a limit-type of failure and no 
bifurcation occurs in the structure as a whole*
