Speech intelligibility is known to be relatively unaffected by certain deformations of the acoustic spectrum. These include translations, stretching or contracting dilations, and shearing of the spectrum ͑represented along the logarithmic frequency axis͒. It is argued here that such robustness reflects a synergy between vocal production and auditory perception. Thus, on the one hand, it is shown that these spectral distortions are produced by common and unavoidable variations among different speakers pertaining to the length, cross-sectional profile, and losses of their vocal tracts. On the other hand, it is argued that these spectral changes leave the auditory cortical representation of the spectrum largely unchanged except for translations along one of its representational axes. These assertions are supported by analyses of production and perception models. On the production side, a simplified sinusoidal model of the vocal tract is developed which analytically relates a few ''articulatory'' parameters, such as the extent and location of the vocal tract constriction, to the spectral peaks of the acoustic spectra synthesized from it. The model is evaluated by comparing the identification of synthesized sustained vowels to labeled natural vowels extracted from the TIMIT corpus. On the perception side a ''multiscale'' model of sound processing is utilized to elucidate the effects of the deformations on the representation of the acoustic spectrum in the primary auditory cortex. Finally, the implications of these results for the perception of generally identifiable classes of sound sources beyond the specific case of speech and the vocal tract are discussed.
I. INTRODUCTION
A remarkable aspect of speech is the robustness of its intelligibility despite the enormous variability of the acoustic features associated with the signal. In our normal everyday experience, a common utterance can be produced by speakers with a broad range of vocal tract shapes, dimensions, and dynamics, yet it is likely to be perceived as different voices, rather than as different words. This robustness can be attributed to many different factors, including the categorical perception of speech segments, contextual effects ͑Ladefoged and Broadbent, 1957͒, the role of inference from linguistic context.
However, a separate factor contributing to robustness is the innate tolerance of the auditory perception of certain systematic deformations of the acoustic signal. For instance, male and female speakers differ considerably in the length of their vocal tracts, leading to a systematic divergence of acoustic features between genders, such as a general upward shift of female formant frequencies. This trend rarely affects speech intelligibility, yet it is devastating to automatic speech recognition systems unless specific measures are employed such as the use of speaker-adaptation techniques with delta or double-delta cepstral features ͑Lee et al., 1992͒. The robustness of auditory perception to changes in vocal-tract length may stem in large part from the way which affects the acoustic spectrum as represented along the tonotopic axis of the cochlea. Specifically, the tonotopic axis is approximately logarithmic in frequency ͑Greenwood, 1961; Moore and Glasberg, 1983͒ . Consequently, linear dilations of the acoustic spectrum such as those caused by vocal-tract-length changes ͑Fant, 1960͒, appear as simple translations which do not alter the shape of the acoustic spectral pattern along the tonotopic axis.
In this spirit, one may ask whether there are other spectral deformations that are perceptually tolerable because of the way they are represented in the auditory system. If so, what sources of variability do they reflect in the vocal tract? And finally, how might this relate to the functional organization of the auditory system and to the broader issue of synergy that potentially exists between the vocal tract that generates the message and the auditory system that decodes it?
Recent investigations into the functional organization of the primary auditory cortex ͑AI͒ have suggested the existence of at least three axes related to the representation of the monaural acoustic spectrum: ͑1͒ The tonotopic axis: This is the best known and studied, and has its origins in the cochlear analysis of acoustic frequency ͑Merzenich, Knight, and Roth, 1975͒. ͑2͒ A bandwidth axis: At each frequency, the sharpness of tuning ͑or equivalently, the bandwidth of the frequency analysis͒ varies systematically and topographically from sharp tuning near the center of the AI to broad tuning towards the edges ͑Schreiner and Mendelson, 1990͒. ͑3͒ An asymmetry axis: At each frequency and bandwidth the edges of tuning curves exhibit a range of relative asymmetry, ranging from ͑a͒ steep, high-frequency slopes, to ͑b͒ sym-metric to ͑c͒ steep, low-frequency slopes in different cell populations ͑Shamma et al., 1993͒. Acoustic spectra elicit response patterns in AI along all three dimensions. Therefore, we postulate ͑by analogy to the tonotopic axis translations associated with changes in vocal tract length͒ that there are other specific spectral distortions that result only in translations along either the bandwidth or asymmetry axes, and which do not otherwise cause a significant change in excitation pattern. We further hypothesize that auditory perception of these distortions, and by extension of the vocal-tract-parameter variations from which they arise, is relatively invariant ͑or robust͒. We elucidate in this paper the production mechanisms that give rise to these kinds of spectral changes. We then proceed to relate them to the robust perception of speech, specifically to the identification of relatively static American English vowels. We focus here on static spectra because we have excluded from consideration of dynamic spectral representations in the cortex, such as those encoding spectral FM and AM rates ͑Schreiner and Calhoun, 1994; Shamma, Versnel, and Kowalski, 1995͒. This paper is organized as follows. We shall first describe a model of the vocal tract that is sufficiently detailed to capture the rich variety of vocal-tract shapes observed, yet is simple enough to have closed-form solutions and an intuitively interpretable structure. In Sec. III, we illustrate the relationship between the model parameters, their spectral outputs, and the perception of natural American English vowels. We then use the model to synthesize the vowels and test identification of these signals in relation to variations in the model parameters. In Sec. IV, we relate model parameters to three common spectral distortions that are shown in Sec. V to correspond to translations along each of the three representational axes of an auditory cortical model. Section VI summarizes the main thesis of the paper, that perceptual robustness to certain spectral distortions reflects a synergy between vocal production and perception.
II. A SINUSOIDAL MODEL OF THE VOCAL TRACT
There has long been considerable interest in modeling speech in terms of vocal-tract articulatory parameters, as well as the inverse problem, that of determining the shape of the vocal tract from the utterance dynamics ͑Atal et Ladefoged et al., 1978; Wakita, 1973; Gopinath and Sondhi, 1970; Schroeder, 1967͒. In most production models the vocal tract is viewed as an acoustic filter which modifies the spectrum of the signal produced by vibration of the vocal folds. Some models characterize the vocal tract as a segmented tube in order to capture fundamental properties of the vocal-tract transfer function ͑Fant, 1960; Stevens, 1989; Badin et al., 1990͒ . Others describe the articulatory structures more explicitly as in Lindblom and Sundberg, 1971; Rubin, Baer, and Mermelstein, 1981; Maeda, 1990. Our point of departure is a model proposed by Ladefoged and colleagues ͑Ladefoged et al., 1978; Harshman, Ladefoged, and Goldstein, 1977͒ designed to calculate the tongue-shape deviation from a neutral shape by tracing x rays recorded during the pronunciation of ten American English vowels. The vowels were ͓{͔, ͓(͔, ͓e͔, ͓}͔, ͓,͔, ͓~͔, ͓Å͔, ͓Ç͔, ͓)͔, ͓É͔ as in ''heed, hid, hayed, head, had, hod, hawed, hoed, hood, who'd,'' and were recorded within sentences of the form ''Say h͑vowel͒d again.'' A single frame of recordings was chosen ͑either from the most steady-state part of the second formant or approximately 30 ms after the first consonant͒ for analysis. The model divides the vocal tract into 18 approximately equal-length sections, as shown in Fig. 1͑a͒ . A distance, d(i), is defined from the palatal surface ͑upper surface of the vocal tract͒ to the tongue for each ith section ͑except for iϭ17 and 18͒ as
where d neu (i) is the neutral position ͓mean position of the tongue, Fig. 1͑b͔͒ , and ␦(i) is the deviation from the neutral position ͓Fig. 1͑a͔͒. Ladefoged's group conducted a threeway principal-component and factor analysis ͑PARAFAC͒ of tongue positions for different vowels, and concluded that the tongue shape can be well described by two separate factors, t 1 and t 2 ͑especially for iϭ4,...,16) as shown in Fig. 1͑c͒ . The total distance can then be expressed as
where w 1 and w 2 are the two weights ͑computed for each vowel based on the formants associated with the model͒. The two functions, t 1 (i) and t 2 (i), resemble two singlecycle sinusoids with a sine and cosine spatial phases ͑but both forced towards zero as i goes to 1 at the glottal end͒. The neutral position d neu (i) is of relatively smaller amplitude and resembles a three-cycle sinusoid. Since any weighted sum of the single-cycle sinusoids still resembles a sinusoid, then the total distance d is approximately a single-cycle sinusoid added to a smaller three-cycle sinusoid. This threecycle sinusoid, however, affects mostly the locations of the third and the fourth formants ͑see Ehrenfest's theorem in Appendix A͒. Therefore, ignoring the variations due to this d neu leads to a simplified vocal tract model with a single sinusoidal ͑log͒ cross-sectional area A(x), along with an arbitrary amplitude (a) and phase ͑͒ A͑x ͒ϭA 0 e a cos(2x/lϩ) , ͑3͒
where is the normalized spatial frequency of the sinusoid, and A 0 is the reference area of the uniform vocal tract. Note that the normalized spatial frequency specifies the number of cycles in the region 0рxрl. Furthermore, we include an exponentially decaying term to account for the constraint at the glottis where the perturbation must always stay at zero. then calculated based on the equivalent electrical circuit. A useful approximation of the model computations can be derived based on Ehrenfest's theorem as described in detail in Appendix A. In this simplified formulation, changes in the formant locations can be directly related to the parameters of the model, especially the articulatory parameter a. Specifically, Appendix A equations ͑plotted as dashed lines in Fig. 2͒ reveal that for small perturbations (aϽ1) the approximation is quite accurate, but it gradually deteriorates for larger perturbations (aϾ1) as shown in Fig. 2͑b͒ .
Another important property of the model is illustrated by the nomograms of Fig. 3 . Each nomogram is for 0ϽaϽ1.5 at a fixed . The rate and direction of formant dilation ͑in-ward or outward͒ depends on the value, and is approximately linear with parameter a as shown in the figures. Since higher formants remain fixed ͑a consequence of the single sinusoidal simplified model͒, these shifts can be described as a local dilation ͑compression for ϭ /2 and expansion for ϭϪ /2) of the spectrum. These results are explicitly derived from Eq. ͑A5͒, where the deviation ratio is proportional to the perturbation amplitude and the following approximation ␦ log F i Ϸ␦F i /F i is valid for moderate degrees of perturbation. As we shall discuss in detail in Sec. IV, this type of spectral dilation is a special case of distortion that is considered perceptually tolerable.
A. Relating the sinusoidal model to Ladefoged's model
The sinusoidal model can be explicitly related to bases functions (t 1 and t 2 ) by rewriting the normalized perturbation in Eq. ͑4͒ as
The variables, v 1 and v 2 , control the modified cosine part and the negative sine part, respectively, of the logarithmic area function. Compared to Ladefoged's model ͓see Eq. ͑2͒
FIG. 2. The spectra generated by the sinusoidal vocal tract model. ͑a͒ The spectra produced by the model as a function of the phase of the sinusoid , which corresponds to the location of the constriction along the tract. The amplitude of the sinusoidal cross section is controlled by the parameter a which is set to a moderate value in this plot (aϭ0.5). The dashed lines depict the estimated formant locations using Ehrenfest's theorem approximation.
The correspondence between the estimated and computed peak frequencies is excellent. ͑b͒ The correspondence between estimated and calculated spectral peak frequencies deteriorates with increasing a values (aϭ1.5).
and Fig. 1͔ , v 1 is analogous to Ϫw 1 and v 2 to Ϫw 2 . Therefore, v 1 can be viewed as a back-raising factor whereas v 2 can be viewed as a front-lowering factor. In addition, the constriction area, A c , and the constriction location, X c , can be written in terms of a and , respectively, as
͑9͒
In the following section, we relate these vocal-tract parameters directly to spectral features important in the characterization of speech, especially vowels.
III. REPRESENTATION AND IDENTIFICATION OF NATURAL AND SYNTHESIZED VOWELS
To relate the vocal-tract model to speech, it is important to characterize it in terms of the spectral resonance patterns it generates. In the sinusoidal model the formants are determined both by the perturbation amplitude, a, and the angle, , as depicted in Figs. 2 and 3. These parameters also imply a relationship between v 1 Ϫv 2 and the formants as displayed in Fig. 4 . The first formant ranges between 0.2 and 0.75 kHz, while the second formant ranges from 1 to 2.4 kHz. This formant range approximately matches that observed for the human vocal tract as shown in Table I .
Using such data, we can assign different vowels to different ranges of a and . The results of such an assignment derived from thousands of vowels from the TIMIT corpus are illustrated in Fig. 5 . The large vowel symbols are placed at the center of each vowel's distribution. It is evident that the vowels subdivide only a portion of the full range of possible vocalic categories within the circle. It is also clear that each vowel occupies a range of parameter values, and not simply one specific value, i.e., there are certain spectral variations ͑or distortions͒ that are deemed inconsequential for the identity of a vowel. We hypothesize that these spectral distortions are perceptually tolerable 3 partly because ͑i͒ they reflect vocal-tract parameter variations that are natural, common and difficult to control, and ͑ii͒ because their auditory representations are invariant in the sense described earlier in the introductory section. We shall address in Sec. IV the articulatory relationship, and touch upon the auditory aspects later in Sec. V. But, first we discuss in further detail the perceptual tolerance of these vowels using tokens synthesized with the vocal-tract model directly.
A. Identification of synthesized vowels
To explore the organization of the entire perceptual space afforded by the vocal-tract model, we carried out the following psychoacoustic experiment to partition the (v 1 ,v 2 ) ͓or equivalently the (a,)] space into different synthesized vowels. The experiment consisted of using the model to generate sounds with all possible formant combinations and then asking subjects to identify the sounds as one of eleven vowels, as described in detail below.
Stimuli and methods
For each stimulus, the area function of the vocal tract A(x) is generated by Eq. ͑4͒ (A 0 ϭ5 cm 2 ) for a randomly chosen 0ϽaϽ2 and 0рϽ2. The 17.5-cm-long lossy tube is then divided into 18 uniform sections. Acoustic inertance (L a ), resistance (R a ), compliance (C a ), and conductance (G a ) per unit length are computed for each section, and the radiation load at the lips is approximated by a parallel connection of a radiation resistance (R r ) and inductance (L r ). 4 The transfer function of the vocal tract V( f ) is calculated based on the equivalent electrical circuit. The excitation signal, with a fundamental frequency of 120 Hz, is generated according to Rosenberg's model ͑1971͒, and then filtered by the transfer function V( f ). Signals are computed and sampled at 16 kHz, then are gated by a 250-ms window including a 20-ms rise/decay function, and delivered to the subjects via a loudspeaker inside an acoustic chamber.
Eleven vowels were selected for the test ͑see Table I͒ , viz., ͓~͔, ͓,͔, ͓ ͔, ͓Å͔, ͓}͔, ‫,͔ץ͓‬ ͓͔, ͓{͔, ͓)͔, ͓É͔, and ͓X͔. After presenting the stimulus, a subject is asked to identify it as one of the 11 vowels above or as ''none-of-the-above.'' Up to three replays are allowed. Following a decision, the next stimulus is presented 3 s later. A complete session consisted of 100 trials and took approximately 15 min to complete. Three subjects completed 600 valid trials. Two of the subjects were native speakers of American English. IPA symbol Typical word
Results
The raw trial outcomes and the ''smoothed'' overall distribution of identified vowels from all three subjects are shown in Fig. 6 , along with background contours ͓Fig. 6͑b͔͒ duplicated from Fig. 4 and superimposed upon the vowel clusters. The cumulative results in Fig. 6͑a͒ are typical of each of the three subjects. In each panel, the distribution of a vowel is shown together with its mean location ͑marked by the appropriate vowel symbol͒. Also indicated for comparison is the mean location of the TIMIT-corpus vowels from Fig. 5 ͑center of the distribution is indicated by an ''ϫ'' symbol͒.
The overall smoothed distribution in Fig. 6͑b͒ is obtained by selecting at each point in the circle the phonetic symbol associated with the majority of responses within a radial area of 0.1. The large vowel symbols are placed at the center of each vowel's distribution. This summary plot displays similar overall patterns for each vowel as those seen in the raw data. Three important observations can be made about the results in Fig. 6 . ͑1͒ Vowel clusters are contiguous. ͑2͒ Vowel clusters tend to ''radiate'' out from the center towards the perimeter of the circle.
͑3͒
Going clockwise around the circle (ϭ0→2) at a radius aϾ0.5, one encounters the vowel series ͓}͔, ͓,͔, ͓~͔, ͓Å͔, ͓)͔, ͓É͔, ͓X͔, ͓{͔, and ͓(͔. Towards the center, the vowels begin to blend into the more neutral vowels ‫͔ץ͓‬ and ͓ ͔.
Discussion
The synthesized vowel map of Fig. 6 roughly matches that of the natural vowels in Fig. 5 earlier. Specifically, the center of each vowel's distribution are at approximately similar locations on the two maps. Furthermore, as with the natural vowels, there is a broad range of parameter values perceived as the same vowel, particularly ͑though not exclusively͒ along the radial axis. There is one prominent difference between the two maps: natural vowels are more crowded towards the top of the circle, leaving the bottom half of the vowel circle empty. This is because the natural vowel set had no vowels with such formant combinations. By contrast, the synthesized vowel set does contain these ''novel'' combinations, and listeners either extended the ͓{͔, ͓É͔ labels to fill up part of the lower half-circle, or identified these vowels as ͓X͔, which was not in the natural set ͑for American English͒. 
IV. TOLERABLE AND COMMON SPECTRAL DISTORTIONS
We have hypothesized that there are certain common spectral distortions that are perceptually tolerable in that they do not change the identity of the vowels. We suggested that these distortions may correspond, on the one hand, to specific commonly varying ͑or perhaps difficult to control͒ parameters of the vocal tract, and on the other hand, to an invariant aspect in their auditory representation. Figure 7 illustrates three types of such tolerable spectral distortions that are readily related to the vocal-tract model. In the next section we shall relate these three types of distortions to translations along the representational axes of the auditory cortex.
A. Relating articulation to common spectral distortions
The first spectral distortion we address pertains to translations along the logarithmic frequency axis ͑or equivalently, dilations in the linear frequency axis͒ as illustrated in Fig.  7͑a͒ . These are related to changes in the length of the vocal tract, l, which shifts the resonance of the vocal tract ͑Fant, 1960; Rabinder and Shafer, 1978͒. This parameter changes with age ͑e.g., through childhood͒, and is fairly variable among individuals and is largely dependent on gender. Speech intelligibility is nevertheless robust to this form of spectral distortion. For instance, recent vowel recognition experiments ͑Fu and Shannon, 1999͒ reveal that identification is hardly affected by up to 2/3-octave shift of the spectrum FIG. 6 . The distribution of 11 identified vowels generated by the sinusoidal vocal tract model for 0ϽaϽ2 and 0 рϽ2 ͑or the equivalent values of v 1 and v 2 ). ͑a͒ The cumulative distribution of v 1 and v 2 associated with each vowel label as reported by three subjects. The labels are situated at the center of each vowel's distribution as described in the text. The ''ϫ'' symbols mark the location of the TIMIT corpus vowels distributions ͑Fig. 5͒ for comparison. ͑b͒ A summary smoothed distribution of the total results reported by the three subjects. Vowels towards the periphery ͑larger a values͒ are more distinctive, and span most vowel labels as a function of . Towards the center aϭ0, the reported labels are associated with neutral vowels.
despite the fact that formant locations are significantly altered.
The second spectral deformation is an exponential dilation or compression of the spectrum with respect to frequency, or equivalently a linear dilation with respect to logarithmic frequency as illustrated in Fig. 7͑b͒ . Informal listening to such distorted speech indicates that its main effect is a dramatic change in voice quality, but with relatively little loss of intelligibility. Baskent and Shannon recently tested the identification of such spectral distortions ͑Baskent and Shannon, 2001͒, reporting a maximum of 20% loss of recognition ͑and less than that for consonant and vowel confusions͒ with a spectral compression factor of 2/3.
5
What kind of vocal-tract parameter variations might generate such a linear spectral dilation along the logarithmic frequency axis? Figure 3 demonstrates that such ''local'' dilations occur in the transfer function of the sinusoidal model as a function of a ͑while holding fixed͒. The term ''local'' refers to the fact that in the panels for ϭ /2 (ϭϪ /2) the spectra contract ͑and expand͒ around 800 Hz with a increasing only locally, i.e., without too much effect on the third and fourth formants. Normally, a might be relatively constant for a given speaker, a factor that reflects the extent to which the speaker articulates his/her speech ͑see below͒. FIG. 7 . Three spectral distortions attributable to common vocal-tract variations. ͑a͒ Translation of a spectrum along the logarithmic frequency axis ͑or dilation along the linear frequency axis͒ associated with vocal-tract length variations. ͑b͒ Dilation of the spectrum along the logarithmic frequency axis due to variations in the overall constriction of the vocal tract. ͑c͒ Shearing ͑or tilting͒ of the spectrum along the logarithmic frequency axis associated with vocal-tract losses, lip radiation, and microphone distortions. This ''factor'' is likely to be different across speakers depending on acquired habits ͑e.g., dialect or speaking style͒, or innate causes such as overall size of the vocal tract.
It is also possible to produce a ''global'' dilation of the entire spectrum by a geometric deformation of the vocal tract. For example, if the uniform tube is replaced by an exponential ͑or power law͒ tube reflecting some individual's unique vocal tract shape A͑x ͒ϭA 0 e ␣x , for 0рxрl, ͑10͒
where ␣ is a real number which determines the openness of the tube. It can be shown that such a tube has resonance peaks that are dilated ͑or compressed͒ relative to a uniform tube as elaborated in Appendix C ͑Ru, 2000͒. By combining this deformation with a change in length, it is possible to have the spectral dilation centered about any arbitrarily chosen frequency. 6 In general, the speech of such a compressed spectrum is perceived as that emanating from a vocal tract that is held at an exaggeratedly open and elongated position during production ͓as in A(l)ϭ4A 0 in Fig. 11͑a͒ of Appendix C͔. The expanded spectrum has the opposite character. It is as if produced by a vocal tract that is held in a ''narrow'' posture during production ͓A(l)ϭA 0 /4 in Fig. 11͑a͔͒ . Note that in this dilation both the overall location of the formants and the extent of their frequency modulations are either compressed or expanded.
Finally, the third spectral deformation is a ''tilt'' or ''shearing'' of the spectral pattern as depicted in Fig. 7͑c͒ . In the vocal tract such a spectral tilt may result from such factors as ͑a͒ acoustic radiation at the lips; ͑b͒ friction; and ͑c͒ thermal losses of the vocal tract, all of which lower the resonant frequencies and reduce the peak amplitude with increasing frequency. Opposing this trend are the yielding walls of the vocal tract, which tend to raise the resonant frequencies and increase the peak amplitude as a function of increasing frequency. Spectral tilt can also be the result of voices with different spectral slopes associated with the glottal source ͑an average value of Ϫ12 dB/octave for the roll-off͒, and is also common in engineering systems, either added intentionally as in pre-emphasis, or unintentionally because of the variable characteristics of different microphones and communication channels. Clearly, such moderate degrees of spectral tilt rarely have a significant effect on speech intelligibility.
In summary, we hypothesize that perceptual robustness to certain spectral deformations reflects their unique origin as attributable to common unintentional natural variations in the length, cross-sectional profile, and overall tract losses among different speakers. The perceptual robustness may also be due to the fact that these specific distortions have limited consequences upon the auditory representation of the spectrum, and are therefore not perceptually disruptive, as is discussed in Sec. V.
B. Relating robust vowel perception and vocal tract variability
The results of the vowel identification experiments demonstrate that vowels can be represented and synthesized by the sinusoidal model in a manner that is consistent with previously known relationships ͑Fig. 5 vs Fig. 6͒ . They also point to two fundamental insights into the relation between production and perception that is discussed next.
The key observation concerns the relationship between the vowels' distribution ͓Fig. 6͑a͔͒ and the pair of articulatory parameters (a,) of the sinusoidal model. As noted earlier, an interesting feature of the vowel distributions in Fig.  6͑a͒ is that, except for the neutral vowels, they tend to radiate out from the central region of the circle. This implies that vowel perception is relatively insensitive to variations in the parameter a. This may be explained in articulatory terms as follows. In the vocal-tract model, the parameter a is proportional to the maximum amplitude of the sinusoidal constriction. Intuitively, parameter a reflects the ''degree of expression'' or the ''clarity'' of the articulatory movements. For example, fixing a at a large value (Ͼ1) is intuitively equivalent to speaking with an exaggerated motion of the tongue and jaw, or causing the cross-sectional area at any location to traverse large amplitudes from the open to close positions. Consequently, the spectrogram of an utterance synthesized with such a vocal tract will have exaggerated formant frequency excursions as illustrated in Fig. 8 . The opposite occurs when a is small, where the vocal tract has a more constrained jaw and tongue. The resulting spectrogram exhibits much smaller formant excursions. With this intuitive interpretation in mind, it is understandable why varying a affects the quality of the speech but not so much its intelligibility. These ideas share a similar outlook to what Lindblom calls hyper-and hypoarticulation in the context of clear speech ͑Lindblom, 1990͒. Specifically, changing parameter a during conversation is one of many possible ways for speakers to adapt their acoustic output according to communicative and situational demands. Therefore, the parameter a can be one of many possible quantitative measures for the intraspeaker phonetic variation addressed by the hyper-and hypoarticulation theory.
V. CORTICAL PHYSIOLOGY AND PERCEPTUALLY ROBUST SPECTRAL DISTORTIONS
It is possible that perceptual robustness to the spectral deformations illustrated in Fig. 7 is partially attributable to the nature of spectral representation in the primary auditory cortex ͑Shamma et al., 1993; Wang and Shamma, 1995͒ . Specifically, it may be that applying these deformations on a spectral pattern only causes simple translations of its auditory representation, and hence does not affect its perception in a fundamental way. To elaborate on this hypothesis, we first briefly review a model of sound representation in the auditory cortex ͑AI͒, and then examine how it is affected by the spectral deformations alluded to above ͑Fig. 7͒.
Responses of cells in AI can generally be ordered according to one of three common parameters depicted by the response area shown in Fig. 9͑a͒ . This plot illustrates the response threshold ͑or the minimum signal intensity required͒ at each frequency to excite or suppress ͑i.e., inhibit͒ the neuron. The first important parameter is the best frequency (BF)-the signal frequency to which the neuron is most sensitive. Cells in AI ͑and all along the primary auditory pathway͒ are topographically ordered with respect to their BF, forming the well-known tonotopic axis. A key fea-ture of the tonotopic axis is its ͑approximately͒ logarithmic representation of frequency as shown in Fig. 9͑b͒ .
The second important parameter is width ͑or bandwidth͒ of the overall response area ͑or just of its excitatory portion͒. The representative neuron in Fig. 9͑a͒ , displays an excitatory area ͑central white region͒ surrounded by ''inhibitory sidebands'' ͑shaded regions͒. AI neurons tend to be organized topographically along a ''bandwidth'' ͑or scale͒ axis where they gradually change their tuning from narrow to broad ͑in terms of bandwidth͒, and hence the scale of resolution ͑or coarseness͒ of the spectrum they represent ͑Schreiner and Mendelson, 1990͒.
The third qualitative response area parameter is the degree of asymmetry associated with the extent and strength of the inhibitory sidebands. AI units are found with a wide range of asymmetries, from balanced to highly one-sided, with stronger inhibition above or below BF ͑Shamma et al., 1993͒.
These three parameters of the response area ͑BF, bandwidth, and asymmetry͒ are also captured by the response field (RF) of the neuron shown in the right panel of Fig. 9͑a͒ . The RF represents approximately how a neuron is driven by an iso-intensity signal at different frequencies. Figure 9͑c͒ depicts the RF of neurons organized along each of these three dimensions. If we take the centrally depicted RF as the canonical RF ͓denoted by RF(x;x c ,⍀ c , c )], where x denotes the tonotopic frequency in octaves, x c is the center of the RF ͑which roughly corresponds to the BF͒, ⍀ c is a parameter related to the bandwidth of the RF, and c determines the asymmetry of the RF. Details of the mathematical formulation of this model are available in Appendix B. The It is unclear precisely what function is served by this variety of RFs. One hypothesis is that arrays of neurons with such variable RFs effectively compute a multiresolution ͑or multiscale͒ representation. To see intuitively how this representation arises, consider the spectrum of the vowel ͓a͔ ͑as in ''father''͒ shown at the bottom of Fig. 10 . We assume this spectral pattern is extracted early in the auditory pathway and is then projected to the primary auditory cortex. Cortical cells tuned to different bandwidths will respond well only to FIG. 9 . The physiology of the primary auditory cortex ͑AI͒. ͑a͒ The response area of a typical neuron in ferret AI. The plot depicts the tone amplitudes and frequencies needed to evoke an excitatory ͑the light-shaded region͒ or an inhibitory ͑the dark-shaded region͒ neural response. In most cases, the central response region is excitatory, with surrounding inhibitory sidebands. The response field ͑RF͒ roughly captures the strength of the excitatory and inhibitory responses to an iso-intensity sinusoid as a function of frequency. Three important response properties are indicated: The best frequency ͑BF͒, the excitatory bandwidth, and the asymmetry of the inhibitory sidebands. ͑b͒ The representation of the auditory spectrum and the tonotopic axis. The sound spectrum is extracted early in the auditory pathway, and is represented by responses of neurons with tonotopically ordered BFs forming the tonotopic axis. The tonotopic axis in the auditory cortex becomes two-dimensional as depicted in the figure. Presumably other sound features are represented along the iso-frequency axis. ͑c͒ The organization of the RFs along three cortical axes. Cortical cells exhibit a wide variety of RFs. Variations with respect to three specific parameters form the three axes of the cortical representation of the spectrum. These are: ͑1͒ The BF along the tonotopic axis ͑from low to high͒; ͑2͒ The excitatory bandwidth along the scale axis ͑from narrowly tuned, to broadly tuned͒; ͑3͒ The asymmetry of the inhibitory sidebands along the phase axis ͑from 0 ϭ0 to 2; shown are RFs from Ϫ/2 to /2͒. spectral features commensurate with their bandwidth. Such a response pattern is depicted in Fig. 10 , where cortical RFs are organized along three axes: according to their BF ͑ab-scissa͒, their bandwidth ͑ordinate͒, and their asymmetry ͑in-dicated by the arrows͒. Broadly tuned RFs would represent by their responses only the gross features of the spectral profile. For instance, the strength of the responses of the widest RFs ͑at the lowest scale of ⍀ c ϭ0.25) capture only the outline of the spectrum. Cells with progressively narrower bandwidths capture finer features ͑peaks and valleys͒. Consequently, the cortical model simultaneously represents the vowel spectral pattern at various degrees of resolution. The same explanation applies to the representation along the asymmetry axis depicted by the arrows in Fig. 10 . Mathematically, such a multiscale representation is also known as an ''affine wavelet transform'' of the auditory spectral pattern, with the central RF in Fig. 9͑c͒ being the canonical basis function ͑or ''mother wavelet''͒ ͑Wang and Shamma, 1995͒.
Assuming such a cortical representation of the spectrum, it is possible to show analytically ͑Appendix B͒ that the three types of spectral deformations ͑shown in Fig. 7͒ are unique in that they cause a translation of the cortical model response along each of its axes. Thus, a linear dilation of the spectrum with respect to frequency ͓Fig. 7͑a͔͒ causes a simple translation of the cortical response along the tonotopic ͑logarith-mic͒ frequency axis as discussed earlier. This property is of course inherited by the cortex from the ͑roughly͒ constant-Q filtering of the cochlea, and hence is not strictly a cortical representational feature. The other two invariant translations are a product of cortical-specific processing. That is, a linear dilation with respect to the tonotopic axis as in Fig. 7͑b͒ results in a translation of the cortical representation along the scale axis, but with no change along the asymmetry axis. The opposite occurs in the third spectral deformation ͓Fig. 7͑c͔͒.
In summary, we hypothesize that perceptual robustness to certain spectral deformations partly reflects their unique impact on the cortical multiscale representation. Specifically, they cause translations along one of these axes without altering the overall response pattern.
VI. SUMMARY AND CONCLUSIONS
This paper has examined some potential bases of perceptual robustness of speech signals. Specifically, we explored the synergy between properties of the source ͑vocal tract͒ and receiver ͑auditory system͒. For the source we formulated a simplified sinusoidal model of the vocal tract based on detailed cross-sectional x-ray images and PARAFAC analysis performed by Ladefoged and colleagues. FIG. 10 . A multiscale representation of the vowel ͓a͔ ͑female speaker͒. The log magnitude spectrum is depicted at the bottom. The cortical multiscale response is displayed above it against three axes. The abscissa is the tonotopic axis. The ordinate is the scale axis. The phase axis is represented by the direction of the white arrows ͑''→'' to ''←'' counterclockwise depict responses of cells with c ϭϪ/2 to /2, respectively͒. The strength of the response is represented by the gray scale ͑black is strongest͒ and also by the direction and size of the phase arrow. In addition, several cross-sectional profiles of the response are shown at different scales (⍀ c ϭ0.25, 0.5, 1.0, 2.0, and 4.0 cyc/oct͒. Note that the spectral profile becomes progressively more coarsely represented at lower scales. This figure can also be thought of as depicting the magnitude and phase of an affine wavelet transform of the vowel spectrum using the central RF in Fig. 9͑c͒ as the mother wavelet.
The model utilizes a few essential parameters to synthesize vowel sounds. We then related parameters of this model to the perception of natural and synthesized vowels. The results demonstrated that vowel perception tends to be robust with respect to length and overall constriction of the vocal tract, two parameters that significantly vary across different speakers.
On the receiver end, a physiologically inspired model of primary auditory cortical responses is described to analyze and represent the received sound. The representation is effectively a multiscale wavelet transform with three axes: ͑a͒ a tonotopic ͑frequency͒ axis, and ͑b͒ the bandwidth and ͑c͒ phase of an affine wavelet transform ͑scale and phase axes͒.
The synergy between source and receiver models can be summarized as follows. Relatively large variations in vocaltract parameters can be perceptually stable if they result in spectral changes that are manifested in the cortical model as translations along one of its three axes. Translations are considered ''harmless'' because they do not change the representational pattern, but simply its location relative to the representational axes. The specific correspondence between source parameters and receiver representation is: ͑1͒ Changes in vocal-tract length cause translations along the tonotopic axis; ͑2͒ Total effective area of constriction ͑or parameter a in the sinusoidal model͒ controls the ͑local or global͒ dilation of the spectrum, or equivalently causes translations along the scale axis; ͑3͒ Lip radiation and vocal-tract wall losses cause translations along the phase axis.
This perceptual robustness is also relevant to more general sound sources. For instance, animal vocal tracts exhibit the same kind of constraints and variations as those of humans. In fact, most natural and manmade resonators exhibit similar parameter variations within any particular class. Of course, whether these variations are considered perceptually significant by human listeners depends partly on contextual ͑semantic͒ factors. For example, violins of different sizes ͑or lengths͒ and made of different wood materials ͑hence, different damping losses and radiation͒ are perceived to be ''violins'' because their spectral envelope and its dynamics ͑and hence the timbre͒ remains otherwise roughly unaltered. Clearly, if the size of a violin increases significantly, its timber is reclassified by listeners as that of a viola or a cello.
It is interesting to note that the multiscale auditory cortical representation is formally equivalent to the multiscale representation of two-dimensional images thought to exist in the visual cortex ͑DeValois and DeValois, 1990͒. Thus, the three cortical axes in audition-tonotopic, scale, and phasehave corresponding analogs in vision-space, size, and phase. Perceptual tolerance to translations along these visual axes is intuitively easier to imagine here; they correspond to an image varying in its position, size, and shear.
Finally, another important dimension in the cortical representation of the auditory spectrum is ''time.'' The dynamics of the auditory spectrum reflects the energy modulations due to the movement of the articulators. These are evident in the speech signal in the syllabic rates which are roughly in the range of 2-20 Hz. This range exactly matches the rate of signal energy modulations that is most effective in evoking responses in primary auditory cortex ͑Kowalski, Depireux, and Shamma, 1996͒. A detailed analysis of the representation of these temporal modulations in speech and in the cortex, and its utility for assessing the ''intelligibility'' of noisy and reverberant signals can be found in ͑Chi et al., 1999͒.
APPENDIX A: EHRENFEST'S APPROXIMATION THEOREM FOR THE GENERAL AREA FUNCTION
For the general area function, A(x), only approximate solutions of resonances of the vocal tract are possible. One approach entails the application of Ehrenfest's theorem where we express A(x) as a small perturbation (␦A(x)) on a uniform tube A 0
The approximate formant deviation, associated with the departure from a uniform tube, is given by
͑A2͒
for a m Ӷ1 ͑Schroeder, 1967͒. In other words, the formant location is controlled by the odd cosine terms of the perturbation function. Since the first three formants are the perceptually most important in speech perception, only a few coefficients are sufficient to compose a perturbation that produces a variety of different vocalic signals. A generalized formula for the formant-deviation ratio can be written as
Moreover, Mermelstein ͑1967͒ found empirically that this approximation, given the area function
is surprisingly good even for large perturbations.
The sinusoidal model
As stated in Sec. II, the vocal tract ͑log͒ area function can be approximated by a single spatial sinusoid, A͑x ͒ϭA 0 e a cos(2x/lϩ) .
According to Eq. ͑A4͒, the relative perturbation ␦A(x)/A 0 is exactly the exponent in the above equation. The formant deviation can thus be derived from Eq. ͑A3͒
͑A6͒
Experimental observations of vocal-tract area functions in Fant ͑1960͒ ͑see also Fig. 1͒ suggest that for most vowels a one-period-sinusoid approximation ͑with different phases͒ is adequate. Therefore, combined with the formants of the uniform tube, F i ϭ͓c(2iϪ1)͔/4l, where c is the sound velocity ͑Portnoff, 1973; Rabiner and Schafer, 1978͒, the de-viation of the i-th formant can be obtained by setting ϭ1.
In addition, the formant change due to the added perturbation ␦A͑x͒/A 0 ϭϪa cos e Ϫb(x/l) s , which accounts for the glottal constraint is given by
Ϫb(x/l) s dx l .
͑A8͒
For sϭ1, a closed-form solution can be derived as: Therefore, the total amount of formant deviations is given by the sum of the terms in Eq. ͑A5͒ and Eq. ͑A8͒ above.
APPENDIX B: CORTICAL MODEL RESPONSES ASSOCIATED WITH SPECTRAL DEFORMATIONS
From a mathematical point of view, the auditory cortex can be modeled as a wavelet analysis of the spectral profile ͑Wang and Shamma, 1995͒. Each RF can be described as that y͑x ͒ * ĥ ͑ x ͒ϭŷ ͑ x ͒ * h͑x ͒, h 9 ͑ x ͒ϭϪh͑ x ͒, cos ͑ ⍀xϩ ͒ϭsin͑ ⍀xϩ ͒, and show the cortical response will translate along the cortical asymmetry axis. 
APPENDIX C: THE EXPONENTIAL TUBE
The area function of an exponential tube is formulated as Fig. 11͑c͒ shows that the formants shift toward high frequency as ␣ increases with fixed length l ϭ17.5 cm. The outcome looks like a global dilation of the spectrum. To get a local dilation around a specific chosen frequency, both the length (l) and ͑␣͒ need to vary. Fig.  11͑b͒ shows that the first two formants merge around a dilation center about ͱ500•1500Ӎ866 Hz. The area-length relation is roughly formulated as A 1 /A 0 ϭ͑l 1 /l 0 ͒ 8.8
.
͑C3͒
When A 1 ϭA 0 , i.e., a uniform tube, the spacing between first and second formants is log 2 (1500/500)Ӎ1.5849 octaves. The selection of b and s is somewhat flexible as long as the resulting shape is roughly similar to the shape of the Ladefoged's vocal-tract model. For the exponent s, values sϭ1 and sϭ2 are preferred because they yield mathematically tractable solutions. The parameter b controls the perturbation decays and should be such that it affects a moderate number of sections ͑A value of bϭ16, as well as sϭ2, is used in the simulations͒. Even though these values do not yield a closed-form solution, an approximation can be found as b is large enough ͑see Appendix A͒. ''Acute'' speech sounds are characterized by the relative predominance of the high-frequency portion of the spectrum as opposed to ''grave'' segments in which the low frequency of the spectrum predominates. Compact segments are characterized by the relative predominance of a single centrally located spectral peak. Diffuse segments are those in which one or more noncentral formants predominate. A detailed description can be found in Jakobson, Fant, and Halle ͑1963͒.
