This paper is addressed to establishing an internal observability estimate for some linear stochastic hyperbolic equations. The key is to establish a new global Carleman estimate for forward stochastic hyperbolic equations in the L 2 -space. Different from the deterministic case, a delicate analysis on the adaptedness for some stochastic processes is required in the stochastic setting.
Introduction and main result
Let T > 0 and (Ω, F , {F t } t≥0 , P) be a complete filtered probability space, on which a onedimensional standard Brownian motion {B(t)} t≥0 is defined such that F = {F t } t≥0 is the natural filtration generated by B(·), augmented by all the P-null sets in F . Let H be a Banach space, and let C([0, T ]; H) be the Banach space of all H-valued strongly continuous functions defined on [0, T ]. We denote by L 1 Let G ⊂ R n (for some n ∈ N) be a nonempty bounded domain with a C 2 boundary Γ. Set Q = (0, T ) × G and Σ = (0, T ) × Γ. Assume that b ij ∈ C 2 (G) (i, j = 1, 2, · · · , n) satisfy 1) and for some constant s 0 > 0, n i,j=1 where
and (1) y(0) = y 0 and y t (0) = y 1 in G, P-a.s. (1.5)
For any initial value (y 0 , y 1 ) ∈ L 2 (G) × H −1 (G), it is easy to show that the equation (1.3) admits a unique solution y ∈ H T . Let Γ 0 be a part of the boundary of G satisfying certain conditions, which will be specified later. For any given constant δ > 0, set O δ (Γ 0 ) = x ∈ G; dist (x, Γ 0 ) < δ .
and r 2 = |b 2 | L ∞ F (0,T ;L ∞ (G)) .
(1.6)
The main purpose of this paper is to establish the following inequality:
where y is the solution to (1.3) corresponding to any given initial value (y 0 , y 1 ). Here and henceforth, C denotes a generic positive constant (which may be different from line to line), depending only on G, T , Γ 0 , b ij (i, j = 1, · · · , n), δ, and d(·) and µ 0 in Condition 1.1 (to be given later).
The inequality (1.7) is called an observability estimate for (1.3) . For the case that (f, g) = 0 in (1.3), this inequality means that the initial energy of a solution in the time t = 0 can be bounded by its partial energy in the local observation domain O δ (Γ 0 ) in the time duration [0, T ]. Such kind of inequalities are closely related to control and state observation problems of deterministic/stochastic hyperbolic equations. For example, they can be applied to a study of the controllability (e.g. [1, 2, 4, 9, 15, 17] ) and also inverse problems (e.g. [7, 8] ) for deterministic hyperbolic equations. There exist numerous works devoted to observability estimates for deterministic hyperbolic equations. However, there are only a very few works addressed to similar problems but for stochastic hyperbolic equations ( [12, 13, 16] ).
Up to now, there are several methods to establish observability estimates for deterministic hyperbolic equations, such as the (Rellich-type) multiplier method ( [9] ), the non-harmonic Fourier series technique ( [14] ), the method of micro-local analysis ( [1] ) and the method of global Carleman estimate ( [15] ). The multiplier method is only applicable to some very special hyperbolic equations. Indeed, even for a deterministic hyperbolic equation, the observability estimate cannot be derived by this method directly for the case that the coefficients of lower order terms depend on both the space variable and time variable. Also, the non-harmonic Fourier series technique has restrictions not only on the coefficients, but also on the spatial domain G (requiring the domain G to have some special shapes). Furthermore, since the propagation of singularities for stochastic partial differential equations is far from being well-understood, how to use the method of micro-local analysis in the stochastic framework to establish observability estimates is still unclear. Therefore, the Carleman estimate method turns out to be a useful tool to establish observability estimates for stochastic hyperbolic equations.
In [16] , by means of a global Carleman estimate, a boundary observability estimate for the equation (1.3) (with (b ij ) 1≤i,j≤n = I n , the n × n identity matrix) was obtained: 8) where y solved the equation (1.3) associated to an initial data (y 0 , y
denotes the unit outward normal vector of Ω at x ∈ Γ. Also, in (1.8), T was required to satisfy the condition:
for some c ∈ (0, 1) and x 0 ∈ R n \ G. In [12] , by virtue of another global Carleman estimate, the result in [16] was improved to the following boundary observability inequality: 9) with T > 2 max x∈G |x − x 0 | for the case that (b ij ) 1≤i,j≤n = I n . Notice that in (1.9), the power of r 1 is smaller than that in (1.8) (Indeed,
. Also, an internal observability estimate was established in [12] :
(1.10)
The main difference between (1.7) and (1.10) is that the inequality (1.10) provides an observability estimate of the H 1 -norm for solutions to the equation (1.3), but the inequality (1.7) is an estimate of the L 2 -norm type. Compared with the known inequality (1.10), the estimate (1.7) has more applications. For example, one application of (1.7) is the stabilization of stochastic hyperbolic equations (but the detailed analysis is beyond the scope of this paper and will be presented in our forthcoming work). On the other hand, the inequality (1.7) can be used to solve state observation problem (See [12] for example).
It is not clear whether it is possible to derive (1.7) from (1.10) directly. Indeed, this turns out to be very difficult, even for deterministic linear hyperbolic equations with some lower order terms (See [4, 6] ). Also, compared with the deterministic problem, the stochastic setting will bring this problem some new difficulties. Actually, as we shall see later, a suitable auxiliary optimal control problem (different from the deterministic context) has to be constructed to guarantee the adaptedness of the related stochastic processes.
Before giving our main result, let us first introduce some assumptions on (b ij ) 1≤i,j≤n (i, j = 1, · · · , n) and T . Condition 1.1 There exists a positive function d(·) ∈ C 2 (G) with the property that min x∈G |∇d(x)| > 0 such that, for some constant µ 0 > 0, the interior compatibility condition and the boundary compatibility condition are satisfied:
In the sequel, we shall choose the set Γ 0 as follows:
where the function d(·) is given in Condition 1.1. Also, write 
1 with x 0 being any given point in R n \ G. On the other hand, Condition 1.1 can also be regarded as a special case of the pseudoconvexity condition in [5] . In fact, for the wave operator ∂ 2 t − ∆, if we set a(x, ξ) = |ξ| 2 and d(x) = |x − x 0 | 2 , then it is easy to check that
where {a, d} denotes the Poission bracket of a and d, i.e.,
Moreover, it is easy to see that there is no critical point of the function d(·) in G.
Remark 1.2 In [4]
, Condition 1.1 was used to establish an internal observability estimate for deterministic hyperbolic equations. We refer to [4, 11] for more explanation on Condition In what follows, set
and define 14) where s 0 is the constant appeared in (1.2).
Remark 1.3
It is easy to check that if d(·) satisfies Condition 1.1, then for any a ≥ 1 and b ∈ R, the functiond(·) = ad(·) + b still satisfies this condition when µ 0 is replaced by aµ 0 . Therefore, throughout this paper, we may assume that d(·) and µ 0 satisfy that
The main result of this paper is stated as follows.
Theorem 1.1 Assume that Condition 1.1 holds. Then, for any T > T 0 (defined by (1.14)), the observability inequality (1.7) holds for any solution to the equation (1.3).
Remark 1.4
The restriction on T in Theorem 1.1 is a technical condition, and T 0 is not sharp. However, this condition plays a key role in our proof of Theorem 1.1. It is reasonable to expect that it can be improved to a better one as that in [12] (for the estimates (1.9) and (1.10)), but this is an unsolved problem.
Remark 1.5
The condition (1.15) is relevant to the interior behavior/property of the diffusion, and it will play a key role in the estimates on the energy terms (see (2.13)-(2.15) in the proof of Theorem 3.1). On the other hand, the assumption on the time T in Theorem 1.1 is relevant to the diffusion/reflection on the boundary. This assumption will play a key role in the estimates on the boundary term (see Step 4 in the proof of Theorem 3.1). If one considers a special case, i.e. (b ij ) 1≤i,j≤n = I n , then s 0 = 1 and we take d(x) = |x − x 0 | 2 , the corresponding condition on T is the following:
The rest of this paper is organized as follows. In Section 2, we present a key weighted identity for partial differential operators of second order with symmetric coefficients. Section 3 is devoted to establishing a Carleman estimate for deterministic hyperbolic equations in the H 1 -space. In Section 4, an auxiliary optimal control problem is introduced and analyzed. In Section 5, a global Carleman estimate for stochastic hyperbolic equations in the L 2 -space is derived. In Section 6, energy estimates for random hyperbolic equations and backward stochastic hyperbolic equations are given. Section 7 is devoted to a proof of our main result (i.e., Theorem 1.1). Finally, in Appendices A and B, we give the proofs of some technical results.
2 A weighted identity for partial differential operators of second order with symmetric coefficients
In this section, we show a pointwise weighted identity for partial differential operators of second order with symmetric coefficients, which will play a crucial role in the sequel.
1)
Remark 2.1 Lemma 2.1 looks very similar to Theorem 4.1 in [4] . The only difference is about the regularity on the auxiliary function Ψ. In [4] , Ψ was required to be in C 2 (R m ). But here we weaken this requirement to be Ψ ∈ C 1 (R m ). Note that, the choice of Ψ usually depends on coefficients of the principal operator under consideration (See the equation (4.13) in [4] ). Hence, this implies that we only need the C 2 -regularity for coefficients of principal operators, rather than the C 3 -regularity required in [4] .
Proof of Lemma 2.1. Recalling θ = e ℓ and v = θu, we see that
where
This implies that
By virtue of [4, the equation (4.8)], a simple calculation shows that
(2.5)
Combining (2.5) with (2.4), we obtain the desired inequality (2.1).
3 A Carleman estimate for deterministic hyperbolic equations in the H
-norm
This section is addressed to deriving a Carleman estimate for the following (deterministic) hyperbolic equation:
2) and the Condition 1.1.
As in Theorem 1.1, we assume that T > T 0 (defined in (1.14)), and G 0 , µ 0 and d(·) are given in (1.12) and Condition 1.1. By (1.15), it is easy to see that
. Hence, we can choose a constant c 1 ∈ (T 0 /T, min{1,
}). Now, for any given constant c 0 ∈ (0, 1) and parameter λ > 0, we choose the weight function θ and the auxiliary function Ψ (appeared in Lemma 2.1) as follows:
We have the following global Carleman estimate for the equation (3.1).
Theorem 3.1 Assume that Condition 1.1 holds. Then, there is a positive constant λ 0 , such that for any T > T 0 and λ ≥ λ 0 , any solution u to (3.1) satisfies that 3) for a deterministic hyperbolic equation was established under the additional condition that u(0) = u(T ) = 0 in G. However, this condition seems too strong to be satisfied in applications (see, for example the equation (7.5) in [4] ). Therefore, it is necessary to establish the global Carleman estimate (3.3) without this restriction.
In the rest of this section, we give a proof of Theorem 3.1.
Proof of Theorem 3.1. The proof is long and therefore we divide it into four steps.
Step 1. A pointwise inequality for hyperbolic operators. In Lemma 2.1, we choose
, and θ, ℓ, φ and Ψ ≡ Ψ(x) being given as in (3.2) . Then, by a simple calculation, we have the following weighted inequality for the hyperbolic operator, which is very similar to [4, Corollary 4.2], except some different lower order terms.
Step 2. Estimates on "the energy terms". First, by the definitions of Ψ and ℓ, it is easy to show that
Further, by (3.2) and (3.5), we obtain that
Hence,
Proceeding the same analysis as (11.6)-(11.8) in [4] , we have that
By (3.8), (3.9) and (1.15), noticing that c 1 <
, we find that for any T > T 0 ,
On the other hand, by (1.15), it is easy to see that
which implies that
Therefore, combining (3.6), (3.7) (3.10) and (3.11) with (3.4), we conclude that for any T > T 0 , there is a λ 1 > 0 and c * > 0, such that for any λ ≥ λ 1 ,
(3.12)
Integrating (3.12) in Q and noting that v = e λφ u on Σ, by (3.1) and (3.4), we obtain that
Here we use the following identity:
Step 3. Estimates on "the spatial boundary term". Let us estimate the last term of (3.13). Similar to the proof of (11.15) in [4] , we choose functions
, such that h 0 = ν on Γ, and for the same δ appeared in (1.12),
(with g and a ij replaced by h and b ij , respectively),
Therefore, it is easy to check that
By (3.13) and the above inequality, we get that
14)
Next, let us estimate the last term in (3.14). Put η(t, x) = ρ 2 1 e 2λφ , where
By (3.1), we have that
Combining (3.14) with (3.15), we end up with
Step 4. Estimates on "the time boundary term". Let us estimate M (0, x) and M (T, x), respectively. By (1.15) and the definition of M in (3.5), we have that
.
Noting that by (1.14) and c 1 > T 0 /T , we have
On the other hand,
Therefore, by (3.18)-(3.20), we get that
By (3.17) and (1.14), for any T > T 0 , it holds that c 1 T > 1,
and therefore, F 2 > 0. Moreover,
where we use the following fact:
Finally, by (1.14), one can find constants C > 0 and λ 2 > 0 such that for any λ ≥ λ 2 ,
Meanwhile, noting that ℓ(T, x) = −ℓ(0, x), we have that there is a constant λ 3 > 0 such that for any λ ≥ λ 3 ,
Combining (3.23) and (3.24) with (3.16), and noting that v = e λφ u, for any λ ≥ λ 0 = max{λ 1 , λ 2 , λ 3 }, we end up with the desired estimate (3.3) . This completes the proof of Theorem 3.1.
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An auxiliary optimal control problem
In this section, as a preliminary, we analyze an auxiliary optimal control problem. Some ideas are taken from [6, pp. 190-199] and [4, Proposition 6 
̺(x) = 1 and
For any integer m ≥ 3, let h = T m , and set
where .2)). Consider the following system: in G. ∈ A ad , it follows that A ad = ∅. Next, define a cost functional as follows: 
Also, the following optimality conditions hold:
Moreover, there is a constant C = C(K, λ) > 0, independent of m, such that 
We refer to Appendix A for a proof of this proposition.
Global Carleman estimate for stochastic hyperbolic equations in the L
-space
We define a formal differential operator A by
In order to prove Theorem 1.1, we need the following global Carleman estimate for stochastic hyperbolic equations.
Theorem 5.1 Assume that the Condition 1.1 holds. Let T 0 be given by (1.14). Then there exists a λ * 0 > 0 such that for any T > T 0 , λ ≥ λ * 0 , and any
Proof of Theorem 5.1. We borrow some idea from [4, 6, 10] . The whole proof is divided into six steps.
Step 1. (still denoted by itself), such that for some (z,r 1 ,
) is the weak solution to the following random hyperbolic equation:
The proof of (5.6) is given in the Appendix B. For any constant K > 1, put
By (4.8)-(4.11), it is easy to see thatp is the solution to the following system:
2 , similar to the proof of (5.6), we can also deduce thatp
Step 2. Applying Theorem 3.1 top in (5.7), we obtain that
λ 4 e −2λφ dxdt .
(5.8)
Here and hereafter, C denotes a constant, independent of K and λ. Moreover, by (5.7) again,p t satisfies
Applying Theorem 3.1 top t , by (5.9), we obtain that 
Step 4. Using (5.5) and (5.9) again, and notingp tt (0) =p tt (T ) = 0 in G, we find that
2 )e −2λφ dxdt.
(5.14)
Further, in view of the third and fourth equalities in (5.9), it follows that Step 5. By (5.7), we find that Step 6. Recall that (z,r 1 ,r 2 ,r) depend on K. Now, we fix λ and let K tend to infinity. By (5.12) and (5.22), we conclude that there exists a subsequence of
which converges weakly to some (z,r 1 ,r 2 , 0), with suppr j ⊂ (0, T ) × G 0 (j = 1, 2), since 
By (5.1), with η replaced byz above, one gets that
Hence, for any ε > 0,
2 )e −2λφ dxdt . First, set T ∈ [0, T ) and consider the following random hyperbolic equation:
It is easy to see that for any
Furthermore, we have the following energy estimate.
Proposition 6.1 There is a constant C > 0, depending only on T , G and b ij (1 ≤ i, j ≤ n), such that for any solution ϑ to (6.1) and for all t, s satisfying T ≤ t ≤ s ≤ T , it holds that
Next, let T ∈ (0, T ]. We consider the following backward stochastic hyperbolic equation:
We shall use the following notion of solution for the system (6.3).
Definition 6.1 (α, β, η, ζ) ∈ H T is called a solution to the system (6.3), if
(1) α( T ) = α 0 and β( T ) = β 0 in G, P-a.s.
(2) For any t ∈ (0, T ) and ϕ ∈ C 1 0 (G), it holds that
It is easy to show the following well-posedness result for (6.3) (and hence we omit the proof).
, there is a unique solution (α, β, η, ζ) ∈ H T to the system (6.3).
Proposition 6.2
There is a constant C > 0, depending only on T , G and b ij (1 ≤ i, j ≤ n), such that for any solution (α, β, η, ζ) to (6.3), and for all s, t satisfying 0 ≤ s ≤ t ≤ T , it holds that
and
Proof of Proposition 6.2. Define a (modified) energy of the system (6.3) as follows:
Then, by Itô's formula, we get that = 1, and using Hölder's inequality and Sobolev's embedding theorem, we obtain that
We have
(6.10)
By a similar argument, we can also obtain that
Further, for a sufficiently small ǫ > 0,
(6.12) By (6.9)-(6.12), we find that
(6.13) This, together with Gronwall's inequality, implies that
which implies (6.6) and (6.7).
7 Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1.
Proof of Theorem 1.1. We borrow some ideas from [3] . The whole proof is divided into four steps.
Step 1. Note that the solution y to (1.3) may not be zero at t = 0 and t = T . To apply Theorem 5.1, we need to choose a suitable cutoff function. Set
where j = 0, 1, 2 and 0 < ε 0 < ε 1 < . By (3.2), (1.14) and (1.15), for any T > T 0 , we have that
Therefore, there exists an ε 1 ∈ (0, 1 2 ), which is close to 1 2 , such that
On the other hand, it follows from (3.2) that
Therefore, there is an ε 0 ∈ (0,
), which is close to 0, such that
Step 2. In this step, we prove that there is a λ 1 > 0, such that for any λ ≥ λ 1 ,
To this aim, setỹ = ξy. Thenỹ satisfies the following forward stochastic hyperbolic equation:
withf = ξf + ξ tt y + 2ξ t y t . By Theorem 5.1, for any λ ≥ λ 0 , we have that
By the definition off , we find that
Further, recalling the definition of r 1 and noting the embedding L 2p/p+2 (G) ֒→ H −1 (G), we get that
Further, by (7.3) and (7.5),
Therefore, by (7.8)-(7.11), there is a constant C 1 = C 1 (T, G), independent of λ and r 1 , such that
(7.12)
Since R 2 1 − cT 2 /4 < 0, one may find a sufficiently large λ 1 > 0, such that for any λ > λ 1 , (7.6) holds.
Step 3. We establish an energy estimate for solutions to (1.3) . Set
Then by the classical energy estimate, for any S 0 ∈ (T 0 ,
On the other hand, we claim that there exists a constant C > 0, such that
In the following, we only prove the case of t ≥ s. The other case can be also proved by a similar technique and Proposition 6.1. By Itô's formula, let T = t in (6.3) and T = t in (1.3). Then it follows that 
. By (7.16), (6.6) and (6.7), we obtain that 2E(t) = sup
This implies our claim (7.15).
Step 4. First, it follows from (7.4) that
Also, (7.15) implies that
(7.19) By (7.17), (7.14) and (7.19), we get that
Combining the above estimate with (7.6) and (7.18), we find that
Therefore, there exists a sufficiently large constant λ 3 > 0, such that for any λ > λ 3 , the desired observability inequality (1.7) holds. Proof of Proposition 4.1. The whole proof is divided into four steps.
Step 1 
Since the functional J is strictly convex, this element is the unique solution to (4.5) . By (4.6) and the definition of A ad , it is obvious that z Step
. Since g has a minimum at (0, 0, 0), we get that ∇g(0, 0, 0) = 0.
satisfy the first equation of (4.3), we find that On the other hand, by ∂g(0, 0, 0) ∂µ 0 = 0, we have that This implies (4.10).
Step 4. Noting that (4.9) holds and p 
