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??第
論
本論文の主題は,計量心理学の立場から,分類を行 うデータ解析法を考えることであ
る。本章では分類の目的と方法について論じ,分類を目的とした従来のデータ解析法を俯
厳した上で,本論文の目的を導きだし,その概要を述べる。
1.1 分類とクラスタリング
分類とは物や現象を種類や性質などの基準により,似たもの同士をまとめ,似ていない
ものを区別することである。我々の周りには物や現象があふれており,対象を把握するた
めには少数の群に分けて整理することが必要である。人間は日常生活においても,あらゆ
る科学においても分類を行い,利用している。たとえば,図書館では発行形態や内容に基
づいて図書が分類されているし,スー パーでは売り場ごとに商品が分類されている。科学
分野では,古くは,博物学において自然物が分類され,知識が体系化されてきた .
分類は対象を把握する道具としてだけ存在するのではなく,我々 が行つている外界の認
識そのものにも深く関係する.ソシュールは命名すること,すなわち連続体を非連続体に
区切ることによつて,外界が認識されると考えた (dc Saussllre,1916)。この連続体を非連
続体に区切るという作業は分類に他ならない。たとえば,我々 が知覚する色は,光の波長
とともに連続的に変化すると考えられるが,特定の波長から得られる類似した視覚経験を
分類し,「赤」,「青」といった名前をつけて区別している。
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1.1.1 2つの分類をめぐる研究
分類という操作はその特徴から2種類に分けることができる。我々が手にするデータに
は,外的基準が与えられている場合とそうでない場合がある.ここで,外的基準とは分類
対象の個体がどの群に所属するかについての情報を指す。外的基準が与えられている分類
は,あらかじめ分類すべき群が既知であるため教師あり分類と呼ばれる.それに対して ,
外的基準が与えられていない分類は,分類する群が未知であるため教師なし分類と呼ばれ
る.また,分類のための基準を構成すること,すなわちデータから知識を獲得することを
分類学習という。
分類に関する研究は,様々 な分野にまたがってなされてきた.生物学においては,多様
な生物を分類することを目的とする分類学が,1つの学問分野として成立している。統計
学と心理学の分野ではそれぞれ異なる目的を持つて,教師あり分類や教師なし分類につい
て研究されてきた。データ解析法の開発を目的とする統計学や,その 1分野である計量
心理学では,教師あり分類は判別と呼ばれ,教師なし分類はクラスタリングと呼ばれてい
る。判別分析は所属する群が既知のデータを用いて,群判別を行 う規則を構成する分析
手法の総称である(McLachlan,1992;佐藤 2009).半U別分析は2つのステップから成 り立
つ.はじめに, どの群に所属しているかが既知のデータを用いて判別関数を求める。次に
判別関数を用いて判別対象の個体を適切な群へ分類する.クラスタリングは,クラスター
分析とも呼ばれ,所属する群が未知のデータを分類する解析法の総称である(Gan,Ma,&
Wu,2007;宮本,1999;佐藤,2009).外的変数を用いないため,個体間の類似度もしくは非
類似度に基づいて分類を行 う。
人間の認知的プロセスの解明を目的とする認知心理学においては,「概念」は古くから
あるテーマの 1つで,概念がどのように形成されるかというトピックは現在でも盛んに研
究されている.概念形成は,無限に存在する個体を,少数の抽象化された知識として整理
するという点で分類といえる。概念形成の過程も,教師の「あり」と「なし」によつて区
別され,それぞれ,教師あり概念学習 (Kttschke,1992;Nosofsky,1986)や教師なし概念
学習(Fried&Holyoak,1984;Pothos&Chater,2002)と呼ばれる。ある概念を獲得すると
き,事例と一緒にその事例がどの概念に属しているかというラベルとともに提示される場
合がある。このような状況は教師あり概念学習である。何者か全く分からない未知の事例
集合を前にしたとき,その事例を少数のグループに分類する。このような状況は教師なし
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概念学習である。
計量心理学はもちろんであるが,実証研究が主な認知心理学においても,数理的アプ
ローチが取られることがある。両者の違いはモデルがデータに特化しているか否かといえ
る。認知心理学におけるモデルは,認知プロセスを仮定し, どのようにデータが発生した
かを記述できるのもで無くてはならない。すなわち,実証研究から得られた知見が反映さ
れた記述妥当性の高いモデルを構築することが求められる。それに対して,計量心理学で
はどのような現象から得られたデータでも解析できる方法を開発することが目的である。
したがって,計量心理学におけるモデルは,認知心理学におけるモデルよりも,比較的単
純で汎用性があるものでなければならない。ただし,認知的なプロセスを組み込んだデー
タ解析法も存在し(例えばNakatani,1972;Shiina,1986),厳密に区別することは難 しい。
本論文では,分類学習のうちデータ構造の探索を目的とする教師なし分類学習,すなわち
クラスタリングを計量心理学の立場から扱 う。
1.1.2 データ形式
クラスタリングの対象となるデータの形式に次の2つがある(齋藤・宿久,2006).1つ
は個体 ×変数の行列で表現される多変量データで,個体が持つ変数の値によつて構成さ
れる(表1).もう1つは個体 ×個体の行列で表現される関連性データで,個体間の類似度
(非類似度)によつて構成される(表2).
データ形式によつて,適用できる解析法が異なる。多変量データを対象 としたク
ラスタリング法には κ平均法 (MacQuCen,1967)や混合分布を用いたクラスタリング
(McLachlan&Basford,1987)などがある。類似性データを対象としたクラスタリング法
には階層的クラスタリングやADCLUS(ADdit市e CLUStcring:Shepard&Arabie,1979),
および,その拡張手法であるGENNCLUS(DeSarbo,1982)やINDCLUS(C〔H011&Arabie,
1983)などがある。多変量データから個体間の類似度 (非類似度)を何らかの指標により
定義し,関連性データを構成することは可能であるが,関連性データから多変量データを
構成することはできない。したがって,観測されたものが関連性データであるならば,必
然的に解析手法に制限が生じる。本論文で扱 うデータ形式は,個体 ×変数の行列で表現さ
れる多変量データである。
3
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表 1 多変量データの形式 表2 類似性データの形式
1.1.3 類似度 と距離
クラスタリングにおいては,類似度が重要な役割を果たす.類似度とは2つの個体間で
定義される数量で,値が大きいほど似ていると仮定される。非類似度はその逆で,値が
小さいほど似ていると仮定される。クラスタリングは外的変数を用いないため,類似度
をもとに分類を行う.宮本 (1999)ではクラスタリングを「個体の集まりをいくつかのク
ラス (部分集合)に分害1し,それぞれのクラスの中では個体どうしの類似度が大きく,異
なるクラスについては類似度が小さくなるようにすることである。」と規定している。ま
た,Tversky(1977)は類似性について「対象を分類し,概念を形成し,般化を行うための
組織化原理としての役割を果たす・1」 と述べており,心理学においても非常に重要な概念
である。
非類似性は距離モデルによつて表現されることが多い.個体間の非類似性は,定義され
た距離によって判断される.すなわち,図1で示されるような個体 J,ノに対応する x′,獅
間の距離をくxノ,xJ)で表すと,個体 J,ノ間の非類似性をくx′,xy)と定義する。
Ⅲl原文:It serves as an organizing principle by which individuals classi取o可eCtS,forln concepts,and make
generalizations.
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d(xi,xi)
図1 個体間の距離 (2次元空間)
ここでの距離とは次の条件を満たす関数のことである。
ズX7,乃)=ズろ,Xノ)  (対称性)
スXブ,X′)十ズX′,乃)≧ズXノ,乃)(三角不等式)
ズXノ,Xy)≧0
くX′,X′)〓0
(非負性)
(同一性)
(1.1)
(1.2)
(1.3)
(1。 4)
すなわち,(1.1)は距離 常にO以上である非負性を,(1.2)は自分自身との距離は0であ
る同一性を,(1。3)はxノからxJへの距離とx/からxJへの距離が等しい対称性を,そして
(1。4)は三角形の3辺の長さに関する条件である三角不等式を示している。
以上の距離の公理を満たすものにミンコフスキーのパワー距離
(1.5)
がある。一般によく用いられるのは,
ズXノ,XJ)
?
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?
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?
?
?
?
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?
?
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?
?
?
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?
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?
?「?????
―
?
?
〓
??
?
?
?
?
?
″
Σ  (χ清
―¨ ,ゥル)2
ル=1
5
d(xi,xi) =
ッド距離
(1.6)
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図2 ミンコフスキー距離の基準円
であり,ユー クリッド距離の2乗
《為,つ=Σ(χルーリ2
た=1
を非類似度として用いることも多い。α=1としたマンハッタン距離 (市街距離)
ズ島,つ=Σ臨―ヶl
力=1
が用いられることもある。α=∞とした場合はチェビシェフ距離と呼ばれ,
スXノ,XJ)=λ戦 、,″レ蔵
―りた|
と表される。
原点から等距離にある点を結んだ曲面を基準曲面と呼び,ユー クリッド距離の場合,超
球を描く。各距離概念における2次元での関係を図2に示す。
1.2 代表的な3つのクラスタリング手法
クラスタリングの方法は,大きく階層的クラスタリングと非階層的クラスタリングの2
つに分けられる。階層的クラスタリングさらに併合的方法と分割的方法に分類されるが ,
(1.7)
(1.8)
(1.9)
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研究場面において,よく用いられているのは併合的方法である。
併合的階層クラスタリングは,似ている個体を逐次的にクラスターにまとめ上げるとい
う作業を行 う。最終的に全個体は1つのクラスターにまとめられる。クラスター形成過程
は階層的になつており,樹形図を描くことによつて結果を視覚的に確認できる。樹形図を
任意の結合レベルでカットすることにより任意のクラスター数を得ることができる。
非階層的クラスタリングは,定義された基準を最小化,もしくは最大化するような個体
の分割を見いだす方法である。最もよく用いられる方法は κ平均法である。ただし,κ
平均法はある特定の方法というよりも,ある概念に基づくクラスタリング方法の族と考え
られる(宮本,1999).
クラスタリング手法は数多く提案されているが, ソフトウェアヘの実装や,使い勝手か
ら実際の研究でよく用いられているのは,κ平均法,階層的クラスタリング,混合分布
モデルによるクラスタリングの3つである。本節では各手法を概観 し,その特徴をまと
める。
1.2.l κ平均法
κ平均法は非階層的手法であり,最もよく用いられるクラスタリング手法の一つであ
る。データ行列をⅣ×Pの行列X=[xl,¨"XⅣ]′ とする。x′は個体 JのP次元ベクトルで
ある。あらかじめ分割されるべきクラスター数Kが与えられているとき,κ平均法は以
下の関数
F(U,X)=ΣΣν訓陽一尋|′
′=1 1=1
を最小にすることを目的とする。ただし,最小化に際して以下の制約を設ける。
π′た∈{0,1)
κ
Σ]"清=1
λ=1
(1.10)
(1.11)
(1.12)
ここでU〓(2″)はメンバーシップと呼ばれるⅣ×Kのパラメータ行列である.メ
ンバーシップ値は制約 (1.H)にあるように,0か1の値のみを取る。個体 Jがクラス
ター ルに所属するときのみ グル=1,所属 しないとき α清=0とい う二値で表現される。
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X=[Xl,¨"衰]′ はセントロイ ドと呼ばれるκ×Pのパラメータ行列であり,れはクラス
ターたの平均ベクトルを表す。目的関数 (1.10)の値を最小にすることは,クラスター内偏
差平方和を最小にするようなクラスター割り当てUとクラスター平均Xを求めているこ
とを意味する。
メンバーシップ行列Uの最適解は
吻 ={:‰ y釧 為―乖 ・
で得られる。
また,最適なセントロイ ド行列Xは
(1.13)
Σν″乃
ブ=1
Xた 〓 (1。 14)
となる。
κ平均法全体のアルゴリズムは以下のようになる。
0。 初期化:パラメータを初期化する.クラスター数 κを与える。
1.U―step:Xを所与とし,(1.13)を用いてUを更新する。
2.X…step:Uを所与とし,(1.14)を用いてXを更新する。
3.収東判定:(1.10)の値が収束していれば終了。そうでなければ1へ戻る。
1.2.2 階層的クラスタ リング
階層的クラスタリング法では,定義された距離が近い個体から順番に1組ずつ結合し,
小さなクラスターを形成することからはじめ,最終的にはすべての個体を含む1つのクラ
スターを形成する。分析者は任意の結合段階をクラスタリングの結果として用いることが
できる。データの集合をX={xl,¨"珈}とし,その個体間の非類似度をズxノ,乃)とする。
また,θ=βl,"¨Gκ}をクラスターの集合とし,クラスター間の非類似度をD(G,α)と
する。
階層的クラスタリング法のアルゴリズムは次のステップからなる。
?
?????
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1.すべての個体間の非類似度Kx′,考)を計算する。
各個体を個体を1つ含むクラスターとして考えるため,クラスター間の非類
似度はD(Gノ,ら)=く島,獅)と定義される。クラスター 数をκ=Ⅳとする.
2.距離が最短のクラスター対を結合する.
クラスター間の非類似度が最小,すなわちDG′,G″)〓min D(Gノ, J)となる2
つのクラスターQとG″を探す。GノとG″をθから取り除き,G′〓G′UG″
をθに加える.クラスター数を1つ減らしK=K-1とする。
3.すべての Gル∈θ,Gた≠α についてクラスター間の非類似度 D(G′,G″)を再計
算する。
4.κ=1になるまで2.と3.を繰り返す。
階層的クラスタリングにおいて,非類似度の計算法はアルゴリズムとは独立したもので
あり,様々 な方法が考えられている.分析者は以下に示すいずれかの非類似度の定義を選
択することができる。しかし,個体間の非類似度をもとに定義されたクラスター間の非類
似度は,非類似度更新のための計算量が多く扱いにくい。したがつて,結合後のクラス
ター間距離を結合前のクラスター間距離により定式化 した更新式を用いる方が効率が良
い。これらの更新式は定義式より導かれる。
1。 最短距離法
クラスター間で最も非類似度が小さい個体間の非類似度
D(G′,G″)〓xcal腱″ズX,y)
によつてクラスター間非類似度を定義する.距離の更新式は
D(3k,G′∪(3″)=:D(Gた,G′)+:五)(Gた,G″)一:ID((3た,G′)―D(Gた,G″)Kl.16)
=min{D(Gた,G′),D(Gた,G″)}              (1.17)
で与えられる。
2.最長距離法
クラスター間で最も非類似度が大きい個体間の非類似度
(1.15)
D(G′,G″)=xca‰″ズX,y)
9
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によつてクラスター間非類似度を定義する。非類似度の更新式は
IX(3た,C)′∪(3″)=:D((3た,(力)+:D(Gた, ″)十:ID((31,(力)―D(Gた,G″)Kl.19)
=maX{D(Gた,G′),D(Gた,G″)}              (1.20)
で与えられる.
3.群間平均法
クラスター間の個体同士すべての非類似度の平均
20,GD=舟【藻%につ    2゛り
によつてクラスター間非類似度を定義する。ここで,″′,″″はそれぞれクラスター
G′,G″に含まれる個体の個数である。非類似度の更新式は
D(Gた,G′∪G″)= η′ EXGた,こ′)十 ″″D(Gた,G″)     (1.22)
″′″″          ′′″″
で与えられる。
4.重心法
クラスター間非類似度をクラスター重心間の距離の2乗
D(G′,G″)=‖μ(G′)一μ(G″)|12            (1.23)
で定義する.非類似度としてユークリッド距離を用いる.ここで,μ(G)は
μ(G)='こX                       (1・24)
で与えられるクラスターGの重心である。非類似度の更新式は
D(Gた,G′∪G″)=                           (1.25)
∴
ズ∞ 十
餡
スの 一
石石{f;ち5万・
XQの
で与えられる。
5。 Ward法
Ward法は凝集型最適化法として提案 された(Ward,1963).クラスターQとG″を
結合 したとき,増加するSSE
ASSE(G7, G*) =,SSE(G/ vG,) -SSE(GD - SSE(G*) (1.26)
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が最小になるような2つのクラスターを結合する.非類似度としてユークリッド距
離を用いる。ここでSSEはクラスターGの重心μ(G)と各個体xとの距離の2乗
和を示し,
SSE(G)=ΣI障―μ(Gポ       (1。27)
XCG
と定義される。
クラスター間非類似度を重み付きクラスター重心間の距離の2乗
ズ%の=綸版のプに馴2
で定義する.非類似度の更新式は
D(Gた,G′∪G″)=
(1.28)
(1.29)
説 ズ
00+脆 ズのβガ ーhaQβ 励
で与えられる。
また Gた,o,G″を3つのクラスターとしたとき,Gたと Gノ∪G″間の非類似度は  _
Lance―Williams更新式 (Lance&Williarns,1967)
D(Gル,G′∪G″)=                              (1.30)
α′D03た,G′)+α〃五XCt,C“)一βD(G′,G“)十γlD(Gた,G′)―D(Gた,G″)|
により統一的に記述することができる。ここで,α′,α″,β,γは実数のパラメータで,表
3のように定めると各更新式と一致する。
1.2.3 混合分布モデルによるクラスタ リング
各クラスターと正規分布を対応させ,デー タが複数の正規分布から発生していると考え
るモデルである。このモデルを混合正規分布と呼び,単純に正規分布をクラスター数 κ
だけ足し合わせたものとなる。
κ
′(X)= 2」πた
'や
r(x)“た,Σヵ)                           (1。31)
=々1
ηは分布の混合比率を示すパラメータであり,0≦η ≦1かつΣヵη=1を満たす。
ここで,2値確率変数z=降}を導入する。ただしみは観測されない潜在変数であり,
11
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表3 Lance‐Williams更新式のパラメータ値
atamBY
最長距離法    :       :        0     -:
最長距離法    :       :        0     :
群間平均法   ″′     “″ 0        0
重い法 盪 餡 ―輛 0
Ward i去    ″力+′′      ′″十″″    _      々   0
η″+″′+4“   ηク十 ′′十 ″“    η″+″′+′“
々∈〔0,1}かつΣルを=1を満たす。zの周辺分布は
ρ(Z)=Π4.          (1・32)
″=1
と書ける.zが与えられた下でのxの条件付き分布は
ρ(Z障)=ΠIXレゎΣが       (1.33)
に 1
となる。従つて,xとzの同時分布は′(x;Z)=ρ(Zン(JX)で与えられる.ここで,′(x,z)
を周辺化しzを消去すると
′(X)=Σ′(X,Z)〓ΣttIXレゎΣl)     (1・34)
z            力=1
となる。これは混合正規分布と同じとなる.すなわち,デー タが与えられていれば,個体
xノに対応する潜在変数 時が存在する。
潜在変数を持つモデルの最尤解を求める方法としてEMアルゴリズムがある(Dempster9
Laird,&Rubin,1977;McLachlan&Basford,1987).EMアルゴリズムは尤度関数を最大
にするようなパラメータをEステップとMステップと呼ばれる2つのパラメータ更新手
続きを繰り返し行 う.
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Eステップではxが与えられた下でのzの条件付き確率?●ヵ)=′鋳 =1障)を
gOォ)=≡弊空竺」堕生三⊇■V`″ノ   κ
ΣηⅣ(為レ,Σ′)
′
によつて計算する。
Mステップではモデルパラメータを計算する。平均μルは
(1.35)
(1.36)
(1.37)
分散共分散 Σたは
μル=瓦Σ2タル)乃,
Σた=ス房えgOォ)(為―μ・)(乃一μλ)′,
混合比率πたは
(1。38)
ただし,
Ⅳ
鳩=Σ2●清)         (1・39)
′=1
によつて与えられる.以下に混合正規分布におけるEMアルゴリズムを示す。
0.初期化 :平均μた,分散共分散Σた,混合比率7rtを初期化し,対数尤度の初期値
を計算する。
1.Eステップ :xが与えられた下でのzの条件付き確率 ,(年)=′¢ =llX)を
(1.35)を用いて計算する。
2.Mステップ :モデルパラメータ,平均 μた,分散共分散 Σた,混合比率 符 を
(1.36),(1.37),(1.38)を用いて計算する。
3.収東確認 :対数尤度を計算 し,収東判定を行 う。収束 していなければ 1.ヘ
戻る。
混合分布モデルによるクラスタリングは,個体 xノがどのクラスターに所属するかを示
す変数助が欠損していると考え,EMアルゴリズムを用いてパラメータを推定する分析方
法であるといえる。
鳩
毎 〓T'
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`〔
年)の値を用いることによつて, どの個体がどのクラスターに所属しているかを解釈
することができる.9ol)は確率であるため0以上1以下の値をとる。そのため,K平均
法のように個体はただ1つのクラスターに所属するのではなく,所属する程度としての値
が得られる。ただし,対数尤度には多くの局所解が存在し,EMアルゴリズムを用いて必
ずしも大域解に収束するとは限らない。
1.2.4 3手法の特徴
クラスター数について
κ平均法と混合分布モデルによるクラスタリングは非階層的クラスタリングであり,分
析を実行する前に,クラスターの数を指定しなくてはならない。それに対して非階層的
クラスタリングは事前にクラスター数を決めなくとも分析を実行できる.非階層的クラ
スタリングの場合,分析者は樹形図などを考慮して,分析後にクラスター数を決めれば
良い。最もよく用いられる方法は,結合距離が極端に変化する段階を採用することであ
る(齋藤・宿久,2006).κ平均法で用いられるクラスター数決定法としてギャップ統計量
(TibShirani,Walthet&Hastie,2001),Cubic Clustering Criterion(CCC:Sarle,1983)など
があるが,定番のものはない.混合分布モデルによるクラスタリングは確率モデルである
ので,情報量規準AIC(Akaike,1974)やBIC(SChWarz,1978)を用いてクラスター数を決
定することが多い。しかし,AICがクラスター数決定に有効であるかどうかは議論の余地
がある(宮本,2009).
初期値と局所解について
κ平均法は,デー タとして得られた個体を何らかの基準を用いて分割することを目的と
する。これは組み合わせ最適化問題 と呼ばれるものであり,大域解を求めることは難 し
い。したがって,得られた解は局所解であり,初期値の与え方に依存し,良い解に収束し
ないことも多い.複数の初期値を用いて,良い解を求める方法がとられる。
混合分布モデルによるクラスタリングはκ平均法と比べ,収東するまでの反復回数と 1
回の反復にかかる計算量が多い。そのため,混合分布モデルによるクラスタリングを実行
するに当たつては良い初期値を選択する必要がある。この初期値の決定法にK平均法が
用いられることがある.はじめにK平均法を適用し,そこで得られたパラメータ等をEM
アルゴリズムの初期値として用いる。すなわち,EMアルゴリズムの平均の初期値にはκ
14
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平均法で推定したクラスター平均を,分散共分散の初期値にはK平均法で計算したクラ
スター内分散を,そして,混合比率の初期値には全個体のうちκ平均法で分類したクラス
ターに所属する個体の比率をそれぞれ用いる。
階層的クラスタリングは目的関数を最小化するパラメータを求める方法ではないため,
初期値や局所解は無く,同じ距離の定義を用いれば常に同じ結果を出力してくれる。ただ
し,異なる距離の定義を用いれば結果が大きく変わることもある。
κ平均法と混合分布モデルによるクラスタリングの関係
一見,全く異なる手法のように見えるκ平均法と混合分布モデルによるクラスタリング
であるが,両者のアルゴリズムを比較すると非常に似ていることが分かる(BishOp,2006).
混合する正規分布の各要素の共分散行列がdであるような混合正規分布モデルを考える。
cは全ての要素に共通の分散であり,Iは単位行列である。
′(Xレた,Σヵ)=(2πε)D/2 CXp{_」[|IX―μた|12}
xが与えられた下でのzの条件付き確率ズ´ )〓ρ¢ 〓1障)は
η eXp{1障′―μヵl′/2c}
(1.40)
(1.41)
`0ブ
た)=
ΣηeXpl陽―ル|′/24
′
となる。ここで,llx′―μJ′が最小になるたをだ とおく.〔→ 0の極限を考えると分母
での た*に対応する項は最も遅く0に近づき,個体 x′ に関する事後確率は 1に収東する
?セ″)以外はすべて0に収東する.したがつて,極限においてはK平均法と同様にクリ
スプな分類がなされる。
κ平均法は共分散をパラメータとして持たず,平均のみを推定する手法である。K平
均法や混合分布モデルを拡張した手法として,共分散を持ちクリスプな分類を行 う混合正
規分布モデルに関する研究に楕円κ平均法が(Sllng&Poggio,1998),確率モデルによる
アプローチでない共分散をパラメータとして持つ κ平均法として K―L情報量正則化ファ
ジィε平均法がある(官岸・市橋 。本多,2001).
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1.3 論文の目的と構成
ここまで,分類を目的としたクラスタリング手法についてまとめた。混合分布モデルに
よるクラスタリングは確率モデルであるため,得られるメンバーシップパラメータは所属
確率として得ることができるが,K平均法や階層的クラスター分析ではメンバーシップパ
ラメータは2値として表現される.メンバーシップの値が連続値で与えられるクラスタリ
ングをファジィクラスタリングもしくはソフトクラスタリングと呼び,2値で与えられる
クラスタリングをクリスプクラスタリングもしくはハー ドクラスタリングと呼ぶ .
3章で詳しく紹介するように,K平均法にファジィ理論を取り入れ,個体がどれか 1つ
だけのクラスターに所属するのではなく, どの程度所属するかを表現できるように拡張さ
れた手法がある(Bezdek,1980;Miyalnoto&Mukaidono,1997).宮本 (2009)はフアジイ
クラスタリングの有用性について4つの観点,1.理論の本質記述,2.異種モデル結合,3.
技法の理論解析,4.理論解析結果の応用,から考察している。このように,ファジィ概念
を用いたクラスタリング技法を発展させることは,理論的にも応用的にも重要であり,進
められるべきである。特に,探索的に用いられるクラスタリング法はパラメータがファ
ジィな連続値で与えられる方が,柔軟な解釈を行 うことができると考えられる。
本論文では,κ平均法を基本的考え方とし,新手法の開発と拡張を行 う。より具体的に
は,パラメータをファジィ化することによつて結果の解釈可能性の拡張を試みる。本論文
では3つの研究において,新手法の開発と従来法の拡張を行つている。ただし,ファジィ
理論は従来のようにメンバーシップパラメータだけに適用されるのではなく,変数に関す
る係数パラメータにも適用される。第4章,第5章,第6章が本論文の主となる研究で ,
パラメータをファジィ化したクラスタリング法の開発を行 う。
第4章では,κ平均法においては潜在的に固定化されている変数に対する係数パラメー
タを顕在化した定式化を行い,ファジィ理論を援用することにより,変数に対する係数パ
ラメータを連続値として推定可能なアルゴリズムを開発した。この方法では変数に対する
係数パラメータを解釈することにより,変数選択を可能にしたり,クラスターの特徴を容
易に理解できる。
第5章では,行列表現によるκ平均法の定式化を用いることによつて,従来行われて
きたファジィκ平均法とは異なるファジィクラスタリング法の目的関数を提案し,パラ
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メータを推定する交互最適化アルゴリズムを開発した。この方法は主成分分析と目的関数
が一致し,制約条件のみが異なるため,ファジィクラスタリングの特徴と,主成分分析の
特徴を併せ持った中間的手法といえ,両手法と同様な解釈が可能となる。
第6章では,次元縮約とクラスタリングを単一の目的関数の最小化によつて達成する
次元縮約K平均法を拡張し,ファジィなメンバーシップパラメータを得られるような目
的関数を提案し,そのパラメータを推定する交互最適化アルゴリズムを開発した。クラス
ターが明確に分離していない場合,ファジィなメンバーシップを用いることで,個体がク
ラスター所属する程度が連続値になり,より適切に解釈可能になる。
第7章では,第4章,第5章,第6章をふまえて,提案された手法についてクラスタリ
ング手法もしくは多変量解析法としての位置づけを行い,総合的考察を行 う.また,教師
なし分類手法としてのクラスタリングを,心理的なモデルとしてとらえることの可能性を
考察する。最後に,計量心理学におけるクラスタリング法の展望を述べる。
以上,本節では第4章から第7章で示される研究・考察の概要について述べたが,続
く,第2章,第3章では後続する章のための準備を行 う。第2章では線形代数と最適化に
ついての数理的基礎とクラスタリング結果の評価指標を概説する。第3章ではファジィ概
念を導入した種々のκ平均法を概観する。
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??2第
数学的準備
本章は,本論文で必要となる線形代数,数値最適化,および解析結果の評価指標に関す
る数学的基礎をまとめ,後に続く章の準備を行 う。はじめに,行列・ベク トルの表記法 ,
基本演算,基本的定義を行い,逆行列,固有値分解,特異値分解についてまとめる。次
に,パラメータ推定に必要となる2つの方法を概説する.1つは,制約条件のもとで関数
の極値を求める方法であるラグランジュ乗数法であり,もう1つは,不良設定問題を解く
ための正則化法である.最後に,クラスタリングの分類結果の指標となるAttusted Rand
lndcxを紹介する.
2.1 ベク トルと行列
本論文では,行列にはAのように正立で大文字のボール ド体の記号を,ベクトルにはa
のように正立で小文字のボール ド体の記号を,スカラーにはαのように斜体で小文字の記
号を用いる。
ベク トルと行列とその転置
数 (スカラー)を縦に並べたものを列ベクトル,横に並べたものを行ベクトルという。′
個のスカラー,αl,α2, "¨α″を要素とする列
ベクトル,“個のスカラー,ら1,わ2, "¨b″を要
18
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素とする行ベクトルはそれぞれ
(2.1)
??
??
?
?‥
?
?
a=
b=[ら1  ら2 (2.2)b″]
?
?
?
?
?
?
(2.3)
(2.4)
である。
ベクトルを用いて行列を表すこともある.″個の′×1のベクトル al,a2,…,a″,もしく
はη個の
“
×1のベクトル 11,12,…,こ″を用いるとAは
- -112 an) (2.5)
と表せる。
零行列,対角行列,単位行列
要素がすべて0の
“
×1ベク トルを零ベク トルといい ,
0″=[0,…0]′
????????????
?
??
??
‥??
?
?
?
?‐?
‥??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
(2.6)
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で表す .
″0″
と表せる。その対角要素のみを用いて
D=凌は 4,め,¨"残)
と表記することもある。
特に,対角要素がすべて 1である
なわち
I″=′ば
である。
行列の階数
″個の′×1のベクトル al,a2,¨"a“の一次結合について
??????〈?）???????????）
?
?
?
?
?
?
??
?
〓
―
要素がすべて0の′×
“
行列を
?
????????
?
?
??
?
?
?
?
?
?
?
?
?
?
。
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
????
?
?
?
?
?
?
?
?
（
?
）
?
?
?
?
?
?
．
．
?
?
?‥
?
対角行列を単位行??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
，
?
?
?
?
?
?
?
?
?
‐
?，
(2.7)
(2.9)
と表記する。す
(2.10)
(2.11)
?
?
?
?
?
?
?
?
?
?
?
?
?
。
?
?
?
?
〓
ClAy * C2l2 * ... + Cmlm = 0n
が成 り立つのが σl=.=¨ε″=0に限 られるとき al,a2,¨"a″は一次独立であると
い う。cl,¨"c″の うち少なくとも 1つが0でない場合において (2.H)が成 り立つとき
al,a2,¨"物は一次従属であるという。
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“
×
“
の行列A〓[al,a2,…,a″]の
クトルの最大個数をAの階数 (ranky
“
個の列ベク トル al,a2,¨"a“の中で一次独立な
ベ
と呼び,rank Aと書く。
逆行列
″×4の正方行列Aに対し
AB=BA=I″ (2。12)
となる″×″の正方行列Bが存在するとき,このBをAの逆行列といいAlと書く.
正方行列Aの逆行列A~1が存在するとき,Aは正則または非特異であるとい う.正則
でない行列を特異であるとい う.
ノルムと距離
″×″の行列A=(αヴ)の要素の平方和を
1降|′=ΣΣα争=
′=1 ノ=1
と書き,||・lrで表す.||・|′の平方根
‖a‖
と定義される。aとη×1のベク
????????????
?
??
?
???
? (2.13)
を行列Aのノルムと呼ぶ.“
不口は
2α み                   (2.14)
′=1
=(bヴ)の対応する要素の差の二乗
1降―到′=ΣΣ(αヴーらヴ)2
ノ=1 ブ=1
である.
今度はベク トルの場合を考える。4×1のベクトルa=[αl, "¨%]′でも行列の場合と同
様に,そのノルムは
ΣΣα
??
?
?
?
?
(2.15)
刊=偏〓榛  御の
トル b=[bl,¨"b″]′ の差ベク トル a―bのノルム
″
‖a一blト
をベクトル間の距離と呼ぶ.
V(a―b)′(a_b)= 、|】 ](α′―b′)2Σ(の一 2     (2。17)
′=1
21
第2章 数学的準備
固有値と固有ベク トル
正方行列Aに対し,定数 δおよび0でないベクトルvがあり,
Av=詢 (2.18)
が成 り立つとき,δをAの固有値といい,vを固有値 δに対応する固有ベクトルという。
対称行列の固有値分解
階数 ″の
“
×4の対称行列Aは
A=V△V′
と分解できる。ただし,△は固有値を対角要素に持つ対角行列 :
(2.19)
△=diag(δl,...,δ″),δl≧.¨≧み,ら≠0,0=1,…r)      (2.20)
であり,Vは固有値に対応した固有ベクトルをその順に並べた直交行列:
V′V=I′ (2.21)
である.
特異値と特異ベク トル
階数rの′×
“
の行列Bに対し,BB′あるいはB′BのOより大きな固有値らσ=1,…r)
の正の平方根
考=√ (2.22)
をBの特異値といい,対応する固有ベクトルを特異ベクトルという。
特異値分解
階数rの″×″の行列Bは
B=KAL′                   (2.23)
と分解できる。ただし,Aは特異値を対角要素に持つ対角行列 :
22
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であり,K,Lは特異値に対応 した特異ベク トルをその順に並べた直交行列 :
K′K=L′L=I″               (2.25)
である。
証明は,tcn Berge(1993),高根 (1 95)を参照のこと。
特異値分解による行列の最小二乗近似
階数 ′の η×
“
の行列Bとし,その特異値分解がB=KAL′で与えられているとする。
また,上位 ρ個の特異値を対角要素に持つ ρ×′の対角行列をも ,特異値に対応する左
特異ベク トルおよび右特異ベク トルの行列をそれぞれ,鴫,L′と表す。このとき,4×″
の行列AがBよりも低階数であるとい う制約条件
rank A≦′≦r=rank B           (2.26)
のもとで
ズA)=‖B―Alr (2.27)
を最小にするAは
A〓鴫
～し
(2.28)
で与えられる(Eckart&Yollng,1936).
2.2 ラグランジュ乗数法
1つ以上の制約条件の下で関数の極値を求める方法である。ラグランジュ乗数と呼ばれ
るパラメータえを導入するためラグランジュ乗数法という。推定したいP個のパラメー
タをθ=(ら)とし,制約条件まθ)=0のもとで関数人のの極値を求めることを考える。
制約条件g=0はP-1次元の曲面を示す。この曲面上で関数/が極値を取る点では関数
/の等値面が曲面g=0に接している。両者の法線ベクトル▽/,Vgは平行でなければな
らないため,ある定数えが存在して
V/+えVg=0                    (2.29)
が成り立つ。えはラグランジュ乗数と呼ばれるパラメータである。
23
第2章 数学的準備
ここで,次式で定義されるラグランジュ関数Z
Z(θ,え)=スの十な(の               (2.30)
を導入する.ラグランジュ関数Zをθについて偏微分すると
考
=%十え
寿         231)
となり,極値の条件が▽θZ=▽/十えVg=0になることが分かる。ラグランジュ関数Zを
えについて偏微分すると
∂Z
:g(θ)                       (2.32)∂え
となり,これを0と置いたものは制約条件そのものである。
すなわち,制約条件ょθ)=0のもとで関数スθ)の極値を求めるためにはラグランジュ
関数を定義し,θとえの両方に対する極値を求めればよい。推定したいパラメータ数がP
個であれば,P+1個の方程式が得られる.未知数はθl,"¨の,えのP+1個であるからこ
れを解けば解が求まる。
制約条件が複数ある場合も同様に求まる。たとえばC個の制約条件&=0(ε=1,"¨C)
のもとで関数/の極値を求めることを考える。ラグランジュ関数Zを
C五(θ,え)==ノてθ)十】:1/1σgc(θ)                    (2.33)
ε=1
と置く.Zをθ,えについて偏微分すると
発=影十え欝        23o
∂Z :&(の               (2.35)∂為
である。以上からP+C個の方程式が得られる.未知数はθl, っ¨の,え1, "¨たのP+C個
であるからこれを解けば解が求まる。
2.3  正貝J化法
我々が扱 う問題 には良設定問題 と不良設定問題 とい う区別を行 うことがある .
Hadamard(1923)は次の3条件が満たされている数学的問題を良設定問題と定義した.
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角翠が存在すること
解が一意であること
解はデータに対して連続的に依存すること
3つ目の条件は 「解が安定していること」と表現されることもある。良設定でない問題は
不良設定問題 と呼ばれる。このような問題に対しては正則化 というアプローチが用いら
れる。よく用いられる正則化はTikhonovの正則化法であり様々な分野で用いられている
(TikhOnOv&Arsenin,1977).
たとえば,我々 の視覚について考えてみよう。視覚処理が行つていることは2次元であ
る網膜像から3次元である外界の構造を推定することである。Marr(1982)は初期視覚の
目的を「網膜に投影された2次元画像データから3次元世界の可視表面の幾何学的構造
を推測復元すること」と定義している。しかしながら2次元データから3次元構造を復
元する問題は,解が一意に定まらず,不良設定問題である(PoggiO,TOre,&Koch,1985).
Poggio et al.(1985)は視覚の不良設定問題を,正則化法を用いて解けることを示した。
統計学の分野ではパラメータ縮小推定法として正則化が用いられる。回帰分析を例にと
るとその正則化を用いた目的関数は以下のようになる.
‖y―XBI12+えP(B) (2.36)
ここで第 1項は通常の回帰分析における最小二乗基準であり,第2項はパラメータβに対
する正則化項を示す。正則化項のP(●)は様々な関数をとることができる。代表的なもの
に次の2つがある.正則化項にパラメータの2乗和 :
P(B)〓‖BI12 (2.37)
をとつたときリッジ回帰(Hoerl&Kemard,1970)と呼ばれる。リッジ回帰は独立変数間
の相関が高く,多重強線性の問題がある場合でも安定した解が得られる。絶対値の和 :
?
?
?
?
?
?
?
?
?
???
?
?〓‐
〓
P(B)=1旧| 1=Σ島|
ノ=1
(2.38)
のときLASSO(TibShirani,1996)と呼ばれる。LASSOではいくつかの推定値が0になり,
スパースな解が得られる.0であるパラメータに対応する変数は予測に影響を及ぼさない
ことを意味し,変数選択を行つていると解釈できる.
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正則化された目的関数を最小化することは,正則化されていない最小2乗基準を制約
条件 :
″
Σttr≦η         (2。39)
ノ=1
のもとで最小化することと等しい。ここで?=2のときリッジ回帰,9=1のときLASSO
となる。ただしηはラグランジュ乗数法によつて決まる定数である。
2.4 分類結果の評価指標
本論文で用いる分類結果を評価するための指標を導入する。Attusted Rand lndex(ARI:
Hube■&Arabie,1985)は2つのクラスタリング結果を比較するための指標で,分類が
まったく同じになれば上限の 1をとる。与えられたデータ行列Xが2つの異なる方法 ,
ここでは,とQ,によつてクラスタリングされたとする。2とαはそれぞれR個とC個
のクラスターを持つている。各クラスターに分類された共起頻度′は表4のようにあらわ
される。このときARIは
ИRI=(\ft * d) - l(a + b)(a+ c) + (c + d)(b + d)l(\' 
- f(a + b)(a+ c) + (c + d)(b + d)l
によつて計算される。ただしα,ら,c,グはそれぞれ
α=
Σた14-ΣたlΣl1 4
2         '
Σ214ε―ΣたlΣ21 4
2         '
ΣたlΣ,.税十ノ Σーた14-Σ214ε
b=
b=
26
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表4 2つの分割結果 ρ and Qにおいて,各クラスターに分類 された共起頻度
分割結果
クラスター 91 ,C 合計
合計
′1+
r2+
な+
′++=Ar
?
?
…
?
?
?
?
?
?
?‥
?
?
?
?
?
?
?
?
。‥
?
?
?
?
?
?
?
?
?‥
?
?
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??3第
フアジィクラスタリング
本章では,本論文の複数の章において言及されるファジィε平均法について記述する。
はじめに,ファジィ集合を定義し,概念を簡単に説明する。その後,ファジィ集合の概念
を用いたファジィクラスタリングについて概観する。最後に,K平均法の制約条件を緩め
たファジィσ平均法の異なる定式化による,2種類のバリエーションとクラスターサイズ
を考慮した拡張手法を紹介する。
3.1 ファンイ集合
ファジィ集合は曖味さを数値 として表現することのできる集合論として提唱された
(Zadeh,1965)。通常の集合論においては,要素が集合に属するか否かははつきりと判断で
きる。しかしながら, 日常生活においては,ある要素が集合に属するか属さないかが分か
らない,曖味なものも存在する。ファジィ集合ではこのような曖味さを取り扱 うために要
素が集合へ属する程度を用いて表現する。
全体集合χのファジィ部分集合Иとは,メンバーシップ関数 :
乃И:χ→[0,1]           (3.1)
によって特性づけられた集合である。任意の要素χ∈χに対して,ね(χ)はχがフアジイ
部分集合Иに属する程度を表す .
あИ(χ)の値が 1であれば完全にχがИに属することを意味し,0であれば完全にχがИ
に属さないことを意味し,0<乃И(χ)<1の値であればその値の程度だけχがИに属する
ことを意味する。通常の集合論の特性関数の値域は,0か1,つまり,所属するかしない
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かの2値であるため,メンバーシップ関数は通常の集合論における特性関数を連続値へと
拡張したものと考えることができる。
ファジィ集合にも通常の集合と同様に演算などが定義されるが,ファジィクラスタリン
グを考えるにあたってはファジィ集合の詳細は必要無いので割愛する。
3.2 ファジィクラスタリング
通常のクラスタリングでは,個体の集合を互いに排他的部分集合に分割することを目標
とする。ある個体がクラスターに属するか否かが明確な状態である。しかしながら,実際
のデータに関しては,クラスターヘの所属が明確でない状態もある。また,強制的に分類
したとしても,有益な情報をデータから引き出しているとは言えない。
そこで,クラスターヘの所属が明確でない状態を,そのままを数値で表現することを考
える。ファジィ部分集合の概念を用いて,個体がクラスターにどの程度属するかを表現す
る方法がファジィクラスタリングである。K平均法のメンバーシップにファジィネスが導
入された手法が次節で紹介するファジィε平均法である.+1
3.3 ファジィθ平均法
ここでは本論文で言及される2つの方法 :べき乗型ファジィε平均法とエントロピー正
則化ファジィε平均法を紹介する。ファジィε平均法はκ平均法においてクラスターを
ファジィ部分集合で表現したものであり,個体が複数のクラスターに所属することを許し
た方法である(宮本,1999;Miyallnoto,Ichihashi,&Honda,2008;佐藤,2009).
κ平均法の目的関数は
F(U,約=ΣΣν訓陽―島lr
′=1 カ=1
のように書くことができた。その制約は
(3.2)
∈{0,1} (3.3)
(3.4)
Ⅲl Bezdekが命名したと思われるファジィθ平均法という呼称が用いるが,なぜファジィκ平均法でないの
かは不明である。θや κはクラスター数を示すパラメータで本質的な違いはない .
“
″ =1
?
???
?
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であつた。ファジィε平均法では,このνルが0か1の値のみ取り得るという制約を緩め,
0から1の値を取り得るようにする.すなわち
ν諸∈[0,1]
κ
Σ 晦 =1
卜 1
と制約を置く。しかし,このようにνルに関する制約を2値から連続値へと緩和しただけ
ではファジィメンバーシップを得ることはできない (宮本,1999).κ平均法の目的関数は
νルに関して線形であり,制約も線形であるため,この問題は線形計画となり,最適解は
制約条件が形成する多角形の端点である。端点はクリスプな解を与えるので,ファジィメ
ンバーシップを得られない。従つて,ファジィネスを導入するためには目的関数を変更す
る必要がある。
3.3.1 べ き乗型 ファジィ σ平均法
ファジィパラメータをメンバーシップパラメータにべき乗することによリファジィメン
バーシップを得るファジィε平均法について述べる.この方法はDllm(1973)が提唱し,
Bczdck(1980)が一般化を行つた.べき乗型ファジィε平均法の目的関数は
(3.5)
(3.6)
(3.7)
(3.8)
′=1 た=1
と表される。ここでαはα>1を満たすファジィパラメータである.
メンバーシップパラメータUの最適解はラグランジュ乗数法を用いて求めることがで
きる。制約条件 (3.6)に関して,ラグランジュ乗数をえとすると,ラグランジュ関数は次
のように書ける。
t/K
F,pcu(X,q = I l@ir)"llx,-xtll2
/・え(2]″蔵‐-1)
=1
=鳥κ」
 ヵ=
Z(U,え)
を
"″
で偏微分すると,         _x/1′
+λr)α
~1‖
Xブ
∂Z(U,え)=α
(νハ
Z(U,え)
∂νrr
=0を解いて
       /c_1)
え)/∂夕″∂Z(U,となる。
物=(澁‖
(3.9)
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を得る。(3.6)を用いると,
卜暮げ/回(滓)孵
り
ギ0磨(鵞Hヨ
となり,移行して,
ぼω=陸(鵞/7
を得る。これを(3.10)に代入すると,
喜  (顆
)詩
|~1
(3.11)
(3.12)
(3.13)
ν清 〓 (3。14)
が得られる。
また,クラスター中心Xの最適解は鳥Fcνをれについて偏微分すれば
Ⅳ
ゴ≧」(γ蔵)αXブ
尋=弓トーー            (3.15)
ジと,(νノカ)α
′=1
を得る.
べき乗型ファジィε平均法のアルゴリズムは以下のようになる.
0.初期化:パラメータU,Xを初期化する。ファジィパラメータαとクラスター
数Kを与える。
1.U…step:Xを所与とし,(3.14)を用いてUを更新する。
2.X―step:Uを所与とし,(3.15)を用いてXを更新する.
3.収東判定:収束基準を満たしていれば終了。そうでなければ 1.へ戻る。
3.3.2 エ ン トロピー正則化 ファジ ィ ε平均法
エントロピー関数による正則化を利用し,κ平均法をファジィ拡張したものがエントロ
ピー正則化ファジィε平均法である(MiyalnOtO&Mukaidono,1997).エントロピー正則
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化ファジィε平均法の目的関数は
尋κν(X,u)=ΣΣ硼陽―島|′+え~lΣΣνttbg場  (3.16)
′=1 1=1                      ノ=1カ=1
とあらわされる.ここでえはえ>0を満たす正則化パラメータである.
メンバーシップパラメータUの最適解はラグランジュ乗数法を用いて求めることがで
きる。制約条件 (3.6)に関して,ソをラグランジュ乗数とすると,ラグランジュ関数は次
のように書くことができる。
κ
Z(U,ソ)=き、Fcル「+ソCΣlν清-1)                   (3.17)
ル=1
Z(U,ソ)をγルで偏微分すると,
T‥ 一馴 毎 が い %の+ソ  御 助
となる。∂Z(U,ソ)/め清=0を解いて
"ノ
た=exp(―え‖Xノ Xー洲12_ぇソ_1)                  (3.19)
を得る。(3.6)を用いると
????
?
?
?
?
?
?
?
?
?
?
?
??
??
???
?
?
?
?
?
??
?
?
??
?
?
?
?
?
?
??
?
となるので,これを (3.
12)}~1 (3.20)
(3.21)
を得る.
また,最適なクラスター中心パラメータXは鳥κνを理 について偏微分すれば
Σクル為
島=二千一一              (3.22)
Σνル
′=1
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より得られる。
エントロピー正則化ファジィε平均法のアルゴリズムは以下のようになる。
0.初期化:パラメータU,Xを初期化する。正則化パラメータえとクラスター数
κを与える。
1.U―step:Xを所与とし,(3.21)を用いてUを更新する。
2.X…step:Uを所与とし,(3.22)を用いてXを更新する。
3.収束判定:収束基準を満たしていれば終了。そうでなければ 1.へ戻る。
3.4 クラスターサイズを考慮したファジィε平均法
κ平均法はクラスターに含まれる個体の数が等 しくなりやすいことが知られている。
そのため,クラスターに含まれる個体の数が大きく異なるように分類されるべき場合で
も,個体の数が等しくなるように分類されてしまうことがある。このような問題に対し
(MiyarnOtO et al.,2008)はクラスターサイズ調整パラメータαを導入して解決を試みてい
る.この方法はクラスターに含まれる個体の数とクラスターの領域が比例するという考え
に基づいている.
クラスターサイズを考慮したファジィε平均法の目的関数は
鳥FcルИ(U,又,α)=ΣΣ 硼 陽 ―島lr十え
~1西
酉
タルbg:: (3。23)
ブ=1 カ=1
で表される.各パラメータには以下の制約が課される。
κ
Σ
夕清 ==l and O≦ν清 :≦ 1,
た=1
κ
Σ αル=l and O≦αル≦1.
(3.24)
(3.25)
ル=1
メンバーシップパラメータUの最適解はエントロピー正則化ファジィσ平均法と同様
にラグランジュ乗数法を用いると
αt cxp(―え|IX′―島|12)
ΣtteXp(-21降一剛r)
′=1
νノル〓
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を得る。
クラスター中心パラメータXもエントロピー正則化ファジィσ平均法と同様で
Ⅳ
Σν清乃
尋=卜1                (3.27)
Σ"ル
ノ=1
となる.
クラスターサイズ調整パラメータαはラグランジュ乗数法を用いて最適解を導出する。
ラグランジュ乗数をソとすると,ラグランジュ関数は
κ
Z(α,う〓恥ルИ+ソ(Σαヵ-1)      (3.28)
た=1
と書くことができる。
Z(α,ソ)をαたで偏微分すると,
屏 ―え-1番舞+ソ      (3.29)
となる。∂Z(α,つ/αた=0を解いて
Ⅳαルソ=え~1lΣ]ν″                          (3.30)
′=1
を得る。(3.25)を用いると
ソ=え~lΣΣ露″       (3。31)Z
′=1 ′=1
となるので,これとΣ延lΣ鷹lν清=Ⅳを(3.30)に代入すると
Ⅳ
1α力〓Ⅳ21νル            (3.32)
ノ=1
を得る.
アルゴリズム全体は以下のようになる。
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0。 初期化:パラメータU,X,αを初期化する。正則化パラメータ えとクラス
ター数Kを与える。
1.U―step:Xとαを所与とし,(3.26)を用いてUを更新する。
2.X―step:Uとαを所与とし,(3.27)を用いてXを更新する。
3.α―step:UとXを所与とし,(3.32)を用いてαを更新する。
4.収東判定:収束基準を満たしていれば終了。そうでなければ 1.へ戻る.
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??4第
K平均法における変数選択法の開発
4.1 はじめに
多くの場合,デー タにはクラスター構造に関係する本質的な変数と,クラスター構造に
は関係ない変数が混在している。K平均法はそのようなデータセットを扱 うことはできる
が, どの変数が本質的で,どの変数が不要であるかということまで判別することはできな
い。この問題に対処する方法は2つ有る。一つは主成分分析などの次元縮約法を用いて,
データ構造を抽出する方法である。しかしながら,このアプローチは元々の変数ではな
く,合成された成分をもとに結果を解釈しなければならないため,使いにくい面もある。
もう一つの方法は変数選択を行うことである。このアプローチは変数の重要性がパラメー
タの数値として表現されるため解釈が容易である。
回帰分析,判別分析などの外的変数が存在する分析法において,変数選択は活発に研究
されている。しかし,クラスタリング分野においてはさほど研究が進んでいない。本章で
はκ平均法におけるデータ構造に関係の無い変数を検出する方法を提案する。
データ行列をⅣ×PのX=(χヴ)とする。ここでχヴは'番
目の個体 (′=1,"¨ハ)のブ
番目の変数 σ=1,"¨P)を意味する要素である。U=(γ清)はメンバーシップ行列を示
し,α清は,番目の個体がクラスターく=1,"¨K)に所属する程度を表している。そして,
X=(島)はK×Pのセントロイド行列を表し,クラスターの重心を意味する。
κ平均法の目的は以下の目的関数
F(U,わ=ΣΣν訓陽―れ|′・
力=l J=1
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を最小にすることであつた。K平均法はセントロイドと個体間の距離を計算する際,すべ
ての変数を等しく扱うため,ある変数が他の変数よりも重要であるような場合を扱うこと
はできなかつた。そのため本研究では変数の重要性すなわち重みパラメータ均 を導入し,
変数ノについて個体′とセントロイドル間の距離を
4り=均(χヴー 島)2 (4.2)
と計算する。
重みパラメータの導入によつて,デー タ構造に関係の無い変数を特定することが可能に
なる.重みパラメータの推定のために,変数選択法の 1つであるLASSO法(Tibshirani,
1996)と同様に正則化法を用いるが,本研究では正則化項としてエントロピー項を用いる。
すなわち,重みパラメータのエントロピーをK平均法の目的関数に付け加える。
エントロピーを正則化項として用いる方法は,ファジィメンバーシップを得るためにメ
ンバーシップパラメータのエントロピーを正則化項としてK平均法の目的関数に付け加
えるファジィε平均法 (MiyarnOtO&Mukaidono,1997)として開発された。本研究で導入
する重みパラメータは,ファジィθ平均法におけるメンバーシップパラメータと同様の制
約を持つため,重みパラメータに対しても同様のアルゴリズムを適用することができる。
重みパラメータの値が0に近い値になるということは,そのパラメータに対応する変数は
クラスタリングには必要ない変数であると言 うことを意味する。
提案方法のすべての重みパラメータが等しい値になつた場合,通常の κ平均法と等し
くなる。すなわち,通常のκ平均法では重みパラメータが等しく固定されており,提案方
法では正則化法によつて [0,1]のファジィな値をとることができるよう拡張していると考
えることができる。Huang,Ng,Rong,&Li(2005)は本章で提案する手法と似たアプロー
チをとり,W―κ平均法を提案している。彼らはBezdek(1980)が提案したべき乗型ファ
ジィε平均法を応用することによって重みパラメータを導入している.
続く節では,提案する方法の目的関数を示し,開発したパラメータ推定アルゴリズムを
提示する。さらに提案手法の有用性を人エデータと実データの解析を通して検証する。
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k=r i=r j=l ノ=1
と定義される。ここでwは均 を要素として含むPxlの変数に対する重みパラメータベ
クトルである。え(>0)は正則化パラメータである.右辺第 1項はクラスター内二乗和を
示しており,第2項は重みパラメータに対する正則化項である。
メンバーシップパラメータUと重みパラメータwには以下の制約がある。
4.2 提案手法
4.2.1 目的関数
本研究で提案する方法の目的関数は
κ Ⅳ P                P
F(u,X,w)=ΣΣΣν″均(χヴーリ2+え~lΣ均るg均,
Σ"″〓1,ν″∈p,1トル=1
この制約は個体はただ 1つだけのクラスターに所属することを意味する。
4.2.2 アルゴリズム
パラメータ(U,X,W)を推定するために, 目的関数 (4.3)
ムを開発した。ただし,えは事前に与えられているとする.
ステップを目的関数の値が収東するまで反復を繰 り返す。
メンバーシップUの最適解は,均の部分を除いて通常の
み付き距離の2乗が最も小さくなるクラスターヘ個体が割 り
(4.3)
(4.4)
(4.5)
を最小化する反復アルゴリズ
各パラメータを求める3つの
κ平均法とよく似ている。重
当てられる。
Σ乃=1,0≦乃 1・
プ=1
この制約は重みの総量 1であり,各変数に分配されることを意味する。もしある変数が
データ構造に関係ない場合,対応する重みパラメータが0に近い値となつて検出すること
が可能になる。
ν′力=
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セントロイ ドXの最適解は,通常のκ平均法と同じである。クラスターに所属する個
体の平均を求めれば良い。
Ⅳ
い
え
ν″χヴ
島〓号戸一          (4.7)
Σν″
′=1
重み係数wの最適解は,ラグランジュ乗数法を用いた制約付き最適化問題を解くこと
によつて得られる。(4.3)は
島=ΣΣタル(χヴーリ2。      (4.8)
た=1 ′=1
を用いて
F(u,又w)=ΣttDJ+′~lΣttbg均,     (4.9)
ノ=1             ブ=1
と書き換えることができる。ラグランジュ乗数をαとすると,ラグランジュ関数は
ψけ,α)=Σ均島+え~lΣttbg均+α(Σ均~1)・   (4.10)
ノ=1             ノ=1            ブ=1
ように書くことができる。ラグランジュ関数 ψけ,α)を均 とαについて偏微分すると,
∂
:,;≒
£2=Dy.ぇ-1(1+10g″3)+α                 (4.11)
P∂ψけ,α)∂α lΣ均-1・       (4.12)
ノ=1
を得る。∂ψけ,α)/∂均=0を解いて
ル7ノ=exp(―え五り)×exp(-1-えα)
が得られ,∂ψけ,α)/∂α=0を解いて
(4。13)
〓?
???
?
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(4.15)
ΣeXp(―えΣΣν清(χ物―れ)2)
″=1      カ=1ノ=1
が得られる。
アルゴリズム全体は次のようになる。
(4.16)
0。 初期化:パラメータを初期化する。クラスター数K,および,正則化パラメー
タえを与える.
1.U―step:Xとwを所与とし,(4.6)を用いてUを更新する。
2.X―step:Uとwを所与とし,(4.7)を用いてXを更新する。
3.w―step:UとXを所与とし,(4。16)を用いてwを更新する。
4.収束判定:収束基準を満たしていれば終了。そ うでなければ 1.へ戻る。
4.3 数値実験
提案手法のクラスタリング精度と局所解の頻度を検討するために数値実験を行つた。
4.3.1 人エデータ生成 と解析方法
想定するデータはクラスター構造を持つ部分(XO)と持たない部分 (X(の)から構成され
る.形式的には
X=IXP,¨"瑚
),XP,¨
"Xア
)]
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のように示される。ここで′はクラスター構造を持つ変数の数であり,9はクラスター構
造を持たない変数の数である。
クラスターサイズ ηたは [30,70]の整数―様分布から発生させた.X(のは平均ベク トル
μた,共分散行列 ν(のIPのP変量正規分布から生成した。平均ベク トルμたは [-10,10]の
実数―様分布から抽出し,各変数の分散 ν(θ)はクラスター間分離度 θ=0.9,群間平方和
SSB〓Σ鷹1′ズ″た一「 ア とし,
ν(の=
SSβ×(1-の
によつて決定 した。X(′)は[…10,10]の実数―様分布から発生させた。全変数の数を
′+7〓10とし,′=8,5,2の3条件を設けた。クラスター数はK=3とした。各条件で
以上の手続きを100回反復し計300個のデータを得た.
各条件で発生 させたデータを用いて,クラスター数はK=3と指定 して提案手
法 と通常の K平均法を適用 した。正則化パラメータ えはそれぞれの条件で え=
0.0001,0.0005,0.001とした。初期値を 50セット用意 し,目的関数が最も小さくなつ
たものを解として採用した。
4.3.2 結果と考察
表 5にクラスタリング精度の指標であるAttusted Rand lndex(ARI:Hube■&Arabic,
1985)と局所解の頻度を示す。ARIは2つの分割結果間の類似性の指標であり,分割結果
が完全に一致したとき上限の 1をとる。ARIの値は,クラスター構造を持つ変数が少な
くなる (′の値が小さくなる)と,提案手法,通常のK平均法の両者とも減少する。しか
し,提案手法は通常のκ平均法ほど分類精度が下がらず,高い精度でクラスタリングでき
ることが示された。局所解の頻度は,クラスター構造を持つ変数が多いとき,提案手法は
通常の κ平均法よりも多い。しかし,クラスター構造を持つ変数が少なくなると両手法
の差はほとんど無い。局所解が多いことから,提案手法の実用に当たつては複数の初期値
のセットを用いる必要がある。以上から,提案手法は局所解が多いにもかかわらず,通常
のK平均法よりもよいARIの値を示しており,有用なものとして受け入れられる。
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表5 各条件でのARIの値と局所解の頻度
′=8
lst  h4ed  3rd
′〓5
Med  3rd
′〓2
ⅣIcd  3rdlst
ARI  提案手法
K平均法
局所解 提案手法
κ平均法
.93  .96
.92  .96
9   25
1   4.5
。90   .92
.60   .91
25.8  37.5
3    22.5
.56   .79   .93
.02   .33    .46
38    45    48
40.8  46    48
.98
。98
37
10
.96
.94
45
41
4.4 データ解析
本節では,提案手法の有用性を2つのデータセットの解析を通して示す。
4.4.1 アイリス データ
データセットの1つ日はアイリスデータセット(Fishcr,1936)を用いる。通常のκ平均
法,W‐κ平均法 (Huang et al.,2005)と提案手法の比較を行い,変数選択の観点から考察
を行 う。このデータ行列は 150個体,4変数 (がく片の長さと幅,花弁の長さと幅)で構
成される。各個体は,セトー サ,バー シクル,バー ジニカという3種類のアヤメから50
個体ずつサンプルされたものである。つまり,150個体は50個体ずつ3群に分類される
ことが既知である。
方法
アイリスデータの個体は3群に分類されることが既知であるので,本データ解析におい
ても,クラスター数をK=3と設定する。チューニングパラメータである提案手法におけ
るえとW‐K平均法でのβはそれぞれ え=.2,.1,.05とβ=2,3,4のように設定した。初期
値を50セット用意し, 目的関数が最も小さくなつたものを解として採用した .
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表6 ARIの値と各変数に対する重み係数の推定値
え/β
提案手法 (2)
.1    .05
W‐κ平均法
“
)
2     3     4
κ平均法
ARI
がく片の長さ
がく片の幅
花弁の長さ
花弁の幅
.001  .030
.094  .226
.005  .064
。900  .680
.87   .89   .89
.082  .158  .188
。191  .238  .247
.100  .178  .203
.627  .425  .362
.89.89 .89
.103
. 75
。1 0
.462
73
250
50
50
250
結果と考察
表6はARIの値と各変数ごとの推定された係数を示している。提案手法の観点から見
ると,通常のK平均法では重み係数が変数の数の逆数に固定されていると見なすことが
できる.すなわち,アイリスデータセットの場合は,すべての変数に等しく1/4=0。25の
係数がかかつていると解釈される.ARIに関して提案手法とW‐K平均法はほとんど同じ
値を取つており,同程度の分類性能であることが分かる。また,両手法とも通常のκ平均
法よりも高い値を示しており,通常のK平均法よりよい分類ができることが見て取れる。
係数に関して提案手法は W‐K平均法はよリスパースな値を取つている。この性質は ,
不必要な変数を判別しやすくなるため,変数選択の観点から見ると好ましいものである。
4.4.2 動物評定データ
2つ目のデータセットは動物特徴評定データ(豊田,2008)である。ここでは,提案手法
の挙動を詳細に検討する。動物特徴評定データセットには30種の動物 (表8)に関して
13の特徴 (表7)について評定されており,その値はその特徴を有するか否かの2値で表
現されている。
方法
正則化パラメータをえ=1とし,クラスター数 κを2から5に変化させて提案手法を
適用した。初期値を50セット用意し, 目的関数が最も小さくなつたものを解として採用
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表7 各変数に対する係数の推定値.各列で値が大きい上位 κ個まで網掛けを行つた .
クラスター数 :K
/1ヽ
中
大
2本足
4本足
毛
蹄
タテガミ
コ]
狩猟
走る
飛ぶ
泳ぐ
0.01   0.01
0。00  0.00
0.00  0.00
0.12  0.10
0132  0.24
0.12  0.10
0.00  0。24
0.01   0.01
0:32  0。24
0.00  0.00
0.00  0.00
0.04  0.03
0.04  0.03
0.02  0.02
0. 0  0.00
0.00  0.00
0.08  0.07
0 0  0。18
0.08  0.08
0.20  0.18
0.01   0.01
0.20  0.18
0 1   0.01
0.00  0.00
0.20  0.18
0.02  0.09
した.
結果と考察
推定されたクラスタリング結果と係数を表7,表8に示す。クラスター数がK=2のと
き,ほ乳類と鳥類の2クラスターに分類された。このとき,「4本足」と「羽」の係数の値
が特に大きくなつている.すなわちほ乳類と鳥類に分類するために,「4本足」と「羽」の
情報を他の変数よりも重視していると解釈できる。
クラスター数がκ=3のとき,蹄有りほ乳類,蹄無しほ乳類,鳥類の3クラスターに分
類された。「4本足」と「羽」の他に「蹄」の係数の値が大きくなっている。クラスターを
3つにするに当たり「蹄」の変数を考慮しほ乳類を細分化したと考えられる。
クラスター数がκ=4のとき,蹄有りほ乳類,蹄無しほ乳類,飛ぶ鳥類,飛ばない鳥類
の4クラスターに分類された。変数を見ると新たに「飛ぶ」の係数に大きな値が割 り振ら
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れている。
クラスター数が κ=5のとき,蹄有 りほ乳類,蹄無しほ乳類,飛ぶ鳥類,飛ばない鳥
類,水鳥の5クラスターに分類された.「泳ぐ」に対する係数がわずかではあるが,大き
くなつている.
以上のように,係数の値が大きな変数はクラスターを特徴付けるものであり,分類を行
う上で重要な変数であると解釈できる。逆にOかほとんど0と推定されているような係
数に対する変数は,分類にはさほど有用な情報を持つていないと分かる.
4.5 クラスターサイズを考慮 した変数選択κ平均法の開発
κ平均法はクラスターに含まれるサンプルの数が等しくなりやすいことが知られてい
る。そのため,クラスターに含まれるサンプルの数が大きく異なるように分類されるべき
場合でも,サンプルの数が等しくなるように分類されてしまうことがある。このような問
題に対しMiyallnoto et al.(2008)はクラスターサイズ調整パラメータαを導入して解決を
試みている.この方法は,クラスターに含まれるサンプルの数と,クラスターの領域が比
例するという考えに基づいている。
本章で提案した変数選択をともなつたK平均法も通常のK平均法同様のサンプルサイ
ズの問題を持つため,Miyamoto ct al。(2008)の方法を用いて解決を試みる。すなわち,ク
ラスターサイズ調整機能を有する変数選択をともなったK平均法の目的関数とそのアル
ゴリズムを提案する。
クラスターサイズ調整機能を持つ方法には,メンバーシップ値がクリスプとファジィの
2つが提案されているが,本章は変数に関するパラメータのファジィ化に焦点を当ててい
るため,本節ではクリスプな手法を採用する。しかしながら,クラスターサイズ調整機能
は,エントロピー正則化ファジィσ平均法を基礎とした拡張手法である。したがつて,西
田(2011)で提案された,エントロピー正則化による,変数選択をともなつたファジィK
平均法を基にクラスターサイズ調整機能を導入する.
4.5.1 目的関数
データをⅣ×Pの行列X=(χヴ)とする。Ⅳ とPはそれぞれ個体と変数の数である.ク
ラスター数をKで表し,″たはクラスターたに含まれる個体数とする。提案手法の目的関
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数は
F(u,又w,α)=ΣΣν清乃(χヴー島)2
カ=1 ブ=1 ′=1
P           Ⅳ κ
+λ・ Σttbg均―φ~lΣΣπttbgαヵ
ブ=1
とあらわせる。
U=o清)は個体 Jがクラスター ルに含まれるか否かを示す Ⅳ×Kのメンバーシップ
行列であり,個体 ′がクラスター ルに所属する場合は 1,所属 しない場合は 0となる。
X=(χり)はクラスター ルのセン トロイ ドを示す κ×Pの平均行列である。wは均 を要
素として含むP×1の変数に対する重みパラメータベクトルである.αはαルを要素とし
て含む,クラスタールのクラスターサイズを示すベクトルである.え>0,φ>0は正貝J化
パラメータである。
この目的関数に課される制約は3つある。
(4.17)
(4。 18)
(4.19)
(4.20)
Σν″=l and ν清∈Ю,lL
卜 1
P
Σ均〓l mdO≦均 1,
ブ=1
κ
Σ α″=l and O≦αた≦1.
力=1
制約 (4.18)は,個体はいずれかのクラスターに含まれ,かつ 1つのみのクラスターに
含まれることを意味し,(4.19)は変数への重み付けの総和は 1であり,各変数へ配分する
ことを意味し,(4。20)はクラスターサイズは全体を 1とした比率として表現されることを
示す。
4.5.2 アル ゴ リズム
目的関数 (4.17)の関数を最小にするパラメータU,X,w,αを求める4つのステップ
を反復する交互最適化アルゴリズムを用いる。それぞれのステップでは以下のように最適
解が求まる。
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所属度Uは
γ清={ :| :濶inΣ
〕二4″j(χJ/一χり)2_φ
-110g αル。          (4.21)
によつて得られる。
セントロイ ド行列Xは,
(4。 22)
によつて得られる.
重み係数wは,
κ Ⅳ
eXp(―えΣ Σ νル(χヴー 、ヽ■)2)
た   ノ
(4.23)ルリ =P    κ Ⅳ
】Elexp(―えΣ】Elクル(χ″―民ゝ)2)
プ=1          1   7
によつて得られる。
クラスターサイズ調整パラメータαは
αλ=雨。              (4.24)
により得られる。
アルゴリズム全体は以下のようになる。
0.初期化:パラメータを初期化する。クラスター数K,および,正則化パラメー
タえ,φを与える.
1.U―step:X,w,および,αを所与とし,(4。21)を用いてUを更新する。
2.X…step:U,w,および,αを所与とし,(4.22)を用いてXを更新する.
3.w―step:U,X,および,αを所与とし,(4.23)を用いてwを更新する.
4。 α―step:U,X,および,wを所与とし,(4.24)を用いてαを更新する。
5。 収東判定:収束基準を満たしていれば終了。そうでなければ 1.へ戻る.
?
?
?
??
?
?
〓?
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4.5.3 数値実験
提案手法の有効性を確認するため人エデータによる,数値実験を行う。
人エデータ生成と解析方法
クラスターサイズが偏つた2クラスターを想定する.ここでもクラスター構造を持つ部
分 X(のと,クラスター構造を持たない部分 X(a)を考える。X(′)の部分において,クラス
ターAは平均 (0,0),分散 (0.5,0.5)を持つ2変量正規分布から200個体を発生させ,ク
ラスターBは平均 (1.5,0),分散 (0.2,0.2)を持つ2変量正規分布から100個体を発生させ
た。X(a)として,区間 [-1,2]の連続一様分布から発生させたクラスター構造を持たない
2変数分をクラスター構造を持つ X(のに付け加えた。形式的には
X=IX∫),XP,xr),Xr)]
と書ける。4変数のうち2変数はクラスター構造を持ち,残りの2変数はクラスター構造
を持たないデータとなつている。従って,解析対象は300個体,4変数からなるデータ
セットである。分析対象となるデータの散布図を図3に示す。
κ平均法,変数選択をともなつたK平均法,サイズ調整機能付き変数選択 κ平均法の
3手法を発生させたデータセットに適用した。変数選択をともなつたK平均法のチュー
ニングパラメータはえ=0.01,サイズ調整機能付き変数選択 κ平均法のチューニングパ
ラメータはえ=0.01,φ〓10と設定した。
ARIを用いて手法の精度を評価する。ARIは上限 1を取る指標で 1に近ければ近いほ
どクラスタリング性能が良いことを意味する。
結果と考察
各手法のARIの値を表 9に示す。サイズ調整機能付き変数選択 κ平均法が最も高い値
を示しており,かつ上限の 1にも近く,良い精度でクラスタリングできていることを示し
ている.図4,5,6はクラスタリング結果を色で表現した散布図である (ただし,クラス
ター構造に関係する2変数のみを取り出している).
通常のκ平均法では,変数の重要性や,クラスターサイズが考慮されないため,小さい
クラスターの領域が過大になっている.変数選択をともなつた κ平均法では,表9に示
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されているように,クラスター構造を持つ第 1変数と第2変数への係数の値wが大きく
なつており,変数の重要性を考慮した結果となつている。通常の κ平均法よりも改善さ
れているが,クラスターサイズが考慮されないため,まだ適切とは言えないクラスター領
域となっている。
今回提案したサイズ調整機能付き変数選択K平均法は,変数の重要性や,クラスターサ
イズが考慮されるため,真のクラスター構造をほぼ特定できた。変数への重み係数 ″は
変数選択K平均法とサイズ調整変数選択 κ平均法では同じ傾向の値を示した。真のクラ
スターサイズの比は12であるが,その推定値であるクラスターサイズ調整パラメータα
の比は 1:1.88となっており,良い結果であつた (表9).
4.6 まとめ
正則化法を用いた変数選択をともなったK平均法を提案 し,パラメータを推定するた
めの反復アルゴリズムを開発 した。数値実験から提案手法は通常のK平均法よりもよい
成績を示すことが分かつた。しかしながら,提案手法は局所解が多いことも示された。そ
のため,提案手法を用いる際には,通常のκ平均法で用いるよりも多くの初期値のセット
を用いて,解を求めることが求められる。
アイリスデータの解析結果から,提案手法はK平均法よりもよい成績であり,類似手法
であるW―κ平均法と同程度の分類性能を持つことが示された。係数の推定では提案手法
は W‐κ平均法よりもスパースな値を求めることが可能であり,変数選択を目的とした場
合,望ましい結果を得られることが示された.動物評定データの解析を通じて係数の値が
大きい変数がクラスターを特徴付けていることが示された。このことは係数の値が大きい
変数のみに注目して解釈を行えばよいことを意味しており,通常のK平均法を用いた場
合よりも結果の解釈が容易になる。
変数選択を実行するκ平均法はκ平均法を基礎としているため,κ平均法が持つ問題
点をそのまま引き継いでしまう.そのため,クラスターに含まれる個体の数が等しくなり
やすい。そこでクラスターサイズ調整パラメータを導入し問題の解決を試みた。数値実験
の結果,クラスターサイズに偏りがあるデータセットに対しては,通常のK平均法や変数
選択を実行するκ平均法よりも良い成績を示すことが明らかとなつた。
提案手法の適用に当たつては,正則化パラメータを決定する必要があるが,決定的な方
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法はまだない。そのため,分析者がパラメータの値を変化させて,分析結果を見ながら決
定する必要がある。
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表8 クラスター数K=2,3,4,5でのクラスタリング結果
クラスター数 :κ 3
A B C
4
A B C D
5
A B C D E
2
A B
イヌ
オオカミ
キツネ
クマ
サル
タヌキ
チーター
トラ
ネコ
ハイエナ
ヒョウ
ライオン
イノシシ
ウシ
ウマ
シカ
シマウマ
ゾゥ
ブタ
ペンギン
ダチョウ
ニフトリ
カナリヤ
スズメ
タカ
フクロウ
ワシ
ハ ト
フ′ヒル
ガチョウ
1
1
1
1
1
1
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表9 各手法のARI値とパラメータの推定値
κ平均法 変数選択 κ平均法 サイズ調整変数選択 κ平均法
ARI
Wl
″2
w3
″4
α l
α2
0。66 0.70
0.446
0。409
0.073
0.072
0。95
0.430
0。420
0.076
0.074
0。347
0.653
52
第5章 データ行列の最小二乗近似によるファジィクラスタリング法の開発
第
??5
データ行列の最小二乗近似による
フアジィクラスタリング法の開発
5.1 はじめに
K平均法(MacQueen,1967)はクラスタリング手法のうち,最もよく用いられる方法の
1つである。その目的関数は以下のように書くことができる。
F(U,約〓ΣΣ硼降―島lr      (5。1)
力=1 ′=1
ここで,Xはデータ,Uは所属度を示すメンバーシップ,Xはクラスタセントロイ ドであ
る。通常のK平均法において,個体がクラスターに所属するか否かは,2値のメンバー
シップパラメータによつて表現され,あいまいさは無い。
ファジィε平均法はクラスターヘの所属度にあいまいさを認め,0以上 1以下の連続
値をとるメンバーシップパラメータによつて所属度の度合いを表現しようとする方法で
ある。ファジィパラメータαを導入した,べき乗型ファジィε平均法(Bczdek,1980)や,
正則化法を用いたエントロピー正則化ファジィε平均法 (MiyalnOtO&Mukaidono,1997)
は,κ平均法の目的関数に手を加え,それぞれ
F(U,わ=ΣΣν
"降
―尋lr      (5.2)
力=1 ′=1
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κ  Ⅳ κ  Ⅳ
rru, D = I I uirllxi - ikl] * )-t L\u,otogr,o (5.3)
力=1 ノ=1
のように目的関数を定義し,ファジィメンバーシップの推定を可能としていた。目的関数
を変形させなければならないのは,元々 の κ平均法の目的関数も,制約条件も線形のた
め,最適解が制約条件の端点として与えられるため,メンバーシップパラメータがファ
ジィになり得ないためである。
K平均法の目的関数は行列ベースで表記できる(e.g.足立,2011).本章では目的関数を
F(U, x) = llx - UXl2 (5。4)
のように行列を用いて書き,これを元に議論を進める。提案手法は,行列表記の目的関数
を用いて,メンバーシップパラメータをリパラメ トライズすることにより,目的関数に
ファジィパラメータや正則化項を加えることなく,直接ファジィなメンバーシップを推定
する。すなわち,デー タ行列を2つのパラメータ行列の積によって近似する,ファジィク
ラスタリング法を提案する。ファジィσ平均法ではファジィネスを調節するチューニング
パラメータを事前に設定しなくてはならないが,提案手法には,そのようなチューニング
パラメータは存在せず,分析者が決める必要がない。
5。2 案手法
5.2.1 目的関数
Xを′(個体)×″(変数)のデータ行列とする。データ行列を4(個体)×ε(クラスター)の
メンバーシップ行列Fと″(変数)×ε(クラスター)の係数行列Aの積によつて近似するこ
とを考え, 目的関数
F(F,A)=‖X―FA′|12
を最小化することを目的とする。ここでF=cヵ)は次の制約を満たす.
Σん=1,ん∈p,1]・
(5。5)
(5.6)
た=1
すなわち,個体 Jがクラスター たに所属する程度は,0以上 1以下の連続値によつて与え
られ,所属度の合計は 1となる.
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5.2.2 アルゴリズム
パラメータAを推定するステップと,Fを推定するステップを繰り返す交互最小二乗法
を用いる。
A―ステップ
Aには制約がないため,その推定値は回帰問題を解 くことによつて,次のように得 ら
れる。
A′〓(F′F)~lF′X                   (5。7)
F ス¨テップ
Fの推定では, 目的関数を
ΣI区-lA′lr         (5。8)
ノ=1
のように書き換え,個体′ごとに1を求める。
制約 (5。6)を満たすため,F〓σ紛 を
ん=Σた14            (5。9)
のようにリパラメトライズし,|IX,-lA′|12を最小にする1を求める.
アルゴリズム全体は以下のようになる。
0.初期化:パラメータを初期化する。クラスター数 εを与える。
1.A―step:Fを所与とし,(5.7)を用いてAを更新する。
2.F―stcp:Aを所与とし,1障;―ギA′|′ を最小にする島を求める.
3.収束判定:収束基準を満たしていれば終了。そうでなければ 1.へ戻る。
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表10 提案手法と主成分分析の制約条件
制約条件     提案手法 主成分分析
rank FA′≦ρ≦r=rank X   ×     ○
Σl=1ん=1,ル∈[0,1] ○   ×
5.3 関連手法
本提案手法はK平均法を直接ファジィ拡張を行った手法であるが,主成分分析とも関
連がある。両手法とも目的関数は
F(F,A)=‖X―FA′|12
と表される。両手法の定式化はデータ行列を2つのパラメータ行列の積によつて近似する
という点において全く同じである.
表 10に示すように,両手法の異なる点は制約条件である。提案手法はクラスタリング
手法としての制約のみが課されている。すなわち,Fの行和は 1になり,ルは0以上 1
以下の値を取るという制約で,主成分分析には無いものである。
それに対して,主成分分析ではデータ行列の低階数近似が目的であるから,2つのパラ
メータ行列の積はデータ行列よりも階数が小さいという制約が課される。この制約は提案
手法には課されない。パラメータFはクラスタリング手法ではメンバーシップと呼ばれ,
主成分分析では成分得点と呼ばれる。
5.4 数値実験
提案手法の挙動を確認し,パラメータが解釈可能か検討を行 う。
5.4.1 人エ デー タ生成 と解析 方法
3つのクラスターを想定し,ユニークな平均と分散共分散
μl〓(0,2),μ2=(~2,-2),μ3=(2,-2)
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図7 提案手法によつて推定されたメンバーシップ値を用いて色分けを行つた人エデータの散布図
Σl = llil  ll, Σ2= 1018  0181, Σ3 = |_:.8  ~l・
81
を持つ3つの2変量正規分布から各30の個体を発生させた (図7,8)。すなわち,分析
対象となるデータセットは90(個体)×2(変数)のデータ行列である。
クラスター数c=3として提案手法を適用した。また比較対象としてべき乗型ファジィ
c平均法も同じ人エデータに対して適用した.このとき,ファジィパラメータはα=3と
設定した。
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0
diml
図8 ファジィθ平均法によつて推定されたメンバーシップ値を用いて色分けを行つた
人エデータの散布図
5。4.2 結果 と考察
提案手法によつて推定されたメンバーシップパラメータFの値を赤,緑,青の3色に
変換して散布図の個体に色づけを行つたものを図7に示す。色が明るいほど,特定のクラ
スターに対するメンバーシップ値が高いことを示しており,色が暗いほど,複数のクラス
ターにメンバーシップ値が分配されていることを示す.この図においては,原点付近に位
置する個体ほど混色されて色が暗くなつており,個体の所属が曖味になつていることがわ
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かる。一方,布置の周辺に位置する個体ほど色が明るくなつており,特定のクラスターの
みに所属することを示している。
べき乗型ファジィθ平均法によつて推定されたメンバーシップパラメータUの値を赤 ,
緑,青の3色に変換して散布図の個体に色づけを行つたものを図 8に示す。この図にお
いても,提案手法と同様に原点付近に位置する個体ほど色が暗くなっており,個体の所属
が曖味になっていることを示す。しかし,布置の周辺に位置する個体も色が暗くなってお
り,所属度が低くなっている.
両者の違いはもう一つのパラメータ,提案手法における係数行列Aとべき乗型ファジィ
θ平均法におけるセントロイ ドXから考察できる.図7,8において,提案手法で推定さ
れたAとべき乗型ファジィε平均法で推定されたXを「*」 によつてプロットした。
べき乗型ファジィε平均法において,セントロイ ドXはメンバーシップによつて重み
づけられたクラスター平均であり,セントロイ ドに近い個体ほど大きなメンバーシップ値
を取る。そのため,クラスターが隣接する箇所ではなくとも,所属クラスター中心から離
れていれば,所属度が下がつてしまうことがある。
一方,提案手法においては係数行列Aはクラスター中心ではなく,クラスターに所属す
る個体の分布方向を示す。そのため,個体のメンバーシップ値は,自身から最も近いクラ
スターを除いた他のクラスターから離れていればいるほど,所属クラスターヘの所属度が
高くなる.
提案手法はべき乗型ファジィι平均法とは異なるメンバーシップ値を与えるが,このよ
うな結果の方が解釈しやすい場合もある.したがつて,提案手法はファジィクラスタリン
グ法として,有用であると考えられる。
5.5 データ解析
提案手法と主成分分析を比較しながら,その類似点と相違点について検討を行う
5.5.1 データと解析方法
成績データ(田中。垂水,1995)に対して,提案手法を適用する.このデータは高校生50
人の6科目の試験成績である。変数は国語,英語,社会,数学I,数学 Ⅱ,理科の6科目
となつている.変数ごとに標準化を行い,クラスター数 ε=2,3として提案手法を適用し
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表H 主成分分析によつて得られた主成分負荷量
成分1 成分2
(負の総合)(文理)
国語
英語
社会
数学 I
数学H
理科
-0。54   …0.58
-0。62   …0.45
-0。59   -0.51
-0。80    0.36
-0.85    0.28
0¨.73    0.51
た.初期値を50セット用意し, 目的関数が最も小さくなつたものを解として採用した。
同様のデータに対し主成分分析を適用したところ,固有値が2.919,1.263,0.672,0.585,
0.363,0。198のように得られた。値が 1以上であることと値の減衰を考慮して第2主成
分までを採用した。なお,解の回転は行つていない.
5.5.2 結 果 と考察
はじめに,主成分分析の結果から解釈を行 う。表 11に示す成分負荷量を見ると,第1
主成分負荷量は全ての変数で負の大きな絶対値となつている。したがつて,第1主成分は
総合能力と解釈できる。第2主成分負荷量は理系科目に対して正の大きな絶対値,文系科
目に対して負の大きな絶対値を持つ。したがつて,第2主成分は文系と理系を示す軸で
あると解釈できる。次からは,提案手法の結果を主成分分析の結果と比較しながら解釈を
行つていく。
クラスター数 ι=2のとき
提案手法によつて推定されたパラメータAの値を表 12に示す。クラスター 1に関する
係数は全て正の値,クラスター2に関する係数は全て負の値となつており,それぞれ正の
総合能力,負の総合能力を示していると考えられる。したがつて,個体は,総合能力が高
いクラスターと低いクラスターに分類されていると考えられ,パラメータFは個体がクラ
スターに所属する程度と解釈できる。
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表 12 提案手法で推定されたパラメータAの値 (θ=2)
Cl C2
(正の総合)(負の総合)
国語
英語
社会
数学 I
数学H
理科
1.17
1。36
1.28
1.74
1.85
1.59
…1.09
-1.26
-1.19
-1.62
-1.72
-1.48
表 13 提案手法 (θ=2)によつて得られたFと主成分分析によつて得られた主成分得
点との相関係数
成分1 成分 2
(負の総合)(文理)
■(正の総合)
f2(負の総合)
…1.00    0.00
1.00    0.00
提案手法を主成分分析のように解釈するならば,Aはクラスターと変数の関連の強さ
を,Fはクラスターに関する個体得点を示していると考えられる。提案手法にはFの行和
が 1という制約があるため,c=2の場合,クラスター 1とクラスター2は真逆の特性を
持つと考えられる。すなわち,実質的には 1次元の特性を表と裏から見ているのと同じで
ある。この性質は,Fが相関係数において第 1主成分得点と一致することからも示唆され
る (表13).
クラスター数 θ=3のとき
提案手法によつて推定されパラメータAの値を,表14に示す.クラスター 1に関する
係数は,全ての科日で負の大きな値を示しており総合能力を示していると考えられ,総合
能力が低いクラスターであると解釈できる.クラスター2に関する係数は,理系科目に大
きな値,文系科目に小さな値を示しており,理系科目が得意なクラスターであると考えら
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表 14 提案手法で推定されたパラメータAの値 (θ=3)
CI  C2  C3
(負の総合)(理系)(文理)
国語
英語
社会
数学 I
数学 Ⅱ
理科
-2.74
-2.80
…2.79
…2.03
-2.33
…1.55
0.28    2.73
0.88    2.16
0.62    2.42
3.50   -1.46
3.47   -1.10
3.66   -2.17
表 15 提案手法 (θ=3)によつて得られたFと主成分分析によつて得られた主成分得
点との相関係数
成分1 成分 2
(負の総合)(文理)
ム (負の総合)
ち (理系)
亀 (文理)
0.92    0.40
-0.87    0.49
-0。13   -0.99
れる。クラスター3に関する係数は,文系科目に正の大きな値,理系科目に負の大きな値
を示しており,文系科目が得意で理系科目が苦手なクラスターであると解釈できる。
表 15に,提案手法によつて得られたパラメータFと,主成分分析によつて得られた成
分得点との相関係数を示す。ムは特に成分得点 1と相関が高い。f2は成分得点 1と相関
が高いが,成分得点2とも相関がある.亀は成分得点2と非常に高い相関がある。成分 1
は負の総合能力,成分2は文理能力であつたため,先ほどのクラスター 1が負の総合能
力,クラスター2が理系能力,クラスター 3が文理能力を示しているという解釈と整合
する。
以上より,提案手法のパラメータの解釈は,主成分分析による解釈と整合的であること
が示された。
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5.6 まとめ
データ行列を2つのパラメータ行列の積によつて近似する新たな方法を提案 した。ま
た,提案手法の目的関数を最小化するアルゴリズムを提案した。提案手法は制約は異なる
が,主成分分析と同じ定式化を行っている。そのため,κ平均法と主成分分析の両方の特
徴を持つた中間的手法と位置づけられる.cの値 (クラスター数)は事前に決めなければ
ならいのはκ平均法や主成分分析と同様であるが,その取り得る範囲はK平均法と同様
1≦σ≦れであり,主成分分析とは異なる.
数値実験とデータ解析により,次の2点が示された。1つは,パラメータFは0から 1
の値を取るという制約が有るため,ファジィクラスタリングにおけるメンバーシップとし
て解釈できる。もう1つは,パラメータAはK平均法と異なリクラスター重心とはなら
ず,主成分分析における負荷量のようなクラスターと変数の関連の強さを示す値となつて
いる。以上より,提案手法はファジィクラスタリング手法であると同時に,変数の数であ
る″次元のデータ空間に,クラスター数であるc本の軸を構成 し,個体を0から1の間
で得点化する手法であると考えることができる。
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??6第
次元縮約をともなうファジィK平
均法の開発
6.1 はじめに
個体のクラスタリングを行 うにあたつて,いくつかの変数はデータに内在するクラス
ター構造には関わり無いと考えられる場合や,変数の数が多い場合,はじめに主成分分析
を行い主成分得点を求め,その主成分得点の分類を行 うという方法が取られることがあ
る。しかし,このような2段階の手続きは「タンデム」な方法と呼ばれ批判も多い(Arabie
&Hubc■,1994;De Soete&Carroll,1994;Vichi&Kicrs,2001)。主成分分析を用いて次元
を縮約する際に,クラスター構造に関する情報が欠落するため,主成分得点を分類しても,
真のクラスター構造を推定できない可能性が指摘されている。タンデムな方法を用いるこ
とで起こる問題を解決する方法として,次元縮約とクラスタリングを1つの基準の最小化
によつて達成する方法が開発されている(De Soete&Carroll,1994;Vichi&Kiers,2001).
本章では,次元縮約とクリスプなクラスタリングを同時に達成する次元縮約K平均法
(Dc Soete&Carroll,1994)をファジィなメンバーシップパラメータを得られるよう拡張
する。メンバーシップをファジィ化することで得られるメリットはいくつかある.通常
のκ平均法はメンバーシップパラメータが離散的であるため,局所解が多いことが知ら
れている。パラメータが連続値になることによつて,局所解の頻度を抑えることができ
る(Hciser&Groenen,1997;Hruschka,1986).さらに,クリスプなクラスタリングよりも
適合度が高くなると考えられる(Hwallg,Dillon,&Takane,2010).また,パラメータの変
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化が漸進的であるため計算上安定している(McBratney&Moore,1985)。何より クラス
ター間の境界が明確でないときファジィメンバーシップはクリスプメンバーシップよりも
実用的である(Bezdek,1981).
本章ではエントロピー正則化法(MiyalnOtO&Mukaidono,1997)を用いてファジィ化を
試みる.K平均法をファジィ化する方法としてBezdek(1981)によるべき乗型ファジィ
クラスタリングが提案されているが,本章でエン トロピー正則化法によるファジィ化の
アプローチを取る理由は,メンバーシップ値の解釈可能性を考慮するためである(Suk&
Hwang,2010).Bezdek(1981)によるべき乗型ファジィクラスタリングもエントロピー正
則化ファジィクラスタリングもメンバーシップ値は0以上 1以下で与えられ,その値が
大きいほどクラスターに所属する程度が高いと解釈される。しかし,べき乗型ファジィ
クラスタリングでの所属する程度 とい うのは何を指すのかが不明瞭である (Laviolete,
Scallnan,B〔re■,&Woodall,1995).それに対し,エントロピー正則化ファジィクラスタ
リングにおける所属する程度は,個体がクラスターから発生する事後確率として解釈でき
る(Tran&Wagner,2000).
本章の構成は以下のようになつている。まず,次節で提案手法のベースとなる次元縮約
K平均法を紹介する.続く節で,提案手法の目的関数を提示し,パラメータを推定するた
めの交互最適化アルゴリズムを示す。提案手法とそのアルゴリズムの挙動を検討する数値
実験を行つた後,提案手法の有用性を示すデータ解析結果を示す。
6.2 次元縮約κ平均法
本節ではクラスラリングと次元縮約を同時に達成する次元縮約K平均法を紹介する。ま
ずはじめに本章で使用する,記号を整理しておく。多変量データ行列をЩ個体)×P(変数)
の行列X=(χヴ)で,個体 Jがどの程度クラスタールヘ所属するかを示すメンバーシップ行
列をP(変数)×K(クラスター)の行列U=(νル)で,P次元の入力空間におけるクラスター
たの平均ベクトルを現=1/鳩Σ延1"ルXJと表す。ただし,鳩=Σ延12清はクラスターたに
所属する個体 ′の個数である.
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次元縮約 κ平均法の目的関数は
恥χズC,D=ΣΣ"洲陽―嘲′       “
■)
ブ=1 カ=1
7V κ           κ
=ΣΣ硼脇―尋|′十ΣAみ||れ―Cttr   (6.2)
′=1 1=1                  た=1
と表される。この関数を最小にするパラメータCとUを求める。ここでCは階数がRの
セントロイ ド行列である.すなわちCに関して
rank(C)=R                    (6.3)
の制約を課す。これは,セン トロイ ド行列がR次元に縮約 されることを示 している.
メンバーシップ行列Uに関して
νノた∈{0,1}                                (6.4)
κ
Σ νブル = 1                                        (6.5)
″=1
の制約を課す。すなわち,個体はいずれか 1つのクラスターのみに所属しなければなら
ない。
目的関数の最適化にはUを最適化するクラスタリングパー トと,Cを最適化する次元
縮約パー トの2つのフェイズを繰 り返し行 うアルゴリズムを用いる。クラスタリングパー
トでは(6.4),(6.5)の制約もとで(6.1)を最小にするUを求める。これはκ平均法のアル
ゴリズムによつて求められる.
場ル={:獄為ゴ<牌~朝′おr′=颯,κ ttd′≠れ  “。
次元縮約パー トでは(6:3)の制約のもとで (6.2)を最適にするCを求める。ここで (6.2)
の右辺第2項を
G(C)=|IW:は一C】r          (6.7)
とする。ただし,Wは対角要素にクラスターサイズ場 が並んだ対角行列 ,
W=diag(M,¨"践)
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である.ここで,URSRVlをW:ズの特異値分解の上位R個の特異値と対応する特異ベク
トルとすると
C〓w一:uRsRvl            (6。9)
を得る.
次元縮約 K平均法は個体のクラスタ リングと次元縮約を同時に行 う手法である
(De Soete&Carroll,1994).K平均法などと同様にあらかじめ,個体をいくつのクラ
スターに分類するか指定しなくてはならない。またいくつの次元に縮約するのかも事前に
指定すべきパラメータである。アルゴリズム全体は次のようになる。
0.初期化:パラメータを初期化する。クラスター数K,階数Rを与える。
1.U―step:Cを所与とし,(6.6)を用いてUを更新する.
2.C―飢cp:Uを所与とし,(6。9)を用いてOを更新する。
3.収束判定:収束基準を満たしていれば終了。そうでなければ1.へ戻る。
6.3 提案手法
本節では次元縮約 κ平均法をファジィ拡張した手法を提示する。提案手法は次元縮約
K平均法の目的関数にエントロピー項を加える正則化によつて,ファジィネスを導入する
(宮本・馬屋原・向殿,1998).
6.3.1 目的関数
提案手法の目的関数は
F/層ⅨXC,D=ΣΣ 笏J陽―CJ′+え4ΣΣ ″ルbgν蔵  
“
■0
ノ=1 カ=1                      ,=1 ″=1
Ⅳ κ           κ
=ΣΣν訓h―島lr+Σ鳩llXt―Cル|′
′=1 ■=1                 た=1
Ⅳ κ
+え
~lΣΣνttbg場       (6.11)
ノ=1 カ=1
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とあらわせる。ここで え>0は正則化パラメータである。この関数を最小にするパラメー
タCとUを求める。その際,以下の制約を課す。
セン トロイ ド行列Cの階数に関しての制約は,次元縮約K平均法と同様 (6.3)である。
メンバーシップ行列Uに関しては,パラメータがファジィ化されるため ,
0≦ッル≦1                         (6.12)
κ
」と二Zイメカ= 1                                 (6.13)
力=1
の制約が課される。以下,提案手法を次元縮約ファジィκ平均法と呼ぶ.
6.3.2 アルゴ リズム
次元縮約ファジィκ平均法におけるクラスタリングパートはUに関して(6.10)の最小
化を行 う。求めるべきUはエン トロピー正則化ファジィε平均法アルゴリズムにより
eXp(―え‖X′―Cル|12)
露″ = ノ (6。14)~;ル   κ
ΣeXp(―川h―嘲わ
ノ=1
と得られる。
次元縮約パー トでは次元縮約K平均法と同様,(6.9)によつてCを得る。
アルゴリズム全体は次のようになる。
0.初期化:パラメータを初期化する。クラスター数 κ,階数R,および,正則化
パラメータえを与える。
1.U…step:Cを所与とし,(6.14)を用いてUを更新する。
2.C―step:Uを所与とし,(6.9)を用いてCを更新する。
3.収束判定:収東基準を満たしていれば終了。そうでなければ 1.へ戻る。
6.4 数値実験
本節では2つの数値実験を行い,次元縮約ファジィκ平均法の挙動を確認する。人工
的に発生させたデータの真のクラスターと,次元縮約ファジィK平均法によつて推定さ
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表 16 ARIの値と局所解の頻度の四分位値
ノイズ変数 QlQ2 Q3
ARI
局所解
れたクラスターの一致度をAttusted Rand lndex(ARI:Hube■&Arabic,1985)によって評
価する。ARIは2つのクラスタリング結果がまったく同じになれば上限 1をとる指標で
ある.なお,次元縮約ファジィκ平均法は所属度が0以上 1以下で与えられるため,ク
ラスターヘの所属度が最も高かつたクラスターを所属クラスターとした。
6.4.1 数値実験 1
数値実験 1ではクラスター構造を形成する変数と,クラスタ構造には関与しないノイズ
変数が混在するデータを用いて,ノイズ変数がクラスタリング精度と局所解の頻度にどの
ように影響するかを検討する。
人エデータ生成と解析方法
数値実験 1で用いた人エデータの作成方法を述べる。想定する真のクラスター数は
K=3である.個体の数は各クラスター 10個の計30個である。データの全次元は 16次
元とし,ノイズの次元の比率が全次元に対して25%,50%,75%の3条件を設けた。つ
まり,25%条件はクラスター構造に関係する12次元と,クラスター構造に関係ない4次
元からデータが構成された。同様に50%条件はクラスター構造に関係する8次元,クラ
スター構造に関係ない8次元から,75%条件はクラスター構造に関係する4次元,クラ
スター構造に関係ない 12次元から構成された .
クラスター構造に関係するデータ行列に関して,平均は3クラスターがそれぞれ,全次
元で0,全次元で2,全次元で-2のベクトルをとり,分散共分散行列は3クラスターすべ
25%
50%
75%
25%
50%
75%
1.00  1.00   1.00
1.00  1.00   1.00
0.81  0.90   1.00
0.00  0.00   0.00
0.00  0.00   1.00
0.00  4.00  21.25
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てが単位行列の多変量正規分布に従 う乱数が用いられた.クラスター構造に関係ないデー
タ行列に関して,平均は全次元で0のベクトル,分散共分散行列は単位行列の多変量正規
分布に従 う乱数が用いられた。各条件ごとに100個のデータセットを作成した.
この真のクラスター構造を持つデータをX`(z)で表し,ノイズのデータをX`(のとして表
す (ただし,Z+」=16)と,数値実験 1で用いた人エデータは真のクラスター構造にか
かわるデータ X′(ι)にノイズX`0を加えたもの
X=[X′(1),・¨,X`(■),Xι(1),…,Xι(の]
と表される.
すべての条件においてクラスター数はK=3,階数はR=2とした。正則化パラメータ
は25%,50%,75%条件のそれぞれでえ=0.07,0.14,0.19として次元縮約ファジィK平
均法を適用した。
結果と考察
次元縮約ファジィκ平均法を適用して得られたARIと局所解の四分位値を表 16に示
す.25%条件,50%条件ではほぼ完全に真のクラスターを再現することができている。
75%条件でも高い精度で真のクラスターを特定することができている。クラスター構造
に関係ないノイズの次元が増えると,局所解の発生率が増えることが確認された。局所解
が多く発生した75%条件でもクラスタリング精度は高く保つており,提案手法は有用で
あると結論づけられる.
6.4.2 数値実験 2
数値実験2ではクラスター間分離度がクラスタリング精度と局所解の頻度にどのように
影響するかを検討する。
人エデータ生成と解析方法
想定するデータはクラスター構造を持つ部分(XO))と持たない部分 (X(a))から構成され
る.真のクラスター数はκ=3とする。XOは平均ベクトルμた,共分散行列ν(のIPのP
変量正規分布から生成した.平均ベクトルμたは […10,10]の実数―様分布から抽出し,各
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表 17 ARIの値と局所解の頻度の四分位値
クラスター間分離度θ QlQ2 Q3
ARI
局所解
0.99
0。90
0.80
0。99
0.90
0.80
1.00   1.00   1.00
0。74   0.84   0.92
0。43   0.54   0.65
5.00   8.00   12.25
1.75   9.50   31.75
29.50  47.50  49.00
変数の分散 ν(θ)はクラスター間分離度 θ,群間平方和SSB=Σ鷹lηた0た一め2
SSB×(1-θ)
ソ(θ):
Arθ
とし,
(6.15)
によつて決定した。X(のは […10,10]の実数―様分布から発生させた。全変数の数を 10と
し,クラスターを構成する変数を5,クラスター構造に関係ない変数の数を5とした.
クラスター間分離度に3つの条件 θ=0。99,0.9,0.8を設け,各条件で以上の手続きを
100回反復し計300個のデータを得た。各条件で発生させたデータを用いて,クラスター
数をκ=3,階数をR=2と指定して提案手法を適用した。正則化パラメータえはそれぞ
れの条件でえ=0.99,0。9,0.8とした.初期値を50セット用意し,目的関数が最も小さく
なつたものを解として採用した。
結果と考察
次元縮約ファジィκ平均法を適用して得られたARIと局所解の四分位値をTable 17に
示す。クラスターが明確に分離しているときは完全に分類することができ,局所解の発生
も少ないことが示された。クラスター間分離度が下がるにつれ,ARIの値が下がり,局所
解も多く発生している。θ=0.8条件の局所解の第3四分位点は49となつており,収束し
た目的関数の値が全て異なる結果となった。クラスター間分離度が低いときは,局所解が
頻発し,高い精度での分類はできないことが明らかになつた。
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6.5 データ解析
6.5.1 アイリスデータ
本節では,アイリスデータ(Fisher,1936)を用いて,提案手法の詳細を検討する。この
データ行列は 150個体,4変数 (がく片の長さと幅,花弁の長さと幅)で構成される.各
個体は,セトー サ,バー シクル,バー ジニカという3種類のアヤメから50個体ずつサン
プルされたものである。つまり,150個体は50個体ずつ3群に分類されることが既知で
ある。
方法
アイリスデータの個体は3群に分類されることが既知であるので,本データ解析におい
ても,クラスター数をκ=3と設定する.正則化パラメータをえ=0.8,次元数をR=2
として提案手法を適用した。初期値を50セット用意し, 目的関数が最も小さくなつたも
のを解として採用した。
結果と考察
図9に2次元空間におけるデータの散布図を示す。各クラスターのセントロイ ドを「*」
で,変数ベクトルを矢印を用いてプロットした.
まず,分類に関して検討する。各個体の色はメンバーシップ値を赤,緑,青の3色に変
換したものである。したがつて,色が鮮やかなほど特定のクラスターヘ所属度が高く,中
間色であればクラスターヘの所属が曖味であることを意味する.図の右側に位置する青の
クラスターは,他の2クラスターとは明確に離れており,ほぼすべての個体が青のクラス
ターに対して非常に高いメンバーシップ値を取つている。赤と緑のクラスターはデータの
分布が連続しており,明確な境界はない。赤と緑,それぞれのセントロイ ドの中間に位置
するような個体は,赤と緑の中間色で塗られており,所属の曖味さが表現されている。赤
と緑,それぞれのクラスターに属する個体でも,セントロイ ドから離れ,周辺に位置する
個体は鮮やかな色でプロットされており,特定のクラスターヘのメンバーシップ値が高い
ことを示している。
次にクラスターの特徴について検討する。変数ベクトルを見ると,横軸は,特に花弁の
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図9 2次元空間における散布図.「*」 はクラスターセントロイドを示し,矢印は変数
ベクトルを表す。
長さ (Petal Length)と花弁の幅 (Petal Width)との関係が大きいが,全変数と大きな関係
がある。それに対して縦軸は花弁 (Pctal)との関係はほとんど無く,がく片の長さ (Sepal
Leng魚)や,特に,がく片の幅 (Sepal Width)関係が大きい。以上より,横軸は花の全体
的な大きさを,縦軸はがく片の大きさを示していると解釈できる。
…1
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表 18 メンバーシップパラメータ行列.3つのクラスターのうち最もメンバーシップ
値が高いセルに網掛けを行つた.
クラスター 1 クラスター2 クラスター 3
ネズミ(子)
ウシ(丑)
トラ(寅)
ウサギ(卯)
ウマ (午)
ヒツジ(未)
サル (申)
イヌ (戌)
イノシシ(亥)
ヒト(人)
カナリヤ (力)
ワシ(鷲)
ペンギン(ぺ)
ダチヨウ(ダ)
ニフトリ(酉)
リュウ(辰)
ワニ (鰐)
ヘビ(巳)
クジラ(鯨)
マグロ(鮪)
イワシ (鰯)
タコ0輸)
0.827
0。940
0:890
0,759
01973
01,913.5
01691
0183‐5
0.9‐36
0:415
0.010
0.014
0。105
0。371
0。067
0.027
0.017
0。016
0.018
0.000
0。000
0.041
0。166
0.054
0。100
0。235
0。026
0.063
0。283
0。153
0.061
0。329
0:988
0:983
0:781
0.623
0。929
0.017
0.127
0.058
0.031
0。001
0.002
0.021
0.007
0.007
0.010
0.006
0.001
0.002
0.027
0.012
0.003
0。257
0.002
0.003
0.114
0,006
0.004
0。956
0:856
0.926
01950
0.999
0。998
0。937
6.5.2 動物評定データ
本節では曖味さが積極的に解釈に有用であることを例示する.22種類の動物
ウシ, トラ,ウサギ,ウマ,ヒツジ,サル,イヌ,イノシシ,ヒト,カナリヤ,
??，?
?
????，
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表 19 2次元空間における変数ベクトル
次元 1 次元 2
大きさ  -0.190 -0。302
走る  0.613 -0.458
飛ぶ    0.113   0.648
泳 く゛   -0.679  -0.068
体毛    0.884  -0.017
朋゛     0.372  -0.383
研骨     0。395  -0.346
】]     0.327   0.878
驚準    -0.736  …0.082
月市い平り貶   0.553   0.091
ンギン,ダチョウ,ニフトリ,ワニ, リュウ,ヘビ,クジラ,マグロ,イワシ,タコ)に
関して,10個の特徴 (大きさ,走る,飛ぶ,泳ぐ,毛,足,蹄,羽,鱗,肺呼吸)につい
て評定されたデータを用いる.10個の特徴のうち,はじめの 5個は,対象の動物がその
特徴を「とても良く有する」から「まったく有しない」までの5段階で,残りの5個につ
いては,「足」は足の本数,「蹄」は蹄の数;「羽」,「鱗」,「肺呼吸」は特徴を有するか否か
の2値によつて評定されている。
方法
解の解釈可能性と,可視化できることを考慮して,クラスター数K=3,階数R=2,
正則化パラメータえ=0.3として提案手法を適用した。データ行列には変数ごとに標準化
したものを使用した。初期値を50セット用意して最も目的関数が小さくなつたものを解
として採用した。
結果と考察
まず,どのように個体が分類されたかを検討する.メンバーシップ行列を表 18に示す。
3つのクラスターのうち最もメンバーシップ値が高いセルに網掛けを行つた。3つのクラ
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図10 2次元空間における22種の動物の布置
スターは,およそ哺乳類,鳥類,魚類・爬虫類であることがわかる。「ウマ」や 「イノシ
シ」,「カナリヤ」や 「ワシ」,「マグロ」や 「イワシ」などは特定のクラスターにのみ高い
メンバーシップ値が割 り当てられており,これらの動物は各クラスターの特徴をよく反映
している典型的個体といえる。それに対して「ペンギン」,「ダチョウ」,「ヒト」,「サル」
などの動物には2つ以上のクラスターにまたがつてメンバーシップ値が多く割 り当てられ
ている。これらの動物は各クラスターの特徴を多く共有するため,クラスター間の境界に
位置し所属が曖味な個体といえる。
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次に,クラスターの特徴について検討する。2次元空間における個体の布置を図 10に
示す (表18の動物名の後のカッコ内の一字によつてプロットした).各個体の色はメン
バーシップの値を赤,緑,青の3色に変換したものである。したがつて,ファジィな個体
ほど中間色でプロットされる。図 10の横軸,縦軸は 10個の変数から新たに合成された2
つの次元である.表19に2次元空間における変数ベクトルを示す.横軸と関係が大きい
変数は「泳ぐ」,「鱗」,「肺呼吸」,「体毛」,縦軸と関係が大きい変数は「羽」,「飛ぶ」,「大
きさ」である。「走る」,「脚」,「蹄」は両方の軸に同程度影響していることがわかる。以
上から,横軸は水棲か否かを,縦軸は空を飛ぶか否かを示す軸と解釈できる.
以上より,提案手法は,個体を強制的にクラスターヘ分類するのではなく,そのまま
ファジィなメンバーシップ値を与えることにより,所属が曖味な個体を発見できることが
示された。また,次元縮約により個体の分布を可視化できるため,解釈を行いやすいこと
が示された。
6.6 クラスターサイズを考慮した次元縮約ファジィκ平均法
の改良
第4章5節での問題意識と同様に,クラスターに含まれるサンプルの数が大きく異なる
ように分類されるべき場合でも,サンプルの数が等しくなるように分類されてしまうこと
を避けるため,次元縮約ファジィK平均法にMiyalnoto ct al.(2008)のクラスターサイズ
調整パラメータを導入して解決を試みる。すなわち,クラスターサイズ調整機能を有する
次元縮約ファジィκ平均法の目的関数とそのアルゴリズムを提案する。
6.6.1 目的関数
提案手法の目的関数は
Ⅳ  κ Ⅳ  κ
F(C,U,α)=ΣΣ α洲陽 ―CJr十え
~1番
西
αtt bg::
ノ=1 カ=1
Ⅳ  κ Ⅳ  κ
(6.16)
Σ Σ ν清1降―島|′+Σ馬 |1最―CJ′+え
~1西
西
νルbg新(6.17)
′=1 た=1                 ″=1
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とあらわせる。この関数を最小にするパラメータC,U,αを
rank(C)=R,
κ
Σ ν清=l and O≦勿清:≦ 1,
た=1
κ
Σ αル=l and O≦αヵ≦1.
卜 1
の制約のもとで求める.
6.6.2 アルゴリズム
所属度タルは(6.16)を最適化することにより
αt exp(―え|IX′―Cた|12)
ν″ =
(6.18)
(6。19)
(6.20)
(6。21)
Σ%CXp(―型陽―りr)
ノ=1
と得られる。
階数Rのセントロイ ド行列Cは(6.17)を最適化することにより,次元縮約ファジィκ
平均法と同様に
O=w―:uRsRv負 (6.22)
を得る。
クラスターサイズ調整パラメータαは
Ⅳ
1αた=井】Elν′ル                           (6。23)
′=1
により得られる。
アルゴリズム全体は以下のようになる.
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0。 初期化:パラメータを初期化する.パラメータを初期化する。クラスター数
K,階数R,および,正則化パラメータえを与える。
1.U―step:C,αを所与とし,(6.21)を用いてUを更新する。
2。 C―step:U,αを所与とし,(6。22)を用いてCを更新する.
3.α―step:U,Cを所与とし,(6.23)を用いてαを更新する.
4.収束判定:収東基準を満たしていれば終了.そうでなければ 1.へ戻る。
6.6.3 データ解析
前節と同じ動物データに対して,クラスターサイ
均法を適用する.パラメータの設定も前節と同様 ,
則化パラメータをえ=0.3とした.
ズを考慮した次元縮約ファジィK平
カテゴリ数をκ=3,階数をR=2正
図 11に2次元空間における個体の布置を示す。各個体の色はメンバーシップパラメー
タUの値を赤,緑,青の3色に変換したものである。クラスターサイズ調整機能を有す
る次元縮約ファジィκ平均法では図 10に示した次元縮約ファジィK平均法に比べ,全
体的な個体布置は変わつていないが,緑のクラスターサイズが小さくなっていることがわ
かる。
緑のクラスターは鳥類に相当すると解釈されるが,鳥類の個体は他の2クラスターよ
りも個体数が少なく,ニワトリ,ペンギン,ダチョウのように,鳥類の典型ではない個体
も多く含まれている。このようなデータの場合,ファジィな手法を用いても,適切なメン
バーシップ値を得られるとは限らない。クラスターサイズ調整機能を有する次元縮約ファ
ジィK平均法を用いると,クラスターサイズを柔軟に変化させ,ニワトリやペンギン,ヒ
トといつた動物のファジイさをうまく表現できている.
6.7 まとめ
本章では,個体のクラスタリングと変数の次元縮約を同時に達成する次元縮約 κ平均
法をエントロピー正則化によリファジィ化し,クラスターヘの所属が明確でない個体を表
現できる次元縮約ファジィκ平均法の目的関数を提案し,パラメータの推定アルゴリズ
ムを開発した。
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図11 2次元空間における個体の布置
数値実験により,クラスター構造に関係 しないノイズ変数が加わっても,高い精度でク
ラスタリングすることができるが,クラスター間分離度が下がるとクラスタリング結果に
大きく影響することが示された。データ解析結果から,クラスターが明確に分かれていな
いとき,ファジィなメンバーシップ値が解釈に有用であることが示された。
さらに,クラスターサイズを調整する機能を有した次元縮約ファジィκ平均法の目的
関数を提案しパラメータの推定アルゴリズムを示した。この手法により,κ平均法の問題
点であり,その拡張手法である次元縮約ファジィK平均法においても問題となるクラス
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ターサイズが均等に分類される傾向を解消することができる。データ解析によりその有用
性が示された。
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??7第
本論文内で提案された手法については,それぞれの章で考察を行つたが,本章では章を
超えて得られる知見について考察を行 う。各提案手法は,全てパラメータのファジィ化を
ともなつたクラスタリング法である。まず,提案手法を総括し,デー タ解析手法としての
位置づけを考察する。次に,提案手法をデータ解析手法としてではなく,認知モデルとし
ての解釈可能性を探る。最後に計量心理学における分類について展望を述べる。
7.1 総括と提案手法の位置づけ
本節では第4章から第6章で提案されたクラスタリング手法の総括を行い,クラスタリ
ング手法もしくは多変量データ解析手法としての位置づけについて考察する。
多変量データ解析手法は様々な観点から分類できる。例えば,外的基準が有るか無い
か,変数の尺度の水準は何か,変数の個数はいくつか,潜在変数を用いるか否か,などで
ある(柳井,1994)。ほかにも,志向性は探索的か確認的か,主要目的は空間表現か分類か
それとも因果分析か,といつた分類も考えられる(足立,2006).足立(2006)によれば,探
索とは「何か結論を出すというよりも,デー タが有する傾向の概略を発見して,今後の研
究に役立てる」ことを意味する。
クラスタリング手法は,外的変数を用いない教師なし学習による,対象のグループ分け
であり,探索的に用いられる.パラメータがファジィ化されていることは,探索的に用い
られるクラスタリングにおいて非常に有用であると考えられる。これまでに提案されてき
た方法と,本論文で提案された方法を,ファジィ化の方法と対象の観点からの整理 した
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表20 ファジィ化の方法と対象によるκ平均法の分類
方法＼対象
べき乗型
エントロピー正則化
リパラメ トライズ
個体パラメータ
べき乗型ファジィε平均法
第6章,正則化ファジイ`平均法
変数パラメータ
W‐κ平均法
第4章
第5章
(表20).
従来,K平均法においてファジィ化の対象 として考えられてきたパラメータは個体
に対 して与えられるメンバーシップパラメータであつた。メンバーシップパラメータ
をファジィ化する方法としてBezdek(1980)によるべき乗型アプローチ,Miyamoto&
Mukaidono(1997)によるエントロピー正則化アプローチが提案されている。第 6章では
エントロピー正則化法を用いて,次元縮約 κ平均法におけるメンバーシップパラメータ
のファジィ化を行つた.さらに第3のアプローチとしてリパラメトライズによるファジィ
化を第5章において提案した。
近年では,解釈可能性の向上を目指し,変数パラメータに対してファジィ化の方法が採
られている(Huang et al.,2005;Nishida,submited).Huang et al.(2005)はべき乗型アプ
ローチを用いて,変数パラメータにファジィネスを導入し,W‐κ平均法を提案 した。本
論文の第4章ではエントロピー正則化による変数パラメータのファジィ化を行った。
7.1.1 変数 に対す るパ ラメー タの ファジ ィ化
研究の初期段階においてデータの変数の数が多い場合,解釈が困難になり,変数を減ら
したい状況が生まれてくる。このようなニーズに対し,第4章で提案した変数選択をとも
なつたクラスタリングが応じられる。
第4章では,K平均法においては潜在的に固定化されている変数に対する係数パラメー
タを顕在化した定式化を行い,ファジィ理論を援用することにより,変数に対する係数パ
ラメータを連続値として推定可能なアルゴリズムを開発した。この方法では係数パラメー
タを解釈することにより,変数選択を可能にし,クラスターの特徴を容易に理解できる。
従来のクラスタリング法においてファジィ化されるパラメータはメンバーシップであっ
たが,本提案手法においては,変数に対する係数パラメータをファジィ化している。この
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係数パラメータは従来のκ平均法では目的関数に表れず,本提案手法が導入したもので
ある。係数パラメータは0以上 1以下の連続値として推定されるため,変数に対する重要
度として解釈することができる。係数の値が0に近ければ,それに対応する変数はクラス
タリングにおいて重要な役害1を果たしていないことになり,係数の値を見ることにより変
数選択が可能となる。逆に係数の値が大きい変数は,クラスターを特徴付ける重要な変数
であると解釈できる.
このような解釈は従来のK平均法ではかなわず,係数パラメータを導入した本提案手
法によつて可能となる。本提案手法の観点から見れば,係数パラメータが目的関数に表れ
ないK平均法は,潜在的に係数パラメータが変数数の逆数に固定されていると解釈でき
る。すなわち,係数パラメータを推定する本提案手法は,K平均法を一般化した解析手法
と位置づけることができる。
7.1.2 個体 に対す るパ ラメー タの ファジ ィ化
探索的にクラスタリングを用いる場合,個体の所属を明確に決めてしまうのは,適切と
はいえない場合がある.クラスターが明確に分離している場合は,クリスプクラスタリン
グを用いてメンバーシップパラメータを推定しても問題無いが,クラスター境界が明確で
ない場合は,クラスターヘの所属をはつきりと決めてしまうのではなく,所属には曖味さ
があることを理解 しながら解釈を行 う方が妥当である。第5章と第6章において,メン
バーシップパラメータをファジィ化した,クラスタリング法を提案した。
第 5章では,行列表現によるK平均法の定式化を用いることによって,従来行われて
きたファジィK平均法とは異なるファジィクラスタリング法の目的関数を提案 し,パラ
メータを推定する交互最適化アルゴリズムを開発した。
K平均法ではメンバーシップパラメータをファジィ化するに当たつて,ファジィパラ
メータの導入や正則化項を用いるといつた目的関数を変形する方法がとられてきた。もち
ろんこれらの方法でも,メンバーシップパラメータをファジィ化するという目的を達成で
きるが,ファジィパラメータや正則化パラメータを解析の事前に決定しなくてはならな
い.しかしながら,これらのチューニングパラメータの決定法は,整備されていない。
本提案手法は行列表現によるκ平均法の定式化を用いることによつて,上記のような
チューニングパラメータなしにメンバーシップパラメータのファジィ化を達成した。した
がつて,分析者が決定しなくてはならない事前のパラメータは通常のK平均法と同様ク
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ラスター数のみである。
また,本提案手法の行列表記による目的関数は,次元縮約法として用いられる主成分分
析と同一である。ただし,主成分分析には階数の制約が課されるが,本提案手法では階数
に関する制約はなく,ファジィクラスタリングとしての制約が課される。このような特徴
から本提案手法は,メンバーシップパラメータを解釈することにより,クラスタリング法
として用いることはもちろんであるが,係数行列を解釈することにより,主成分分析のよ
うに解釈を行 うことも可能である。すなわち,ファジィクラスタリングの特徴と,主成分
分析の特徴を併せ持つた中間的手法といえる.
第 6章では,次元縮約とクラスタリングを単一の目的関数の最小化によつて達成する
次元縮約K平均法を拡張し,ファジィなメンバーシップパラメータを得られるような目
的関数を提案し,そのパラメータを推定する交互最適化アルゴリズムを開発した。クラス
ターが明確に分離していない場合,ファジィなメンバーシップを用いることで,個体がク
ラスター所属する程度が連続値になり,より適切に解釈可能となつた.
次元縮約K平均法は変数が多いデータセットに対してクラスタリングを行いたい場合
に有用な方法である。κ平均法を基礎としているため,そのメンバーシップ値は2値とし
て得られる。本提案手法は,次元縮約K平均法を正則化法により,ファジィなメンバー
シップパラメータを求められるよう拡張したものである.対象のデータに内在するクラス
ター構造が明確に分離している場合は,ファジィクラスタリングを用いても結果の解釈に
おいてはクリスプクラスタリングとさほど変わりない。しかしながら,我々 が手にする
データにはクラスター構造が明確に分離されていないものも多く存在する。このような
データに対しては,ファジィクラスタリングを用いて初めて,その曖味なクラスター構造
を把握できる.
特に,次元縮約 κ平均法のように,低次元空間における表現を目的とした場合,情報が
圧縮されるため,クラスター境界が曖味になる可能性が生じる。本提案手法は,個体がク
ラスター所属する程度が連続値になり,より適切に解釈可能となつた。
7.2 認知モデルとしての教師なし分類学習手法
本論文の目的は,デー タ解析手法としての教師なし分類学習の手法,すなわちクラスタ
リング法を開発することであつたが,本節では教師なし分類学習の手法をデータ解析手法
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ではなく,計算論的認知モデルとして扱 うことの可能性を考察する.
7.2.1 認知機能へ のモデルベー スア プロー チ
認知機能を解明しようとする研究のアプローチには,実験 。調査を用いた実証的アプ
ローチと計算機上で構築されたモデルを用いたモデルベースアプローチに大別される。後
者のモデルベースアプローチはさらに2つに分けられる.一つは記号論的なアプローチで
あり,もう一つは統計学的なアプローチである.
記号論的アプローチは,古典的な認知科学や人工知能研究において用いられていたもの
で,認知プロセスを記号操作として記述するoewell&Simon,1976).代表的な記号論的
アプローチはACT―R(Anderson,2007)である。ただし,ACT―Rは特定の認知機能,プロ
セスに対するモデルではなく,IF―THENルー の組み合わせによつて汎用的に認知機能
を記述しうる統合認知アーキテクチャc eヾWell,1994)であり,細分化された認知機能の研
究の統合を目指すものである。
それに対して,統計学的なアプローチは,数理モデルによつて記述される。人工知能
研究において統計学的アプローチを取り,人間が行つているような学習を計算機によつ
て実現 しようとする分野は機械学習や統計的学習 (BishOp,2006;Hastie,Tibshirani,&
Friedman,2001)と呼ばれる。
人間の認知機能を数理モデル化するという点で,認知科学,認知心理学でなされてきた
数理モデル研究は機械学習に近いものがある.ただし,機械学習で良いとされるモデル 0
アルゴリズムには誤差が小さいことや正答率が高いことが要求されるが,認知科学,認知
心理学で良いとされるモデルは行動・心理実験で得られた結果を記述・再現できるかとい
うことが要求される点においては違いがある。
7.2.2 デー タ解析 と認知機能 の 目的
数理モデルを扱 う心理学関連分野に計量心理学と数理心理学がある。計量心理学は統計
学をバックグラウンドとし,心理データの解析手法の開発を目的とする.数理心理学は心
理学で得られた知見から数理モデルを構築し,心理現象の解明を目的とする (図12)。日
的は異なると言いながらも,両者を厳密に線引きすることは難しい。たとえば,因子分析
は,現在では多変量データ解析手法の 1つとして広く用いられているが,もともとは知
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心理データの解析手法開
統計学
発
猥′ぃ>
Tツ
心 理
心理学
現象の数理モデル構築
図12 数理モデルを扱 う心理学関連分野の関係
能のモデルとして出発した(SpCman,1904)。このような例を考えると,デー タ解析手法
におけるモデルは,特定の認知機能に対するモデルではないが,それを用いて認知機能を
解釈することは可能であると考えられる.その理由として,デー タ解析と認知機能には目
的が同じであるもの多くあることが挙げられる。認知機能の役割には,入力されるデータ
(刺激)に何らかの処理を行い,結果の予測,パターンの発見,情報の圧縮などの目的を
達成することが挙げられる。このような目的はデータ解析においても同様に挙げられるも
ので, 目的を達成するためのデータ解析手法が存在する。すなわち,判別分析,クラスタ
リング,主成分分析などである。
判別分析はクラスラベルとともなつた入カデータからクラス分類法を学習し,未知の入
力があつたときに学習済みの分類法を適用し, どのクラスに分類されるかを予測する.こ
れは心理学における教師あり概念学習といえ,概念識別の数理モデルを構成する際,判別
分析の枠組みを利用できる(Ashby,1992)。概念学習モデルのALCOVE(Kttschkc,1992)
や SUSTAIN(Love,Medin,&Gllrcckis,2004)も変数への注意量をパラメータとして導入
した放射基底関数ネットワークによる判別分析と考えることができる。また,概念学習に
おけるプロトタイプ,イグザンプラーといつた仮説は,混合分布モデルの両極限として表
現できる(Rosseel,2002).より記述的なモデルとして,メタヒューリスティックアルゴリ
ズムを導入したり,誤差の最小化ではなく知識の複雑性を考慮した効用関数を最適化する
概念学習モデルもある(Matsuka,sakalnoto,&Chouchourelou,2008).
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クラスタリングの目的はクラスラベルがない入カデータを少数の群に分類 し,デー タ
のパターンを発見することである。これは,認知機能で言えば教師なし概念生成といえ
る。教師なし分類学習の方法は機械学習などの分野で盛んに研究されている。有名な概
念クラスタリングの手法としてCOB電ヽB(Fisher,1987)がある.COBヽ電Bはcatcgory
utility(Corter&Gluck,1992;Gluck&Co■er 85)と呼ばれる基準を最大化するクラス分
類木を生成するクラスタリングアルゴリズムである。心理学における教師なし概念学習の
確率モデルには,混合正規分布モデルを用いたモデル (Fricd&Holyoak,1984)や,ディ
リクレ過程混合モデルを用いたモデル (Andcrson,1991)がある。また,Pothos&Chater
(2002)は単純原理による教師なし概念形成モデルを構築している。
主成分分析の目的は高次元のデータをなるべく情報を保つたまま低次元の成分で近似す
ることと言える。データの次元を縮約,復元するという枠組みよつて人間のパターン認識
機能も体系づけられると考えられる(乾,1995)。例えば,人間が持つランダム ドット,幾
何学図形,文字,顔などのパターンの類似性表現が主成分分析の結果と非常に似ているこ
とが示されている(乾,1995;Makioka,Inlli,&Yamashita,1996;森崎 。乾,1995).すなわ
ち,視覚情報処理過程が主成分分析と似た性質を持つていることを示唆する。
7.2.3 教師なし概念生成の認知モデルとしてのクラスタリング
我々の周りにあふれている物や現象を認識し,把握するためには少数の群に分けて整理
することが必要である.人間は情報を整理し,必要なときに素早く利用可能にするため,
分類によつて作られた集合にラベルをつけている。この集合は「概念」と呼ばれる。そし
て,概念に含まれる事例や,概念が持つ特性というものは 「知識」と言い換えることがで
きる。松香・本田・吉川 (2010)は「概念の性質を明らかにすることは,我々 が持つ知識構
造という直接的な論題のみならず,人間の認知システムの性質を明らかにしていく上でも
非常に重要である」と述べている.例えば,我々 は概念を用いて帰納的な推論を行つてい
るし(OshersOn,Smith,Wilkie,L6pez,&Shttr,1990),確率判断においても概念や知識が
重要な役割を果たす (HattOri&Nishida,2009;西田・服部,2 11)。このように,概念は思
考の基盤であると考えられる。
概念は古くから心理学の研究対象であり,その話題は多岐にわたるが,最も重要なもの
は概念はどのように形成されるかという概念学習に関する問題である.概念学習も教師ラ
ベルの有無によつて教師あり概念識別 と教師なし概念形成の2つに分けられる.人間が
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概念を獲得する状況は,教師ラベルがない事例からの学習であることも多いであろう。概
念を形成することは事例間の類似性 (もしくは距離)から最適な分割を発見することする
ことに他ならない。つまリクラスタリングと言えよう.心理学的な術語を用いればクラス
ターは概念,個体は事例,変数は特徴と言い換えることができる。
人間が行つている教師なし分類学習をクラスタリングとするならば,その特徴はどのよ
うなものだろうか。多変量解析法としてのクラスタリングとは何が同じで何が異なるのだ
ろうか.おそらく人間が行 うクラスタリングには,少なくとも,概念の曖味さと特徴次元
の選択・縮約という2つの特徴があると考えられる(西田,2010b).
概念の曖昧さ
ある事例を見たときに概念AとBの2つのどちらかに分類するかという問題の場合 ,
Aのほうにも属するような気もするし,Bのほうに属するような気もするという場面は誰
しも経験したことがあるだろう。このように概念構造は曖味さを有すると考えられる。
古典的な概念に関する研究では特徴 とその値 (e.g.足が4本ある,鱗を持つているな
ど)で概念は定義されるとしていた (Brllnet Goodnow9&Austin,1956)。しかし,ある概
念を特徴づけられる,必要十分な定義的特徴は多くの場合存在しない。概念に含まれる平
均的な事例から離れた事例は,同一人物が評定しても,文脈によつて概念に含まれるか否
かの判断が異なってくる(Mcc10Skey&Glucksberg,1978)。したがつて 多くの事例に共
有される複数の特徴が概念を形成させていると考えられる(Rosh&McⅣis,1976)。この
考えは「家族的類似性」とよばれる(Wi■genstein,1958)。すなわち家族的類似性を持つ事
例を,概念としてまとめるためにはファジィな分類が必要となる。
特徴次元の選択 口縮約
例えば,ある生物を見たときにそれをどの概念に分類するかという課題に対して,人間
はどのように振舞つているだろうか。K平均法などのクラスタリング手法においては,分
類対象となる事例が持つ特徴の次元数はあらかじめ与えられており,与えられた全ての特
徴を用いて分類を行 う。
しかし,人間が概念形成を行 う場合には事例のどの特徴を使えばよいかということは事
前にはわからない。また,7±2チャンク程度 (Miller,1956)といわれている短期記憶の
容量に代表される,認知的な限界を考慮すると多くの特徴を用いているとは考えにくい。
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人間は高次元の情報を縮約し利用できるとされており(Markman,1999),概念形成に効果
的な特徴を自ら抽出もしくは次元縮約していると考えられる。
以上のような観点からすると,変数選択や次元縮約による情報の圧縮とファジィクラス
タリングを同時に達成するモデルが,人間の概念形成の認知モデルとして妥当であると考
えられる。
7.2.4 提 案手法 の概念形成 モデル と しての適用可能性
第4章で提案した変数選択をともなうK平均法は,変数がクラスタリングに重要かそ
うでないかを識別できるという点で,上記の特徴次元の選択を達成できる。新たに導入さ
れた変数に対する係数パラメータは,概念識別モデルであるALCOVE(Kmschke,1992)
などで採用されている,選択的注意パラメータと同等であると解釈できる。また,メン
バーシップパラメータのファジィ化も達成できる(西田,2011).
第6章で提案した次元縮約をともなうファジィκ平均法は,変数の次元縮約とファジィ
分類を達成している。したがつて,これらの方法は人間の教師なし概念形成モデルとして
も扱 うことができると考えられる。
人間がどのように情報圧縮しているのか,すなわち次元縮約を行っているのか,変数選
択を行つているのかという方略に関しては実験研究による結果が待たれる。実験的に得ら
れたデータと,これらのモデルによる予測値を照合することで,モデルを修正し,さらに
精緻化することができると考えられる。
しかしながら,認知モデルとして不十分であるところもある.一般に精度とコス トは ト
レー ドオフの関係にある。分類の性能を上げるためには学習時間を増やさなければならな
い.しかしながら,学習時間を増やしても,ある程度以上の精度を得ることは難しい。人
間は学習に無限の時間を費やせるわけではない。したがつて,なるべく短い時間で,ほど
ほどの精度が得られるような学習方略をとつていると考えられる。機械学習や,統計的学
習において,学習は誤差の最小化と考えられていることが多いが,認知モデルにおいては
学習時間などの学習にかけるコス トも,同時に最小化する対象であると考えられる。
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7.3 計量心理学における教師なし分類学習の展望
本論文で提案した手法は,全てκ平均法を基礎としている。そのため,κ平均法にお
いて問題とされる点をそのまま引き継いでいる.しかし,その問題も近年では解決法が提
案されつつある。例えば,K平均法で問題とされてきた,クラスタサイズが均等に分類さ
れる傾向は,クラスタサイズパラメータの導入によつて解決が試みられている。本論文に
おいても,第4章と第6章において提案手法にクラスタサイズパラメータを導入した改良
手法を提案している。以下では,本論文では達成できなかつた問題や課題を述べる。
7.3.1 分類境界 の非線 形化
κ平均法は有用なクラスタリング法であるが,線形分離可能なクラスターしか得ること
ができない。そのため分類境界が非線形の場合でもクラスタリング可能な方法が開発さ
れている。非線形分類境界を得るための有力なアプローチとしてカーネル法がある(赤穂,
2008;右轟水,2010;Vapnik,2000).
元のデータに対して非線形変換を行 うと,非線形特徴や高次モーメントが表現されデー
タの性質をとらえやすくなる場合がある(福水,2010)。したがつて,デー タをもとの空間
から高次元の特徴空間へ写像することを考える。多くの線形のデータ解析は内積計算に
拠つているため,特徴空間における内積を計算することが求められるが,写像をうまく選
択することにより特徴空間における内積がカーネル関数によつて与えられる。よつて,高
次元特徴空間での計算が効率的に行える。これを利用することにより様々な線形のデータ
解析手法を変換後のデータに適用できる。たとえば,(Girolalni,2002)はカーネル法を用
いたデータを高次元特徴空間へ写像して分類を実行し,非線形な分類境界を得るカーネル
κ平均法を提案している。また,メンバーシップをファジィ化したカーネルファジィε平
均法も提案されている(MiyamOtO et al.,2008).
本論文で提案した手法もK平均法を基礎としており,線形分離可能なクラスターしか
得ることができない。カーネル法を用いることによつて,非線形な分類境界を得ることが
できる拡張を行 うことができると考えられる.
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7.3.2 制 約付 きク ラス タ リング
近年,盛んに研究が行われているクラスタリング手法に,制約付きクラスタリング
(Basu,Davidson,&Wagsta■2009)や半教師あリクラスタリング(Chapelle,Schёlkopt&
Zicn,2006)といつたものがある。これらの方法は,デー タに含まれる個体のうちいくつ
かについて所属クラスターに関する事前知識が与えられているときに適用可能な手法で
ある。
その先駆けは,κ平均法において,ある個体とある個体は必ず同じクラスターに所属す
るというmust―link制約や,必ず異なるクラスターに所属するというcalmOt_link制約を導
入 した制約付きK平均法である(Wagstat cardie,Rogers,&Schroedl,2001)。事前情報
として,一部の個体がどのクラスターに所属するかが分かつているときには,クラスラベ
ルが既知である個体のラベル情報が,クラスラベルが未知である個体へ伝播するような方
法が取られることもあるZhou,Bousquet,Lal,Wcston,&Sch61kopf(2004).個体について
の事前情報を用いるのではなく,クラスター構造に関する事前知識を導入することも考え
られる。足立(2011)は,クラスターに所属する個体の数を指定してクラスタリングを行
うサイズ固定クラスタリングを提案している。
我々が手にするデータは,全く外部情報が無いものや,完全に外部情報が付随している
データばかりではない。部分的に外部情報を得られている場合には,その情報を積極的に
用いることでよりよい解析が可能になると考えられる。
7.3.3 クラスタリングをともなつた同時解析
解析法Aで得られた結果に対して,さらに解析法Bを用いることはタンデムな解析と
呼ばれ,推奨されない。そのため,クラスタリングと他の解析手法を組み合わせた単一の
目的関数を定義し,最適化する同時解析手法が多く開発されている。
本論文で扱った次元縮約 κ平均法 (De Soete&Carroll,1994)は,単一の目的関数を最
小化することにより,次元縮約とクラスタリングを同時に達成するものであつた。同じ
目的を持つ手法としてVichi&Kiers(2001)や,多次元尺度法,多次元展開法,および ,
最適尺度法とクラスタリングを組み合わせた手法などがある(Adachi,2000;Bock,1987;
DeSarbo,Jedidi,Cool,&Schcndel,1990;Hciscr,1993)。他にも クラスタリングによつ
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て得られたクラスターごとに回帰分析を行 う手法がある(西田,2010a;Sメ血,1979).
第6章で提案したファジィ次元縮約K平均法は,次元縮約 κ平均法を直接ファジィパ
ラメータを得られるように拡張したものであるが,第4章や第5章で提案したクラスタリ
ング手法と,他の多変量解析法を組み合わせた解析法を考えることもできる。
7.3.4 ク ラス ター数の決 定法
K平均法におけるクラスター数の決定法には,ギャップ統計量 (Tibshirani ct al。,2001)
や CCC(Sarle,1983)といつた方法が提案されているが,未だ定番と呼ばれるものがない。
ファジィクラスタリングの分野においても,様々 なクラスター数決定法が提案されている
(佐藤,2009).例えば,ファジィ共分散行列の行列式やその トレースを用いる方法がある
(Gath&Geva,1989)。しかしながら,一般に受け入れられている方法はない(宮本,2009).
一般に,クラスター数を増やして行けば,二乗誤差の観点による適合度は向上する。極
論すれば,個体の数だけクラスターを考えればデータを完全に説明できることになる。し
かし,分類の考えからして意味の無いことであるし,不必要にモデルを複雑にすることは
避けなくてはならない。したがつて,適合度とクラスター数の両方を考慮 した,クラス
ター決定法の開発が待たれる。
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第 1章序章
分類とは物や現象を種類や性質などの基準により,似たもの同士をまとめ,似ていない
ものを区別することである。分類の目的は多数の対象を把握するために,少数の群に分け
て整理することといえる.分類のための基準を構成することを分類学習という.分類学習
は外的基準の有無によつて,教師あり学習と教師なし学習の2種類に分けられる.分類に
関する研究は,生物学,心理学,統計学など多くの分野で研究がなされてきた。特に,統
計学や心理学の分野でどのような研究が行われてきたかを概観 した。本論文では,分類学
習のうちデータ構造の探索を目的とする教師なし分類学習,すなわちクラスタリングを計
量心理学の立場から扱 う。
クラスタリングの対象となるデータの形式には,個体 ×変数の行列で表現される多変量
データと,個体 ×個体の行列で表現される関連性データがある。本論文で対象とするデー
タは,前者の多変量データである。クラスタリングは外的基準がないため,類似性を用い
て分類を行 う。類似性は距離によつて表現されることが多く,一般的にはユークリッド距
離が用いられる。代表的な3つのクラスタリング法,κ平均法,階層的クラスタリング,
混合分布によるクラスタリングを概観し,それらの特徴をまとめた。
ファジィクラスタリングと呼ばれるファジィ理論を取 り入れたクラスタリング法があ
る.ファジィ理論を用いたクラスタリング技法を発展させることは,理論的にも応用的に
も重要である.特に,探索的に用いられるクラスタリング法は,パラメータがファジィな
連続値で与えられる方が,柔軟な解釈を行 うことができると考えられる。本論文の目的
は,ファジィ理論を用いて結果の解釈を容易にし,より情報を引き出すことができるクラ
スタリング法を開発することである。
第2章数学的準備
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本論文で必要となる線形代数,数値最適化,および解析結果の評価指標に関する数学的
基礎をまとめ,後に続く章の準備を行った.はじめに,行列・ベクトルの表記法,基本演
算,基本的定義を整理し,逆行列,固有値分解,特異値分解などについてまとめた.次に,
パラメータ推定に必要となるラグランジュ乗数法と正則化法を概説した。最後に,クラス
タリングの分類結果の評価指標となるAttusted Rand lndexを紹介した。
第3章ファジィクラスタリング
通常のクラスタリングでは,個体の集合を互いに排他的部分集合に分割することを目標
とする.ある個体がクラスターに属するか否かが明確な状態である。しかしながら,実際
のデータに関しては,クラスターヘの所属が明確でない状態もある.そのように所属が曖
味な個体を強制的に分類したとしても,デー タから有益な情報を引き出しているとは言え
ない.そこで,クラスターヘの所属が明確でない状態を,そのままを数値で表現すること
を考える。ファジィ集合の概念を用いて,個体がクラスターにどの程度属するかを表現す
る方法が,ファジィクラスタリングである。ファジィクラスタリングに対し,個体の集合
を明確に分害1するクラスタリングは,クリスプクラスタリングと呼ばれる。
K平均法はメンバーシップパラメータに制約があつたため,取り得る値は0か1に限ら
れていた.ファジィε平均法は,メンバーシップ値が0以上 1以下の連続値をとることを
許し,個体がどの程度クラスターに所属するかということを表現できるよう,K平均法の
制約を緩和したものである。ファジィc平均法として様々な手法が提案されているが,本
章ではべき乗型ファジィc平均法とエントロピー正則化ファジィε平均法,さらに,エン
トロピー正則化ファジィθ平均法に,クラスターサイズパラメータを導入して拡張した ,
クラスターサイズ調整エントロピー正則化ファジィε平均法を概観 した。
第4章K平均法における変数選択法の開発
我々が手にするデータにはクラスター構造に関与する本質的な変数と,クラスター構造
には関係のない変数が混在 していることがある.このようなデータにおいては,クラス
ター構造に関与する変数のみを用いて分析を行つたほうが,良い結果を得られる場合があ
る。本章では正則化法を用いたK平均法における変数選択法を開発した.
まず,κ平均法においては潜在的に固定化されている,変数に対する重み係数を顕在化
した定式化を行つた。そして,ファジィ理論を用いることにより,変数に対する重み係数
を推定可能なK平均アルゴリズムを開発 した.数値実験の結果より,提案手法は通常の
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K平均よりも高い精度でクラスタリング可能であり,有用な手法であることが示された。
データ解析の結果より,提案手法は変数に対する重み係数を解釈することにより,変数選
択を可能にし,クラスターの特徴を容易に理解できることが示された。
さらに,本章で提案された変数選択をともなうκ平均法に,クラスターサイズ調整パラ
メータを導入する事により,K平均法の問題の 1つである,クラスターに含まれるサンプ
ルの数が等しくなりやすい傾向を解消する手法を開発した。数値実験の結果,クラスター
サイズに偏 りがあるデータセットに対しては,通常のκ平均法や変数選択をともなうK
平均法よりも良い成績を示すことが明らかとなつた。
第5章データ行列の最小二乗近似によるファジィクラスタリング法の開発
従来のファジィε平均法では,通常のK平均法の目的関数にファジィパラメータの導
入や,正則化項を加えることによつて,もとの目的関数を変形させることにより,メン
バーシップパラメータのファジィ化を達成 していた:本章ではκ平均法の目的関数を変
形させることなく直接ファジィメッンバシップ値を推定する手法を開発 した。したがっ
て,提案手法は,従来のc平均法と異なり,ファジィパラメータや正則化パラメータなど
のファジィ化のために必要なチューニングパラメータを事前に設定しなくてよい。
まず,行列表現によるκ平均法の定式化を用いることによつて,従来行われてきたファ
ジィσ平均法とは異なるファジィクラスタリング法の目的関数を提案した。そして,メン
バーシップパラメータをリパラメトライズすることにより,ファジィメンバーシップを推
定する交互最適化アルゴリズムを開発した。数値実験の結果より,提案手法は,べき乗型
ε平均法とは異なるメンバーシップ値を推定するが,クラスタリング手法としては妥当で
あることが示された.デー タ解析の結果より,提案手法は主成分分析と類似した結果を出
力することが示された.提案手法は主成分分析と目的関数が一致し,制約条件のみが異な
るため,ファジィクラスタリングの特徴と,主成分分析の特徴を併せ持った中間的手法と
いえ,両手法と同様な解釈が可能である.
第6章次元縮約をともなうファジィκ平均法の開発
次元縮約とクリスプクラスタリングを単一の目的関数の最小化によつて達成する次元
縮約 κ平均法がある.クリスプクラスタリングをファジィクラスタリングヘ拡張するメ
リットに,局所解の低減,適合度の向上,計算の安定化,妥当な解釈を可能にする,など
がある.本章では,個体がクラスターから発生する事後確率として解釈できるファジィメ
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ンバーシップを推定可能な,エン トロピー正則化ファジィε平均アルゴリズムを用いて,
次元縮約 κ平均法のファジィ拡張を行 う。
まず,個体のクラスタリングと変数の次元縮約を同時に達成する次元縮約 κ平均法を
エントロピー正則化によリファジィ化し,クラスターヘの所属が明確でない個体を表現で
きる次元縮約ファジィκ平均法の目的関数を提案した。そして,パラメータを推定する
反復アルゴリズムを開発した。数値実験の結果により,提案手法はノイズ変数が多い条件
でも高い精度で分類可能であり,クラスタリング手法として有用であることが示された。
データ解析の結果より,クラスターが明確に分かれていないとき,ファジィなメンバー
シップ値が解釈に有用であることが示された .
さらに,クラスターサイズを調整する機能を有した次元縮約ファジィκ平均法の目的
関数を提案し,パラメータの推定アルゴリズムを示した.この手法により,クラスターサ
イズが均等に分類されやすいというκ平均法の問題点を解消することができる。データ
解析によりその有用性が示された
第7章総合考察
第4章,第5章,第6章を踏まえて提案された手法についてクラスタリング手法もしく
は多変量データ解析手法としての位置づけを行い,総合的考察を行つた。また,教師なし
分類手法としてのクラスタリングを,心理的なモデルとしてとらえることの可能性を考察
した。最後に,計量心理学におけるクラスタリング法の展望を述べた。
多変量データ解析手法は様々な観点から分類できる。その 1つに解析法の志向性は探
索的か確認的かというものがある。クラスタリング手法は,外的変数を用いない教師なし
学習による,対象のグループ分けであり,探索的に用いられる。本論文で行つたように,
ファジィ化されたパラメータを解釈することは,探索的に用いられるクラスタリングにお
いて非常に有用であると考えられる。ファジィ化の対象となるパラメータと,ファジィ化
の方法という2つの観点から,ファジィ理論を用いたクラスタリング手法を分類し,解析
手法の位置づけを行つた。本論文で提案した手法は,連続的なパラメータ値を得ることに
よって柔軟な解釈が可能になっており,探索的データ解析において有用である.
数理モデルを扱 う心理学関連分野として,心理データの解析手法の開発を目的とする計
量心理学と,数理モデルによる心理現象の解明を目的とする数理心理学があるが,両者の
厳密な線引きは難しい.そこで,教師なし分類学習の手法をデータ解析手法ではなく,計
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算論的認知モデルとして扱 うことの可能性を考察した。人間が教師なし学習状況において
概念を形成することは,事例間の類似性から最適な分割を発見することすることに他なら
ず,クラスタリングといえる。第4章や第6章で提案した手法は,人間が行なつているク
ラスタリングの特徴として仮定される,概念の曖味さや特徴次元の選択 0縮約を備えてい
る。したがつて,これらの手法は,人間の教師なし概念形成モデルとしても扱 うことがで
きると考えられる.
クラスタリング手法には,解決されていない問題もあるが,そのような問題に対処する
新たな方法や,解釈を容易にし,より精度の高い分類を可能にする方法が多く提案されて
いる。たとえば,非線形な分類境界を得られるカーネル法を用いた手法,部分的に得られ
ている外部情報を積極的に用いる制約付きクラスタリングや半教師つきクラスタリング手
法,クラスタリングと他の解析手法を組み合わせて同時解析を行 う手法,などがある.本
論文で提案した手法と上記のような方法を組み合わせて,新たなクラスタリング法を開発
することで,より良い解釈を行 う事ができると考えられる。最後に,κ平均法において,
いまだ未解決の大きな問題は,定番と呼ばれるクラスター数の決定法がないことである。
理論的に整備されたクラスター数決定法の開発が望まれる。
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