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1. INTRODUCTION 
In this note we state several differential inequality lemmas for second order 
vector boundary value problems of the form 
y” = h&Y), a<t<b, 
y(a) = 4 y(b) = B, 
and use them to study two nonlinear singular perturbation problems. In 
particular, we consider the existence and asymptotic behavior as E ---f 0+ of 
solutions of the second order scalar problem 
EY” = a y, 4, a<t<b, 
Y(& 4 = 44 Ah c) = B(E), 
and the fourth order problem 
l YIV = g(4 y, Y”, 6) a<t<b, 
Y@, 4 = 44, y(h 4 = B,(4 
YW, 4 = 449 y”(b, 4 = B,(+ 
The principal assumptions are that the corresponding reduced problems 
and 
0 = h(t, u, 0) a<t<b 
0 = g(t, 24, Ub, O), a<t<b, 
44 = A,(O), u(b) = N% 
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respectively, have smooth solutions. Under additional assumptions, the 
solutions of these reduced problems are used to generate certain bounding 
solutions which allow the application of the differential inequality lemmas. 
Before beginning, we establish the following notational conventions. 
Partial derivatives will be indicated by subscripts, e.g., f, = af/ay and 
f,, = azfiay ay, while the order relations O(c), O(A2) are meant to hold as 
E --+ Of, uniformly in all other variables. 
2. DIFFERENTIAL INEQUALITIES 
Consider the boundary value problem 
Y” = W,Y), a<t<b, (2.1) 
Y(U) = A y(b) = B, (2.2) 
where y, h, A, and B are n-vectors. We wish to give sufficient conditions for 
the existence of a solution y = y(t) of (2.1), (2.2) and at the same time, to 
obtain a means of estimating quantitatively the behavior of y. Since we shall 
operate with componentwise bounds on the function h in (2.1), we rewrite 
(2.1), (2.2) equivalently as the systems 
Y; = W, yl 9 ~2 ,...,m>, 
Y; = h,(t, y, ,y2 ,...,m>, 
a<t<b, 
r;l = h,(t,yl ,y2 >...,yn) 
r&4 = 4 y Y,(b) = Bl 3 
~264 = A2 7 y,(b) = B2 9 
m(4 = 4 , y,(b) = Bn - 
LEMMA 2.1. suppose for i = l,..., n that the fumtions h, are continuous 
in the region W: a < t < b, aj(t) < yi < &i(t), 1 < j < n, where 01~ < & 
are functions of class C[a, b] n C(l)(a, b) sat;sfring 
(9 44 < 4 < Ma>, 44 < 4 < &(b), 1 <j<n; 
(ii) 
aj” 3 h&y, ,...,yj-1, dt),yi+l ,...,m>, 
Pi” < WY, >...,yj-1 > A(t),yj+l ,-,Y,>> 
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for each j, 1 < j < n, t E (u, b) and yi , i # j, such that a+(t) < yi < pi(t), 
a<t<b. 
Then the boundary value problem (2.1), (2.2) has a solution y = y(t) = 
~,$t~y.T~(t)) E Cf2)[a, b] which satisfies ai < yj(t) < Pi(t), a < t < b, 
\ . . 
This lemma is proved in [l, Chap. 11. (See also [9].) The .basic idea of the 
proof is to construct a modification of the function h(t, y), i.e., a bounded, 
continuous function H(t, y) which reduces to h(t, y) when the components 
yj of y satisfy cij(t) < yj < fij(t), j = l,..., n. By a standard existence theorem 
(e.g., [4, Chap. 12, Theorem 4.2]), the modified boundary value problem 
a<t<b, 
t*> 
yn = WY), 
r(a) = 4 y(b) = B 
has a solution y = (yr ,..., yn) E P)[a, b]. Then the inequalities (i) and (ii) 
in the statement of Lemma 2.1 are shown to imply that the solution y of (*) 
satisfies aj(t) < yj(t) < flj(t), a < t < b, j = l,..., n. Thus, by the construc- 
tion of the modification H, the solution y of (*) is actually a solution of the 
original problem 
Y” = W,Y), a<t<b, 
r(a) = A y(b) = B, 
which, of course, satisfies aj(t) < yj(t) < &j(t). 
Remark 1. Lemma 2.1 can be viewed as a “boundary value problem” 
analog of an earlier differential inequality result proved by Nagumo [8] 
for an initial value problem involving a first order system. His underfunctions 
and overfunctions have been replaced essentially by C’(l)-lower solutions and 
P-upper solutions, respectively. 
Remark 2. It is clear that the conclusion of Lemma 2.1 (and of the lemmas 
to follow) is valid if the functions hj depend continuously on a parameter. 
This fact will be needed in the applications discussed below. 
Remark 3. In applications of results like Lemma 2.1, one often does not 
require the strong differentiability properties of the bounding solutions 
oj and flj . In this connection, we state the following extension of Lemma 2.1. 
(For its proof in the scalar case, we refer the reader to the paper by Jackson 
[7, Theorem 2.51.) 
LEMMA 2.2. Make the same assumptions as in Lemma 2.1 with the exception 
that the functions CX~ , j3, satisfy, instead of condition (ii), the conditions 
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LX~‘, ,!$‘( 1 < j < n) are absolutely continuous on each compact subinterval 
of (a, b); and 
4’(t) 3 h,(t,y, ,...,yj-1 , &),yj+l >...,Y,>, 
(1 <j < 4. 
P;(t) d h,(t,yl ,..-,yj-1 , Pj(t),yj+l ,...,m) 
almost everywhere on [a, b], for yi , i # j, such that a<(t) < yi < pi(t), 
a<t,(b. 
Then the conclusion of Lemma 2.1 holds. 
We wish next to extend the results in Lemma 2.1 to boundary value 
problems of the form (2.1), (2.2) in which some of the components of the 
righthand side depend on the derivatives of the unknown functions. To be 
precise, consider the boundary value problem 
Y; = h,(t,yl ,yz ,...,yn , 
ri’ = h,(t, y1 > yz >..., in , Y;), 
(2.3) 
Y: = Mt,y, 9~2 ,...,yn ,Y~‘,-.,YL); 
rd4 = 4 T 
y2(4 = A2 , 
Y,(b) = 4 7 
Y2@4 = B2 9 
(2.4) 
m(a) = 4, , Y,@) = Bn . 
LEMMA 2.3. Suppose for i = l,..., n, hi is continuous in the region 
9: a < t < b, +(t) < yj < &(t), 1 <j < n, I yk’ / < co, K = l,..., i - 1, 
where 01j ,< #Ij are functions of class P)[a, b] n Ct2)(a, b) satisfying: 
(i) 4a) < 4 < &(a), Or,(b) < 4 < b(b), 1 <cj < n; 
4(t) 3 h,(t, 4t),~2 ,...,~n), 
a -=E t < b, ai(t) < yi < /s(t), 
1 <i,<n,i# 1; 
B;(t) < W, Pdt),~z >.-,Y,), 
4(t) 3 h&y1 , ~2W-,~n >yl’)> 
a < t -=c 4 f%(t) ,< yi < A(t); 
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Here c is a su@iently large positive constant. 
Then the boundary value problem (2.3), (2.4) has a solution 
Y = (r&>,..., m(t)) E C“% bl 
satisfgng wj(t) < yj(t) < &(t), a < t < b, 1 <j < n. 
Proof. We again proceed by modifying the functions hi ; however, the 
dependence of hi , i > 1, onyl’ ,..., yiPI requires us to modify these functions 
with respect to yr’, . . . , ridI . For simplicity of exposition, we restrict ourselves 
to the case n = 2. 
Define, for t E [a, b], 
H” W,*(t> ~1, ~21, H,*(t, YI 3 YZ 3 ~1’)) 
= V&Y, > ~21, M,Y~ t ~2 t c>>, if yl’ >, c, 
= (W,Y, ,YZ~, h&y, 3~2 ,Y~'N, if I yl' I < c, 
= (h (t Y Y 1 h (t Y Y -4, 1 Y 13 29 2 Y 17 2, if yl’ < -c. 
The constant c is chosen to satisfy 
c 2 maxh , k2 , kd, 
where k, = (b - a)-’ 1 B, - A, 1 + (b - a) max 1 h(t, yl ,y2)l (the max 
being taken over the region {(t, y, ,y2): a < t < b, q(t) < y1 f B(t), 
40 G Yz G /32(t)>), 
k2 = azfzb I %V)l and k2 = alg& I BlW 
We now modify H* as in the proof of Lemma 2.1 to obtain a continuous, 
bounded function, say H = (H,(t, y1 , y2), H,(t, yr , y2 , n’)), Arguing as 
before, the modified boundary value problem 
Y; = H&Y, 9 ~219 a<t<b, 
Y: = H&y1 > ~2 3 ~1’1, 
rh) = 4 , y,(b) = & 7 
y2(4 = ~4, yz(b) = B2 
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has a solution y = (x(t), yZ(t)) E C(a)[a, b], satisfying al(t) < yr(t) < PI(t), 
F.?(t) d Y2P) d Bz(th a < t < b. Finally, we see that yr’(t) is bounded on 
[a, b]. For the function yr(t) is a solution of y:(t) = H,(t, y,(t)), and since 
HI is bounded, yr’(t) = JH,(t, y,(t), y.Jt)) dt is also bounded. With our 
choice of the constant c, the modification (HI , Ha) reduces to the original 
function (h, , h,). This completes the proof for the case n = 2. For arbitrary 
12 > 2, the proof follows in an analogous manner. 
3. A ONE-DIMENSIONAL EXAMPLE 
Consider the following scalar nonlinear singular perturbation problem 
<Y” = w Y! El, o<t<1, (3.1) 
Y(O, 6) = A(E) YU, 4 = B(4, (3.2) 
where E > 0 is a small parameter. (For convenience, we restrict attention to 
the interval [0, 11; analogous results hold on any bounded interval [a, b].) 
We are interested in deducing the existence and asymptotic behavior as 
E -+ 0+ of solutionsy = y(t, c) of (3.1), (3.2) when the corresponding reduced 
equation 
0 = h(t, u, O), O<t<l, (3.3) 
has a solution u = u(t) E P)[O, I]. A study of the simple problem cy” - y = 0, 
0 < t < 1, y(0) = 1, y( 1) = 1, reveals that its solution is very close to zero 
in (0, 1) but rises sharply in an order O(&)-neighborhood of each endpoint 
to satisfy the nonzero boundary conditions. Such boundary layer behavior is 
shown to hold for solutions of the nonlinear problem (3.1), (3.2) in the next 
theorem. 
THEOREM 3.1. Assume (1) the reduced equation (3.3) has a solution u = u(t) 
of class U2)[0, I]; (2) the function h is continuous in (t, y, c) and of class 01) 
with respect to y in the region 9: 0 < t 6 1, / y - u(t)1 < d, 0 < E < cl 
(d, cl > 0); (3) h(t, u(t), 6) = O(E), 0 < t < 1; (4) there is a constant m > 0 
such that h, 3 m in 9; (5) A and B are continuous in E, 0 < E < e1 . 
Then for each e, 0 < E < cl , there exists a unique solution y = y(t, l ) of 
the boundary value problem (3.1), (3.2). In addition, 
I y@, l) - u(t)1 G I 44 - 4O)l exp[-(m/W tl 
+ / B(E) - u(l)1 exp[-(m/E)1/2(1 - t)] + CE, 
o<t<1, 
for c a positive constant independent of E. 
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Proof. We wish to apply Lemma 2.1 (with 11 = 1) by constructing 
functions 01 <p that satisfy 01(0, C) < A(E) < p(O, B), or(1, e) < B(E) < fl(l, l ) 
and EC?(~) 3 h(t, a(t), E), q!?‘(t) < h(t, p(t), 6) for t E (0, 1) and e E (0, ~~1. 
To this end, define for t E [0, l] and E E (0, FJ, 
a(t) = a(t, E) = u(t) - (u(O) - A(E)) exp[-(m/6)‘/” t] - gym-l, 
if u(O) 3 A(E), 41) < B(c), 
= u(t) - (u(1) - B(E)) exp[-(m/~)““(l - t)] - l yin-l, 
if u(0) < A(E), u(l) > B(E); 
= u(t) - cym-l, 
if u(0) < A(E), u(1) < B(C); 
= u(t) - (u(O) - A(E)) exp[-(m/c)1/2 t] 
-(u(l) - B(C)) exp[-(m/<)‘l”(l - t)] - cym-‘, 
if u(O) > A(E), u(1) > B(C); 
/3(t) = /?(t, E) = u(t) - (u(1) - B(E)) exp[-(m/6)‘12(1 - t)] + cym-‘, 
if u(0) 3 A(E), u(1) < B(e); 
= u(t) - (24(O) - A(E)) exp[-(m/c)‘” t] + qm-l, 
if u(0) < A(E), u(1) 3 B(C); 
= u(t) - (u(O))- A(E)) exp[-(m/E)‘/” t] 
- (u(l) - B(E)) exp[-(m/E)1/2(1 - t)] + em-l, 
if u(0) < A(E), u(1) < B(E); 
= u(t) + cym-l, 
if u(0) 3 A(E), u(l) 3 B(E). 
Here y is a positive constant whose magnitude will be specified in the course 
of the proof. 
By construction, 01 < /3, 01(o) < A(E) < p(O) and or(l) < B(E) < /I(l). 
We verify explicitly that cm”(t) > h(t, a(t), C) and $“(t) < h(t, /3(t), E), for 
t E (0, l), when u(0) > A(E), u(1) < B(E). Th e verification in the other cases 
is similar and is omitted. For (Y, differentiating, substituting into (3.1) and 
expanding by the mean value theorem, we have 
d(t) - h(t, cd(t), 6) 
= d(t) - m(u(0) - A(E)) exp[-(m/c)1/2 t] - h(t, u(t), C) 
- h&t, u(t) - O{(u(O) - A(c)) exp[-(m/e)‘12 t] + E3/m-l}, C) 
X [-(u(O) - A(E)) exp[-(m/e)l12 t] - qm-l] 
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for some 0 E (0, 1). By our assumptions, there exist positive constants M and K 
such that ] u”(t)] < M and 1 h(t, u(t), <)I < EK, for t E [0, 11. Then using 
the assumption that h, 2 m > 0, cab(t) - h(t, a(t), E) 
> ---EM - m(u(0) - A(r)) exp[-(m/e)1/2 t] - EK 
+ m(u(0) - A(E)) exp[-(rn/c)lp t] + 6y 
3 0 provided y > M + K, 
which is the desired inequality. 
For j3, we obtain in the same way, 
0 B(t), E) - dw) 
= 44 w, 4 
+ A,(4 u(t) + e{--(u(l) - B(E)) exp[-(m/~>1/2 (1 - t)l + Eym-‘1, e> 
x [-(u(l) - B(E)) exp[-(m/e)1/2(1 - t)] + eym-r] 
+ m(u(l) - B(e)) exp[-(m/<)1/2(1 - t)] - <U”(t) 
> -•EK - m(u(1) - B(c)) exp[-(m/c)r12(1 - t)] + EY 
+ m(u(1) - B(E)) exp[-(m/e)1/2(1 - t)] - EM 
> 0 since y > M + K. 
We conclude via Lemma 2.1 (with 12 = 1) that the boundary value problem 
(3.1), (3.2) has a solution y = y(t, c), for each E, 0 < c < l r , satisfying 
a(& ~1 < ~(4 c) < B(4 e), 0 < t < 1, i.e., 
I ~(4 4 - 4th < I A(4 - 43 exp[-WY2 tl 
+ I B(r) - u(l)1 exp[-(+)‘l”(l - t>l + w-l, 
O<t<l. 
Uniqueness of the solution follows from the assumption that h is increasing 
in y. 
Remark 1. In applying the mean value theorem to h(t, a(t), l ) and 
h(t, /3(t), c), we have actually assumed that d is sufficiently large so that 
1 a(t, C) - u(t)/ < d and I ,63(t, l ) - u(t)/ < d, for TV [O, I] and e~(0, ~4. 
By possibly reducing the size of E, these inequalities can be replaced by the 
endpoint conditions 
I 4~) - @)I < 4 I B(c) - u(l)1 < 4 
for 0 < E < l 0 < or . 
In the next two sections, we tacitly assume that the domains of definition 
are sufficiently large to permit the expansions of the functions involved. 
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Remark 2. The estimate on y(t, E) - u(t) clearly shows that the solution 
y(t, E) possesses boundary layers of width O(G12) at t = 0 and t = 1. 
Remark 3. Theorem 3.1 was first stated (without proof) by N. I. Brig 
[2] for h independent of E and A(E) = B(E) = 0. Brii used differential 
inequalities of Nagumo-type to study several singularly perturbed second 
order boundary value problems. 
4. A FOURTH ORDER PROBLEM 
Consider the fourth order scalar boundary value problem 
EY IV = At, y, YU, 4, O<t<1, 
YP7 cl = 44 Y(l, c> = Bl(4, 
YV, 4 = A,(c) Y”(l,4 = B2(4 
and the corresponding reduced boundary value problem 
(4.1) 
(4.2), 
CW2 
0 = g(t, u, U”, O), O<t<l, (4.3) 
u(O) = Al(O), U(1) = B,(O). (4.4) 
Since the solution u of the reduced problem does not, in general, satisfy the 
boundary conditions (4.2), to order O(E), we expect the solution y = y(t, e) 
of (4.1), (4.2) to possess boundary layers at t = 0 and t = 1. However, 
boundary layer behavior first manifests itself in the second derivative; i.e., 
we shall show that y - u = O(E), while y” - U” = O(exp[-t/&/r]) + 
O(exp[-(1 - t)/c’l”]) + O(E), 0 < t < 1. The next theorem is a higher 
dimension analog of Theorem 3.1. 
THEOREM 4.1. Assume (1) the reduced problem (4.3), (4.4) has a solution 
u = u(t) of class Pv)[O, 11; (2) the function g is continuous in (t, y, y”, G) and 
of class C’(l) with respect toy, y” in the region 9: 0 < t < 1, ) y - u(t)1 < d1 , 
I Y" - u”(t)1 < 4 , 0 9 E < q(dl ad, > ~1 > 0); (3) g(t, u(t), u”(t), 4 = O(E), 
0 < t < 1; (4) there is a constant m > 0 such that h,” 3 m in 9; (5) A,(E) = 
A,(O) + O(E), E+(E) = B,(O) + O(E); A, and B, are continuous in E, 0 < E < cl . 
Then there exists an E,, > 0 such that for each F, 0 < e < Q, , there exists 
a solution y = y(t, E) of the boundary value problem (4.1), (4.2). In addition, 
(9 124 6) - W d w, O<t<1; 
(ii) I y”(t, c) - u”(t)1 < II A,(E) - u”(0)llm exp[-(m/e)‘/” t] 
+ II B2(4 - u”(l)lL exp[+W2(1 - t)l + c2~, 
O<t<1, 
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where I/ * Ijrn denotes theLOO-norm (taken over [0, EJ) and cj (j = 1,2) arepositive 
constants independent of 6. 
Proof. The proof is adapted from Nagumo’s proof of his “Hauptsatz” 
in [8]. We begin by making the changes of variable z = y - u, w = y” - U” 
and substituting into (4.1), (4.2) to obtain the two-dimensional system 
zn = w, 
EW’l = g*(t, z, w, E), O<t<1, 
40, l > = O(E), 4, c> = O(c), 
w(0, e) = A,(E) - u”(O), w( 1) 6) = B,(E) - u”(l), 
(4.6) 
where g*(t, z, w, e) = g(t, u + x, u” + w, l ) - l P’. 
Now I 40, <>I G II A,(4 - u”(O)llm = P, I w(L4 d II &,(4 - u”(l)lL = q, 
and assumption (4) in conjunction with the mean value theorem implies that 
g*p, z, w, l ) b mw - I / z 1 - e(M + K), 
g*ct, z, w, E) < fnw + E / z / + E(M + K), 
for w 3 0; 
for w < 0. 
Here, M, K and 1 are positive constants which satisfy 1 C(t)/ < ilf, 
I g(4 u(t), u”(t), c)I < & and I g,(t, u + @z, ZJ” + 6% c)I G 4 t E [O, I]. 
We are now ready to construct the bounding functions necessary for the 
application of Lemma 2.1. In order not to obscure the following presentation, 
we first restrict the positive constants m and 1 so that (Z/m)l12 < ?r/2. The 
proof will then be indicated for general m and 1. 
Define, for t E [0, 11, 
a(t) = a(t, 6) = pm-%(1 - exp[-((m/E)1/2 t]) 
+ pm-%(1 - exp[-(m/E)1/2(1 - t)]) 
+ S,(Ul cos((z/m)112 t) - 1) + 6a(a, cos((z/m)1~2(1 - t)) - l), 
/3(t) = B(t, 6) = p exp[-(m/6)l12 t] + q exp[-(m/c)1/2(1 - t)] 
+ 6,uIZm-1 co~((Z/rn)~l~ t) + 6,u,Zm-l cos(Z/m)1/2(1 - t)). 
Here, S, , S, are positive gauge functions of order O(E), and ur , u2 are positive 
constants such that 
0, cos((Z/m)‘l” t) > 1 and a2 cos((Z/m)1’2(1 - t)) 3 1, 0 < t < 1. 
Then 01 and /3 are positive on [0, 11, and to satisfy the hypotheses of Lemma 2.1 
(with n = 2), we want to choose S, , 6, , a, , n2 so that 
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-a”(t) > w, 
691 o<t<1, for all I w I < B(t), 
d’(t) < w; 
692 
-B”(t) >, E-‘g*(t, z, -B(t)>, 
O<t<l, for all 1 z j < a(t), 
B”(t) e +?*(t, z, B(t)). 
We begin by verifying (ii). By construction, c?(t) = --p(t); whence, if 
-/3(t) < w < /I(t), --J(t) = /3(t) >, w and c?(t) = -p(t) < w,O < t < 1, 
i.e., (ii)i is satisfied. 
Next, set 6, = prt-lo + (M + K)(2Z)-% and 6, = qm-‘E + (M + K)(2Z)-le. 
A short computation reveals that 
B”(t) < m+(t) - z~-lcc(t) - (M + K). 
Then, if ) z 1 < a(t), 
-B”(t) > -me-‘/3(t) + k-la(t) + (M + K) 
3 me-y-p(t)> + P I .z I + (M + K) 
3 l *(t, z, -B(t))* 
Similarly, 
B”(t) < m-l/3(t) - zc-la(t) - (M + K) 
< me-y?(t) - ze-l I x 1 - (M + K) 
< e*(t, z, B(t)>, 
i.e., (ii), is satisfied. It only remains to verify (i). By assumption, there exist 
. . 
positive constants 7i , ~a such that 1 ~(0, c)I < ETA and 1 ~(1, l )I ,( ETA .
Thus, by additionally choosing ui , ua so that 
S,(q c0s((z/+“) - 1) > ET2 and S,(az cos((z/m)‘~2) - 1) 3 -1 , 
we ensure that -~(0, l ) < z(0,~) < 01(0, e) and -a( 1, l ) < z( I, E) < a( 1, c). 
Finally, 
B(O) > P 2 I W(O,~)l and B(1) 2 Q 3 I 41, El, 
i.e., (i) is satisfied. 
We conclude by Lemma 2.1 that the boundary value problem (4.5), (4.6) 
has, for each c > 0, 6 small, a solution (z(t, l)), w(t, l )) satisfying I z(t, <)I < 
a(t, E) and 1 w(t, E)I < fl(t, E), 0 < t < 1. In terms of the original problem, 
505/20/I-10 
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we conclude that for each sufficiently small E > 0, there exists a solution 
y = y(t, e) of (4.1), (4.2) which satisfies 
I z(t, 4 = I y(t, c) - u(t)1 < Cl63 O<t<l; 
) w(t, 6) = / y’(t) 6) - u”(t)1 < // A,(E) - u”(0)llm exp[-(m/e)l’z t] 
+ II B,(c) - ~“(l)llm exp[-(+)l’z(l - t)l + c2c, O<t<l. 
In the case that (l/m)‘/” > 7r/2, we proceed in essentially the same way, 
using now, in place of the terms crl co~((Z/rn)~/~ t) and o2 cos((l/m)i~a(l - t)), 
linear combinations of sin((Z/m)lj2 t), cos((Z/m)“” t) and sin((l/m)l/“(l - t)), 
co~((Z/m)~~*( 1 - t)), respectively. The computations are straightforward, 
but tedious, and are omitted. 
We conclude this section by briefly considering the case in which the 
function g in Eq. (4.1) depends also on y’. Since the behavior of the solutions 
of (4.1), (4.2) is governed by the algebraic sign ofg,” , we expect to obtain the 
existence of a solution y(t, 6) satisfying the estimates (i), (ii) of Theorem 4.1. 
This is indeed the case, under the assumptions of Theorem 4.1, provided 
the function g is of class C1) with respect to y’ in a region 9i : 0 < t < 1, 
I y - u(t)1 < 4 , ! y’ - u’(t)1 < 4, I y” - u”(t)1 d 4, 0 < c < ~1 
(di , pi > 0). To prove this result, we may apply Lemma 2.3 since the 
boundary value problem 
CY IV = g(t, y, y’, Y”, E>> O<t<l, 
Y(O, c) = 4(E)> y(l, c) = 4(c), 
y”(O, 4 = Az(‘), y”(l, c) = B2(4, 
can be written as 
n 
Yl = Y2? 
0<t<l, 
l YG = At, Yl 7 Y2 7 Yl’) 
YIKA 4 = 4(4, Yl(lT 6) = 4(c), 
yz(O, 4 = Az(E), Yz(l, c) = B,(c). 
5. A BETTER APPROXIMATION 
In this section, we examine a method of generating a better approximation 
z+ to the solution y = y(t, G) of the problem 
l Y 
I” 
= g(t, Y, Y”, 4, O<t<l, (4-l) 
y(O, 4 = 4(4, YU, E) = 4(4, 
.Y”(O, 6) = Az(E), Y’V, c> = B2(4 
(4.2) 
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in the sense that y - u, = O(E) and y” - ui = O(E), for t E [0, I]. The 
argument here is also adapted from a result of Nagumo [8; Section 31. 
Consider the boundary value problem 
EU:” = g(t, u(t), 24; ) E), o<t<1, (5.1) 
4, l > = M4 4, E) = B,(c), 
(5.2) 
w, 4 = Az(E), 4(1, c> = &(E>, 
where u = u(t) is the solution of the reduced problem 
0 = g(t, u, d, O), O<t<l, (4.3) 
40) = 4(O), U(1) = B,(O). (4.4) 
We claim that the “approximate” problem (5.1) (5.2) has a solution 
ui = u,(t, E) for each c > 0, E sufficiently small, which satisfies y - ur = O(e) 
and y” - u’; = O(c), 0 < t < 1. To see this, set x = u: , then we want to 
first solve the boundary value problem 
EX” = At, u(t), x, 6) = G(t, x, E), o<t<1, 
X(0,6) = A2(4, x(1, E) = B,(E). 
Since G, = g,- > m > 0, this problem has a unique solution x = x(t, c) E 
C(2’[0, l] by a standard theorem. (See, e.g., [7; Corollary 4.201.) Next we 
solve the boundary value problem 
u; = x(t, E), o<t<1, 
4-t 6) = 44, %(I, c> = B,(c), 
I.e., for each E > 0, E small, there exists a unique solution ui = ui(t, c) of 
(5.1), (5.2). It remains to verify that y - ui = O(E) and y” - u; = O(E), 
0 < t < 1. Set w = ur - y, then w is the unique solution of the boundary 
value problem 
IV EW = g, *, . w” + &*(u(t) - y(4 6)) o<t<1 
w(0, c) = 0, w(1, E) = 0, 
W”(0, c) = 0, w#(I, c) = 0, 
whereg,*, = gdt, 4 and g,* = gv[t, ~1, for 
[f, 4 = (GY(C c) + e(Y(t, 4 - W),Y”(~, 4 + ewv, E), 4, e E (0, 1). 
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Since y(t, c) - u(t) = O(e), 0 < t < 1, by Theorem 4.1, it follows that w 
is the unique solution of 
EW ‘” = g;“w” + O(E) (5.3) 
w(0, l ) = 0, w(1, e) = 0, 
w”(0, <) = 0, W”(1, l) = 0. (5.4) 
(Uniqueness follows because g,*, 3 m > 0.) 
Then by arguing as in the previous section (i.e., by converting (5.3), (5.4) 
to a system, constructing appropriate bounding solutions and applying 
Lemma 2.1), it follows directly that w = O(c) and w” = O(E), i.e., 
y(t, E) - u,(t, c) = O(E) and y”(t, G) - ul(t, e) = O(B), 0 < t < 1. 
6. EXAMPLES 
EXAMPLE 1. The problem 
EY’l -(2-qy = -1, -1 <t < 1, (6.1) 
Y(--I) = 0, Y(l) = 0 (6.2) 
has been treated by several authors. For instance, Carrier and Pearson 
13; Chap. 181 argued h euristically that for each E > 0, E sufficiently small, the 
solution y = y(t, E) of (6.1), (6.2) should satisfy the asymptotic estimate 
y(t, 6) ru (2 - t2)-l - exp [ -[iii;‘, “1 - exp [ -[ii{ “I, 
for t E [- 1, 11. On the other hand, Dorr, Parter, and Shampine [5; Section 31 
showed by means of the maximum principle that 
lim y(t, l ) = (2 - t’)-l, -1 <t < 1. 
<HO+ 
It follows from Theorem 3.1 (with the interval [0, l] replaced by [- 1, I]), 
that for each E > 0, the unique solution y(l, c) of (6. I), (6.2) satisfies 
(2 - P-l - exp [ -[ilG “1 - exp [ -iii, “‘I 
< y(t, c) < (2 - t2)-l + lOE, 
for t E [- 1, 11. This estimate is valid because the solution of the reduced 
equation, (2 - t?) II = 1, i.e., u(t) = (2 - t2)-r, satisfies 0 < u”(t) < 10, 
-1 <t<1. 
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EXAMPLE 2. The technique used in proving Theorem 3.1 may be 
adapted to extend a theorem of Dorr, Parter, and Shampine [5; Theorem 2.61. 
Consider the boundary value problem 
l Y” - f(4 Y, 4 Y = 0, o<t<1, (6.3) 
yv-4 4 = 44, YU, 4 = w. (6.4) 
Assume that there is a nonnegative functionf,(t) E C(l)[O, l] such that 
f(4 Y, 4 2 fo2(t) + E1’2 I f;(t)l. 
Then for each E > 0, there exists a solution y = y(t, c) of (6,3), (6.4). 
Moreover, 
(9 I Y(4 41 G I 441 exp [ -(lP2) (.Ms) ds] 
The result follows by defining, for t E [0, I] and E > 0, 
a(& c> = 4~) exp[-(1/~1~2).fl(~)l, if A(E) < 0, B(c) 3 0; 
= B(c) exp[-(1P2)f2(t)l, if A(b) > 0, B(E) < 0; 
zcz 0, if A(c) > 0, B(E) 2 0; 
= 4~) exp[-(1P2)fl(~)l +B(r) exp[-(W2)f2(t)l, 
if A(E) < 0, B(c) < 0; 
B(t, c) = B(a) exp[-(W2)f2(t)l, if A(E) < 0, B(E) 3 0; 
= 44 exp[-(W2)f&)l, if A(c) 3 0, B(E) < 0; 
= 44 ew[-(W2)f&)l + B(E) exp[-(W2)f2(t)l, 
if A(E) 3 0, B(E) > 0; 
= 0, if A(E) < 0, B(E) < 0. 
Here we have used the abbreviationsf,(t) = $&(s) ds andf,(t) = off,, ds. 
It is now a straightforward exercise to verify that the hypotheses of Lemma 2.1 
(with rr = 1) are satisfied. 
We remark that in [5], the existence of a solution of (6.3), (6.4) was first 
proved by h fixed point argument; an estimate of the form (i) (with A(e) = 0 
or B(E) = 0) was then deduced via the maximum principle. 
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EXAMPLE 3. In the theory of structures, the bending of a beam whose 
ends are hinged may be described by the nondimensional boundary value 
problem 
EY IV - f(4 Y> Y” + &, Y) = 0, O<t<1, (6.5) 
(6.6) 
Y(O) = Y(l) = 0, 
y”(0) = y”(l) = 0, 
provided the flexural rigidity is small compared to the external tension. 
Cole [4; Section 2.81 applied matched expansion techniques to study the 
behavior of solutions of problems like (6.5), (6.6) as c + Of. These results 
are physically useful, but purely formal from a mathematical standpoint. 
If the functions f and g are sufficiently smooth and f(t, y) > m > 0, it 
is possible to deduce from Theorem 4.1 both the existence and the asymptotic 
behavior of solutions y = y(t, c) of (6.5), (6.6). We need only solve the 
reduced problem 
f(4 u) u” = g(t, u), O<t<1, 
u(0) = u(1) = 0 
and determine a bound on zP’(t), for t E [0, 11. The asymptotic estimates for 
y obtained from Theorem 4.1 are similar to those constructed by the matching 
technique discussed in [4]. 
Using the result in Section 5, we further obtain the uniform order O(E)- 
approximation z+ of the solution y by solving the linear problem 
EU1 I" -f(C u(t)> 4 + g(t, u(t)> = 0, o<t<1, 
u,(O) = Ul(1) = 0, 
u;(o) = u;(l) = 0. 
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