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On the Nevanlinna problem -
Characterization of all Schur-Agler class solutions
affiliated with a given kernel
Tirthankar Bhattacharyya ∗ Anindya Biswas †
Vikramjeet Singh Chandel ‡
Abstract
Given a domain Ω in Cm, and a finite set of points z1, . . . , zn ∈ Ω and w1, . . . , wn ∈ D (the
open unit disc in the complex plane), the Pick interpolation problem asks when there is a holo-
morphic function f : Ω → D such that f(zi) = wi, 1 ≤ i ≤ n. Pick gave a condition on the
data {zi, wi : 1 ≤ i ≤ n} for such an interpolant to exist if Ω = D. Nevanlinna characterized
all possible functions f that interpolate the data. We generalize Nevanlinna’s result to an
arbitrary setΩwhen the function f comes from the Schur-Agler class and is affiliated with a
certain completely positive kernel. The Schur class is a naturally associated Banach algebra
of functions with a domain. The success of the theory lies in characterizing the affiliated
Schur class interpolating functions for three domains - the bidisc, the symmetrized bidisc
and the annulus - which are affiliated to given kernels.
Keywords— Nevanlinna problem, Schur-Agler class, Colligation, Test function
1 Introduction.
1.1 Test functions
A collection Ψ of C-valued functions on a set Ω is called a set of test functions (see [6] and [12]) if
the following conditions hold:
1. sup {|ψ(x)| : ψ ∈ Ψ} < 1 for each x ∈ Ω.
2. For each finite subset F of Ω, the collection {ψ|F : ψ ∈ Ψ} generates the algebra of all
C-valued functions on F .
The collection Ψ is a natural topological subspace of D
Ω
equipped with the product topology.
For every x ∈ Ω, there is an element E(x) in Cb(Ψ), the C
∗-algebra of all bounded functions on Ψ,
such that E(x)(ψ) = ψ(x). Clearly, ‖E(x)‖ = sup
ψ∈Ψ|ψ(x)| < 1 for each x ∈ Ω. The functions
E(x) will be used at several places in this paper.
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1.2 Completely Positive Kernels
A positive kernel k on a set Ω is a function k : Ω× Ω→ C such that for any n ≥ 1, any n points
x1, . . . , xn in Ω and any n complex numbers c1, . . . , cn, we have
n∑
i=1
n∑
j=1
cicjk(xi, xj) ≥ 0.
If E is a Hilbert space and k : Ω×Ω→ B(E) is a function, then k is called a positive kernel if for
any n ≥ 1, any n points x1, . . . , xn in Ω and any n vectors e1, . . . , en in E , we have
n∑
i=1
n∑
j=1
〈k(xi, xj)ej, ei〉 ≥ 0. (1)
The concept of a positive kernel does not cease here. Let A and B be two C∗-algebras and let
Γ be a function on Ω×Ω taking values in B(A ,B) (space of all bounded linear operators from
A to B). Γ is called a completely positive kernel if
n∑
i,j=1
b∗i Γ(xi, xj)(a
∗
i aj)bj ≥ 0 (2)
for all n ≥ 1, a1, a2, . . . , an ∈ A , b1, b2, . . . , bn ∈ B and x1, x2, . . . , xn ∈ Ω.
1.3 Ψ-unitary Colligations
Let X , U and Y be Hilbert spaces and let Ψ be a fixed set of test functions. By a Ψ-unitary
colligation, we mean a pair (U, ρ) where U is a unitary operator from X ⊕U to X ⊕ Y , and
ρ : Cb(Ψ)→ B(X ) is a ∗-representation. If we write U as
U =
(X U
X A B
Y C D
)
,
then we can define a bounded B(U ,Y ) valued function on Ω, given by
f(x) = D + Cρ(E(x))(IX − Aρ(E(x)))
−1B ∀ x ∈ Ω, (3)
equivalently,
f(x) = D + C(IX − ρ(E(x))A)
−1ρ(E(x))B ∀ x ∈ Ω. (4)
This f is called the transfer function associated with (U, ρ). Since U∗ is also a unitary, we have
that
f(x)∗ = D∗ +B∗(IX − ρ(E(x))
∗A∗)ρ(E(x))∗C∗
is the transfer function of the colligation (U∗, ρ).
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1.4 The Ψ-Schur-Agler Class
Let E be a Hilbert space and Ω an abstract set. We consider a B(E)-valued kernel K (satisfying
(1)) on Ω. For this K, there is a Hilbert space H(K) of E-valued functions on Ω such that span
of the set
{K(·, ω)e : e ∈ E , ω ∈ Ω}
is dense inH(K) and for any e ∈ E , ω ∈ Ω and h ∈ H(K), we have
〈h,K(·, ω)e〉H(K) = 〈h(ω), e〉E .
Given a set of test functions Ψ on Ω, a kernel K : Ω × Ω→ B(E) is said to be Ψ-admissible if
the mapMψ, sending each element h ∈ H(K) to ψ · h, is a contraction onH(K). We denote the
set of allB(E)-valuedΨ-admissible kernels byKΨ(E). For two Hilbert spaces U and Y , we say
that S : Ω→ B(U ,Y ) is in H∞Ψ (U ,Y ) if there is a constant C such that the B(Y ⊗ Y )-valued
function
(C2IY − S(x)S(y)
∗)⊗ k(x, y) (5)
is a positive B(Y ⊗Y )-valued kernel for every k inKΨ(E). If S is inH
∞
Ψ (U ,Y ), then we denote
by CS the smallest C which satisfies (5). We have the following theorem on H
∞
Ψ (U ,Y ).
The plan of the paper is as follows. In Section 2, we prove a characterization of functions
in the H∞Ψ (U ,Y ). This is followed by Section 3 which has the description of of an auxilliary
function G. Section 4 has the main theorem.
2 Characterization of H∞Ψ (U ,Y )
Variants of the following theorem exist in various forms in literature, see [12] and [6] and the
references therein. We did not find it in the form that we shall need. The most non-trivial
implication is 1.⇒ 2. and we shall prove this since we did not find, in the literature, a proof of
it. Other implications are easy to see.
A function S on Ω satisfying any of the four equivalent conditions below is said to be in the
Ψ-Schur-Agler class SA Ψ(U ,Y ).
Theorem 1. Consider a function S0 on some subset Ω0 of Ω with values in B(U ,Y ). Then the follow-
ing conditions are equivalent.
1. There exists an S in H∞Ψ (U ,Y ) with CS = 1 such that S|Ω0 = S0.
2. S0 has an Agler decomposition on Ω0, that is, there exists a completely positive kernel Γ :
Ω0 × Ω0 → B(Cb(Ψ), B(Y )) so that
IY − S0(z)S0(w)
∗ = Γ(z, w)(1− E(z)E(w)∗) for all z, w ∈ Ω0.
3. There exists a Hilbert space X , a ∗-representation ρ : Cb(Ψ) → B(X ) and a Ψ-unitary colliga-
tion (V, ρ) such that writing V as
V =
(X U
X A B
Y C D
)
,
3
one has
S0(z) = D + C(IX − ρ(E(z))A)
−1ρ(E(z))B for all z ∈ Ω0. (6)
4. There exists a Hilbert space X , a ∗-representation ρ : Cb(Ψ) → B(X ) and a Ψ-unitary colliga-
tion (W, ρ) such that writingW as
W =
(X Y
X A1 B1
U C1 D1
)
,
one has
S0(z)
∗ = D1 + C1(IX − ρ(E(z))
∗A1)
−1ρ(E(z))∗B1 for all z ∈ Ω0. (7)
Proof. Asmentioned before, we shall only prove that 1. implies 2.Consider an S ∈ SA Ψ(U ,Y )
and a Ψ-admissible kernel K : Ω× Ω→ B(Y ). As is usual, denote
H(K) = span{K(·, w)y : w ∈ Ω, y ∈ Y }.
Define a linear transformation T ∗ on the dense subspace span{K(·, w)y1⊗y2 : w ∈ Ω, y1, y2 ∈ Y }
by first defining
T ∗
(
K(·, w)y1 ⊗ y2
)
= K(·, w)y1 ⊗ S(w)
∗y2,
and then extending linearly. For wi ∈ Ω, y1i, y2,i ∈ Y , 1 ≤ i ≤ n, we have
||
n∑
i=1
K(·, wi)y1i ⊗ y2i||
2 − ||T ∗
( n∑
i=1
K(·, wi)y1i ⊗ y2i
)
||2
=
n∑
i,j=1
〈(
(IY − S(wj)S(wi)
∗)⊗K(wj, wi)
)
y1i ⊗ y2i, y1j ⊗ y2j
〉
Since S ∈ SA Ψ(U ,Y ), the last expression is nonnegative. So T defines a contraction from
H(K)⊗U to H(K)⊗ Y .
Now we prove the following result.
Lemma. Let J : Ω× Ω→ B(Y ) be a self-adjoint function. If
J ⊘K : (z, w) 7→ J(z, w)⊗K(z, w) (8)
is a positive kernel for every B(Y )-valued kernel K, then there is a completely positive kernel
Γ : Ω× Ω→ B(Cb(Ψ), B(Y )) such that
J(z, w) = Γ(z, w)(1−E(z)E(w)∗) for all z, w ∈ Ω.
Proof of the lemma.
We prove the result for a finite subset Ω0 = {w1, . . . wn} of Ω and apply Kurosh’s theorem.
Consider the following subset of n× n self-adjoint operator matrices with entries in B(Y )
WΩ0 ={
(
Γ(wi, wj)(1−E(wi)E(wj)
∗)
)
1≤i,j≤n
:
Γ : Ω× Ω→ B(Cb(Ψ), B(Y ))is a completely positive kernel}
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ClearlyWΩ0 ⊂ B(Y
n) is a wedge in the space of n× n self-adjoint matrices.
It needs to be shown thatWΩ0 is closed in the weak∗-topology of B(Y
n). To that end, start
with a net
[
Γν(wi, wj)(1 − E(wi)E(wj)
∗)
]
1≤i,j≤n
=
[
Aν
]
1≤i,j≤n
in WΩ0 and suppose that it con-
verges in the weak∗-topology to an n × n self-adjoint matrix A =
[
Aij
]
with entries in B(Y ).
This means that for every X =
[
Xlm
]
in B1(Y
n) (the space of trace class operators on Y n),
{tr(AνX)} converges to tr(AX). Let u, v ∈ Y with ||u||, ||v|| ≤ 1 and choose X to be the opera-
tor matrix which has u ⊗ v as its (j, i)-th entry and zeros elsewhere. Then tr(AνX) =
〈
Aνu, v
〉
tends to tr(AX) =
〈
Au, v
〉
. Since i, j are arbitrary, we have that
〈
Γν(wi, wj)(1− E(wi)E(wj)
∗)u, v
〉
−→
〈
K(wi, wj)u, v
〉
.
Now 1 − E(wi)E(wi)
∗ ≥ 1 − ||E(wi)||
2 > 0 gives us that there is an ǫ > 0 such that 1 −
E(wi)E(wi)
∗ > ǫ · 1 for all i = 1, · · · , n. Hence we get that〈
Γν(wi, wi)(1− E(wi)E(wi)
∗)u, u
〉
≥ ǫ
〈
Γν(wi, wj)u, u
〉
for all i = 1, · · · , n.
Since the left hand side converges, we can find anM > 0 such that
supν
〈
Γν(wi, wi)u, u
〉
≤M for all i = 1, · · · , n.
Also for any δ ∈ Cb(Ψ), we have〈
Γν(wi, wi)(δδ
∗)u, u
〉
≤ ||δ||2
〈
Γν(wi, wi)u, u
〉
≤ M ||δ||2.
If Γ is completely positive, δ1, δ2 ∈ Cb(Ψ), z, w ∈ Ω and u, v ∈ Y , then we have
|
〈
Γ(z, w)(δ1δ
∗
2)u, v
〉
|2 ≤
〈
Γ(z, z)δ1δ
∗
1u, u
〉〈
Γ(w,w)δ2δ
∗
2v, v
〉
.
So
|
〈
Γν(wi, wj)(δδ
∗)u, v
〉
| ≤M2||δ||2 for every i, j = 1, · · · , n.
Therefore, for each δ ∈ Cb(Ψ), u, v ∈ Y and i, j = 1, · · · , n, the net
{〈
Γν(wi, wj)(δδ
∗)u, v
〉}
is
bounded. Since Ω0 is finite, we get a subnet νl such that
{〈
Γνl(wi, wj)(δδ
∗)u, v
〉}
converges to
some number depending on δ, u and v, for every i, j = 1, · · · , n. Define a completely positive
kernel Γ : Ω0 × Ω0 → B(Cb(Ψ), B(Y )) by
〈
Γ(wi, wj)(δ)u, v
〉
= liml
〈
Γνl(wi, wj)(δ)u, v
〉
and
extend it trivially to the whole set Ω× Ω. Consequently, for every u, v ∈ Y we have〈
Γ(wi, wj)(1− E(wi)E(wj)
∗)u, v
〉
=
〈
Aiju, v
〉
.
This proves thatWΩ0 is weak∗-closed.
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The n × n matrix
[
IY
]
with each entry equal to IY , is in WΩ0 . Indeed, let ψ ∈ Ψ and take
Γψ : Ω× Ω→ B(Cb(Ψ), B(Y )) defined by
Γψ(z, w)(δ) =
δ(ψ)
1− ψ(z)ψ(w)
IY , z, w ∈ Ω.
Then we have
Γψ(z, w)(δ1δ2) =
∞∑
l=0
(
δ1(ψ)ψ(z)
)l (
δ2(ψ)ψ(w)
)l
IY and Γψ(z, w)(1− E(z)E(w)
∗) = IY .
It is now clear that
[
IY
]
∈ WΩ0 .
Also, the restriction of J (see (8)) onΩ0×Ω0, that is, J |Ω0×Ω0 = J is inWΩ0 . If possible, letJ /∈
WΩ0 . By Theorem 3.4 in [14], we get a weak∗-continuous linear functional L on B(Y
n) whose
real part is nonnegative onWΩ0 and strictly negative at J . We replace L(R) by
L(R)+L(R)
2
, R ∈
B(Y n), and denote it by L itself. Since L is weak∗-continuous and for any locally convex space
X , we have (X∗;weak∗)∗ = X (see Theorem V.1.3 in [11]), we find that L is of the form L(R) =
tr(RC) for some n × n self-adjoint compact C ∈ B1(Y
n) whose entries are in the ideal of trace
class operators on Y n.
Let {en : n ≥ 1} be an orthonormal basis of Y . Given a bounded operator A on Y , define its
transpose to be the linear transformation on Y whose matrix entries with respect to the basis
above are 〈Atej , ei〉 = 〈Aei, ej〉. It is easy to see that this defines a bounded operator. Indeed, if
u ∈ Y is given by u =
∑
uiei, then we define u =
∑
uiei and then we have 〈A
tu, v〉 = 〈Av, u〉
for u, v ∈ Y which on application of the Cauchy-Schwarz inequality yields boundedness.
Since C obtained above is a block n × n operator matrix C = ((C(wi, wj)))
n
i,j=1 , define C
t
to be the block n × n operator matrix whose (i, j)th. entry is Ct(wi, wj) = C(wj, wi)
t. In other
words, 〈Ct(wi, wj)u, v〉 = 〈C(wj, wi)v, u〉 for u, v ∈ Y .
We shall show that Ct is a B(Y )-valued positive kernel on Ω0, that is, for ui ∈ Y , 1 ≤ i ≤ n,
n∑
i,j=1
〈
Ct(wi, wj)uj, ui
〉
≥ 0
To see this, note that
n∑
i,j=1
〈
Ct(wi, wj)uj, ui
〉
=
n∑
i,j=1
〈
ui, C(wj, wi)
∗uj
〉
=
n∑
i,j=1
〈
tr((ui ⊗ uj)Cji)
〉
.
This last quantity is tr(DC), where D = (Di,j) = (ui ⊗ uj), and hence equals L(D).
For any function u : Ω→ Y , if ∆ψ : Ω× Ω→ B(Cb(Ψ),B(Y )) is the function defined by
∆ψ(z, w) : δ 7→
δ(ψ) u(z)⊗ u(w)
1− ψ(z)ψ(w)
, z, w ∈ Ω,
then
∆ψ(z, w)(δ1δ2) =
δ1(ψ)δ2(ψ)
1− ψ(z)ψ(w)
u(z)⊗ u(w).
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Let δ1, · · · , δn ∈ Cb(ψ) , B1 · · · , Bn ∈ B(Y ), v ∈ Y and z1, · · · zn ∈ Ω. Then we have〈( n∑
i,j=1
B∗i∆ψ(zi, zj)(δ
∗
i δj
)
Bj
)
v, v
〉
=
n∑
i,j=1
αiαj
1− ψ(zi)ψ(zj)
where αi = δi(ψ)
〈
u(zi), Bi(v)
〉
i = 1, 2, · · · , n. The last expression is clearly non-negative.
Therefore, ∆Ψ is completely positive. Now, ∆ψ(1 − E(z)E(w)
∗) = u(z) ⊗ u(w) gives that D
is in WΩ0 . Hence,
∑n
i,j=1
〈
Ct(wi, wj)uj, ui
〉
= L(D) ≥ 0. Thus, Ct is a B(Y )-valued positive
kernel on Ω0.
In fact, Ct is admissible. To see that, consider the function Θψ : Ω × Ω → B(Cb(Ψ), B(Y ))
defined by
Θψ(z, w)(δ) = δ(ψ)u(z)⊗ u(w)
for ψ ∈ Ψ and u : Ω→ Y . Let δi ∈ Cb(Ψ), Bi ∈ B(Y ) and zi ∈ Ω, 1 ≤ i ≤ n.
Then for any v ∈ Y we have
n∑
i,j=1
〈(
B∗iΘψ(zi, zj)(δ
∗
i δj)Bj
)
v, v
〉
= |
n∑
i=1
δi(ψ)〈Biv, u(zi)〉|
2 ≥ 0.
So Θψ is completely positive and hence
Θψ(z, w)(1−E(z)E(w)
∗)|Ω0×Ω0 ∈ WΩ0 .
Now let u1, . . . , un ∈ Y . A little computation gives
n∑
i,j=1
〈
(1− ψ(wi)ψ(wj))C
t(wi, wj)uj, ui
〉
= tr(ΘψC).
But then Θψ(z, w)(1−E(z)E(w)
∗)|Ω0×Ω0 ∈ WΩ0 gives us tr(ΘψC) ≥ 0. So C
t is Ψ-admissible.
By our assumption, the B(Y ⊗Y )-valued function J ⊘Ct on Ω0×Ω0 is positive. So for any
ui ∈ Y , 1 ≤ i ≤ n, we have
n∑
i,j=1
〈
J ⊘ Ct(wi, wj)uj, ui
〉
≥ 0.
With {ep : p ≥ 1} an orthonormal basis of Y , set ui =
∑N
m=1 em⊗ em, for all i,where N is some
fixed natural number. So we have
n∑
i,j=1
〈
J ⊘ Ct(wi, wj)uj, ui
〉
=
n∑
i,j=1
N∑
p,q=1
〈
J (wi, wj)ep, eq
〉〈
Ct(wi, wj)ep, eq
〉
and this is nonnegative. This holds for any N ≥ 1. On the other hand
L(J ) =
n∑
i,j=1
tr
(
J (wi, wj)C(wj, wi)
)
=
n∑
i,j=1
∞∑
p,q=1
〈
J (wi, wj)ep, eq
〉〈
Ct(wi, wj)ep, eq
〉
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which is nonnegative by the previous argument. But this is a contradiction since L(J ) < 0.
Hence J ∈ WΩ0 .
It is easy to see that conditions in Kurosh’s theorem are satisfied (see Theorem 2.56 in [1],
page 74-75 in [3]). So the finiteness condition on the set Ω0 can be removed.
This completes the proof of the statement that under given conditions there is a completely
positive kernel Γ : Ω× Ω→ B(Cb(Ψ), B(Y )) such that
J(z, w) = Γ(z, w)(1−E(z)E(w)∗) for all z, w ∈ Ω.
This completes the proof of the lemma.
To complete the proof of the theorem, note that if S ∈ SA Ψ(U ,Y ), then clearly (IY −
S(z)S(w)∗)⊗K(z, w) is positive for every Ψ-admissible kernel K. Hence an application of the
result above shows that there is a completely positive kernel Γ : Ω×Ω→ B(Cb(Ψ), B(Y )) such
that
IY − S(z)S(w)
∗ = Γ(z, w)(1− E(z)E(w)∗) for all z, w ∈ Ω.
3 An Auxiliary Function
Let us prove the following lemma.
Lemma. Suppose that zi ∈ Ω and Bi ∈ B(U ,Y ), 1 ≤ i ≤ n. The interpolation problem
zi 7→ Bi is solvable by a function in SA ψ(U ,Y ) if and only if there is a completely positive
kernel Γ : {z1, . . . , zn} × {z1, . . . , zn} → B(Cb(Ψ), B(Y )) such that
IY −BiB
∗
j = Γ(zi, zj)(1− E(zi)E(zj)
∗) for all i, j = 1, 2, . . . , n. (9)
Proof of the Lemma. (⇒) Suppose the interpolation problem zi 7→ Bi is solvable by a func-
tion in S ∈ SA ψ(U ,Y ). By Theorem 1, there is a completely positive kernel ∆ : Ω × Ω →
B(Cb(Ψ), B(Y )) such that
IY − S(z)S(w)
∗ = ∆(z, w)(1−E(z)E(w)∗) for all z, w ∈ Ω.
Putting z = zi, w = zj and Γ(zi, zj) = ∆(zi, zj) 1 ≤ i, j ≤ n in this equation we get the required
result.
(⇐) Suppose that there is a completely positive kernel Γ : {z1, . . . , zn}×{z1, . . . , zn} → B(Cb(Ψ), B(Y ))
such that
IY −BiB
∗
j = Γ(zi, zj)(1− E(zi)E(zj)
∗) for all i, j = 1, 2, . . . , n.
Let us define a function S0 : {z1, z2, . . . , zn} → B(U ,Y ) by S0(zi) = Bi, 1 ≤ i ≤ n. Then,
Theorem 1 gives us that there is a function S ∈ SA Ψ(U ,Y ) such that S(zi) = S0(zi) = Bi for
all i = 1, 2, . . . , n.
This completes the proof of the lemma.
⊓⊔
Now let us construct a function G. For a solvable problem zi 7→ Bi, 1 ≤ i ≤ n, (9) gives us a
completely positive kernel
Γ : {z1, . . . , zn} × {z1, . . . , zn} → B(Cb(Ψ), B(Y ))
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such that
IY −BiB
∗
j = Γ(zi, zj)(1− E(zi)E(zj)
∗) for all i, j = 1, 2, . . . , n.
It is well-known that a completely positive kernel
Γ : {z1, . . . , zn} × {z1, . . . , zn} → B(Cb(Ψ), B(Y ))
has a Kolmogorov decomposition, i.e., there exists a Hilbert space X1, a unital ∗-representation
µ : Cb(Ψ)→ B(X1) and a function h : {z1, . . . , zn} → B(X1,Y ) such that
Γ(zi, zj)(δ) = h(zi)µ(δ)h(zj)
∗ for all i, j ∈ {1, . . . , n} and δ ∈ Cb(Ψ).
This gives us
IY − BiB
∗
j = h(zi)h(zj)
∗ − h(zi)µ(1− E(zi)E(zj)
∗)h(zj)
∗.
So for any y, w ∈ Y , we have
〈y, w〉 − 〈B∗i y, B
∗
jw〉 = 〈h(zi)
∗y, h(zj)
∗w〉 − 〈µ(E(zi))
∗h(zi)
∗y, µ(E(zj))
∗h(zj)
∗w〉.
Let L1 = span{µ(δ)h(zi)
∗y : 1 ≤ i ≤ n, δ ∈ Cb(Ψ), y ∈ Y }. So the last equality can be rewritten
as 〈(
µ(E(zi))
∗h(zi)
∗y
y
)
,
(
µ(E(zj))
∗h(zj)
∗w
w
)〉
L1⊕Y
=
〈(
h(zi)
∗y
B∗i y
)
,
(
h(zj)
∗w
B∗jw
)〉
L1⊕U
.
Now, let
N2 = span
{(
µ(E(zi))
∗h(zi)
∗y
y
)
: y ∈ Y , i = 1, 2, . . . , n
}
and
N1 = span
{(
h(zi)
∗y
B∗i y
)
: y ∈ Y , i = 1, 2, . . . , n
}
.
Then there is a unitary V : N2 → N1 that sends
(
µ(E(zi))
∗h(zi)
∗y
y
)
to
(
h(zi)
∗y
B∗i y
)
for all i and y. (10)
Let M1 = (L1 ⊕ U ) ⊖ N1 and M2 = (L1 ⊕ Y ) ⊖ N2. Since, N1 and N2 are unitarily
equivalent, the linear operator Q : N2 ⊕ M2 ⊕ M1 → N1 ⊕ M1 ⊕ M2 sending n2 ⊕ m2 ⊕ m1
to V n2 ⊕m1 ⊕m2 is a well defined unitary operator. Since N2 ⊕M2 ⊕M1 ≃ L⊕ Y ⊕M1 and
N1 ⊕M1 ⊕M2 ≃ L⊕U ⊕M2, we can write Q as
Q =
( L1 M1 ⊕ Y
L1 Q11 Q12
M2 ⊕U Q21 Q22
)
. (11)
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We consider the function
G(z) := Q∗22 +Q
∗
12(IL1 − µ(E(z)) Q
∗
11)
−1 µ(E(z)) Q∗21, (z ∈ Ω). (12)
Then for each z ∈ Ω, we have G(z) ∈ B(M2 ⊕U ,M1 ⊕ Y ). Moreover, by the result of Section
2, we have G ∈ SA ψ(M2 ⊕U ,M1 ⊕ Y ). Since, Q is an extension of V , we have that
Q(n2 ⊕ 0M2 ⊕ 0M1) = V n2 ⊕ 0M1 ⊕ 0M2 for all n2 ∈ N2.
Hence, we can write
Q
(
µ(E(zi))
∗h(zi)
∗y
y
)
=
(
h(zi)
∗y
B∗i y
)
for all i = 1, 2, . . . , n and y ∈ Y . In other words,
( L1 M1 ⊕ Y
L1 Q11 Q12
M2 ⊕U Q12 Q22
)(
µ(E(zi))
∗h(zi)
∗y
0M1 ⊕ y
)
=
(
h(zi)
∗y
0M2 ⊕B
∗
i y
)
,
or, Q11(µ(E(zi))
∗h(zi)
∗y) +Q12(0M1 ⊕ y) = h(zi)
∗y
and Q21(µ(E(zi))
∗h(zi)
∗y) +Q22(0M1 ⊕ y) = 0M2 ⊕ B
∗
i y,
or, (IL1 −Q11µ(E(zi))
∗)−1Q12(0M1 ⊕ y) = h(zi)
∗y
and Q22(0M1 ⊕ y) +Q21(µ(E(zi))
∗h(zi)
∗y) = 0M2 ⊕ B
∗
i y.
Combining the last two equations, we obtain
Q22(0M1 ⊕ y) +Q21µ(E(zi))
∗(IL1 −Q11µ(E(zi))
∗)−1Q12(0M1 ⊕ y) = 0M2 ⊕B
∗
i y,
and hence from the definition of G (see (12)) we get
G(zi)
∗(0M1 ⊕ y) = 0M2 ⊕ B
∗
i y. (13)
Let us write G(z)∗ as
G(z)∗ =
( M1 Y
M2 G11(zi)
∗ G21(zi)
∗
U G12(zi)
∗ G22(zi)
∗
)
.
So we have
( M1 Y
M2 G11(zi)
∗ G21(zi)
∗
U G12(zi)
∗ G22(zi)
∗
)(
0M1
y
)
=
(
0M2
B∗i y
)
which gives
G21(zi) = 0 and G22(zi) = Bi for i = 1, 2, . . . , n.
This completes the construction of G. This G will be fixed for the rest of the paper.
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4 Main Result
Suppose that we are given two Hilbert spaces U and Y . Let us consider an interpolation
problem zi 7→ Bi, where zi ∈ Ω, Bi ∈ B(U ,Y ), 1 ≤ i ≤ n and let us assume that it is solvable.
If f ∈ SA ψ(U ,Y ) is a solution to this interpolation problem then Theorem 1 gives us that we
can find a completely positive kernel ∆ : Ω× Ω→ B(Cb(Ψ), B(Y )) such that
IY − f(z)f(w)
∗ = ∆(z, w)(1− E(z)E(w)∗) for all z, w ∈ Ω. (14)
This ∆ in (14) and Γ in (9) may not agree on the whole Ω × Ω. But when they agree on the
set {z1, . . . zn} × {z1, . . . zn} we call f an affiliated solution. To be more precise, we give a proper
definition.
Definition: Let z1, · · · , zn ∈ Ω and B1, · · · , Bn ∈ B(U ,Y ) be a solvable data. Let f ∈
SA ψ(U ,Y ) be a solution. Let Γ and ∆ be as in (9) and (14), respectively. Then f is said to be
affiliated with Γ if Γ(zi, zj) = ∆(zi, zj) for all i, j = 1, 2, . . . , n.
Neither Γ nor ∆ need be unique.
Suppose that a solution f ∈ SA ψ(U ,Y ) of the interpolation problem zi 7→ Bi is affiliated
with a completely positive kernel
Γ : {z1, . . . , zn} × {z1, . . . , zn} → B(Cb(Ψ), B(Y )).
Our problem is to parametrize all such functions f . When Ω = D and U = Y = C, the
problem is completely solved (see [1], [5], [15], [13]) by Nevanlinna. Nevanlinna’s result has
been generalized to some situations: see [1], [5], [7] and [8].
Theorem 2. Suppose that f ∈ SA Ψ(U ,Y ) is a solution of this interpolation problem zi 7→ Bi and f
is affiliated with a completely positive kernel
Γ : {z1, . . . , zn} × {z1, . . . , zn} → B(Cb(Ψ), B(Y )).
Let M1, M2 and G be as in Section 3. Writing G as
G(z) =
( M2 U
M1 G11(z) G12(z)
Y G21(z) G22(z)
)
,
we have
f(z) =
(
G22 +G21(IM2 − t G11)
−1
t G12
)
(z)
for some t ∈ SA Ψ(M1,M2) and for all z ∈ Ω.
Proof of Theorem 2. Since f is a solution and f is affiliated with Γ, we can find a completely
positive kernel ∆ : Ω× Ω→ B(Cb(Ψ), B(Y )) such that
IY − f(z)f(w)
∗ = ∆(z, w)(1− E(z)E(w)∗) for all z, w ∈ Ω (15)
and Γ(zi, zj) = ∆(zi, zj) for all i, j = 1, 2, . . . , n. Now, there is a Hilbert spaceX , a ∗-representation
ρ : Cb(Ψ)→ B(X ) and a function g : Ω→ B(X ,Y ) such that
Γ(z, w)(a) = g(z)ρ(a)g(w)∗ for all z, w ∈ Ω and a ∈ Cb(Ψ). (16)
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See [4] or [6] or [9]. From these equation we can construct a unitary W˜ : X ⊕ Y → X ⊕ U
such that writing W˜ as
W˜ =
(X Y
X A˜ B˜
U C˜ D˜
)
,
one has
f(z)∗ = D˜ + C˜(IX − ρ(E(z))
∗A˜)−1ρ(E(z))∗B˜ for all z ∈ Ω (17)
and W˜ takes
(
ρ(E(z))∗g(z)∗y
y
)
to
(
g(z)∗y
f(z)∗y
)
.
Let
L = span{ρ(δ)g(zi)
∗y : y ∈ Y , δ ∈ Cb(Ψ), 1 ≤ i ≤ n}.
This is a closed subspace of X and it is reducing for ρ(E(z)), for all z ∈ Ω. Recall the subspace
L1 of X1 from Section 3 which was defined by
L1 = span{µ(δ)h(zi)
∗y : 1 ≤ i ≤ n, δ ∈ Cb(Ψ), y ∈ Y }.
Now Γ(zi, zj) = ∆(zi, zj) for all i, j = 1, 2, . . . , n, gives us
g(zi)ρ(δ)g(zj)
∗ = h(zi)µ(δ)h(zj)
∗, for all 1 ≤ i, j ≤ n, δ ∈ Cb(Ψ).
It is easy to see that the map S˜ : L → L1 sending ρ(δ)g(zi)
∗y to µ(δ)h(zi)
∗y is a unitary.
Let H = X ⊖L and S = IH ⊕ S˜. Then S : X → H ⊕L1 is a unitary.
We define λ : Cb(Ψ)→ B(H ⊕L1) by
λ(δ) = Sρ(δ)S∗, δ ∈ Cb(Ψ),
and l : Ω→ B(H ⊕L1 ⊕ Y ) by
l(z) = g(z)S∗.
Clearly, λ is a unital ∗-representation. We have
l(zi)
∗y = h(zi)
∗y and λ(δ)l(zi)
∗y = µ(δ)h(zi)
∗y for all 1 ≤ i, j ≤ n, δ ∈ Cb(Ψ). (18)
Since L1 is reducing for λ(E(z)) for all z ∈ Ω, we get using (16) and the definitions of λ and l
that
IY − f(z)f(w)
∗ = l(z)λ(1 −E(z)E(w)∗)l(w)∗ for all z, w ∈ Ω.
WriteW = (S⊕ IU )
∗W˜ (S⊕ IY ). This is a unitary from H ⊕L1⊕Y to H ⊕L1⊕U that takes(
λ(E(z))∗l(z)∗y
y
)
to
(
l(z)∗y
f(z)∗y
)
for all y ∈ Y and z ∈ Ω.
So writingW as
W =
(H ⊕L1 Y
H ⊕L1 A B
U C D
)
,
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one has
f(z)∗ = D + Cλ(E(z))∗(IH ⊕L1 −Aλ(E(z))
∗)−1B, for all z ∈ Ω. (19)
In particular,W takes(
µ(E(zi))
∗h(zi)
∗y
y
)
to
(
h(zi)
∗y
B∗i y
)
for all y ∈ Y and 1 ≤ i ≤ n (20)
because of (18).
Now recall that L1 ⊕ Y = N2 ⊕M2 and L1 ⊕ U = N1 ⊕M1 from Section 3. So W maps
H ⊕M2 ⊕ N2 onto H ⊕ M1 ⊕N1 and maps N2 onto N1 unitarily. So from (10) and (20) we
obtainW |N2 = V . Hence we are allowed to write
W =
(H ⊕M2 N2
H ⊕M1 Z 0
N1 0 V
)
(21)
where Z : H ⊕M2 → H ⊕M1 is a unitary. Now we write Z as
Z =
(H M2
H Z11 Z12
M1 Z21 Z22
)
(22)
and take
t(z)∗ = Z22 + Z21λ(E(z))
∗(IH − Z11λ(E(z))
∗)−1Z12 for all z ∈ Ω. (23)
Clearly t ∈ SA Ψ(M1,M2). Let us fix a z ∈ Ω and a y ∈ Y , and put u = f(z)
∗y. From (19) we
get
W =
(H ⊕L1 Y
H ⊕L1 A B
U C D
)
,
and
f(z)∗ = D + Cλ(E(z))∗(IH ⊕L1 −Aλ(E(z))
∗)−1B, for all z ∈ Ω. (24)
Let kz = (IH ⊕L1 − Aλ(E(z))
∗)−1By. It is an element of H ⊕L1. A little computation gives
Aλ(E(z))∗kz +By = kz and Cλ(E(z))
∗kz +Dy = u.
This can be rewritten as
W
(
λ(E(z))∗kz
y
)
=
(
kz
u
)
. (25)
For any Hilbert spaceX and a closed subspaceM ofX , let us denote the orthogonal projec-
tion of X ontoM by PX→M .
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Let rz = PH ⊕L1→H kz . Since L1 is reducing for λ(E(z)) for all z ∈ Ω (see (18)), we have the
following
λ(E(z))∗rz = PH ⊕L1→H (λ(E(z))
∗kz) = PH ⊕L1⊕Y →H (λ(E(z))
∗kz ⊕ y) and
rz = PH ⊕L1⊕U→H (kz ⊕ u).
Since
λ(E(z))∗kz ⊕ y ∈ H ⊕L1 ⊕ Y = H ⊕N2 ⊕M2 and
kz ⊕ u ∈ H ⊕L1 ⊕U = H ⊕N1 ⊕M1,
there exist ni ∈ Ni andmi ∈ Mi, i = 1, 2, such that
λ(E(z))∗kz ⊕ y = λ(E(z))
∗rz ⊕ n2 ⊕m2 and kz ⊕ u = rz ⊕ n1 ⊕m1. (26)
So (25) gives us
W (λ(E(z))∗rz ⊕ n2 ⊕m2) = (rz ⊕ n1 ⊕m1)
and using (21) we get
(H ⊕M2 N2
H ⊕M1 Z 0
N1 0 V
)(
λ(E(z))∗rz ⊕m2
n2
)
=
(
rz ⊕m1
n1
)
.
So
Z(λ(E(z))∗rz ⊕m2) = rz ⊕m1 and V n2 = n1. (27)
Using decomposed form of Z with respect to its domain and range we get
(H M2
H Z11 Z12
M1 Z21 Z22
)(
λ(E(z))∗rz
m2
)
=
(
rz
m1
)
.
This gives us two equations from which we eliminate rz. Recalling the definition of t(z)
∗ (23)
enables us to obtain
t(z)∗m2 = m1. (28)
Now let qz = PH ⊕L1→L1(kz). So from (26) we get
n1 ⊕m1 = PH ⊕N1⊕M1→N1⊕M1(rz ⊕ n1 ⊕m1)
= PH ⊕L1⊕U→L1⊕U (kz ⊕ u) = qz ⊕ u
and
n2 ⊕m2 = PH ⊕N2⊕M2→N2⊕M2(λ(E(z))
∗rz ⊕ n2 ⊕m2)
= PH ⊕L1⊕Y →L1⊕Y (λ(E(z))
∗kz ⊕ y) = λ(E(z))
∗qz ⊕ y.
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Recall theQ that was defined in (11) in Section 3. It is a unitary from N2⊕M2⊕M1 toN1⊕M1⊕
M2 sending n2 ⊕m2 ⊕m1 to V n2 ⊕m1 ⊕m2. Taking V n2 = n1, t(z)
∗m2 = m1, n1 ⊕m1 = qz ⊕ u
and n2 ⊕m2 = λ(E(z))
∗qz ⊕ y we see that Q sends
λ(E(z))∗qz ⊕ t(z)
∗m2 ⊕ y to qz ⊕m2 ⊕ u.
Hence we are allowed to write
( L1 M1 ⊕ Y
L1 Q11 Q12
M2 ⊕U Q12 Q22
)(
λ(E(z))∗qz
t(z)∗m2 ⊕ y
)
=
(
qz
m2 ⊕ u
)
.
Hence
Q11(λ(E(z))
∗qz) +Q12(t(z)
∗m2 ⊕ y) = qz
Q21(λ(E(z))∗qz) +Q22(t(z)
∗m2 ⊕ y) = m2 ⊕ u.
Eliminating qz we obtain
(Q22 +Q21λ(E(z))
∗(IL1 −Q11λ(E(z))
∗)−1Q12)(t(z)
∗m2 ⊕ y) = m2 ⊕ u.
Now (18) gives us
λ(δ)|L1 = µ(δ), for all δ ∈ Cb(Ψ).
So we have (
Q22 +Q21µ(E(z))
∗(IL1 −Q11µ(E(z))
∗)−1Q12
)
(t(z)∗m2 ⊕ y) = m2 ⊕ u.
Recalling the G from (12) of Section 3, we see that the last equation is precisely
G(z)∗(t(z)∗m2 ⊕ y) = m2 ⊕ u.
Using the decomposition of G(z)∗ with respect to its domain and range we get
( M1 Y
M2 G11(z)
∗ G21(z)
∗
U G12(z)
∗ G22(z)
∗
)(
t(z)∗m2
y
)
=
(
m2
u
)
.
From this we obtain two equations. Eliminating m2 from those gives us
u = G22(z)
∗y +G12(z)
∗
t(z)∗(IM2 −G11(z)
∗
t(z)∗)−1G21(z)
∗y.
Since u = f(z)∗y and, y and z are arbitrary, we have
f(z) = G22(z) +G21(z)(IM2 − t(z)G11(z))
−1
t(z)G12(z), for all z ∈ Ω.
This completes the proof.
15
5 Examples
In this section, we apply Theorem 2 to the following cases: operator-valued functions on bidisc
and symmetrized bidisc, and scalar-valued functions on annulus. The key ingredients of these
constructions are the Agler decomposition and the realization formula (see [1] for bidisc, [2],
[10] for symmetrized bidisc and [12] for annulus). In each of these examples, there exists a
certain collection of test functions for which the Schur-Agler class and the Schur class coincide.
More details on the test functions can be found in [1] for the bidisc, [10] for the symmetrized
bidisc and [12] for the annulus. A solution to the bidisc case is known (see [1], [7]).
Suppose Ω stands for the bidisc or the symmetrized bidisc or the annulus. We consider two
Hilbert spaces U and Y . When Ω is an annulus, we take U = Y = C. Let H∞1 (Ω, B(U ,Y ))
stand for the closed unit ball of all bounded holomorphic functions on Ω taking values in
B(U ,Y ). Now, applying Theorem 2 we obtain the following result.
Theorem 3. Suppose that f ∈ H∞1 (Ω, B(U ,Y )) is a solution of this interpolation problem zi 7→ Bi
and f is affiliated with a completely positive kernel
Γ : {z1, . . . , zn} × {z1, . . . , zn} → B(Cb(Ψ), B(Y )).
Then with M1, M2 and G as in Section 3, we have that writing G as
G(z) =
( M2 U
M1 G11(z) G12(z)
Y G21(z) G22(z)
)
,
one has
f(z) =
(
G22 +G21(IM2 − t G11)
−1
t G12
)
(z)
for some t ∈ H∞1 (Ω, B(M1,M2)) and for all z ∈ Ω.
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