Abstract. Sufficient conditions are obtained for the existence and global exponential stability of periodic solution of high-order Cohen-Grossberg neural network with impulses by using Mawhin's continuation theorem of coincidence degree and by means of a method based differential inequality.
Introduction
The study of the existence of periodic solutions and almost periodic solutions of the nonautonomous neutral networks has received much attention, see, for instance, Refs [1] [2] [3] [4] [5] and references cited therein. Most widely studied and used neural networks can be classified as either continuous or discrete. Recently, there has been a somewhat new category of neural networks which is neither purely continuous-time nor purely discrete-time ones; these are called impulsive neural networks. This third category of neural networks display a combination of characteristics of both the continuous-time and discrete-time systems [6] [7] [8] [9] . In this paper, we will study the existence and exponential stability of periodic solution of high-order Cohen-Grossberg neural network with variable delays and impulses (1.1) is the activation function of the neurons. The delays 0 < T{(t) < r (i = 1,2, • • •, n) are bounded function.
dxj(t) dt = -CLi(Xi(t)) bi(t)xi(t) + ^cij(t)fj(xj(t -T i( i )
As usual in the theory of impulsive differential equations, at the points of discontinuity tk of the solution t \-> Xi(t) we assume that xl(tfc) = xi(t^).
It is clear that the derivatives
On the other hand, according to the first equality of (1.1) there exists the limits Xi(tJ). According to the above convention, we assume x{(tk) = x{ (t^),
The initial conditions of system (1.1) are of the form
Throughout this paper, we assume that 
<tk<t
For convenience, for i,j,s = 1, 2, • • •, n, we introduce the following notations:
The organization of this paper is as follows. In Section 2, we introduce some notations and definitions, and state some preliminary results needed in later sections. In Section 3, we study the existence of periodic solutions of system (1.1) by using the continuation theorem of coincidence degree proposed by Gains and Mawhin [15] . In Section 4, we shall derive sufficient conditions to ensure that the periodic solution of (1.1) is globally exponentially stable. In Section 5, an illustrate example is given to demonstrate the effectiveness of the obtained results.
Preliminaries
In this section, we shall introduce some notations and definitions, and state some preliminary results. Consider the impulsive system 
Consider the nonimpulsive delay differential system
•fs(
LEMMA 2.1. [6] Assume (H7) holds, then
is a solution of ( 1.1), then
is a solution of (2.2) . 
Definition 2.3. Let the n x n matrix A -(fljj)nxn have nonpositive off-diagonal elements and all principal minors of A are positive, then A is said to be an M-matrix.
Lemma 2.3. [11] Let x(t) = (xi(t),x2(t),... ,xn(t)) T be a solution of the differential inequality x\t) < Ax(t) + Bx(t), t>t0,
where sup (xi(s)}, sup {x2(s)},..., sup {x"(s)}) ,
is an M-matrix.
Then there always exists constants
A > 0, r^ > 0 (i = 1,2,..., n) such that n Xi(t)<ri£xj(to)e*( t -t°K 3=1
Existence of periodic solutions
In this section, based on the Mawhin's continuation theorem, we shall study the existence of periodic solution of (1.1). For convenience, we introduce the following notations:
where y = (yi, J/2, • • •, Vn) T is w-periodic function, i = 1,2,..., n. Our main result of this section is as follows. Proof. According to the discussion in Section 2, we need only to prove that non-impulsive delay differential system (2.2) has an to-periodic solution. In order to use the continuous theorem of coincidence degree theory to establish the existence of solution of (2.2), we take 
-(t ~ Tj(t)) j=l S = 1 0<t k <t-Tj(t) '
•fs( n (1 --yak)xa(t -Ts(t))j +Ii(t) j, xex,
Suppose that x(i) = (xi(i),x2(i),... ,xn(t)) T G X is a solution of system 
That is
•fs( II (1 --Y8k)Xs(t-Ta(t)))Xi(t)
From conditions (#2), (#4) and (#5), it follows that 
Together with (3.2), we get cj (3. 
When x G dfl fl Ker L, x = (x\,x2, • • •, xn) T is a constant vector in R n with || x ||= A. There
Take J : ImQ -> KerL, R -> R. Then, if necessary, we can let K be greater such that x T JQNx < 0. So, for any x G dQ Pi KerL, QNx ^ 0.
Furthermore, let 3>(7;x) = -JX+(1-J)JQNX, then for any x G <9f2flKerL,
So, condition (6) of Lemma 2.2 is also satisfied. We now know that to satisfies all the requirements in Lemma 2.2. Therefore, (2.2) has at least one ui-periodic solution. As a sequence system (1.1) has at least one u;-periodic solution. The proof is complete. •
Global exponential stability of the periodic solution
Suppose that x* = x2,..., x* ) T is a periodic solution of system (1.1). In this section, we will use a technique of differential inequality to study the exponential stability of this periodic solution. Proof. According to Theorem 3.1, we know that (1.1) has an ui-periodic so- 
D+z(t) < -Az(t) + a/3ACLz(t) + a(3m~A{DL + DL)z(t) = -Az(t) + a/M(C + m(D + D))Lz(t),
where 72 / is an M-matrix. It then follows from Theorem 2 that system (5.1) has a unique 2ir-periodic solution which is globally exponentially stable.
