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Ionisation by charged particles
Ionisation as a detection principle
Francis Hauksbee (the Elder) [4] experimented with electrically induced gas discharges as early as 1706, the year Benjamin Franklin was born. In the process, he observed the de-excitation light.
Ionisation as a detection principle for radiation was recognised by Antoine Henri Becquerel during the exploration of radioactivity [5] :
Becquerel discovered in 1896 the special radiating properties of uranium and its compounds. Uranium emits very weak rays which leave an impression on photographic plates. These rays pass through black paper and metals; they make air electrically conductive.
Hans Geiger, working at the time in Manchester with Ernest Rutherford on radioactivity experiments, used this principle in 1908 to construct the counter tubes named after him [6] . His goal was simplifying the counting of α particles, which they so far did by watching light flashes on a screen. Towards 1928, together with Walther Müller, he developed counters that were sensitive to other types of radiation.
Ionisation models
Models relating the ionisation losses in gases to the photo-absorption cross section and the ε of the gas have been developed from the 1960s [7] [8] [9] . This has resulted in several computer programs, e.g. by F. Lapique and F. Piuz in 1980 [10] . Somewhat later in 1980, W.W.M. Allison and J.H. Cobb published their often-cited review paper [11] which gave rise to the name "photo-absorption and ionisation model" (PAI).
The PAI model describes the energy losses but not the relaxation processes. Heed, written by Igor Smirnov, was probably the first computer program to include the latter, as well as the absorption of the (real) photons and photo-and Auger-electrons that are emitted [12] . A first version was made available in 1997 and the current version is from 2005. One of the successes achieved with this program, along with Magboltz, was the demonstration that the efficiency of RPCs can be understood without any further assumptions [13] .
Field calculations
Currently, the most commonly used methods to calculate the electrostatic potential and field in gas-based detectors are:
• analytic methods: based on complex number properties, primarily suited for two-dimensional structures, fast and accurate when applicable;
• finite element methods: versatile, both two-and three-dimensional structures, allows for conductors and dielectrics, but less accurate for the electric field;
• boundary element methods: new method, as versatile as the finite element method, some shortcomings of the original method are addressed in a new formulation.
Analytic methods
Wire chambers, tubes, drift chambers, TPCs, RPCs and several other gas-based detectors are twodimensional structures of wires, equipotential planes and periodicities. The fields in these devices, and also e.g. the forces acting on the wires and the signals in the electrodes, can readily be computed using the capacitance equation method. The range of application can be extended with the help of conformal mappings to include shaped electrodes. Also dielectrics and space charge can be handled by this method in a number of configurations, as shown by B. Schnizer and co-workers [17] .
For the first publications on multi-wire chambers in 1968 [14] , an "analogic method" was used to visualise the equipotentials, allegedly this was done measuring the potential on a resistive sheet to which appropriate boundary conditions has been applied. Computerised techniques soon took over, in particular thanks to the work of G.A. Erskine who found explicit solutions for numerous configurations, publishing only a few [15, 16] .
Finite element methods
Key ideas on the finite element method go back to the beginning of the 20 th century, but mesh techniques became practical only with the advent of the computer. A 1956 paper by M.J. Turner et al. [18] on the stress in wing designs (two of the authors worked for Boeing) is widely regarded as marking the start of complex structural finite element calculations using a "digital computing machine". The technique was developed further in the early 1960s by J.H. Argyris, R.W. Clough and others, at which time the method received its name. The current form was reached in the 1970s -for a fuller account see e.g. the paper by Carlos Felippa [19] and references therein. Use of the finite element method has become commonplace in the engineering world and programs performing such calculations have considerable commercial value -only few are open-source.
With a view to the similarity of the equations to be solved, the finite element method can handle the electrostatics of ionisation-based detectors. This became particularly useful when small scale detectors, like microstrip gas counters, Micromegas and GEM became popular. These combine shaped electrodes and dielectrics, and are thus less amenable to solution by analytic methods. An early example of the use of a commercial finite element program for the calculation of the electric field in a gaseous detector is the GEM, which was simulated in two dimensions [20] a year after its invention and in three dimensions soon after [21] . A priori, this is a highly attractive approach: finite element programs are readily available provided one is willing to pay, and they are well tested thanks to the competition in this market. But they have major drawbacks, not even related to the cost or to the closed nature of the programs, which is not part of the culture in high energy physics.
• Finite element programs usually locally approximate the potential with a polynomial, often of second order. Such polynomials are not solutions of the Maxwell equations. Since all degrees of freedom are used, there is no room to impose constraints to make the solution locally harmonic.
• With a quadratic potential, the electric field will be linear -a particularly poor approximation of the 1/r 2 and 1/r forms encountered near electrodes.
• When triangular and tetrahedral elements are used, the potential on the interfaces will be the same approaching from both sides. However, the electric field will in general be discontinuous.
Although the potential, which plays no role in the transport of charged particles, can be reasonably accurate, the precision of the electric field is frequently poor.
Boundary element methods
The boundary element method discretises not the problem domain, like the finite element method, but the boundaries. Charges are placed on elements outside the problem domain so as to reproduce the boundary conditions. This method therefore doesn't suffer from element discontinuities. The field is calculated using Green's functions which are solutions of the Maxwell equations. This method is less used in engineering and commercial versions are less common. When used for electrostatics, the major stumbling block is the field near the boundaries. Some boundary element programs approximate the surface charge densities by a number of point charges each of which creates 1/r 2 field singularities.
An elegant solution called "nearly exact boundary element method" (neBEM), devised by Nayana Majumdar, Supratik Mukhopadhyay and colleagues [22] [23] [24] [25] , discretises the boundaries in rectangles and triangles with a uniform charge density. The method uses explicit expressions for the potentials and fields generated by such elements. This replaces the point singularities by the far less severe discontinuities of the charge density on the boundary element interfaces.
Since the neBEM program is freely available [26] , in source form, it can be interfaced directly with other simulation programs, without need for intermediate field map files as is the case for the finite element methods. Such interfaces are available since early 2009.
Like the analytic methods, this technique needs a series of Green's functions to cope with reflection symmetries and periodicities, most of which were provided by the end of 2009.
Transport in gases 1.4.1 Transport parameters
In the years 1962-1964 A.V. Phelps and co-workers were solving the Boltzmann equation numerically in order to find transport coefficients in gas mixtures [27] [28] [29] . By 1968, "stochastic computer simulation", in this case simulation of the motion of ions in gases, had become sufficiently common that the so-called null-collision method, still used today in Magboltz, was invented by H.R. Skullerud [30] .
By 1986, K.F. Ness and R.E. Robson solved the Boltzmann equation numerically using multiterm expansions, reaching a precision of the order of 1% [31, 32] . Gradually, the precision further improved, but their programs were not freely available.
S.F. Biagi released the first version of his Magboltz series of programs in 1988. Magboltz 1 used a three-term Legendre expansion [33, 34] while Magboltz 2 [35] , which became available in 1999, uses Monte Carlo integration techniques instead [36] . The gas descriptions are still being improved. By 2009, the program disposed for CO 2 of ionisation, attachment, 6 vibration states, 6 excitations, 8 polyads and 30 rotation levels. For argon, excitation rates for 44 different levels are computed, which is particularly useful for e.g. the study of Penning transfers and excimers. Surprisingly, the calculation of transport properties of ions is much less covered by computer programs than the transport of electrons. Excellent compilations of data exist however [37] [38] [39] . For a theoretical background, see the books of E.A. Mason and E.W. McDaniel [40, 41] .
Integration
In gas-based detectors with characteristic dimensions ≫ 1 cm, diffusion is principally visible through the spread in arrival time. For such detectors, Runge-Kutta integration is the method of choice because the equation of motion is to a sufficient approximation first order in time, v(r) = v(E(r)) where v(E) is the mean electron drift velocity as function of the electric field (magnetic fields can be included too). The latter can be calculated accurately using e.g. Magboltz.
At the other extreme, small-scale devices (drift path < 100 µm) call for an approach in which the electrons are tracked from molecule to molecule, taking the local electric and magnetic field into account since the mean free path of electrons between collisions, typically of the order of 1 µm, is no longer small on the scale of the detector. Also the fluctuations of the electron energy may be relevant for the processes available on collision. Such an approach, based on Magboltz 2, started to be available from 2008.
Examples
A few examples from the history of muon tracking help to place these developments in context.
Muon discovery
Although a number of earlier studies [42] [43] [44] [45] had pointed in the direction of a cosmic charged particle with a mass in-between that of the electron and the proton, and more easily penetrating material than either, it was the tracking experiment in 1937 of J.C. Street and E.C. Stevenson [46] that provided the first tangible evidence of the muon. This experiment consisted of a cloud chamber in a 0.35 T field, a series of Geiger counters building the trigger system, a thick lead absorber to filter out shower particles and a thinner lead strip inside the cloud chamber to select low-energy particles that are absorbed in it.
The data was analysed using the curvature of the track in the magnetic field to establish the momentum. Counting the ionisation density, "six times as great as normal thin tracks", the mass was calculated under the assumption that the ionisation density is inversely proportional to the velocity squared. The mass was found to be m µ = 130 m e ± 25% = 66 ± 17 MeV, which is not in agreement with the currently accepted value m µ = 105.658367 ± 0.000004 MeV [47] , but incompatible with both the electron and the proton mass.
Both the non-relativistic and the relativistic energy loss formulae, now going under the name of Bethe-Bloch, were known at the time thanks to the work of H. Bethe, F. Bloch, Chr. Møller and others during the period 1930-1933 [48] [49] [50] .
These were not yet the days of simulation -nor was there a need for it: 25% precision was sufficient for the discovery.
Drift chamber experiments
The successors of the Geiger counter, the multi-wire proportional chambers invented in 1968, gives a binary response when a charged particle passes in the vicinity of an anode. Drift chambers achieve a markedly better resolution by measuring the time electrons need to reach the anode wires. This is illustrated by the NA34 drift chambers [51] , designed in the period 1984-1986, and used for the precision tracking of electrons and muons in the target area of the experiment. The chambers featured 6 field shaping wires around every anode wire so as to optimise the isochrony of charge collection. They were nominally able to resolve tracks 600 µm apart with a resolution of ≈ 60 µm. This was confirmed by test beam data, but the resolution degraded to 150-200 µm in the highdensity data taking environment.
Computer programs for drift chambers such as Wircha [52] were available from the early 1980s onwards and assisted in the design. The field was calculated with the capacitance matrix technique. Measured electron drift velocity and diffusion tables were used -programs capable of calculating these parameters with sufficient precision were not yet available. Path integration was done with the Runge-Kutta-Fehlberg method, which was justified by the size of the detector. Townsend coefficients were known only approximately, but the shape of the ion-induced signals could be predicted.
Atlas MDT
The Atlas muon tubes design studies, in the mid 1990s, mark the point where calculations began to keep up with prototype work. The spatial resolution for various types of electronics could be predicted with sufficient precision to permit optimisation of the electronics [53, 54] . Also the search for a suitable gas, when r(t) linearity was still the main factor, benefited from calculations performed with the Magboltz 1 program. Ageing soon became the overriding concern, but this could not (and can still not) be simulated.
The quality of the simulations markedly improved as a result of comparisons with data. In particular, it was recognised that large energy exchanges, and hence long photo-electron and Augerelectron traces, are not adequately described by the traditional cluster models, even when extrapolated to a size of several 100 electron-ion pairs. These issues were resolved by the use of Heed.
MPGD
Small scale detectors are currently being considered for future upgrades of the LHC detectors. The rationale is that smaller detectors may be able to cope more easily with higher track densities.
Simulating these detectors requires an integrated approach of field calculations and charged particle transport since the field changes substantially over the free path between collisions. Various studies of the kind have been shown in this conference and the associated RD51 meeting.
For instance, the difference in electron transparency between a Micromegas mesh made of square and of round wires is now understood. This study also showed that the estimate based on flux ratios is inaccurate [55] .
In contrast, simulations of GEMs have been notoriously unreliable until now. In particular, calculated and measured transparencies and gains do not agree. Part of the puzzle was recently solved when it was shown that surface charge produced in the avalanche and diffusion-deposited on the dielectric, creates field distortions which affect the transparency and gain to a sufficient extent [56] . Taking advantage of the open source nature of neBEM, simulating the dynamics of the charging-up process is expected to become possible without the need for numerous intermediate field map files.
Ongoing work
Avalanches have in simulations often been reduced to a mere amplification step in the immediate vicinity of the read-out electrode. This is justified in larger scale devices, but not in MPGDs where the spatial extent of avalanches is relevant, as seen above for GEMs. Various aspects of avalanches are being addressed at the time of writing:
• Penning effects: in many gas mixtures, a major part of the gas multiplication is not the result of direct ionisation, but rather of the transformation of excitation energy into ionisation. An extensive programme analysing gain measurements has been undertaken in order to understand the details of the transfer mechanism [57] . The outcome now needs to be incorporated in the simulation programs.
• Avalanche statistics: owing to the small scale of MPGDs, single-electron efficiency has gained in importance. With the integrated approach, the avalanche size statistics can be simulated, but the experimental data needed to refine the models is, as yet, not available [58] .
• De-excitation light from avalanches and light from excimer decay is now being used for tracking purposes. Magboltz 2 computes the production of excited states, and de-excitation models are being developed [59] .
Since MPGDs are to operate in high rate environments, it is probable that their performance will be affected by background radiation. This can be addressed by performing the gas-specific simulation in the wider context of e.g. a Geant 4 model of the setup [60] .
