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Since its emergence, Isogeometric Analysis (IgA) has initiated a revo-
lution within the field of Finite Element Methods (FEMs) for two reasons: (i)
geometry descriptions originating from Computer Aided Design (CAD) can be
used directly for analysis purposes, and (ii) the availability of smooth exact
geometry descriptions and smooth basis functions can be used to develop new,
highly accurate and highly efficient numerical methods. Whereas in FEMs
the first issue is still open, it has already been shown that Isogeometric BEMs
(IBEMs) provide a complete design-through-analysis framework. However, in
contrast to FEMs, the effect of smoothness provided by IgA has not yet been
explored in IBEMs. In this dissertation, we address this aspect of IgA. We
show that the smoothness and exactness properties provided by the IgA frame-
work can be used to design highly accurate and highly efficient BEMs which
are not accessible with conventional BEMs.
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We develop Collocation IBEMs on piecewise smooth geometries. This allows
us to show that IBEMs converge in the expected rates and result in system ma-
trices with mesh-independent condition numbers. The latter property is par-
ticularly beneficial for large-scale problems that require iterative linear solvers.
However, using conventional Collocation BEMs, this approach is not accessible
because hyper-singular integrals have to be evaluated. In contrast, using Col-
location IBEMs, the smoothness properties of the IgA framework can be used
to regularize the hyper-singular integrals and reduce them to weakly singular
integrals which can be evaluated using well-known techniques. We perform
several numerical examples on canonical shapes to show these results. In ad-
dition, we use well-known mathematical results to develop a sound theoretical
foundation to some of our methods, a result that is very rare for Collocation
discretizations. Finally, using the exactness of IgA geometry descriptions, we
design Patch Tests that allow one to rigorously test IBEM implementations.
We subject our implementation to these Patch Tests which not only shows the
reliability of our method but also shows that IBEMs can be as accurate as
machine precision.
We apply our IBEMs to Laplace’s equation and the equations of linear elas-
ticity. In addition, input files for our implementation can be automatically
obtained from commercial CAD packages. These practical aspects allow us to
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1.1 Goals and problem statement
This dissertation is concerned with combining numerical methods for
boundary integral equations (BIEs) and Isogeometric Analysis (IgA). This
combination is very appealing because BIEs can be defined and solved on
surfaces generated via computer aided design (CAD), without any additional
meshing or geometry reconstruction techniques. This feature can significantly
shorten the design-through-analysis process for high-end engineering compo-
nents. In contrast, IgA-based finite element (FE) methods require volumetric
meshing.
Since CAD-generated surfaces are typically smooth, IgA allows for efficient
and accurate numerical methods which exploit the smoothness. However, this
important aspect of IgA has not been exploited in the context of BIEs. In fact,
no effort has been made to (i) establish basic convergence and conditioning
properties, and (ii) exploit the smoothness properties provided by IgA for the
development of better numerical methods. These two themes are central to
this dissertation.
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For all practical purposes, CAD-generated surfaces are based on piecewise
smooth parametrizations, even for smooth geometries. This severely effects
the mathematical properties of BIEs defined on CAD-generated surfaces, and
therefore numerical methods for solving BIEs defined on smooth surfaces must
be augmented in order to be able to deal with CAD-generated surfaces. In
this dissertation, we develop numerical schemes for handling irregularities as-
sociated with CAD parametrizations, and demonstrate the robustness of those
schemes using numerical examples rather than mathematical proofs. All devel-
opments in this dissertation are restricted to boundary-value problems (BVPs)
for either Laplace’s equation or the equations of linear elasticity. Nevertheless,
we believe that many results of this dissertation will be important for IgA of
BIEs associated with other elliptic and non-elliptic BVPs.
1.2 Isogeometric Analysis
IgA [35, 57] is a framework for numerical schemes for solving BVPs in
which the basis functions coincide with those used for geometric parametriza-
tions in CAD. Thus, in contrast to conventional finite element methods, IgA
relies on Non-Uniform Rational B-splines (NURBS) [76, 82], T-splines [93, 99]
or subdivision surfaces [29, 86, 90] rather than piecewise polynomials as the
basis functions.
IgA is advantageous because, in contrast to finite element methods (FEMs),
it fully preserves the geometry of CAD-generated surfaces and involves basis
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functions with attractive properties. These features have given rise to accurate
and efficient numerical schemes successfully applied to fluid mechanics [1, 5,
7, 9, 10, 14, 43], solid mechanics [68], electromagnetism [28], fluid-structure
interaction [11, 12, 13, 107], structural dynamics [36, 37], plates and shells [17,
18, 30, 31, 39, 42, 62], phase-field models [19, 49, 50], and shape optimization
[72, 73, 78, 105].
These features have drawn a lot of attention from the scientific and industrial
community and have triggered many new areas of research. However, the vast
majority of IgA research has been done within the context of finite element
discretizations but only little work has been done in the context of BIEs.
1.3 Boundary Integral Equations
BVPs for many partial differential equations can be reformulated as
BIEs. Among others, those partial differential equations include Laplace’s
equation and equations of linear elasticity, which are of primary interest to
this dissertation. Further, we restrict our attention to BIEs involving natural
field variables (potential and flux or displacement and traction). Numerical
methods for such BIEs are often referred to as direct boundary element meth-
ods (BEMs). Mathematical properties and numerical analysis of such methods
have been studied in depth; see [55, 69, 71, 88, 103] and references therein.
Any numerical method for a BIE involves discretization and solution of a dense
3
linear algebraic system. The latter issue has been elegantly addressed with the
introduction of fast BEMs [51, 83] which reduce the storage of the system ma-
trices from O(N2) to O(N) and the operations count to invert the system
matrices from O(N3) to O(N), here N is the problem size; for more details
see [74] and the references therein. The discretization strategy is significantly
dependent on the smoothness of the geometry and field variables. For smooth
problems, it is advantageous to use Nyström discretizations[26, 53, 64, 106],
while Galerkin discretizations can be exploited for non-smooth problems. In
the engineering community of BEMs, Collocation discretizations are often
used instead of Galerkin discretizations because they deliver similarly accu-
rate solutions but are more efficient. However, Collocation discretizations
can only be applied to a restrictive class of BIEs and consequently result in
sub-optimally conditioned system matrices. In addition, mathematical foun-
dations can only be established for a very restrictive classes of Collocation
BEMs [2, 33, 34, 56, 87].
In this regard, the piecewise smooth approximations provided by IgA, on the
one hand, are insufficiently smooth for Nyström discretizations, and, on the
other hand, make Collocation discretizations accessible for a larger class of
BIEs which allows for the development of Collocation discretizations that re-
sult in optimally conditioned system matrices. Further, a sound mathematical
foundation can be established for IgA-based Collocation discretizations of cer-
tain BIEs defined on smooth surfaces. As a result, in this dissertation, we focus
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on collocation discretizations, well suited for piecewise smooth approximations
of IgA.
Conventional Galerkin and Collocation discretizations of BIEs involve globally
continuous piecewise polynomial approximations of the surface defined on a
user-generated mesh. Since essentially any practically relevant surface can be
approximated by piecewise polynomials, this approach provides a lot of flexi-
bility and is very attractive for problems involving complex non-smooth geome-
tries. However, this approach has two major disadvantages: (i) user-generated
meshes for complex geometries are often very hard to obtain and most of the
time cannot be obtained directly from CAD surface descriptions, and (ii) the
use of globally continuous piecewise polynomial approximations does not pre-
serve the possible smoothness of the exact geometry. The latter is especially
disadvantageous because approximations of the geometry severely affect the
accuracy of BEMs and the lack of smoothness of the geometry does not allow
for the development of Collocation discretization resulting in well-conditioned
system matrices. Consequently, Collocation and Galerkin discretizations usu-
ally result in extremely reliable but sub-optimal numerical methods in view of
efficiency and accuracy.
Conventional Nyström discretizations rely on smooth parametrizations of the
surfaces. In this context, numerical methods have been developed that exploit
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the smoothness of the parametrization for approximation and integration pur-
poses [4, 26, 27, 79, 106]. On C∞ surface parametrizations, these methods
are extremely efficient and accurate and consequently superior to Galerkin or
Collocation discretizations. Furthermore, they can be extended to Ck surface
parametrizations for k ≥ 1 and therefore seem to be the optimal choice for BIE
defined on smooth CAD-generated surfaces. However, only a very small class
of CAD-generated surfaces results in globally smooth surface parametrizations.
An arbitrary CAD surface usually involves extraordinary points or points with
zero Jacobians. In either case, the surface parametrization is only C0. In this
case, a direct application of Nyström discretizations developed for smooth sur-
faces does not result in a reliable or efficient numerical method because the
efficiency and accuracy of Nyström discretizations heavily relies on the global
smoothness of the surface parametrization. This issue can be addressed by
the surface reconstruction technique developed in [24]. In this case, a point
cloud can be automatically obtained from the CAD-generated surface and
then used to obtain a smooth surface parametrization on which Nyström dis-
cretizations can be applied efficiently. However, there are subtle caveats to this
approach. While the approximations of the surfaces obtained from the recon-
struction technique converge spectrally to the exact geometry and preserve the
optimal convergence of the Nyström method, their accuracy depends on the
choice of the point cloud resulting in a not completely automatic procedure.
In addition, while the surface reconstruction technique converges rapidly to
the exact geometry, it does not represent the original geometry exactly. In
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this regard, while spectrally accurate, this approach can be less accurate than
methods based on exact geometry descriptions, especially for very coarse dis-
cretizations. Alternatively, one can directly work with the piecewise smooth
CAD surface parametrization of the smooth geometry. However, in this case,
new Nyström discretizations have to be developed for piecewise smooth sur-
face parametrizations. This could be addressed in the same way as piecewise
smooth surfaces involving sharp edges and corners for which some work has
been done in the context of Nyström discretizations [20, 22, 23, 25, 54, 65].
However, all of these approaches are for two-dimensional problems only and
no reliable approach has been found for the treatment of non-smooth surface
parametrizations for three-dimensional problems.
Existing IgA-based BEMs [15, 16, 48, 67, 75, 77, 94, 100] have shown that IgA
allows for the direct use of (exact) CAD-generated geometries in BEMs. How-
ever, the proposed methods are essentially the same Collocation and Galerkin
methods defined on piecewise polynomial surfaces and do not exploit any ad-
ditional smoothness properties provided by IgA. In fact, while these methods
have been successfully applied to many engineering problems, no theoretical
foundation has been established for these methods and their convergence and
conditioning properties are still unknown.
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1.4 Main contributions
In this dissertation we combine IgA with BEMs resulting in isogeo-
metric BEMs (IBEMs). The proposed approach can be classified as a direct
high-order collocation BEM allowing for weakly-singular, singular, and hyper-
singular integral operators. Previously this setting was possible with Galerkin
but not collocation methods. Accordingly, we exploited analytical tools dif-
ferent from those usually used in analysis of Galerkin methods [88, 103]. In
this regard, we believe that our approach may be useful for developing math-
ematical foundations for collocation schemes for BIEs. We believe that our
approach not only successfully addresses the lack of appropriate geometry de-
scriptions in conventional BEMs while preserving the same flexibility as piece-
wise polynomial geometry approximations, but also exploits the smoothness
of the geometry and the basis functions for the development of new more ac-
curate and more efficient BEMs in the same spirit as Nyström discretizations
on C∞ surfaces.
While the proposed numerical methods allow for a direct use of CAD-generated
surfaces and exploit the smoothness provided by these surface descriptions, the
main focus of this dissertation is on reliability rather than efficiency of the de-
veloped methods. In particular, the proposed numerical integration schemes
for the evaluation of the BIEs heavily rely on well-established schemes de-
veloped for piecewise polynomial surface parametrizations and no effort is
made in developing more appropriate numerical integration schemes for piece-
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wise smooth surfaces. While our methods can reliably treat arbitrary CAD-
generated surfaces resulting in optimally convergent methods, their efficiency
is not comparable to the efficiency of Nyström discretizations on smooth sur-
faces.
The main contributions of this dissertation include the establishment of con-
vergence and conditioning properties of IgA-based Collocation BEMs defined
on smooth or piecewise smooth CAD-generated surfaces, the development of
Collocation discretizations for hyper-singular BIEs in the context of IgA, the
sophistication of existing numerical integration techniques for singular func-
tions and their adaptation for IBEMs, the introduction of Patch Tests for
BEMs, and the consideration of an industrial example for IBEMs. In what
follows we provide details for each of those contributions.
1.4.1 Convergence and conditioning properties
Convergence and conditioning properties of IBEMs cannot be found in
the literature, neither a mathematical analysis nor numerical examples have
been considered to reveal these properties. In this dissertation, we reveal these
properties for smooth surfaces by providing a mathematical analysis and nu-
merical examples, and for non-smooth surfaces by providing numerical exam-
ples. The mathematical analysis is based on well-established mathematical
properties of boundary integral operators and can be applied to pure Dirichlet
or pure Neumann BVPs. Numerical examples for pure Dirichlet, pure Neu-
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mann and mixed BVPs are considered on three geometries, each representing
a class of geometry parametrization. The torus represents a smooth geometry
with a smooth CAD surface parametrization, the sphere represents a smooth
geometry with a non-smooth CAD surface parametrization, and the cube rep-
resents a non-smooth geometry with a non-smooth CAD surface parametriza-
tion. These examples reveal that in each case IBEMs converge in optimal
rates as long as the basis functions are chosen appropriately. Furthermore,
numerical examples suggest that for the proposed methods, the conditioning
of the resulting system matrices depends on the smoothness of the geometry
and the type of the boundary conditions. For smooth geometries and either
pure Dirichlet or pure Neumann boundary conditions, the conditioning of the
system matrices is independent of the mesh-size, while for any other combina-
tion of boundary conditions or geometry smoothness the condition numbers
grow logarithmically with the mesh-size. This is an improvement over conven-
tional Collocation BEMs which often result in system matrices whose condition
numbers grow linearly with the mesh-size, even for smooth geometries.
1.4.2 Collocation discretizations of hyper-singular BIEs
Conventional Collocation discretizations are usually only applied to
singular but not hyper-singular BIEs. This is mainly because the numerical
evaluation of hyper-singular integrals is problematic. Some techniques have
been proposed to numerically evaluate hyper-singular integrals. Those include
a regularization technique that reduces the evaluation of the hyper-singular
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integral to the evaluation of weakly-singular integrals only. However, numer-
ical examples for this technique are only provided for two-dimensional prob-
lems. In this dissertation, we provide explicit formulas on how to apply this
regularization technique to three-dimensional problems and rigorously prove
that all hyper-singular integrals reduce to weakly singular ones. Furthermore,
we provide several numerical examples for three-dimensional problems which
show the accuracy of this approach in the context of IgA. Furthermore, we
show that the accessibility of hyper-singular integral equations for collocation
discretizations can be used to develop methods that result in system matrices
whose condition numbers grow at most logarithmically with the mesh size (see
Section 1.4.1).
1.4.3 Adaption of numerical integration schemes
We show that existing integration techniques for piecewise smooth sur-
faces can be adapted for IBEMs and are very reliable and sufficiently accurate
for CAD-generated surfaces that do not involve (i) points with a vanishing Ja-
cobian, and (ii) elements with high curvature or aspect ratio. We address both
issues by refining existing integration techniques. A local reparametrization
technique is employed in the vicinity of points with a vanishing Jacobian in
order to regularize weakly singular integrals and preserve the accuracy and ef-
ficiency of existing numerical integration schemes for weakly singular integrals.
Elements with high curvatures or aspect ratios are addressed by introducing a
suitable adaptive subdivision technique. These developments allow for a very
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reliable and accurate evaluation of all integrals considered in this dissertation.
1.4.4 Patch Tests
Patch Tests are ubiquitous in finite element methods but have not been
developed for BEMs. In finite element methods, Patch Tests are based on the
solution of BVPs whose exact solutions are global polynomials. Tests of the
exact recovery of these polynomials are commonly known as Patch Tests. In
this dissertation, we extend this notion to BEMs. Similar to finite element
methods, BEM Patch Tests can be used to (i) test the correctness of a BEM
implementation, and (ii) provide information about the accuracy of the numer-
ical solution. In particular, BEM Patch Tests allow one to rigorously control
the numerical integration error on complex geometries to an extend that it
becomes negligible. This is of immense practical value because controlling
the error of the numerical evaluation of singular integrals defined on arbitrary
complex (curved) geometries is not trivial.
1.4.5 Industrial example
All numerical methods developed in this dissertation involve CAD-
generated surfaces based on T-splines. The well-known commercial software
package RhinocerosTM(Rhino) can be combined with the T-SplinesTMplug-in
in order to handle such surfaces. In addition, these packages allow one to au-
tomatically generate input files for our IBEM code. Consequently, arbitrary
T-spline geometries generated in this environment can be automatically used
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for a BEM analysis. We show this feature by simulating a wind load on a
propeller. We do this by first obtaining confidence in the employed integra-
tion scheme for the considered IBEM is obtained by employing a Patch Test.
Then the proper integration scheme is used to compute a solution for the wind
loading problem.
1.5 Structure of this dissertation
In Chapter 2, we briefly introduce the main concepts of IgA. We intro-
duce geometry parametrizations, basis functions, and collocation points.
In Chapter 3, we introduce IBEMs for Laplace’s equation. We define the model
BVP, corresponding BIEs, and a proper continuous setting for BVPs defined
on domains with smooth boundaries. We introduce collocation schemes for
the integral operators defined on smooth surfaces, and demonstrate that all
collocated integral operators defined on smooth surfaces can be reduced to
weakly-singular integrals. We then describe the extension of our methodology
to piecewise smooth surfaces which allows us to accommodate multiple patches
with C0-continuity, degenerate patches resulting in local C0-continuity, and
extraordinary points or star-points. We conclude the chapter by consider-
ing representative example problems, which allow us to demonstrate various
important mathematical and computational aspects of our IBEMs.
In Chapter 4, we extend the results for Laplace’s equation to the equations of
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linear elasticity. We define the model BVP and corresponding BIEs on piece-
wise smooth boundaries. We introduce collocation schemes for the integral
operators and demonstrate that all collocated integral operators defined on
piecewise smooth surfaces can be reduced to weakly singular integrals.
In Chapter 5, we develop Patch Tests. We introduce the theoretical back-
ground for Patch Tests based on pure Neumann and pure Dirichlet interior
BVPs, and comment on the extension to other BVPs, e.g. mixed BVPs. Nu-
merical examples are considered for both Neumann and Dirichlet Patch Tests
and confirm the robustness of our IBEM implementation. Finally, we extend
Patch Tests to exterior BVPs and apply them to spheroidal voids in an infi-
nite body. These problems show that IBEMs deliver solutions up to machine
precision, independently of the aspect ratio of the spheroids.
In Chapter 6, we analyze a CAD-generated propeller under a wind load. We
show the compatibility of our IBEMs with commercial CAD packages and
describe a procedure to use CAD geometries directly in our IBEM implemen-
tation. We use this procedure and begin the analysis by first considering
Patch Tests on the propeller geometry in order to assess the reliability of our
approach. A high confidence is obtained from this consideration and results
for the wind load are presented.
In Chapter 7, we we summarize key results of this work and briefly discuss
14





2.1 Classification of geometries
Consider a bounded domain Ω ⊂ R3 with Γ := ∂Ω. In this dissertation,
Γ is either a C2-surface or a piecewise C2-surface. Loosely speaking, a C2-
surface Γ (Γ ∈ C2) is such that Γ can be mapped on R2, and the inverse
of that map ψ is twice continuously differentiable. For a rigorous definition
of C2-surfaces we refer to the appendix. However, a typical CAD generated
surface is not C2 but rather a union of C2-surfaces, resulting in a globally
Lipschitz Γ; we denote this class of surfaces by C̃2.
2.2 CAD geometry
In IgA it is presumed that the surface Γ is described using a CAD tool.
Invariably those descriptions rely on B-splines. A one-dimensional B-spline
of degree p is a piecewise polynomial function of degree p. The smoothness
between polynomials can be controlled locally and can be up to Cp−1. Thus, if
desired, one can construct a B-spline of degree p, which is Cp−1 globally. Multi-
dimensional B-splines are constructed as tensor products of one-dimensional B-
splines. T-splines are constructed as linear combinations of B-splines without
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the need for the tensor-product structure. This feature is very attractive, as
it allows local refinement with hanging nodes, and therefore we use T-splines.
For further details on T-splines we refer to [93, 94].
First, let us assume that Γ can be mapped on a rectangular parametric domain
Γ̂ ⊂ R2. In CAD the map ϕ : Γ̂→ Γ is constructed in terms of a set of control
points PA ∈ R3, weights wA > 0, and T-splines N̂TA defined on Γ̂:








(ξ1, ξ2) ∈ Γ̂. (2.1)




A (ξ1, ξ2). In
particular, it can represent quadric surfaces exactly. Further, since T-splines
N̂TA are a superset of B-splines, the map (2.1) can be restricted to NURBS,
which are currently an industrial standard. Note that in principle the map
smoothness can be controlled by choosing appropriately smooth T-splines.
However, in practice it is standard to set p = 3 and use C2 T-splines, so that
ϕ ∈ C2(Γ̂). By adopting a global definition for the map ψ := ϕ, we conclude
that Γ defined by ϕ is a C2-surface.
The map defined in (2.1) requires a rectangular Γ̂ and therefore it is rather
limited. For example, it cannot be used for constructing a cube. In the context
of NURBS, this issue is usually addressed by allowing the parametric domain
to consist of multiple rectangular patches. This creates a new host of problems
associated with imposing continuity conditions across patches. This issue is
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naturally resolved with T-splines, as they allow for hanging nodes and smooth
basis functions across patches. Nevertheless, even with T-splines, one has to
address extraordinary points. By definition, those points are intersections of
three or more than four patches. At extraordinary points, the parametrization
map ϕ is only C0, and as a result Γ ∈ C̃2. For details we refer to [94]. Another
way of generalizing (2.1) is by allowing rectangles to be mapped on triangles by
collapsing edges. This approach involves two ingredients: (i) in the parametric
domain, all T-splines, supported on the edge to be collapsed, are constructed
as C0 functions across the edge, and (ii) control points corresponding to T-
splines supported on the edge to be collapsed are assigned to the same position.
Like the treatment of extraordinary points, this construction yields locally
C0-parametrizations. Thus generalized maps, involving multiple rectangular








parametric space physical space
Figure 2.1: Parametric and physical spaces for a torus.
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2.3 Basis functions
Let us suppose that control points PA, weights wA, and T-splines N̂
T
A ,
prescribing Γ via (2.1) are given. Then in the parametric domain the basis









The basis functions NA in the physical domain Γ are constructed via the
standard map
NA := N̂A ◦ ϕ−1 . (2.3)
This construction includes extraordinary points but not collapsed edges. For
the latter cases, the basis functions N̂A′ supported on a collapsed edge are





After that, the corresponding basis function N is constructed via (2.3). Note
that in our work, both extraordinary points and collapsed edges give rise to
basis functions which are locally C2 but globally continuous. For extraordinary
points, one could use a constrained optimization framework that gives rise to
C1-basis functions; for details see [94].
For solving BIEs, one also needs discontinuous basis functions for approxi-
mating Neumann data, which can be discontinuous and even singular even if
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Γ ∈ C2 and prescribed Cauchy data are smooth. It is straightforward to define
discontinuous T-splines N̂T,discA . However, CAD parametrizations involve the
weights for continuous T-splines only. While, in principle, one can compute
the weights for discontinuous T-splines, and then use (2.2), we adopt a simpler













is motivated by numerical examples
rather than theory. The construction in (2.4) is not a partition of unity, but
this property is not required for analysis of BIEs.
2.4 Collocation points
The Greville abscissa of a B-spline is a point in the parametric domain
Γ̂ whose coordinates are defined as the average of the coordinates of the knots.
These points often correspond to the maximum value of the B-spline. It has
been shown that they are ideally suited for interpolation and that they can be
naturally extended to T-splines. Further, Greville abscissae have been widely
used as collocation points for the basis functions (2.3) in various numerical
methods [6, 8, 89], including those for BIEs [67, 94, 100, 101]. However, it has
been recognized [94] that for discontinuous T-splines Greville’s abscissae may
coincide, and therefore one needs to modify the construction. This issue has
been addressed by introducing “2-ring” collocation points [94] for discontinu-
ous cubic T-splines.
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In this work, we generalize the definition of the “2-ring” collocation points to
T-splines of degree p. To this end, let us consider a one-dimensional B-spline
B(ξ) of degree p with a ≤ ξ ≤ b. If B(ξ) ∈ C ([a, b]), then the “2-ring”
collocation point is simply the Greville abscissa. If B(ξ) is discontinuous at










To construct the collocation point for a two-dimensional discontinuous T-
spline, we can exploit that locally (rather than globally) T-splines are tensor
products of one-dimensional B-splines. Therefore once a two-dimensional dis-
continuous T-spline is represented by Tij(ξ1, ξ2) = Bi(ξ1)Bj(ξ2), one can find
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Figure 2.2: Greville abscissae (large grey circles) and “2-ring” Greville abscis-
sae (small black circles) for a single patch in (a) 1-D and (b) 2-D. Note that





3.1.1 Model boundary-value problem
Consider a bounded domain Ω ⊂ R3 with Γ := ∂Ω. We assume that Γ ∈
C2. This restriction is sufficient for establishing mathematical foundations for
integral equations. Unfortunately, mathematical foundations for BIEs defined
on C̃2-surfaces are not well developed at this stage. Thus, in this and the two
following sections, we restrict our attention to Γ ∈ C2. On the other hand, the
loss of smoothness of C̃2-surfaces can be compensated by using appropriate
numerical schemes presented in Sections 3.4 and 3.5.
The model BVP is formulated for Laplace’s equation
−∆u = 0 in Ω, (3.1)
and mixed boundary conditions, which include Dirichlet
u = gD on ΓD, (3.2)
and Neumann
t := n · ∇u = gN on ΓN (3.3)
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data. Here n denotes the outward unit normal vector on Γ; ΓD ∪ ΓN = Γ and
ΓD ∩ ΓN = ∅. At this stage, we require Γ ∈ C2, but we do not specify the
smoothness of u, gD, and gN . This will be done once we introduce the integral
operators.
3.1.2 Integral equations
The integral equations equivalent to (3.1)-(3.3) and their mathemati-
cal properties are well known [55, 88, 103]. They involve the representation
formula that allows one to determine the solution u in terms of the Cauchy












is the fundamental solution of Laplace’s equation. The Cauchy data can be





u = Vt on Γ .




G(x, y)t(y)dsy, x ∈ Γ




n(y) · [∇yG(x, y)]u(y)dsy, x ∈ Γ
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is the double-layer operator. Alternatively, the Cauchy data can be recon-










n(x) · [∇xG(x, y)] t(y)dsy, x ∈ Γ




n(x) · {∇xn(y) · [∇yG(x, y)]}u(y)dsy, x ∈ Γ
is the hyper-singular operator.
3.1.3 Analysis of integral equations
Since Γ ∈ C2 one can prove that the operators
K,K′ : C(Γ)→ C(Γ)
are compact; see Appendix. Here C(Γ) is the space of continuous functions
on Γ. Similarly, we adopt the same convention for other spaces such as C2(Γ)
which is the space of twice continuously differentiable functions on Γ. As














are invertible. Here C∗(Γ) is the space of all functions u ∈ C(Γ) with∫
Γ
u(y)dsy = 0 ,
and C∗∗(Γ) is the space of all functions u ∈ C(Γ) with∫
Γ
u(y)weq(y)dsy = 0 ,
where weq = V
−11 is the natural weight, which has been used in analysis of
the hyper-singular operator [103]. Further, compactness of K and K′ implies
that the SBIE and HSBIE should be solved by inverting 1
2









u = VgN on Γ. (3.5)
Since V : C(Γ)→ C(Γ) and the boundary data gN must satisfy the solvability
condition ∫
Γ
gN(x)dsx = 0 ,







implies that (3.5) has a unique solution for u ∈ C∗(Γ).





t = DgD on Γ. (3.6)
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implies that (3.6) has a unique solution for t ∈ C(Γ).
Based on the analysis of the pure BVPs, it is appropriate to require gD ∈
C2(ΓD) and gN ∈ C(ΓN) for the mixed BVP. These restrictions, however, do
not guarantee u ∈ C2(Γ) and t ∈ C(Γ). To formulate the BIEs corresponding
to the mixed BVP, we define extensions g̃D ∈ C2(Γ) and g̃N ∈ C(Γ), and
express the Cauchy data as
u = ũ+ g̃D and t = t̃+ g̃N . (3.7)
By construction, ũ|ΓD = 0 and t̃|ΓN = 0. Now we can rewrite the SBIE and

























g̃N on Γ . (3.9)
Note that while g̃D and g̃N are not uniquely defined, the structure of (3.8)
and (3.9) is such that u and t are uniquely defined as long as (3.8) and (3.9)
are uniquely solvable for ũ and t̃. Since g̃D ∈ C2(Γ) and g̃N ∈ C(Γ), the
right-hand sides of both equations are in C(Γ). However, this is insufficient
for establishing unique solvability for (3.8) and (3.9), under the provisions
ũ ∈ C2(Γ) and t̃ ∈ C(Γ).
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Remark 3.1.1. It is straightforward to extend our analysis to the pure Robin
BVP in which the boundary data are prescribed as
t+ κu = gR on Γ ,
where κ ∈ L∞(Γ) and gR is a prescribed function in C(Γ). This problem is
similar to the pure Neumann problem.
Remark 3.1.2. The regularity requirements on Γ, gD and gN can be slightly
relaxed. The results of this section can be extended to continuously differen-
tiable Γ, gD with Lipschitz continuous derivatives, and gN ∈ L∞.
Remark 3.1.3. While it appears that the condition g̃D ∈ C2(Γ) is too re-
strictive, in practice gD is often a constant. For example, in the context of
heat conduction, Dirichlet boundary conditions represent a situation in which
Ω is placed in a constant-temperature environment whose temperature is not
affected by Ω. If it is the case, a constant gD is simply extended to the entire
boundary, so that g̃D is constant.
3.2 Collocation discretization










respectively, where NDA (x) and N
N
A (x) are the basis functions and ũ and t̃
are column-vectors. Since ũ(x) = 0 for x ∈ ΓD and t̃(x) = 0 for x ∈ ΓN ,
the basis functions are such that NDA (x) = 0 for x ∈ ΓD and NNA (x) = 0 for
x ∈ ΓN . Accordingly, we define collocation points xDA on ΓN and xNA on ΓD.
This assignment of the superscripts may be somewhat confusing, but it simply
reflects the fact that the basis functions NDA (x) and N
N
A (x) are supported on
ΓN and ΓD, respectively.
Upon collocating (3.8) at xDA and (3.9) at x
N
A , one generates the system of



















Here the components of the system matrices are defined as



















n(y) · [∇yG(xDA , y)]NDB (y)dsy ,















· [∇xG(xNA , y)]NNB (y)dsy ,










































For the pure Neumann BVP, all collocation points are xDA , and therefore it is










The compactness of K can be used to show that (3.13) is uniquely solvable as
long as ∫
Γ
ũh(x)dsx = 0 . (3.14)
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Furthermore, under condition (3.14), ũh converges to the exact solution u of
(3.5) at optimal rates.
For the pure Dirichlet BVP, all collocation points are xNA , and therefore it is








The compactness of K′ can be used to show that (3.15) is uniquely solvable
and t̃h converges to the exact solution t of (3.6) at optimal rates.
Remark 3.2.1. It is straightforward to extend the collocation scheme to the
pure Robin BVP following the prescription for the Neumann BVP. Also, for
the pure Robin BVP, unique solvability and optimal convergence rates can be
established in a way similar to the pure Neumann BVP.
Remark 3.2.2. In all cases, the system of governing algebraic equations is





I −K′. This construction results in well-conditioned linear algebraic
systems [3], and it is superior to alternative formulations; see Section 3.5 for
numerical examples.
Remark 3.2.3. Following [71] one can prove unique solvability and optimal
convergence of the Collocation scheme using two ingredients, (i) compactness
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of both K and K′, and (ii) boundedness of the interpolation operator Ih. This
















which in turn lead to unique solvability and optimal convergence of the Neu-
mann and Dirichlet problems, respectively. For NURBS, the boundedness of Ih
has been established under restrictive conditions [40, 41, 60] but not in general.
3.3 Regularization of operators
In general, the SBIE and HSBIE involve weakly-singular, singular and
hyper-singular integrals. This is problematic because the numerical evaluation
of singular or hyper-singular integrals is problematic. In this section, we es-
tablish that for sufficiently smooth geometries and functions, all boundary in-
tegral operators introduced in Section 3.1 can be evaluated as weakly-singular
integrals. To this end, we first concentrate on Γ ∈ C2 and then generalize
the results to Γ ∈ C̃2. Once it is established that all integral operators can
be evaluated as weakly-singular integrals, appropriate numerical integration
schemes are established in Section 3.4.
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3.3.1 Integral operators on C2-surfaces
The single-layer operator V is naturally weakly-singular for the con-
tinuous data; the same is true for K and K′ (see Appendix). To regularize
the hyper-singular operator D we begin with approximating u ∈ C2(Γ) in the
vicinity of x:
u(y) = u(x) + (∇Tu)(x) · (y − x) + O(|x− y|2) , (3.16)
where (∇Tu)(x) is the tangential gradient of u on Γ. With this approximation,








n(x) · ∇x {n(y) · [∇yG(x, y)]}








n(x) · ∇x {n(y) · [∇yG(x, y)]} (∇Tu)(x) · (y − x)dsy .
(3.17)













n(x) · ∇x [G(x, y)]n(y) · (∇Tu)(x)dsy.
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n(x) · ∇x [G(x, y)]n(y) · (∇Tu)(x)dsy .
(3.18)
In this equation, the first term on the right-hand side is weakly-singular be-
cause of (3.16) and the second term is weakly-singular because it is equal to
K′[n(y) · (∇Tu)(x)]. Our development closely follows that in [61] where some
theoretical aspects are laid but no scheme is suggested to compute the surface
gradient ∇Tu. In addition, no numerical examples can be found in the litera-
ture that use this regularization scheme for Collocation discretizations of BIEs
defined on surfaces in R3. In this dissertation, we provide an explicit proce-
dure to compute ∇Tu in Section 3.4, and provide several numerical examples
involving smooth and non-smooth surfaces in R3 that confirm the reliability
of this regularization technique in the context of IgA.
3.3.2 Integral operators on C̃2-surfaces
In Section 3.3.1, we have established that the evaluation of all integral
operators on C2-surfaces can be reduced to the evaluation of weakly-singular
integrals. In this section, we extend these results to C̃2-surfaces. As established
in Section 3.2 for C̃2-surfaces, discontinuous basis functions should be used to
approximate the Neumann data t and continuous basis functions should be
used to approximate the Dirichlet data u. Accordingly, since we use the SBIE
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to invert for u and the HSBIE to invert for t, the integral operators of the SBIE
have to be evaluated at collocation points that possibly lie on non-smooth parts
of Γ, whereas the integral operators of the HSBIE can be evaluated at points
that only lie on smooth parts of Γ. In what follows we show that this allows
one to extend the results of Section 3.3.1 to C̃2-surfaces.
The single layer potential V naturally remains a weakly-singular operator on
C̃2-surfaces and therefore can be straight-forwardly evaluated as a weakly-
singular integral. The double layer potential K, however, is not a natural
weakly-singular operator on C̃2-surfaces. Nevertheless, one can use the fact
that
(σI + K) 1 = 0
for the regularization
(σI + K)u(x) =
∫
Γ
n(y)∇yG(x, y) [u(y)− u(x)] dsy .
Consequently, if u is Lipschitz continuous,
|u(y)− u(x)| < C |y − x| ,
the operator K can be evaluted as a weakly-singular integral. Not every con-
tinuous function u is Lipschitz continuous but the T-spline basis functions used
to approximate u are naturally Lipschitz continuous. Consequently, all inte-
gral operators of the SBIE can be reduced to the evaluation of weakly-singular
integrals.
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To establish the result for the HSBIE, we first observe that because discon-
tinuous basis functions are used for t, the HSBIE only has to be evaluated at
points that lie on smooth parts of Γ. Consequently, the representation (3.18)













n(x) · ∇x [G(x, y)]n(y) · (∇Tu)(x)dsy .
Since Γ ∈ C̃2 and x lies on a smooth part of Γ, there exists a smooth neigh-
borhood Ux ⊂ Γ of x. Accordingly, all integrals can be divided into two: an
integral over Ux, and an integral over Γ\Ux. Let us first observe that since
x ∈ Ux, all integrals over Γ\Ux are naturally regular integrals and we only have
to focus on the integrals over Ux. It is easy to see that using local rather than
global Taylor expansions K′ can still be proved to be weakly-singular on Ux.
Similarly, the techniques described in Section 3.3.1 can be used on Ux rather
than Γ in order to show that the integrals over Ux required to evaluate D also
reduce to weakly-singular ones. As a result, on C2 as well as C̃2-surfaces, all
boundary integral operators considered in this dissertation can be reduced to
the evaluation of weakly-singular integrals only.
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3.4 Numerical Integration
It has been established in Section 3.3 that, upon collocation, all oper-
ators can be evaluated as weakly-singular integrals on C2- and C̃2-surfaces.
In this section, we focus on numerical integration schemes to evaluate these
weakly-singular integrals. Let us observe that even for C̃2-surfaces the T-spline
surface parametrization and basis functions are both C∞ on each Bézier ele-
ment and the neighborhood Ux introduced in Section 3.3.2 can be defined as
a union of Bézier elements. This allows one to evaluate all boundary integral
operators as integrals over Bézier elements that are either weakly-singular (if
the evaluation point touches the Bézier element) or regular (if the evaluation
point does not touch the Bézier element). Accordingly, in what follows we
introduce integration schemes for the evaluation of these weakly-singular and
regular integrals over one Bézier element.
3.4.1 Evaluation of weakly-singular integrals
Since all basis functions are C∞ on every Bézier element ϕ(e) ⊂ Γ, we







where x ∈ ϕ(e) and f is a C∞ function on ϕ(e). As usual, we evaluate these






|ϕ(η1, η2)− ϕ(ξ1, ξ2)|
f(ϕ(ξ1, ξ2))J(ξ1, ξ2)dξ1dξ2
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where (η1, η2) ∈ e such that ϕ(η1, η2) = x and
J(ξ1, ξ2) =
∣∣∣∣∂ϕ(ξ1, ξ2)∂ξ1 × ∂ϕ(ξ1, ξ2)∂ξ2
∣∣∣∣ .
For conventional BEMs, many reliable and spectrally accurate integration
schemes have been developed for these types of integrals and are still a topic
of ongoing research [21, 63, 92]. In this dissertation, we adapt the technique of
using polar coordinate transformations for the evaluation of weakly-singular
integrals; details of this technique can be found in Appendix B. In many cases,
this integration scheme is appropriate for the evaluation of the weakly-singular
integrals. However, in the context of IgA, if the geometry parametrization in-
volves collapsed edges, a straight forward application of this integration scheme
is not adequate; see Section 3.5.3. This is because the first derivative of the
surface parametrization vanishes at collapsed edges, a situation that does not
appear in conventional BEMs. In what follows, we show how the existing
polar coordinate transformation can be adapted to efficiently treat geometry
parametrizations that may or may not involve collapsed edges.
Let us recall that it was established in [91] that the integral kernel can be
rewritten as
1












as long as ϕ is analytic in e. Here, (ρ, θ) are the polar coordinates in e centered
at (η1, η2), p3n is a homogeneous polynomial of order 3n in cos θ and sin θ whose
coefficients only depend on derivatives of ϕ at (η1, η2), and
l2(θ) = c
(










∣∣∣∣ , λ =




∂η2∣∣∣∂ϕ(η1,η2)∂η1 ∣∣∣ ∣∣∣∂ϕ(η1,η2)∂η2 ∣∣∣ .
This shows that as long as l2 is bounded below, the transformation of the inte-
gral Ix into polar coordinates results in an analytic integrand in (ρ, θ) because
the Jacobian of the polar coordinate transformation cancels with the term
1/ρ. While this is true for all geometry parametrizations used in conventional
BEMs, if the IgA geometry parametrization involves collapsed edges, l2 is not
necessarily bounded below. In this case, the integrand is not analytic in ρ and
θ and therefore Gaussian quadratures cannot be applied efficiently. To address
this issue we consider the two cases of the collocation point xA being on and
away from a collapsed edge.





are orthonormal, then l2(θ) = 1. Therefore,
the issue of l2 not being bounded below can be effectively treated by orthonor-




. We do this in the same fashion as
in [21]:
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where the subscripts refer to the Cartesian components in a global coor-
dinate system, in which the control points are prescribed.




 = UΣV ∗ ,
so that U is a 3 × 2 matrix and Σ is a 2 × 2 diagonal matrix with no
zeros on the diagonal.
4. Define the reparametrization ϕ̄(ξ̄1, ξ̄2) of ϕ(ξ1, ξ2) via
ϕ(ξ1, ξ2) = ϕ̄(ξ̄1, ξ̄2) = ϕ(V Σ
−1ξ̄) ,
where ξ̄ = (ξ̄1, ξ̄2)
T .
5. Evaluate the integral Ix by using polar coordinate transformations on
the parallelogram ΣV T e; for details see Appendix B.
Note that this procedure can be applied to every collocation point that does not
lie on a collapsed edge. In this case, independently of the surface parametriza-
tion, it can be assured that the integrand is analytic. This has already been
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realized in [91] but is not commonly used in conventional BEMs where l2
is bounded below and the orthonormalization scheme only provides a small
improvement over standard polar coordinate transformation schemes. In con-
trast, in IBEMs, this orthonormalization scheme is crucial for the accurate
evaluation of integral operators defined on surface parametrizations that in-
volve collapsed edges; see Section 3.5.3.





= 0. Here, we address the case ∂ϕ(η1,η2)
∂η1
= 0 but the other case can be
treated in the same way. If ∂ϕ(η1,η2)
∂η1




and following [91] it can also be seen that
p3n(θ) = sin
3n θp̄3n(θ)
where p̄3n is a homogeneous polynomial of order 3n in cos θ and sin θ whose
coefficients only depend on derivatives of ϕ at (η1, η2). In addition, it holds
J(ξ1, ξ2) = |ξ2 − η2|J̄(ξ1 − η1, ξ2 − η2)
where J̄(ξ1, ξ2) is an analytic function whose coefficients only depend on deriva-
tives of ϕ at (η1, η2). As a result, we get that
J(ξ1, ξ2)




ρn sinn(θ)p̄3n(θ)J̄(ρ cos θ, ρ sin θ).
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is an analytic function in ρ and θ. This shows that in the case of the collocation
point being located at a collapsed edge, without orthonormalizaiton, the use of
polar coordinate transformations results in analytic integrands and therefore
Gaussian quadratures can be applied efficiently for the variables ρ and θ; for
details see Appendix B.
3.4.2 Evaluation of regular integrals
Again, since all basis functions are C∞ on every Bézier element ϕ(e),







where x /∈ ϕ(e) and f is a C∞ function on ϕ(e). In the same way as weakly-
singular integrals, we evaluate the regular integrals in the parametric domain






f(ϕ(ξ1, ξ2)J(ξ1, ξ2)dξ1dξ2 .
Note that these integrals are regular and therefore Gaussian quadratures can
be used. Adapting the proof of Theorem 5.3.24 in [88], it is easy to see that
using n Gaussian integration points in each direction, the error E of this














where h is the ratio of the square root of the area of ϕ(e) and
√
|Γ|, d is the
ratio of the distance of ϕ(e) to xA in physical space and
√
|Γ|, |Γ| is the surface
area of Γ, p is the polynomial degree of the basis function, and C > 0 is a
constant independent of h, p and d.
Note that this shows that the error of Gaussian quadratures directly applied
to the regular integral significantly increases if xA is close to ϕ(e). To this
end, it is standard to employ a subdivision scheme to reduce the distance of
xA with respect to the size of the integration domain. Here, we first compute
d and h. If d < 3h, we recursively refine the element ϕ(e) until d ≥ 3h for
every subelement and then apply Gaussian quadratures to each subelement.
If d ≥ 3h, Gaussian quadratures are applied directly to the whole element.
Figure 3.1 illustrates this adaptive refinement strategy. Then the estimate
(3.21) can be used to estimate the number of Gaussian integration points
needed in each subelement to achieve the error E. Note that ignoring the
constant C, the number of Gaussian integration points needed in order to








Here we used that the subdivision scheme is such that d ≥ 3h on each subele-
ment. Further, if the subdivision scheme is not employed, it holds d ≥ 3h
for the element ϕ(e) and Gaussian quadratures can be used directly on the
element e. In this case, the number of Gauss points to achieve an error E on
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Note that T-splines of degree p result in the element-wise approximation error
of O (hp+1). To preserve this error estimate globally one should choose E =
O (hp+3). The exponent p + 3 rather than p + 1 takes into account that the
global error is induced by O (h−2) element-wise approximation errors.
For curvilinear elements, the distance d between ϕ(e) and x is computed as
follows:
1. Construct the L2-projection of ϕ(e) on (p + 1)2 local Bernstein polyno-
mials.
2. The vector-valued coefficients of the projection are the control points of
the approximating surface.
3. Use Ritter’s algorithm [80] to compute a bounding ball of those control
points.
4. Compute the distance d as the distance between x and the ball.
3.4.3 Integration over elements with high curvature or high aspect
ratio
The outlined integration scheme, which we regard as the basic one,
works well for relatively simple geometries and fine meshes. However, if the
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(a)








(0, 0) (1, 0)
(1, 1)(0, 1)
(1.2, 0.5)
Figure 3.1: Examples for the adaptive refinement technique for different loca-
tions of the collocation point with respect to the Bézier element.
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geometric parametrization involves Bézier elements with large aspect ratios in
the physical space or if the derivatives of ϕ are very high for an element e
(e.g. if the element is highly curved), the outlined integration scheme may be
insufficient. To address this issue, we introduce additional subdivision schemes,
which reduce the aspect ratios and curvatures via local refinement.
The aspect ratio of an element e is reduced according to the following scheme:
1. Chose a threshold constant Ca > 1.
2. Compute the length of each edge of e in the physical space.






In this equation, the subscript 1 refers to the longest edge, the subscript
3 refers to the edge opposite to the longest one, and the subscripts 2
and 4 refer to the other two edges. If ρa > Ca, split e into two elements
by connecting the mid-points of the edges 1 and 3; otherwise accept the
element.
4. If the element involves a collapsed edge, we do not address the issue
of high aspect ratios and automatically accept elements that involve
collapsed edges.
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The curvature of an element e is reduced according to the following scheme:
1. Chose a threshold constant Cc > 1.
2. Compute the area A of e in the physical space.
3. If the element does not involve a collapsed edge, compute the total area
A0 of two planar triangles, one formed by the vertices of the edges 1






4. If the element involves a collapsed edge, the area A0 is computed using
the element vertices.
5. If ρc > Cc, divide e into four elements using the standard procedure;
otherwise accept the element.
The two schemes are applied using a two-stage cycle. At the first stage, if
necessary, one reduces the aspect ratio. At the second stage, if necessary, one
reduces the curvature of the elements generated during the first stage. Then
the cycle is repeated as necessary. Once all elements attain sufficiently small
aspect ratios and curvatures, one proceeds with the basic integration scheme.
In Section 5, we use the framework of BEM Patch Tests to provide numerical





In this section, we present numerical examples emphasizing various
important mathematical and computational aspects of IgA of BIEs. All ex-
amples involve three shapes: a torus, a sphere, and a cube. The torus is a
C∞-surface which allows a C2-parametrization; actually one can show that
the torus parametrization is C∞ but this additional smoothness is not ex-
ploited. The sphere is a C∞-surface with a C̃2-parametrization, because it
involves collapsed edges at the poles. The cube is a C̃2-surface with a C̃2-
parametrization. All shapes were constructed using standard parametrizations
based on 16 (torus), 8 (sphere), and 6 (cube) NURBS patches. For each shape,
the patches were used to generate five meshes via uniform refinement in the
parametric domain, so that at each level of refinement, each element was di-
vided into four. Figure 3.3 shows the two coarsest meshes for each shape.
Continuous basis functions of degree p were constructed so that, upon refine-
ment, they remained Cp−1 locally and continuous over patch boundaries. In
contrast to continuous basis functions, their discontinuous counterparts were
Cp−1 locally and discontinuous over patch boundaries. Unless otherwise noted,
all regular approximations involved p = 2, and degree elevated approximations
involved p = 3. All numerical examples presented in this section involve the
basic numerical integration scheme only, the subdivision scheme aimed at re-
ducing aspects ratios and curvatures is not necessary. This procedure will be


















x0  H0.5; 0.5; 15L
»
Figure 3.2: Three representative shapes: (a) torus (inner radius r = 1 and
outer radius R = 3), (b) sphere (radius r = 1), and (c) cube (edge length
a = 1). The source points for the manufactured solutions: x0 = (0, 0, 60) for





Figure 3.3: Meshes for the first two refinement levels for the (a) torus, (b)
sphere, and (c) cube.
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For each shape the source point x0 was chosen far away from the shape cen-
ter (Fig. 3.2), so that u(x) was an analytic function which did not involve
near-singular behavior. These manufactured solutions were chosen in order
to demonstrate the necessity of numerical schemes even for problems with
smooth solutions. The function u(x) was used to construct the boundary data
gD and/or gN for various BVPs. After that, appropriate BIEs were solved
numerically to reconstruct the full Cauchy data.
The quality of numerical solutions was measured using the L2(Γ)-error for the
Cauchy data. To evaluate the order of convergence, we defined the mesh size h
as the square root of the area of the largest Bézier element in the physical space.













where the subscripts f and c refer to the fine and coarse meshes, respectively.
For p = 2 the optimal order of convergence for the L2(Γ)-error for the Cauchy
data is equal to p + 1 = 3. In addition, we also provide the number of kernel
evaluations NKeval required for each solution. This provides a comparison
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of the computational efficiency of our method compared to other methods.
However, as the main focus of this dissertation is reliability and not efficiency,
no further comparisons are made in view of efficiency.
Unless stated otherwise, all arising algebraic problems were solved using a pre-
conditioned GMRES method [85] with a tolerance of 10−12. Each precondi-
tioner was constructed as the inverse of the interpolation matrix corresponding
to the basis functions. As a result, we were able to reveal the spectral proper-
ties of the collocated operators and significantly reduce the iteration count.
In the remainder of this section, we present six case studies. Each study
demonstrates the importance of a particular aspect. Those studies focus on (i)
the recursive subdivision scheme for near-singular integration (Section 3.5.2),
(ii) local surface reparametrization (Section 3.5.3), (iii) exponential conver-
gence of the adopted integration scheme (Section 3.5.4), (iv) spectral properties
of the collocated operators (Section 3.5.5), (v) discontinuous basis functions
(Section 3.5.6), and (vi) approximations for mixed BVPs (Section 3.5.7).
3.5.2 Recursive subdivision for near-singular integration
The objective of this section is to demonstrate that the recursive sub-
division scheme (Section 3.4) for evaluating near-singular integrals is essential.
To this end, we considered the manufactured pure Neumann BVP on the torus
and established that the optimal order of convergence and accurate results can
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be attained only if the subdivision scheme was employed. The approximate
solutions to this problem were obtained by solving (3.13) and (3.14), using
continuous basis functions.
Figure 3.4 and Table 3.1 present the L2(Γ)-error of ũh for two numerical in-
tegration schemes, with and without recursive subdivision. It is clear that
recursive subdivision is necessary for attaining the optimal order of conver-
gence. Furthermore, recursive subdivision significantly reduced the magnitude






















Figure 3.4: L2(Γ)-errors for two near-singular integration schemes: with and
without subdivision.
3.5.3 Surface reparametrization scheme
The objective of this section is to demonstrate the importance of the







2-error eoc NKeval L
2-error eoc
2.87E-01 4.97E+05 2.19E-03 2.97E+04 8.24E-02
1.51E-01 4.18E+06 2.12E-04 3.62 1.98E+05 1.75E-03 5.97
7.73E-02 2.68E+07 3.70E-05 2.62 1.95E+06 2.95E-03 -0.78
3.90E-02 1.62E+08 3.87E-06 3.31 2.43E+07 1.81E-03 0.72
1.96E-02 1.28E+09 4.60E-07 3.08 3.43E+08 9.49E-04 0.93
Table 3.1: L2(Γ)-errors for two near-singular integration schemes: with and
without subdivision.
grals, particularly when collapsed edges are involved. To this end, we consid-
ered the manufactured pure Dirichlet BVP on the sphere. The approximate
solutions to this problem were first obtained by using the SBIE and discontin-
uous basis functions. The corresponding linear algebraic problem is
V t̃ = f
S
. (3.23)
Note that the SBIE requires one to invert the matrix corresponding to the
single-layer operator, which is not optimal, as far as the spectral properties
are concerned. Nevertheless, it allows us to demonstrate that the surface
reparametrization scheme is necessary even for a naturally weakly-singular
operator.
Figure 3.5 and Table 3.2 present the L2(Γ)-error for the solutions of (3.23),
using two numerical integration schemes, with and without the reparametriza-
tion. It is clear that the reparametrization is necessary for attaining the opti-
mal order of convergence and small errors. This example is representative of
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Figure 3.5: The manufactured pure Dirichlet BVP for the sphere: L2(Γ)-errors






2-error eoc NKeval L
2-error eoc
3.54E-01 3.53E+05 1.01E-02 3.53E+05 4.72E-02
2.10E-01 2.36E+06 1.16E-03 4.17 2.36E+06 2.51E-02 1.21
1.09E-01 1.67E+07 2.70E-04 2.23 1.67E+07 2.44E-02 0.05
5.53E-02 1.00E+08 2.92E-05 3.26 1.00E+08 1.84E-02 0.41
2.77E-02 6.52E+08 3.54E-06 3.06 6.52E+08 1.07E-02 0.79
Table 3.2: The manufactured pure Dirichlet BVP for the sphere: L2(Γ)-errors
for two singular integration schemes, with and without reparametrization.
Alternatively, one can solve the manufactured problem using the HSBIE (3.15)
and the discontinuous basis functions. In this case, similar to equation (3.23),
the reparametrization scheme is necessary for accurate integration at collo-
cation points near collapsed edges. Further the reparametrization scheme is
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natural for computing the tangent gradient required for regularizing the hyper-
singular operator. Figure 3.6 and Table 3.3 present the L2(Γ)-error of t̃h on
the sphere using SBIE and HSBIE; results for the SBIE are identical to those
presented in Figure 3.5. It is clear that the two approaches yield similar
results, and therefore both are acceptable. Thus we can conclude that the
surface reparametrization scheme is necessary, and it is capable of delivering

















Figure 3.6: The manufactured pure Dirichlet BVP for the sphere: L2(Γ)-errors
for two approaches, one based on the SBIE (dashed line) and the other based
on the HSBIE (solid line).
3.5.4 Exponential convergence of the integration scheme
The objective of this section is to demonstrate that the adopted numer-
ical integration scheme is exponentially convergent with respect to the number




2-error eoc NKeval L
2-error eoc
3.54E-01 3.53E+05 1.01E-02 3.53E+05 1.10E-02
2.10E-01 2.36E+06 1.16E-03 4.17 2.36E+06 1.34E-03 4.05
1.09E-01 1.67E+07 2.70E-04 2.23 1.67E+07 2.91E-04 2.34
5.53E-02 1.00E+08 2.92E-05 3.26 1.00E+08 2.98E-05 3.34
2.77E-02 6.52E+08 3.54E-06 3.06 6.52E+08 3.55E-06 3.08
Table 3.3: The manufactured pure Dirichlet BVP for the sphere: L2(Γ)-errors
for two approaches, one based on the SBIE (dashed line) and the other based
on the HSBIE (solid line).
integration scheme was tested on problems involving non-smooth surfaces and
parametrizations. For each shape, the test problem was a pure Neumann BVP
with the exact solution
u(x) = x1 + x2 + x3, x ∈ Ω .
For this choice, one can prove that the approximation error is exactly equal
to zero for every shape, and therefore the chosen test problems are ideal for
assessing numerical integration errors.
Figure 3.7 and Table 3.4 present the L2(Γ)-error of the solution uh. The results
were obtained by using the coarsest meshes, while the number of integration
points in each direction was increased. The results confirm an exponential
convergence for every shape. Note that we were able to reach the machine
precision for the sphere and the cube, while for the torus the error stagnated
near 10−10 due to round-off errors in the adopted numerical integration scheme.
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If desired, this issue can be resolved by using a more sophisticated singular
integration scheme proposed in [21].
3.5.5 Spectral properties of integral operators
It is well-known that, upon discretization, the operators 1
2
I + K and
1
2
I−K′ give rise to well-conditioned matrices. The objective of this section is
to demonstrate that one should choose the governing BIEs so that one takes
advantage of this property. Accordingly, for pure Neumann BVPs, the SBIE
is a natural choice. In contrast, for pure Dirichlet BVPs, one should choose
the HSBIE. This choice would be problematic for conventional collocation
BEMs but it is legitimate for IgA. This point will be supported by numeri-
cal examples presented in Section 3.5.5.1. Further, we show that for mixed
boundary-value problems one should choose the SBIE on ΓN and the HSBIE
on ΓD. Numerical examples presented in Section 3.5.5.2 show that, as far as
spectral properties and iteration counts are concerned, this choice is superior
than uniform use of SBIE. Numerical examples involved the manufactured so-
lutions for all three shapes and results are presented for both iteration counts
and condition numbers.
3.5.5.1 Dirichlet problems
In principle, a pure Dirichlet BVP can be solved using either the SBIE
or HSBIE. The corresponding linear algebraic problems are











































































































Thus the SBIE-based approach requires one to invert V , whereas the HSBIE-
based approach requires one to invert 1
2
IN −K ′.
Figure 3.8 and Table 3.5 present the iteration counts and spectral condition
numbers κ as functions of h for the three shapes.
It is clear that the HSBIE is a better choice than the SBIE both in terms
of the iteration counts and spectral properties. For the torus and sphere, the
iteration counts and spectral properties for the HSBIE are independent of the
mesh size. This is in agreement with theoretical results based on compactness
of K′. In this regard, let us observe that upon discretization the torus remains
a C2-surface, whereas the sphere becomes a C̃2-surface. Thus the numerical
results for the torus are fully expected, while the results for the sphere need
additional theoretical considerations. For the cube, both the iteration count
and the spectral condition number show a logarithmic dependence on h. For
the cube, the mathematical foundations are not well-established because K′ is
not compact. For the SBIE, the iteration count should grow as 1/
√
h whereas
κ should grow as 1/h. Surprisingly, these scalings hold only for the cube. It
is unclear to us why the results for the torus are better than expected and for




























































Figure 3.8: Iteration counts of the preconditioned GMRES method and con-









2.87E-01 14 33.44 10 3.21
1.51E-01 15 68.86 10 3.27
7.73E-02 16 145.92 9 3.29
3.90E-02 16 276.92 9 3.12








3.54E-01 11 45.52 7 2.03
2.10E-01 12 154.40 7 2.23
1.09E-01 18 637.32 6 2.37
5.53E-02 31 2447.40 6 2.27








4.08E-01 11 16.25 10 3.17
2.04E-01 13 25.49 10 3.39
1.02E-01 21 50.36 13 4.02
5.10E-02 31 97.01 15 4.36
2.55E-02 44 187.97 16 4.61
Table 3.5: Iteration counts of the preconditioned GMRES method and condi-
tion numbers κ for the (a) torus (b) sphere, and (c) cube .
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3.5.5.2 Mixed boundary-value problem
In this section, we present numerical examples suggesting that one
should choose the SBIE on ΓN and the HSBIE on ΓD, as opposed to using the
SBIE on the entire Γ. For our purposes, we choose boundary conditions as
shown in Figure 3.9. For the torus and sphere, the Dirichlet (Neumann) bound-
ary conditions are prescribed on the upper (lower) halves. For the cube, the
Neumann boundary conditions are prescribed on the top and bottom faces,
and the Dirichlet boundary conditions on the other faces. Similar to pure
Figure 3.9: Mixed boundary conditions for the torus, sphere, and cube.
Dirichlet BVPs, mixed BVPs can be solved with our without the HSBIE. We
refer to the former method as SBIE/HSBIE and to the latter one SBIE/SBIE.
In the SBIE/HSBIE, the natural domain for the HSBIE is ΓD, as in Dirichlet
BVPs, while the SBIE is natural for ΓN . In the SBIE/SBIE, the SBIE must be
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applied in its unnatural domain ΓD. In terms of linear algebra, SBIE/HSBIE
allows one to avoid inverting matrices with unfavorable spectral properties.
Figure 3.10 and Table 3.6 present the iteration counts for the mixed BVPs
for the three shapes. It is clear that (i) the SBIE/HSBIE is superior to
SBIE/SBIE, and (ii) the iteration counts grow with mesh-refinement for all
three problems; for the SBIE/HSBIE scheme, the iteration counts grow log-
arithmically with h−1. We do not present comparisons for the spectral prop-
erties because such comparisons strongly depend on the definition of spectral
properties. That is, the spectral properties for the entire matrices are different
from those obtained using Schur complements; in contrast, the use of Schur
complements has minimal effects on iteration counts.
3.5.6 Discontinuous basis functions
The objective of this section is to demonstrate that discontinuous basis
functions are critical for approximating t when it is discontinuous. Those
problems include not only non-smooth domains like a cube, but also mixed
BVPs defined on smooth domains; in the latter case, t may be discontinuous
at the interface between ΓD and ΓN . For demonstration purposes, we solved
the manufactured pure Dirichlet BVP on the cube. In this problem, t is
discontinuous at the edges and vertices because of the discontinuous normal.
Further, the normal discontinuity does not allow us to collocate the operators
1
2





























































Figure 3.10: Iteration counts of the preconditioned GMRES method for the























Table 3.6: Iteration counts of the preconditioned GMRES method for the (a)
torus, (b) sphere, and (c) cube.
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can use the SBIE with either continuous or discontinuous basis functions, or
(ii) one can use either the SBIE or HSBIE with discontinuous basis functions
because they require collocation points off the edges and vertices. We pursue
the first option as it allows us to compare continuous versus discontinuous
basis functions.
Figure 3.11 and Table 3.7 present the L2(Γ)-error of t̃h for two approximations,
one involves only continuous basis functions and the other only discontinuous
ones. It is clear that for the continuous basis functions t̃h converges very slowly.
In contrast, for the discontinuous basis functions, t̃h converges at the optimal























2-error eoc NKeval L
2-error eoc
4.08E-01 1.20E+05 3.04E-05 2.80E+04 4.78E-01
2.04E-01 1.20E+06 7.52E-07 5.33 5.19E+05 3.75E-01 0.35
1.02E-01 7.74E+06 9.46E-08 2.99 4.81E+06 2.72E-01 0.46
5.10E-02 4.39E+07 1.18E-08 3.00 3.36E+07 1.94E-01 0.49
2.55E-02 2.90E+08 1.48E-09 3.00 2.52E+08 1.37E-01 0.50
Table 3.7: L2(Γ)-errors for two approximations, with and without the discon-
tinuous basis functions.
3.5.7 Approximations for mixed boundary-value problems
In approximation theory for BIEs, it is well established that for mixed
boundary-value problems one should use different approximations for the Cauchy
data u and t. In particular, to attain the optimal convergence rate for the
Cauchy data, approximations for u should be one degree higher than those for
t [103]. In this section, we present numerical results supporting this statement.
Further, we present results suggesting that approximations of the same degree
are capable of delivering the optimal convergence rate for the torus and sphere.
For demonstration purposes, we considered the same mixed BVPs as in Section
3.5.5. These problems were solved using the SBIE/HSBIE scheme, discontin-
uous basis functions for approximating t, and continuous regular (p = 2) and
degree elevated (p = 3) basis functions for approximating u. Figure 3.12 and
Table 3.8 present the L2(Γ)-errors obtained using regular basis functions for
u. It is clear that the L2(Γ)-error for u converges optimally for all three cases.
In contrast, the rate of convergence for t is optimal for the torus and sphere,
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but not for the cube. Perhaps the results for the torus and sphere are more
surprising than those for the cube, as we expected suboptimal convergence
rates for t for all three cases.
Figure 3.13 and Table 3.9 present the L2(Γ)-errors obtained using degree ele-
vated basis functions for u.
It is clear that in all three cases the L2(Γ)-errors for both u and t exhibit
optimal convergence rates. Note that for the cube the errors corresponding to
the degree elevated basis functions are significantly smaller than those corre-
sponding to the regular basis functions. For the torus and sphere, the errors
in u corresponding to the degree elevated basis functions are also significantly
smaller than those corresponding to the regular basis functions, which is not
surprising simply because we used higher-order approximations. In contrast,
for the torus and sphere, the degree elevated approximation for u had a minor


























































Figure 3.12: L2(Γ)-errors for the flux t and potential u on the (a) torus (b)
sphere, and (c) cube. The approximations involved continuous basis functions





2-error eoc L2-error eoc
2.87E-01 9.26E+05 4.80E-03 3.85E-04
1.51E-01 6.04E+06 6.82E-04 3.02 3.65E-05 3.65
7.73E-02 3.30E+07 8.74E-05 3.08 5.96E-06 2.72
3.90E-02 1.80E+08 9.21E-06 3.29 6.28E-07 3.29




2-error eoc L2-error eoc
3.54E-01 2.05E+05 1.80E-02 1.19E-03
2.10E-01 1.54E+06 1.68E-03 4.56 1.11E-04 4.57
1.09E-01 1.21E+07 2.20E-04 3.11 2.14E-05 2.51
5.53E-02 7.93E+07 2.01E-05 3.51 2.16E-06 3.37




2-error eoc L2-error eoc
4.08E-01 8.40E+04 9.70E-03 2.50E-04
2.04E-01 8.94E+05 1.28E-03 2.92 3.17E-05 2.98
1.02E-01 6.31E+06 2.17E-04 2.56 3.97E-06 3.00
5.10E-02 3.86E+07 3.70E-05 2.55 4.95E-07 3.00
2.55E-02 2.69E+08 6.38E-06 2.53 6.18E-08 3.00
Table 3.8: L2(Γ)-errors for the flux t and potential u on the (a) torus (b)
sphere, and (c) cube. The approximations involved continuous basis functions



























































Figure 3.13: L2(Γ)-errors for the flux t and potential u on the (a) torus (b)
sphere, and (c) cube. The approximations involved continuous basis functions
of degree p = 3 for u and discontinuous basis functions of degree p = 2 for t






2-error eoc L2-error eoc
2.87E-01 2.58E+06 2.72E-03 1.73E-05
1.51E-01 1.31E+07 3.66E-04 3.11 1.28E-05 0.46
7.73E-02 5.76E+07 6.04E-05 2.70 1.26E-06 3.48
3.90E-02 2.87E+08 5.97E-06 3.39 6.44E-08 4.35




2-error eoc L2-error eoc
3.54E-01 4.94E+05 5.93E-03 1.12E-04
2.10E-01 3.36E+06 8.88E-04 3.65 5.03E-05 1.53
1.09E-01 2.16E+07 1.74E-04 2.49 5.66E-06 3.34
5.53E-02 1.31E+08 1.87E-05 3.27 2.66E-07 4.48




2-error eoc L2-error eoc
4.08E-01 2.16E+05 3.49E-04 4.21E-06
2.04E-01 2.23E+06 2.45E-05 3.83 4.73E-07 3.15
1.02E-01 1.17E+07 2.35E-06 3.38 4.99E-08 3.25
5.10E-02 6.14E+07 1.56E-07 3.91 3.43E-09 3.86
2.55E-02 4.01E+08 1.32E-08 3.57 2.23E-10 3.95
Table 3.9: L2(Γ)-errors for the flux t and potential u on the (a) torus (b)
sphere, and (c) cube. The approximations involved continuous basis functions
degree p = 3 for u and discontinuous basis functions of degree p = 2 for t




Equations of linear elasticity
4.1 Introduction
In this Chapter we extend the results of Chapter 3 to the equations of
classical linear elasticity. We introduce the BIEs associated with the partial
differential equations of linear elasticity, and show that all boundary integral
operators can be evaluated using weakly-singular integrals only. We consider
collocation discretizations of these BIEs for interior and exterior BVPs with
mixed boundary conditions. In contrast to Chapter 3, we do not present any
numerical examples in this chapter. Rather we will present numerical examples
in Chapter 5, where we describe boundary element patch tests.
4.2 Continuous Formulation
4.2.1 Model boundary-value problem
Consider a bounded domain Ω ⊂ R3 with Γ = ∂Ω. We assume that
Γ ∈ C̃2. The model BVP in this chapter is formulated for the equations of
classical linear elasticity written in Navier’s form:
−ui,jj + (λ+ µ)uj,ij = 0 on Ω . (4.1)
75
Here ui is the displacement vector and λ and µ are Lamé’s constants. Here we
use the standard notation which implies summation over repeated indices and
differentiation with respect to the indices following commas. For our purposes,





The boundary conditions include Dirichlet data prescribed for the displace-
ment vector
ui = gi on Γ
i
D, (4.2)
and Neumann data prescribed for the traction vector
ti := µ(ui,j + uj,i)nj + λuj,jni = hi on Γ
i
N . (4.3)
Here we use the notation ΓiD and Γ
i
N rather than ΓD and ΓN to emphasize
that boundary conditions at a point may involve both Dirichlet and Neumann
data. For example, boundary conditions at a point may be u1 = 0, t2 = 0, and
t3 = 0. Further, for simplicity of notation, we state boundary conditions using
global Cartesian components. It is often the case that boundary conditions are
imposed in local coordinates, aligned with the outward normal and tangent
vectors. For example, boundary conditions imposed by a smooth plane are
u1′ = 0, t2′ = 0, and t3′ = 0, where the 1
′ axis is normal to the plane, and 2′
and 3′ axes are in the plane. Of course ΓiD ∪ ΓiN = Γ and ΓiD ∩ ΓiN = ∅.
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Further, we define the Dirichlet-to-Neumann map
ti(x) = γij [uj(x), x] :=
{





which maps ui onto ti.
4.2.2 Integral equations
Similar to Laplace’s equation, the integral equations equivalent to (4.1)-
(4.3) are well-known. They involve a representation formula that allows one
















(yi − xi)(yj − xj)
|x− y|3
]
is the fundamental solution of linear elasticity. Similar to Laplace’s equation,
the Cauchy data can be reconstructed using either the SBIE





tj = Dijuj on Γ.




Uij(x, y)tj(y)dsy, x ∈ Γ
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γik [Ukj(x, y), y]uj(y)dsy, x ∈ Γ




γik [Ukj(x, y), x] tj(y)dsy, x ∈ Γ




γik {γkl [Ulj(x, y), y] , x}uj(y)dsy, x ∈ Γ




γik [Ukj(x, y), y] dsy, x ∈ Γ.
To formulate BIEs for the mixed BVP, we assume that g̃i and h̃i are extensions
of gi and hi onto the entire Γ such that g̃i|ΓiD = gi and h̃i|ΓiN = hi. Then the
Dirichlet data ui and the Neumann data ti can be represented as
ui = ũi + g̃i (4.5)
and
ti = t̃i + h̃i, (4.6)
where ũi|ΓiD = t̃i|ΓiN = 0. In Chapter 3 we have established that for the mixed
BVP for Laplace’s equation, one should choose the extensions such that g̃i is
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this end, we assume that g̃i and ũi are continuous at the interface and we
simply set h̃i|ΓiD = 0. Then the SBIE and the HSBIE can be rewritten as




t̃j −Dijũj = fHi on Γ, (4.8)
respectively where
fHi = [σijI + Kij] g̃j − Vijh̃j,





Note that the extension g̃i is not uniquely defined. However, (4.5) and (4.6)
are structured so that ui and ti are uniquely defined as long as (4.7) and (4.8)
are uniquely solvable for ũi and t̃i.
Remark 4.2.1. The solution of a pure Dirichlet problem (ΓiD = Γ for all
i = 1, 2, 3) can be obtained by setting g̃i = gi and ũi = h̃i = 0. A solution of a
pure Neumann problem (ΓiN = Γ for all i = 1, 2, 3) can be obtained by setting
h̃i = hi and t̃i = g̃i = 0.
Remark 4.2.2. For exterior boundary value problems, BIEs can be derived
in the same manner. In this case, the Cauchy data can be reconstructed using
the SBIE




(δij − σij)I + K′ij
]
tj = Dijuj + t
0
i on Γ. (4.10)
Here, u0i and u
0
i are the leading order terms of the corresponding far-field
asymptotic approximations. Typically,









u0i (x) = O (|x|) and t0i (x) = O (1) .
Remark 4.2.3. The double-layer operators Kij and K
′
ij are not compact for
the equations of linear elasticity, not even for C∞-surfaces. Consequently,
there is no direct extension of the mathematical analysis for the BIEs of
Laplace’s equation to the equations of linear elasticity.
4.3 Collocation discretization















respectively, where ND,iA and N
N,i
A are the basis functions and ũi and t̃i are
column-vectors. In the same way as for Laplace’s equation, the basis functions
are such that ND,iA (x) = 0 for x ∈ ΓiD and N
N,i
A = 0 for x ∈ ΓiN and we define




Upon collocating (4.7) at xD,iA and (4.8) at x
N,i
A , one generates the system of











t̃−Dũ = fH . (4.12)
Here the system matrices are defined as
V =
V11 V12 V13V21 V22 V23
V31 V32 V33
 , D =










 , K =










 , K ′ =








IN11 0 00 IN22 0
0 0 IN33
 ,




 , t̃ =
t̃1t̃2
t̃3











The components of the system matrices are defined as














































A , y), y
]
ND,jB (y)dsy,






































Note that in these definitions we do not sum over the indices i and j but we do


































where summation is carried out over j but not over i.
Note that the system of governing linear algebraic equations is constructed so
that one inverts matrices associated with the double layer potential and the
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adjoint double layer potential. We have proved in Chapter 3 that this results
in optimally conditioned systems of linear algebraic equations for harmonic
problems. This result can be directly extended to linear elastic problems.
For a pure Dirichlet problem, all collocation points are xN,iA , and therefore it








For the pure Neumann problem, all collocation points are xD,iA , and therefore








It is well-known that the pure Neumann problem is only uniquely solvable up
to rigid body motions. This is reflected in the fact that the matrix ΣD +K is
not invertible. To overcome this issue, it is standard to regularize the system


























We incorporate these six conditions into the system of linear algebraic equa-
tions using Lagrange multipliers. Similarly, for mixed BVPs where ΓiN = Γ for
some but not all components i, the system of linear equations is regularized
using an appropriate subset of these six conditions.
For exterior BVPs, a system of linear algebraic equations can be obtained




























[A] := fS,exti (x
D,i
A )




A ) + Kij g̃j(x
D,i



























Note that for these definitions summation is carried out over j but not over
i. Similar to the pure Neumann problem for the interior BVP, the operator
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We incorporate these six conditions into the system of linear algebraic equa-
tions using Lagrange multipliers which results in an invertible system matrix.
Remark 4.3.1. We have introduced our discretization for the components
i = 1, 2, 3. In the same way, one can also use the normal and the two tangen-
tial components. This can be particularly useful in applications that involve
boundary conditions for the normal or the tangential components.
4.4 Regularization of operators
Similar to Laplace’s equation, the SBIE and the HSBIE associated with
the equations of linear elasticity involve weakly-singular, singular and hyper-
singular integrals. In this section we establish that the evaluation of all integral
operators at a point x ∈ Γ can be reduced to the evaluation of weakly-singular
integrals.
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The single-layer operator is naturally weakly singular; while the same is true
for the double-layer operators associated with Laplace’s equations, this is not
true for the double-layer operators associated with the equations of linear
elasticity. Nevertheless, it can be easily seen that
σij + Kij1 = 0, for all i, j = 1, 2, 3
and therefore
(σij + Kij)uj(x) =
∫
Γ
γik [Ukj(x, y), y] [uj(y)− uj(x)] dsy
for all i, j = 1, 2, 3. If uj is Lipschitz continuous, so that
|uj(y)− uj(x)| < C|y − x|,
then the integral becomes weakly singular. This additional restriction on uj(x)
does not pose problems within the context of IgA and therefore we have shown
that the double layer potential can also be reduced to the evaluation of a
weakly-singular integral.
To regularize the adjoint double-layer operator associated with the equations
of linear elasticity, we first note that for all i, j = 1, 2, 3











{γik [Ukj(x, y), x]− γik [Ukj(x, y), y]} tj(y)dsy
+ ti(x)− (σij + Kij) tj(x).
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The first integral is weakly-singular because of (4.15). We have already seen
that (σiδij + Kij) tj(x) is weakly-singular as long as tj is Lipschitz continuous
in the vicinity of x. While this is not true for all x ∈ Γ, it is easy to see that
this is true as long as x is on a smooth part of a C̃2-surface.
To regularize the hyper-singular operator, we begin with approximating uj in
the vicinity of x by a Taylor expansion:
uj(y) = uj(x) + (∇Tuj)(x) · (y − x) + O(|x− y|2). (4.16)
Note that this expansion is only valid if uj is smooth in the vicinity of x. This
can be assumed as long as x is on a smooth part of a C̃2-surface. Then the
















γik {γkl [Ulj(x, y), y]} (∇Tuj)(x) · (y − x)dsy.
Since constant and linear functions are trivial solutions of the equations of
















t̄j(x) := (∇Tuj)k(x)γkl [(y − x)l, x] .











The first term in this equation is weakly singular because of (4.16). The second
term can be evaluated by weakly singular integrals only as long as x is on a
smooth part of a C̃2-surface because it is the adjoint double-layer operator.
In summary, we have established that the SBIE can be evaluated by weakly-
singular integrals only if the basis functions ND,iA are Lipschitz continuous, and
the HSBIE can be evaluated by weakly-singular integrals only if, additionally,
x is on a smooth part of a C̃2-surface. In Chapter 3, we have shown that the
use of discontinuous basis functions NN,iA allows one to use collocation points
xN,iA on smooth parts of Γ only. Since the HSBIE only has to be evaluated
at the collocation points xN,iA , this shows that the evaluation of all boundary




Patch Tests for Boundary Element Methods
It is commonly accepted that individual finite elements must be con-
structed so that they can represent solutions of certain BVPs exactly. A test
of this property is known as the Patch Test. In contrast, no Patch Tests have
been proposed for BEMs. In this Chapter, we introduce BEM Patch Tests,
and demonstrate that they are particularly appealing in the context of IgA.
Our presentation is based on the equations of linear elasticity but can be easily
extended to other applications.
5.1 Neumann Patch Test
Consider a pure Neumann BVP problem (4.1)-(4.3) with the data
ti(x) = λαkkni(x) + µ(αij + αji)nj(x) x ∈ Γ ,
where αij is a constant second-rank tensor. A solution of this BVP is
ui(x) = αijxj x ∈ Ω .










for ũ. Since for x ∈ Γ ui(x) is a linear function of x, it can be represented
exactly by the basis functions on the entire surface. Then the only errors as-
sociated with (5.1) are due to numerical integration. Second, once ũ has been
computed, one can compute ui(x) for x ∈ Ω using the representation formula.
Note that, again, the only errors at this step are due to numerical integration.
Thus one can recover the exact solution as long as all boundary integral op-
erators are evaluated exactly. It is well-known that while boundary integral
operators cannot be evaluated exactly in general, it has been established [92]
that numerical integration schemes, like the one introduced in Section 3.4,
converge exponentially with respect to the number of Gaussian integration
points. Thus we say that a BEM implementation passes the Patch Test if it
exhibits an exponential convergence with respect to the number of Gaussian
integration points.
The introduced Patch Test requires an exact representation of Γ in terms of
the basis functions. For restricted classes of surfaces, this is possible for both
conventional and isogeometric BEMs. On the other hand, it is clear that the
class of surfaces for IBEMs is much larger. In particular, Patch Tests can
be performed for any CAD generated surface, which is particularly useful for
applications.
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5.2 Dirichlet Patch Test
Let u be the solution of the pure Dirichlet problem with the data
ui(x) = αijxj x ∈ Γ ,
so that our task is to construct an approximate solution for
ti(x) = λαkkni(x) + µ(αij + αji)nj(x) x ∈ Γ .
In contrast, to the Neumann problem, the unknown field ti(x) cannot be ex-
actly represented by the basis functions in general, due to the presence of the
normal vector. This means that the numerical solution is affected by both
integration and approximation errors. Of course, for a restricted class of sur-
faces, ni(x) and consequently ti(x) can be exactly represented by the basis
functions, and therefore the numerical solution is affected by integration er-
rors only. Thus Dirichlet Patch Tests can be conducted by controlling the
numerical integration error using more restrictive classes of surfaces. In par-
ticular, CAD generated surfaces are not generally suitable for Dirichlet Patch
Tests.
The Dirichlet Patch Test can be easily extended to Patch Tests for mixed
BVPs. In this case, the surface has to be such that the normal vector can be




In this section, we present numerical examples demonstrating how the
Patch Tests work. All examples involve a sphere and an oblate spheroid,
with the aspect ratio equal to 1/2. For the sphere, both the surface and
its normal vector can be represented exactly using CAD basis functions. In
contrast, for the spheroid, only the surface can be represented exactly using
CAD basis functions. In all examples, we chose Young’s modulus E = 1 and
Poisson’s ratio ν = 1/4. Both surfaces were parametrized using 8 elements,
with commercial tools described in Chapter 6.
5.3.2 Neumann Patch Test
In this section, we present numerical examples for Neumann Patch
Tests. For both surfaces, we chose
u1(x) = x1 + x2 + x3,
u2(x) = 2x1 + 2x2 + 2x3,
u3(x) = 3x1 + 3x2 + 3x3.
For the integration scheme we chose Ca = 5 and Cc = 1.01125. These numbers
were determined empirically and no effort was made to optimize them.
Figure 5.1 and Table 5.1 present the results for the sphere and spheroid. The
results confirm an exponential convergence for all shapes. Therefore, our im-
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plementation passes the Neumann Patch Test for all shapes. Note that we



































Figure 5.1: Neumann Patch Test for the (a) sphere and (b) spheroid.
5.3.3 Dirichlet Patch Test on canonical shapes
In this section, we present examples for Dirichlet Patch Tests, using
the setting described in Section 5.3.2.






















Table 5.1: Neumann Patch Test for the (a) sphere and (b) spheroid.
the sphere and spheroid. The results show that for the sphere, the solution
converges exponentially with respect to the number of integration points. In
contrast, the results for the spheroid do not converge to machine precision
with respect to the number of integration points. This is because the normal
vector cannot be represented as a linear combination of the basis functions on
the spheroid. The error therefore stagnates at the approximation error of the
normal vector.
5.4 Exterior Problems
Exterior problems involving ellipsoidal cavities present an interesting
opportunity for patch testing thanks to a remarkable property valid for ellip-
tical PDEs with constant coefficients. In particular, if a large (infinite) body
containing an ellipsoidal cavity is subjected to remote boundary conditions

























































Table 5.2: Dirichlet Patch Test for the (a) sphere and (b) spheroid.
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displacement field on the cavity surface is linear. More generally, a remote
polynomial stress (or strain) field induces a polynomial displacement field on
the cavity surface. Furthermore, this result can be extended to ellipsoidal
cavities filled with elastic materials different from the surrounding one. All of
these results are due to Eshelby [44, 45].
As far as patch testing is concerned, exterior problems with ellipsoidal cavities
are interesting because a polynomial displacement field on the interior induces
a rational field in the domain. In contrast, for interior problems, patch testing
involves polynomial boundary data and polynomial fields.
Examples in this section involve spheroidal cavities with the aspect ratios of
0.01., 0.1, 0.5, 1, 2, 10, 100 embedded in an infinite body with µ = 1 and
ν = 1/4. The remote stress state is uniaxial tension along the symmetry axis
of the cavity. The surfaces were parametrized using 8 elements, independently
of the aspect ratio. Extreme cases (κ = 0.01 and κ = 100) were chosen to
demonstrate the robustness of the integration scheme, and inadequacy of the
basic integration scheme for cavities with extreme aspect ratios.
First, let us compute the L2 error of the surface displacements obtained using
the basic integration scheme. For oblate spheroids, the results are presented
in Figure 5.3 and Table 5.3, and for prolate Spheroids in Figure 5.4 and Table
5.4. It is clear that all solutions converge exponentially to the exact solution
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except the one for the spheroid with κ = 100. However, it is also clear that the
convergence rate significantly deteriorates as the aspect ratio deviates from
unity. This error is due to numerical integration only, and its root is the
presence of highly curved elements with large aspect ratios. This issue is
resolved with the introduction of the subdivision scheme which eliminates
elements with high curvature and/or high aspect ratios. For prolate spheroids
we chose Ca = 5 and Cc = 1.04, and for oblate spheroids we chose Ca = 5
and Cc = 1.01125. Figure 5.5 and Table 5.5 present the results for oblate
spheroids, and Figure 5.6 and Table 5.6 for prolate spheroids. It is clear that
all numerical solutions converge exponentially to the exact ones and a machine





















Figure 5.3: Neumann Patch Test for oblate spheroidal voids in an infinite
body.
97
Int. Pts. Aspect ratio
κ = 1 κ = 0.5 κ = 0.1 κ = 0.01
1 9.62E-02 1.18E-01 2.53E-01 8.51E-01
2 1.99E-02 3.79E-02 3.03E-02 5.67E-02
3 3.87E-03 1.24E-02 1.76E-02 1.66E-02
4 7.43E-04 4.66E-03 4.32E-03 6.39E-03
5 1.63E-04 2.10E-03 4.87E-03 2.91E-03
8 2.96E-06 1.12E-04 1.36E-03 1.30E-03
11 7.91E-08 4.59E-06 1.37E-04 3.20E-04
14 2.16E-09 1.99E-07 2.90E-05 1.14E-04
17 5.78E-11 8.46E-09 7.65E-06 1.08E-04
20 1.62E-12 1.35E-09 6.56E-07 2.27E-05





















Figure 5.4: Neumann Patch Test for prolate spheroidal voids in an infinite
body.
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Int. Pts. Aspect ratio
κ = 1 κ = 0.5 κ = 0.1 κ = 0.01
1 9.62E-02 8.66E-02 4.95E-02 2.38E-02
2 1.99E-02 2.21E-02 2.59E-02 6.59E-03
3 3.87E-03 6.77E-03 1.69E-02 1.28E-02
4 7.43E-04 2.17E-03 6.65E-03 2.84E-03
5 1.63E-04 6.73E-04 3.10E-03 2.79E-03
8 2.96E-06 3.74E-05 6.65E-04 7.10E-04
11 7.91E-08 1.24E-06 6.22E-05 2.15E-04
14 2.16E-09 3.76E-08 1.58E-05 1.01E-04
17 5.78E-11 1.85E-09 3.01E-06 3.06E-05
20 1.62E-12 1.49E-09 3.90E-07 6.87E-06






















Figure 5.5: Neumann Patch Test for oblate spheroidal voids in an infinite
body.
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Int. Pts. Aspect ratio
κ = 1 κ = 0.5 κ = 0.1 κ = 0.01
1 6.49E-03 1.13E-02 1.53E-01 9.60E-01
2 7.49E-04 1.07E-03 8.37E-03 5.72E-02
3 1.64E-04 1.77E-04 2.21E-04 8.05E-03
4 4.01E-05 3.46E-05 5.36E-05 9.97E-04
5 1.02E-05 8.09E-06 9.73E-06 4.38E-05
8 1.40E-07 9.72E-08 1.30E-07 1.85E-07
11 1.66E-09 9.89E-10 9.80E-10 3.94E-08
14 1.95E-11 1.03E-11 6.70E-12 5.34E-10
17 2.38E-13 2.95E-12 2.62E-12 2.01E-10
20 6.84E-15 2.93E-12 2.52E-12 4.11E-11





















Figure 5.6: Neumann Patch Test for prolate spheroidal voids in an infinite
body.
100
Int. Pts. Aspect ratio
κ = 1 κ = 0.5 κ = 0.1 κ = 0.01
1 1.35E-02 2.15E-02 8.84E-03 1.83E-03
2 1.77E-03 3.68E-03 1.90E-03 8.16E-04
3 3.35E-04 7.62E-04 9.60E-04 8.40E-05
4 6.17E-05 1.69E-04 1.48E-04 1.42E-04
5 1.23E-05 4.34E-05 3.62E-05 1.87E-05
8 1.41E-07 1.57E-06 1.53E-06 3.81E-06
11 1.65E-09 3.61E-08 2.11E-07 4.68E-07
14 1.95E-11 6.48E-10 1.51E-08 6.76E-08
17 2.38E-13 3.67E-11 8.33E-10 9.65E-09
20 6.95E-15 3.57E-11 4.04E-11 1.24E-09






In this chapter, we use IBEMs to analyze a propeller. In doing this,
we demonstrate the compatibility of IBEMs with CAD software packages and
applicability of IBEMs to industrial problems. In the process, we demonstrate
the usefulness of Patch Tests to assessing the quality of IBEM approximations
and integration rules.
6.2 Compatibility with CAD Tools
A key feature IBEMs is their reliance on CAD generated geometries.
Those can be produced using various commercially available software pack-
ages, most of which rely on NURBS rather than T-splines. In this regard,
we chose Rhinoceros TM(Rhino) package, developed by Robert McNeel & As-
sociates, because it can be combined with the T-Splines TMplug-in developed
by Autodesk TM. Using the plug-in, one can convert a NURBS-based CAD
description into a T-spline description or develop a T-spline description from
scratch. The former version was used for the canonical shapes, while the latter
option was used for the problem in this chapter [95].
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As far as IBEMs are concerned, one needs to develop two additional geometric
inputs necessary for specifying (i) boundary conditions and (ii) discontinuous
basis functions. The boundary conditions are specified using the selection
sets option, which allows one to identify sets of faces comprising Dirichlet
and Neumann boundaries. The discontinuous basis functions are specified
according to the following procedure:
1. Mark Bézier edges where discontinuous basis functions are required.
Those include the interface between the Dirichlet and Neumann bound-
aries, (geometric as opposed to Bézier) edges, and corners.
2. ”Crease” the marked Bézier edges. This command generates the discon-
tinuous basis functions and two-ring collocation points.1
3. Mark all collapsed edges, and replace the corresponding default colloca-
tion points with those required for collocating near collapsed edges; see
Chapter 2.
All data involved in this task is written using the .iga file format [96]. If these
three steps were implemented in the T-Splines plug-in, that would result in
fully automated IBEM analysis.
1At this stage the crease command is not fully automated for IBEMs applications, but
it is straightforward to tweak manually.
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6.3 A propeller under a wind load
6.3.1 Problem and CAD description
As an example problem, we analyzed a propeller subjected to a wind
load. The propeller was specified using a CAD file generated using Rhino’s
T-splines plug-in [95]. The CAD representation involved 5136 Bézier elements
and 48 extraordinary points (Figs. 6.1 and 6.2).
To simulate a wind load, we assigned zero displacements on the interior cylin-
drical surface of the hub, as shown in Figure 6.3. The remaining boundary
was subjected to traction boundary conditions prescribed as
t = [0, 0,−Pn3H(n3)] ,
where P is the wind pressure, n is the outward unit normal, H is Heavyside’s
function, and x3 is the symmetry axis of the propeller. The propeller was made
of an aluminum alloy with Young’s modulus E = 6.9× 1010Pa and Poisson’s
ratio ν = 0.334.
In addition to the steps described in the previous section, we creased all edges
on the Dirichlet boundary (Fig. 6.4). The purpose of this modification was to
eliminate collocation points on the edges of Bézier elements on the Dirichlet
boundary. This is a temporary measure necessary for computing consistent
tangent vectors. Ultimately, this measure can be replaced with a proper com-
putation of tangent vectors on Bézier edges.
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Figure 6.1: The CAD geometry of the propeller.
6.3.2 Patch Tests
Once the Dirichlet and Neumann boundaries, have been specified, it is
useful to perform Patch Tests to assess approximation and integration errors
Since the given problem is a mixed BVP, it is natural to consider a mixed BVP
Patch Test associated with the original problem. Accordingly, we selected the















Figure 6.2: The Bézier mesh of the propeller.
These fields generate the corresponding Dirichlet and Neumann data. Note
that the Dirichlet boundary is such that its normal is spanned by the basis
functions, and therefore as established in Chapter 5, the posed Patch Test
can be solved exactly, modulo numerical integration errors. Instead of es-
tablishing an exponential convergence rate with respect to the number of in-
tegration points, we simply solved the Patch Test problem using the basic
integration scheme. The normalized L2-error on Γ was considered for both the
displacement and the traction field. The average normalized L2-error of the
displacements was close to 10−3 and the average normalized L2-error of the
tractions was 10−7. We regarded these errors as acceptable and proceeded to
the analysis of the main problem.
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Figure 6.3: The Dirichlet boundary for the wind loading on the propeller.
6.3.3 Results
For simulation purposes, we selected P = 1, 500Pa, which corresponds
to the wind speed of about 55 m/s. Figure 6.5 shows the deformed shape of
the propeller where the displacement field is exaggerated by a factor of 1000.
The deformed propeller is colored using the magnitude of the displacement,
and the Bézier mesh of the original geometry is superimposed. Note that the
lack of smoothness of the Bézier mesh is due to post-processing only. Note
that the solution exhibits appropriate symmetry.
Figure 6.6 shows the von Mises stress. Again, it is clear that the results are
symmetric. Furthermore, each blade of the propeller resembles the behavior
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Figure 6.4: The creased edges to define discontinuous basis functions.
of a cantilever beam, as the maximum stress is near the hub.
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Figure 6.5: The deformed propeller exaggerated by a factor of 1000. The
propeller is colored by the magnitude of the displacement and superimposed
by the Bézier mesh of the original geometry.
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In this dissertation, we adopted IgA as the foundation for solving BIEs.
Accordingly, we focused on problems defined on C̃2-surfaces, which are com-
mon in IgA. Our theoretical results and numerical schemes take full advantage
of this geometric smoothness. In this regard, our work is a major departure
from previous research concerned with applying IgA to BIEs, where IgA was
considered merely as a BEM with different basis functions.
Numerical schemes developed in this dissertation allow one to apply colloca-
tion schemes to both SBIE and HSBIE; ordinarily the HSBIE can be analyzed
within Galerkin’s setting only. The access to both SBIE and HSBIE was
exploited for constructing governing linear algebraic equations with optimal
spectral properties. Furthermore, all integral operators involved in the SBIE
and HSBIE were reduced to weakly-singular integrals, for which we adopted ef-
fective numerical integration schemes available in the literature, including the
polar coordinates transformation, local reparametrization of the surface, and
recursive subdivision. This combination resulted in an exponentially conver-
gent integration scheme, essential for attaining optimal approximation prop-
erties.
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Adopting IgA for numerical treatment of BIEs necessitated the introduction
of the following numerical schemes:
• Discontinuous basis functions for treating edges and vertices of non-
smooth domains, and irregularities associated with collapsed edges and
extraordinary points, both common in IgA.
• Local reparametrization of surfaces necessary for effective and accurate
integration schemes, especially in the vicinity of collapsed edges.
• Recursive subdivision of elements necessary for effective and accurate
integration schemes, especially if for elements with high curvature and
aspect ratio.
• Degree elevated basis functions advantageous for solving mixed boundary-
value problems.
In addition, we developed Patch Tests in the context of BEMs. These tests not
only allow one to assess the reliability of IBEM implementations but also show
that IBEMs can be used to solve problems up to machine precision on very
coarse meshes. Furthermore, our implementation of IBEMs is directly com-
patible with commercial CAD packages and does not rely on user-generated
meshes.
We have applied our method to Laplace’s equation and the equations of linear
elasticity. Several numerical examples have been considered. These examples
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show the necessity of the developments presented in this dissertation and con-
firm all theoretical findings. Further, we have subjected our implementation
to the developed Patch Tests which not only confirmed the reliability of our
method but also showed its robustness with respect to geometries with high
local curvature. Finally, we applied our method to analyze a propeller under
a wind load. In this problem a CAD geometry was used to provide a solution
for an industrial problem with high confidence.
While this dissertation sets a rigorous base for the development of IBEMs,
there are several open issues, whose resolution may significantly advance IgA
of BIEs. Among them are:
• Mathematical foundations for collocation schemes for BIEs correspond-
ing to pure BVPs defined on non-smooth domains.
• Mathematical foundations for collocation schemes for BIEs correspond-
ing to mixed BVPs defined on smooth and ultimately non-smooth do-
mains.
• Efficient integration schemes for Galerkin discretizations.
• Better numerical integration schemes that exploit smoothness of the ba-
sis functions.
• Adaptive numerical integration and approximation schemes, in the spirit
of h− p− k methods, introduced and described herein [35, 36].
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Further, we would like to mention that in this dissertation we did not present
results on fast IBEMs. We were able to merge our implementation with a
fast multipole method developed by Greengard and Gimbutas [47]. This ap-
proach was proved to be reliable for canonical geometries such as tori, spheres
or cubes but for more complicated geometries the conditioning of the system
matrices prevented an efficient use of the fast multipole method. To this end,
preconditioning techniques, e.g. domain decomposition methods, seem to be
a fruitful direction of future research to further improve on the applicability
and efficiency of IBEMs, especially in the context of fast multipole methods.
In conclusion, let us mention that most of the theoretical results and compu-
tational numerical schemes of this dissertation can also be extended to other
applications, e.g. the Stokes equations of fluid mechanics. Those extensions






Compactness of integral operators
In this section we prove that the double-layer operators K and K′ de-
fined on Γ ∈ C2 are compact operators on the space of continuous functions.
Consider a bounded domain Ω ⊂ R3 with Γ := ∂Ω. By definition Γ ∈ C2 if it
satisfies the following conditions:
1. For any x ∈ Γ there exists a constant R > 0, independent of x, and a
neighborhood Nx ⊂ R3 such that dist(x,Γ\Nx) > R;
2. The surface Γx := Γ ∩ Nx is an image of a domain N̂x ⊂ R2 under the
map ψx;
3. The map ψx is bijective and twice continuously differentiable;
4. The maps ψx and ψ
−1
x are Lipschitz continuous.
Theorem A.0.1. If Γ ∈ C2 then there exists a constant C > 0 such that∣∣∣∣(x− y) · n(y)4π|x− y|3
∣∣∣∣ ≤ C|x− y|
for all x, y ∈ Γ.
116
Proof. Let x ∈ Γ. If y /∈ Γx, then there exists a constant R > 0 such that
dist(x,Γ\Γx) > R and consequently |y − x| > R. As a result we obtain the
estimate ∣∣∣∣(x− y) · n(y)4π|x− y|3
∣∣∣∣ ≤ diam(Ω)4πR3 ≤ diam(Ω)24πR3 1|x− y| .
If y ∈ Γx then there exist x̂ ∈ N̂x and ŷ ∈ N̂x such that ψx(x̂) = x and
ψx(ŷ) = y because ψx is bijective. Since ψx is twice continuously differentiable,





∂ŷ2∣∣∣∂ψx(ŷ)∂ŷ1 × ∂ψx(ŷ)∂ŷ2 ∣∣∣
and Taylor’s expansion
x− y = ψx(x̂)− ψx(ŷ) =
∂ψx(ŷ)
∂ŷ1
(x̂1 − ŷ1) +
∂ψx(ŷ)
∂ŷ2
(x̂2 − ŷ2) + O(|x̂− ŷ|2)
to obtain the estimate
(x− y) · n(y) = O(|x̂− ŷ|2).
Since ψ−1x is Lipschitz continuous, there exists a constant l > 0 such that
l|x̂− ŷ| ≤ |ψx(x̂)− ψx(ŷ)| = |x− y|, which implies∣∣∣∣(x− y) · n(y)4π|x− y|3
∣∣∣∣ = O( 1|x− y|
)
.
This theorem implies that the operator K is weakly singular. Similarly, we
can establish the bound∣∣∣∣(x− y) · n(x)4π|x− y|3
∣∣∣∣ ≤ C|x− y| ∀x, y ∈ Γ ,
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and thus establish that the operator K′ is also weakly singular.
Using well-established techniques, it can be proved that the operators K,K′ :
C(Γ)→ C(Γ) are compact and the operators 1
2
I + K and 1
2
I −K′ are invert-
ible [46, Chapter 3]. Furthermore, if we assume that there exists a bounded
interpolation operator that maps continuous functions onto continuous basis
functions (2.2), one can invoke compact perturbations theory to prove that the
discrete problems (3.13) and (3.15) are uniquely solvable and their solutions ũh





Numerical evaluation of weakly singular
integrals
In Section 3.4 we have determined that the evaluation of all boundary






Here, ẽ is a parallelogram and f is a smooth function. In what follows, we
provide details for the technique using polar coordinate transformations to
regularize integrals of this form.









ρf(ϕ̃(ρ cos θ, ρ sin θ))
|ϕ̃(t̂)− ϕ̃(ρ cos θ, ρ sin θ)|
dρdθ.
As described in Section 3.4, results in [91] can be used to show that the inte-
grand on the right-hand side is analytic in ρ and θ. However, the bound R(θ)
for the variable ρ is not analytic in the vicinity of the vertices of the parallelo-
gram. Therefore, it is customary to subdivide the parallelogram into triangles
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by connecting the collocation point with all vertices of the parallelogram as











ρf(ϕ̃(ρ cos θ, ρ sin θ))





sin(π − αi − (θ − θi))





Figure B.1: The definition of the triangles used to define polar coordinate
transformations centered at t̂.
While this approach results in analytic integrals, the bound Ri(θ) becomes less
smooth as the point t̂ approaches an edge of the parallelogram. In this case
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α1 ≈ 0 and θ2 − θ1 ≈ π and consequently Ri(θ) is not bounded if θ is close to
θ2. To overcome this issue we use the additional transformation [52]







sin(π − αi − (θ − θi))
= Ri(θi) sinαi cosh θ̃.
Note that in this representation of Ri(θ) it is easy to see that, independently
of the location of the collocation point t̂, R(θ(θ̃)) is a smooth function in θ̃ and
therefore the integral can be efficiently evaluated using Gaussian quadratures
for the variables ρ and θ̃.
The number of integration points needed for the accurate evaluation of the
integral in the polar coordinates ρ and θ has been estimated in [92]. It has
been shown that in order to preserve the optimal convergence rates with mesh
refinement, the number of integration points used for ρ can be constant with
respect to the mesh size h, whereas the number of integration points for θ
have to be increased logarithmically with h. Assuming that the additional
transformation θ̃(θ) only improves the convergence of the numerical integra-
tion scheme, we use the same estimates to determine the number of Gaussian
integration points for ρ and θ̃ in order to preserve the optimal convergence
rates. Accordingly, we use




Gaussian integration points for the variables ρ and θ̃ respectively. Note that





are orthonormal. If the collocation point is away from a
collapsed edge, our integration scheme is such that this assumption is satisfied.
If the collocation point is on a collapsed edge, following Section 3.4 and the
proof of Theorem 2 in [92], it can be seen that the same choice is sufficient
to preserve optimal error estimates. All numerical examples presented in this
dissertation confirm that this choice of integration points is sufficient for a
robust and accurate evaluation of weakly singular integrals.
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