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Abstract An a posteriori estimate for the error of a standard Krylov approximation to the matrix
exponential is derived. The estimate is based on the defect (residual) of the Krylov approximation
and is proven to constitute a rigorous upper bound on the error, in contrast to existing asymptotical
approximations. It can be computed economically in the underlying Krylov space. In view of time-
stepping applications, assuming that the given matrix is scaled by a time step, it is shown that the
bound is asymptotically correct (with an order related to the dimension of the Krylov space) for the
time step tending to zero. This means that the deviation of the error estimate from the true error tends
to zero faster than the error itself. Furthermore, this result is extended to Krylov approximations of
ϕ-functions and to improved versions of such approximations. The accuracy of the derived bounds is
demonstrated by examples and compared with different variants known from the literature, which are
also investigated more closely. Alternative error bounds are tested on examples, in particular a version
based on the concept of effective order. For the case where the matrix exponential is used in time
integration algorithms, a step size selection strategy is proposed and illustrated by experiments.
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1 Introduction
We consider Krylov approximations to the matrix exponential function for the purpose of the solution
of a linear, homogeneous system of differential equations
ψ ′(t) = Mψ(t), ψ(0) = ψ0, ψ(t) = etMψ0.
The complex matrix M commonly results from the discretization of a partial differential equation.
In this work we present new results for precise a posteriori error estimation, which also extend to
the evaluation of so-called ϕ-functions. The application of these estimates for the purpose of time
propagation is also discussed and illustrated. Theoretical results are verified by numerical experiments,
which are classified into Hermitian (dissipative), skew-Hermitian (Schro¨dinger-type) and general non-
normal problems.
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2 T. Jawecki et al.
Overview on existing approaches and results. The approximate evaluation of large matrix exponential
functions is a topic which has been extensively treated in the numerical analysis literature, for basic
reference see e.g. [18,34]. A standard approach is to project the given matrix M to a low-dimensional
Krylov space via Arnoldi or Lanczos iteration, and to directly exponentiate the projected small matrix.
A first mention of the Lanczos approach can be found in [40], where it is also recognized that for the
method to perform satisfactorily, the time-steps have to be controlled. However, the control mechanism
from [40] is not very elaborate and is based on a series expansion of the error, which is only valid in
the asymptotic regime, see for instance [38]. For discretizations of parabolic problems, [17] uses an
error estimator to choose the step-size, this approach is improved in [45] and has been generalized
in [33]. Notably, in the latter reference a strict error bound is used to estimate the time-step instead of
asymptotic techniques. It is argued in [33] that the strategy from [33] performs better than [32] and
better in turn than [40].
A first systematic study of Krylov-based methods for the matrix exponential function was given
in [42]. The error is analyzed theoretically, yielding both a priori and computable a posteriori esti-
mates. The analysis there relies on approximation theory and yields a priori error bounds which are
asymptotically optimal in the dimension of the Krylov subspace in important situations. The analysis
moreover implies correction schemes to lift the convergence order which are cheap to compute based
on the already available information. The error expansion also suggests a posteriori error estimators
resorting to the leading error term. This approach relies on the assumption of the sufficiently rapid
decay of the series representation of the error. A recent generalization of this work together with a
more rigorous justification is given in [29]. For early studies of a priori error estimates see also [10,
12].
A thorough theoretical analysis of the error of Krylov methods for the exponential of a Hermi-
tian or skew- (anti-) Hermitian matrix was given in [23]. The analysis derives an asymptotic error
expansion and shows superlinear error decay in the dimension m of the approximation subspace for
sufficiently large m. These results are further improved in [4]. In [23], a posteriori error estimation is
also discussed. This topic is furthermore addressed in [30]. There, the Krylov approximation method is
interpreted as a Galerkin method, whence an error bound can be obtained from an error representation
for this variational approximation. This yields a computable estimate via a quadrature approximation
of the error integral involving the defect of the numerical approximation. The a priori error analy-
sis reveals a step-size restriction for the convergence of the method, which is less stringent when the
subspace dimension is larger.
Further work in the direction of controlling the Lanczos process through information gained from
the defect is given in [7]. The defect is a scalar multiple of the successive Krylov vector arising in
the iteration and can be evaluated efficiently. If the error is approximated by a Galerkin approach, the
resulting estimator corresponds to the difference of two Lanczos iterates. For the purpose of practical
error estimation, in [7] it is seen as preferable to continue the original Krylov process. Some other
defect-based upper bounds for the error of the matrix exponential are given in [29], including a closer
analysis of the error estimate of [42]. These results still require some a priori information on the matrix
spectrum.
Various improved methods for computing the matrix exponential function are given in the litera-
ture, for example restarted methods, deflated restarting methods or quadrature based restarting meth-
ods, see [1], [14], and [16].
It has also been advocated in [15] to use preconditioning in the Lanczos method by a shifted inverse
in order to get a good approximation of the leading invariant subspaces. The shift-and-invert approach
(a specific choice to construct a rational Krylov subspace) for the matrix exponential function was
introduced earlier in [36]. However, the choice of the shift is critical for the success of this procedure.
This strategy amounts to a transformation of the spectrum which grants a convergence speed which
is independent of the norm of the given matrix. In [15], a posteriori error estimation based on the
asymptotical expansion of the error is advocated as well. We note that our results do not immediately
carry over to the shift-and-invert approach, see Remark 3.
Overview on present work. In Section 2 we introduce the Krylov approximation and the integral rep-
resentation of the approximation error in terms of its defect. In Section 3 we derive a new computable
upper bound for the error by using data available from the Krylov process with negligible additional
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computational effort (Theorem 1). This upper bound is cheap to evaluate and update on the fly during
the Lanczos iteration. It is also asymptotically correct, i.e., for t → 0 the error of the error estimator
tends to zero faster asymptotically than the error itself. In Section 4 these results are extended to the
case where the Krylov approach is employed to approximate the ϕ-functions of matrices (generaliz-
ing the exponential function), see Theorem 2. In Section 5, improved approximations derived from a
corrected Krylov process [42] are discussed, and corresponding error estimators are analyzed, includ-
ing an asymptotically correct true upper bound on the error (Theorem 3). This approach can be used
to increase the order, but it has the drawback of violating mass conservation. In Proposition 6 error
estimates are particularized to the Hermitian case. Another view on defect-based error estimation is
presented in Section 6.
Section 7 is devoted to practical application of the various error estimators for the control of the
time steps t including smaller substeps ∆ t if it appears indicated. In Section 8 we present numerical
results for a finite difference discretization of the free Schro¨dinger equation, a Hubbard model of
solar cells, the heat equation, and a convection-diffusion problem, illustrating our theoretical results.
Additional practical aspects are also investigated: A priori estimates and the role of restarting are
discussed in particular in the context of practical step-size adaptation. Finally, we demonstrate the
computational efficiency of our adaptive strategy.
2 Problem setting, Krylov approximation, and defect-based representation of the
approximation error
We discuss the approximation of the matrix exponential,
E(t)v = eσ tAv, A ∈ Cn×n, σ ∈ C, (2.1)
with step size t, applied to an initial vector v ∈ Cn. To simplify the notation we assume |σ | = 1
and ‖v‖2 = 1 without loss of generality. In many relevant applications (Schro¨dinger-type problems)
a complex prefactor is applied to the matrix A. The parameter σ is introduced here to separate the
prefactor of the matrix A. The standard notation for Schro¨dinger-type problems is obtained in (2.1)
with σ = −i and a Hermitian matrix A. For such problems our notation is helpful to simplify the
construction of the Krylov subspace.
The exponential E(t) = eσ tA satisfies the matrix differential equation
E ′(t) = σ AE(t), E(0) = I.
We assume that µ2(σA)≤ 0, where µ2(σA) denotes the logarithmic norm of σA, or equivalently,
W (σA) ⊆ C−, where W (σA) denotes the field of values of σA and we will refer to this assumption
as the nonexpansive case. µ2(σA) ≤ 0 implies ‖E(t)‖2 ≤ 1 for t ≥ 0. This is essentially a technical
assumption, and most of our theoretical results carry over to a more general setting, in particular if
a priori information about µ2(σA) is available, such that E(t) can be estimated as ‖E(t)‖2 ≤ eµ2(σA).
For the skew-Hermitian case with σ =−i we write1
E(t)v = e−i tHv, H ∈ Cn×n Hermitian.
In this case, E(t) represents a unitary evolution, i.e., ‖E(t)‖2 = 1.
Krylov subspaces and associated identities. The numerical approximation of (2.1) considered here
(see (2.6) below) is based on the conventional Krylov subspace
Km(A,v) = span{v,Av, . . . ,Am−1v} ⊆ Cn.
First, an orthonormal basis of Km(A,v) is obtained by the well-known Arnoldi iteration, see [43].
This produces a basis matrix Vm ∈ Cn×m satisfying V ∗m Vm = Im×m, and an upper Hessenberg matrix
Tm ∈ Cm×m such that the Krylov identity2
AVm =VmTm+ τm+1,m vm+1e∗m (2.2)
is valid, with τm+1,m ∈ R+ and vm+1 ∈ Cn with ‖vm+1‖2 = 1.
1 In this case the matrix A is usually named H (Hamiltonian).
2 Here, em = (0, . . . ,0,1)∗ ∈ Cm, and in the sequel we also denote e1 = (1,0, . . . ,0)∗ ∈ Cm.
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Remark 1 We are assuming that the Arnoldi iteration is executed until the desired dimension m. Then,
by construction, all lower diagonal entries of Tm are positive [43]. If this is not the case, i.e., if a break-
down occurs, it is known that this breakdown is lucky,, i.e., the approximation (2.6) below obtained in
the step before breakdown is already exact, see [42].
For the case of a Hermitian matrix A the Krylov subspace can be constructed using the Lanczos it-
eration, which is a special case of the Arnoldi iteration, resulting in a tridiagonal matrix Tm ∈Rm×m. In
the following we discuss the general case and comment on the case of a Hermitian matrix A whenever
appropriate.
The following identities hold true due to the upper Hessenberg [tridiagonal] structure of Tm to-
gether with (2.2):
e∗m T
j
m e1 = 0 for j = 0, . . . ,m−2, (2.3)
and
A jv =VmT jme1, 0≤ j ≤ m−1, (2.4)
see for instance [10, Theorem 2] or [42]. Furthermore, let
γm = e∗m T
m−1
m e1 =
m−1
∏
j=1
(Tm) j+1, j , (2.5)
where the claimed identity also follows from the upper Hessenberg [tridiagonal] structure of Tm.
Krylov approximation. The standard Krylov approximation to E(t)v is
Sm(t)v =Vm eσ tTm V ∗m v =Vm e
σ tTme1. (2.6)
We denote the corresponding error operator by Lm(t), with
Lm(t) = E(t)−Sm(t) ∈ Cn×n. (2.7)
Defect-based integral representation of the approximation error. We define the defect operator Dm(t)
of Sm(t) by
Dm(t) = σ ASm(t)−S′m(t) ∈ Cn×n.
Then, Lm(t)v and Dm(t)v are related via the differential equation
L′m(t)v = σ ALm(t)v+Dm(t)v, Lm(0)v = 0,
whence
Lm(t)v =
∫ t
0
E(t− s)Dm(s)vds. (2.8)
An explicit representation for Dm(s)v is obtained from (2.2),
Dm(s)v = σ AVm eσ sTme1−σVmTm eσ sTme1 = σ (AVm−VmTm)eσ sTme1
= στm+1,m
(
e∗m e
σ sTme1
)
vm+1. (2.9)
Asymptotically for t→ 0,
Dm(t)v = στm+1,m γm
(σt)m−1
(m−1)! vm+1+O(t
m), (2.10)
which follows from the Taylor series representation for eσ t Tm together with (2.3) and (2.5). Thus,
by (2.8) and (2.10) we obtain
‖Dm(t)v‖= O(tm−1), and ‖Lm(t)v‖= O(tm). (2.11)
We can also characterize the asymptotically leading term of the error:
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Proposition 1 For any A ∈ Cn×n the error Lm(t)v satisfies the asymptotic relation
Lm(t)v = τm+1,mγm
(σ t)m
m!
vm+1+Rm+1(t), Rm+1(t) = O(tm+1), (2.12)
for t→ 0.
Proof Taylor expansion. Due to Lm(t)v =O(tm), see (2.11),
Lm(t)v = E(t)v−Sm(t)v = (σ t)
m
m!
(Amv−VmT mm e1)+Rm+1(t),
with Taylor remainder Rm+1(t) = O(tm+1).
(2.13)
Multiplying the identity (2.4) (with j = m−1) by A and using (2.2) gives
Am v = AVmT m−1m e1 = (VmTm+ τm+1,m vm+1e
∗
m)T
m−1
m e1
=VmT mm e1+ τm+1,m (e
∗
m T
m−1
m e1)vm+1 =VmT
m
m e1+ τm+1,mγmvm+1,
whence (2.13) simplifies to (2.12). uunionsq
Remark 2 The Taylor remainder Rm+1 in (2.12) can be specified in a more explicit way showing its
dependence on m,
Rm+1(t) =
(σ t)m+1
m!
∫ 1
0
(
Am+1eσ θ t Av−VmT m+1m eσ θ t Tme1
)
(1−θ)m dθ .
3 An upper error bound for the nonexpansive case in (2.1)
For the nonexpansive case we have ‖E(t− s)‖2 ≤ 1 for 0≤ s≤ t, and (2.8) implies
‖Lm(t)v‖2 =
∥∥∥∫ t
0
E(t− s)Dm(s)vds
∥∥∥
2
≤
∫ t
0
‖Dm(s)v‖2 ds.
With ‖vm+1‖2 = 1, and
δm(s) = e∗m e
σ sTme1 =
(
eσ sTm
)
m,1, (3.1a)
together with (2.9) we obtain
‖Lm(t)v‖2 ≤ τm+1,m
∫ t
0
|δm(s)|ds. (3.1b)
This estimate is also given in [30, Section III.2]. Of course, the integral in (3.1b) cannot be computed
exactly. In [30] it is proposed to use numerical quadrature3 to approximate the integral in (3.1b). In
contrast, our aim here is to derive a computable upper bound. We proceed in two steps.4
Analytic matrix function via interpolation on the spectrum. To approximate the error integral in (3.1b)
we use the representation of matrix exponentials via Hermite interpolation of the scalar exponential
function on the spectrum of the matrix Tm, see [22, Chap. 1]: If µ1, . . . ,µr (r ≤ m) denote the distinct
eigenvalues of Tm and n j is the dimension of the largest Jordan block associated with µ j, then
eσ tTm = pt(Tm), (3.2)
where pt(λ ) is the Hermite interpolant of degree ≤ m−1 of the function
ft(λ ) = eσ tλ (3.3)
over the nodes µ1, . . . ,µm in the sense of [22, (1.7)],
p(`)t (µ j) = f
(`)
t (µ j), j = 1, . . . ,r, `= 0, . . . ,n j−1.
3 See also Section 6 below.
4 In the sequel, the argument of δm(·) is again denoted by t instead of s.
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For a general matrix, the degree of pt may be smaller than m− 1. However, in our context a special
case occurs: Since the lower diagonal entries of Tm do not vanish, Tm is nonderogatory, i.e., for each
eigenvalue µ j the associated eigenspace is one-dimensional, see [26, Section 3.1]. Then, ∑rj=1 n j = m,
which implies that the degree of pt is exactly m−1.
In the following we denote the full sequence of the m eigenvalues of Tm by λ1, . . . ,λm. By applying
basic properties of the Krylov decomposition and imposed conditions on the numerical range of A we
obtain
spec(σ Tm)⊆W (σ Tm)⊆W (σ A)⊆ C−. (3.4)
The following proposition is partially related to [8, Sec. 3] or [29]. Here, divided differences have
to be understood in the general sense, i.e., in the confluent sense if multiple eigenvalues occur; for the
detailed definition and properties see [22, Section B.16].
Proposition 2 Let Tm ∈ Cm×m be an upper Hessenberg matrix with eigenvalues λ1, . . . ,λm and
spec(σTm)⊆ C−. Then the function δm(t) defined as in (3.1a), i.e.,
δm(t) = e∗m e
σ t Tme1 =
(
eσ t Tm
)
m,1,
satisfies
δm(t) = ft [λ1, . . . ,λm]γm ≤ t
m−1
(m−1)! γm, (3.5)
with γm from (2.5) and where ft [λ1, . . . ,λm] is the (m− 1)-th divided difference over spec(Tm) of the
function ft defined in (3.3).
Proof We proceed from the Newton representation of the interpolant pt(λ ) from (3.2),
pt(λ ) =
m−1
∑
j=0
ft [λ1, . . . ,λ j+1]ω j(λ ),
with ω j(λ ) = (λ −λ1) · · ·(λ −λ j). From (2.3) and by definition of γm, it is obvious that the ω j satisfy
e∗mω j(Tm)e1 =
{
0, j = 0, . . . ,m−2,
γm, j = m−1.
Together with (3.2) this shows that the identity claimed in (3.5) is valid:
δm(t) = e∗m e
σ tTm e1 = e∗m pt(Tm)e1 =
m−1
∑
j=0
ft [λ1, . . . ,λ j+1]e∗mω j(Tm)e1 = ft [λ1, . . . ,λm]γm.
According to [22, (B.28)] the divided difference can be estimated by
| ft [λ1, . . . ,λm]| ≤ maxz∈Ω D
(m−1) ft(z)
(m−1)!
for convex Ω ⊆ C which contains all eigenvalues λ j.
With D(m−1) ft(λ ) = (σ t)m−1eσ tλ , |σ |= 1 and Re(σλ j)≤ 0 we obtain
| ft [λ1, . . . ,λm]| ≤ t
m−1
(m−1)! ,
which implies the estimate (3.5) for δm(t). uunionsq
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Error estimate and asymptotical correctness. Now we apply Proposition 2 in the context of our Krylov
approximation.
Theorem 1 (Computable upper bound)
For the nonexpansive case the error Lm(t)v of the Krylov approximation (2.6) to E(t)v satisfies
‖Lm(t)v‖2 ≤ τm+1,mγm t
m
m!
(3.6)
with τm+1,m from (2.2) and γm from (2.5).
Proof We proceed from (3.1). For δm defined in (3.1a), Proposition 2 implies
|δm(s)| ≤ s
m−1
(m−1)!γm,
and this gives an upper bound for the error integral (3.1b):
‖Lm(t)v‖2 ≤ τm+1,mγm
∫ t
0
sm−1
(m−1)! ds = τm+1,mγm
tm
m!
,
which completes the proof. Proposition 2 is applied here in the nonexpansive case (W (σA) ⊆ C−)
which implies the requirement spec(σTm)⊆ C−, see (3.4).
uunionsq
The upper bound (3.6) corresponds to the 2-norm of the leading error term (2.12) according to
Proposition 1. It is easily computable from the Krylov decomposition (2.2). We denote the error esti-
mate given by (3.6) as
Erra = τm+1,mγm
tm
m!
. (Erra)
Proposition 3 (Asymptotical correctness)
The upper bound (3.6) is asymptotically correct for t→ 0, i.e.,
‖Lm(t)v‖2 = τm+1,mγm t
m
m!
+O(tm+1). (3.7)
Proof The asymptotic estimate∣∣∣∣‖Lm(t)v‖2− τm+1,mγm tmm!
∣∣∣∣= ∣∣∣∣‖Lm(t)v‖2−∥∥∥τm+1,mγm (σ t)mm! vm+1∥∥∥2
∣∣∣∣
≤
∥∥∥Lm(t)v− τm+1,mγm (σ t)mm! vm+1∥∥∥2 = O(tm+1)
is valid due to Proposition 1, and this proves (3.7). uunionsq
Remark 3 In [15, Section 4] a defect-based error formulation is given for the shift-and-invert Krylov
approximation of the matrix exponential function. In contrast to the standard Krylov method, the defect
is not of order m− 1 for t → 0 there. Hence, our new results do not directly apply to shift-and-invert
Krylov approximations. A study of a posteriori error estimates for the shift-and-invert approach is a
topic of future investigations.
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4 Krylov approximation to ϕ-functions.
As another application we consider the so-called ϕ-functions, with power series representation
ϕp(z) =
∞
∑
k=0
zk
(k+ p)!
, p≥ 0. (4.1a)
We have ϕ0(z) = ez, and
ϕp(z) =
1
(p−1)!
∫ 1
0
(1−θ)p−1eθz dθ , p≥ 1. (4.1b)
As the matrix exponential, ϕ-functions of matrices also appear in a wide range of applications,
such as exponential integrators, see for instance [2,24,25,38,44]. Krylov approximation is a common
technique to evaluate ϕ-functions of matrices applied to a starting vector,
ϕp(σ tA)v≈Vmϕp(σ tTm)e1, p≥ 0. (4.2)
Since ϕ-functions are closely related to the matrix exponential, our ideas can be applied to these as
well. We use the following notation for the error in the ϕ-functions:
Lpm(t)v = ϕp(σ t A)v−Vmϕp(σ t Tm)e1. (4.3)
With (4.3) we generalize the previously used notation: Lm(t) = L0m(t).
Theorem 2 The error of the Krylov approximation (4.2) to ϕp(σ tA)v with p≥ 0 satisfies
Lpm(t)v = τm+1,m γm
(σ t)m
(m+ p)!
vm+1+O(tm+1). (4.4a)
Furthermore, in the nonexpansive case its norm is bounded by
‖Lpm(t)v‖2 ≤ τm+1,m γm
tm
(m+ p)!
, (4.4b)
and this bound is asymptotically correct for t→ 0.
Proof For p = 0 the result directly follows from Propositions 1, 3 and Theorem 1. We now assume
p ≥ 1. Via the series representation (4.1a) of ϕp we can determine the leading term of the error in an
analogous way as in Proposition 1:
ϕp(σ tA)v−Vmϕp(σ tTm)e1 = (σ t)
m (Amv−VmT mm e1)
(m+ p)!
+O(tm+1)
= τm+1,m γm
(σ t)m
(m+ p)!
vm+1+O(tm+1),
which proves (4.4a).
Furthermore, proceeding from (4.1b) we obtain
ϕp(σ tA)v−Vmϕp(σ tTm)e1 = 1
(p−1)!
∫ 1
0
(1−θ)p−1(eσ θ tAv−Vm eσ θ tTme1)dθ
=
1
(p−1)!
∫ 1
0
(1−θ)p−1Lm(θ t)vdθ ,
with the error Lm(t)v for the matrix exponential case. Now we apply Theorem 1 to obtain
‖ϕp(σ tA)v−Vmϕp(σ tTm)e1‖2 ≤ 1
(p−1)!
∫ 1
0
(1−θ)p−1‖Lm(θ t)v‖2 dθ
≤ τm+1,m γm t
m
(p−1)!m!
∫ 1
0
(1−θ)p−1θm dθ
= τm+1,m γm
tm
(m+ p)!
,
which proves (4.4b). uunionsq
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5 Corrected Krylov approximation for the exponential and ϕ-functions.
Let us recall the well-known error representation given in [42].
Proposition 4 see [42, Theorem 5.1] With the ϕ-functions defined in (4.1), the error (2.7) can be
represented in the form
Lm(t)v = τm+1,mσ t
∞
∑
j=1
e∗mϕ j(σ tTm)e1(σ tA)
j−1vm+1. (5.1)
In [42] it is stated that, typically, the first term of the sum given in Proposition 4, formula (Err1),
is already a good approximation to Lm(t)v. Analogously to [42, Section 5.2] we use the notation Err1
for the norm of this term,
Err1 = τm+1,m t |e∗mϕ1(σ tTm)e1|. (Err1)
In [29] it is even shown that Err1 is an upper bound up to a factor depending on spectral properties of
the matrix A. For the case of Hermitian σA we show ‖Lm(t)v‖2 ≤ Err1 in Proposition 6 below.
In Remark 4 below we show that Err1 is also an asymptotically correct approximation for the error
norm (in the sense of Proposition 3). Furthermore, the error estimate Err1 is computable at nearly no
extra cost, see [42, Proposition 2.1].
According to [42, Proposition 2.1], ϕ1(σ tTm) can be computed from the extended matrix
T+m =
[
Tm 0
τm+1,m e∗m 0
]
∈ C(m+1)×(m+1) (5.2a)
as
eσ tT
+
m e1 =
[
eσ tTme1
τm+1,mσ t (e∗mϕ1(σ tTm)e1)
]
∈ Cm+1. (5.2b)
Equation (5.2b) can be used to evaluate the error estimate Err1 or a corrected Krylov approximation in
the form
S+m(t)v =V
+
m e
σ tT+m e1 with V+m =
[
Vm
∣∣vm+1] ∈ Cn×(m+1), (5.3)
for which the first term of the error expansion according to Proposition 4 vanishes, see [42]. For the
error of the corrected Krylov approximation we use the notation
L+m(t)v = E(t)v−S+m(t)v.
For general ϕ-functions we obtain an error representation similar to Proposition 4 and a corrected
Krylov approximation for ϕ-functions. The corrected Krylov approximation to ϕp(σ t A)v is given
in [44, Theorem 2]:
ϕp(σ t A)v≈V+m ϕp(σ t T+m )e1
with T+m and V
+
m given in (5.2a) and (5.3). The error of the corrected Krylov approximation is denoted
by
Lp,+m (t)v = ϕp(σ t A)v−V+m ϕp(σ t T+m )e1. (5.4)
Proposition 5 (see [44, Theorem 2]) The error of the Krylov approximation Lpm(t)v, see (4.3), satisfies
Lpm(t)v = τm+1,mσ t
∞
∑
j=p+1
(e∗mϕ j(σ t Tm)e1)(σ t A)
j−p−1vm+1. (5.5a)
The error of the corrected Krylov approximation Lp,+m (t)v, see (5.4), is given by
Lp,+m (t)v = τm+1,mσ t
∞
∑
j=p+2
(e∗mϕ j(σ t Tm)e1)(σ t A)
j−p−1vm+1. (5.5b)
The following remark will be used later on.
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Remark 4 From the representation (4.1a) for the ϕ j together with (2.3) and (2.5) we observe
e∗mϕ j(σtTm)e1 =
(σt)m−1e∗mT m−1m e1
(m−1+ j)! +O(t
m) = γm
(σt)m−1
(m−1+ j)! +O(t
m). (5.6)
By (5.6) we observe e∗mϕ j(σ tTm)e1 = O(tm−1) for j ≥ 0 and we conclude that the asymptotically
leading order term of Lpm(t)v for t→ 0 is obtained by the leading term ( j = p+1) of the series (5.5a):
Lpm(t)v = τm+1,mσ t(e
∗
mϕp+1(σ t Tm)e1)vm+1+O(t
m). (5.7a)
Analogously we obtain the asymptotically leading order term of Lp,+m (t)v for t→ 0 by the leading term
( j = p+2) of the series (5.5b):
Lp,+m (t)v = τm+1,m(σ t)
2(e∗mϕp+2(σ t Tm)e1)Avm+1+O(t
m+1). (5.7b)
The asymptotically leading terms in (5.7a) and (5.7b) can be used as error estimators:
‖Lpm(t)v‖2 ≈ τm+1,m t|e∗mϕp+1(σ t Tm)e1| (5.8a)
and
‖Lp,+m (t)v‖2 ≈ ‖Avm+1‖2τm+1,m t2|e∗mϕp+2(σ t Tm)e1|. (5.8b)
The error estimators (5.8a) and (5.8b) are already suggested in [44,38]. We will refer to them as Err1
in the context of the ϕ-functions with standard and corrected Krylov approximation, generalizing the
corresponding quantities for the exponential case p = 0.
We also obtain true upper bounds for the matrix exponential (p = 0) and general ϕ-functions with
p≥ 1.
Theorem 3 The error of the corrected Krylov approximation (5.4) to ϕp(σ tA)v with p≥ 0 satisfies
Lp,+m (t)v = τm+1,m γm
(σ t)m+1
(m+ p+1)!
Avm+1+O(tm+2). (5.9a)
Furthermore, in the nonexpansive case its norm is bounded by
‖Lp,+m (t)v‖2 ≤ ‖Avm+1‖2 τm+1,m γm
tm+1
(m+ p+1)!
, (5.9b)
and this bound is asymptotically correct for t→ 0.
Proof Applying (5.6) (with j = p+2) to (5.7b) shows (5.9a):
Lp,+m (t)v = τm+1,m γm
(σ t)m+1
(m+ p+1)!
Avm+1+O(tm+2).
From Proposition 5 we observe
Lp,+m (t)v = σ t A L
p+1
m (t)v.
Using the integral representation analogously as in the proof of Theorem 2 for Lp+1m (t)v and for-
mula (2.8) for Lm(t)v, we obtain
Lp,+m (t)v = σ t A L
p+1
m (t)v = τm+1,mσ t
1
p!
∫ 1
0
(1−θ)pALm(θ t)vdθ
= τm+1,mσ t
1
p!
∫ 1
0
(1−θ)p
∫ θ t
0
eσ(θ t−s)AAvm+1δm(s)dsdθ .
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With norm inequalities (note the nonexpansive case) and Proposition 2 we obtain
‖Lp,+m (t)v‖2 ≤ τm+1,m t ‖Avm+1‖2
1
p!
∫ 1
0
(1−θ)p
∫ θ t
0
|δm(s)|dsdθ
≤ ‖Avm+1‖2τm+1,mγm tm+1 1p!m!
∫ 1
0
(1−θ)pθm dsdθ
= ‖Avm+1‖2τm+1,mγm t
m+1
(m+ p+1)!
,
which proves (5.9b). Proposition 2 is applied here in the nonexpansive case, see also the proof of
Theorem 1. uunionsq
If the error estimate (5.9b) is to be evaluated, the effort of the computation of ‖Avm+1‖2 is compa-
rable to one additional step of the Krylov iteration.
As mentioned before, we also can show that for Hermitian σA the estimate Err1 gives a true upper
bound:
Proposition 6 For the nonexpansive case with σ = 1 and a Hermitian matrix A we obtain
|δm(t)|= δm(t)> 0 for t > 0.
This leads to the following upper bounds for the errors Lpm and L
p,+
m with p≥ 0:
‖Lpm(t)v‖2 ≤ τm+1,m t e∗mϕp+1(tTm)e1︸ ︷︷ ︸
≥0
(5.10a)
and
‖Lp,+m (t)v‖2 ≤ ‖Avm+1‖2 τm+1,m t2 e∗mϕp+2(tTm)e1︸ ︷︷ ︸
≥0
. (5.10b)
Proof For a Hermitian matrix A we obtain a symmetric, tridiagonal matrix Tm with distinct, real eigen-
values via Lanczos approximation, see [26, Chap. 3.1]. By Proposition 2 we observe
δm(t) = ft [λ1, . . . ,λm]γm
with ft(λ ) = et λ for the case σ = 1. For divided differences of real-valued functions over real nodes
we obtain ft [λ1, . . . ,λm] ∈ R and
ft [λ1, . . . ,λm] =
D(m−1) ft(ξ )
(m−1)! =
tm−1etξ
(m−1)! for ξ ∈ [λ1,λm]. (5.11)
Equation (5.11) shows ft [λ1, . . . ,λm]> 0 and with γm > 0 we conclude
δm(t)> 0, and |δm(t)|= δm(t).
We continue with (5.10a) in the case p = 0:
‖Lm(t)v‖2 ≤ τm+1,m
∫ t
0
|δm(s)|ds = τm+1,m
∫ t
0
e∗m e
sTm e1 ds = τm+1,mt e∗mϕ1(tTm)e1.
For the case p≥ 1 we start analogously to Theorem 2. Using definition (4.1b) for the ϕ-functions and
resorting to the case p = 0 we find
‖Lpm(t)v‖2 =
1
(p−1)!
∫ 1
0
(1−θ)p−1‖Lm(θ t)v‖2 dθ
≤ τm+1,m t 1
(p−1)!
∫ 1
0
(1−θ)p−1θ e∗mϕ1(θ t Tm)e1 dθ .
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Evaluation of the integral yields
‖Lpm(t)v‖2 ≤ τm+1,m t
1
(p−1)!
∫ 1
0
(1−θ)p−1θ e∗mϕ1(θ t Tm)e1 dθ
= τm+1,m t
∞
∑
k=0
e∗m ( t Tm)k e1
(p−1)!(k+1)!
∫ 1
0
(1−θ)p−1θ k+1 dθ
= τm+1,m t
∞
∑
k=0
e∗m ( t Tm)k e1
(p+ k+1)!
= τm+1,m t e∗mϕp+1( t Tm)e1.
(5.12)
This shows (5.10a). To show (5.10b) we start analogously to Theorem 3:
‖Lp,+m (t)v‖2 = ‖t ALp+1m (t)v‖2 ≤ ‖Avm+1‖2 τm+1,m t
1
p!
∫ 1
0
(1−θ)p
∫ θ t
0
|δm(s)|dsdθ .
Using |δm(s)|= δm(s) and evaluating the inner integral by the ϕ1 function, we obtain
‖Lp,+m (t)v‖2 ≤ ‖Avm+1‖2 τm+1,m t2
1
p!
∫ 1
0
(1−θ)pθ e∗mϕ1(θ t Tm)e1 dθ .
Evaluation of the integral analogously to (5.12),
‖Lp,+m (t)v‖2 ≤ ‖Avm+1‖2 τm+1,m t2 e∗mϕp+2( t Tm)e1,
completes the proof. uunionsq
6 Defect-based quadrature error estimates revisited
The term on the right-hand side of (2.12) is a computable error estimate, which has been investigated
more closely in Section 3. It can also be interpreted in an alternative way. To this end we again proceed
from the integral representation (2.8),
Lm(t)v =
∫ t
0
E(t− s)Dm(s)︸ ︷︷ ︸
=:Θm(s,t)
vds. (6.1)
Due to ‖Dm(t)v‖= O(tm−1),
d j
ds j Dm(s)v
∣∣
s=0 = 0, j = 0, . . . ,m−2,
and the same is true for the integrand in (6.1),
∂ j
∂ s j Θm(s, t)v
∣∣
s=0 = 0, j = 0, . . . ,m−2.
Analogously as in [3], this allows us to approximate (6.1) by a Hermite quadrature formula in the form∫ t
0
Θm(s, t)vds≈ tmΘm(t, t)v =
t
m
Dm(t)v. (6.2)
From (2.10),
t
m
Dm(t)v = τm+1,m γm
(σt)m
m!
vm+1+O(tm+1),
which is the same as (2.12). This means that the quadrature approximation (6.2) approximates the
leading error term in an asymptotically correct way. From (6.2), (2.9) and (3.1a) we obtain
‖Lm(t)v‖2 ≈ τm+1,m tm |δm(t)|. (6.3)
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The quadrature error in (6.2) is O(tm+1). It is useful to argue this also in a direct way: By con-
struction, the Hermite quadrature formula underlying (6.2) is of order m, and its error has the Peano
representation (cf. also [3])
t
m
Θm(t, t)−
∫ t
0
Θm(s, t)vds =
∫ t
0
s(t− s)m−1
m!
∂m
∂ sm Θm(s, t)vds. (6.4)
Here, ∂
m
∂ sm Θm(s, t)v=O(1), because
dm
dsm Dm(s)v=O(1) which follows from Dm(s)v=O(s
m−1). This
shows that, indeed, the quadrature error (6.4) is O(tm+1). Furthermore, a quadrature formula of order
m+1 can be constructed by including an additional evaluation of
∂
∂ sΘm(s, t)v
∣∣
s=t = D
[2]
m (t)v, with D
[2]
m (t) = ddt Dm(t)−σADm(t).
A routine calculation shows∫ t
0
Θm(s, t)vds =
2 t
m+1
Dm(t)v− t
2
m(m+1)
D[2]m (t)v+O(tm+2), (6.5)
where the error depends on d
m+1
dsm+1 Dm(s)v = O(1). This may be considered as an improved error esti-
mate5 which can be evaluated using
d
dt Dm(t)v = σ
2τm+1,m e∗m(Tm e
σ t Tm)e1vm+1.
With the solution in the Krylov subspace, eσ t Tme1 with e∗meσ t Tme1 = (eσ t Tme1)m, we can compute the
derivative of the defect at O(1) cost,
d
dt Dm(t)v = σ
2τm+1,m e∗m(Tm e
σ t Tm)e1vm+1
= σ2τm+1,m
(
(Tm)m,m (eσ t Tme1)m+(Tm)m,m−1 (eσ t Tme1)m−1
)
vm+1.
Also longer expansions may be considered, for instance∫ t
0
Θm(s, t)vds =
3 t
m+2
Dm(t)v− 3 t
2
(m+1)(m+2)
D[2]m (t)v
+
t3
m(m+1)(m+2)
D[3]m (t)v+O(tm+3), with D
[3]
m (t) = ddt D
[2]
m (t)−AD[2]m (t),
etc. This alternative way of computing improved error estimates is worth investigating but will not be
pursued further here.
Quadrature estimate for (3.1b) revisited. To continue from (3.1b), the nonexpansive case is required.
In [30] it is suggested to use the trapezoidal rule as a practical approximation to the integral (3.1b),
‖Lm(t)v‖2 ≤ τm+1,m
∫ t
0
|δm(s)|ds≈ τm+1,m t2 |δm(t)|, (6.6)
or alternatively the Simpson rule. Applying Hermite quadrature in (3.1b) also directly leads to the error
estimate (6.3).
For a better understanding of the approximation (6.6) we consider the effective order of |δm(t)| as
a function of t. Let us denote f (t) := |δm(t)| and assume f (t)> 0 in a sufficiently small interval (0,T ].
For the Hermitian case this assumption is fulfilled for all t > 0, see Proposition 6.
The effective order of the function f (t) can be understood as the slope of the double-logarithmic
function
ξ (τ) = ln( f (eτ)) with τ = ln t,
with derivative ξ ′(τ) =
f ′(eτ)eτ
f (eτ)
.
5 In the setting of [3] (higher-order splitting methods) such an improved error estimate was not taken into account since it
cannot be evaluated with reasonable effort in that context.
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We denote the order by
ρ(t) =
f ′(t) t
f (t)
, (6.7)
and obtain
f (t) =
f ′(t) t
ρ(t)
.
Integration and application of the mean value theorem shows the existence of t∗ ∈ [0, t] with∫ t
0
f (s)ds =
1
ρ(t∗)
∫ t
0
f ′(s)sds,
and integration by parts gives ∫ t
0
|δm(s)|ds = t |δm(t)|1+ρ(t∗) .
With the plausible assumption that the order is bounded by 1 ≤ m˜ ≤ ρ(t) ≤ m− 1 = ρ(0+) for t ∈
[0,T ], we obtain
t
m |δm(t)| ≤
∫ t
0
|δm(s)|ds≤ tm˜+1 |δm(t)| ≤ t2 |δm(t)|. (6.8)
The inequalities (6.8) show that the error estimate based on the trapezoidal quadrature (6.6) leads to
an upper bound of the error. The error estimate based on Hermite quadrature (6.3) leads to a lower
bound of the integral (3.1b), which not necessarily leads to a lower bound for the norm of the error. In
contrast to (6.3), the error estimate (6.6) is not asymptotically correct for t→ 0.
Remark 5 With ρ(0+) = m− 1 and the assumptions that the effective order is slowly decreasing
locally at t = 0 and sufficiently smooth, we suggest choosing m˜ = ρ(t) for a step of size t to improve
the quadrature based estimate.
‖Lm(t)v‖2 ≤ τm+1,m
∫ t
0
|δm(s)|ds≈ τm+1,m tρ(t)+1 |δm(t)|, (6.9)
We will refer to this as effective order quadrature estimate. In the limit t→ 0 this choice of quadrature
is equivalent to the Hermite quadrature and, therefore, asymptotically correct.
Up to now we did refer to the effective order of the defect |δm(t)|. For t→ 0 the effective order of
the error is given by ρ(t)+1.
7 The matrix exponential as a time integrator.
For simplicity we assume the nonexpansive case of (2.1) in this section.
We recall from [23] that superlinear convergence as a function of m, the dimension of the underly-
ing Krylov space, sets in for
t ‖A‖2 / m. (7.1)
This relation also affects the error considered as a function of time t. Equation (7.1) can be seen as a
very rough estimate for a choice of t which leads to a systematic error and convergence behavior. Only
for special classes of problems as for instance symmetric negative definite matrices, the relation (7.1)
can be weakened, see [23,4] for details.
In general a large time step t would necessitate large m or a restart of the Krylov method. However,
choosing m too large can lead to a deviation from orthogonality of the Krylov basis due to round-off
effects and is not recommended in general. Restarting the Krylov method is thus preferable. Likewise,
when memory issues must be taken into account, a restart is also advisable. For the matrix exponential
seen as a time propagator, a simple restart is possible. The following procedure has been introduced
in [44] and is recapitulated here to fix the notation.
We split the time range [0, t] into N subintervals,
0 = t0 < t1 < .. . < tN = t,
with step sizes ∆ t j = t j− t j−1, j = 1, . . . ,N.
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The exact solution at time t j is denoted by v[ j], whence
v[ j] = E(∆ t j)v[ j−1] = E(t j)v, with v[0] = v.
For simplicity we assume that the dimension m of the Krylov subspace is fixed over the substeps. We
obtain approximations w[ j] to v[ j] by applying multiple restarted Krylov steps, with orthonormal bases
V [ j]m and upper Hessenberg matrices T
[ j]
m . Starting from w[0] = v, for j = 1, . . . ,N,
w[ j] := S[ j]m (∆ t j)w[ j−1] =V
[ j]
m eσ ∆ t jT
[ j]
m
(
V [ j]m
)∗w[ j−1] =V [ j]m eσ ∆ t jT [ j]m e1.
The error matrix in the j-th step is denoted by
L[ j]m (∆ t j) := E(∆ t j)−S[ j]m (∆ t j),
and the accumulated error by
L?m(t)v = v
[N]−w[N]. (7.2)
With
v[ j]−w[ j] = E(∆ t j)v[ j−1]−S[ j]m (∆ t j)w[ j−1]
= E(∆ t j)(v[ j−1]−w[ j−1])+L[ j]m (∆ t j)w[ j−1]
we obtain
L?m(t)v =
N
∑
j=1
E(∆ tN) · · ·E(∆ t j+1)L[ j]m (∆ t j)w[ j−1].
Recall our premise that E(·) is nonexpansive and assume that the local error is bounded by
‖L[ j]m (∆ t j)w[ j]‖2 ≤ tol ·∆ t j. (7.3)
Then,
‖L?m(t)v‖2 ≤
N
∑
j=1
‖L[ j]m (∆ t j)w[ j−1]‖2 ≤ tol
N
∑
j=1
∆ t j = tol · t.
The term ‖L[ j]m (∆ t j)w[ j]‖2 denotes the truncation error of a single substep and is studied in the first part
of this paper. We now apply local error estimates to predict acceptable time steps.
Step size control. For a single substep, the error estimate (Erra) suggests a step size to satisfy a given
error tolerance tol as
∆ t j =
 tol m!
τ [ j]m+1,mγ
[ j]
m
1/m , j = 1, . . . ,N. (7.4)
For a local error as in (7.3), we replace tol by (∆ t j tol) in (7.4) and obtain
∆ t j =
 tol m!
τ [ j]m+1,mγ
[ j]
m
1/(m−1) , j = 1, . . . ,N. (7.5)
We remark that ∆ t j can be computed together with the construction of the Krylov subspace, therefore,
τ [ j]m+1,m and γ
[ j]
m are known values at this point. For the corrected Krylov approximation S+m(t)v
[ j],
see (5.3), the error estimate given in (5.9b) (p = 0) suggests a local step size of
∆ t j =
 tol (m+1)!∥∥Av[ j]m+1∥∥2 τ [ j]m+1,mγ [ j]m
1/m , j = 1, . . . ,N. (7.6)
The error estimator Err1 and estimates given in Section 6 cannot be inverted directly to predict the
step size. Computing a feasible step size is still possible via heuristic step size control. This approach
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will be formulated for the error estimate Err1 but can also be used in conjunction with all the error
estimates given in Section 6. Ideas of heuristic step size control are given in [20] in general and [44]
or [38] for a Krylov approximation of the matrix exponential. For a step, with step size ∆ t j−1 and
estimated error Err[ j−1], a reasonable size for the subsequent step can be chosen as
∆ t j =
(
∆ t j tol
Err[ j−1]
)1/m
∆ t j−1, j = 2, . . . ,N. (7.7)
In (7.7) we only need the evaluation of the error estimate for the previously computed step with step
size ∆ t j−1, and we can substitute Err1 for Err[ j−1]. The heuristic step size control always requires
information from the previous step, therefore, heuristic step size control cannot be used to compute
the first time step ∆ t1. The first step is then usually based on a priori estimates, which in general do
not provide very sharp results. The first step size in [44] is chosen as
∆ t1 =
1
‖H‖∞
(
tol ((m+1)/e)m+1
√
2pi (m+1)
4‖H‖∞
)1/m
. (7.8)
Remark 6 In the case of a Hermitian matrix A the matrix Tm is symmetric, tridiagonal and real-valued
which allows cheap and robust computation of its eigenvalue decomposition. The eigenvalue decompo-
sition of Tm is independent of the step size ∆ t and allows cheap evaluation of Err1 for multiple choices
of ∆ t. In this case we can cheaply adapt the choice of ∆ t j in an iterative manner before continuing to
time step j+1:
∆ t j,1 := ∆ t j−1 or result of (7.5),
∆ t j,l :=
( ∆ t j,l tol
Err[ j,l−1]
)1/m
∆ t j,l−1, l = 2, . . . ,N j,
∆ t j := ∆ t j,N j .
(7.9)
By choosing Err[ j,l−1] as an error estimate for the Krylov approximation of the j-th step with time step
∆ t j,l−1. For Err[ j,l−1] we can use Err1 or estimates given in Section 6. The aim of the iteration (7.9) is
to determine a step size ∆ t j,∞ with Err[ j,∞] = tol. The convergence behavior of iteration (7.9) depends
on the structure of the corresponding error estimate. In our practical examples this iteration converges
monotonically in a small number of steps.
This step size iteration can also be used for the case of non-Hermitian A with the drawback of
higher computational cost for the error estimate Err[ j,l−1] for every j and l.
8 Numerical considerations and examples
We give an illustration of our theoretical results for two different skew-Hermitian problems in Sub-
section 8.1, a Hermitian problem in Subsection 8.2, and a non-normal problem in Subsection 8.3. We
also compare the performance of different error estimates for practical step size control (Section 7) in
Subsection 8.1. To show that our error estimate (3.6) is efficient in practice we also compare it with
results delivered by the standard package Expokit [44] and a priori error estimates.
8.1 The skew-Hermitian case
For our tests we use different types of matrices.
Free Schro¨dinger equation. We consider
H = 14 tridiag(−1,2,−1) ∈ Rn×n, (8.1)
with dimension n = 10000. The matrix H is associated with a finite difference or finite element dis-
cretization of the one-dimensional negative Laplacian. With A = H and σ = −i, in (2.1) we obtain
the free Schro¨dinger equation. The eigenvalue decomposition of H is well known, and we can use the
discrete sine transform with high precision arithmetic in Matlab to compute the exact solution E(t)v,
see (2.1). The starting vector v is chosen randomly. To compute the Krylov subspace approximation
Sm(t)v, see (2.6), we use the eigenvalue decomposition of the tridiagonal matrix Tm.
Computable upper error bounds for Krylov approximations 17
Discrete Hubbard model. For the description of the Hubbard model we employ a self-contained nota-
tion. The Hubbard model first appears in [27] and was further used in many papers and books, e.g. [31,
41]. The Hubbard model is used to describe electron density on a given number of sites, which corre-
spond to Wannier discretization of orbitals, and spin up or down. We consider the following Hubbard
Hamiltonian, in second quantization and without chemical potential:
H =
1
2 ∑i, j,σ
vi jc
†
jσciσ +∑
j,σ
Unˆ jσ nˆ jσ ′ , (8.2)
where i, j sum over the number of sites nsites and the spins σ ,σ ′ ∈ {↑,↓} where σ ′ is the opposite
spin to σ . The entries vi j with i, j = 1, . . . ,nsites describe electron hopping from site i to j. In (8.2),
the notation c†jσciσ describes the 2nd quantization operator and nˆ jσ = c
†
jσc jσ the occupation number
operator. For details on the notation in (8.2) we can recommend several references, e.g. [27,28,31,41].
For our tests we model 8 electrons at 8 sites (nsites = 8) with spin up and down for each site, this
leads to 16 possible states for electrons. Such an electron distribution is also referred to as half-filled in
the literature. We also restrict our model by considering the number of electrons with spin up and down
to be fixed as nsites/2. This leads to n = (binomial(8,4))2 = 4900 considered occupation states which
create a discrete basis. For the numerical implementation of the basis we consider 16-bit integers for
which each bit describes a position which is occupied in case the bit is equal to 1 or empty otherwise.
The set of occupation states can be ordered by the value of the integers which leads to a unique
representation of the Hubbard Hamiltonian (8.2) by a matrix H ∈ Cn×n. Such an implementation of
the Hubbard Hamiltonian is also described in [28, Section 3].
In our test setting we use U = 5 and parameter-dependent values for electron hopping vi j =
vi j(ω) ∈ C with ω ∈ (0,2pi]:
v11 = v88 =−1.75, v j j =−2 for j = 2, . . . ,7,
v j, j+1 = v¯ j+1, j =−cosω+ i sinω for j = 1, . . . ,7 and vi j = 0 otherwise.
For this choice of vi j(ω) we obtain a Hermitian matrix Hω ∈ Cn×n with 43980 nonzero entries (for a
general choice of ω) and spec(Hω)⊆ (−19.1,8.3). The spectrum of Hω is independent of ω .
A relevant application where the Hubbard Hamiltonian (8.2) is of importance is the simulation of
oxide solar cells with the goal of finding candidates for new materials promising a gain in the effi-
ciency of the solar cell, see [21]. The study of solar cells considers time-dependent electron hoppings
vi j = vi j(t) to model time-dependent potentials which lead to Hamiltonian matrices H(t). The time-
dependent Hamiltonian can be parameterized via ω . Time propagation of a linear, non-autonomous
ODE system can be approximated by Magnus-type integrators which are based on one or more evalu-
ations of matrix exponentials applied to different starting vectors at several times t, see for instance [5,
6]. Our test setting for the Hubbard Hamiltonian with arbitrary ω is then obtained by (2.1) with the
matrix A = Hω as described above and σ =−i.
In the following Subsection 8.1 we focus on the skew-Hermitian case. For tests on the Hermitian
case see Subsection 8.2 below.
Verification of upper error bound. In the following Figures 8.1 and 8.2 we compare the error
‖Lm(t)v‖2 with the error estimates Err1 and Erra. Figure 8.1 refers to the matrix (8.1) of the free
Schro¨dinger problem and Figure 8.2 to the Hubbard Hamiltonian (8.2) with ω = 0.123. For both cases
we show results with Krylov subspace dimensions m = 10 and m = 30, respectively.
We observe that the error estimate Err1 is a good approximation to the error, but it is not an upper
bound in general. In contrast, Erra is a proven upper error bound. Up to round-off error, for m = 10
we observe the correct asymptotic behavior of Erra and Err1. For larger choices of m the asymptotic
regime starts at time steps for which the error is already close to round-off precision. Therefore, for
larger choices of m, the Krylov approximation, as a time integrator, cannot achieve its full order for
typical time steps in double precision.
The matrix (8.1) has been scaled such that spec(H)⊆ (0,1) and ‖H‖2≈ 1. In accordance with (7.1)
stagnation of the error is observed for times t / m, see Figure 8.1.
We verify the error estimates in the skew-Hermitian setting of the free Schro¨dinger equation (8.1)
for the standard Krylov approximation of the ϕ1 function in Figure 8.3 and the corrected Krylov
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Fig. 8.1 Error ‖Lm(t)v‖2 (◦) and the error estimates Err1 (×) and Erra (+) for the free Schro¨dinger problem and Krylov
subspace dimensions m= 10 and m= 30. Erra is an upper bound for the error, and both estimates show the correct asymptotical
behavior. Due to round-off error, for m = 30 the observed effective order is less clear than for m = 10.
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Fig. 8.2 Error ‖Lm(t)v‖2 (◦) and the error estimates Err1 (×) and Erra (+) for the Hubbard Hamiltonian with ω = 0.123 and
Krylov subspace dimensions m = 10 and m = 30. This shows the same behavior as in Figure 8.1.
approximation of the matrix exponential function in Figure 8.4. In Figure 8.3 the error estimator Err1
refers to formula (5.8a) and Erra shows the upper error bound (4.4b) from Theorem 2, both for the
case p = 1. In Figure 8.4, Err1 is from formula (5.8b) and Erra denotes the upper error bound (5.9b)
from Theorem 3, both for the case p = 0.
Illustration of defect-based quadrature error estimates from Section 6. We first illustrate the perfor-
mance of the estimates based on Hermite quadrature according to (6.3) and improved Hermite quadra-
ture according to (6.5) for the Hubbard model, see Figure 8.5. Both estimates are asymptotically cor-
rect, whereas the improved quadrature (6.5) is slightly better for larger time steps t, with the drawback
of one additional matrix-vector multiplication. (See Remark 8 below for cost efficiency of more ex-
pensive error estimates.)
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Fig. 8.3 Error ‖L1m(t)v‖2 (◦) and the error estimates Err1 (×) and Erra (+) for the free Schro¨dinger problem and Krylov
subspace dimension m = 10 and m = 30.
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Fig. 8.4 Error ‖L+m(t)v‖2 (◦) and the error estimates Err1 (×) and Erra (+) for the free Schro¨dinger problem and Krylov
subspace dimension m = 10 and m = 30.
Figure 8.6 refers to estimates based on the trapezoidal rule (6.6), the effective order quadrature
according to Remark 5, and the Hermite quadrature (6.3). For our test problems the assumptions from
Section 6 on the defect and its effective order are satisfied for a significant range of values of t. We also
observe that the inequalities (6.8) are satisfied. The effective order and Hermite quadrature estimates
behave in an asymptotically correct way, while the trapezoidal rule estimate leads to an upper error
bound which is not sharp for t→ 0.
For the skew-Hermitian case σ =−i and A = H we obtain
|δm(t)|=
(
(ei t Tme1)m(e−i t Tme1)m
)1/2 and effective order ρ(t), see (6.7),
ρ(t) =
t
(|δm(t)|)′
|δm(t)| =
i t (Tm)m−1,m
2
(
(ei t Tme1)m−1
(ei t Tme1)m
− (e
−i t Tme1)m−1
(e−i t Tme1)m
)
.
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Fig. 8.5 Error ‖Lm(t)v‖2 (◦) and the error estimates based on the Hermite quadrature (×) and improved Hermite quadrature
(+), see (6.3) and (6.5), for the Hubbard Hamiltonian with m = 10 and m = 30. The dashed lines show the error estimate Erra.
Table 8.1 Loss of orthogonality of the Krylov basis for the Hubbard model.
m 10 20 30 40 50 60 70 80
blog10(‖V ∗mVm− I‖2)c −14 −14 −13 −11 −10 −8 −6 −5
For computing the effective order we only consider time steps for which the defect is not too close to
round-off precision, ρ(t) > 0, and where ρ appears indeed to be monotonically decreasing over the
computed discrete time steps. This restriction is compatible with our assumptions in Section 6.
Corrected Krylov approximation, mass conservation and loss of orthogonality. We remark that error
estimates for the corrected Krylov approximation usually require one additional matrix-vector mul-
tiplication, and applying a standard Krylov approximation of dimension m+ 1 seems to be a more
favorable choice in our approach to error estimation.
The Krylov approximation of the matrix exponential conserves the mass for the skew-Hermitian
case in contrast to the corrected Krylov approximation. Whether this is a real drawback of the cor-
rected Krylov approximation depends on the emphasis placed on mass conservation. In the following
examples we focus on the standard Krylov approximation, with some exceptions which serve for com-
parisons with the original Expokit code, which is based on the corrected Krylov approximation.
In exact arithmetic we obtain mass conservation for the skew-Hermitian case: For the case ‖v‖2 = 1
and standard Krylov approximation Sm(t)v we have
‖Sm(t)v‖2 = ‖Vme−i t Tme1‖2 = e∗1ei t TmV ∗mVme−i t Tme1 = 1. (8.3)
The requirement V ∗mVm = I is essential to obtain mass conservation in (8.3). In inexact arithmetic with
larger choices of m the loss of orthogonality of the Krylov basis Vm is well known and also observed for
the Hubbard Hamiltonian, see Table 8.1. Early studies on the effects of round-off errors for the Lanczos
approximation of eigenvalue problems are given in [39]. In the context of matrix functions we refer
to [9,11,19]. It was also shown in [37] that the Lanczos approximation does not suffer critically from
round-off errors for larger m. Concerning mass conservation we are not aware of such stability results,
but our particular examples still show relatively good mass conservation also for larger dimensions m.
Numerical tests for step size control. The idea of choosing discrete time steps for the Krylov approx-
imation is described in Section 7. The following tests are applied to the matrix exponential of the
Hubbard Hamiltonian. We first clarify the notation used for our test setting.
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m = 30
Computed effective order of the defect for m = 10:
t 3.9 ·10−2 5.5 ·10−2 7.8 ·10−2 1.1 ·10−1 1.5 ·10−1 2.2 ·10−1 3.1 ·10−1 4.4 ·10−1 6.3 ·10−1 8.8 ·10−1
ρ(t) 8.99 8.98 8.95 8.90 8.81 8.63 8.24 7.44 5.66 1.00
and m = 30:
t 8.8 ·10−1 1.2 ·100 1.8 ·100
ρ(t) 26.68 24.18 18.42
Fig. 8.6 The upper left plot shows the error ‖Lm(t)v‖2 (◦) and the error estimates based on the Hermite quadrature (6.3) (×),
the trapezoidal rule (6.6) (+) and the effective order quadrature (6.9) (3) for the Hubbard Hamiltonian with m= 10 and m= 30.
The dashed lines show the error estimate Erra. On the right-hand side the graphics show a detail from the error plots to illustrate
the inequalities (6.8). The table on the bottom shows the computed effective order of the defect for m = 10 and m = 30 which is
used for the effective order quadrature.
Expokit and Expokit?. The original Expokit code uses the corrected Krylov approximation with
heuristic step size control and an error estimator which is based on the error expansion (5.1),
see [44, Algorithm 3.2] for details. Since the standard Krylov approximation is not part of the
Expokit package, we have slightly adapted the code and its error estimate such that the standard
Krylov approximation is used. We refer to the adapted package as Expokit?. With Expokit? our
comparison can be drawn with the standard Krylov approximation which may in some cases be
the method of choice as discussed above.
Step size based on Erra. In another test code the upper error bound Erra from Theorem 1 is used. With
Erra we obtain proven upper bounds on the error and reliable step sizes (7.5).
By tr.quad, eff.o.quad, and Err1 we refer to the trapezoidal rule (6.6), the effective order quadra-
ture (6.9), and (Err1), respectively. Because these error estimates cannot be inverted directly we
need to apply heuristic ideas for the step size control, see (7.7). In addition, we use the itera-
tion (7.9) given in Remark 6 to improve step sizes. Monitoring the effective order ρ(t) of the
defect (see Section 6) the heuristic step size control can be improved. For the test problems we
have solved, iteration (7.9) converges in less than 2 iterations for m = 10 or less than 5 iterations
for m = 30. We simply choose N j = 5 for our tests.
The a priori estimates (7.8), [23, Theorem 4] and [33, eq. (20)] are given in the corresponding
references. Formula (7.8) taken from the Expokit code directly provides a step size. In [33, eq.
(20)] the computation of the step size is described. For the error estimate given in [23, Theorem 4]
we apply Newton iteration to determine an appropriate step size. For tests on the Hubbard model
we use (λmax−λmin) = 27.4 as suggested in the description of the Hubbard Hamiltonian.
In Remark 8 below we also investigate the following variants:
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Table 8.2 The displayed step size t is the sum of N = 10 substeps computed by different versions of step size control, as
described above. In the top table we show the results for m = 10, in the bottom table for m = 30, both for tolerance tol = 10−8,
for the Hubbard Hamiltonian.
m = 10 Expokit Expokit? Erra tr.quad eff.o.quad Err1 (7.8) [23, Th. 4] [33, (20)]
t 0.8930 0.6850 0.8422 0.7058 0.8443 0.8444 0.1918 0.4918 0.6879
N 10 10 10 10 10 10 10 10 10
# m-v 110 100 100 100 100 100 100 100 100
‖L?mv‖2/t 3.4 ·10−09 3.1 ·10−09 9.8 ·10−09 2.0 ·10−09 1.0 ·10−08 1.0 ·10−08 2.4 ·10−14 7.8 ·10−11 1.6 ·10−09
m = 30 Expokit Expokit? Erra tr.quad eff.o.quad Err1 (7.8) [23, Th. 4] [33, (20)]
t 8.5700 8.2500 9.7361 9.2582 10.2243 10.2338 2.1131 8.2642 8.8111
N 10 10 10 10 10 10 10 10 10
# m-v 310 300 300 300 300 300 300 300 300
‖L?mv‖2/t 2.4 ·10−10 2.8 ·10−10 2.6 ·10−09 7.0 ·10−10 9.5 ·10−09 9.7 ·10−09 2.9 ·10−15 3.3 ·10−11 1.9 ·10−10
Table 8.3 With a test setting similar to Table 8.2, we now compute up to a fixed time t = 0.3 and choose the number N of steps
according to the step size control. We use a tolerance tol = 10−8 and m = 30. For this problem we see a significant reduction in
the number of matrix-vector multiplications used for the estimate Erra by the stopping critera described in the text.
m = 10 Expokit Expokit? Erra tr.quad Err1 (7.8) [23, Th. 4] [33, (20)]
t 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3
N 2 2 1 1 1 2 1 1
# m-v 62 60 17 30 30 60 30 30
‖L?mv‖2/t 8.4 ·10−15 8.4 ·10−15 1.0 ·10−09 9.7 ·10−15 9.7 ·10−15 1.0 ·10−14 9.7 ·10−15 9.7 ·10−15
Step size based on Err+a . By Err
+
a we denote the upper error bound for the corrected Krylov approxi-
mation as given in Theorem 3 with p = 0. The corresponding step size is given by (7.6).
By i.H.quad we refer to the improved Hermite quadrature (6.5). Similarly to other quadrature error
estimates we use heuristic step size control and iteration (7.9) to determine adequate step sizes.
Remark 7 In the Expokit code the step sizes are rounded to 2 digits in every step. Rounding the step
size can give too large errors in some steps. This makes it necessary to include safety parameters in
Expokit which on the other hand slow down the performance of the code. It seems advisable to avoid
any kind of rounding of step sizes.
In Table 8.2 we compare the total time step t for the Krylov approximation with m = 10 and
m = 30 after N = 10 steps obtained with the different step size control strategies. For the local error
we choose the tolerance tol = 10−8. The original Expokit code seems to give larger step sizes, but
it also uses a larger number of matrix-vector multiplications, see Remark 8. The error estimate Erra
leads to optimal step sizes for m = 10 and close to optimal step sizes for m = 30. For any choice of m
the error estimate Erra gives reliable step sizes. The trapezoidal quadrature rule overestimates the error
and, therefore, step sizes are smaller. The effective order quadrature and Err1 give optimal step sizes.
With the assumptions of Section 6 (which apply to our test examples), the trapezoidal and effective
order quadrature give reliable step sizes. For the error estimate Err1 we do not have results on the
reliability of the step sizes since the error estimate Err1 does not lead to an upper bound of the error
in general. The tested a priori estimates (7.8), [23, Th. 4], and [33, (20)] overestimate the error and
lead to precautious step size choices. For all the tested versions the accumulated error L?m (see (7.2))
satisfies ‖L?mv‖2/t ≤ tol.
Apart from step size control, the upper error bound Erra can be used on the fly to test if the
dimension of the Krylov subspace is already sufficiently large to solve the problem in a single time
step with the required accuracy. For our test problems this stopping criterion is applied to the Erra
estimate.We refer to Table 8.3, in which we observe the Krylov method with error estimate Erra to
stop after 17 steps instead of computing the full Krylov subspace of dimension 30. In comparison, the
original Expokit package needs a total of 62 matrix-vector multiplications.
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Table 8.4 All variants shown use exactly m matrix-vector multiplications. Whereas Expokit, improved Hermite quadrature
(i.H.quad) and Err+a imply higher cost for the error estimate, the other codes Erra, effective order quadrature (eff.o.quad) and
Err1 use standard Krylov subspaces and do not spend additional matrix-vector multiplications on error estimates.
m = 10 Expokit Err+a i.H.quad Erra eff.o.quad Err1
t 0.6620 0.7828 0.5863 0.8346 0.8366 0.8368
N 10 10 10 10 10 10
# m-v 100 100 100 100 100 100
‖L?mv‖2/t 4.1 ·10−09 8.8 ·10−09 1.0 ·10−08 9.8 ·10−09 1.0 ·10−08 1.0 ·10−08
m = 30 Expokit Err+a i.H.quad Erra eff.o.quad Err1
t 8.1900 9.5763 9.6591 9.7482 10.2378 10.2473
N 10 10 10 10 10 10
# m-v 100 100 100 100 100 100
‖L?mv‖2/t 3.6 ·10−10 2.7 ·10−09 9.2 ·10−09 2.6 ·10−09 9.5 ·10−09 9.7 ·10−09
Remark 8 Error estimates for the corrected Krylov approximation or improved error estimates such as
the improved Hermite quadrature (6.5) require additional matrix-vector multiplications. Instead of in-
vesting computational effort in improving the error estimate, one may as well increase the dimension of
the standard Krylov subspace. For comparison we test the original Expokit code, the corrected Krylov
approximation with error estimate Err+a and the improved Hermite quadrature (6.5) with Krylov sub-
space m−1. Table 8.4 shows that a standard Krylov approximation with dimension m leads to better
results, although all considered versions use the same number of matrix-vector multiplications. Since
the reliability of error estimates such as Erra has been demonstrated earlier, it appears that additional
cost to improve the error estimate is not justified.
8.2 The Hermitian case
To obtain a more complete picture, we also briefly consider the case of a Hermitian matrix A=H with
σ = 1 in (2.1). Such a model is typical of the discretization of a parabolic PDE. Thus, the result may
depend on the regularity of the initial data, which is chosen to be random in our experiments.
Heat equation. To obtain the heat equation in (2.1) we choose A = H in (8.1) and σ =−1. Details on
the test setting are already given in Subsection 8.1.
For the heat equation, H given in (8.1), we can also verify the error estimates, see Figure 8.7. In
comparison to the skew-Hermitian case we do not observe a large time regime for which the error is
of the asymptotic order m. As shown in Proposition 6 we do obtain an upper error bound using Err1
for the heat equation. However, the evolution is not unitary but nonexpansive in this case, whence the
asymptotics are not observed as clearly here.
Similarly to the skew-Hermitian case, we can also apply the effective order quadrature according
to Remark 5 to the Hermitian case. For the Hermitian case results of Proposition 6 can be applied to
obtain
|δm(t)|= δm(t) = (ei t Tme1)m and effective order ρ(t), see (6.7),
ρ(t) =
t
(|δm(t)|)′
|δm(t)| = t
(
(Tm)m,m−1 (et Tme1)m−1
(et Tme1)m
+(Tm)m,m
)
.
For computing the effective order we only consider time steps for which the defect is not too close to
round-off precision, ρ(t) > 0, and where ρ appears indeed to be monotonically decreasing over the
computed discrete time steps. This restriction is compatible with our assumptions in Section 6.
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Computed effective order of the defect for m = 10 (partly):
t 1.0 ·100 1.5 ·100 2.1 ·100 2.9 ·100 4.1 ·100 5.9 ·100 8.3 ·100 1.2 ·101 1.7 ·101 2.3 ·101 3.3 ·101
ρ(t) 8.50 8.30 8.02 7.64 7.14 6.48 5.65 4.66 3.58 2.52 1.60
and m = 30:
t 3.3 ·101 4.7 ·101 6.6 ·101 9.4 ·101 1.3 ·102 1.9 ·102 2.7 ·102
ρ(t) 16.60 13.47 10.33 7.48 5.15 3.36 2.07
Fig. 8.7 Error ‖Lm(t)v‖2 (◦), the error estimates Err1 (×) and Erra (+) and the error estimate based on the effective order
quadrature (6.9) (3) for the heat equation with m = 10 and m = 30. The tabular on the bottom shows some of the computed
values for the effective order.
8.3 A non-normal problem
For a more general case we consider a convection-diffusion equation (see [35,13]).
∂tu = ∆u− τ1∂x1 u− τ2∂x2u, τ1,τ2 ∈ R, u = u(t,x), t ≥ 0, x ∈Ω = [0,1]3,
u(0,x) = v(x) for x ∈Ω , u(t,x) = 0 for x ∈ ∂Ω . (8.4)
Following [35,13] we use a central finite difference scheme to discretize the partial differential oper-
ator in (8.4). The grid is chosen uniformly with (n+ 2)3 points and mesh width h = 1/(n+ 1). The
dimension N of the discrete operator is N = n3. Choosing n= 15 we obtain N = 3357. The discretized
operator is given by
A = (In×n⊗ (In×n⊗C1))+(B⊗ In×n+ In×n⊗C2)⊗ In×n) ∈ RN×N , with (8.5)
B = 1h2 tridiag(1,−2,1) ∈ Rn, Ci = 1h2 tridiag(1+µi,−2,1−µi) ∈ Rn, i = 1,2,
and µi = τi (h/2). The spectrum of the non-normal matrix A in (8.5) (see [35]) satisfies
spec(A)⊆ 1h2 [−6−2cos(pi h)Re(θ),−6+2cos(pi h)Re(θ)]
× 1h2 i [−2cos(pi h)Im(θ),2cos(pi h)Im(θ)].
with θ = 1+
√
1−µ21 +
√
1−µ22 . Therefore, the eigenvalues are complex-valued if at least one µi > 1.
The matrix A depends on the parameters µi, correspondingly τi, for which we consider two different
cases,
µ1 = 0.9, µ2 = 1.1, with spec(h2 A)⊆ [−9,−3]× i[−1,1], (8.6)
and
µ1 = µ2 = 10, with spec(h2 A)⊆ [−8,−4]× i[−39,39]. (8.7)
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Fig. 8.8 Error ‖Lm(t)v‖2 (◦) and the error estimates Err1 (×) and Erra (+) for the convection-diffusion problem (8.5) with
µ1 = 0.9 and µ2 = 1.1 and Krylov subspace dimensions m = 10 and m = 30.
In the following numerical experiments we apply the Krylov approximation to et Av (σ = 1 in (2.1))
for different time steps t and starting vector v = (1, . . . ,1)∗ ∈ RN as in [35]. Since A is non-normal we
use the Arnoldi method to generate the Krylov subspace.
The error estimates Erra and Err1 are compared to the exact error norm ‖Lm(t)v‖2 in Figure 8.8
for the case (8.6) and in Figure 8.9 for the case (8.7). As shown in Theorem 1 the error estimate Erra
constitutes an upper error bound. The error estimate Err1 gives a good approximation of the error but
has not been proven to give an upper bound in general.
Compared to (8.7), the spectrum for (8.6) is closer to the Hermitian case. The spectrum for (8.7),
on the other hand, is dominated by large imaginary parts similarly as in the skew-Hermitian case.
In Figure 8.8 we observe effects similar to the Hermitian case. The asymptotic order m of the
error does not hold for a large time regime, and the error estimate Erra is not as sharp as in the
skew-Hermitian case. On the other hand, in Figure 8.9, we observe that the performance of the error
estimates is closer to the skew-Hermitian case. Therefore, the upper error bound Erra is sharp for a
larger range of time steps. As already observed for the Hermitian and skew-Hermitian cases, the error
of the Krylov approximation is closer to its asymptotic order m for smaller choices of m.
9 Summary and outlook.
We have studied a new reliable error estimate Erra for Krylov approximations to the matrix exponential
and ϕ-functions. This error estimate constitutes an upper bound on the error, and it can be computed
on the fly at nearly no additional cost. The Krylov process can be stopped as soon as the error estimate
satisfies a given tolerance.
Step size control for a simple restarted scheme is an important application. The upper error bound
Erra is an appropriate tool for this task, since the optimal step size for a given tolerance can be com-
puted directly. This is not the case for other error estimates for the Krylov approximation, which
usually employ heuristic schemes to compute optimal step sizes in the restarting approach. Also the
use of a priori bounds is not optimal in most cases. Comparing our step size control with heuristic ver-
sions shows that our procedure allows larger step sizes in relevant cases using reliable error estimates.
In addition to better performance, we can avoid safety parameters and assumptions on the convergence
of an error expansion. Therefore, our approach provides a reliable strategy to find the optimal step size.
Numerical examples illustrate our theoretical results.
The shift-and-invert method is also a relevant approach which deserves further investigations.
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Fig. 8.9 Error ‖Lm(t)v‖2 (◦) and the error estimates Err1 (×) and Erra (+) for the convection-diffusion problem (8.5) with
µ1 = µ2 = 10 and Krylov subspace dimensions m = 10 and m = 30.
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