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Abstract
We present a method for learning latent stochastic differential equations (SDEs)
from high dimensional time series data. Given a time series generated from a lower
dimensional Itô process, the proposed method uncovers the relevant parameters
of the SDE through a self-supervised learning approach. Using the framework of
variational autoencoders (VAEs), we consider a conditional generative model for the
data based on the Euler-Maruyama approximation of SDE solutions. Furthermore,
we use recent results on identifiability of semi-supervised learning to show that our
model can recover not only the underlying SDE parameters, but also the original
latent space, up to an isometry, in the limit of infinite data. We validate the model
through a series of different simulated video processing tasks where the underlying
SDE is known. Our results suggest that the proposed method effectively learns the
underlying SDE, as predicted by the theory.
1 Introduction
Variational auto-encoders (VAEs) are a widely used tool to learn lower-dimensional latent representa-
tions of high-dimensional data. However, the learned latent representations often lack interpretability,
that is to say: it is challenging to extract relevant information from the representation of the dataset
in the latent space. In particular, when the high-dimensional data is governed by unknown and
lower-dimensional dynamics, arising, for instance, from unknown physical or biological interactions,
the latent space representation often fails to bring insight on these dynamics.
In this paper, we propose a VAE framework for recovering latent dynamics governed by stochastic
differential equations (SDEs). Our motivation for using SDEs is that they are already often used to
model physical and biological phenomena, to study financial markets, and its properties have been
extensively studied in the fields of probability and statistics.
Suppose we observe a high-dimensional time-series {Xt}t∈T , for which there exists a (typically
lower dimensional) latent representation {Zt}t∈T , that is, Xt = f(Zt) for some unknown function f .
Also, Zt is governed by an SDE. In this paper we focus on recovering both the latent representation
(the function f ) and the parameters of the SDE that govern Zt. An example of this problem is
presented in Figure 1.
We are also concerned with identifiability: suppose we learn a latent map f˜ and SDE coefficients
that agree well with the data, how are these related to the true f and SDE coefficients that generate
the data? To study this, we apply recent results on identifiability in semi-supervised learning [1] and
show, under some conditions on f and the SDE coefficients, that if two different models match the
data, then they must be related through an isometry. Moreover, the VAE proposed in this paper, in the
∗These authors contributed equally.
Preprint. Under review.
ar
X
iv
:2
00
7.
06
07
5v
1 
 [s
tat
.M
L]
  1
2 J
ul 
20
20
(a) Yellow ball moving according to a 2D Ornstein-Uhlenbeck process;
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(b) Comparison between the true centers of the ball
and the latent representation learned by the VAE at
different frames of the video;
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(c) Comparison between the true drift coefficient and
the drift coefficient estimated by the VAE;
Figure 1: From a video of a yellow ball moving in the plane, according to a 2D Ornstein-Uhlenbeck
process (Figure 1(a)), our model learns that the relevant latent representation of each frame are the x
and y coordinates of the ball (Figure 1(b)), and learns the SDE parameters in latent space (Figure
1(c)).
limit of infinite data, is able to learn the true latent map f , and the true SDE coefficients, up to that
isometry.
Our paper is organized as follows. In Section 2, we present an overview of previous work. In Section
3, we formalize the notion of SDE, develop a generative model to study latent SDE’s and present the
VAE framework that enables learning of the proposed model. In Section 4, we show that the VAE
proposed recovers the true parameters up to an isometry and in Section 5 we give some practical
considerations on the VAE presented. Finally, we test our method in several datasets in Section 6 and
present a brief discussion in Section 7.
2 Related Work
Previous work in learning SDEs has been mostly focused on lower-dimensional data. Classical
approaches assume fixed drift and diffusion coefficients with parameters that need to be estimated [2].
In [3], a method is proposed where the terms of the Fokker-Planck equation are estimated using
sparse regression with a predefined dictionary of functions, and in [4] a similar idea is applied to the
Kramers-Moyal expansion of the SDE.
More recently, in [5], the adjoint sensitivity method is used for recovering latent SDE, and although the
datasets analyzed have higher dimensions than previous approaches, they cannot still be considered
high-dimensional. In [6], a method is presented for uncovering the latent SDE for high-dimensional
data, however the map from the data to the latent space is assumed to be linear. In [7], a method is
presented to recover second-order ordinary differential equations from data, and it can also be used to
recover SDEs.
Finally, in the case of image/video data, recent work in stochastic video prediction [8, 9] is quite
interesting. While these are favorable on reproducing the dynamics of the observed data, the latent
variables lack interpretability. In [10], a method is presented that decomposes the latent space and
promotes disentanglement, in an effort to provide more meaningful features in the latent space.
3 Latent SDE model
Here we formalize the notion of SDE. This will be the underpinning for the proposed algorithm.
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3.1 Stochastic Differential Equations
For a time interval T = [0, T ], let {Wt}t∈T be a d-dimensional Wiener process. We say the stochastic
process {Zt}t∈T ∈ Rd is a solution to the Itô SDE
Zt = µ(Zt, t) dt+ σ(Zt, t) dWt, (1)
if Z0 is independent of the σ-algebra generated by Wt, and
ZT = Z0 +
∫ T
0
µ(Zt, t) dt+
∫ T
0
σ(Zt, t) dWt. (2)
Here, µ : Rd ×T→ Rd is the drift coefficient, σ(Zt, t) : Rd ×T→ Rd×d is the diffusion coefficient
and the second integral in (2) is the Itô stochastic integral [11]. When the coefficients are globally
Lipschitz, that is,
‖µ(x, t)− µ(y, t)‖+ ‖σ(x, t)− σ(y, t)‖ ≤ D‖x− y‖ ∀x, y ∈ Rd, t ∈ T, (3)
for some constant D > 0, there exists a unique t-continuous strong solution to (1) [11, Theorem
5.2.1]. Finally, throughout the paper we can assume σ(z, t) is a symmetric positive semi-definite
matrix for all z ∈ Rd and t ∈ T, this follows from [11, Theorem 7.3.3].
3.2 A Generative Model for Latent SDEs
Suppose we observe a high-dimensional stochastic process {Xt}t∈T, in Rn and let {Zt}t∈T in Rd be
the corresponding latent representation, that is, Xt = f(Zt) for some unknown function f . Our goal
is both to learn the SDE that governs Zt, and the map f that maps observed data to latent variables.
In practice, we sample Xt at discrete times and, for simplicity, we assume the sampling frequency
is constant. That is, we observe a time series {Xt}t∈T , where T = {i∆t, i ∈ N, i ≤ N}, for some
positive constant ∆t.
In order to learn both the map from observable to latent variables and the underlying SDE with a
VAE, we consider two consecutive time series observationsX = (Xt+∆t, Xt), which correspond to
the latent variables Z = (Zt+∆t, Zt), and are conditioned on time t. Accordingly, we consider the
following conditional generation model, with model parameters θ = (f, µ, γ).
pθ(X,Z|t) = pf (Xt+∆t|Zt+∆t)pµ(Zt+∆t|Zt, t)pf (Xt|Zt)pγ(Zt), (4)
where:
• The terms pf (Xt+∆t|Zt+∆t) and pf (Xt|Zt) represent the mapping from the latent space
to the observed space, and are described by
pf (Xt|Zt) = p(Xt − f(Zt)), (5)
or equivalently, Xt = f(Zt) +  for some independent noise variable .
• The prior distribution of the latent space is given by pγ(Zt).
• The term pµ(Zt+∆t|Zt, t) is related to the SDE dynamics. We assume that Zt follows the
following stochastic differential equation
dZt = µ(Zt, t) dt+ dWt, (6)
where µ : Rd × T → R. In order to model this equation with a conditional generation
model, we use the Euler-Maruyama method.
Zt+∆t ≈ Zt + µ(Zt, t)∆t+Wt+∆t −Wt. (7)
Since Wt+∆t −Wt is distributed as a multivariate centered Gaussian variable with variance
∆tI , where I is the identity matrix, we define
pµ(Zt+∆t|Zt, t) = 1√
2pi∆t
d
exp
(
−‖Zt+∆t − Zt − µ(Zt, t)∆t‖
2
2∆t
)
. (8)
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While this generative model may seem restrictive at first, because the diffusion coefficient in (7)
is assumed to be the identity matrix, several SDE of importance can be transformed to an SDE of
this form by employing change of variables.2 For univariate SDEs, this transformation is known
as the Lamperti transform. Here we present a multivariate version, Theorem 3.1, which proof is
available in Supplemental Material A.1. For the best of our knowledge, Theorem 3.1 is a novel
multivariate generalization of the Lamperti transform, however a weaker result, Corollary 3.2, is
available in [13, Theorems 4 and 5].
Theorem 3.1 (Multivariate Lamperti transform). Suppose that {Yt}t∈T ∈ Rd is a solution to the
SDE:
dYt = µ(Yt, t) dt+ σ(Yt, t) dWt, (9)
where µ : Rd × T→ Rd and σ : Rd × T→ Rd×d. Moreover, suppose the following conditions are
satisfied:
(i) µ and σ are globally Lipschitz, that is, (3) holds, and σ(y, t) is symmetric positive definite for
all y ∈ Rd, t ∈ T.
(ii) σ is differentiable everywhere and for all y ∈ Rd, t ∈ T and j, k ∈ {1, . . . , d}
∂σ(y, t)
∂yk
σ(y, t)−1ej =
∂σ(y, t)
∂yj
σ(y, t)−1ek, (10)
where ej is the j-th canonical basis vector of Rd.
Then there exists a function g : Rd × T → Rd and µ˜ : Rd × T → Rd such that Yt = g(Zt, t) and
{Zt}t∈T is a solution to the SDE:
dZt = µ˜(Zt, t) dt+ dWt, (11)
Corollary 3.2. If, for all y ∈ Rd and t ∈ T, A(t) is a non-singular matrix, and D(y, t) is a diagonal
positive matrix and globally Lipschitz, then Lemma 3.1 holds for σ(y, t) = A(t)D(y, t)A(t)T .
We restrict ourselves to the class of SDEs described in (6) to guarantee identifiability. If we considered
SDE’s with any diffusion term, the SDE could be transformed to another one using a similar change-
of-variables, and we would not be guaranteed to learn the true map f , that maps latent to observed
variables. However, if the diffusion coefficient is the identity matrix, the only change-of-variables
that can lead to an SDE with the same diffusion coefficient are isometries, as we show in Section 4.
Intuitively, we can then think of (6) as a canonical way of representing several SDEs that appear in
practice.
3.3 Estimating the SDE using a VAE
Here we describe how to use a VAE to recover the true parameters defind by θ. With the decoder
defined in (4), we need to learn an encoder q(Z|X, t) that approximates the true posterior pθ(Z|X, t),
which is computationally intractable. From (4), it follows that we can factorize
pθ(Z|X, t) = pθ(Zt+∆t|Xt+∆t, Zt, t)pθ(Zt|Xt). (12)
However, if  = 0 in (5), since f is injective we would be able to determine Zt+∆t from Xt+∆t.
Although the noise  is not 0, we assume it is relatively small, and particularly is smaller than the
noise in pθ(Zt+∆t|Zt, t). Intuitively, that implies Xt+∆t gives much more information about Zt+∆t
than Zt, and we can consider the approximation
pθ(Zt+∆t|Xt+∆t, Zt, t) ≈ pθ(Zt+∆t|Xt+∆t),
without losing too much information. This informal argument, which is formalized in Supplemental
Material B.1, motivates the decomposition of the encoder
qψ(Z|X, t) = qψ(Zt+∆t|Xt+∆t)qψ(Zt|Xt). (13)
2For stochastic processes, the change of variables formula is known as Itô’s Lemma [12]
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This decomposition allows for using the same encoder twice, and eases the training of the VAE. Let
D = {xt+∆t, xt}t∈T be the observed data, already paired into consecutive observations, and qD the
empirical distribution in D. We then train the VAE by minimizing the loss
L(θ, ψ) := EqD(X)
[
Eqψ(Z|X,t) [log qψ(Z|X, t)− log pθ(X,Z|t)]
]
,
= DKL
(
qψ(Z|X, t)qD(X)
∥∥ pθ(Z|X, t)qD(X))− EqD(X) [pθ(X)] . (14)
Minimizing this forces qψ(Z|X, t) to approximate pθ(Z|X, t) while maximizing the likelihood
of pθ(X) under the distribution qD. We use the reparametrization trick [14] to backpropagate
through the SDE, and a first order Taylor approximation of the KL divergence which we describe in
Supplemental Material B.2. The training algorithm then proceeds as a regular VAE.
4 Identifiability
In this section, we are concerned about identifiability. If we minimize (14), the best we can hope
for is to learn the true distribution of X = (Xˆt+∆t, Xˆt). Here we are interested in answering
the following question: Suppose that we learn the true distribution of X , does this mean that we
learn the true parameters θ∗ = (f∗, µ∗, γ∗)? In other words, suppose that we learn a generative
model pθ(xt+∆t, xt), and it coincides with the true generative model pθ∗(xt+∆t, xt), does this imply
θ = θ∗?
The results presented in this section follow closely the theory developed in [1]. While we cannot
guarantee that θ = θ∗, in Theorem 4.1 we show that if the generative models coincide, then the
corresponding parameters are equal up to an isometry.
Theorem 4.1. Suppose that the true previous generative model has parameters θ∗ = (f∗, µ∗, γ∗),
and that the following technical conditions hold:
1. The set {x ∈ X |ψ(x) = 0} has measure zero, where ψ is the characteristic function of
the density p defined in (5).
2. f∗ is injective and differentiable.
3. µ∗ is differentiable almost everywhere.
Then, for almost all values of ∆t,3 if θ = (f, µ, γ) are other parameters that yield the same generative
distribution, that is
pθ(xt+∆t, xt) = pθ∗(xt+∆t, xt) ∀xt+∆t, xt ∈ Rn, (15)
then θ and θ∗ are equal up to an isometry. That is, there exists an orthogonal matrix Q and a vector
b, such that for all z ∈ Rd:
f(z) = f∗(Qz + b), (16)
µ(z, t) = QTµ∗(Qz + b, t) ∀t ∈ T, (17)
and
pγ(z) = pγ∗(Qz + b). (18)
The proof of Theorem 4.1 is available in Supplemental Material A.2. Finally, the VAE framework
defined in Section 3.3 can obtain the true parameters in the limit of infinite data. Theorem 4.2 makes
this statement precise, and its proof is available in [1, Supplemental Material B.6].
Theorem 4.2. If pθ(Z|X, t) can be approximated to arbitrary precision by qψ(Z|X, t), then, in
the limit of infinite data, we obtain the true parameters θ∗ = (f∗, µ∗, γ∗), up to an isometry, by
minimizing the VAE loss (14) with respect both to θ and ψ.
5 Practical considerations
We made number of simplifying assumptions that may not hold in practical cases. Here we discuss
some of their implications on the proposed method.
3That is, there is a finite set S, depending on µ, such that if ∆t /∈ S, the condition holds.
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Dataset SDE Equation µ MSE SDE MSE µ
Balls
Constant (−1, 1) 1.45(±0.80)×10−1 1.45(±0.74)×100
OU −4x 1.28(±0.16)×10−2 7.62(±3.20)×10−1
Double Well 4x(1− x2) 2.00(±0.56)×10−2 1.72(±0.25)×100
Digits
Constant 0 7.07(±1.85)×100 2.78(±2.42)×10−1
OU −x− 1,−y + 1 5.67(±0.67)×100 1.57(±1.08)×100
Double Well 4x(1− x2), 4y(1− y2) 7.52(±2.35)×10−1 1.34(±0.18)×100
Wasserstein OU −2x 3.27(±1.00)×100 7.19(±2.50)×100
Table 1: List of errors for various experiments. Results are an average of 5 different runs.
5.1 Variable sampling frequency
In order to simplify the exposition of the results, we have assumed that the sampling frequency is
fixed. However, the framework can accommodate variable sampling frequencies, as long as the right
∆t is considered in (8). The results on identifiability (Theorems 4.1 and 4.2) also hold in this case.
5.2 Determining the latent dimension
In order to learn the latent dimension, we suggest using the following architecture search procedure.
In (7), let the diffusion coefficient be a learnable parameter. Starting with a guess for the latent
dimension, we increase this value if the image reconstruction is unsatisfactory, and decrease it if
some of the eigenvalues of the diffusion coefficient are close to 0.
In Supplemental Material C, we present an interpretability result that considers learnable diffusion
coefficients. Unfortunately, this result requires conditions that do not apply for simpler SDEs, such as
Brownian random walks, therefore we decided to present Theorem 4.1 instead.
6 Experiments
We consider 3 synthetic datasets to illustrate the efficacy of SDE-VAE. For the movement tasks, we
consider 3 canonical SDEs, with drifts defined in Table 1: a random walk, Ornstein-Uhlenbeck (OU)
process, and double well potential. In all SDEs considered, the diffusion coefficient is the identity
matrix, as in (6). We consider the same network architectures between all experiments in order to
maintain consistency.
We first test our method on learning SDEs in these datasets. In order to show evidence of the
theoretical results presented in Section 4, we measure the mean square error (MSE) between the
true latent representation and the representation obtained by the VAE, and compare the true drift
coefficient µ with the estimated one. Accordingly, we measure these using the following formulas.
Llatent = 1
N
min
Q,b
N∑
t=0
||Qf˜−1(Xt) + b− Zt||22, Lµ =
1
|X |
∑
x∈X
||Qµˆ(QT (x− b), t)− µ(x, t)||22.
(19)
As in the statement of Theorem 4.1, the minimum is over all orthogonal matrices Q ∈ Rd×d and
vectors b ∈ Rd and f˜−1 is the function learned by the VAE encoder. We also use the minimizers
Q, b of Llatent to calculate Lµ, and X is the set of sampled points. All experiments with the proposed
method are repeated with 5 independent runs, and the average and standard deviation of the MSE is
reported in Table 1.
We also compare our method with two related methods, DDPAE [10] and ODE2VAE [7]. In order to
compare these, we measure the MSE between the test data and its reconstruction using each of these
methods and report the results in Table 2. We note that the comparison is primarily to confirm the
reconstruction capabilities, but does not represent the main points of learning the dynamics. Previous
works have compared the ability to learn the dynamics in videos by generating 100 runs, based on
previous test frames, and reporting the one closer in MSE to the true rest of the video. However,
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Figure 2: Comparison of image reconstruction for different autoencoders. The top row is the ground
truth, second row is the proposed method, third row is DDPAE, and fourth row is ODE2VAE. Each
sample is sampled every 8 time steps from t = 0.
Method Proposed DDPAE ODE2VAE
Ball MSE 1.67×10−2 8.12×10−3 2.65×10−2
Digit MSE 2.72×10−3 3.78×10−3 5.56×10−3
Table 2: Reconstruction errors on test sets for different methods on the Ornstein-Uhlenbeck process.
given the high randomness/stochasticity of the datasets, 100 runs would not be enough to represent
all possible future outcomes, and the results of this test would be highly affected by randomness.
For all experiments, we use a convolutional encoder-decoder architecture. The latent drift coefficient
µ is represented as a multi layer perceptron. All architecture and hyperparameter specifications
are available in the Supplemental material E along with code to generate the datasets and run the
algorithm and qualitative results. All image sizes are 64 × 64 × 3.
6.1 Stochastic Yellow Ball
For this dataset, we simulate the stochastic motion of a ball moving according to a given SDE using
the Euler-Maruyama method. Figure 2 shows an example of the movement of the balls. For many
stochastic processes, only one realization of the data is available, and we may be interested in learning
from a single realization. We consider the three SDEs described in Table 1. We train the model on
one realization of the SDE for 1000 time steps with ∆t = 0.01, and we report the errors for the
estimated parameters in Table 1. In this dataset the latent space dimension is 2, corresponding to the
x and y coordinates of the ball. The experiments suggest the proposed method is effective in learning
the underlying latent map and the original drift coefficient from the data. We demonstrate examples
of the learned latent representation and drift coefficient, for the OU process, in Figure 1. We also
consider the ability for the network to reconstruct images through the results in Table 2. While the
reconstruction error for the proposed method is greater than the DDPAE, the method additionally
provides information on the dynamics while maintaining sufficient visual quality. The ODE2VAE
assumes an ordinary differential equation instead of a SDE, which may contribute to the generation
of blurry samples.
6.2 Stochastic Red Digits
To further investigate the generative properties of the proposed method, we consider images of 2
digits from the MNIST dataset moving according to an SDE in the image plane. We again use
the Euler-Maruyama method to simulate the spatial positions of the two digits. For each digit pair,
we generate 10 trajectories of the SDE with 100 frames in each trajectory and ∆t = 0.1. In this
case, we use a 4-dimensional latent space corresponding to the x and y movement of each of the
digits. We again demonstrate the efficacy of the proposed method to uncover the latent SDE and
the drift function. We furthermore show slightly better results than the DDPAE method in terms of
image reconstruction. Finally, we again hypothesize that the stochastic nature of the data hindered
performance of the ODE2VAE method.
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Figure 3: Example interpolation between cat and duck using the Wasserstein barycenters. Samples
were generated through this interpolation method according to an SDE.
6.3 Wasserstein Interpolation
Finally, we are interested in investigating the algorithm’s efficacy on a non movement dataset by
generating a series of interpolations between two images according to their Wasserstein barycenters
[15]. The experiment aims to consider the method’s performance on a more complicated dataset
than the previous two. An example of this is in Figure 3 where we show interpolation between
two images in the COIL 20 dataset [16]. We simulate a 1-D Ornstein-Uhlenbeck process which
determines the relative weight of each image within the interpolation. We simulate 1000 images with
∆t = 0.01. The dimension of the latent space 1 in this case, corresponding to the relative weight
of each image. The results suggest the method is also efficient in recovering the SDE parameters
through data generated from an alternative process.
6.4 Information theoretic lower bounds for estimating the drift coefficient
In the results presented, the estimates for the drift coefficient µ seem to be bad. It turns out, it is
impossible to estimate µ much better, since the data itself does not have enough information to
estimate µ. For instance, the Cramer-Rao lower bound on the MSE for estimating the constant
drift for the balls dataset is 0.2, while in Table 1 we obtain an error of 1.4(±0.7). The value of 0.2
assumes we know that µ is constant and estimate µ directly, while in our framework we learn the
latent representation and estimate µ using a neural network. Moreover, the error in some runs is much
worse than others, which explains the high standard deviation. We explain how we derive this and
other information theoretic lower bounds in Supplemental Material D.
7 Discussion
In this paper we present a novel approach to learn latent SDEs using VAEs. We also show that the
presented method can recover the original latent map and the SDE coefficients up to an isometry. We
finally provide theoretical justification for the efficacy of the method.
However, there are a variety of additional avenues for expanding the method. Recently, the work
by [17] describes an extension to the framework established by [1] wherein the authors propose
a method that does not require knowledge of the intrinsic dimension. A similar approach can be
employed in this method where eigenvalues of the estimated diffusion coefficient diminish to form
a low rank matrix, indicating unnecessary components. Another extension would be to extend our
results to diffusion coefficients that do not satisfy (10).
We can also consider alternative metrics rather than the KL divergence for regularizing the increments,
such as the Fisher divergence. In other direction, we used a neural network to model the drift
coefficient. This may also be inappropriate in many situations, given its propensity to overfit to the
data, and a more practical approach may be to impose a dictionary of candidate functions, similar
to [3], to increase interpretability.
Finally, considering other types of stochastic processes, such as Lévy flights or jump processes, could
provide additional meaningful avenues for applications of the work.
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Broader Impact
While we note that our contribution is a general method, there are a variety of directions for which
the proposed method can be used or misused. Understanding governing equations for the data is a
key quest in scientific activity and our method may have an impact in this direction. In fields such as
finance or genetics, where stochastic processes are prevalent, the method could be used to uncover
underlying structure that a set of data holds. These can also be helpful in the analysis of physical and
biological dynamics, by extracting models directly from data, possibly with less data pre-processing.
On the other hand, since we are uncovering information from stochastic data, this method can also be
used to recover information that was not supposed to be available, such as uncovering attributes of
data anonymized with noise, for example.
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