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ABS TRAC T 
The determination of a radially symmetric two-dimensional function from its 
one dimensional projection is known as Abel inversion. This finds applications in 
several fields of engineering and science including astronomy, image processing, 
plasma diagnostics and optics. One radial slice of the function, which completely 
specifies the two-dimensional function, is the inverse Hankel transform of the 
Fourier Transform of the projection. With the projection data available as a 
discrete signal, the Abel inversion can be performed using the discrete Fourier 
transform and the inverse Hankel transform. The existing techniques to compute 
inverse Hankel transforms are discussed and a modification to one of those 
methods is introduced and shown to yield reasonably accurate results with 
significantly fewer calculations. The efficient fast Fourier transform is used in 
the evaluation of both the transforms. 
Experimentally obtained projection data, which is usually noisy and off­
center, is dealt with in the Fourier domain using a frequency domain filter and 
a maximum likelihood estimator derived from the assumed noise characteristics. 
The maximum likelihood estimator is used to estimate the Fourier transform of 
the properly centered data. Results of numerical experiments are given to verify 
the method. The proposed method is computationally more efficient than the 
existing curve-fitting methods for performing the Abel inversion of noisy data. 
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The reconstruction of a circularly symmetric two-dimensional function from 
a projection onto its radial axis is known as Abel inversion or inverse Abel 
transformation of the projection. Applications of the Abel inversion are found 
in numerous fields including astronomy, image processing , optics and plasma 
diagnostics[1 ,2]. One important application is the determination of the radial 
distribution of emission coefficients from the experimentally obtained radiant 
intensity of a circularly symmetric plasma. This problem arises when determining 
the thermodynamic properties of high temperature plasmas of optically thin and 
axisymmetric configurations. The measured intensity, I(x), is given in terms of 
emission coefficients, €(r), through the Abel transform [1]* 
00 
I(x) = 2 I rf(r)dr 
Jr2- x2 
(1 .1 )  
where x is  the displacement of the intensity profile and r i s  the radial distance 
of the source (Figure 1 . 1) .  J(x) is the one--dimensional projection of the two-
dimensional circularly symmetric function having €(r) as a radial s lice. Figure 
1 . 1  shows the geometry of the cross-section of an axisymmetric plasma of 








Figure 1.1. The cross-section and intensity profile of an axisymmetric plasma. 
2 
overall radius R. The inversion integral, that is the inverse Abel transform is 
given by, 
00 
e ( r) = 
- 1  I ( dl / dx) dx 
7r Jx2- r2 
r 
( 1 .2) 
which can be used to calculate the temperature of the plasma. The problem is 
to evaluate the integral in Equation 1.2 .  
In most practical applications the intensity is not available as a continuous 
function and is known only at discrete sample points. Also, the intensity data 
is found to be corrupted by noise. Several methods ranging from geometrical 
techniques to numerical methods using polynomial fits have been used to perform 
the inversion. Nestor and Olsen [3] transformed the variables according to 
r2 = v and x2 = u so that the inversion integral can be approximated by a 
simpler sum. Bockasten [4] fitted third degree polynomials to the data points 
and approximated the integral by a sum. However these methods require prior 
smoothing of the data and are not considered complete in themselves. 
Later, the least squares curve fit methods were suggested and proved to yield 
better results than the exact fit methods due to the noise in the intensity data. 
Freeman and Katz [5] approached the problem by a single curve fit to the data. 
Fourth order polynomials were found to give the best results among the trials 
using up to twelfth order polynomials. Cremers and Birkebak [6] compared 
several inversion techniques and showed that the least squares curve fitting 
3 
techniques are more favorable than the exact fit methods. Short descriptions 
of several other techniques and comparison of the above mentioned techniques 
can also be found in [6]. Shelby 17] divided the data into several intervals and 
used a least squares polynomial fit technique in each interval to smooth the 
scattered data. The inversion was then performed analytically and summed over 
the intervals to obtain emission coefficients. Maldonado et al. [8] expanded E(r) 
in a series of orthogonal polynomials and derived a method to find the expansion 
coefficients from the intensity data. 
All the above mentioned methods have several drawbacks. These methods 
had to treat the singularity in the lower limit of the integral. Handling 
the singularity posed problems in the numerical or analytical schemes. The 
smoothing techniques used are effectively a kind of lowpass filtering. When 
the inversion is performed, the spectral characteristics of the noise, of the 
desired signal and of the smoothing algorithm are not considered. That is, 
the possible problems of loss of information and distortion are neglected. Also, 
the inversion assumes symmetry of input data. The measured intensity data 
is usually symmetric about some unknown point , but not about zero of the x 
axis. That is, the data is shifted or off-center. (Throughout this report, unless 
otherwise mentioned, the word symmetry stands for symmetry about the origin 
or zero of the independent continuous variable.) With the existing techniques 
symmetrizing has to be performed by trial and error approach in the least squares 
4 
sense. This approach does not allow the best symmetric sampling point to have 
a non-integer shift from the geometrical center for a particular set of data. The 
smoothing techniques consume a large amount of computer time and the error 
propagation calculations are tedious [7]. 
The technique described in this report greatly differs from curve-fitting tech­
niques in its use of integral transforms. In Chapter II the inverse Abel transform 
for a function is shown to be equivalent to the Fourier transform followed by the 
inverse Hankel transform. There are several well known techniques for performing 
the Fourier transform. Computation of inverse Hankel transform, which is used 
in many other areas of science and engineering is also discussed in Chapter II. 
In Chapter III, the techniques to handle actual data are presented. Reduc­
tion of noise is conveniently handled in the Fourier domain using well known 
digital filters. The best symmetric point is found using an algorithm which uses 
a maximum likelihood estimator derived from the possible noise characteristics 
and certain of the Fourier transform. Numerical experiments are carried out in 





As stated in Chapter I, the inversion technique described in this chapter uses 
integral transforms. Before the integral transforms are discretized to compute the 
inversion numerically , it is necessary to see how the Abel inversion is related to 
certain integral transforms. The following derivation has appeared in published 
papers and is a special case of signal reconstruction from projections used in 
image processing and computed tomography !9]. 
First, rewrite Equation 1. 1 using r = ..j x2 + y2 and changing the integration 
variable to y so that dr = ydy I ..j x2 + y2 = ydy I r, 
00 
I(x) = 2 J e(..jx2 + y2)dy 
0 
00 
I(x) = I e( ..j x2 + y2)dy . 
- oo  
The Fourier transform of I(x) is 
00 





Using Equation 2.1 and changing to polar coordinates, 
00 211" 
FT[I(x)] = I I e(r) e-i211"prcosOrdOdr 
0 0 
00 211" 
FT[I(x) ] = I re(r)27r[ 
2




The integral in the brackets is known as the zero-order Bessel function [10], 
Jo(27rrp). Thus, 
00 
FT[I(x) ] = 271" I re(r)J0 (27rrp)dr 
0 
(2.5) 
The right hand side of this equation is known as the zero-order Fourier-Bessel or 
zero-order Hankel transform of e(r) [2]. 
Hence, 
FT[I(x) ] = HT[e(r) ] (2.6) 
e(r) = HT-1 [FT[I(x) ] ]  (2.7) 
Therefore, e(r) can be obtained from I(x) by means of Fourier and inverse Hankel 
transforms. The procedure can be written analytically in two steps as follows: 
7 
00 
G(f) = I I(x)e-i27rfzdx 
- oo 
00 




Note that the inverse Hankel transform is same as the forward transform [2]. 
Numerical Procedure 
As mentioned earlier, the intensity data, I(x), is available only at discrete 
sample points. It can be written as a sequence, I(ifl.x) ; i = 0, 1,  ... , N- 1, 
for N sample points with a uniform spacing of fl.x. Approximating the Fourier 
integral in Equation 2.8 by a summation gives 
N-1 
G(f) � L J(ifl.x)e-j27rAz/ fl.x (2.10) 
i=O 
Computing G{f) at discrete frequency points fl./ k k = 0, 1, ... ,N - 1, such 
that fl.xfl.f = 1/ N then gives 
N-1 
G(kfl.f) � L j(i)e- 2';1" = G(k) (2.11) 
i=O 
where the sequence j(i) = I(ifl.x)fl.x. Equation 2.11 is the discrete Fourier 
transform (DFT) of the intensity samples. The reader is referred to [11] and [12] 
8 
to see a complete discussion on DFT, including the periodic nature of DFT, the 
effect of under sampling and the relationship with the Fourier transform. 
The principal advantage of using the DFT is the existence of fast algorithms 
to compute the DFT. The algorithms are generally classified as fast Fourier 
transform (FFT) algorithms. While a direct evaluation of the DFT requires in 
the order of N2 complex additions and multiplications, the FFT requires in the 
order of (N /2)log2N complex operations [12]. Note that N must be an even 
integer which can be written as a power of two. Several FFT algorithms have 
been proposed and implemented both in the form of hardware and software. In 
this report the algorithm known as the Radix-2 FFT method is used to compute 
the DFT. 
Note that since i(i) is a real and symmetric (even) sequence, so is the DFT 
G(k) [12]. Thus, it is now required to perform the Hankel transform operation 
on the obtained real sequence G(k). Due to symmetry, only N/2 points of the 
DFT will be required. 
The computation of the Hankel transform or its inverse is of interest in a 
wide variety of disciplines in engineering and physics. Several interesting methods 
have been proposed to perform the Hankel transform efficiently and accurately. 
The importance of those methods can be appreciated once we try to perform the 
transform in a direct manner. 
If the sampling in x, I and r is such that x = A.xi, I= A.lk and r = A.rl 
9 
00 
then the integral 27r J G(f)!Jo(27rrf)df can be approximated by a sum as 
0 
N/2-1 
f(Arl) = 21r L G(6fk)6fkJo(27rArl6fk)6f . (2.12) 
k=O 
vVith 6x6f = 1/N and 6f6r = 1/N (i.e. 6r =Ax), Equation 2.12 becomes 
i(l) 271" 
N /2-l " 21rlk 
N2(6x)2 (; G(k)kJo( N 
where €{l) = f(Arl) and G(k) G(6fk). 
(2.13) 
It is easily seen that the evaluation of the Hankel transform by direct 
discretization involves calculation of zero-order Bessel functions for various argu-
ments. The Bessel functions can be calculated using polynomial approximations 
given by Abramovitz and Stegun [10]. If several sets of data are to be processed 
the Bessel functions can be calculated and stored in a look-up table. However, 
about M2 multiplications and M2 additions are still required for an M-point 
Hankel transform routine. 
The early methods proposed by Brunol and Chavel [13] and Oppenheim et 
al. [14] require arithmetic operations in the order of M2 along with extensive 
storage requirements or numerous function evaluations. However, the method 
proposed in [14] uses the projection slice theorem and is the basis for recently 
proposed faster techniques. 
Siegman [15], who presented the first quasi-fast algorithm, changed the 
10 
variable within the integral to obtain the form of a convolution integral that can 
be evaluated using efficient FFT's. The variables are transformed into f = foeOt.u 
and r = r0e01.v. It is easily seen that the method requires exponential sampling 
of the input and output and also certain end correction term may be required to 
obtain an accurate result [15]. 
Another approach, proposed by Mook [16], uses a square-root grid sampling 
of the input to compute the Abel transform by a convolution integral followed 
by an FFT to obtain Hankel transform. The methods described by Siegman and 
Mook can not be used for our application because of the non-uniform sampling 
requirements. 
Another method proposed by Murphy and Gallager [17] uses two-dimensional 
FFT's to compute the Hankel transform. If the input is a circularly symmetric 
two-dimensional function with one radial slice being G(f), then the input matrix 
can be partitioned into smaller processing blocks by two-dimensional extension 
of the one-dimensional FFT butterflies. However this method is also not suitable 
for our application due to the two-dimensional requirements on input and output. 
Another common procedure is to expand the Bessel functions asymptotically in 
terms of trigonometric functions and to exploit the efficiency of the FFT [14,17], 
the solutions however are only asymptotic. That is, the solution will not be 
correct for smaller arguments, but for larger arguments. 
A novel technique for performing the Hankel transform, known as Fourier 
11 
selection summation (FSS) algorithm, has been proposed by Candel [18]. The 
FSS algorithm uses a 2M-point FFT followed by M2 additions to perform an 
M-point Hankel transform routine. Candel's algorithm uses uniform sampling 
and is both accurate and relatively fast. A description of the FSS algorithm is 
given here followed by a modification to the algorithm to increase the speed at 
the expense of accuracy. 
The function G(f) is not defined on the negative f axis (see Equation 2.9). 
If G(-f) = -G(f) then the function JG(f) will be an even function. This allows 
the integral in Equation 2.9 to be expressed as 
00 
e(r) = 1r I JG(f)Jo (27rrf)df (2.14) 
-00 
The zero-order Bessel function can be expressed by a finite integral [19] as 
With this representation, 
+1 1 I e-jat Jo(a) = - dt 
7r v1- t2 -1 




-00 - 1 
(2.15) 
(2.16) 
Substituting t = cosO (t varies from -1 to +1) and interchanging the order of 
integration results in 
12 
"' 00 
f(r) = J J JG(f)e-j211'frcos8djd(J . 
0 - oo  
( 2. 17) 
If the Fourier transform of fG(f) is 4>(�), then the Equation 2 .17  can be written 
as 
fr/2 
f(r) = 2 J </>(rcosfi)dfi 
0 
( 2 . 18) 
where the symmetry in � domain makes it possible to change the the integration 
limits from 0 to 1r to 0 to 1r /2. 
It is required to perform the Fourier transform of fG(f) and the integration 
in Equation 2 . 18. To obtain an M-point Hankel transform (M = N /2), the first 
step can be performed by a 2M-point real FFT on kG(k), 
N-1 
¢(m) I: G(k)ke -;2Nkm m= 0, 1, . . . , N  . ( 2. 19) 
k=O 
Note that the function fG(f) is an even function and the discrete sample 
values for k = N /2 + 1 to N correspond to the negative values of f. That 
is, (N- k)G(N- k) = kG(k) ; k = o, 1, . . .  , N/2 .  Also, 
( 2.20) 
where .Q.� is the sampling interval in the� domain. Then the integral in Equation 
2 . 18 can be approximated by a rectangular rule integration 
13 
S/2-1 
t:(r) = 2 L </>(rcos8n)fl8 (2.21) 
n=O 
where the integration interval is divided into S /2 small intervals of flO each 
so that On = 1rnjS and flO= 1rjS. Usually, S =2M= N. Because¢(�) 
is known only at integer sample points, the evaluation of  the sum given by 
Equation 2.21 involves an interpolation problem. A simple efficient procedure 
is nearest neighbor interpolation. That is, for a particular r the rcos8n values 
are approximated to its nearest integer values. The procedure can be given by 
Equations 2.22 and 2.23. A geometrical representation is shown in Figure 2.1 for 
the case of S = M = N /2 = 16 and l = 8 where 
d( n, l) = lcos(On) + 0.5 n = 0, 1, ... , S /2 - 1 
S/2 
€( l) = 
2; L �( int[d( n, l)])(fl/)2 
n=O 
l = 0,1, ... ,M - 1  
and where int[.] represents the integer operation. 
(2.22) 
(2.23) 
Although a linear interpolation approach to evaluate the integral in Equation 
2.18 may give more accurate results, examples are presented in Chapter IV 
that show the overall mean square error in the Abel inversion computed with 
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Figure 2.1. Geometric representation of the nearest neighbor interpolation. 
� 
within acceptable accuracy limits. The integer values representing rcosOn can be 
precomputed and stored in a look-up table to increase computational efficiency, 
particularly when several sets of data are processed. So the number of arithmetic 
operations to compute an M-point Hankel transform will then be equivalent to 
a 2M-point real FFT plus 2M multiplications and M2 additions. 
Although this technique is faster than the Direct method, it still can not be 
considered as a fast Hankel transform algorithm because it requires M2 additions. 
This large number of additions occurs when evaluating the integral in Equation 
2 . 18. Each Hankel transform estimate, €(1), requires M = S /2 additions to 
calculate that integral using l Fourier components, ¢(k) ; k = O,l, . . . ,l. One 
possible way of reducing the number of additions is to set S = 21 so that each 
Hankel transform estimat�, €(1), requires 1 additions to compute the integral 
using 1 Fourier components. The procedure can be given by Equations 2 .24 and 
2.25 where 
l 
d(n, l) = lcos(On) + 0.5 n = 0, 1,  ... , l  




If the integer values of d( n, 1) are stored in a look-up table, the number 
of additions required to calculate the integral will be M2 /2. Also, the storage 
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requirements will be reduced to M2 /2. This approach will be referred to as 
modified Fourier selection summation (MFSS) algorithm. 
In the MFSS method the integration step size, 60, gradually decreases from 
lower order estimates to the higher order ones. Hence, it may be expected that 
the lower order components are less accurate than the estimates obtained by the 
FSS technique. However, the nearest neighbor interpolation is used in both the 
FSS and the MFSS method and the accuracy can not solely be determined by 
the integration step size. In Chapter IV experiments comparing the Direct, the 
FSS and the MFSS approaches are carried out. 
Another technique, again proposed by Candel [20], uses the FSS algorithm 
and the asymptotic expansion of the Bessel function. The asymptotic expansion 
of the zero-order Bessel function in terms of trigonometric functions can be found 
in Abramovitz and Stegun [9]. This allows the computation of higher order 
components of the Hankel transform by the FFT. To obtain higher accuracy, more 
trigonometric functions can be included in the asymptotic expansion, which will 
result in more FFT's. However, the lower order components are still computed by 
the FSS algorithm and because of this the method is called the Dual algorithm. 
The transition from the FSS estimation to asymptotic evaluation can occur at 
some l = L where an acceptable error criterion is satisfied. Candel gives an 
empirical value for L at which the asymptotic Hankel transform will converge 
to the exact transform within a small amount of error. With the first order 
17 
asymptotic expansion, which requires one 2M-point FFT, the usual values for L 
are around 25. It is suggested that a second order approximation, which requires 
two 2M-point FFT's , compares better over the first order approximation and 
the value for L is also slightly greater than 10 for well behaved functions. Tables 
2 . 1  and 2.2 show that up to M = 256 the MFSS method compares better in 
terms of arithmetic operations over the Dual algorithm with a second order 
asymptotic approximation. In our practical application of the Abel inversion, a 
128-point Hankel transform need be performed so it can be performed with less 
computational efforts by the MFSS technique. 
18 
Table 2.1. Computational complexity for an M-point Hankel transform. 
Method Multiplications Additions 
Direct M2 M2 
FSS 6M + 2Mlog2M 10M+ 3Mlog2M + M2 
MFSS 6M +2Mlog2M 10M+ 3Mlog2M + M2 /2 
Dual 18M+ 8Mlog2 (2M) 14M+ 12Mlog2(2M) + 3Mlog2M + LM 
Table 2.2. Computational complexity for 128 and 256 point Hankel transforms 
(1=12). 
Direct FSS MFSS Dual 
M= 128 Multiplications 16384 2560 2560 10496 
Additions 16384 20352 12160 18304 
M= 256 Multiplications 65536 5632 5632 23040 
Additions 65536 74240 41472 40448 
19 
CHAPTER III 
INVERSION OF NOISY DATA 
In the application of determining the thermodynamic properties of plasma, 
the radiant intensity is imaged, digitized and stored in as a 512 by 240 array of 16-
bit integers. A dedicated digital image processor is used to handle these digitized 
images where each column in the array corresponds to one set of intensity data 
[21]. Figure 3.1 shows a typical measured intensity profile from a laser sustained 
argon plasma. The data clearly is corrupted with noise and off-center. For the 
technique described in Chapter II the input data must be symmetric and it is not 
known how the algorithm behaves for noisy data. The reduction of noise may be 
handled by a properly designed frequency domain filter. It is also necessary to 
determine the point about which the data is symmetric since the input data is 
required to be symmetric about origin. 
A frequency domain filter can easily be justified and conveniently imple­
mented since the inversion is performed through Fourier domain. To design 
the filter the input noise has to be modeled and also the resulting output 
characteristics for that model have to be predicted. A detailed study of the 
effects of input noise in the Abel inversion is given by Smith [22]. In [22], the 
input noise is assumed to be a zero mean, wide sense stationary, bandlimited 
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The output noise characteristics are shown to be nonstationary and the variance 
of the output noise is shown to be proportional to the cube of the bandwidth 
and inversely proportional to the radial displacement r. A lowpass filter having 
as narrow a passband bandwidth as possible is desired since the output noise 
variance depends on the cube of the bandwidth. In general the input function 
has most of its energy in the low frequency range so the bandwidth can be 
small. However, the filtering should not introduce distortion of the desired signal. 
Therefore, the selection of the passband edge frequency for the lowpass filter to 
be used will depend on the input function's frequency characteristics . In Chapter 
IV numerical examples are used to determine how to select the passband edge 
frequencies. 
Once the filter passband edge frequency is determined for the filter, we still 
have choices on the kind of filter to be used. A simple lowpass Butterworth 
filter is suggested by Gonzalez [23]. The filter transfer function is multiplied 
by the DFT of the input, where the DFT is obtained without zero-padding the 
input. Note that zero-padding the input is usually carried out to avoid circular 
convolution when the convolution is performed by DFT's. This Butterworth 
filter is very useful when the spectrum of the desired signal falls off rapidly and 
when most of its energy is within the passband. The experiments in Chapter 
IV show that this filter is useful for Gaussian type input functions and does not 
present any circular convolution problems. The Nth order Butterworth filter 
22 
transfer function proposed by Gonzalez is given by [23], 
(3.1) 
The passband bandwidth is varied by varying fc· The frequency response of a 
fifth order Butterworth filter is shown in Figure 3.2 where the frequency sample 
point 127 corresponds to the Nyquist or the fold-over frequency. Note that this 
function is the magnitude squared function of the generally used Butterworth 
filters . 
Standard finite impulse response (FIR) filters can be designed using various 
techniques and easily applied in our application. One useful, simple way of 
designing an FIR filter is to use the windowing techniques. Design of a lowpass 
FIR filter using windowing can easily be carried out as described in [12]. 
Experiments in Chapter IV use filters designed using a Blackman window. A 
typical frequency response of the FIR filter obtained using the Blackman window 
is shown in Figure 3.3 (Nyquist frequency corresponds to the sample point 127 
so fc is again 32). 
More sophisticated FIR filters could be obtained by computer aided design 
and several commercial software packages are available for this purpose. A 
frequency selective filter with an equiripple approximation can be designed by 
the software package described in 124]. The filter length and stopband and 
















0 25 50 75 100 125 150 
Frequency sample points 
















0 25 50 75 100 125 150 
Frequency sample points 
Figure 3.3. FIR Blackman windowed filter magnitude response (passband edge 
frequency = 0.125, filter length = 43) . 
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impulse response for the desired filter. The term "optimal" is used as the 
frequency samples are adjusted to improve the filter frequency response by 
minimizing the maximum deviation between the filter frequency response and 
the desired frequency response. The optimization uses linear programming 
techniques, specifically a. procedure known as the Remez exchange algorithm, 
and the resulting frequency response has equal ripples of uniform amplitude 
in the passband and stopband. The design with a narrower transition-band 
will consume more computational time and will not produce better stopband 
attenuation as in the case of a wide transition-band design. A typical frequency 
response of the optimal filter used in our applications is shown in Figure 3.4. This 
filter has a passband between 0.0 and 0.115 and a stopband between 0.135 and 
0.5, where the frequencies are specified in terms of the fraction of the sampling 
frequency. The filter length was selected to be 43. 
Optimal filters are generally preferred over the other filters mentioned 
above. Most of the experiments carried out in Chapter IV use the optimal 
filters. The Butterworth filter and the FIR filter designed using the Blackman 
window are easily obtainable and some other experiments in Chapter IV show the 
applicability of those filters. Zero-padding was employed with all the FIR filters 
to guarantee that there would be no undesirable circular convolution effects. 
Once the filtered DFT is obtained the DFT of the symmetrized data need to 
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Figure 3.4. FIR optimal filter magnitude response. 
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The estimation of the shift of the intensity profile from the geometrical center 
is carried out after the lowpass filtering to avoid any effect on the estimate by 
unsymmetrical high frequency components. Some important properties of the 
DFT can be used along with assumed noise characteristics to estimate the shift 
of the input intensity profile from the geometrical center [25]. As stated earlier , 
the input data is shifted and corrupted with noise. Therefore, an input sequence 
obtained from the actual observed intensity image can be written as, 
j n ( i) = j ( i + Ll i) + tJ ( i) i = o, 1, ... , N 1 (3 .2) 
where Lli is the unknown shift and t](i) is the sequence corresponding to the 
noise. It is now required to extract the sequence I(i) from In (i). The DFT of 
this sequence is [12], 
Gn(k) = G(k)ef� + fl(k) (3.3) 
where fl(k) is the DFT of the noise sequence and Equation 3.3 is written using 
the DFT shift theorem which can be shown to be valid for non-integer values 
of Lli also (see Appendix A) [25]. The required information I(i) is real and 
symmetric (even) and so is the DFT G(k). Therefore, the imaginary part of the 
DFT of the properly centered data should totally correspond to the noise. H the 
real and imaginary parts of Gn(k) are given by GR(k) and G1(k) and those of 
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N(k) are given by NR(k) and N1(k), then 
(3.4) 
To obtain this, Equation 3.3 is multiplied by e-i �. Then, assuming station-
ary noise, the shift applied to N1(k) can be ignored and Equation 3.4 results. 
Note that the lowpass filtering will not completely eliminate the noise. 
The noise is assumed to be a zero-mean, Gaussian random process. The 
imaginary part of the DFT of the noise sequence can be considered to be a linear 
transformation of Ti(i). Then the joint probability function for an ensemble of 
uncorrelated ih(k) ; k = O,l, . .. ,N/2 -1 is written as [26] 




where C and u are constants. Then the probability of N1(k) given the shift �i 
can be written using the substitution given by Equation 2.4 as follows: 
N/2-1 
p(JJI/�i) = Cexp{- L [GI(k)cos(27rk�i/N)-GR(k)sin(27rk�i/N)J2ju2} 
k=O 
(3.6) 
The maximum likelihood estimator can be derived by maximizing this 
function [25]. Differentiating with respect to �i results in an expression, 
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N/2-1 
L {[G�(k)- GJ{k)Jsina- 2GR(k)GI(k)cosa}k = 0 (3.7) 
k=O 
where a =  (47rkl:l.i)JN. 
The solution for fl.i satisfying Equation 3. 7 can not be written explicitly 
and can be obtained by an iterative technique (see Appendix B). However, to 
arrive at a quick solution the beginning value for the iterative procedure should 
be as close as possible to the exact value. A tentative beginning value for fl.i can 
be obtained by considering a noise-free situation. If the input data is noise-free 
then the phase of the Fourier transform will give the amount of shift as given 
by Equation 3.3. This value will vary for each discrete sample frequency point 
in the noisy case and any non-zero value may be suitable for a beginning fl.i to 
the iterative procedure. A range of fl.i is first detected so that the summation in 
Equation 3. 7 changes its sign with in the interval. Then the interval is narrowed 
down by successive approximation to an acceptable small value. The mid-point 
of that interval is chosen as the best suitable value for fl.i. The steps involved in 
this procedure are given in Appendix B. The experiments in Chapter IV indicate 
that this technique works very well. 
For noise which is not Gaussian the shift determined by the technique above 
is no longer a maximum likelihood estimator. However, the technique is still 
effective for determining the shift in that case. 
Once the best suitable fl.i is found, the DFT shift theorem can be used 
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to find the DFT of the symmetrized data. A small amount of imaginary part 
information may still be left. This represents the spectrum of the noise remaining 
after filtering and is useful in evaluating the accuracy of the inverted result. The 
Hankel transform of the real part is computed to obtain e(l). 
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CHA PTER IV 
NUMERICAL EXPERIMENTS 
Experiments have been carried out in two parts. The first part deals with the 
noise-free data and mainly compares the accuracy and computational complexity 
of Abel inversions performed with different Hankel transform routines. A table of 
Abel transforms for various functions is given by Bracewell [10]. Two functions 
are selected, properly sampled, and Abel inverted to compare with the tabulated 
inversions. In the second part of the experiments, the input data is corrupted 
with generated noise, shifted and inverted to see the effect of filtering and the 
symmetrizing routine. 
Before proceeding to the results of the experiments it is necessary to examine 
certain details involved in implementing the procedure described in Chapter II. 
When evaluating the sum in Equation 2.13 the important de value G(O) becomes 
ineffective as it is multiplied by k = 0. The function G(/) is represented by 
rectangles with base of unit length (= D.!) and height G(k) centred at each k as 
shown in Figure 4.1. The first rectangle actually has width 0.5 and is centered at 
k = 0.25. Therefore, the value of kG(k) corresponding to k = 0 can be replaced 
by (0.5)(0.25)0(0) so that the de value becomes effective. Similar precautions 
must be taken in performing the FFT in Equation 2.19. In this case kG(k) for 
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Figure 4.1. Discrete rectangular approximation of a continuous function. 
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Experiments with Noise-Free Data 
The first theoretical data set is a sequence obtained by sampling a Gaussian 
function defined as follows. 
i=0, 1, ... , 128 (4. 1a) 
The Abel inversion of J1 (i) with an even extension in negative i axis is theoreti-
cally given by [ 10], 
€. (l) = _1 _ e -(l/10)2 1 
10y'7r 
l = 0, 1, ... , 128 (4. 1b) 
Figure 4.2 shows the first 64 significant points of 11 ( i) (only the positive 
axis is shown since the sequence is symmetric.). The sequences are Abel inverted 
with the Direct , FSS and MFSS Hankel transform routines. The inversions are 
plotted with the exact transforms given by Equation 4. 1a and shown in Figures 
4.3a, 4.3b and 4c. The mean squared error (MSE) values for various inversions 
are very small. Also, the mean squared error for the inversion with the MFSS 
Hankel transform routine is comparable with that of the inversions with a Direct 
or FSS Hankel transform routines. The first significant 64 points are only shown 
in figures for clarity. 
Although most practical functions are similar to the Gaussian function and 




0 20 40 60 80 








e> o-o o computed 
-- exact 
MSE=l.046E-08 


















0.00�'--------�------����a=��------� 0 20 40 60 80 
Figure 4.3. Inversion of Il(i). a. Using the Direct Hankel transform routine; 
b. Using the MFSS Hankel transform routine; c. Using the MFSS Hankel 
transform routine 
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well in the numerical procedure. These functions are of less practical importance, 
but later it is shown that they can be used in determining filter specifications 
for noisy data. One good example of this kind of function is a semi-ellipse, for 
which the exact inversion is a pill box function. The pair is defined by, 
f2 (l) = 
{ �.0125 
i = 0, 1, ... , 40 
i = 41, 42, ... , 128 
i = 0, 1, ... , 40 
i = 41 ,  42, ... , 128 
(4.3a) 
(4.3b) 
The input data profile f2(i) is shown m Figure 4.4. The results of the 
experiments are shown in Figures 4.5a, 4.5b and 4.5c. The ripples in the 
numerical inversion are caused by the well known Gibbs phenomena [12]. The 
number of terms required to guarantee convergence of the Fourier-Bessel series 
for the pill box function is large. A higher sampling rate in the intensity domain 
will give more high frequency information, and this, in turn, may produce a 
better inversion. It is interesting to note that the error produced by the inversion 
with a Direct Hankel transform routine is regular, in the sense that the ripple 
amplitudes gradually increase toward the discontinuity, and also reach the peak 
at the discontinuity point. Another important observation is that the FSS and 
the MFSS Hankel transform routines inject random errors which may mainly be 
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Figure 4 .5. Inversion of i2 (i) . a. Using the Direct Hankel transform routine; 
b. Using the MFSS  Hankel transform routine; c. Using the MFSS Hankel 
transform routine 
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lower order components are fairly accurate in the inversions using the FSS and 
the MFSS algorithms, and this, in turn, suggests that the Dual algorithm [20] 
may well be suited to perform the Hankel transform in this case. 
The mean squared error values of the results of the experiments carried out 
are summarized in Table 4.1. When the mean squared error values for various 
experiments and the computational complexity given in Table 2.1 and 2.2 are 
considered, the MFSS algorithm seems to be a reasonable choice. Practical 
situations, mostly, require inversions of intensity profiles similar to Gaussian 
functions and, as we see in the experiments, the MFSS gives good results for 
those cases. If we use a computer which takes twice the time to multiply as it 
does to add, a 128-point MFSS Hankel transform routine will be approximately 
three times faster than the Direct Hankel transform routine. 
Table 4.1. Comparison of Abel inversions in terms of accuracy. 
Mean Squared Error (MSE) 
Input Direct FSS MFSS 
jl (i) 1.046E-08 1.254E-08 1.540E-08 
i2(i) 1.852E-03 4.209E-03 2.583E-03 
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Experiments with Noisy Data 
The second part of the experiments is to see the behavior of the inversion 
of noisy data using the filtering and symmetrizing methods described in Chapter 
III. Experiments require a random noise sequence with a Gaussian probability 
density function. Two sets of zero mean random numbers are generated and 
are used to generate another set of random numbers with a Gaussian density 
function. This procedure is given in detail in [27]. Then, the generated numbers 
are attenuated to give a random sequence with a desired variance. A random 
sequence with a variance of 0.001 and a length of 256 was added term by term 
to the sequence f 1 ( i) and shifted by two integer sample points to produce a new 
sequence f n 1 ( i). Also, the sequence was zero padded so that the filtering by 
DFT's produce a linear convolution filtering. The generated noisy data profile is 
shown in Figure 4.6. 






0.0 to 0.1150 
0.0 to 0 .0525 
0.0 to 0.0215 
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Stopband 
0.1350 to 0.5 
0.0725 to 0.5 
0.0415 to 0.5 
Three optimal filters are chosen and their desired frequency characteristics 
are shown in Table 4.2. The mid-points of the transition-bands are chosen to be 
0.125, 0.0625 and 0.03125 for Filter 1, Filter 2 and Filter 3 respectively. Note 
that the frequency is given in terms of the fraction of the sampling frequency 
and a passband of 0.0 to 0.5 designates an allpass filter. 
The experiments in this part use the MFSS algorithm to compute the Hankel 
transform. First lnl (i) is inverted without filtering or symmetrizing and the 
outcome is shown in Figure 4.7. Then the inversion incorporating the filtering and 
symmetrizing procedures was performed on the data with Filter 1 and the result 
is shown in Figure 4.8. Figures 4.9 and 4.10 show the inverted data profiles which 
used Filter 2 and Filter 3 respectively. The inversion with Filter 1 does not reduce 
much of the noise and the inversion with Filter 2, which has narrower passband 
bandwidth, gives better results. However, when the bandwidth is further reduced 
(Filter 3) the attenuation of the desired information occurs. The distortion can 
be observed in Figure 4.10. Filter 2 appears to be the most suitable filter for the 
inversion of the theoretical data set, in 1 ( i). 
The optimal filters are not always easily designed and are usually obtained 
using commercially available software packages. To show the applicability of the 
easily designed filters, two other lowpass filters, namely the Butterworth filter 
(fifth order, fc = 16) as described in Chapter III and a Blackman windowed FIR 






0 . 0 +------JV :\A�---
-o.s�--��--��-+�----4-�--��--��--�---
o 50 100 150 200 250 300 








I I 11 I 1 I 
I (') 
I 
) o-G o-G o computed 
--- exact 
-0.02+-----------+----------�--�----�--------� 0 20 40 60 80 
l 
Figure 4 .7. Inversion of lni(i) without filtering or symmetrizing. 
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Figure 4.10. Inversion of ln1 using Filter 3. 
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Figure 4.11. Inversion of fn1 (i). a. Using Butterworth filter; b. Using Blackman 
windowed FIR filter 
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and llb. Note that the Butterworth filter is applied to the data set which is not 
zero-padded. The optimal filter performs slightly better than both these filters 
(Figure 4.8). However, the differences are small and the Butterworth filter has 
an advantage of processing the data without zero-padding. The availability of 
filter design software, the computational speed, required accuracy and the above 
results can be combined to select a proper filter for actual data. 
The sequence ln1(i) had most of its energy in the low frequency range 
and the application of a narrow passband lowpass filter was possible (Filter 2). 
However, the following experiments show the difficulties encountered in selecting 
the bandwidth for certain kind of input sequences. 
The sequence i 2 ( i) and the generated noise sequence are added term by term 
to generate another set of noisy data 1n2(i). The generated noisy data profile, 
ln2(i), is shown in Figure 4 .12. The inversions shown in F igures 4. 13, 4 .14 and 
4.15 are obtained using Filter 1, Filter 2 and Filter 3 respectively. Filter 1 does 
not reduce the noise to a satisfactory level. Also, the effect of Gibbs phenomena is 
more pronounced due to the removal of the high frequency information. Although 
the filters with narrower passband bandwidth (Filter 2 and Filter 3) reduce the 
noise, the output clearly is distorted. This inversion exemplifies the trade-offs 
in selecting filter bandwidth. F ilter 1 seems preferable in this case because the 
distortion is not desirable in most cases. Fortunately, sequences like i2(i) are 
rare in reality. 
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Figure 4.15. Inversion of in2 (i) using Filter 3. 
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CHAPTER V 
SUMMARY AND CONCLUSIONS 
A new method has been developed for the Abel inversion of measured 
intensity data in the presence of noise. The Abel inversion or the inverse Abel 
transform is performed by the Fourier transform followed by the inverse Hankel 
transform. The efficiency of the well known FFT is exploited in the evaluation of 
both the Fourier and inverse Hankel transforms. The experimental intensity data 
is usually noisy and off-center. This fast technique is made applicable to noisy 
data by frequency domain filtering and a maximum likelihood estimator derived 
from the assumed noise characteristics. Results of several numerical experiments 
have been presented to determine filter specifications for practical data. 
The proposed method has a number of advantages over the existing curve-fit 
techniques. Curve-fitting methods neither considered the spectral characteristics 
of the noise and the desired information, nor addressed the problem of sym­
metrizing as clearly as described in Chapter III. 
The principal advantage of the proposed method is its computational 
efficiency. For instance, the inversion of 512 sets of 240-point data consumed 
about eight minutes of CPU time when processed by this method in contrast 
to a 20 hour CPU time required for a curve-fit inversion using the method 
described in !7]. The data analysis was carried out in a Masscomp MCSOO 
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Micro Supercomputer. The symmetrizing procedure generally consumed about 
five to seven iterations for each set of data. Contour plots of the intensity and 
the emission coefficient images are given in Figure 5.1 and Figure 5.2. If the 
data analysis program is implemented in faster computers incorporating data 
acquisition systems, the Abel inverted images may be obtained on-line from 
digitized intensity images. 
Further research should be carried out to extend this method to perform 
asymmetrical Abel inversions since asymmetrical inversions are also of interest 
to the experimentalists [8J. Recently a method described by Hansen and Law [28] 
was introduced which claims to be more efficient than the curve-fit techniques. 
In [28] , the inverse Abel transform integral is approximated by a state variable 
model to compute the inversion recursively and the noise is handled by space 
domain Kalman filtering. However the symmetrizing problem is not addressed 
and a first hand look at the computational complexity suggests that the integral 
transform approach may be more efficient. The accuracy and the computational 
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DFT SHIF T THEOREM FOR NON-INTEGER SHIFTS 
Consider a periodic, bandlimited function x(t) with a period tp so that 
x(t) = x(t + itp) · If the function is sampled at N points with a sampling interval 
T = tpjN, then x(nT) can be expressed by a complex Fourier series. 




n = 0, 1, . . . , N  - 1  
A ( ) 1 """' j 2-.r mn x n = N L- Cm 
e N ; n = 0, 1, . . .  , N  - 1  
m=O 
which is the discrete Fourier series of x(n) = x(nT) as given in [12]. 
Suppose x8 (t) is obtained by shifting x(t) so that x8 (t) = x(t + At) . If x8 (t) 
is sampled in the same manner as for x(t) , x8 (nT) also can be expressed by a 
Fourier series as 
N-1 1 """' · 2w m ( n+ .O. n) x8 (nT) = N L- Cm 
e3 N ; n = 0, 1, . . .  , N  - 1  
m=O 
where An = AtjT. The DFT of x8 (nT) , Xs(k) , is given by, 
N-1 
X8(k) = L X8 (nT)e-i � 
n=O 
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k = 0, 1, . . .  , N - 1 . 
Using the discrete Fourier series, 
From ! 12] , 
So, 
N - 1  N - 1  
X,(k) = L { � L Cm e{hrm(N+An) }e-j 2"J" 
n=O m=O 
N - 1  N- 1 
X� (k) L { 1 L j 2" n(m-k) C } j 21fm./:> n s = - e N m e --e--N n=O m=O 
N - 1  
{ 
1 L · 2,. n(m-k) 1 - e' N = N 0 n=O 
m = k 
m 1= k 
In [12] ,  it is shown that the Fourier series coefficients Ck are nothing but the 




ITERATIVE PROCEDURE T O  FIND THE SHIFT 
1 .  Compute the DFT, GR (k) + jG1 (k), of the input sequence i(i). 
3. Set t 1  = o: ; t2 = o: ; ts = o: .  
4 .  Set t1 = t 1  - 0.5 ; ta = ts + 0.5. 
5 .  Compute 
N- 1 
s1 = 2: { [G� (k) - Gj {k)Jsin(2t tk) - 2G� (k)Gj (k)cos(2t 1k)}k 
k=O 
N- 1 
Sa = L { [G� (k) - Gj {k)]sin(2tsk) - 2G� (k)Gj (k)cos(2t3k)}k 
k=O 
sign = S1 x Sa 
6. If sign > 0 .0 then go to step 4 .  
7 .  Compute 
N-1 
82 = L { [Gjz (k) G1 {k)]sin(2t2k) - 2GJz (k)Gj (k)cos(2t2k)}k 
k=O 
sign = S1 x S2 . 
8 .  If sign > 0.0 then go to step 10. 
9. Set ts = t2 ; go to step 11 .  
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11. Set t2 = (h + ta)/2 ; 6 = ta - tl .  
12 .  If 6 > 10-4 then go to step 7. 
13. Shift = lli = �!? .  
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