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ABSTRACT 
The numerical construction of Householder's matrices 
of the form I -  2wwH is known tO be a problem with 
two distinct solutions; more precisely, the actual con- 
struction of such a matrix in a given context involves 
a choice of sign, and it is widely believed that only 
one alternative is correct, the other one leading to 
possible numerical unstabilities. This paper shows 
that the numerical stability of the process depends 
not on the chosen sign itself but only on the im- 
plementation of the actual computations; a well-con- 
ditioned approach for the non-classical case is present- 
ed and illustrated by a numerical example. Both signs 
are thus equally correct and there seems to be no 
reason at all why a specific sign should be prefered 
to the other. 
1. INTRODUCTION 
The dementary unitary hermitian matrices of the 
form I -2ww H are an essential tool of the modern 
linear algebra; for example, the tridi/tgonalization f 
an hermitian matrix and the reduction of a general 
matrix to upper triangular form may be very efficient- 
ly performed by a sequence of transformations u ing 
such matrices isee [1 ] and [2 ]). As it is well known, 
the corresponding algorithms require, at every dement- 
ary step, the construction of a well-suited Househol- 
der's matrix P; more precisely', premultiplication by
P of a given vector x of order n must leave the first 
r -  1 components o fx  unchanged but create zeros in 
. . . . . • 
the last n-jr posmons. It ts easy to see tha~ it is no 
loss of generality to assume r= I" (see [1] p. 153) and 
that the problem to consider Can be formulated as 
follows : 
Given a vector x of order n, find an elementary unitary 
hermitian matrix P of the form I -2ww H such that 
PX = Xe I (1) 
where e I denotes the first column of the identity 
matrix I. 
2. MATHEMATICAL ANALYSIS 
If the given vector x is already a scalar multiple of el, 
i. e. i fx  = ~ve 1, the problem is trivial since it has, 
among others, the solution P = I which is associated 
with w = 0 and X = a. In the other cases, w = 0 does 
not yield a solution of the problem but, if 
x = (x 1, x 2 ..... Xn) T, we can proceed as follows : 
(i) The matrix P must be unitary : since the trivial 
case w = 0 is now excluded, this is achieved if and 
only i fwHw = 1; moreover the 2-norm must be 
invariant, what implies 
IIPxll = lixll 
and thus 
1),1 = Ilxll (2) 
(ii) The matrix P must be hermitian : this does not 
depend on w but implies that xHpx  = Xx 1 be real. 
Unless x I = 0, this is possible only if 
arg (X) - arg (Xl) (mod ~r) (3) 
If we let 
01 = arg (Xl), 
it follows from (2) and (3) that, in the general case, 
the relation (1) cannot be achieved unless 
), _- -+ Ilxll exp (i01) (4) 
It is then easy to check that, for both values of)% a 
solution of the problem is actually obtained if we de- 
fine 
u = x -  Xe  1 (5)  
and 
w = u (6) 
II u II 
It is also an elementary result that,in both cases, the 
matrix P = I - 2ww H is the unique solution of the 
problem, although the same matrix is generated if the 
vector w is multiplied by any complex number of 
modulus equal to one. 
Although all the remits of the next sections hold in 
the' general complex case, it will be convenient to 
assume that x is real and to restrict he discussions to 
this context. Using Wilkinson's notations (see [1] p. 
153), we have 
X = +S (8) 
u = x T- Se I = (x I T- S, x 2, x 3, .., Xn )T (9) 
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l[lull 2 = 2K 2 = S 2 ~_ Xl S (10) 
T 
P=I -  uu - - (11)  
2K 2 
3. ERROR ANALYSIS 
Most of the work has been done by Wilkinson (see 
[1] pp. 154-156) and can be summarized as follows: 
Wilkinson proved the numerical stability of the pro- 
cessifthe sign of X is chosen so that no cancellation 
may occur while computing 2K 2 and u l ; i f  x I is as- 
sumed to be positive, this implies 
X = -S (12) 
u I = x I + S (13) 
2K2= S 2 + XlS (14) 
~ addition, Wilkinson gave a numerical example ere the other choice of sign leads to a very large 
relative rror in u and P. We want now to show that 
this numerical instability is generated only by the 
practical implementation f the computations and 
can be easily avoided. 
Let us also assume x1 is positive and let us define 
s2=x 2+x 2 +. . .+x :  (15) 
It is obvious that the actual computation of s 2 will 
not be affected by any Cancellation and it follows 
that the quantity 
S - x 1 = ~s2  (16) 
S+x 1 
can also be calculated with a small relative rror pro- 
vided that the computations are performed using the 
righthand side. The numerical instability which has 
been observed by Wilkinson can therefore be avoided 
if the expression S-x I appearing in (9) and (10) is re- 
placed by its equivalent (16). More precisely, the 
second solution of the problem can be obtained 
numerically by the following sequence of computa- 
tions 
S 2 = x 2 + s 2 (17) 
s 2 
u I = _ (18) 
S+x 1 
2K 2 = _Su I (19) 
T 
P : I -  uu (20) 
2K 2 
The error analysis of this modified approach is very 
similar to Wilkinson's one; if-i, S . . . .  denote the 
calculated values of s, S . . . . .  an arithmetic with 
fl 2 ( ) mode (see [1] pp. 116-118) yields 
-2  
S 
2~ 2 
with 
2 =s (1 +n)  
: s (1 + ~) 
= u 1 (1 + ~b) 
= 2K 2 (1 + O) 
Ir/[ ~-~ (n-1)2-2t2 ~ 0.106 
[~l ~ 1.052 2 -t 
[~[ ~< 3. 107 2 -t 
101 ~< 5.16 2 -t 
Finally from 
2[Ul 12 ~<[lu II2 
we derive 
[]~ - u[[ ~ 2.20 
and 
(21) 
(22) 
(23) 
(24) 
2-t (25) 
(26) 
(27) 
(28) 
(29) 
2 -t [] u [I (30) 
[ [~-p l /2~19.12  2 -t (31) 
If the above upper bounds for the relative rror are 
compared with those of Wilkinson, it appears that they 
are roughly twice as large but that their order of mag- 
nitude is exactly the same; both choices of sign in (8), 
(9) and (10) are thus equally stable and computation- 
ally equivalent. 
4. NUMERICAL EXAMPLE 
Let us consider Wilkinson's example, namely 
x = [(0.5123)100, (0.6147)10 -3, (0.5135)10-3] T 
Using the same 4-digit decimal arithmetic with f12(), 
we have 
y2 = (0.64153834)10-6 
-~ = (0.5123)10 -3 
~1 = (0"6259)10-6 
2~2= (0.3206)10 -6 
while the true values are 
u I = (0.62613 ...)10 -6 
2K 2 = (0.32076 ...)10 -6 
It is readily verified that the inequalities (27) and (28) 
1 10-3, the corresponding hold with 2 -t replaced by -~ 
value for our 4-digit decimal arithmetic. 
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5. CONCLUSION 
It is now clear that the choice of either sign in the 
construction of Householder's matrices is completely 
irrdevant to numerical stability;however the actual 
implementation f the computations is of vital import- 
ance : in the case of  the non-classical choice, it is 
essential to perform the calculations by means of (18) 
and (19) in order to ensure low relative rrors. 
A last remark should be made : since the criterion of 
stability no longer holds, is there any argument in 
favour of a specific choice of sign ? 
It is well known that Wilkinson's choice leads to some 
kind of discontinuity : ff the components x 2, x 3 ..... x n 
of the vector x are becoming smaller and smaller, i. e. 
if the vector x is getting closer and closer to some 
multiple of e 1, we have 
lim Px=-x  le  1 - - -  lim x (32) 
s-~0 s-+0 
while the other choice of sign gives 
lira Px= x le  I = lim x (33) 
s-~0 s-~0 
Since s = 0 is associated with the trivial case x=~el ,  
which can be solved in a natural way by taking P= I 
and thus Px = x, there could be an argument of con- 
tinuity in favour of the non-classical choice. Actually 
what has been gained in continuity in the direction of 
e 1 has been lost in the orthogonal directions. More 
precisely, whichever sign is chosen, we have 
lIP-Ill 2 = 2 (34) 
Both choices are thus equally unable to achieve 
lim II P- I II 2 = 0 
s--~0 
(3s) 
and so appear to be equivalent once again. 
The final conclusion of this paper will be the con- 
jecture that no choice is better than the other one. 
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EDITOR'S COMMENT 
After the present paper had been received in its final 
version, J. FL Wilkinson informed the author that the 
basic ideas had already been presented independently 
by Professor B. N. Parlett (Siam Review 1971, voL 13, 
pp. 197-207). The numerical values of the error 
bounds and the considerations upon continuity are 
however original; moreover Parlett's paper apparently 
escaped the attention of  most scientists and it seemed 
useful to start a new attack against he myth of the 
"correct" choice of sign. 
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