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Abstract
Structure and dynamics of nanoconfined glass–forming oligomers and diblock coply-
mers (BPCs) are investigated by a combination of infrared transition moment
orientational analysis (IR–TMOA), positron annihilation lifetime spectroscopy
(PALS), grazing incidence small angle X–ray scattering (GISAXS), atomic force
microscopy (AFM), scanning electron microscopy (SEM) and broadband dielectric
spectroscopy (BDS).The oligomers probed are the van der Waals type, tris(2–
ethyhexyl)phosphate (TEHP) and the self–associating molecules of 2–ethyl–1–
hexanol (2E1H). Symmetric and asymmetric poly(styrene–b–1,4–isoprene) P(S–
b–I) are studied for the case of BCPs. The samples are confined either in one–
dimensional (1D) in form of thin films or in 2D (nanopores) geometrical con-
straints. The molecular order of TEHP in nanopores as studied by IR–TMOA
shows that about 7% of the molecules are preferentially oriented perpendicular to
the long axis of the pores due to their interaction with the pore walls. PALS results
reveal that 2E1H confined in nanopores exhibit larger free volume with respect to
the bulk. In thin films (1D), P(S–b–I) having volume fraction of isoprene blocks
fPI= 0.55 exhibits randomly oriented lamellae and their thicknesses are directly
proportional to the film thickness (dfilm). For fPI = 0.73, perpendicular cylinders
with respect to the substrate are observed for dfilm & 50 nm but they lie along
the substrate plane when dfilm . 50 nm. In AAO pores (2D) with average pore
diameter (dpore) of 150 nm, straight nanorods are formed which change to helical
structures in 18 nm pores. Molecular dynamics of 2E1H and TEHP constrained
in nanopores (2D), is influenced by the interplay between confinement and surface
e↵ects. Confinement e↵ects show up as an increase in the structural relaxation rate
with decreasing pore sizes at the vicinity of the glass transition temperature. This
is attributed to the reduced packing density of the molecules in pores as quanti-
fied by PALS results for 2E1H. Whereas the orientation and morphologies of the
domains in P(S–b–I) and the chain dynamics of isoprene chains are influenced by
the finite–size and dimensionality of confinement, the segmental motion, related
to the dynamic glass transition (DGT) of both styrene and isoprene blocks re-
mains una↵ected–in its relaxation time–within experimental accuracy. E↵ects of
nanoscale confinement on the molecular dynamics therefore depend on a num-
ber of factors: the type of molecules (polymers, low molecular liquids), interfacial
interactions and the dimensionality of the constraining geometries.
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1 Introduction
The existence of (macro)molecules having di↵erent sizes and architectures in con-
strained environment is an ubiquitous phenomenon in nature and in industrial ap-
plications. In regard to the latter, the paradigm shift toward nanotechnology was
motivated by a compelling seminal lecture by Richard Feynman entitled:“There’s
Plenty of Room at the Bottom” about six decades ago. This served as the initial
drive that led to the current trend of device miniaturization, where the studies
of nanoconfinement and hence the question of how materials’ properties change
at the nanoscale is increasingly gaining more significance. The glass transition
temperature (Tg) is the central theme in most studies of confined glass formers.
Additionally, from a fundamental view point, the concept of dynamic glass transi-
tion is still intriguing to condensed matter scientists despite decades of concerted
e↵orts by both, theoreticians and experimentalists to unravel the mechanism lead-
ing to glass formation. Puzzlingly, a glass exhibits macroscopic properties of a solid
material but microscopically, it maintains the amorphous nature of a liquid. More-
over, when formed by cooling from liquid/melt state, the transport quantities such
as viscosity, di↵usion coe cient and structural relaxation time span about 13 or-
ders of magnitude before vitrification. Theoretical predictions attribute an inherent
length–scale to the dynamic glass transition. The initial interest in the studies of
dynamics of nanoconfined glass formers was therefore driven by the need to test
this length–scale.
Consequently, knowledge of how nanoconfinement a↵ects bulk–like properties of
1
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di↵erent materials is important for both basic research and industrial applica-
tions. Di↵erent types of confinement as well as molecular structures of the investi-
gated materials are key influencing factors that should be taken into account. De-
pending on the type of confining geometries, molecules can be constrained either
in one (1D), two (2D) or three (3D) dimensions. 1D nanoconfinement is realized
in the form of supported or free standing films cast from solutions of polymeric
materials. Consequently, the motion of the polymer chains is restricted mainly in
the direction normal to the film surface where the finite film thickness serves as
a constraint. Due to the ease of sample preparation, this form of confinement for
the case of homopolymers has been widely investigated. In 2D nanoconfinement,
molecules are most often imbibed in nanoporous host matrices, whilst micelles
or nanodroplets form the 3D confined geometries. The finite–size of confinement
relative to the size and morphologies of the constrained molecules together with
their interactions with the confining geometries contribute to the overall impact
of confinement. In diblock copolymers (BCPs), there exists an additional internal
constraint imposed by the domain sizes of the microphase separated structures.
In this dissertation, structure and dynamics of confined oligomers featuring HB–
mediated transient supramolecular oligo–chains and the van der Waals type of
molecules are investigated. The complex macromolecules such as BCPs that self–
assemble to form lamellar and cylinder morphologies are also studied. Both 1D and
2D confining geometries are utilized. The aim is to address the following questions:
(i) How does external geometrical constraints influence the orientation and mor-
phologies of oligomers (TEHP, 2E1H) and diblock copolymers (P(S–b–I))?
(ii) What role does density play in determining the dynamic glass transition
(DGT) of molecules confined in nanopores?
(iii) What is the impact of internal and dimensionality of external confinement
on the DGT of styrene and isoprene blocks in P(S–b–I)?
(iv) How is the chain dynamics in 21EH and P(S–b–I) a↵ected by the external
geometrical constraints?
3This dissertation is organized as follows: Molecular self-assembly in BCPs and in
monoalcohols is briefly discussed in Chapter 2. Chapter 3 contains the theoretical
background of polymer chain dynamics and the dynamic glass transition. The de-
scription of the sample preparation and the details of the experimental techniques
are found in Chapter 4, whilst the results and discussions are presented in Chapter
5. Finally, Chapter 6 consists of the general conclusions and outlook.

2 Nanostructures by molecular
self–assembly
Persistent short range repulsive or attractive forces can lead to structural self–
organization in molecules of di↵erent architectures and sizes. For instance, di-
block copolymers (BCPs) form diverse nanostructures due to the repulsive forces
between immiscible blocks while extensive supramolecular structures mediated
by strong hydrogen bonds (HBs) exist in so–called living polymers and also in
small molecules like alcohols. The microphase separation in BCPs (bulk and con-
fined states) and the HB–mediated supramolecular structures in monoalcohols are
briefly discussed in this chapter.
2.1 Self–assembly in diblock copolymers
Due to their ability to self–assemble into diverse nanostructures with length scales
down to molecular levels, BCPs are becoming more and more relevant for ap-
plications in novel nanotechnologies. Under favourable conditions, BCPs undergo
spontaneous microphase separation through a minimisation of free energy to form
periodic nanodomains. In diblock copolymers, the immiscibility or incompatibil-
ity between two chemically distinct blocks (A–B) drives the system into a state
of minimum interaction while the covalent bonds between them ensure that they
do not separate macroscopically. The morphologies generated by this process are
controlled by the volume fraction ( ) of one of the blocks, and the product  N ,
where   is the Flory–Huggins segment–segment interaction parameter and N is
5
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the overall degree of polymerisation. Typically,   depends on temperature as [1]
  =
c1
T
+ c2 (2.1)
with the notation, c1 and c2 being constants depending on the system’s chemical
compositions. Eq. (2.1) therefore implies that an increase in temperature decreases
the values of  , a condition that favours miscibility and leads to a loss of periodic-
ity. However, if dispersive forces dominate, quenching generally increases  , leading
to a repulsion between segments. Larger values of   therefore indicate a stronger
degree of phase segregation. Consequently, BCPs remain in a disordered state if
 N ⌧1. At  N   10, the BCPs self–assemble into ordered domains with dif-
ferent morphologies depending on  . Highly asymmetric diblock copolymers with
Figure 2.1: Schematic illustration of a phase diagram for AB diblock copoly-
mers (top) showing  N as a function of  B, the volume fraction
of block B.   is the Flory–Huggins interaction parameter and N
the total degree of polymerisation of the diblock. Phase structures
modified from [2].
  ⇡ 0.2 form spheres while closely packed cylinders exist at   ⇡ 0.3 and lamellae
prevail at symmetric compositions where   ⇡ 0.5. The compositional phase space
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is nearly symmetric such that inverse spheres and cylinders can form for the associ-
ated complementary compositions [1]. Bicontinuous gyroids exist at compositional
boundaries between lamellae and cylinders (Fig. 2.1). More exotic tricontinuous
structures with monoclinic symmetry have been reported recently [3]. For most
microphase separated structures, the characteristic domain size (L0) within the
strong segregation regime is estimated by [1]:
L0 = aN
1/3 1/6 (2.2)
where a is the statistical monomer segment length. The interfacial width between
polymer blocks at the domain boundary is given by [4]:
  =  0

1 + ln 2
✓
1
 NA
+
1
 NB
◆ 
(2.3)
where  0 =
2ap
6 
is the interfacial width in the limit of infinitely long polymers.
The values of  N at the order–disorder–transition (ODT) in a real phase diagram
similar to Fig. 2.1 can be used together with Eq. (2.1) to estimate the ODT–
temperature (TODT ). For instance, using the mean field theory prediction of  N
= 10.5 at ODT for lamellar–forming BCP, the TODT is approximated by
TODT =
c1N
10.5  c2N (2.4)
2.2 Theories of microphase separation in diblock
copolymers
The initial process of microphase separation in BCPs drives the system to an en-
ergetically constrained state having higher free energy. The system therefore un-
dergoes self–structural reorganization so as to minimize unfavourable interactions.
For a diblock copolymer consisting of blocks AB, the local density fluctuations
alters the segment–segment interactions and hence the free energy. The e↵ective
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interaction parameter,  , is given by [5, 6]
  =
1
kBT

2AB  1
2
(2AA + 2BB)
 
(2.5)
with contributions from intra–and inter–block interactions denoted by, A–A (2AA),
B–B (2BB) and A–B (2AB), respectively. kB is the Boltzmann’s constant and T
the temperature in Kelvin. When   is positive, for example at lower tempera-
tures, the system decreases the free energy of interactions by reducing the number
of contacts between monomer A and B, hence favoring microphase separation.
However, this diminishes the entropy which in turn increases the free energy. The
density fluctuations underlining the ODT are therefore due to these two compet-
ing and opposite trends. These fluctuations especially within the ODT have large
amplitudes hence they accentuate the problem of determining the exact Gibb’s
free energy responsible for ordering mechanisms. Most theories within the mean
field approximation therefore discuss this mechanism in the confines of weak and
strong segregation limits where the enthalpic and entropic contributions to the
free energy can fairly be quantified. Leibler [5] studied the density correlation
within the weak segregation limit (WSL), (i.e. in the disordered phase) using the
generalized random–phase approximation. In this approach, the density–density
correlation function is written as
eS( !r   !r´) = 1
kBT
h ⇢A( !r ) ⇢A( !r´)i (2.6)
where  ⇢A(
 !r ) is the local density of block A. The findings led to the conclusion
that when the system is quenched to a metastable state, the microphase separation
proceeds by a slow thermally activated nucleation of droplets. A similar study
which included fluctuations in the WSL found the ODT that agrees more with the
experiments and the results from the strong segregation limit (SSL) [7].
Helfand and Wasserman [8] studied microphase separation of BCPs in the SSL
with the assumption that the interface between the domains is narrow compared
to the domain sizes. It is based on the general understanding that the morphology
and microdomain sizes are such as to minimize the free energy of the system.
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Within the narrow interface approximation, the free energy separates into terms
to which physical meanings are assigned as outlined below:
(i) Within the SSL, the main enthalpic contribution (Hi) comes from the in-
teraction between the interphases. This is quantified by the product of the
surface tension and the interface area per chain. The domain size (L0) there-
fore grows in order to lower the interfacial free energy per volume which falls
o↵ as 1/L0.
(ii) In the highly ordered state, localization of the segment contact points results
in the loss of entropy, ( Ss) which is predicted to increase as lnL0. This
therefore opposes the process described in (i) above.
(iii) The fact that the contact points are localized at a narrow interface between
the blocks means that the density within this region is higher compared
to the center of the domains. The chains therefore adapt to a stretched
conformation to ensure homogeneous density distribution within the domain.
This also restricts the growth of L0. However, an energetic penalty arises in
this case due to the loss of configurational entropy ( Sc).
Putting all these scenarios together leads to a simplified Gibb’s free energy for a
diblock copolymer in the SSL written as
 G
NckBT
=
1
NkBT
[Hi   T Sj   T Ss  Hdis] (2.7)
where the enthalpic part, Hdis is independent of L0 and serves to stabilize the free
energy in the homogeneous or disordered single phase. The exact expression of the
terms in Eq. (2.7) can be found in Refs. [8–10]. Enthalpic and entropic changes
within the interfacial region have been considered in other studies [11–13]. Most
recently, Glaser et al. [14] by use of simulation, found a universal (i.e., model–
independent) dependence of the free energy and ODT of BCPs on the invariant
degree of polymerization.
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2.3 Self–assembly of diblock copolymers under
confinement
The microphase separation of BCPs in the bulk state is controlled by just three
parameters;  , N and   as discussed above. However, when confined in nanometric
thin films and in nanopores, several additional factors which include confinement,
interfacial and substrate curvature e↵ects come into play leading to the modifica-
tion or formation of completely new structures compared to those seen in bulk.
These ramifications are briefly discussed below.
Confinement e↵ect. The main e↵ect of confinement on the morphology of BCPs
is due to the incommensurability between domain size and finite length scale of
confinement. This e↵ect also depends on the geometry of the confining matrix. In
supported thin films, where the top surface is left free to form a film–air interface,
(as used in this thesis) the commensurability condition is defined according to the
preferential wetting of the blocks at the substrate and air interface. For lamellar–
Figure 2.2: Scheme: Illustration of the characteristic distances between block
copolymers cylinders with cross–section close to a circle and a rep-
resentative rectangle satisfying the commensurability condition in
parallel cylindrical structures in thin films [15].
forming BCPs with one block wetting both interfaces (symmetric wetting), the
commensurability is achieved if the film thickness dfilm = nL0(n = 1, 2, 3 . . . ).
A similar condition for anti–symmetric wetting (e.g. block A wets the substrate
and B wets the air interface and vice versa) is given by dfilm = (n+ 1/2)L0. The
structural frustration in the incommensurate films having intermediate thicknesses
(i.e. if n is non–integer) is mitigated by the formation of islands and holes on
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the film surface [16]. The commensurability condition for thin films of cylinder–
forming BCPs should reflect two–dimensional (2D) geometry since the hexagonal
packing of cylinders is a 2D geometry that is characterized by three lengths, L10 =
L0, L20 = L0 and L30 =
p
3L0/2 (Fig. 2.2). The commensurability condition in
this case, requires that a cross–section normal to the self–assembled cylinders be
rectangular. With this respect, dfilm = nL0 or n(
p
3L0/2) [15]. For either lamellar
or cylinder–forming BCP confined in nanopores, commensurability is satisfied if
the diameter of the pores, dpore = nL0. A deviation from this condition can lead to
the formation of spheres, concentric, or helical structures depending on the degree
of confinement [17, 18].
E↵ects of interfacial interactions. In thin films, the orientation of lamellae or
cylinders is determined by the nature of copolymer (A–B) interactions with the
substrate and the air interface. Neutral surfaces lead to perpendicular lamellae/-
cylinders when both blocks have equal surface a nity. However, the orientation
changes to parallel with respect to the substrate plane, if only one block wets
the substrate. The surface e↵ects or energies which depend on the surface chem-
istry propagates to about 6L0 from the substrate interface [16]. Consequently, the
dimensionality of the confining matrix strongly a↵ects the ensuing morphologies
especially due to curvature e↵ects [15, 19, 20]. The preferentiality at film–air in-
terface is similar to that emerging from the substrate surface. However, the blocks
with lower surface tension tend to segregate to the film–air interface.
2.4 Structural self–assembly in monoalcohols
Alcohols are arguably the most investigated hydrogen bonded liquids as far as
dielectric relaxation is concerned. This dates back to Peter Debye’s seminal work
on the theoretical description of the relaxation in polar molecules [21], which gave
rise to the current famous Debye model of dielectric relaxation. The interest to
study the structure of these molecules arose due to the fact that they exhibit
large dielectric strength that cannot be accounted for by the dipole moment of
their single molecules. This led to the conjecture by Girard [23] already in 1934,
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Figure 2.3: X–ray di↵raction data are shown as red circles for methanol,
ethanol, and propanol. The lines represent modeling via reverse
Monte Carlo calculations. Some data are shifted vertically for vi-
sual clarity. The error bars are smaller than the symbols [22].
that molecular association exists in these materials. Since then, several dielectric
experiments aimed at accessing the intermolecular interaction via comparison of
Kirkwood/Fro¨hlich factor [24, 25], pressure dependent data [26, 27] and the recent
direct structural investigations by X–ray and neutron scattering [28–30] together
with simulations [31], have lend credence to the belief that supramolecular struc-
tures exist in these simple liquids. The appearance of a pre–peak in the structure
factor of the neutron and X–ray scattering data at the momentum transfers q <
1 A˚ 1 clearly demonstrates the suprastructure formation via hydroxyl group in
alcohols (Fig. 2.3). This was corroborated by the fact that this peak did not occur
when the OH group for instance in 2–propanol, was substituted with a halogen
atom. The simulations proved that the intensity of the pre–peak is mainly due
to intermolecular O–O correlations and that the main peak is dominated by C–C
contributions of the aliphatic tails. The pre–peak is usually more intense in the X–
ray than in the neutron di↵raction data due to the high electron density of oxygen
atoms. The local structure therefore arises from oxygen atoms and their hydro-
gen bonds [22]. Chain and ring–like structures are formed when the OH group
in monohydroxy alcohol is in a terminal and non–terminal position, respectively.
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The schemes of these structures as predicted by computer simulations are shown
in Fig. 2.4.
Figure 2.4: Schematic representation of (a) ring–like and (b) chain–like asso-
ciation in models of monohydroxy alcohols. As highlighted by the
dotted lines, the polar cores display (a) a more spherical or (b)
a more prolate shape. The dashed lines indicate that the degree
of interdigitation of the carbon chains is more pronounced when
linear chains form. (c) Snapshots of a simulated hydrogen–bonded
cluster of 1–octanol. The carbon chains are represented as yellow
lines, the hydroxyl groups are colored in red [22].

3 Polymer chains and glassy
dynamics
The temperature dependence of the structural relaxation in glass–forming sys-
tems follows what is referred to as dynamic glass transition. Strong association
of molecules by hydrogen bonding can shift or introduce a new time and length
scale of this dynamics. For instance, the HB–mediated Debye–like relaxation in
monohydroxy alcohols is decoupled from the structural relaxation. In polymers,
instead of hydrogen bonds, the subunits are joined by covalent bonds to form
long chains. The structural relaxation (glassy dynamics) in this case is due to the
fluctuation of a few chain segments while the dynamics of the entire chain as far
as dielectric relaxation is concerned, is only possible in polymers that have a net
end–to–end dipole moment along the chain contour. This Chapter deals with a
brief discussion on the models describing chain dynamics in polymer melts, the
dynamic glass transition in general and how it is a↵ected by nanoconfinement.
3.1 Dynamics of polymer chains
The Rouse model
A polymer chain in the melt moves in an environment consisting of several other
chains. It therefore experiences a complex of intra–and inter–molecular interac-
tions. At first glance, this presents a conundrum situation in the thought of mod-
eling polymer dynamics. However, the Rouse model (RM) provides a simplified
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treatment of the dynamics of non-entangled polymer chains. Within this frame-
work, the chain is subdivided into a sequence of segments having Gaussian prop-
erties. Each of these segments is then substituted by a bead and a spring where
the e↵ective intramolecular interactions are estimated by entropic harmonic forces
whilst the intermolecular interactions are accounted for by the friction of the sur-
rounding viscous medium and stochastic forces [32, 33]. The entropic spring con-
stant and the frictional coe cient are given by: K = 3kBT/b2 and ⇣ = 6⇡⌘ah
respectively, where b is the “Rouse segment” length and ah the hydrodynamic
radius of the segments. Basing on the Langevin treatment of Brownian particles,
the equation of motion of the nth segment in the RM, assuming a continuum limit
and neglecting inertia contributions, is written as [32, 34]
⇣
@
@t
~rn(t) ⇡ K @
2~rn(t)
@n2
+ ~fLn (t) (3.1)
where the notation ~fLn (t) is the Langevin stochastic force. In this context, Eq. (3.1)
can be solved by employing the boundary condition (@~rn/@n(t))|n=0,N = 0 and the
Rouse normal coordinates defined by:
~Xp(t) =
1
N
Z N
0
dn cos
⇣⇡ p n
N
⌘
~rn(t) (3.2)
where p = 0, 1, 2 is the normal–mode index and N the number of segments.
The correlations for p > 0 is then given by:
D
~Xp(t). ~Xp0 (0)
E
=  pp0
Nb2
2⇡2p2
exp
✓
  t
⌧p
◆
(3.3)
The relaxation time of the pth mode in Eq. (3.3) reads as,
⌧p = ⌧s
✓
N
p
◆2
(3.4)
According to the RM, ⌧s in Eq. (3.4) represents the shortest relaxation time given
by; ⌧s = ⇣b2/(3⇡2kBT ) and is equivalent to the time–scale of the structural re-
laxation (↵–process). The slowest relaxation mode (p = 1) is the so–called normal
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mode or Rouse relaxation time which is denoted by
⌧R = ⌧1 =
⇣b2N2
3⇡2kBT
(3.5)
In the frame work of the RM, the experimentally accessed imaginary part of the
dielectric permittivity, ✏
00
(!) associated with the normal mode can be calculated
as [35]
✏
00
(!) =
2 ✏nm
N(N   1)
N 1X
p=1,3
cot2
⇣ p⇡
2N
⌘ !⌧p
1 + (!⌧p)2
(3.6)
where  ✏nm is the dielectric strength of the normal mode process.
The tube–reptation model
The description of polymer dynamics according to the Rouse model is only valid
below a critical molecular weight (M < Me) i.e before chain entanglements take
e↵ect. Entanglement e↵ects which come into play atM > Me introduce topological
constrains that restrict the polymer chain in a fictitious tube as first postulated
by P.-G. de Genes [37] and later revised by Doi and Edwards [38] to the cur-
rent basic understanding of the tube–reptation model (TRM). According to this
model, there are four regimes of polymer dynamics characterized by di↵erent time
constants i.e. the free Rouse (regime I) constrained Rouse, (regime II), repta-
tion, (regime III) and free di↵usion (regime IV) where each is characterized by
a di↵erent time constant namely: ⌧s 6 t 6 ⌧e, ⌧e 6 t 6 ⌧R, ⌧R 6 t 6 ⌧d, and
t 6 ⌧d, respectively (Fig. 3.1). In regime I, the length scale of segment motion
is less than the diameter of the virtual tube hence the dynamics is isotropic and
identical to ⌧s for a free chain (Fig. 3.1, a) as predicted in the Rouse model. At
a relatively larger length scale of the mean square displacement corresponding to
entanglement time ⌧e, the influence of the tube becomes e↵ective and restricts
the Rouse dynamics (regime II) to a virtual tube (primitive path) shown in Fig.
3.1 (a). For longer times, in the order of the tube disentanglement time ⌧d, the
chain e↵ectively moves coherently as a whole performing reptation–like motion
back and forth along the primitive path (regime III). Finally, beyond ⌧d, the free
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Figure 3.1: Illustration of polymer chain dynamics according to the tube–
reptation model: (a) Sketch of a polymer chain confined in a
virtual tube and the four characteristic dynamic processes (dot-
ted arrow lines) with their respective time constants ⌧s, ⌧e, ⌧R and
⌧d as indicated. (b) Schematic time–dependence of the segmen-
tal mean square displacement
⌦
~r 2(t)
↵
in a double logarithmic
plot [32, 36].
di↵usion limit is achieved where the chain leaves the original tube and forms a
new one (regime IV). The mean square displacement in each regime is related to
the time by the power laws shown in Fig. 3.1 (b). The characteristic time con-
stants are connected to the time scale of the segmental motion ⌧s and the number
of monomers by: ⌧e / ⌧sN2e (Ne is the number of monomers between entangle-
ments), ⌧R / ⌧sN2 and ⌧d / ⌧sN3 [36]. The reptation dynamics which is related
to viscosity is quantified by ⌧d. However, experimental findings e.g the steady–
state viscosity for M > Me exhibit an exponent 3.4 instead of 3.0 as predicted by
the TRM. Therefore, refinement of the TRM to incorporate more sophisticated
topological interactions is an ongoing research [39, 40].
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3.2 The dynamic glass transition
Glassy materials have been around since time immemorial and their applications
have continued to grow but the explicit understanding of the mechanism leading to
their formation is still elusive. When materials are cooled down from their melt/liq-
uid states, they can either undergo a first–order–phase transition (crystallization)
at their melting temperatures (Tms), or proceed to the rubbery/supercooled, then
to the glassy state if crystallization is bypassed. It is remarkable that almost all
materials in their respective melt, or liquid states (including colloids) can form a
glass when cooled fast enough to avoid crystallization. In this case, the temper-
ature dependence of the thermodynamic properties, for instance entropy, specific
volume, and enthalpy continues from the liquid at higher temperatures into the
supercooled state below Tm. However, this dependence changes as the system be-
gins to vitrify. By employing techniques such as dilatometry, the glass transition
temperature (Tg) is determined from the position of the kink in the temperature
dependence of the specific volume. Conventionally, di↵erential scanning calorime-
try (DSC) is used to determine Tg from the step in the temperature dependence
of heat capacity.
The glass transition lacks a single thermodynamically defined value as a result of
its dependence on cooling rate [41]. At a slower cooling rate, the molecules have
enough time to rearrange to a new equilibrium state. The system however falls out
of equilibrium upon further cooling as the molecular rearrangement becomes too
slow relative to the cooling rate. Consequently, the slopes of the temperature de-
pendence of the specific volume, enthalpy and entropy change as Tg is approached
(Fig. 3.2). A higher value of Tg is expected for faster cooling rates leading to
glassy state 1 with Tg1 (Fig. 3.2), otherwise it will result to lower Tg2. The shift in
the Tg due to the changes in the experimental cooling rate is in the range of 3–5
K [42]. This is rather a weak change implying that Tg is an important material’s
property.
It is intriguing to note that the glassy state retains the microscopic properties of
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Figure 3.2: Temperature dependence of a liquid’s volume or entropy at con-
stant pressure. Tm is the melting temperature. A fast cooling rate
leads to a glass transition at Tg1 while a slow rate produces a glass
transition at Tg2. The extrapolated straight line from the liquid
state coincides with the temperature dependence in the crystalline
state at the Kauzmann temperature (TK). Adapted from [42].
a liquid/melt having a short range order (i.e amorphous state) but attains most
of the macroscopic characteristics of a crystalline solid. In Fig. 3.2, the slopes of
the temperature dependence of the specific volume and enthalpy are identical in
the glassy and crystalline states since in both cases, the changes are governed by
atomic vibrations. It is also puzzling to note that the specific volume, entropy or
enthalpy would vanish at some finite temperature if extrapolated from their values
in the liquid state. For instance, it implies that at the Kauzmann temperature
(TK), the entropy in the glassy (amorphous) state will be equal (or even less, at
lower temperatures) to that of a crystalline solid. This is the so called Kauzmann
paradox which, according to the Gibbs–DiMarzio model [43] is solved by a phase
transition for polymers. The general conclusion from these findings is that when a
liquid fails to crystallize at Tm, it must undergo a glass transition to a metastable
vitreous state at least above TK in a process that is more kinetic or dynamic in
nature. The generic features of the dynamic glass transition include:
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Non–Arrhenius temperature dependence of dynamic quantities. The
glass transition is characterized by a dynamic evolution involving a concomitant in-
crease of the viscosity (viscosity (⌘)) and the structural relaxation time (structural
relaxation time (⌧↵)) by about 13 orders of magnitude over a merely 10% variation
in temperature. Based on Maxwell’s relation describing rheological properties of
viscous liquids, ⌧↵ is connected to ⌘ by:
⌧↵ =
⌘
G1
(3.7)
where G1 is the instantaneous modulus. In the high temperature limit, the local
orientational fluctuations occur at ⌧↵ ⇠= 10 13s [44]. With cooling, the drastic and
continuous slowing down of the structural relaxation is accompanied by an increase
in viscosity to typical values, around Tg, of 102 s and 1012 (Pa s) respectively. The
temperature dependence of both of these quantities can be approximated by the
empirical Vogel–Fulcher–Tammann (VFT) equation given for the case of ⌧↵ by:
⌧↵ = ⌧1 exp
✓
DT0
T   T0
◆
(3.8)
where ⌧1 is the high temperature limit of the relaxation time, D is the fragility
parameter–a measure of the extent to which the thermal activation deviates from
the Arrhenius–type, T0 is the Vogel temperature, which on average, is about 40 K
below Tg [44] and T is the temperature in Kelvin.
Although the physical meaning of T0 is not clear, Eq. (3.8) describes well the
T–dependence of ⌧↵, ⌘ or even the associated self–di↵usion coe cient (D0) for a
wide range of glass–forming materials. Nevertheless, Eq. (3.8) overestimates ⌧↵ in
the highly viscous regime and also predicts unphysical divergence of ⌧↵ as T !
T0 suggesting existence of a phase transition of some kind, at a finite temperature
T0 [45]. This is also related to the Kauzmann paradox which is supported by the
calorimetric measurement of entropy [46]. Despite the limitation of Eq. (3.8), it
will continue to be used as long as the intrigues of the dynamic glass transition
are not resolved. This equation is for instance used to fit the T–dependencies of
⌧↵ and ⌘ for a glass–forming liquid, Tris–2–ethylacetylcitrate shown in Fig. 3.3
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Figure 3.3: Temperature dependencies of the structural relaxation time
(⌧↵) and viscosity (⌘) for the glass–forming liquid, Tris–2–
ethylacetylcitrate (TEAC). Lines are the VFT fits to the data. The
glass transition temperature Tg obtained from DSC is also in-
cluded.
where it is observed to describe the experimental data well. This data to a larger
extent, also obeys the Maxwell’s relationship shown in Eq. (3.7). It can be noted
as well, that the Tg obtained from DSC coincides (within experimental accuracy)
with the temperature at which ⌧↵ = 100 s. This time scale of ⌧↵ at Tg has been
found for many other glass formers [44] and is now a basis for determining Tg from
dynamical measurements.
Non–exponential relaxation time. This is another hallmark of the dynamic
glass transition related to the fact that the response of the system, for instance, the
volume fluctuation due to linear thermal perturbation, approaches the equilibrium
in a non–exponential manner. Similarly, if a periodic electric field in the linear
regime is applied, the resulting spontaneous relaxation of most glass–formers is
non–exponential. With respect to time (t), such a response is practically described
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by the Kohlrausch/Williams/Watts (KWW) correlation function which reads,
 (⌧) = exp
"
 
✓
t
⌧KWW
◆ KWW#
(3.9)
where  KWW , the stretching parameter, is in the range, 0 <  KWW 6 1. When
 KWW = 1, Eq. (3.9) reduces to a single exponential function implying a homo-
geneous relaxation time distribution. There are two possible explanations for the
non–exponential function shown in Eq. (3.9). First, the relaxation in an ensemble
of molecules can be considered intrinsically homogeneous but non–exponential in
nature. Secondly, the relaxation can be deemed to be exponential at the local scale
but macroscopically heterogeneous [47]. On the average, the overall relaxation then
becomes non–exponential as in the first case.
Non–homogeneous relaxation. In a search for the exact explanation for the
non–exponentiality phenomenon, a new conclusion regarding the glassy dynamics
in general emerged: the dynamic heterogeneity. It was found that when approach-
ing Tg, glassy dynamics becomes more and more heterogeneous. This phenomenon
has been observed by simulations in which the distribution of particle displacement
is quantified by the self–part of the van Hove [48–50] and by four–point correla-
tion functions [45]. It has also been detected by several experimental techniques
such as dynamic hole burning [51], solvation dynamics [52], multi–dimensional
nuclear magnetic resonance (NMR) spectroscopy [53] and single molecule spec-
troscopy [54].
3.2.1 Theories of the dynamic glass transition
In light of the above general features of glass transition, several theories have been
adduced with an attempt to explain these phenomenologies of vitrification. The
understanding is by no means definitive. A few of these theories are highlighted in
the following discussion.
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3.2.1.1 The free volume theory
Basing on the Fox and Flory postulate that liquid–glass transition takes place
when the free volume decreases below a critical value, Doolittle [55] derived the
fluidity equation in which the transport quantity ( ) is related to the free volume
by:
  =  0 exp
✓ q ⌫0
⌫f
◆
(3.10)
where q is a constant of order unity, ⌫0 is the volume of a molecule (⇠ hard
core volume) and ⌫f is the free volume which is define by ⌫f = ⌫   ⌫0 with ⌫
being the specific volume. Cohen and Turnbull [56, 57] extended this model to
account for the changes of specific heat and thermal expansion starting from the
following assumptions: (i) A local volume (⌫) can be associated to each molecule
or polymer segment; (ii) When ⌫ decreases to a critical volume (⌫0), the excess
is regarded as “free”; (iii) Molecular motion (jumps) between two sites can only
occur in the presence of voids that are greater than the molecular volume; (iv)
Free volume redistribution can take place without the local free volume. These
assumptions imply that each molecule or polymer segment is restricted within a
cage formed by its neighbours and changes positions within the cage via jumps
only if the required free volume is available. The time scale of the jumps can be
approximated by:
⌧ ⇠ exp
✓
⌫⇤
⌫¯f
◆
(3.11)
where ⌫⇤ is the minimum free volume required for a jump to take place and ⌫¯f
is the average free volume Eq. (3.11) results to the VFT dependence Eq. (3.8)
if the relative average free volume (f¯ = ⌫¯f/⌫) depends linearly on temperature
as f¯ = fg + ↵f (T   Tg) and f ⇤ = ⌫⇤/⌫ is temperature invariant. ↵f is the ther-
mal expansion coe cient of the free volume and fg the relative free volume at
Tg. Within this framework, ⌫¯f vanishes at T0 = Tg   (fg/↵f ). This model also
defines a type of a percolation problem since the exchange of free volume between
isolated cages entails a change of the sum of the local free energies of all of the
cages in an activated process. However, the model is only applicable to su ciently
dense materials i.e. at low temperatures. As the material expands, the time scales
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over which the cage structures persist, become comparable to the time scale of
molecular or segmental motion and hence the cage picture becomes invalid. An-
other limitation of this theory is that it fails to account for the decoupling between
translational and rotational motion of the molecules [58].
3.2.1.2 Adam and Gibbs theory
The idea of molecules being restricted in a cage is elaborated in the Adam and
Gibbs (AG) [59] concept of cooperatively rearranging regions (CRRs) to explain
the non–Arrhenius T–dependence of ⌧↵ and ⌘. In this approach, CRR defines
the smallest volume whose configuration can change independently irrespective
of the neighbouring regions. However, within the CRR the molecules move in
a cooperative manner. With decreasing temperature, the number of molecules
or polymer segments (z⇤(T )) within the CRR increases thus slowing down the
average relaxation time. In this model, the relaxation time due to the transition
of the CRR from one configurational state to another is related to z⇤(T ) by:
⌧ ⇠ exp
✓
z⇤(T ) µ
kBT
◆
(3.12)
where  µ is the limiting activation free energy barrier necessary for cooperative
rearrangement of the z⇤(T ) molecules per CRR, and kB the Boltzmann’s constant.
In terms of the total configurational entropy (Sc(T )), Eq. (3.12) can be written
as;
⌧ ⇠ exp
✓
C
Sc(T ). T
◆
(3.13)
in which the notation, C = NA ln 2 µ and Sc(T )= Cp(Tg) ln(T/T2) [53, 60] with
NA being Avogadro’s constant and  Cp(Tg) the change of heat capacity at the
glass transition. It is evident that Eq. (3.13) translates to the VFT Eq. (3.8) if
T2 = T0 and  Cp = const./T . This implies that at T0 the configurational entropy
vanishes akin to the Kauzmann’s paradox. Eq. (3.13) was tested for several low
molecular weight liquids and found to be sensitive to the fragility index and fails
when the configurational microstates of an energy landscape model approach full
excitation [61].
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In relation to the AG model, the VFT dependence of the mentioned transport
quantities is considered to result from the increase in the length scale of the CRRs
and a decrease in the configurational entropy as T decreases. However, the absolute
size (length–scale) of a CRR at Tg can not be determined from this model. From
the relationship between temperature fluctuation ( T ) of the CRR at Tg and the
height of the step in Cp, Donth [62] developed the length–scale of CRR (⇠CRR)
as;
⇠CRR =
✓
kBT 2g (1/cp)
⇢( T )2
◆ 1
3
(3.14)
where ⇢ is the density and  (1/cp) is the step of the reciprocal specific heat (if
Cv ⇡ Cp).  T can be obtained experimentally from the width of the glass transi-
tion [44]. Instead of entropy fluctuations, a similar expression can be obtained from
energy fluctuations in which the temperature dependence of ⇠CRR is approximated
by [53]:
⇠CRR(T ) ⇠ (T   T0)
 2
3 (3.15)
where the exponent is in the order of dimensions in space. The exact determination
of the length–scale of the glass transition is an ongoing research [63–65].
3.2.1.3 Random–first–order–transition theory
The random–first–order–transition (RFOT) also known as the mosaic theory ex-
tends the AG model and tries to quantify the length scale of the CRR. It was first
formulated by Kirkpatrick et al. [66] with an initial motive to relate the super-
cooled liquids to mean–field spin–glasses. In this approach, a localization parame-
ter (#), related to the Lindemann’s ratio in classical crystallization, is assigned to
the CRRs. # determines the configurational state of the system. It is rationalized
that at a certain temperature TA when the liquid has attained a su ciently high
density, its free energy develops a metastable minimum as a function of #. This
is considered to be similar to the first–order phase transition and results in many
amorphous structures that are both morphologically and spatially distinct and
randomly distributed in free energy [67]. This interpretation forms the basis from
which the name of the theory was derived.
3.2 The dynamic glass transition 27
The gist in the development of the RFOT theory is to assume that between di↵er-
ent amorphous or configurational states, there exists a surface tension which is the
free energy per unit area required to create an interface. According to this model,
the interplay between the generalized surface tension (Y (T )) and the Sc(T ) drives
the growth of the size of CRR as:
⇠CRR =
✓
Y (T )
TSc(T )
◆ 1
d ✓
(3.16)
where d is the dimensions in space and ✓ 6 d   1 is a critical exponent [68]. In
terms of temperature this translates to:
⇠CRR = (T   T0)
1
d ✓ (3.17)
which is similar to Eq. (3.15) obtained from the AG theory except for the exponent
✓. The lack of physical meaning and the absolute value of this exponent is the
main limitation of this theory [69]. Additionally, the multi–state configurations
and hence the surface tension which form the basis of the RFOT vanishes at
temperatures above Tm [68].
3.2.1.4 Mode–coupling theory
The mode coupling theory (MCT) of glass transition was originally developed sep-
arately by Leutheusser [70] and Bengtzelius et al. [71] to describe and predict the
dynamic structure factor (F (~k, t)) and self–di↵usion for moderately supercooled
liquids and colloids. They employed the projection operator formalism. Within
this framework, F (~k, t) of a single–component atomic liquid is expressed as [45]:
d2F (~k, t)
dt2
+
~k2kBT
mS(~k)
F (~k, t) +
Z t
0
d⌧M(~k, ⌧)
d
dt
F (~k, t  ⌧) = 0 (3.18)
The inputs of Eq. (3.18) are: the static structure factor (S(~k)) and the memory
kernel (M(~k, ⌧)) for a particle of mass m and temperature T . kB is the Boltzmann
constant, ~k the wave vector and ⌧ the relaxation time. The physical idea of the
memory term is that it results from purely elastic scattering of a hard sphere
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system [44] and corresponds to the variance of the random force acting on the
density field. The most realistic and e↵ective approach to solve Eq. (3.18) is to
identify the slow modes, project random force onto them and derive dynamical
equations for their correlation functions. Luckily in this case, only bilinear density
products contribute to the slow part of the memory term. This method leads
to MCT self–consistent equations whose F (~k, t) takes the form of a stretched
exponential similar to Eq. (3.9) for the structural relaxation regime. If Tc is taken
as the temperature where MCT predicts a glass transition, then ⌧↵ scales as:
⌧↵ ⇠ (T   Tc)   (3.19)
implying that when T ! Tc, ⌧↵ diverges as a power law with a critical exponent  .
It also means that the density fluctuations and the self–di↵usion get arrested at
Tc. Experimental verification shows that Tc is above or slightly below Tm [42, 72]
and hence MCT is only applicable at temperatures much above the observed Tg of
supercooled liquids. To avoid kinetic singularity thereby restoring ergodicity, Go¨tze
et al. [73] introduced thermal activation (hopping processes) to the idealized MCT
formalism. However the cross–over temperature Tc implied by this model is not
evident from experiments.
3.2.2 The role of intra–molecular interactions
The role of intra–molecular interactions or vibrations on the dynamic glass tran-
sition can be examined by studying dynamic processes including vibrations occur-
ring at time scales beyond the ↵–relaxation. For instance, the fast  MCT process
predicted by MCT that is attributed to the “rattling” of the molecules within
a cage formed by their neighbours typically takes place in the 10 9   10 12 s
time window or the GHz–THz frequency range and also depicts singularity at
Tc [44]. This process is not observed as a peak in the spectra but rather an ad-
ditional contribution to the minimum in the imaginary part of susceptibility at
frequencies around 100 GHz. These findings stimulated experimental research at
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THz frequencies with the hope of gaining more information regarding glass for-
mation. Results from light and neutron scattering techniques detected a minimum
in the imaginary part of the susceptibility in the cross–over region between the
↵–relaxation and the far–infrared (IR) resonances as predicted by MCT [74, 75].
However, broadband dielectric spectroscopy (BDS) measurements extended to the
THz regime found a systematic deviation of the data (in the high frequency flank
of the minimum) from MCT prediction [44].
At frequencies beyond the minimum, the so–called Boson peak has also been
observed for many glass–forming systems [76]. This process is attributed to the
intensity in excess of the Debye vibrational density of states and is related to the
Poley absorption peak in the far–IR region [77]. This adds to a zoo of dielectric
dispersion features of glassy systems observed at lower frequencies. A complete
picture from THz to µHz window include: the Boson peak, fast  MCT ,  , slow  ,
the structural (↵), polymer chain dynamics and/or Debye-relaxations and finally,
a conductivity contribution. However, not all glass–forming materials show all
these features. For instance, some materials exhibit an excess wing in the high
frequency flank of the ↵–relaxation without the secondary   and   processes. The
processes occurring at time–scales faster than the ↵ process are dominated by
localized intra–molecular interactions or simply vibrational motions.
Many theoretical and experimental studies of glass–forming materials are focussed
on the ↵–relaxation process which is related to the dynamic glass transition and
mainly involves inter–molecular interactions or conformational changes. Intra–
molecular interactions or vibrational motions have been examined less carefully,
or not at all, by most theoretical treatment of glass transition which mainly deal
with the density correlation functions employing hard sphere models. Although
contrary arguments exist [78–80], the secondary processes referred to as   and  
relaxations in dielectric measurements are assigned to the localized fluctuations
of parts of a molecule or side groups in polymeric chains which could also be re-
sponsible for the excess wing [44]. These features can therefore be regarded as
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being intra–and/or intermolecular in nature. The question of whether such intra–
molecular relaxations or excitations play a role in the course of dynamic glass
transition is therefore weighty.
Several evidences linking the intra–molecular interactions or the vibrational den-
sity of states (VDOS) to the dynamic glass transition are now available. Inelastic–
neutron scattering studies by Phillips et al. [81] showed, for instance, that about
one–third of the total entropy of Selenium is vibrational. This implies that a similar
fraction of vibrational entropy contributes to the thermodynamic heat capacity. A
direct link between VDOS leading to the Boson peak and the structural relaxation
is provided by the comparison between the length scale of dynamic heterogeneity
(⇠(T )) obtained from the two processes. Such a comparison as presented in Ref. [76]
delivered a concurrent result at Tg. The ⇠(T ) obtained from the Boson peak also
correlates well with the activation volume of the structural relaxation [76] and
could be related to the ⇠CRR from the AG theory of CRR [82]. With the advent
of Terahertz Time–Domain Spectroscopy (THz–TDS), it is now possible to study
glassy dynamics and glass transition temperature within this part of the spectrum
implying that even localized vibrations sense the Tg [83, 84].
Another possibility to gain insight into the relationship between the glassy dy-
namics and the intra–molecular interactions is to analyze the temperature de-
pendencies of the IR vibrations of the IR active molecular moieties and compare
with the ↵–relaxation and other secondary processes. A series of glass forming
alkycitrates is chosen to exemplify the rich information that can be obtained by
employing this approach as detailed in Ref. [85]. Four samples presented in this
series including: Triethylcitrate (TEC), Tributylcitrate (TBC), Triethethylacetyl-
citrate (TEAC) and Tributylacetylcitrate (TBAC) exhibit ↵,   and   relaxations.
All the samples have a common structure consisting of the core (citrate group) to
which three flexible chains that di↵er only in the length of the alkyl chains are
attached (Scheme 3.4). The fourth group is either hydroxyl or acetyl.
The top panel of Fig. 3.5 shows the IR vibrational moieties and the relaxation pro-
cesses that are monitored in these samples. Two absorption bands contribute to
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Scheme 3.4: Chemical structures of the alkyl citrates: Triytethylcitrate (TEC)
and tributylcitrate (TBC, R= –OH with n = 1 and 3 respec-
tively while for triethylacetylcitrate (TEAC) and tributylacetyl-
citrate(TBAC), R = –OCOCH3 with n = 1 and 3, respectively.
Adapted from Ref. [85].
the ⌫(OH) vibration due to the presence of two di↵erent types of H–bonds: (i) the
vibrations involving interaction of hydroxyl groups with each other (OH· · ·OH)
which is intermolecular, and (ii) vibrations that arise from additional interaction of
OH with alkyl CH groups (OH· · ·CH) which is either inter–or intramolecular. The
inter–and intramolecular dynamics as measured by BDS and Fourier transform
infrared (FTIR) spectroscopy are compared in terms of relaxation rates (↵,  ,  )
and the bandshifts ( ⌫¯) of the specific IR vibrations as a function of scaled tem-
perature (Tg/T ). Similarly, a comparison between the dielectric relaxator ( ✏) and
the corresponding IR oscillator (fj(T )) strengths or equivalently, the integrated
absorbance that is obtained from the IR data is also presented (Fig. 3.5).
In regard to this study, the following qualitative conclusions can be drawn:
(i) The C=O moieties which form the core structures of citrates, have a strong
dipole moment of 2.7 Debye (as determined from molecular geometry opti-
mization) and give rise (Fig. 3.5, a) to the dielectric ↵–relaxations (dynamic
glass transition). With decreasing T , its IR stretching vibration (Fig. 3.5, b)
shows a pronounced red shift exhibiting a change of slope at Tg. This is at-
tributed to the attractive polar interactions with the surrounding molecules
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β
γ
Figure 3.5: Top panel: scheme of TBC molecule with assignment of ↵,   and
  relaxations and IR vibrations of  (CH3), !(CH2), ⌫(COC) moi-
eties and the dipole fluctuations as indicated. Bottom: Compari-
son of dynamics (from BDS) and IR vibrational properties of the
alkylcitrates as a function of scaled Tg/T . (a) relaxation rates are
compared with IR bandshifts ( ⌫¯) for di↵erent moieties shown in
(b-d). ( e) dielectric relaxation strengths for ↵,   and   processes
compared with the oscillator strength for (f): ⌫(C=O) symmetric
vibrations (open symbols, left-y axis), ⌫(O-C-O) antisymmetric
vibrations (crossed symbols, right-y axis), (g):  (CH3) deforma-
tion vibrations (crossed symbols, right-y axis) and  (CH2) defor-
mation vibrations (open symbols, left-y axis), (h): ⌫i(OH) and
⌫ii(OH) vibrations of two types of H-bonds in TBC and TEC.
The bandshifts are obtained with respect to the values at Tg and
the dotted lines denote the quotient of the calorimetrically deter-
mined Tg and T . The IR data includes the results obtained during
cooling and heating runs but only a fifth of the data points are
shown for clarity. Types of symbols in (a-h) represent the mate-
rials studied as shown in the legend of (e). The error bars are
smaller than the size of the symbols if not otherwise stated [85].
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that reduces the depth of the inter–atomic potential of the C=O group,
consequently leading to red shifts as T decreases. For its corresponding os-
cillator strength, no distinct change of slope is observed at Tg (Fig. 3.5, f)
for all investigated citrates.
(ii) The asymmetric stretching vibration of the C–O–C unit (ester linkage) con-
versely shows a strong blue shift without any indication of a discontinu-
ous temperature change at Tg for all examined citrates. The observed T–
dependence is attributed to thermal expansion of bonds [86–88] and proves
that this moiety is weakly involved in the dynamic glass transition of cit-
rates. The C–O–C unit however, takes part in the  –relaxation and shows
in the case of the oscillator strength of TEC (Fig. 3.5, f), a change of slope
at Tg/T ⇡ 0.8, which is the temperature, where the ↵ and   relaxation
processes merge (Fig. 3.5, a)
(iii) The symmetric bending vibration  (CH3) of the terminal CH3 groups shows
for both, the spectral position (Fig. 3.5, c) and the oscillator strength (Fig.
3.5, g) only a weak temperature dependence with marginal changes (if any)
at Tg. Similar findings are observed for the deformation vibration  (CH2),
proving that both molecular units are well decoupled from the dynamics of
the citrate core.
(iv) The OH stretching vibration plays a peculiar role. A change of slope of the
spectral position of ⌫i(OH) is observed (Fig. 3.5, d) at Tg while ⌫ii(OH)
shows a kink at Tg/T ⇡ 0.8 which is also exhibited in the oscillator strength
of ⌫i(OH) for TBC (Fig. 3.5, d). The lower of values of band shifts for TBC
above this temperature corresponds to the weaker polarity of the butyl tail
compared to the aliphatic tails of TEC, and hence the weaker H–bond. This
is bolstered by a strong T -dependence of oscillator strength of TBC (Fig.
3.5, h) that is attributed to a higher probability of H–bonds of type (ii) in
TBC than in TEC.
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In general, the dielectric strength,  ✏↵(T ) and the oscillator strength, fj(T ) of all
IR vibrations show similar trend above Tg, i.e. they both increase with decreas-
ing temperature. Whereas the  ✏↵(T ) is mainly due to changes in the strength
of the correlation of dipole moments [44] and fj(T ) is related to the Boltzmann
factor [87], they are both influenced by e↵ective number densities of the respec-
tive dipolar units which change with T .  ✏↵(T ) and fj(T ) exhibits stronger T–
dependence above Tg than below due to strongly reduced structural changes in the
glassy state. Similarly, most IR vibrations show a blue shift with decreasing T ,
which can be attributed to thermal bond expansion and conformational changes.
Conversely, this trend is reversed for (C=O) and (OH) which show a red shift
as T decreases, hence indicating attractive interactions with other molecular moi-
eties. This underscores the intricate role of inter/intra molecular interactions in
the course of vitrification.
3.2.3 The glass transition of confined systems
The di culty to directly measure the length scale, ⇠CRR, predicted by the AG and
RFOT theories, inspired many experiments probing the Tg of strongly confined
systems. From this view point, the dynamic glass transition is expected to deviate
from that of the bulk materials when ⇠ becomes comparable or larger than the
finite size of confinement. The Tg is closely related to the time scale of the segmen-
tal/structural dynamics and the temperature dependencies of the viscosity and
the mechanical moduli. Consequently, it is an important quantity that can a↵ect
the functionality of a material confined at the nanoscale, if it largely deviates from
its bulk value.
The first investigation of the glass transition of organic liquids confined in nanopores
by DSC [89] showed, counter-intuitively, that the Tg is depressed compared to that
of the corresponding bulk material and the shift widens with decreasing pore sizes.
This implies that in this type of geometrical constraints, the molecular mobility
becomes faster in the vicinity of Tg as the finite size of confinement decreases.
Motivated by the possibility to experimentally determine ⇠CRR, Arndt et al. [63]
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employed BDS to study the dynamic glass transition of salol molecules confined
in nanopores having pore sizes of 2.5, 5.0, and 7.5 nm. Two relaxation processes
showed up in the native pores. The slower process was attributed to surface ef-
fects, i.e. the interaction of the guest molecules with pore walls of the host ma-
trix and the faster process was related to the confinement e↵ect of its bulk–like
molecules in the pores. In the lubricated pores, the slower process was removed
and the structural relaxation in the pores was found to be faster than that of the
bulk by approximately 2 orders of magnitude, and it increased with decreasing
pore sizes. The reverse is true if the surface e↵ects dominate. Similar observations
have been found by several other experiments utilizing di↵erent techniques such
as; Rayleigh light scattering [90, 91], neutron scattering [92, 93], optical Kerr ef-
fect spectroscopy [94, 95], nuclear magnetic resonance spectroscopy [96–98], and
broadband dielectric spectroscopy [99–104] to probe the dynamics of various low
molecular weight glass formers confined in diverse porous media. The general con-
clusion is that the molecular dynamics under two dimensional (2D) confinement
realized in nanopores is governed by the interplay between surface and confine-
ment e↵ects. The latter is explained either by the AG theory of CRR [63], the
density e↵ects [105], or the excess configurational entropy [106].
In parallel, the investigation of the Tg of systems confined in thin films i.e 1D
confinement where the molecular mobility is constraint only in the direction normal
to the film plane, witnessed an era of extremely active research in the past two
decades. This is mainly because of the contrasting and controversial results coming
from di↵erent research groups showing large scatter of Tg’s of supported and free
standing polymer films with respect to their bulk values [107–119]. It becomes
di cult to reconcile all these diverse findings especially when the Tg of polystyrene
is reported to decrease by about 70 K [120] which would translate to untenable
change in the segmental relaxation time by about 8 orders of magnitude. A plethora
of research articles and the dissemination of the results therein was therefore driven
by the motivation to gain better understanding of these contradictory findings.
After heated discussions in a series of international fora [121], di↵erent views are
now converging to two possible causes of these controversies; i.e the interfacial
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e↵ects and the existence of two equilibration mechanisms in glassy systems which
impacts on the experimental techniques probing either equilibrium, T > Tg, or
non–equilibrium, T < Tg, states of the polymer films.
Most reports of the Tg depression can now be partly ascribed to the existence of a
very fast mobile (liquid–like) layer on the film–air interface at T ⇡ Tg [122–124]. In
supported polymer layers, the Tg deviations can be attributed to the chain adsorp-
tion at the film–substrate interface during di↵erent stages of annealing [115, 125–
131]. However,the cause of Tg shifts in polymer thin films can also be related to
the measurement technique [132]. This was brought to light by the recent findings
that dilatormetric data used to determine Tg of polymer thin films, represent the
dynamics of an infinitesimally thin layer of the sample [124] and therefore do not
give a representative report of the Tg of the entire polymer film thickness. Simi-
larly, other surface sensitive techniques such as Brillouin light scattering, X–ray
reflectivity and fluorescence which are restricted to the glassy regime (T < Tg) re-
port reduced Tg [132]. Similar results have also been found by DSC [116, 133]. This
is in contrast to most frequency dependent techniques vis, broadband dielectric
spectroscopy, (alternating current) calorimetry, nuclear magnetic resonance, pho-
ton correlation spectroscopy, and mechanical spectroscopy, probing dynamic glass
transition within T > Tg and report no shifts in the Tg’s of polymer films [132].
The recent free volume hole di↵usion (VFHD) model proposed by Boucher et
al. [134, 135] provides a plausible explanation of the Tg depression and invari-
ant segmental dynamics. Within this framework, di↵usion of free volume holes
to the available interfaces of the system establishes the equilibrium during cool-
ing. The state of the equilibrium therefore depends on the molecular mobility and
the proximity to the interfaces. This implies that the surface of a thin film can
easily maintain liquid–like equilibrium at lower temperatures and hence the film
thickness dependence of the Tg depression is expected if measured within T < Tg
regime. This is corroborated by the finding that the polymer film thickness in-
variant segmental dynamics is sometimes decoupled from the Tg determined from
DSC [116, 133] especially if the latter is measured in a heating run from the glassy
state. Moreover, the most recent finding that the surface layer equilibration time
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for a vapor–deposited glass within T < Tg is faster than the extrapolated struc-
tural relaxation by about 5 orders of magnitude [136], is in accord with the VFHD
model.

4 Sample preparation and
experimental techniques
This Chapter contains the details of the preparation of samples which include:
block copolymer thin films and their infiltration into anodized aluminum oxide
(AAO), preparation of nanoporous silica and the infiltration of simple liquids
therein. Details of the experimental techniques used in this thesis are also briefly
described.
4.1 Sample preparation
4.1.1 Thin film preparation
Thin films by spin coating. Thin films of the polymer samples were prepared
by spin coating onto a silicon substrate. The substrates were first covered with a
700 nm thick protective layer of photoresist (microresist technology GmbH) and
cut with a diamond saw along the crystallographic axes in small rectangular pieces
of 4⇥10 mm2. After cutting, the photoresist layer was removed in an ultrasonic
bath of pure acetone and then dried with compressed nitrogen flow. As a second
step, the cleaned substrates were inserted into a plasma cleaner (Plasma cleaner
Femto timer) for ⇠ 5 min then placed on top of a hot plate (at 150  C) followed
by cleaning with supercritical CO2 (Applied surface technologies). The diblock
copolymers as well as homopolymers of polyisoprene were dissolved in Chloro-
form. The films were prepared by spin coating at 3000 rpm for 20s. Di↵erent film
thicknesses were obtained by varying the concentration of the polymer in solution.
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To remove any residual solvent molecules and to eliminate stress imposed by the
spin-coating procedure, all polymer films were annealed for 48 hours at 423 K (i.e.,
Tg + 50 K) in oil–free high vacuum (10 6 mbar) before performing the AFM and
BDS measurements.
AFM measurement and determination of film thickness. The absolute
film thickness, and the surface topography were measured with a Veeco Dimension
3000 Metrology AFM (Digital Instruments, Veeco Metrology Group) operated in
tapping mode by using silicon tips (nominal tip radius of curvature <10 nm) with
a force constant of ⇠42 N/m and a resonance frequency in the range between
200 and 400 kHz. The film thickness was measured with 1–2 nm precision by
analyzing AFM images of scratches applied to the polymer film with a stainless
steel needle. For the symmetric and asymmetric BCPs, the film thickness and the
root–mean–square (RMS) roughness are subject to larger uncertainties. This is due
to the formation of lamellae and cylindrical microphase structures for the case of
symmetric and asymmetric BCPs respectively. The RMS roughness of such films at
di↵erent regions of the sample surface was estimated to be between 1–3 nm and the
spread of the films thicknesses range between ±10%and ±20%. For this reason, the
film thickness quoted in sections 5.3 and 5.4 of this dissertation were determined
as an average from di↵erent regions of the copolymer film. A representative AFM
image of poly(styrene–b–1,4–isoprene) diblock copolymer with volume fraction of
isoprene blocks fPI = 0.55, and the analysis to obtain the films thickness are shown
in Fig: 4.1.
Thin film sample arrangement for BDS measurement. The prototype
sample setup with novel nanostructured counter electrodes used in this thesis
(Fig. 4.2) were first developed by Serghei et al. [138]. The idea emerged out of
the need to measure ultrathin polymer films without evapourating counter metal
electrode on top of the soft polymer film. To achieve this, a regular matrix of
insulating silica nanostructures (acting as spacers) were attached onto a highly
conductive and polished silicon wafer to serve as the top electrode. The quadratic
nano–spacers (Fig. 4.2, b), having lateral dimensions of 5 µm and di↵erent heights
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Figure 4.1: (a) AFM image (20 µm ⇥ 20 µm) of spin coated film of
poly(styrene–b–1,4–isoprene), fPI = 0.55 with thickness of ⇠ 242
nm. The image was scanned to show both the surface of the film
and scratched region–indicated as substrate. (b) The height profile
along the horizontal line shown in (a). (c) The height distribution
in the AFM image (a) displayed as histogram.
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Figure 4.2: (a)Sketch of a highly conductive silicon electrode (4 ⇥ 10 mm2)
covered by a 1⇥1 mm2 counter electrode. (b) Scheme of the
counter electrode tilted to show the nano-spacer array. (c) Scan-
ning electron microscopy quadratic nano spacers on the silicon
counter electrode. (d) 3D animation of the AFM image of a single
nanospacer. (e) Scheme of the sample cross section(not drawn to
scale) [137].
(110, 500, and 1500 nm), were produced by thermal oxidation and standard op-
tical lithography on the surface of a conductive silicon wafer having resistivity
⇡ 0.01 ⌦cm (Si Mat silicon materials). By keeping the sample thicknesses much
smaller than the spacer height, a free upper interface (air) is realized (Fig. 4.2,
e). This arrangement circumvents the problem of electrical shorts and the possi-
ble artefacts that can result from evaporated metal electrodes. The preparation
of the nanostructured electrodes has been refined further by reducing the spacer
height to ⇡ 35nm (Fig. 4.2, d) hence enabling BDS measurement of ultra thin
films or even isolated polymer coils [139]. To check reproducibility of the BDS
measurements, the complex dielectric permittivity was monitored on heating and
cooling cycles. Furthermore, possible artefacts due to dewetting were excluded by
checking the surface topography of annealed samples by AFM before and after
BDS measurements.
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4.1.2 Infiltration of block copolymers into the anodic alu-
minum oxide (AAO) nanopores
In order to study dynamics of block copolymers confined in two dimensional (2D)
geometries, AAO membranes having unidirectional nanopores with average pore
sizes in the range 18-150 nm were used as confining matrix. They were purchased
from Synkera Technolgogies Inc, USA. Their characteristic parameters such as the
membrane thickness, porosity, average pore diameter, and the pore density are
shown in Table 4.1. SEM images (provided by the producer) for the membrane
with a mean pore diameter of 55 nm are shown in Fig. 4.3 on page 44. Since infil-
trating poly(styrene–b–1,4-isoprene) into nanopores from the melt state is limited
by the possible cross linking of the free isoprene chains, the new approach involv-
ing solvent vapour assisted wetting of the AAO nanopores described below was
adopted.
A thick copolymer film in the order of 1–2 µm cast on a glass slide from a solution
(20 mg/ml) of P(S–b–I) in chloroform was annealed at 333 K in the vacuum for 24
h. A pre–evacuated empty AAO membrane was weighed and then placed on top of
the P(S–b–I) film in an Argon atmosphere. Evacuation was done by annealing the
Table 4.1: Characteristics of the nanoporous AAO membranes used in this
study
Parameters AAO–I AAO–II AAO–III
Membrane diameter (mm) 13.0±0.2 13.0±0.2 13.0±0.2
Membrane thickness (µm) 51±1 48±2 50±2
pore diameter (nm) 150±10 55±6 18±3
Porosity (%) 32 11 10
Pore density(cm 2) 2⇥ 109 2⇥ 109 5⇥ 1010
Filling fraction (%) 50 67 87
empty AAO membrane at 573 K in vacuum for 24 h. The sandwich of the P(S–b–I)
film between a glass slide and an AAO membrane was then placed onto a teflon
spacer with the AAO membrane at the bottom as shown in Fig. 4.4 (a). This
sample set-up was again annealed at 333 K in the vacuum for 6 h before the
solvent (Chloroform) was directly injected into the bottom of the teflon spacer at
300 K (see Fig. 4.4) (a). The grooves on the bottom edge of the teflon facilitated
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Figure 4.3: Scanning electron micrographs of an AAO membrane with pores
having a mean diameter of 55 nm, viewed from the top (a) and
from the side (b) after breaking along the pore direction.
uniform distribution of the solvent. According to this set-up, the solvent vapour
enters the pores, swells/dissolves the polymer film directly above causing it to
infiltrate into the pores as shown by the magnified scheme in Fig. 4.4 (b). After
24 h, the sample set-up was annealed at 373 K in a vacuum of ⇠10 3 mbar for 1 h
before the second injection of the solvent was done. This was repeated three times
to improve the filling fraction. Excess material on the surface of the membrane
was removed by wiping with a tissue soaked in chloroform. Samples were finally
annealed at 423 K in vacuum (10 6 mbar) for 24 h and weighed thereafter.
The AFM images of the surfaces of the empty and filled membranes are shown
in Fig. 4.4 (c, d) respectively. The AFM scan of the filled membrane was taken
on the bottom surface that was not initially in contact with P(S–b–I) film. As
seen in Fig. 4.4 (d), the P(S–b–I) infiltrated into the entire thickness of the AAO
membranes. However, not all of the pores were completely filled (see the bottom
left of Fig. 4.4 d) probably due to di↵erence in the internal surface texture. The
filling fractions determined gravimetrically are shown in Table 4.1.
4.1.3 Preparation of nanoporous silica membranes
To investigate the e↵ect of the 2D confinement on the dynamics of low molec-
ular weight liquids, smaller nanopores than is possible with AAO membranes
are required. A facile and cost e↵ective method to achieve this, is by use of the
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Figure 4.4: (a) A schematic representation of the set–up used to infiltrate
P(S–b–I) into the AAO membranes. The sample arrangement
consisting of (from top to bottom): A glass-slide, P(S–b–I) film
(about 1–2 µm), AAO membrane and teflon spacer (with grooves
as shown) is placed in a custom–made vacuum annealing cham-
ber. (b) A magnified scheme of this arrangement without the
teflon spacer. The sample is heated in a fused silica tube by an
oven equipped with a temperature controller. Importantly, access
into the vacuum (without breaking it) is gained via the natural
rubber membrane using a sharp stainless needle. c) and d) show
the AFM height images (scan size 500⇥500 nm2) of the empty
and filled AAO templates (mean pore diameter = 150 nm) re-
spectively [140].
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Scheme 4.5: Anodic dissolution mechanism of Si in the presence of HF elec-
trolyte solution [141]. The di↵erent steps in the reaction scheme
are explained in the text.
electrochemical partial dissolution of silicon in the presence of hydrofluoric acid
(HF). This leads to the formation of porous silicon (pSi) with a wide range of possi-
ble pore sizes (2–100 nm) depending on the etching conditions. The defects, which
result from non-uniform native oxide layer on the surface of the silicon wafers,
serve as initial spots for the etching process. Several mechanisms leading to pore
formation have been proposed. The presence of holes (carrier charges) in the bulk
Si plays a key role during this process [142]. The di↵usion of holes against energetic
barriers is responsible for the rate (self) limiting nature of this process [143]. They
are driven to the tip of the etched pits by the applied electric field resulting to
the anisotropic dissolution of Si. The hole depleted regions are passivated [142].
Lehmann and Go¨sele [141] proposed a generally accepted mechanism of pore for-
mation (scheme 4.5). When immersed in an HF electrolyte, the Si surface is ter-
minated by hydrogen atoms. Since the induced polarization of Si–H bonds is very
low, dissolution of Si does not take place at this stage until a hole reaches the
hydrogen saturated surface. At this step, fluoride ions displaces hydrogen atoms
leading to the formation of Si–F (step 1 and 2). The structure is now generally
polarized and an injection of an electron into the Si substrate takes place. Another
hydrogen atom is ejected resulting to the release of hydrogen gas (step 3). A fur-
ther attack at the two remaining Si–H by HF occurs in step 4 forming SiF4 which
spontaneously reacts with HF to form stable H2SiF
2 
6 (step 5). Zang [144] pro-
posed an alternative model which involves competitive dissolution of Si through
direct and indirect reaction paths. The former occurs as described above while
the latter takes place via the chemical dissolution of the Si–O–Si formed in the
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presence of H2O. The desired pore sizes, morphology, porosity, and thickness of
Figure 4.6: Scanning electron micrographs (SEM) (a) cross section of the
etched silicon showing the nonintersecting nanopores. (b) SEM
image of the surface of the porous silica membrane [105, 145].
the pSi layer can be tuned by a careful selection of the resistivity (dopant and
doping ratio) and crystographic orientation of the Si wafers, and by controlling
the HF concentration, current density, and etching time. Highly and moderately
doped p–type Si wafers with h100i crystal orientation are suitable for the forma-
tion of non-intersecting mesopores in the range of 2–10 nm. To achieve this, the
current density and HF concentration must be tuned to the right levels. Pore for-
mation takes place below a critical current density above which electro–polishing
occurs. The details of the e↵ects of these parameters are shown in Ref. [146]. The
pSi membranes used in this thesis were prepared by electrochemical etching of
highly doped ( 0.005 ⌦cm) p–type h100i oriented mono-crystalline silicon wafers
in a home built anodization cell. The electrolyte contained hydrofluoric acid (HF-
48%) and Ethanol (C2H5OH-99%) purchased from sigma Aldrich and mixed in
the ratio of 1:1. Current densities (j) in the range of 20–120 mA cm 2 were ap-
plied to obtain pore diameters between 4–10 nm with porosity varying from 9–23
%. In each case, the etching time was adjusted to maintain the thickness of the pSi
at around 50 µm. All these anodization parameters were controlled by computer
software. A final electro–polishing step (j = 700 mAcm 2 ) was applied for 3–4 s to
lift the pSi from the Si substrate. The obtained pSi membranes were subsequently
oxidized thermally in an oven (Vulcan 3–550, Neytech) at 1100 K (heating rate 3
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Figure 4.7: The pore size distribution for the nanoporous silica membranes
obtained by NMR cryoporometry [145, 147].
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Figure 4.8: FTIR spectra of (I) as–prepared nanoporous silicon (pSi), (II)
partially oxidized pSi, (III) fully oxidized pSi (pSiO2), (IV) Hex-
amethyldisiloxane (HMDS), and (V) silanized pSiO2 [147].
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Scheme 4.9: Schematic outline of chemical appearance of the native (left) and
silanized (right) porous silica surface [145].
K/min) for 6 h to form completely transparent and insulating nanoporous silica
(pSiO2) with unidirectional pores. SEM image of the cross–section of pSi (Fig. 4.6,
a) reveals non–intersecting pores. The SEM image of the top surface of pSiO2 is
shown in Fig. 4.6, b). Pore size distribution as revealed by nuclear magnetic res-
onance (NMR) cryoporometry is depicted in Fig. 4.7. A Detailed study of pore
morphology and characterization is described elsewhere [148].
Silanization of nanoporous silica membranes. The dynamics and arrange-
ment of molecules inside of the nanopores is certainly a↵ected by the surface
functionality of the pores. Hydrophilic pore surfaces would interact strongly with
the polar molecules hence altering their dynamics. To check this e↵ects, the sur-
faces of the prepared pSiO2 were further modified by silanization. In this pro-
cess, pSiO2 membranes were first activated by annealing at 573 K in high vac-
uum (10 6 mbar). The details of the vacuum chamber is described in section
4.1.2 of this thesis. Hexamethyldisilazane (HMDS), (purity> 99.0%, purchased
from Sigma–Aldrich) was injected into the vacuum chamber (Fig. 4.4) contain-
ing pSiO2 at 350 K. Under these conditions, HMDS reacts with the silanol groups
leaving trimethylsilyl as terminal groups on the silica surface (see scheme 4.9). The
chamber was then evacuated after 3 h at 350 K for 6 h to remove the unreacted
HMDS. IR spectroscopy was used to characterize the as–prepared pSi, the par-
tially and fully oxidized pSi (pSiO2) and the surface modified pSiO2 (Fig. 4.8). The
freshly etched pSi (spectrum I) shows a strong peak around 2200 cm 1 assigned to
the vibrations of Si–H bond and peaks at about 900 cm 1 are attributed to either
Si–F or Si–H stretching vibrations. This proves that basically the surface of freshly
prepared pSi is hydride terminated. Upon oxidation, Si–H is slowly replaced by
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stable Si–OH bonds. This is depicted in partially oxidized pSi (spectrum II) which
shows diminishing intensity of Si–H and a growth of a broad peak at around 3300
cm 1 due to H-bonds of adsorbed H2O and another narrow peak at about 3700
cm 1 assigned to isolated OH. The intensity of this band remarkably increases
when the membrane is fully oxidized (spectrum III). This is reversed when the
membrane is treated with HDMS during silanization. The FTIR of HDMS and
fully silanized pSiO2 membrane are shown in spectra (IV) and (V) respectively
proving the exchange of silanol with methyl groups. The C–H stretching bands in
the region 2800-3000 cm 1 verify the presence of methyl groups.
Infiltration of low molecular liquids into silica nanopores. Before filling
the membranes with the material under study, they were annealed in a high vac-
uum chamber (10 6 mbar) at 573 K for 24 h to remove water and other volatile
impurities. This was done in a home–built vacuum chamber (Fig. 4.4 a) which
is evacuated in two steps. The first step involves a membrane pump that brings
the pressure in the chamber down to ⇠10 3 mbar before a turbo-molecular sys-
tem pump is engaged in the second step to achieve a vacuum better than 10 5
mbar. In the process, nanoporous silica samples contained in fused silica glass tube
were heated to 573 K by radiation using an oven equipped with a temperature con-
troller. After 24 h, the temperature was then decreased to 300 K before the probe
sample (liquid) was injected into the closed vacuum where the pores were filled by
capillary wetting. The natural rubber (which is used only once) ensures that the
vacuum chamber remains air–tight even after the injection of the sample. A similar
procedure was used during silanization with the exception that the chamber was
evacuated to get rid of the ungrafted HDMS (as described above) before injecting
the probe sample. By this method, the samples (pSi and the infiltrated material)
are not exposed to ambient air nor to oil vapour.
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4.2.1 Broadband dielectric spectroscopy
Due to its ability to span wide spectral and temperature ranges, BDS is an ideal
technique to probe molecular relaxation processes and charge transport in isotropic
materials. By combining several dielectric techniques, BDS is currently able to
cover a frequency range of about µmHz–THz [78, 149]. With a single equipment,
frequencies of up to 10 MHz range are readily accessible. To monitor relaxation
processes, the sample should posses dipoles which can either be permanent or
induced. The induced dipole moment results from the distortion or displacement
(by the local electric field) of the electron clouds of atoms/molecules with respect
to their positive centers. At a finite temperature, their position and orientation
change randomly. In BDS, a sample is electrically perturbed so that within the
linear response regime, its intrinsic fluctuations can be monitored as a function
of temperature and frequency. It therefore involves interactions of electromagnetic
fields with matter, which is described by Maxwell’s equations
curl ~H = ~j +
@ ~D
@t
(4.1)
curl ~E =  @
~B
@t
(4.2)
div ~B = 0 (4.3)
div ~D = ⇢q (4.4)
where ~H and ~E denote the external magnetic and electric fields, respectively, ~B the
magnetic induction, ~j the current density and ~D the electric displacement. These
equations can be used to extract the dielectric permittivity (✏⇤) and conductivity
( ⇤) of a material. For small electric fields strengths, ~D is given by
~D = ✏⇤✏0 ~E (4.5)
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where ✏0 denotes the dielectric permittivity of vacuum and ✏⇤ the complex dielectric
function. In the case of a periodic electrical field ~E = ~E0 exp( i!t), with ! being
the radial frequency, ✏⇤ is given by
✏⇤(!) = ✏
0
(!)  i✏00(!) (4.6)
where ✏
0
(!) and ✏
00
(!) are the real and imaginary parts of the complex permittivity,
respectively. Similarly, the current density ~j is related to ~E by the Ohm’s law
~j =  ⇤ ~E (4.7)
where  ⇤(!) =  0(!) + i 00(!) is the complex electric conductivity with it’s corre-
sponding real and imaginary parts denoted by  
0
(!) and  
00
(!), respectively. From
Eqs. (4.1), (4.5) and (4.7), it follows that  ⇤ and ✏⇤ are related by
 ⇤ = i!✏0✏⇤ (4.8)
4.2.1.1 Polarization
The electrical displacement resulting from the material’s response to the applied
electric field only, is referred to as polarization. It is given by
~P = ~D   ~D0 = (✏⇤   1)✏0 ~E =  ⇤✏0 ~E (4.9)
where the dependence of ~E is quantified by the dielectric susceptibility,  ⇤ = ✏⇤ 1.
The macroscopic polarization is written as
~P =
⇢NA
M
~m =
⇢NA
M
↵~E (4.10)
where NA is the Avogadro’s constant, ⇢ the density, M the molar mass, ~m =
~µ + ↵~Eloc, the macroscopic dipole moment with ~µ being the permanent dipole
moment, and ↵ the electric field induced polarization [150]. The polarizability ↵or
is related to the permanent dipole moment by; ↵or = ~µ hcos ✓i ~E where ✓ is the
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angle between the dipole and the electric field. Only the dipole moment compo-
nent that is parallel to the applied electric field causes polarization. According to
Boltzmann’s statistics, hcos ✓i is given by
hcos ✓i =
Z ⇡
0
cos ✓ exp
 
µ ~E cos ✓
kBT
!
d✓
Z ⇡
0
exp
 
µ ~E cos ✓
kBT
!
d✓
= L
 
µ ~E
kBT
!
(4.11)
where L(. . . ) is the Langevin function [151]. For small fields, µ ~E ⌧ kBT , hence
hcos ✓i ⇡ µ ~E/3kBT and ↵or ⇡ µ2/3kBT . Using the above expressions, the rela-
tionship between the dielectric constant or static dielectric permittivity (✏s) and
the polarization induced by the total electrical field delivers the following Clausius–
Mossoti equation.
✏s   1
✏s + 2
=
⇢NA
3✏0M
↵ (4.12)
A similar treatment that includes orientational polarization due to the permanent
dipoles is given by Eq. (4.13), also known as Debye–formula.
✏s   1
✏s + 2
=
⇢NA
3✏0M
✓
↵ +
µ2
3kBT
◆
(4.13)
By the use of the reaction field theory, Onsager extended the Debye–formula to
incorporate the enhancement of the permanent dipole moment of non–associating
molecules by the polarization of their environment. This calculation leads to
✏s   ✏1 =  ✏ = ✏s(✏1 + 2)
2
3 (2✏s + ✏1)
µ2 ⇢ NA
3✏0kBT M
(4.14)
where ✏1 is the static permittivity in the limit of high frequency and  ✏ is the
dielectric strength. However, Eq. (4.14) fails to quantitatively predict the dipole
moment of associating liquids because of the presence of static orientation cor-
relation between molecules which could be due to hydrogen bonding or steric
interactions. These interactions were modeled by Kirkwood and Fro¨hlich who in-
troduced the correlation factor gK to the Onsager’s relation. Due to the di culty
to include all interactions in the whole system, Kirkwood/Flo¨hlich considered a
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region containing N˜ molecules and treated the remaining N  N˜ molecules similar
to the Onsager’s approach. Based on this assumption, one obtains
✏s   ✏1 =  ✏ = ✏s(✏1 + 2)
2
3 (2✏s + ✏1)
µ2 ⇢ NA
3✏0kBT M
gK (4.15)
where
gK = 1 +
*
N˜X
i=1
X
i<j
~µi ~µj
+
N˜ µ2
(4.16)
By considering only the nearest z coordinated neighbours of the selected test
dipoles with ✓ being the orientational angle of the test dipole with respect to it’s
neighbour, the estimation of gK is further simplified to; gK = 1 + z hcos ✓i. The
gK is greater than 1 if the molecules are oriented parallel to each other. However,
it is less than 1 for the anti–parallel orientation.
4.2.1.2 Dielectric relaxation
When a stationary periodic electrical disturbance ~E(t)(!) = ~E0 exp( i!t) within
the linear regime is applied to a dielectric material, it undergoes a time/frequency–
dependent polarization response (relaxation) that is give by
~P (t)(!) = ✏0(✏
⇤(!)  1) ~E(t)(!). (4.17)
The relationship between the time and frequency–dependent dielectric functions,
✏(t) and ✏⇤(!), is provided by a one–sided Fourier or full imaginary Laplace trans-
form which reads
✏⇤(!) = ✏1  
Z 1
0
d✏(t)
dt
exp (  i!t) dt (4.18)
✏(t) = ✏1   1
2⇡
Z 1
0
✏⇤(!)  ✏1
i!
exp(i!t)d! (4.19)
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This illustrates that real and imaginary parts of the frequency dependent permit-
tivity are related quantities which satisfy the following Cauchy relations:
1
2⇡
I
✏⇤(⇠)
⇠   !d⇠ = 0 (4.20)
The connection between real and imaginary parts of the complex dielectric permit-
tivity can therefore be derived from Eq. (4.20) leading to the well known Kramers–
Kronig relations:
✏
0
(!) = ✏1 +
1
⇡
I
✏
00
(⇠)
⇠   !d⇠ (4.21)
✏
00
(!) =
 0
✏0 !
  1
⇡
I
✏
0
(⇠)  ✏1
⇠   ! d⇠ (4.22)
The Kramers–Kronig relations imply that ✏
0
and ✏
00
contain identical information.
It also follows that the dielectric relaxation strength ( ✏) can be obtained from
the area under the ✏
00
versus ln! curve as;
 ✏ = ✏s   ✏1 = 2
⇡
Z 1
0
✏
00
(!)d ln ! (4.23)
According to Joule’s law, when an alternating electrical field is applied to a di-
electric material, the amount of dissipated energy per period is proportional to
✏
00
hence it is often referred to as dielectric loss factor. The energy stored in the
system is related to ✏
0
, thus this quantity is also called storage factor. The ratio
of these two quantities is equal to the tangent of the loss angle   or the so–called
loss tangent:
tan   =
✏
00
✏0
(4.24)
4.2.1.3 Debye relaxation
The original model of dielectric relaxation by P. Debye resulted from rigorous
treatment of rotational Brownian motion where the time–dependent dipole reori-
entation in a liquid was modeled via di↵usion. Within this approach, it is assumed
that the probability of finding the orientation of a molecular dipole at the angles
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✓,  and time t follow the di↵usion equation given by:
@p(✓, , t)
@t
= Drot52 p(✓, , t) (4.25)
where
52 = 1
sin ✓
@
@✓
✓
sin ✓
@
@✓
◆
+
1
sin2 ✓
@2
@ 2
The solution of Eq. (4.25) for the initial condition that the dipoles are at   = ✓ = 0
at t = 0 enables the calculation of the average cos ✓ as a function of time which
results to:
< cos ✓(t) >= exp( 2Drot) = exp
✓ t
⌧D
◆
(4.26)
where ⌧D is the characteristic relaxation time [150]. From Eq. (4.26), it is readily
evident that in the presence of a periodic field, the response of the reorienting
permanent dipole moments follows an exponential function. Similar results can
be obtained by calculating the time–dependent dielectric response using the first
order di↵erential equation while neglecting inertia e↵ects and assuming that the
change of the polarization is proportional to its actual value [44].
d~P (t)
dt
=   1
⌧D
~P (t) (4.27)
In this case, Eq. (4.27) leads to the exponential decay for the correlation function
 (⌧)
 (⌧) = exp
✓
  t
⌧D
◆
(4.28)
Within this framework, the time-dependent dielectric permittivity is given by:
✏(t) = ✏1 + ✏

1  exp
✓
  t
⌧D
◆ 
(4.29)
In the frequency–domain, the equivalent expression for the complex dielectric func-
tion, ✏⇤(!) which describes the Debye form of dielectric relaxation is obtained:
✏⇤(!) = ✏1 +
 ✏
1 + i!⌧D
(4.30)
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The real and imaginary parts of Eq. (4.30) are given by:
✏
0
(!) = ✏1 +
 ✏
1 + (!⌧D)2
(4.31)
✏
00
(!) =
  ✏ !⌧D
1 + (!⌧D)2
(4.32)
The characteristic relaxation time ⌧D gives the position of the maximum dielectric
loss, ✏
00
(!), as !max = 2⇡fmax = 1/⌧D. The plots of Eqs. (4.31) and (4.32) are
illustrated in Fig. 4.10 (a) and (b), respectively, which show the simulated curves
of the real and imaginary parts of the complex dielectric functions for the Debye
relaxation. The imaginary part which is normalized with respect to the maximum
loss, !max shows a symmetric curve where the limiting slopes in the low and high
frequency flanks are 1 and -1 respectively. For the Debye process, the full width
at half maximum of ✏
00
versus log ! curve is usually 1.144. It is evident from Fig.
4.10 that the parameters such as ⌧D and  ✏ can be obtained from either ✏
0
(!) or
✏
00
(!). For the Debye process, the loss factor, ✏
00
can be computed from the storage
component, ✏
0
using the following relations:
✏
00
(!) =

  ✏
2
d✏
0
(!)
d ln!
  1
2
(4.33)
4.2.1.4 Non–Debye relaxations
The Debye dielectric relaxation is observed only in rare cases, mostly in hydrogen
bonded systems especially monoalcohols, water and some polymers [22, 44]. Many
other materials exhibit non–Debye dielectric dispersion which is asymmetrically
broadened compared to the single exponential Debye function. There is a general
supposition that a non–Debye relaxation behavior can be expressed by a superposi-
tion of Debye–functions having di↵erent relaxation times. However, this approach
fails to justify the molecular interpretation of the stretched exponential of the cor-
relation function observed in most glass–forming systems. One of the models that
interpret this behavior from a molecular view point, is the defect di↵usion model
(DDM) which considers that a selected dipole is able to reorient if a defect reaches
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Figure 4.10: The real, ✏
0
(!), (a) and imaginary, ✏
00
(!), (b) of the complex
dielectric function ✏⇤(!) = ✏0(!)   i✏00(!) for the Debye relax-
ation. The curves were simulated with the following parameters;
⌧D = 0.01s, ✏ = 2 and ✏1 = 2.5. (b) is normalized with respect
to the maximum position of ✏
00
(!).
it. From the molecular consideration, this defect is regarded as a region of low
density (free volume) in the vicinity of the dipole. To recover the KWW stretch-
ing correlation function, Eq. (3.9) a waiting time distribution for the di↵usion of
the defects was incorporated in the model. This model leads to a more plausi-
ble implication that the dielectric dispersion is closely related to the molecular
structure.
The non–Debye relaxation in frequency–domain was first modeled by Cole–Cole
(CC) and latter by Cole–Davidson (CD) both with a single shape parameter.
However, these models are insu cient in describing the measured dielectric data.
A more versatile description of the measured dielectric dispersion is provided by
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the empirical Havriliak–Negami (HN) function which reads [152]
✏⇤(!) = ✏1 +
 ✏h
1 + (i!⌧HN)
 
i  (4.34)
where   and   are the shape parameters which describe the symmetric and anti–
symmetric broadening of the complex dielectric function. Eq. (4.34) separates into
real, ✏
0
(!) and imaginary, ✏
00
(!) components as shown in Eqs. (4.35) and (4.36),
respectively.
✏
0
(!) = ✏1 +
 ✏ cos 
#
(4.35)
✏
00
(!) =
 ✏ sin 
#
(4.36)
where
# =

1 + 2(!⌧HN)
  cos
✓
⇡ 
2
◆
+ (!⌧HN)
2 
   
2
 =   arctan
"
(!⌧HN)  sin
 
⇡ 
2
 
1 + (!⌧HN)  cos
 
⇡ 
2
 #
The position of the maximum loss !max depends on the characteristic relaxation
time ⌧HN and the shape parameters according to:
!max =
1
⌧max
=
1
⌧HN

sin
✓
⇡ 
2 + 2 
◆  1
 

sin
✓
⇡  
2 + 2 
◆   1 
(4.37)
The parameters   and   (1 6  ,    < 0) are related to the shape of the dielectric
function at low and high frequencies:
✏s   ✏0(!) ⇠ ✏ ; ✏00 ⇠ ✏  for ! ⌧ 1
⌧HN
(4.38)
✏
0
(!)  ✏1 ⇠ ✏    ; ✏00 ⇠ ✏    for !   1
⌧HN
(4.39)
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The influence of these HN parameters, (  and  ) on the shape of the dielectric
loss function is demonstrated in Fig. 4.11. While the two HN shape parameters
are needed to describe the measured dielectric data in the frequency domain, its
analogue in the time–domain is described by the KWW correlation function with
a single stretching parameter,  KWW . A good connection between KWW and HN
parameters is provided by the following relations [44, 150, 153]:
log( HN HN) = 1.2 log( KWW )
log(⌧HN) = log(⌧KWW ) + 2.5 exp( 3.5 KWW ) (4.40)
4.2.1.5 Relaxation time distribution
The molecular origin of the non–Debye (or non–exponential) relaxation is not
definitive. Despite the view that it is due to several Debye–like independent re-
laxators having di↵erent time scales [154] (which may be true for local relaxation
processes), the implicit caveat is that it might also be a feature of the molecular
process itself [155]. The linear relaxation theory do not clearly distinguish between
these two interpretations. Nevertheless, considering the former case, the complex
dielectric function is given by:
✏⇤(!) = ✏1 + ✏
Z 1
 1
g (log ⌧)
1 + i!⌧
d log ⌧ (4.41)
where the relaxation time distribution g (log ⌧) fulfills the normalization condition:
Z 1
 1
g (log ⌧)d log ⌧ = 1 (4.42)
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Figure 4.11: Variation of the dielectric loss peaks as a function of scaled fre-
quency for di↵erent Havriliak–Negami shape parameters shown
in (a) and (b). Curves for di↵erent combination of   and   re-
sulting to    that varies from 1.0 to 0.3 in steps of 0.1 in order
from narrowest to widest curve as indicated by the arrow in (c).
For all of the curves in (a-c),  ✏ = 1 and ⌧HN = 0.01s.
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For the Havriliak–Negami function, the relaxation time distribution reads:
gHN (log ⌧) =
 ✏
⇡
⇣
⌧
⌧HN
⌘  
sin(  )
1 + 2
⇣
⌧
⌧HN
⌘ 
cos
 
⇡ 
2
 
+
⇣
⌧
⌧HN
⌘2   /2 (4.43)
where
  = arctan
264 sin(⇡ )⇣
⌧
⌧HN
⌘ 
+ cos(⇡ )
375 ,  2 [0, ⇡]
In summary, broadband dielectric spectroscopy facilitates access to a lot of infor-
mation concerning the molecular dynamics, polarization e↵ects and charge trans-
port depending on the molecular details of the sample. In general, the quantities
such as, the characteristic molecular relaxation time, the distribution of relaxation
times, the dielectric strength which is related to the number density of the fluctuat-
ing dipoles and the dc–conductivity are readily obtained over a wide temperature
range.
4.2.2 Grazing incidence small–angle X–ray scattering
The limitation of the conventional di↵use small–angle X–ray scattering (SAXS)
to perform structural investigation of thin films is circumvented by the use of
grazing incidence small–angle X–ray scattering (GISAXS). With the increased re-
search on the nanostructured thin films, GISAXS has emerged to be a versatile
tool in this field. It complements the prevalent techniques such as atomic force mi-
croscopy (AFM) and transmission electron microscopy (TEM) which probe mainly
the surface topographies of the nanoscale structures. GISAXS has the possibility
to reveal even structures that are beneath the top layer. It also o↵ers a higher
statistical significance due to its ability to probe a larger surface area than AFM
or TEM [156]. By use of highly collimated beam of X–rays striking the surface at a
glancing angle, GISAXS o↵ers improved signal to noise ratio compared to SAXS.
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Synchrotron sources are particularly well suited to meet the demand of highly col-
limated radiation with necessary intensity. Under these conditions, GISAXS can
investigate structures in thin films with thicknesses down to sub–monomolecular
levels.
Theory of GISAXS
The X–ray scattering is caused by the variations of mean electronic density due
to inhomogeneity of the atomic planes in the target sample. In this case, the
refractive index nj of a medium j is slightly smaller than 1. It is written as;
nj = 1   j+ i j, where  j and  j are the dispersion and absorption contributions,
respectively [157]. The conventional kinematic approach based on the Born ap-
proximation is used to interpret the X–ray di↵raction from small crystals. Within
this framework, scattering from each volume element (V) is treated independently
and the radiation from all scatterers are superposed coherently while neglecting
multiple scattering e↵ects [158]. This theory however, fails to describe GISAXS
because it is severely limited by refraction and total external reflections. The dy-
namical theory of X–ray scattering overcomes these limitations, but its complexity
outweighs its ease of application to several scenarios of refraction and reflection
that abound in GISAXS measurements (Fig. 4.12).
Figure 4.12: Scheme of the four terms involved in the scattering by a sup-
ported spherical nano–objects. The first term is consistent with
the simple Born approximation and the higher order terms in-
clude reflection at the interface. ~ki and ~kf are the wave vectors
of the incident and exit rays respectively, while ↵i and ↵f are
their corresponding angles.
A successful theory commonly used to describe GISAXS data is the distorted wave
Born approximation (DWBA) [159]. In this approach, the scatterer is first replaced
by a simpler distribution of material and the field produced at all points when a
plane wave falls on this distribution is calculated exactly. The resulting distorted
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wave is again considered to illuminate each scatterer in the sample [160]. This
takes into account the possibility to have in addition to a normal scattering event,
a reflection after scattering, or first a reflection then scattering, or a reflection,
followed by scattering and then a second reflection as outlined in Fig. 4.12.
In the framework of the DWBA, the di↵erential cross–section is given by [156]:
d 
d⌦
=
A⇡2
 4
(1  n2)2|Ti|2|Tf |2F (~q) / F (~q) (4.44)
where A is the illuminated surface area,   the wavelength, n the refractive index,
Ti,f the Fresnel transmissions functions acting as overall scaling factors, and F (~q)
the di↵use scattering factor. The overall signal is a coherent sum of the interference
of the four di↵erent terms (Fig. 4.12) having di↵erent relative strengths depending
on the Fresnel coe cients of reflectivity (ri, rf ) and transmittivity of the incident
and the exit rays. The intensity mainly results from the Fourier transform of the
height–height correlation function of the surface elements. The intensity of each
of the terms is written as [158]
I1(~q) =
Z
object
 ⇢ (~r) ei(~qk+~q?,1).~rdV (4.45)
I2(~qk,~kfz ) = rf
Z
object
 ⇢ (~r) ei(~qk+~q?,2).~rdV (4.46)
I3(~qk,~kiz) = ri
Z
object
 ⇢ (~r) ei(~qk+~q?,3).~rdV (4.47)
I4(~qk,~kiz,~k
f
z ) = rirf
Z
object
 ⇢ (~r) ei(~qk+~q?,4).~rdV (4.48)
where  ⇢ (~r) represents the di↵erences in the electron density with respect to
the surroundings, ~qk and ~q? are the parallel and perpendicular components of
the scattering vectors, respectively. ~kz is the wave vector in the z direction. The
standing wave field of the incident and reflected waves reach their maximum called
Yoneda peak if either ↵i = ↵cp or ↵f = ↵cp with ↵i,↵f and ↵cp being the incident,
exit, and sample–critical angles, respectively [157]. For N identical objects with
a random orientation, the di↵use scattering factor is related to the form factor of
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individual objects P (~q) and the structure factor S(~q) by [156]:
F (~q) / NP (~q)S(~q) (4.49)
Only in the case of highly monodisperse objects, is the form factor visible in
GISAXS experiments. This form factor is a Fourier transform of the shape of the
single object and that of a large collection of di↵erent objects. It is available in
an analytical expression which mainly take the shape of a cylinder of a volume
Vcyl = ⇡R2H for the case of polymers.
Pcyl(~q, R,H) = 2⇡R
2H
J1(qkR)
qkR
sin
✓
qzH
2
◆
exp
✓ iqzH
2
◆
(4.50)
or a cut–o↵ sphere with height H of a volume
V = ⇡R3
"
2
3
+
H  R
R
  1
3
✓
H  R
R
◆3#
(4.51)
which leads to:
Psph(~q, R,H) = exp [iqz(H  R)]
Z H
0
2⇡R2z
J1(qkRz)
qkRz
exp(iqzz)dz (4.52)
where qk =
q
q2x + q
2
y and Rz =
p
R2   z2. Island structures frequently detected
in the case of diblock copolymer films are well described by cylinders fulfilling
R  H.
The GISAXS scattering geometry
In GISAXS measurement, the sample surface defines the (x,y) plane with the
incident X–ray beam being directed along the x–axis. The y–axis is therefore
perpendicular to the scattering plane given by ↵i and ↵f . The z–axis represents
the surface normal. Specular scattering fulfills the condition ↵i = ↵f , while o↵–
specular or di↵use scattering satisfies ↵i 6= ↵f . Assuming that a monochromatic
X–ray beam of wavelength   and wave vector ~ki, with a wave number ~k0 = 2⇡/ 
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strikes the sample surface at an angle ↵i, it will be scattered at an angle ↵f
(↵i,↵f < 1) and at an out of–plane angle  .
Figure 4.13: Scheme of the GISAXS measurement geometry. The sample is
positioned with respect to the spatial coordinates; x,y and z
as well as by its azimuthal orientation !. The incident angle is
denoted by ↵i, the exit angle ↵f , and the out–of plane angle  .
The color coding visualizes di↵erences in the scattered intensity
on the two–dimensional detector. Main characteristics features
are the specular peak (denoted S), the Yoneda peak (Y), and the
direct beam (DB) [157].
The scattering wave vector ~q is defined by
~q = (qx, qy, qz) (4.53)
with components
qx =
2⇡
 
[cos( ) cos(↵f )  cos(↵i)] , (4.54)
qy =
2⇡
 
[sin( ) cos(↵f )] , (4.55)
qz =
2⇡
 
[sin(↵i) + sin(↵f )] (4.56)
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The GISAXS signal is recorded by a two dimensional (2D) detector. This is be-
cause the qx component is negligibly small (qx ⌧ qz) hence the detector scan
displays a reciprocal–space map in qz and qy. The depth sensitive information is
sampled when qx = qy = 0 and qz 6= 0. In the case of o↵–specular scattering, the
lateral component is qk = (qx, qy) 6= 0 thus probing the in–plane structures of the
sample. In order to avoid detector saturation, the direct and the specular reflected
beams are often blocked by a beam stop since the intensity of these two beams are
several orders of magnitude higher than the di↵use scattering. Instead of handling
a complete 2D intensity distribution, the GISAXS data analysis is reduced to two
distinct intensity profiles within a narrow strip along qy and qz axis. The intensity
profile is improved by integrating along a slice consisting of only a few detector
lines whose width can be adapted to the resolution of the experimental set–up for
optimal conditions.
4.2.3 Scanning electron microscopy
Scanning electron microscopy (SEM) uses a beam of highly energetic electrons to
provide information of the surface topography, morphology and the elemental com-
position of a sample. Currently SEM can achieve a resolution as high as 0.05 nm
which is 4000 times better than a typical light microscope [161]. This is attained
by increasing energy of the electron beam. In SEM, the electron beam emitted
by the electron gun is accelerated (in a vacuum) toward a sample at energies be-
tween 2–1000 keV. The electron beam is confined by metal apertures and focused
by magnetic lenses into a fine spot as small as 1 nm in diameter on the sample
surface [161]. The beam is then scanned in a raster over the sample and intensi-
ties of various signals formed by the interaction of the incident electrons with the
sample are recorded by detectors and converted into image contrast. The inter-
action of the electron beam with the specimen produces secondary, backscattered
Auger electrons, X–rays and light [163]. SEM mainly makes use of the secondary
and backscattered electrons to give structural information of a sample. The low
energetic secondary electrons (SE) are ejected from atoms near the surface of the
specimen due to the impact of the incident electrons. They provide topographic
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Figure 4.14: Schematic diagram showing the main components of a scanning
electron microscope [162].
images of the highest spatial resolution. The incident electrons that are deflected
(scattered) at larger angles from near the atomic nuclei and reemerge on the sample
surface are called backscattered electrons (BSE). Because they come from slightly
deeper and higher interaction volume within the specimen, BSE give relatively
less resolution images than SE despite their higher energies. All samples for SEM
measurement should have conductive channels, otherwise charging e↵ect would
make it di cult to obtain clear images.
4.2.4 Positron annihilation lifetime spectroscopy
The positron (e+) also referred to as antiparticle of the electron has the same
mass, spin and electric charge as an electron except that the sign of its charge
is positive. The positron can be generated by two processes: pair production and
radioactive decay. In pair production, a positron and an electron are emitted from
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a high energy photon when it interacts with a nucleus. For this process to occur,
the energy of the photon should be greater than twice the rest mass of the electron
(1.022 MeV) according to the Eintein’s mass–energy equivalence, E = mc2 where
m is the rest mass and c the speed of light. This process must also obey the con-
servation of energy, momentum and charge. However, these conditions are di cult
to achieve simultaneously [164]. The radioactive decay of the nuclides having the
proton/neutron ratio greater than one presents a natural spontaneous production
of positrons.
The conventional sources of e+ used in the positron annihilation lifetime spec-
troscopy (PALS) are radioisotopes emitting  +radiation. The most suitable iso-
tope for this purpose is 22Na which has a half–life of 2.602 years and decays to
22Ne by ejecting a positron and a photon of 1.27 MeV almost simultaneously. The
detection of this photon energy serves as a start signal for the lifetime measure-
ment. The positron ultimately annihilates with electrons in matter emitting two
photons each of 0.511 MeV which act as stop signals. The time di↵erence between
the detection of the start and stop signals is the lifetime of the positron. The
experimental set–up for PALS measurement is shown in Fig. 4.15
Figure 4.15: A schematic diagram of fast–fast coincidence PALS spectrom-
eter. The lifetime is measured as the time di↵erence between
the appearance of the start and stop  –rays. (PM: photomul-
tiplier; SCA: single channel analyzer; TAC: time–to–amplitude
converter; MCA: multi channel analyzer [165].
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Figure 4.16: Schematic representation of the interaction of positron with mat-
ter. The positron and photon of energy 1.27 MeV are emitted
from the 22Na source. The emitted positron undergoes thermal-
ization, di↵usion, trapping and annihilation within the existing
defect of the material.
A positron possesses 0.54 MeV energy at the start. As it penetrates into matter,
it subsequently loses this energy by almost six orders of magnitude within a few
picoseconds through ionization, excitation and phonon scattering [166, 167]. This
process is called thermalization. The thermalized positron then di↵uses (typical
di↵usion length L+ = 100 nm) until it is trapped within the defects or free volume
available in the material. This trapping is facilitated by the Coulombic repulsion
with the electron cloud of the surrounding atoms (Fig. 4.16). During this process,
the “free” positron can annihilate with the nearby electron with a lifetime (⌧2) of
about 0.3–0.5 ns [166]. Alternatively, the localized positron can form a positronium
(Ps) which is a bound state of the positron and the host electron. The Ps is
therefore an analogue of hydrogen atom in which the proton is replaced by a
positron. It can exist in two ground states: para–Ps (p–Ps, singlet 1S0) with
anti–parallel orientation of the positron and electron spins and ortho-Ps (o–Ps,
triplet 3S1) with parallel spins. Due to the conservation of spin and momentum,
the self–annihilation of p–Ps and o–Ps in vacuum proceed by releasing 2  and
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3  photons with lifetimes (⌧1, ⌧3) of about 125 ps and 142 ns, respectively [166–
168]. When the o–Ps is embedded in a material, it can annihilate with another
nearby electron (with an opposite spin) from the host material and emit 2  instead
of 3 . This process, referred to as peak–o↵ annihilation, reduces the lifetime (⌧3)
of o–Ps to within 1–4 ns. The lifetime of o–Ps depends on the electron density of
its environment, it can therefore serve as a probe of the structure of a material at
the subnanoscale level.
The annihilation rate ( ) of the positron is related to the electron density of the
surrounding medium by [165]:
  =
1
⌧
= ⇡r20c
Z
d~r n+(~r)n (~r)g(0;n+;n ) (4.57)
where ⌧ is the lifetime, ~r0 the classical electron radius, c the speed of light in
vacuum, n+, n  are the positron and electron density, respectively. g(0;n+;n ) is
the electron–positron correlation function. The spectrum of the positron lifetime
is a sum of exponential components
N(t) =
nX
i=1
Ii i exp(  it) (4.58)
The annihilation rate,  i = ⌧
 1
i and the intensity Ii can be obtained from standard
computer procedures. The subscript i denotes the channel of positron annihilation.
For instance, i = 1, 2 and 3 for the annihilation of free positron, p–Ps and o–Ps,
in order of increasing lifetime, respectively. In glass forming organic materials, the
o–Ps lifetimes have a dispersion due to distribution of hole sizes. The distribution
of annihilation rate, ⌦3( ) for o–Ps is give by
⌦3( ) =
1
 3 3
p
2⇡
exp
264 
⇣
ln  3 3,0
⌘2
2 23
375 (4.59)
It has a maximum at  3,0 = ⌧
 1
3 exp( 
2
3/2) and a standard deviation,  3 =
 3(⌧) = ⌧3 [exp( 23)  1]0.5. ⌦3( ) is related to the distribution of lifetime, ⌦3(⌧)
by; ⌦3(⌧)d⌧ = ⌦3( ) 2d⌧ [169]. The LT9 routine analysis program can be used to
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obtain ⌧3 and  3. According to the Tao–Eldrup model, the hole radius distribution,
n(rh) is given by [167, 169]:
n(rh) =  2 r

cos
✓
2⇡rh
rh +  r
◆
  1
 
⌦( )
(rh +  r)
2 (4.60)
where rh is obtained from:
⌧3 = 0.5

1  rh
rh +  r
+
1
2⇡
sin
✓
2⇡rh
rh +  r
◆  1
,  r = 0.166 nm (4.61)
In summary, when a positron is implanted into a condensed medium, it quickly at-
tains thermal equilibrium with the surrounding. The thermalized positrons interact
with the medium and eventually annihilate with the local electrons. Measurable
parameters of annihilation reflect the defects, or free volume distribution which is
related to the structure of the medium. This can be deduced from the state of the
electron participating in the annihilation process which can give information of
the local electronic structure of the host at the annihilation site. Additionally, this
information can be obtained from the state of the positron itself at the moment
of annihilation: free positron, positron trapped in defects and the di↵erent states
of the Ps atom in the medium.
4.2.5 Fourier transform infrared spectroscopy
Infrared (IR) spectroscopy takes advantage of the fact that di↵erent molecular moi-
eties absorb IR radiation at specific frequencies to elucidate the molecular “finger
prints” of a sample. Within molecules, intrinsic atomic vibrations take place. The
frequencies of these vibrations fall in the range of infrared spectral region. There-
fore, when a sample is subjected to IR radiation, it absorbs quantized energies
that match the di↵erence between any two energy levels of atomic vibration. For
a single transition, the energy Ei,vib is given by:
Ei,vib = h c ⌫¯i
✓
ni +
1
2
◆
, ni = 0, 1, 2, . . . (4.62)
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where h is the Planck’s constant, c is the velocity of light in vacuum, ⌫¯i is the
wavenumber (cm 1) which is related to the frequency (⌫i) of a particular mode
(⌫i = c ⌫¯i) and ni denotes the vibrational quantum number of the i
th mode. The
molecular vibrations can range from the simple coupled motion of two atoms of
a diatomic molecule to a more complex motion of each atom in a large polyfunc-
tional molecule [170]. The vibrational frequency, can be estimated from a simple
harmonic oscillation of two atoms (with reduced mass, mr) connected by a mass-
less spring (having a spring constant k). In this case, the frequency of the atomic
vibration is given by:
⌫ =
1
2⇡
r
k
mr
(4.63)
According to the harmonic oscillator, the potential energy, V (r) as a function of
atomic displacement is described by a parabolic curve. Practically, the potential is
asymmetric with respect to the equilibrium interatomic distance re, which prevents
the two atoms from penetrating each other. Such an anharmonic function is often
described by the so-called Morse potential: E(r) = De
⇥
1  e a(r re)⇤2 where De
is the potential well depth and a is a parameter that controls the “width” of the
potential.
In order to be IR active, the electric dipole moment of the respective molecu-
lar moieties must change during the vibrational transition. For most vibrational
modes, the energy di↵erence for the transition between the ground state (ni = 0)
and the first exited state (ni = 1) corresponds to the energy of radiation in the
mid–infrared spectrum (400–4000 cm 1). The amplitude/intensity of the the IR
spectrum also referred to as absorbance, A(⌫¯) is related to the concentration, C
of absorbing molecules, the sample thickness (dx) via the Lambert–Beer law:
A(⌫¯) =
I(⌫¯)
I0(⌫¯)
= exp [ ↵(⌫¯)Cdx] (4.64)
where I(⌫¯) and I0(⌫¯) are the intensities of the IR radiation before and after pass-
ing through the sample, respectively. ↵(⌫¯) is the absorption coe cient [170]. The
overall intensity of the transition is measured in terms of the integral absorption
coe cient: A =
R
↵(⌫¯)d⌫¯, where ↵(⌫¯) is the extinction coe cient and A is related
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to the dimensionless oscillator strength, fj of a particular absorption band by [87]:
fj =
4m0 c ✏0 ln 10
Ce2
A (4.65)
where m0 is the reduced mass, and e the electron charge.
The intensity of the vibrational band is also proportional to the probability of
the transition from, for instance, a vibrational energy state 1 to 2. From quantum
mechanics, this transition is given by P1,2 =
D
 ⇤2|⌦ˆ| 1
E2
where  1 and  ⇤2 are
the wave functions for the vibrational states 1 and 2, and ⌦ˆ is the operator that
describes the perturbation of the molecule by electromagnetic radiation. The IR
vibrational transition is controlled by the electric dipole moment operator, µˆq =P
↵ e↵q↵ with e↵ being an e↵ective charge, and q↵ the distance to the center of
gravity of a molecule in a cartesian coordinate system (q = x, y, z). Averaging over
all molecule’s orientations, the IR intensity for a transition from state 1 to 2 of
the kth is expressed as [171]
I1,2 /
⇣
[µx]
2
1,2 + [µy]
2
1,2 + [µz]
2
1,2
⌘
(4.66)
The transition probability is therefore given by;
[µˆq] = µ
0
q h ⇤2 1i+
@µˆkq
@Qk
h ⇤2|Qk| 1i (4.67)
Since the wave functions are orthogonal, the first integral on the right-hand side
of Eq. (4.67) is zero. It is also evident from Eq. (4.67) that the transition dipole is
non-zero only if the excitation of the normal mode involves a change in the dipole
moment. This change defines the direction of the transition dipole moment. If a
non–polarized IR radiation interacts with an isotropic sample, it is not possible
to discriminate the di↵erent components of the transition dipole moment that
contribute to the IR absorption. However, with polarized light, it is feasible to
obtain the individual components of the transition dipole moment and thereby
extract additional information regarding the orientation of molecules with respect
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to the plane of polarization [171]. This possibility is discussed in the following
section.
4.2.5.1 Infrared transition moment orientational analysis (TMOA)
Surface interactions of confined molecules (of otherwise isotropic samples) are
likely to induce molecular biaxiality which can be characterized by the tensor of the
index of refraction. By use of an IR beam that is not normal to the sample, the 3⇥3
tensor of the imaginary part of the refractive index can be obtained without a priori
assumption of the molecular orientation [172]. Transition moment orientational
analysis (TMOA) which combines the conventional polarization IR spectroscopy
with the inclination of the sample is a convenient technique to quantify the three-
dimensional order of molecules. It is based on the propagation of electromagnetic
waves (EM) through a biaxial lossy medium. The propagation of EM waves in
an anisotropic dielectric material as derived from Maxwell’s equations is given
by [173]:
~k ⇥ (~k ⇥ ~E) =  !
2
c20
I2 · ~E (4.68)
where ~k is the wave vector, ~E the electric field, ! the frequency, c0 is the speed
of light in vacuum, and I is the indricatrix which contains the optical properties
of the medium. By applying the boundary conditions according to the Snell’s law,
the following continuity equation is obtained:
~k0.~ey = sin ✓ = nm sin ✓m = ~km.~ey (4.69)
which contains the terms of the wave vectors, the e↵ective refractive index (n), the
reference frame of the sample (y), and the angle (✓) between the surface normal
(z) and wave vector. ~ey is the unit vector in the y–direction (Fig. 4.17). Combin-
ing Eqs. (4.68) and (4.69) leads to Eq. (4.70) from which the allowed propagation
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directions and the corresponding electric fields inside a medium can be deter-
mined [173]. For8>>><>>>:
0BBB@
 k20,y 0 0
0  k20,y   k2z k0,ykz
0 k0,ykz  k20,y
1CCCA+ !2c20 I2
9>>>=>>>; ~E = 0 (4.70)
non-zero values of ~E, the determinant of the matrix in Eq. (4.70) must be set to
zero leading to the fourth-degree of polynomial of kz being equal to zero. Two
of the solutions correspond to the forward propagating beams and the other two
to backward propagation [172]. The incident beam is therefore split into two for-
ward beams propagating in di↵erent directions with di↵erent electric polarizations
(Fig. 4.17). The characteristics of these two beams together with their respective
incident beams can be used to calculate absorbance. A comparison of the resultant
values of absorbance A(✓, ) for di↵erent angles of polarization and sample incli-
nation makes it feasible to obtain the major axis of orientation as well as its order
parameter [173–175]. The absorption coe cient ↵(✓, ) is linked to the relative
orientation of the electric field within the sample, ~E with respect to the transition
dipole moment, ~µ by Eq. (4.71).
↵( ~E) /
D
(~µ · ~E)2
E
µ
/ ~ET ·M · ~E (4.71)
where ~ET denotes the transpose of ~E, hiµ is the ensemble average of all the tran-
sition dipole moments and M is a matrix of the mean square of the orientation
distribution given as; Mij =
D
~µ · ~ei ⇥ ~~µ · ~ej
E
µ
with ~ei and ~ej being the basic vec-
tors of the sample coordinate system [175]. The molecular order parameter tensor
~S is determined from the diagonalized matrix M
0
given in Eq. (4.72).
Si =
1
2
 
3M
0
i,jP
M
0
i,j   1
!
(4.72)
where the summation is done with respect to j 2 {x, y, z}. Generally, mean value
of the scalar order parameter Smax is given by Smax = max{Sx, Sy, Sz} [173].
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Figure 4.17: Sketch illustrating the sample setup for the Transition Moment
Orientation Analysis. Since the sample is rotated through an
angle ✓ about x axis, its coordinate system (xyz) di↵ers from the
laboratory system (x0y0z0). z denotes the surface normal to the
membrane whilst z0 is the optical axis. The polarization angle
  determines the direction of the electric field of incident wave
~Ein. ~E1 and ~E2 are the fields inside the medium whereas ~Eout is
the electric field of the transmitted beam [175].

5 Results and discussion
In this Chapter, structure and dynamics of confined glass–formers: oligomers and
diblock copolymers (BPCs) are presented. In the former case, a van der Waals
liquid, Tris(2–ethylhexyl)phosphate (TEHP) and hydrogen bonded 2–ethyl–1–
hexanol (2E1H) which form supramolecular oligo–chains are confined in silica
nanopores, while in the latter case, symmetric and asymmetric poly(styrene–b–
1,4–isoprene) P(S–b–I), diblock copolymers are confined in nanometric thin layers
and in anodized alumina oxide (AAO) nanopores. Emphasis is placed on the e↵ects
of confinement on the dynamic glass transition and the chain dynamics. Conse-
quently, general information regarding the e↵ects of finite–size and dimensionality
of confinement on the dynamics of molecules having di↵erent architectures and
sizes is gleaned.
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5.1 Molecular order and dynamics of
Tris(2-ethylhexyl) phosphate confined in
uni-directional nanopores
5.1.1 Introduction
When “guest” molecules are infiltrated into nanoporous “host” materials, their dy-
namics is a↵ected by the type of guest/host interactions in addition to the e↵ects
of geometrical confinement. The type of the guest molecules (simple glass formers,
liquid crystal, polymers) and the confining matrix are also key influencing factors.
Most previous studies utilized nonporous guest system of indefinite microstruc-
tures to study the e↵ect of confinement on the dynamics of simple glass formers.
However, this imbeds unambiguous interpretation of the results. In this section, re-
sults of the dynamics of a simple glass-forming liquid, Tris(2-ethylhexyl)phosphate
(TEHP) confined in unidirectional nanopores are presented. The surface e↵ects is
also studied for the first time by the infrared transition moment orientational
analysis (IR-TMOA). These results are published in Ref [105].
5.1.2 Experimental details
Details of the preparation, silanization of the nanoporous silica membranes and the
infiltration of TEHP (obtained from sigma aldrich) into the silica nanopores are
presented in section 4.1.3. IR–TMOA was performed at room temperature to ob-
tain the molecular order parameter tensor of the molecules confined in nanopores.
A Bio-Rad FTS 6000 spectrometer equipped with a custom made tilting appara-
tus and a wire grid polarizer was employed to record the IR spectra of the sample
at di↵erent angles of inclination and polarization. The inclination angles of the
sample (✓) was varied between -60 and +60  in steps of 10  while the polarization
angles (') measured from the x axis, was varied between 0  and 180  in steps of
18 .
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5.1.3 Results and discussion
A scheme of the molecular structure of TEHP is shown in the top panel of Fig. 5.1.
It contains polar unit of P=O and P-O-C moieties at the core that are surrounded
by non-polar aliphatic chains. The IR vibrations of ⌫(P=O) and  (CH) together
with the ↵ and   dielectric relaxations are shown. The FTIR spectra for bulk and
confined TEHP are shown in the bottom panel of Fig. 5.1. The bands appearing
around 1380 cm 1 and 1460 cm 1 are assigned to CH deformation vibrations while
the double band at 1280 cm 1 is due to P=O stretching vibrations [176]. The P=O
band for confined TEHP is masked by a strong absorption of the silica matrix.
By reducing the thickness of the porous silica membrane to about 8 µm the P=O
band shows up as a “shoulder” which is, however resolved after subtraction of the
contribution from the matrix.
Using IR-TMOA, the molecular order parameter tensor of TEHP molecules con-
fined in nanopores based on the orientation of the P=O and C–H units is ana-
lyzed. In this technique, the sample membrane is inclined at an angle ✓ with respect
to the optical axis as shown in the inset of Fig. 5.1 (bottom panel). The electric
field inside the medium is calculated by using Snell’s and Fresnel’s laws assuming
an average refractive index according to the Maxwell-Garnett approach [175]. The
IR absorption spectra together with the complex refractive index n⇤ for amorphous
silica obtained from Ref [177] and the Re(n⇤) = 1.53 for TEHP were used to cal-
culated the imaginary part of n⇤ for TEHP sample. The real part of the composite
is negligibly small. Consequently, Snell’s law is used to estimate the electric field
inside the sample and the optical path d(✓). The direction of the electric field ~E
of the incident polarized light from the axis of the sample rotation is defined by
an angle '. The s-polarized (' = 0 ) IR light therefore excites only the transition
dipole moments aligned perpendicular to the pore axis while the electric field of
the p-polarized (' = 90 ) light has a component normal to the surface plane thus
probing orientation along the pore. This enables one to determine the molecular
order parameter tensor from the absorption coe cient ↵, which is proportional to
the average number of ( ~E.~µ)2. The integrated absorbance A(✓,') is deduced from
82 5 Results and discussion
1270 1310 1350 1390 1430 1470
ab
so
rb
an
ce
wavenumber (cm-1)
(SiO2)
(P=O)
(CH)
I
II
IV
V
III
z
E
y
φ
x
Figure 5.1: Top: Molecular structure of TEHP: The IR vibrations (⌫(P=0)
and  (C-H)) and the dielectric relaxations (↵ and  ) are indicated.
Bottom: IR absorption spectra of TEHP as bulk liquid (curve
I) and when confined in nanoporous silica membranes having a
mean pore diameter of 8 nm and thickness of 8 µm. The curve
labelled II shows the spectra at 0  inclination, whereas IV and
V depict spectra of ✓ = 40  for “p” (' = 90 ) and “s” (' = 0 )
polarization respectively. The dashed line is the background of the
silica matrix that was scaled to match the measured spectra at
the crossed (red) symbols (curve II). Curve III is the spectrum
showing the P=O peak of II after subtraction of the contribution
of the silica matrix. Circular symbols (curves II and III) denote
the fit by the Gaussian function. The baselines are represented
by the dotted lines. Inset: Scheme of the geometry of the sample
with respect to the optical axis. The angle of inclination, ✓, and of
polarization, ', are indicated. “s” polarization (' = 0 ) refers to
the x0–axis and “p” polarization (' = 90 ) to y0–axis. For ' 6= 0
and ✓ 6= 0 the electric field ~E has a component normal to the
surface of the membrane [105].
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deconvolution with iteratively fixed spectral position and width. From Maxwell’s
equations of electromagnetic waves inside a medium, the absorbance is given by:
A(✓,') =   log10
X
k=1,2
exp
h
 ↵( ~Ek)d(✓)
i
| ~Ek|2
~E2
(5.1)
where k = 1, 2 denotes two independently attenuated modes and d(✓) the length
of the optical path.
By comparing the results of the absorbance A(✓,') obtained at room tempera-
ture, the major axis of orientation as well as the molecular order parameters can
be determined according to Hermann’s orientation function [175]. Based on the
experimental geometry, the uniaxial order along the z–axis is equivalent to the
long axis of the pores. The matrix M denoting the mean square of the orienta-
tion distribution within the sample therefore becomes, Mxx = Myy 6= Mzz. Since
the molecular order parameter S shows essentially uniaxial symmetry, only the
component parallel to the pore walls (Sz), is determined by:
Sz =
1
2

3Mzz
Mxx +Myy +Mzz
 
(5.2)
A plot of integrated absorbance for the vibrations of the polar, (P=O) and non–
polar, (C–H) moieties as a function of polarization and inclination angles for TEHP
confined in 4 and 8 nm pores is shown in Fig. 5.2. The deviation of the fits for P=O
from the data point in Fig. 5.2 is caused by the fact that the membrane surface is
not perfectly flat, and the strong intrinsic imaginary part of the refractive index
of the e↵ective medium which changes within the bandwidth together with its real
part. The molecular order parameters are deduced from the fits in Fig. 5.2. An
order parameter of Sz = 1 is obtained, if transition dipole moments are perfectly
aligned along the pore walls, while Sz = -0.5 if all moments are perpendicular to it.
Ideally, isotropic state gives a molecular order parameter of 0. The order parame-
ters of the C–H units reflect its isotropic orientation (|Sz| < 0.04±0.03). Contrary,
the P=O moiety shows a slight uniaxial orientation e↵ect Sz =  0.1± 0.04 which
is attributed to a weak surface interaction. The obtained order parameters implies
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that the orientational e↵ects or rather the surface e↵ects in this case are weak.
The dielectric loss spectra for the bulk TEHP is shown in Fig. 5.3. A comparison
of the BDS spectra for the bulk and confined TEHP as well as the corresponding
relaxation time distribution (RTD) is presented in Fig. 5.4. The spectra of the
confined molecules (Fig. 5.4) were corrected to eliminate the contribution from the
silica membrane as discussed later. The Intensity indicated by the RTD shown in
Fig. 5.4 (d-f) reduces with decreasing pore sizes. The RTD of confined molecules
shows negligible broadening compared to the bulk at higher temperature (Fig.
5.4, f). This however increases with decreasing temperature (Fig. 5.4 d, e ). The
peak position shifts to higher frequencies, which implies a faster ↵-relaxation with
decreasing pore diameters.
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Figure 5.2: Integrated absorbance as a function of inclination angle (✓)
and polarization angles (') indicated by “s” and “p” for the
P=O stretching vibrations (filled symbols) and  (CH) deforma-
tion vibrations (open symbols). The circles and triangles refer to
molecules confined in 8 nm and 4 nm respectively. The lines are
fits according to Eq. 5.1. Typical error bars for high and low in-
clinations are indicated, if not smaller than the symbols [105].
The relaxation rate, !↵ for bulk TEHP follows a VFT-type of thermal activation.
In contrast TEHP contained in nanopores exhibits a confinement e↵ect, i.e. when
approaching the glass transition temperature, the relaxation rate becomes faster
than in the bulk. This increase is counterintuitively highest for the smallest pores
( Fig. 5.5). Donth [62] explained this scenario in terms of hindered dynamic glass
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Figure 5.3: Dielectric loss of bulk TEHP at selected temperatures in the fre-
quency range of 10 1-109 Hz. Lines represent fits by the empirical
Havriliak-Negami function. The error bars are smaller than size
of the symbols if not explicitly stated otherwise.
transition, which is implicitly based on Adams and Gibbs theory of CRR. This
model postulates that the glassy dynamics in pores becomes faster if its growing
characteristic length-scale exceeds the pore sizes. However, this explanation is
premised on the assumption that the temperature dependencies of !↵ in bulk
and confined molecules are identical. The possible surface e↵ects are also not
considered. A refined possibility to analyze the observed change in the type of
thermal activation of !↵ shown in Fig. 5.5, is to determine the di↵erence quotient
of the measured relaxation rate with respect to 1/T and to compare it with the
calculated derivative (Eq. 5.3)
d
✓
log!↵
T 1
◆
=  DT0
✓
1  T0
T
◆2
log e (5.3)
For the VFT dependence, a plot of ( d log!/dT 1) 1/2 versus 1/T results to a
straight line [44]. This method is sensitive to the functional form of !↵(T) irrespec-
tive of the pre-factor. Pronounced deviations are observed which are attributed to
the interplay between intermolecular and host/guest interactions. The derivative
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Figure 5.4: Comparison of dielectric loss spectra for bulk and confined TEHP
at (a) 621, (b) 180 and (c ) 210 K (Lines denote HN fits). The cor-
responding relaxation time distributions (RTD) of the ↵-process
as calculated from the HN fit parameters for the bulk and confined
TEHP are shown in (d-f) [105].
plots (inset in Fig. 5.5) show a peculiar temperature dependence. The confinement
e↵ect sets in for 4 nm at the relatively highest temperature. This is attributed to
the changes in packing density. Slow molecular relaxations are sensitive to small
changes in density [178]. From computer simulations, the density of fluids decreases
by 2-5% when confined in nanopores [179, 180]. Kawasaki [181] and Spiess [182]
separately showed that when mass density/or packing density changes by merely
2%, the relaxation time spans a range of 8 orders of magnitude. On the other
hand the observed temperature dependencies for 4, 8 and 10.4 nm shows that
the changes in molecular dynamics are more intricate. At higher temperatures,
the dynamic glass transition of bulk and confined TEHP has identical thermal
activation. Conversely, at lower temperatures, a shift to second VFT dependence
occurs (for confined molecules) at characteristic temperatures related to the pore
diameters. Certainly, the intra-molecular mobility of the guest molecules besides
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Figure 5.5: Mean relaxation rates vs. inverse temperature for bulk and con-
fined TEHP showing↵ and  -processes. Open square symbols rep-
resent bulk data; open circles and triangles denote relaxation of
TEHP confined in silanized silica membranes. The solid line is a fit
by the VFT Eq. (3.8) (page 21) to the bulk data (↵-process). The
fit parameters are: !1 = 2.51 ⇥ 1012 s 1, D = 13.31, and T0 =
112 K. The dotted line is a fit by the Arrhenius equation (AE)
to the bulk data. The fit parameter !1, and activation energy
Eaobtained from Eq. (5.4) are: !1 =1.85 ⇥1013 s 1 and 27.5 kJ/-
mol respectively. Inset shows derivative plots for the ↵-relaxation
rates versus inverse temperature where  = ( d log!/dT 1) 1/2.
The error bars are indicated if not smaller than the symbols [105].
the counter balance between surface and confinement e↵ects has to be considered.
In order to investigate the e↵ects of the guest/host interactions, similar measure-
ment were done using silica pores that were coated with a hydrophobic silane layer.
We found that closer to Tg, the ↵–relaxation of TEHP confined in silanized pores
is slightly faster compared to uncoated pores. A realistic analysis would require
atomistic simulations to unravel the details of guest/host interactions, which is at
the moment not possible.
The rates of the secondary (! ) relaxation of confined molecules coincide with that
of the bulk within the limits of experimental accuracy (Fig. 5.5). This is because
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the  -process is assigned to librational fluctuations of the C-O moiety close to the
molecular core of TEHP. The relaxation rate, !  exhibits an Arrhenius-type of
thermal activation described by:
log! (T ) = log!1  
✓
Ea
kBT
◆
log e (5.4)
where Ea is the activation energy, !1 is the relaxation rate in the high temperature
limit. An activation energy Ea = 27.5KJ/mol is obtained. This is similar to the
values obtained for other low molecular weight glass forming liquids [44].
To analyze the e↵ective dielectric strength ( ✏↵) for confined molecules, a model
of two impedances in parallel is employed: one due to the guest molecules and the
other due to the confining matrix (silica) for the case where there is no interfacial
relaxation. Eq. (5.5) and (5.6) give the measured real and imaginary dielectric
per-mittivities:
✏
0
m =  ✏
0
c + (1   )✏0s (5.5)
✏
00
m =  ✏
00
c + (1   )✏00s (5.6)
where ✏
0
c, ✏
0
s, ✏
00
c , and ✏
00
s are real and imaginary permittivities of confined molecules
and silica matrix respectively and   is the porosity. Considering Eq. (5.6), the
dielectric loss for confined molecules becomes;
✏
00
c =
✏
00
m
 
  1   
 
✏
00
s (5.7)
From Kramers–Kronig relations, dielectric strength is obtained by integrating
Eq. (5.7). In Fig. 5.6, the measured dielectric relaxation strength scaled with
porosity using Eq. (5.7) and the calculated dielectric loss assuming for the con-
fined liquid bulk properties are compared to the measured values in di↵erent pore
sizes. Within experimental uncertainty no di↵erences are observed proving that
the confined liquid behaves bulk-like as measured by  ✏, being proportional to
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Figure 5.6: Dielectric relaxation strength for bulk and confined TEHP.
Open symbols represent measured data while filled symbols are
calculated ✏ for confined TEHP assuming bulk-like properties of
✏
00
(!). The porosities for membranes with pore diameters of 4, 8
and 10 nm are 0.09, 0.2, and 0.23 respectively [105].
the number density of the interacting dipoles.  ✏ is measured only with an accu-
racy of ±5%, hence the subtle assumed decrease in the density on ⇠0.1% scale
under conditions of geometrical confinement cannot be resolved by this quantity.
As discussed above, the structural relaxation time, which is more sensitive to
changes in density show deviations from bulk closer to Tg.
5.1.4 Summary
In this study, porous silica having uni-directional nanopores in the range 4–10.5 nm
have been used to investigate dynamics of a glass forming liquid (TEHP). By use of
these nanopores, quantitative information regarding the surface and confinement
e↵ects on the dynamics of guest molecules is reliably obtained. IR-TMOA shows
that about 7% of the P=O units from TEHP confined in porous silica matrix are
preferentially orientated perpendicular to the pore axis whilst CH groups showed
no measurable orientational e↵ects. This means that the TEHP molecules do not
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strongly interact with the pore walls maybe because of steric hindrance by non–
polar terminal groups. This finding is also supported by BDS data where the
!↵(T),  ✏(T) and RTD, imply that these molecules have weak surface e↵ects
when confined in silica nanopores. However, confinement e↵ects show as up an
increase in the mean ↵-relaxation rates of TEHP with decreasing pore sizes as the
glass transition temperature is approached. This is attributed to a slight decrease
in density caused by the geometrical constraint.
5.2 Microstructure and dynamics of glass–forming
2-ethyl-1-hexanol confined in uni-directional
nanopores
5.2.1 Introduction
Hydrogen bonds (HBs) play a key role in determining the structure and dy-
namics of many self-associating liquids such as water, amines and alcohols. The
supramolecular structures formed in monoalcohols depend on of the position of
the hydroxyl (OH) group. Linear H–bonded chains exist if the OH group is at
the terminal position (primary alcohols), otherwise it forms ring-like chains. The
glass-forming 2–ethyl–1–hexanol (2E1H) studied here contains linear supramolec-
ular chains. Its dielectric dispersion is dominated by a Debye relaxation peak
that is connected to the reorientation of the net end-to-end dipole moment in
supramolecular H-bonded chain-like structures akin to the normal mode in type
A polymers. In addition, ↵-relaxation is also observed [183–185]. In this section,
BDS and PALS are combined to probe the correlation between dynamics and mi-
crostructural changes of 2–ethyl–1–hexanol (2E1H) in the bulk state and when con-
fined in nanopores. PALS gives a “snapshot” of the structure at the subnanoscale
level in terms of free volume. The e↵ect of free volume on the ↵-relaxation of 2E1H
confined in nanopores is emphasized. These results are published in Ref. [186]
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5.2.2 Experimental details
The nano-porous silica membranes used as confining matrix in this study were
prepared by electrochemical etching of highly conductive silicon wafers and sub-
sequent oxidation. In order to study the surface e↵ects, another set of the host
matrices whose surfaces were converted to hydrophobic by silanization were also
used in BDS measurement. Details of this preparation of nanoporous silica mem-
branes, their silanization and the infiltration of the probe sample into the pores
can be found in sections 4.1.3 and 4.1.2, respectively.
In the BDS measurements, the samples were sandwiched between platinum elec-
trodes after covering both sides with a 0.8 µm thick Al foil in order to improve
electrical contacts. Details of the BDS measurement is partly described in section
5.3.2. The PALS measurements were performed using a fast-fast coincidence sys-
tem with a time resolution of 215 ps [187], where 12 µCi 22Na positron source
protected by 7 µm thick Kapton foil was sandwiched between (⇡ 500 µm thick)
filled or empty nanoporous silica layers. This arrangement was wrapped in 0.01
mm thick Al foil and placed in an air tight sample holder, which was attached
to a cooling system in a vacuum chamber with a pressure of 10 3 mbar. The
samples were measured in the temperature range 130–300 K in steps of 5 K. 1–4
⇥106 counts were accumulated in each positron lifetime spectrum. A source con-
tribution of 11.1 % was determined by measuring a silicon reference sample (218
ps). After source and background corrections, the positron lifetime spectra were
analyzed by the lifetime LT 9 program [188] to three components which arise from
annihilation of para–Ps (⌧1 = 125–150 ps), free positrons (⌧2 = 300–400 ps), and
ortho–Ps pick–o↵ (⌧3 = 1–3 ns).
5.2.3 Results and discussion
A comparison of the dielectric loss of 2E1H in bulk and when confined in native
and silanized porous silica with average pore sizes of 4 nm are depicted in Fig.
5.7. It shows a very prominent Debye peak and a weak ↵-relaxation observed
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at lower temperatures. An additional process which appears in native pores at
Figure 5.7: The dielectric loss spectra of: (a) bulk 2E1H at 220 and 170 K,
(b) and (c) confined 2E1H in native silica pores and silanized
pores respectively for the identical temperatures as in (a). The
lines are fits by the empirical HN functions. Dotted lines are the
contributions from di↵erent dielectric processes.
frequencies lower than the Debye peak is due to surface e↵ects. This process is
removed when the pores are silanized. In order to probe these e↵ects in detail,
the isothermal dielectric loss data ✏
00
in the temperature range 270-140 K were
fitted by the superposition of Havriliak-Negami (HN) functions (Eq. 4.34) and a
conductivity contribution ( 0/✏0 !). The activation plots of the relaxation rates
and the dielectric strengths are shown in Fig.5.8 (a) and (b), respectively. The
interfacial relaxation process exhibits an Arrhenius–like type of thermal activation
that is independent of pore size. As a result of increased surface e↵ects, both the
Debye and ↵-processes are slightly slowed down compared to the dynamics in the
hydrophobic pores (Fig. 5.8 a). This is also evident in the dielectric strengths
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Figure 5.8: (a)Activation plots for 2E1H in the bulk state (half-filled sym-
bols), in native silica pores (open symbols) and in silanized pores
(filled symbols). (b) Dielectric relaxation strength ( ") of the De-
bye process for bulk (half-filled symbols) and 2E1H confined in
4, 6 and 8 nm native silica pores (open symbols) and silanized
pores (closed symbols). Insets: (c)The approximate thickness of
the interfacial layer of 2E1H in hydrophilic pores and (d) the ratio
 ✏D/ ✏↵. The error bars are equal to the symbols unless other-
wise stated [186].
 ✏. A comparison of the  ✏D in the native and silanized pores, shows that it is
lower for the former case ( Fig. 5.8 b) since a significant number of molecules are
adsorbed. Because of the uni-directional nature of the pores, the thickness of the
adsorbed layer, ⇠(T ) can be estimated in relation to the dielectric strengths. The
expression for ⇠(T ) is derived from first principles of the dielectric measurement. In
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Figure 5.9: (a)Schematic representation of the native porous silica membrane
with porosity,   and active measurement area, Am. (b) The en-
larged scheme of a single pore (radius Rp) infiltrated with 2E1H.
⇠ is the thickness of the adsorbed molecules and rb is the radius
of a region at the center of the pore occupied by the bulk-like
molecules.
this framework, the measured complex dielectric permittivity is given by:
✏⇤m = ✏
⇤
s(1   ) +
1
Am
⇣
✏⇤b
X
Ab + ✏
⇤
a
X
Aa
⌘
(5.8)
where the first, second and third terms on the right-hand side represent contribu-
tions of the silica matrix, the bulk–like, and the adsorbed molecules, respectively
and   is the porosity. The thickness of the measured sample is the same on both
sides of Eq. (5.8) and hence it cancels out. The summation is over all pores within
the measured area, Am.1. The corresponding active areas are related by:
X
Ab +
X
Aa = Am . (5.9)
Using Eq. (5.9) in Eq. (5.8) and rearranging leads to:P
Ab
Am
=
✏⇤m +   (✏
⇤
s   ✏⇤a)  ✏⇤s
✏⇤b   ✏⇤a
(5.10)
1 Ab + Aa represent the area occupied by the bulk-like molecules at the pore center and the
adsorbed molecules at the pore walls of a single pore. However, ✏⇤b and ✏
⇤
a are the permittivities
of the bulk-like and adsorbed molecules from all the pores within Am
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In terms of  ✏, Eq. (5.10) reduces to Eq. (5.11) since the dielectric relaxation of
silica is negligible. P
Ab
Am
=
 ✏m     ✏a
 ✏b   ✏a (5.11)P
Ab can also be written as;
X
Ab =
Ab
Ap
 Am (5.12)
with Ap being the average cross–section area of a single pore and the term
 Am
Ap
rep-
resents the number of pores within the active measurement area. Putting Eq. (5.12)
into Eq. (5.11) and using the relationship, Rp = rb+ ⇠ as shown in Fig. 5.9 finally
results to:
⇠(T ) = Rp
"
1 
s
 ✏m     ✏a
  ( ✏b   ✏a)
#
(5.13)
where Rp is the average radius of the pores. Using Eq. (5.13) the ⇠(T ) is obtained
as displayed in Fig. 5.8 (c). The measured dielectric strengths of the Debye pro-
cess in bulk 2E1H and the volume corrected data for the interfacial process were
used for  ✏b and  ✏a. The resulting ⇠(T ) decreases with T to relatively constant
value of ⇠ 0.2 nm (for 6 and 8 nm pores) which is equivalent to the hydrody-
namic radius of 2E1H [189]. At first glance, this trend of ⇠(T ) is counterintuitive
given the thermodynamic nature of adsorption and desorption processes. However
in this system, a competition exists between H-bonding of the molecules to the
surface silanol groups (of native pores) and to the supramolecular chains of the
bulk 2E1H. The latter dominates at lower temperatures but as the temperatures
increase the H-bonded structures in 2E1H breaks into shorter chains implying that
more free molecules are available to interact with the silanol groups on the pore
walls of native silica. This arrangement is sketched in Fig. 5.9 (b) with the top
side representing higher temperatures. It also means that the H-bonded chains of
2E1H can be broken by the finite sizes of confinement.
In order to check the e↵ect of confinement on the chain length of the H-bonded
supramolecular structures of 2E1H, the volume corrected  ✏ of the molecules
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in silanized pores is analyzed and compared with the corresponding dipole mo-
ments. The  ✏D for confined 2E1H is lower than that of bulk, implying a reduced
number of molecules contributing to  ✏D with respect to  ✏↵ (Fig. 5.8 d). This
number of molecules can be estimated from the ratio  ✏D/ ✏↵. Assuming that
all molecules are involved in both structural and Debye relaxation processes, the
ratio between their relaxation strengths at a given temperature is given by [184]:
 ✏D
 ✏↵
=
⇣
µend-to-end
µ?
⌘2
N
⇡ 4 N (5.14)
where µ? = µOC = 0.74 D is the perpendicular component of the dipole moment
which is mainly from the OC bond of the alkyl chain in 2E1H and contributes
to the ↵-process. Nµend-to-end is the e↵ective end-to-end dipole moment of a chain
consisting of N hydrogen-bonded molecules whose fluctuations contribute to the
Debye process. Using this approach, the chains of 2E1H at 180 K are found to
consist of 12, 9, 6 and 5 molecules in the bulk state and in pore sizes of 8, 6, and
4 nm, respectively.
The breakup of these chain-like structures in the pores is expected to a↵ect mainly
the Debye process because it is connected to the fluctuation of the end-to-end
vector as the molecules detach and recombine at the ends of the chain. However,
Fig. 5.10 (a) shows that this is not the case. Instead, the ↵-relaxation which
follows a VFT-type of thermal activation, exhibits a pronounced faster dynamics
with decreasing pore sizes as Tg is approached in contrast to the Debye process
which is slightly enhanced but remains approximately the same in all pores sizes as
observed in Ref [190, 191]. This confinement e↵ect is ascribed to reduced packing
density at the center of the pores. In order to confirm this superposition, PALS
measurements of the bulk 2E1H and when confined in 4 and 8 nm pores were
performed. The temperature dependence of the lifetime ⌧3 and the dispersion  3
of the o-Ps, are depicted in Fig. 5.10 (a). ⌧3 is related to the size of the free volume
or holes where the o-Ps is trapped. When ⌧3 ⇡ ⌧↵ the probe of the free volume
by o-Ps become invalid hence a plateau appears in the higher temperature regime
as shown in Fig. 5.10 (a). The dispersion,  3 is associated to the presence of the
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Figure 5.10: (a) Temperature dependence of the lifetime (⌧3) and the disper-
sion  3 of the ortho–positronium in the bulk of 2E1H and when
confined in nanopores having mean pore diameters of 8 and 4
nm. (b)The corresponding intensities (I3) of ⌧3 as a function of
inverse temperature. The error bars are smaller than the size of
the symbols if not shown [186].
interfacial layer which broadens the distribution of the hole sizes. This is supported
by the fact that  3 was negligibly small (not shown) for the case of the bulk sample
and that  3(T) follows a similar temperature dependence as ⇠(T) (Fig. 5.8, c). The
intensities shown in Fig. 5.10 (b) are higher for confined molecules and increase
with decreasing pore sizes. This quantity is related to the concentration or the
population of the holes (free volume) in a sample. From first approximation, the
overall free volume in the bulk 2E1H and when constrained in nanoporous native
silica with average pore sizes of 4 and 8 nm is depicted (Fig. 5.11, a) as a product
of the free volume obtained from ⌧3 according to the Tao-Eldrup model (Eq. 4.61)
and the corresponding intensities. This overall free volume (I.Vf ) is higher for the
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Figure 5.11: (a)Product (I.Vf ) of the intensity of the lifetime ⌧3 of o-Ps and
the corresponding free volume (Vf ) calculated according to the
Tao-Eldrup model (Eq. 4.61) for the bulk and confined 2E1H
molecules. (b)The change of the ↵ relaxation with respect to the
bulk values plotted as a function of similar change in the product
I.Vf . The changes were calculated at lower temperatures where
confinement e↵ects of ⌧↵ dominate (see Fig. 5.10, a). Experimen-
tal uncertainties are smaller than the size of the symbols.
confined molecules than in the bulk and the deviation increases with decreasing
temperature (Fig. 5.11, a). This explains the confinement e↵ect observed in ⌧↵
when approaching Tg. The ↵-relaxation at higher temperatures is bulk-like most
probably because the thermal energy dominates over the density e↵ects at this
temperature regime. In order to get the relation between the relaxation time and
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the free volume as predicted by Doolittle [55] and Cohen [57], change or ratio of the
↵-relaxation of confined molecules with respect to the bulk values in the vicinity
of Tg is plotted against the corresponding change in the free volume. Fig. 5.11 (b)
shows that this relationship is linear with a positive slope which confirms that
reduced density is the main cause of the enhanced ↵-relaxation of 2E1H molecules
confined in nanopores.
5.2.4 Summary
This study has shown that confining 2E1H in nanopores having average diame-
ters in the range 4–8 nm breaks the supramolecular chain–like structures. Conse-
quently, the free volume or holes increase in constrained 2E1H compared to the
bulk state. This proves that the increase in the relaxation rate of the ↵-process
with decreasing pore sizes is attributed to the reduced packing density of molecules
in the pores.
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5.3 Structure and dynamics of thin layers of
symmetric poly(styrene–b–1,4–isoprene)
diblock copolymers
5.3.1 Introduction
Studies of structure and dynamics of confined block copolymers (BCPs) is im-
portant from both technological and fundamental view points. Owing to their
self–assembly to form nano–scale domains, they are now at the cutting edge of
nanotechnology where in most cases, they are used in confined state. When P(S–
b–I) is for instance, confined in thin films, the isoprene blocks are under multiple
constraints coming from the sti↵er polystyrene domains in the mesophases and
the externally imposed confinement due to film thickness. Considering molecular
dynamics of this system, the following questions can be addressed: (i) how do
the molecular dynamics of P(S–b–I) di↵er from the dynamics of the respective
homopolymers? (ii) what is the impact of external (layer thickness) and internal
(mesophases) constraints on segmental and chain (normal mode of PI) dynam-
ics? To gain access to the answers of these questions, BDS which is an ideal tool
to investigate the molecular dynamics in soft matter from the bulk to the con-
fined state is employed. In BCPs, the overall dynamics also depend on the mor-
phological changes as a consequence of nanoconfinement which is unravelled by
GISAXS [156]. In this section, the e↵ect of external confinement (in form of thin
films) on the structure and dynamics of lamellar–forming P(S–b–I) are discussed.
Part of the main results presented herein are already published [192].
5.3.2 Experimental details
Materials. Polystyrene (PS) and poly(cis–1,4–isoprene) (PI) homopolymers la-
beled PI(23), PI(42), and PS(58) and the diblock copolymers P(S–b–I) labeled
SI(65) and SI(81) were purchased from Polymer Standards Service GmbH and
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Table 5.1: Molecular characteristics of symmetric P(S–b–I) diblock copoly-
mers (fPI = 0.43, 0.55) and their corresponding homopolymers (PI
and PS) used in this studya
Sample MnPS MnPI Mn Mw Mw/Mn fPI  N
(g/mol) (g/mol) (total) (total) (298 K)
P(S–b–I) fPI(0.43) 39800 25600 65400 68670 1.05 0.43 69.5
P(S–b–I) fPI(0.55) 39000 42000 81000 87480 1.08 1.55 93.5
PI(23) – – 23000 24380 1.06 1.0 –
PI(42) – – 42000 44520 1.06 1.0 –
PS(58) – – 58317 58900 1.01 0 –
aThe Flory–Huggins interaction parameter ( ), degree of polymerization (N) were obtained
as discussed in Ref. [193]. fPI is the volume fraction of isoprene blocks while Mw/Mn is the
polydispersity.
Polymer Source Inc. The values in parenthesis represent the molar weight or mo-
lar masses (Mw). The molar masses, polydispersity indices (Mw/Mn), PI volume
fractions (fPI) in P(S–b–I) and the parameter  N at 298 K are listed in Table 5.1.
fPI is given by fPI = N⇤PI/N where N is the overall degree of polymerization of
P(S–b–I) written as [193]
N = N⇤PI +N
⇤
PS = NPI
r
⇢¯PS
⇢¯PI
+NPS
r
⇢¯PI
⇢¯PS
(5.15)
in whichNPI andNPS are the degrees of polymerization of the isoprene and styrene
blocks, respectively; ⇢¯PI =
⇢PI
MWPI
and ⇢¯PS =
⇢PS
MWPS
are the molar densities with the
mass densities ⇢PS = 1.05 g/cm3 and ⇢PI = 0.90 g/cm3 [193]. The temperature
dependence of   for P(S–b–I) is obtained from the expression [194],
 (T ) =  0.0419 + 38.54
T
(5.16)
Highly conductive and polished silicon wafers (typical resistivity <0.01 ⌦cm and
surface roughness <6 A˚) with a native oxide layer of about 2 nm were used as
substrates for film preparation. Chloroform (99.9% purity), acetone (99.8% purity)
and syringe filters (PTFE membrane with 0.2 µm pore size) were purchased from
Sigma-Aldrich GmbH. The polymer materials and solvents were used as received
without further purification.
102 5 Results and discussion
Grazing-Incidence Small-Angle X-ray Scattering (GISAXS). Experiments
were performed at beamline D1 at the Cornell High Energy Synchrotron Source
(CHESS) at Cornell University in Ithaca, NY. The wavelength,   was 1.6 A˚ with
a beam size of ⇠500 µm ⇥ 100 µm (horizontal ⇥ vertical). An incident angle of
↵i = 0.14  was chosen, which resulted in a beam footprint on the sample having
a length of 41 mm, which was comparable to the sample size. ↵i was in the range
↵cp < ↵i < ↵cs where ↵cp and ↵cs are the critical angles of total external reflection
of P(S–b–I) (↵cp = 0.11 ) and the Si substrate (↵cs = 0.16 ), respectively. Conse-
quently, in these experiments, the entire film was penetrated, enabling the detec-
tion of the internal film structures. To probe the region near the film surface, im-
ages were also taken at an incidence below ↵cp, namely ↵i = 0.09 . A CCD camera
with a pixel size of 46.9 µm⇥46.9 µmwas used as a detector with a sample–detector
distance of 1.83 m, resulting in a q resolution of 1.384 ⇥ 10 4A˚ 1/pixel, where q
denotes the momentum transfer. The q–space calibration was performed by fitting
a circle to the first–order Debye–Scherrer ring of silver behenate. qk =
q
q2x + q
2
y
and qz is the in–plane and the normal components of the scattering vector, re-
spectively. For small incidence and scattering angles, the coordinates of the 2D
detector correspond to qy (⇡ qk) and to qz. The direct beam which is too in-
tense for the detector was blocked by a blade. Similarly, the very strong specularly
reflected beam that appears at an exit angle ↵f equal to incident angle ↵i was
blocked by a rodlike beamstop. The extended wings of this peak around qy = 0
can still be observed on either side of the beamstop.
Broadband Dielectric Spectroscopy (BDS). Dielectric measurements were
carried out using a high resolution Alpha analyzer equipped with a Quatro tem-
perature controller ensuring temperature stability better than 0.1 K within a tem-
perature range of 193.15–423.15 K and a frequency window of 10 2 to 107 Hz. The
sample setup for the thin film spin coated onto ultra–flat silicon wafers, was ar-
ranged with novel nanostructured counter electrodes [138, 139]. An appropriate
height of the nano–spacers was chosen for each measurement in order to keep the
upper surface of the polymer film free.
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BDS data analysis: In all cases, superposition of the empirical Havriliak–
Negami (HN) function Eq. (4.34) including a conductivity term, ( 0/✏0 ! where  0
is the dc– conductivity) was used to fit the isothermal dielectric loss data [152]. The
isochronal dielectric loss data was fitted by a temperature dependent, ✏
00
(T) func-
tion (Eq. 5.17) obtained by replacing ⌧HN in Eq. (4.34) with the VFT equation,
(Eq. 3.8).
✏
00
(T ) =
X
j
 ✏j
1 +
n
i! ⌧1j exp
⇣
DjT0j
T T0j
⌘o j  j (5.17)
The relaxation at maximum loss, ⌧max used to generate activation plots is related
to the characteristic time constant ⌧HN as given by Eq. (4.37).
In the frequency regime, the measured dielectric response of the polymer film
in this set–up includes some spurious conductivity due the resistance of the sili-
con electrodes which causes an increase in the dielectric loss in the low and high
frequency flanks respectively. These artificial contributions were included in the
fitting procedure and then subtracted to get the net dielectric loss of the sample.
First, a superposition of two HN functions (Eq. 4.34) was fitted to the raw data in
the whole frequency range. Secondly, the part of the function describing the high
frequency wing (the spurious process) was subtracted from the raw dielectric data
(Fig. 5.12).
5.3.3 Results and discussion
The Ordered State Morphology. To quantify the morphology on the surface
of the films, optical microscopy as well as AFM measurements on identically pre-
pared samples were carried out. Fig. 5.13 shows optical microscopy images, the
topographic AFM height images, and the height profiles extracted from the re-
spective AFM–height images of the lamellar–forming P(S–b–I) (fPI = 0.43, 0.55)
thin films. The optical microscope images shown in Fig. 5.13 (a) (fPI = 0.43 for
film thickness ⇠200 nm) and Fig. 5.13 (d) (fPI = 0.55 for film thickness ⇠430 nm)
exhibit regions with colors indicative of the local film thickness which is due to
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Figure 5.12: Isothermal dielectric loss data (at 219 K) of P(S–b–I) confined in
thin films of 57 nm. Demonstration of how to obtain net spectra
from the raw dielectric data of thin polymer films measured with
nanostructured electrodes.
interference e↵ects of reflected white light at the substrate surface and the film’s
free surface.
The uniform color of these areas and the sharp boundaries between them indicate
terrace–like topographies as verified by the corresponding AFM height images of
selected areas (40 ⇥ 40 µm2) (Fig. 5.13 b, e). The AFM–height profiles (plotted
from a single scan line of the height images) shown in Fig. 5.13 (c) and (f) clearly
demonstrate the step edges of the terraces. The steps in the height of the film
correspond to a molecular bilayer, i.e. one lamella with thicknesses of ⇠30–40
nm and ⇠30 nm for fPI = 0.43 and fPI = 0.55, respectively. These findings are in
qualitative agreement with recently published data by Matsen and coworkers [195].
The inner film structures as well as the near-surface structures were elucidated
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Figure 5.13: (a) Optical microscope image showing representative regions of
the surface morphology of the spin–coated P(S–b–I) films with
fPI = 0.43 and film thickness 200 nm. The films were annealed
under oil–free high vacuum (10 6 mbar) at 423 K for 48 h. Dif-
ferences in the terrace thickness are visible due to white light
interference. (b) Tapping mode AFM height image (scan size
40⇥40µm2) of the region highlighted by the dotted white square
in the microscope image. (c) Height profile extracted from the
AFM height image shown in part b. This profile is plotted from
a single scan line across the film (red-dotted arrow) and shows
terraces of well-defined thickness in the range ⇠30–40 nm. (d)
Optical microscope image of the surface morphology of the P(S–
b–I) films with fPI = 0.55 and a film thickness of 430 nm. The
films are prepared under the same conditions. The AFM height
image (scan size 40 ⇥ 40µm2) (e) and the corresponding height
profile (f) show terraces with heights of ⇠50–60 nm [192].
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using GISAXS. 2D images for the sample with fPI = 0.55 were taken at incident
angles above and below the critical angle of the P(S–b–I) film (↵i = 0.14  and
0.09 ), thus averaging over the entire film thickness or being surface sensitive
(Fig. 5.14).
Because of lateral periodicity, the typical GISAXS images for purely perpendicular
lamellae exhibit Bragg rods at qy values denoted by:
qy(m) =
2⇡m
dperplam
(5.18)
wherem is the order of the reflection and dperlam is the lamellar thickness. Conversely,
lamellae oriented parallel to the substrate display di↵use Bragg sheets (DBSs)
along the qz direction whose positions depend on ↵i, ↵cp and d
par
lam (the thickness of
the lamellae oriented parallel to the substrate). Taking into account the refraction
at the film–air interface and reflections at the film–substrate interface within the
framework of the distorted–wave Born approximation (DWBA), the qz(m) values
are given by [196]:
qz(m) = kiz +
(
k2cp +

2⇡m
dperplam
±  k2iz   k2cp 1/2 2
)1/2
(5.19)
where kiz = k0 sin(↵i) and kcp = k0 sin(↵cp) with k0 = 2⇡/ . The GISAXS images
from randomly oriented lamellae display di↵use Debye–Scherrer rings (DDSRs) [197].
Comparing the images taken at ↵i = 0.14  for di↵erent film thicknesses, signifi-
cant di↵erences are observed: Bragg rods are observed at qy = 0.11   0.14nm 1
indicative of a lateral nanostructure, presumably perpendicular lamellae. With
increasing film thickness, they become more pronounced (Fig. 5.14 a–c). For the
highest film thickness, higher-order Bragg rods appear at qy = 0.22nm 1 and 0.34
nm 1 (Fig. 5.14 c) which indicate that a significant fraction of the film features
perpendicular lamellae which are well correlated. The surface–sensitive GISAXS
measurements of the thinnest and the intermediate film (Fig. 5.14 d,e) indeed do
not show any Bragg rods, except for the thickest film (Fig. 5.14 f).
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Figure 5.14: 2D GISAXS images of P(S–b–I) films for fPI = 0.55: (a–c) ↵i =
0.14  for film thicknesses (a) 21, (b) 103, and (c) 430 nm; (d–f)
images taken at ↵i = 0.09  for the same samples. The narrow
vertical rectangles are the shadows of the rod-like beam stop. The
white rectangular boxes and the arrows in part (a) show the
regions of integration used to obtain the intensity profiles along
qz and qy and the Yoneda band, respectively [192].
To characterize the film structures in more detail, intensity profiles were created
by integrating over the stripes shown in Fig. 5.14 (a). In the images taken above
↵cp and averaged over the entire film, the intensity profiles both along qy and qz
feature peaks for all films (Fig. 5.15 a, b). Using Eq. (5.18) and the first-order
Bragg rod (m = 1), the thicknesses of the perpendicular lamellae are obtained
from the intensity profiles along qy (inset: Fig. 5.15 a). These values of the lamellar
thickness (dlam) lie in a range of 45–55 nm. The intensity profiles along qz (Fig. 5.15
b) also show peaks which, in the case of the thicker films (103 and 430 nm) may be
attributed to parallel lamellae. These films are a factor of ⇠2 or ⇠9 thicker than
the lamellar thickness and thus can accommodate both parallel and perpendicular
lamellae. In contrast, the thickness of the thinnest film (21 nm) is roughly one-half
of the lamellar thickness, and we attribute the peaks in the intensity profiles to
the hybrid structures described by Fasolka and Mayes [198].
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Figure 5.15: Intensity profiles of the 2D GISAXS images shown in Fig. 5.14
along qy and qz: (a and b) profiles obtained from images taken
at ↵i = 0.14 ; (c and d) profiles obtained from images taken at
↵i = 0.09 . Only positive qy values obtained from integration of
the region shown in Fig. 5.14 are displayed for better comparison.
The peaks labeled m = 1, 2, 3 in part (a) denote the orders of
DBS while the peaks marked S in parts (b) and (d) are due to
the specularly reflected beam. The curves are shifted vertically
for graphical reasons. The inset in part (a) shows the lamellar
thickness as a function of film thickness [192].
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For the thickest film, the peaks in the intensity profiles along qz are most pro-
nounced which confirms the presence of parallel lamellae in this film. Moreover, in
the thickest film, the DBSs are bent inward (Fig. 5.14 c) which means that ran-
domly oriented lamellae are also present in this film. The intensity profiles from
the surface-sensitive GISAXS measurements are given in Fig. 5.15, parts c and
d. All profiles along qy (Fig. 5.15 c) show peaks at positions similar to the ones
from the measurements at higher incident angle described above. This confirms
the presence of a lateral structure in all films–perpendicular lamellae in the two
thicker films and a hybrid structure in the thinnest film–even near the film sur-
face. The profiles along qz of the thinnest and the intermediate films show peaks
as well (Fig. 5.15 d), implying the presence of parallel lamellae near the surface,
which is in accord with the AFM results. The qz profile of the thickest film does
not reveal any peaks, i.e. there is no evidence for parallel lamellae near the surface
of this film.
GISAXS thus reveals that the thinnest film (dfilm = 21 nm) displays a hybrid
structure. The intermediate film (103 nm) features coexisting parallel and perpen-
dicular lamellae, both within the film and near the surface. The thickest film (430
nm) exhibits randomly oriented lamellae with no indication of parallel lamellae
near the film surface.
Dynamics. Molecular dynamics was studied by use of BDS which probes the re-
laxation of the dipolar entities in a sample. Since the Tg of PS = 378 K and that of
PI = 200 K, their respective segmental relaxations in diblock copolymer P(S–b–I)
are widely separated in temperature, hence they are assigned unambiguously. This
process is related to the dynamic glass transition and is universally detected in
polymer melts. In polyisoprene, an additional process (chain dynamics) detected
at lower frequencies (higher temperatures) than the segmental dynamics is due
to the end-to-end vector fluctuations of the dipole moment along the chain con-
tour. The dielectric loss as a function of frequency and temperature of the two
processes from the isoprene blocks in P(S–b–I) confined in thin films for fPI =
0.43 and fPI = 0.55 are depicted in Fig. 5.16 and 5.17, respectively.
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Figure 5.16: Isothermal (a, b, and c) and isochronal (d, e, and f) dielectric loss
spectra of P(S–b–I) with fPI = 0.43: (a and b) segmental and
normal modes of the isoprene blocks respectively at the selected
temperatures; (c) segmental mode of styrene blocks for the film
thickness of 200 nm and temperature as indicated. The solid
lines are fits according toEq. (4.34). (d, e, and f), dielectric
loss spectra under “isochronal” conditions at a frequency of 304
Hz and film thicknesses as shown. The lines are fits according
to Eq. (5.17). The dash-dotted lines are the contributions from
the segmental modes (styrene and isoprene blocks) and normal
mode (isoprene block). The uncertainty in extracting the fitting
parameters is about ±10% for thicker films (200 nm) and ±20%
for the thinner ones (20 and 40 nm) [192].
The net dielectric loss shown in Fig. 5.16 and 5.17 represent the overall signal from
the sample after eliminating the spurious e↵ects of the electrodes. The peak posi-
tions of these processes are not a↵ected by the internal sample geometry [139]. This
is, however, not true for the dielectric relaxation strength therefore only the dy-
namics is discussed. As a function of temperature, the three dielectric processes
are observed in a single plot as shown in Fig. 5.16 (d–f), and Fig. 5.17 c. For reason
of clarity, only the data at 304 Hz and di↵erent film thicknesses are presented. As
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Figure 5.17: Isothermal (a and b) and isochronal (c) dielectric loss spectra of
P(S–b–I),fPI = 0.55 and film thicknesses of 430, 247, 103, and
21 nm. (a) Segmental mode relaxation of the isoprene blocks
at di↵erent thicknesses and temperatures: 215, 217, and 219
K. (b) Normal mode relaxation of the isoprene blocks at di↵erent
film thicknesses and temperatures: 283, 293, and 303 K. The
solid lines in parts (a) and (b) represent the fitting with HN
function (Eq. 4.34). (c) Dielectric loss spectra under “isochronal”
conditions for film thicknesses of 430 (open squares), 247 (open
circles), 103 (open up triangles), and 21 nm (open diamond)
obtained at 304 Hz. The solid lines are fits by the modified HN
function shown in Eq. (5.17). Three fitting functions were used
to fit the dielectric loss data for film thickness of 430, 247, and
103 nm while only two functions were used to fit the data for
21 nm since segmental mode of the styrene blocks is masked by
strong conductivity contribution [192].
112 5 Results and discussion
Table 5.2: Havriliak–Negami fit parameters for bulk polyisoprene, PI (23, 43)
and polystryrene PS (43) homopolymers and thin films P(S–b–I)
fPI = 0.43, 0.55 taken at the indicated temperatures
samplea thickness PI-segmental (219 K) PI-normal (303 K) PS-segmental (390 K)
nm               
fPI(0.43) 200 0.46 0.40 0.32 0.26 0.61 0.61
40 0.36 0.33 0.33 0.17 0.61 0.61
20 0.46 0.34 0.31 0.21 0.61 0.61
fPI(0.55) 430 0.57 0.40 0.57 0.15 0.50 0.50
247 0.54 0.46 0.51 0.10 0.61 0.61
103 0.57 0.43 0.51 0.18 0.51 0.51
21 0.55 0.44 0.41 0.26 0.50 0.51
PI(23) bulk 0.62 0.39 0.98 0.51 – –
PI(42) bulk 0.60 0.44 0.92 0.18 – –
PS(58) bulk – – – – 0.60 0.60
aThe values in parenthesis denote the volume fraction of isoprene blocks fPI in P(S–b–I) and
the molecular weights of PI and PS homopolymers, respectively.
stated earlier, these thicknesses represent an average including the deviations due
to the terrace patterns on the surface.
The peaks at low and high temperatures are assigned to the segmental mode for
the isoprene and styrene blocks, respectively, whereas the process in between is
attributed to the normal mode of the isoprene block. Reducing the film thickness
does not a↵ect the maximum position of the segmental mode of the isoprene (at
⇠230 K) and styrene (at ⇠392 K) blocks in full accord with recent studies on
nanometric PI layers [199] and on isolated condensed polymer coils [139].
The changes in the intensity of the dielectric loss with film thickness and tem-
perature observed in Fig. 5.17 (c) are a result of two factors: (i) The fraction
of material under test in the sample capacitor. To keep the upper surface of the
polymer free, we used counter electrodes having silica nanostructures of di↵erent
heights. Therefore, the fractions of the polymer films with respect to spacer height
are as follows: 0.3, 0.16, 0.2, and 0.19 for film thickness of 430, 247, 103, and
21 nm, respectively. (ii) The average orientation of the lamellae structures in the
copolymer films. This can a↵ect the intensity of the dielectric loss [200] and the
broadness of the relaxation peaks. The latter can also explain the high temperature
wing of the normal mode of the data in Fig. 5.17 (c). This is not to be confused
with the increase at very high temperatures, which is due to conductivity.
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The normal mode relaxation for both, samples with fPI = 0.43) and fPI = 0.55
are quite similar and resemble the findings for homopolymers having molecular
weights of 25000 and 45000 g/mol in thin layers with thicknesses of about 10 nm.
Compared to the bulk, the dielectric relaxation strengths are strongly reduced, the
relaxation time distribution functions are broadened and for the mean relaxation
rate a shift toward the segmental mode takes place with decreasing thickness. This
is explained by the fact that in the PI block the fluctuation of the end–to–end
vector is interrupted and that only terminal subchains are mobile [199].
The temperature dependence of the relaxation times for each of the processes ob-
served in P(S–b–I) were obtained by fitting the dielectric loss data as discussed
above. Because of the broadness of the normal mode, the uncertainty in extracting
the fitting parameters is about 20%. The values of the fitting parameters (  and
  ) in the isothermal representations as a function of film thickness are compiled
in Table 5.2 for both samples with fPI = 0.43 and 0.55. For the segmental mode,
the parameter   describing the symmetric broadening of the relaxation times is
nearly identical to that of the corresponding homopolymers PI(23) and PI(42),
indicating that the distribution of relaxation times is not strongly broadened in
the block copolymers thin films. The relaxation times extracted from the fits are
plotted as a function of the inverse temperature and compared with the segmental
modes of bulk PI and PS homopolymers and with the corresponding normal mode
of PI (Fig. 5.18). The values of the segmental relaxation times (⌧↵) of isoprene and
styrene blocks collapse into one curve for di↵erent film thicknesses and the corre-
sponding bulk homopolymers. For quantitative analysis, the VFT equation is used
to describe the temperature dependence of ⌧↵ and the respective fit parameters
are summarized for the di↵erent samples in Table 5.3.
The Tg values obtained from the VTF fits at ⌧ = 100 s are quantitatively identical
(within experimental accuracy) to the calorimetrically determined Tg of the bulk
P(S–b–I) and their corresponding homopolymers (Table 5.3). This shows that the
Tg for the investigated samples is independent of the molecular weight, the film
and the lamellar thicknesses. This corroborates the fact that glassy dynamics in
polymers takes place at a length scale of a few segments (about 2–3 monomers)
114 5 Results and discussion
Figure 5.18: (a) Activation plots of the relaxation rates corresponding to the
segmental mode of the isoprene blocks (filled symbols), normal
mode of the isoprene blocks (open symbols) and segmental mode
of the styrene blocks (half-filled symbols) of P(S–b–I),fPI = 0.43
with film thicknesses of 200 (squares), 40 (circles), and 20 nm
(triangles). Bulk PI and PS homopolymers with Mw = 24500
PI(23) and 58900 PS(58) g/mol, respectively, are included for
comparison (pentagon). (b) Corresponding plot for P(S–b–I),fPI
= 0.55 and film thicknesses of 430 (squares), 247 (circles), 103
(triangles), and 21 nm. For comparison, the bulk PI and PS
homopolymers with Mw = 44500 (PI-42) and 58900 PS(58) g/-
mol, respectively, are included (stars). The solid lines are Vogel–
Fulcher–Tammann (VFT) fits to the experimental data [192].
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Table 5.3: Vogel–Fulcher–Tammann (VFT) fit parameters and glass transi-
tion temperature Tg for bulk homopolymers (PS, PI), and thin
films of P(S–b–I) fPI = 0.43, 0.55
sample –log[⌧0(s)] D (K) T0 (K) TBDSg (K)
a TCalg (K)
b
fPI(0.43) segmental mode of isoprene block
12.4 2.98±0.16 174±1 209±1 209±3
segmental mode of styrene block
9.4 0.82±0.08 346±2 372±2 377±3
segmental mode of isoprene block
fPI(0.55) 12.2 2.92±0.42 172±2 208±2 211±3
segmental mode of styrene block
9.4 0.79±0.06 351±2 375±2 378±3
segmental mode of polyisoprene homopolymer
PI(23) 12.4 3.10±0.48 170±1 207±1 209±3
segmental mode of polyisoprene homopolymer
PI(42) 11.6 2.33±0.24 177±1 207±1 208±3
segmental mode of polystyrene homopolymer
PS(58) 9.4 0.69±0.79 356±3 377±3 373±3
aThe glass transition temperature, Tg, as determined from BDS measurements which is defined
as the temperature where ⌧ ⇠ 102 s. bThe glass transition temperature of the bulk as determined
from di↵erential scanning calorimetry (DSC) at a heating rate of 10  C/min.
corresponding to about 1 nm, which is far below the lamellar and film thicknesses
used in this study. This is in agreement with several similar experimental results
of thin films of various homopolymers using di↵erent techniques [112–114, 116]. It
is further supported by simulations showing no e↵ect of confinement of polymer
films down to 2 nm [201, 202]. On the other hand, the normal mode relaxation of
the isoprene blocks of P(S–b–I) for both fPI = 0.43 and fPI = 0.55 becomes faster
as the film thickness decreases.
Normal mode relaxations involve the fluctuations of the end–to–end vector of the
polymer chains having dipole moments both along and perpendicular to the poly-
mer backbone. The role of thermodynamic interactions [203], junction points [204,
205] and osmotic constraints [206, 207] in regard to the internal confinement of
normal mode of isoprene blocks, in di↵erent bulk copolymer architectures has been
discussed. For the bulk copolymers, the thermodynamics requirement of uniform
segment density within the domains maintains the osmotic balance that deter-
mines the morphology. Because of free surface confinement in thin films [208], the
osmotic constraints are most probably disturbed leading to changes in the dynam-
ics. Considering the randomly oriented lamellae (as is the case for the thicker films)
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existence of regions where the isoprene blocks are confined within a 3D box with
glassy styrene walls is likely. Within this region, the osmotic constraint is larger
leading to slower dynamics [207]. Furthermore, the requirement for homogeneous
density in the lamellae domains means that the segments can expand/contract
with a factor ↵b to create volume-filling e↵ects. ↵b is related to lamellae thickness
by:
↵b =
dlam
1.4 hl2bi1/20
(5.20)
where hl2bi0 is the unperturbed mean–square distance [200]. According to the inset
of Fig. 5.15 (a) ↵b is also directly proportional to film thickness implying the same
dependence for the osmotic constraints if hl2bi0 is taken to be invariant. However,
there are other competing factors influencing the dynamics of normal mode of
isoprene blocks, for instance, increased coupling between lamellae of thicker films
resulting to long-range ordering as revealed by GISAXS. Most notably, the thick-
ness dependence of normal mode relaxation is similar to what was observed for
the case of PI homopolymers where it was attributed to relaxation of terminal
subchains when parts of the chains are anchored to the substrate [199]. As already
noted, in thin films of P(S–b–I), this mode can be a↵ected by a ramification of
several other factors including the interaction of the monomers with each other
and the additional constraints due to a sti↵er styrene matrix. Detailed atomistic
simulations are required for a quantitative understanding.
5.3.4 Summary
The thin films of P(S–b–I) as studied by GISAXS confirm the presence of lamellar
structures that tend to be parallel on the surface but are generally randomly ori-
ented beneath the surface for thicker films. This is supported by AFM images. BDS
in combination with a novel nanostructured electrode arrangement is used to study
the molecular dynamics of the identically prepared thin films of P(S–b–I) (fPI =
0.43, 0.55) . Three dielectrically active processes are observed, which are assigned
to the two segmental modes of the styrene and isoprene blocks, respectively, and
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a relaxation process related to the fluctuations of the end-to-end vector of the iso-
prene blocks. The two segmental modes assigned to the dynamic glass transition
of the styrene and isoprene blocks are not shifted in their relaxation rate when the
film thickness is reduced to ⇠20 nm. The normal mode relaxation of the isoprene
blocks exhibits faster dynamics with decreasing film thickness. Concerning the Tg,
the results discussed above are in agreement with recently published studies of
homopolymers.
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5.4 Structure and dynamics of asymmetric
poly(styrene–b–1,4–isoprene) under 1D
and 2D nanoconfinement
5.4.1 Introduction
Block copolymers are constrained within nano-scale spaces of di↵erent dimensions
in almost all of their applications. The question of how dimensionality of nanocon-
finement a↵ects the morphologies and the dynamic properties such as glass transi-
tion temperature of BCPs therefore become weighty. In this section, the structure
and dynamics of asymmetric P(S–b–I) fPI = 0.73 under one–dimensional (1D)
and 2D geometrical constraints are presented. In 1D confinement the copolymer
is spin coated onto a silicon substrate to form nanometric thin films while in 2D,
the sample is infiltrated into nanoporous AAO membranes. Part of the results
presented in this section have been published in Ref [140].
5.4.2 Experimental details
Materials. Poly(styrene–b–1,4–isoprene) P(S–b–I), (fPI = 0.73) diblock copoly-
mer labeled SI–134 was purchased from Polymer Standards Service GmbH while
polystyrene and poly(cis 1,4–isoprene) homopolymers labeled PI(55) and PS(58)
respectively, are products of Polymer Source, Inc. The molar masses (Mn and
Table 5.4: Molecular characteristics of the asymmetric P(S–b–I), fPI = 0.73
diblock copolymer and their corresponding homopolymers (PS and
PI) used in this studya .
Sample MnPS MnPI Mn Mw Mw/Mn fPI  N
(g/mol) (g/mol) (total) (total) (298 K)
P(S–b–I) 39800 94000 133800 139152 1.04 0.73 160.2
PI(55) 52381 55000 1.05 1.0
PS(58) 58317 58900 1.01 0.0
aThe volume fraction of isoprene blocks fPI , and the Flory-Huggins interaction parameter ( )
were obtained as discussed in Refs. [192] and [193]. Mw/Mn is the polydispersity index and N
the degree of polymerization.
Mw), polydispersity indices (Mw/Mn), PI volume fractions (fPI) in P(S–b–I) and
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the Flory–Huggins interaction parameter ( N) at 298 K are listed in Table 5.4. fPI
and   were determined as described in section 5.3.2.
Silicon wafers with low resistivity (<0.01 ⌦cm) and surface roughness (<6 A˚)
were used as substrates for thin film preparation. They have a native oxide layer of
about 2 nm. Chloroform (99.9% purity), acetone (99.8 % purity) and syringe filters
(PTFE membrane with 0.2 µm pore size) were purchased from Sigma-Aldrich
GmbH. The polymer materials and solvents were used as received without further
purification. Details of the thin film preparation and the AFM measurement can
be found in section 4.1.1. The prepared films were annealed at 423 K for 24 h
in high vacuum (10 6 mbar) before BDS measurements were carried out. BDS
and GISAXS measurements of the thin films of P(S–b–I) fPI = 0.73 samples were
done as detailed in section 5.3.2. The samples contained in AAO membranes were
sandwiched between platinum electrodes after a thin Al foil (⇠ 800 nm) was placed
on both sides of the membranes to improve the contacts before performing the BDS
measurement.
Scanning Electron Microscopy (SEM). FEI Nanolab 200 Dual Beam Mi-
croscope was used to record the SEM images of P(S–b–I) infiltrated into AAO
nanopores. The infiltration was done as described in section 4.1.2. After perform-
ing BDS measurement, the same sample in AAO pores was investigated by SEM. It
was prepared as follows: The AAO template (with mean pore size of 150 nm) con-
taining P(S–b–I) was dissolved completely in 5% wt NaOH solution on a parafilm
surface. It was then thoroughly rinsed with distilled water for several times before
depositing it on a brass metal plate. Finally, the sample was coated with a thin
Gold layer of about 10 nm prior to conducting the SEM measurement. The sam-
ple infiltrated into AAO pores having average pore sizes of 18 nm was prepared
by partially etching the AAO template with 5% wt NaOH solution with an aim
of exposing the copolymer nanorods while still supported by AAO template. The
AAO matrix containing P(S–b–I) was fixed on a brass plate with a conductive
epoxy resin. Only the top surface was put in contact with NaOH solution while
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alternately rinsing with distilled water at intervals of about 5 min. for a total of 30
min. The sample was then dried in vacuum and coated with a 10 nm gold layer.
5.4.3 Results and discussion
Figure 5.19: Tapping mode AFM images (scan size 500⇥500 nm2) of P(S–b–
I), fPI = 0.73 films dried in an oil-free high vacuum (10 6 mbar)
at room temperature for 24 h. The phase (a,c e) and height
(b,d,f) images of the sample with film thickness 57 nm dried at
room temperature (a,b), the same sample annealed at 423 K (c,
d) and the sample having thickness of 30 nm annealed at 423
K [140].
The ordered state morphology. The morphology of P(S–b–I) confined in
thin films was investigated by AFM and GISAXS. The AFM images of the sample
with dfilm = 57 nm dried in high vacuum (10 6 mbar) at room temperature
reveal cylindrical structures that are oriented along the substrate plane (Fig. 5.19
a,b). After annealing this sample at 423 K, perpendicular cylinders are observed
(Fig. 5.19 c, d). Upon decreasing the film thickness to 30 nm, the cylinders became
oriented mainly along the substrate plane (Fig. 5.19 e, f). In order to elucidate the
details of the inner film structures as a function of film thickness, we performed
GISAXS experiments on samples with film thicknesses of 500, 150 and 57 nm
prepared under similar conditions and hence identical to the ones used in the
AFM measurements. Out–of–plane di↵use Bragg reflections (DBRs) are observed
in GISAXS images with qy values that are quantized by the characteristic spacing
(a0) of the lattice planes oriented along the plane normal to the substrate given
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by:
Table 5.5: Film thickness (dfilm), cylinder-cylinder distance (D), the diame-
ters of the cylinders (dcyl) and radius of gyration (Rg) in P(S–b–I),
fPI = 0.73a
dfilm (nm) D (nm) Dfilm/Db0 dcyl (nm) Rg (nm)
bulk 49.7b — 27.1 7.9
500 52.9 10.0 28.8 8.4
150 75.4 3.0 41.1 12.0
57 72.3 1.1 39.4 11.5
aThe thin films values were obtained from GISAXS data for measurement done at ↵i = 0.14 .
bD0 = 49.7 nm is the cylinder–cylinder distance in the bulk determined from Eq. 5.22 with
a0 = 43 nm obtained from Ref. 209.
a0 =
2⇡
q⇤y
(5.21)
where q⇤y is the position of the first–order out–of–plane DBRs. For layered cylinders
lying along the substrate plane, the DBRs appear along both qy and qz. For
hexagonally packed cylinders, the primary and higher order Bragg peaks appear
at ratios of 1:
p
3:
p
4:
p
7 [210]. Considering the DBRs along qy, the distance of
the the centers of hexagonally packed cylinders is given by [211, 212]:
D =
✓
2p
3
◆
a0 (5.22)
From simple geometrical consideration and assuming hexagonal parking, the di-
ameter of the cylinders can be obtained from [213]:
dcyl = 2
 
fPSD2
p
3
2⇡
!1/2
(5.23)
where fPS is the volume fraction of the styrene blocks. The radius of gyration (Rg)
was estimated from the following equation [214]:
D = 2.7 Rg( N)
1/6 (5.24)
The GISAXS images taken at two incident angles, namely ↵i = 0.14  and ↵i =
0.08  are shown in Fig. 5.20. The former which is between the critical angles of total
external reflection of P(S–b– I) (↵cp = 0.11 ) and that of Si substrate (↵cs = 0.16 )
allows the X–rays to penetrate the entire film thickness, hence enabling detection
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Figure 5.20: 2D GISAXS images for the samples having film thicknesses of
500 nm (a, d), 150 nm (b, e) and 57 nm (c, f and g). (a, b, c,
and g) represent images taken at ↵i = 0.14  while (d, e, and f)
were taken at ↵i = 0.08 . Except (g), all the images have the
same qy and qz scales as shown in (d). (g) is an enlargement
of a section in (e) within the qy and qz ranges depicted in the
axis. The arrows in (g) indicate the DBRs of P(S–b–I), fPI =
0.73 while the very high intensity region is due to the specularly
reflected beam. The narrow vertical rectangles are the shadows of
the rod-like beam stop. The white rectangular boxes with dotted
lines in (a) are the representative regions of integration used to
obtain the intensity profiles along qy and qz and arrows indicate
the position of the Yoneda band. The intensity scale is shown
under (e) and (f).
of the inner film structures while the latter probes the region near the film surface
because ↵i < ↵cp. The intensity in all images mostly extends along the qy–axis. For
images taken at a shallow angle of ↵i = 0.08 , the intensity is low indicating that
the film is homogeneous in a near–surface layer.
A zoomed image of Fig. 5.20 (e) shown in Fig. 5.20 (g) point to the possible
existence of out–of–plane DBRs at higher qy values in addition to the first–order
out–of–plane DBRs at qy ' 0.1 nm 1 as indicated by the vertical arrows. This
arrangement is akin to that of standing cylinders observed by Cavicchi et al [215].
To gain more insight, we performed integration of the images in Fig. 5.20 (a-f)
along qy and qz resulting in the intensity profiles plotted in semi–logarithmic scale
in Fig. 5.21. The qy values of the first order peaks (Fig. 5.21 a) appear at around
0.137, 0.099 and 0.101 nm 1 corresponding to a0 (as given by Eq. 5.21) of 45.8,
63.4, and 62.2 nm for film thicknesses of 500, 150, and 57 nm respectively.
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Figure 5.21: Intensity profiles along qy and qz of the 2D GISAXS images
(a-f) shown in Fig. 5.20 (a) and (b) represent profiles obtained
from images taken at ↵i = 0.14  while (c) and (d) are from
images taken at ↵i = 0.08 . Only positive qy values obtained from
integration of the region shown in the 2D GISAXS images given
in Fig. 5.20 (a) are displayed for better comparison. In (a-d) the
curves from bottom to top represent data from film thicknesses of
500, 150 and 57 as shown in (c). The upper curve in (a) is a plot
of Iq2versus qy and the vertical dotted lines indicate positions
of the primary and second order Bragg peaks corresponding to
the hexagonal packing of cylinders. The peaks marked S in (b)
and (d) are due to the specularly reflected beam. The curves are
shifted vertically for graphical reasons [140].
The value of a0 for the thickest film (500 nm) is in the same range as that of
the cylinder–forming P(S–b–I) bulk sample which is about 43 nm [209]. This film
(dfilm = 500 nm) does not show higher order Bragg peaks (Fig. 5.21 (a) implying
short–range ordering but weak second order peaks are observed for thinner films
(150 and 57 nm). Just for clarity, we plot Iq2 against qy values for dfilm = 57
nm (upper curve in Fig. 5.21 a). This reveals well resolved first and second order
peaks corresponding to a ratio of 1:
p
3 typical for hexagonally packed standing
cylinders. Intensity profiles from surface sensitive GISAXS images (Fig. 5.21 c)
also show weak peaks along qy. These peaks (the first–order peaks in Fig. 5.21 (a)
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were used to determine the cylinder-cylinder distance (D) in the film plane based
on Eq. (5.22). The diameters of the cylinders (dcyl) were obtained from Eq. (5.23).
The results are listed in Table 5.5. Considering the sample having film thickness
of 57 nm, the dcyl shown in Table 5.5 is in good agreement with dcyl = 40.1 nm
obtained from AFM (Fig. 5.19 c). The intensity oscillations along qz (Fig. 5.21
b,d) are probably due to the interference of the X–ray beam at the film–air and
film–substrate interfaces. These becomes more pronounced with decreasing film
thickness dfilm and angle of incidence ↵i [216, 217].
By combining the AFM and GISAXS results, we can conclude that samples of
P(S–b–I) (fPI = 0.73) spin cast on Silicon wafers with native oxide layer and
annealed at 423 K in high vacuum (10 6 mbar) feature standing cylinders when
the film thickness is approximately above 50 nm. Reducing the films thickness to
⇠ 30 nm results mainly to lying cylinders, as seen in the AFM image of Fig. 5.19
(e,f).
The morphology of P(S–b–I) contained in AAO matrix having mean pore sizes
of 150 nm as revealed by SEM (Fig. 5.22) shows exposed copolymer nanorods
after dissolution of the confining matrix. This image was recorded by an Everhart-
Thornley Detector (ETD) at a working distance of 5.2 mm. The applied voltage
was 5.0 kV at a magnification 400x. It is therefore evident that the P(S–b–I)
Figure 5.22: SEM micrograph of P(S–b–I), fPI = 0.73 nanorods after the re-
moving AAO template having average pore diameter of 150 nm.
Scale bar: 2 µm [140].
confined in this matrix formed straight nanorods as opposed to nanotubes. Such
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Figure 5.23: (a) Scanning Electron Micrograph of P(S–b–I) fPI = 0.73 infil-
trated into AAO nanopores with average pore sizes of 18 nm after
dissolution of the alumina matrix. (b) Height profile of the se-
lected region analyzed by use of the Gwyddion software 2.25. (b)
that indicates existence of ridges with repeat distance of about
3 nm[140].
type of nanorods have also been observed by Xiang et al [218]. The SEM image
of the nanorod of P(S–b–I) infiltrated in AAO with average pore diameter of 18
nm appear to be twisted (or have a helical shape) Fig. 5.23 (a). This image also
indicates that the nanorod is covered with the remainders of the AAO matrix
that did not dissolve completely. The darker narrower region (15.9 nm) is the bare
copolymer nanorod. Looking closely, this image reveals a twisted conformation of
the nanorod which is confirmed by the height profile in Fig. 5.23 (b). However,
the SEM images in general do not reveal the microphase separation hence further
investigation using Transmission Electron Microscopy (TEM) and Small Angle
X–ray Scattering is necessary.
Dynamics. The net dielectric loss of the sample constrained in thin films (1D
confinement) was obtained after subtraction of the specious e↵ects of the nano
structured electrode arrangement as discussed in section 5.3.2. The net dielectric
loss, ✏
00
net as a function of frequency of the segmental and normal mode relaxation
of the isoprene blocks in P(S–b–I) confined in thin films is depicted in Fig. 5.24. It
shows that the maximum position of the segmental mode is not shifted with respect
to film thickness. However, this varies for the normal mode (chain) relaxation
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Figure 5.24: Isothermal dielectric loss (✏
00
net) spectra for P(S–b–I), fPI = 0.73
sample with film thicknesses of 250, 150, 57 and 30 nm. (a)
Segmental mode relaxation of the isoprene blocks (b) Normal
mode relaxation of the isoprene blocks at di↵erent temperatures
and thickness as indicated. The solid lines in parts (a) and (b)
represent the fitting withEq. (4.34) [140].
which becomes more apparent in the temperature dependence of ⌧max (discussed
later) obtained from HN fits as shown in Fig. 5.24.
Similarly, for the sample contained in AAO nanopores, (2D confinement) the di-
electric contribution of the empty AAO matrix was first subtracted from the mea-
sured data before final analysis. First, the empty AAO template was annealed at
573 K in an oil free high vacuum (10 6 mbar) for 24 h to remove any adsorbed
water and other volatile impurities. It was then transferred in an argon atmosphere
to the dielectric sample holder. The dielectric data of the empty AAO template
was then subtracted from the total dielectric response to get the net data shown in
Fig. 5.25 (a, b). Fig. 5.26 shows the representative isothermal and isochronal net
dielectric loss data of isoprene blocks in P(S–b–I) constraint in AAO nanopores
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having a mean pore diameter of 150 nm. This exemplifies the fitting of the data
by the HN functionEq. (4.34) (page 59) and the modified HN function Eq. (5.17)
(page 103).
Figure 5.25: Dielectric loss data of of P(S–b–I), fPI = 0.73 confined in AAO
nanopores having a mean diameter of 150 nm: (a) Isothermal
data; raw data showing the segmental relaxation of the iso-
prene block at 220 K (filled circles), data for empty AAO mem-
branes (open symbols), net dielectric data (b) Isochronal dielec-
tric loss; raw data (filled squares), data for empty AAO pores
(open squares), net data (open triangles). The lines are the fits
by the HN (Eq. 4.34) and modified HN functions
In order to compare the dielectric spectra of poly(styrene–b–1,4–isoprene) under
1D and 2D confinement, the normalized dielectric loss of the segmental and normal
modes for the bulk PI homopolymer and the P(S–b–I) confined in di↵erent film
thickness and in AAO nanopores with average pore sizes of 150 nm are combined in
Fig. 5.27 (a,b). The data for the chain modes (Fig. 5.27 b) is shifted horizontally
by a factor aT but not the segmental mode (Fig. 5.27 a). The spectra (✏
00
) in
Fig. 5.27 is appreciably broadened compared to that of the bulk PI especially on
the lower frequency side. This is known to exhibit a power law dependence of the
form [44]; ✏
00
(!) / !↵ where ↵ is the HN shape parameter in Eq. (5.17). At lower
temperatures, ↵ for confined samples is systematically less than that of bulk PI
(Fig. 5.27 c) confirming the observation in Fig. 5.27 (a). The global chain dynamics,
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Figure 5.26: (a) Isothermal dielectric loss (✏
00
) of the segmental mode re-
laxation of the isoprene blocks confined into AAO having a
mean pore diameter of 150 nm at di↵erent temperatures as in-
dicated. (b) Corresponding plot of the isochronal representation
at selected frequencies showing the segmental (low T) and nor-
mal (high T) relaxation of the isoprene blocks. The solid lines
in (a) and (b) are fits according toEq. (4.34) and (5.17), respec-
tively [140].
in the bulk PI homopolymer exhibits a true end-to-end dipole vector fluctuation
(↵ = 1) but in the confined P(S–b–I), ↵ = 0.25–0.5 implying that slower chain
modes dominate since this represents broadening on the low frequency flank of
the dielectric loss peak. However, this should not be construed to mean that the
chain dynamics in confined P(S–b–I) is slower than that of bulk PI. It simply
means that the relaxation time distribution is skewed to the longer times. This is
caused by the highly cooperative motion of the isoprene chains due to impenetrable
styrene walls. A similar finding for the case of isoprene chains confined in spherical
domains of star and triblock copolymers [206, 213] was attributed to the osmotic
constraints (thermodynamic confinement) which arise from motion of the chains
to ensure homogeneous density within the domains.
The chain dynamics of isoprene blocks in confined P(S–b–I) is due to the fluc-
tuation of free terminal sub-chains which can easily be a↵ected by topological
constraints and their interactions with the substrate and the domain interfaces.
This explains the greater di↵erence between the data for bulk PI and confined
isoprene blocks in P(S–b–I) shown in Fig. 5.27 (b, d). Due to a larger surface area
5.4 Structure and dynamics of 1D & 2D confined P(S–b–I) 129
Figure 5.27: Comparison of the dielectric loss data normalized with respect to
the maximum loss value of the segmental (a) and normal modes
(b) at 218 K and 308 K, respectively. The symbols for the bulk
and the sample confined in thin films of di↵erent thickness and in
AAO pores of 150 nm are shown in the legend of (a). The normal
mode spectra shown in (b) are horizontally shifted by a factor aT
so as to coincide at the maximum of the bulk homopolymer. The
HN shape parameter ↵ obtained fromEq. (4.34) for the segmental
and normal modes are shown in (c) and (d) respectively.
in AAO nanopores, the chain–substrate interaction increases causing adsorption
of some of the chains on the pore walls hence leading to increased broadening of
✏
00
(!). The curvature e↵ects of the AAO confining geometries also influence the
chain adsorption and hence the normal mode relaxation in the isoprene blocks.
For further comparison of the e↵ect of dimensionality of confinement, we show
in Fig. 5.28, the isochronal dielectric loss of P(S–b–I) confined in 1D and in 2D
geometries with dfilm ⇡ dpore. The data is normalized with respect to ✏00max of the
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Figure 5.28: Comparison of the isochronal dielectric loss spectra of the P(S–
b–I), fPI = 0.73 sample in thin films (squares) and in AAO
nanopores (circles) obtained at 966 Hz. The data is normalized
with respect to the maximum loss value of the segmental mode
of the isoprene blocks. The experimental accuracy is equal to the
size of the symbols if not stated otherwise.
segmental mode of the isoprene blocks. In this representation, all the three dielec-
trically active modes in P(S–b–I) are observed. The peaks of the segmental modes
of isoprene (lower T) and styrene blocks (higher T) are separated by the isoprene
chain modes. The segmental mode of the styrene blocks for the film thickness of 30
nm and pore sizes of 55 and 18 nm is masked by the strong conductivity contribu-
tion. Both the segmental and the chain modes are much broadened for the sample
in AAO nanopores with dpore = 18 nm compared to the one confined in thin films
with dfilm = 30 nm which is ascribed to increased adsorption e↵ect. This e↵ect of
chain adsorption causing broadening of ✏
00
(!) with respect to AAO pore sizes for
the case of unentangled PI homopolymer is discussed in detailed by Alexandris
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et al [219]. Similar studies of chain dynamics of PI confined in controlled porous
glasses (CPG) with a mean pore diameter of 10.2 nm show a pronounced broaden-
ing that increases with the increase in the end–to–end distance of the chains [220].
Figure 5.29: Activation plot of the relaxation rates corresponding to the seg-
mental mode of the isoprene blocks (filled symbols), normal
mode of the isoprene blocks (open symbols) and segmental mode
of the styrene blocks (half-filled symbols, at higher T) for the
sample in the bulk state, and when confined in thin films and
in AAO nanopores with film thicknesses and pore sizes as in-
dicated in the legend. Bulk PI and PS-homopolymers with Mw
= 55000 (PI–55) and 58900 PS(58) g/mol, respectively are in-
cluded for comparison (squares). The bulk Tg values of PI and
PS determined by DSC at a scanning rate of 10 K/min are also
shown. The solid lines are VFT fits to the experimental data. The
fit parameters ⌧1 = 2.4 ⇥ 10 10 s, B = 243 K and T0 = 355 K
for the styrene block while they are 3.9⇥ 10 13s, 516 K and 170
K respectively for the isoprene block [140].
Due to weak dielectric loss of P(S–b–I) confined in AAO especially in smaller
pores, and the non-trivial sample geometry in thin films, analysis of dielectric
strengths would be prone to large uncertainties and hence we mainly discuss the
dynamics. Activation plot (Fig. 5.29) gives a summary of the e↵ect of 1D and
2D geometrical constraints on the overall molecular dynamics of P(S–b–I). The
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relaxation rates obtained from the fits by Eq. (4.34) and (5.17) to the isothermal
✏
00
(!) and isochronal ✏
00
(T ) data respectively, are plotted as a function of inverse
temperature. It is observed that all the data from di↵erent film thicknesses and
pore sizes for the segmental/structural relaxation of either styrene (higher T) or
isoprene blocks (lower T) collapse to a single curve regardless of the dimensionality
and the finite–size of confining geometries utilized in this study. The segmental
fluctuations for both styrene and isoprene blocks follow a VFT type of thermal
activation. The lines in Fig. 5.29 represent the fit of the data by the VFT Eq. (3.8).
Phenomenologically, Tg is defined as the temperature at which ⌧ = 100 s. The Tg
obtained from this definition for the styrene and isoprene blocks coincides, within
experimental accuracy, with that of bulk homopolymers determined calorimetri-
cally. Confinement of asymmetric P(S–b–I) in 1D (dfilm = 250–30 nm) and in 2D
(dpore = 150 –18 nm) has no impact on the Tg of the respective blocks. This is
consistent with the finding that the glass transition takes place at the length scale
of about 0.5–1 nm [64, 139].
However, the chain dynamics of isoprene blocks under 1D and 2D confinement is
faster than that of the bulk PI (Fig. 5.29). It is even faster when confined in 2D
constraints compared to 1D and it increases with decreasing dpore. Nonetheless,
the relaxation rate of this mode changes non–monotonically in 1D confinement
where it decreases with dfilm up to ⇠ 57 nm below which, (dfilm = 30 nm) it
becomes faster than in dfilm = 250 nm by about one order of magnitude. This
corresponds to a change in the degree of confinement (expressed by the ratio:
dfilm/Db0, shown in Table 5.5 of about 50 %. Since this is the fluctuation of the
free chains, it is likely to be a↵ected by the confinement induced morphological
changes in P(S–b–I) e.g. radius of gyration, inter–cylinder distance (Table 5.5),
their orientations and interaction with the substrate. Therefore, besides confine-
ment, interface e↵ects are paramount. The confinement–induced configurational
changes of P(S–b–I) restricted in AAO nanopores can be quantified by the ratio,
dpore/Db0 where D
b
0 is the cylinder spacing in the bulk sample. Using this relation-
ship, we obtained the ratios: 3.0, 1.1 and 0.4 for pore sizes of 150, 55 and 18
nm respectively. This corresponds to concentric (150 nm) and helical structures
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(55 and 18 nm) of P(S–b–I) located in AAO as predicted by simulations [17] and
also evident in Fig. 5.23. These conformational changes can cause deviations in the
chain dynamics with respect to bulk but another important parameter is the chain
adsorption which can e↵ectively reduce the end–to–end distance of the free ter-
minal sub-chains resulting to faster relaxation. The packing of helical structures
in smaller pores would also allow for more free volume leading to faster chain
dynamics compared to concentric cylinders in larger pores.
In thin films, the packing density of the chains can be quantified by the radius of gy-
ration obtained from Eq. (5.24). As shown in Table 5.5, Rg increases by⇠ 40% with
the reduction in dfilm from 500–57 nm implying that the chains are more stretched
in thinner films hence increasing their interaction with the substrate. These in-
teractions can change appreciably if the orientation of the cylinders with respect
to substrate change, for instance from standing to lying position. According to
Picketts Model [221] for equilibrium orientation of symmetric diblock copolymers,
higher density of free–chains at the substrate interface increases the percentage of
lamellae that are oriented along the substrate plane. A similar scenario is expected
to prevail for cylinder forming BCPs [222]. Consequently, the adsorption of part
of these chains (isoprene blocks, in this case) on the substrate reduces the end–
to–end vector leading to faster normal mode fluctuations [199, 200]. This explains
the observation that the chain dynamics in thinner films of ⇠ 30 nm exhibiting
lying cylinders (Fig. 5.19 e, f) is faster by about one order of magnitude.
5.4.4 Summary
Morphology of asymmetric P(S–b–I), fPI = 0.73 confined in AAO templates and in
thin films has been investigated by a combination of SEM, AFM and GISAXS. The
morphology in larger pores (150 nm) consist of continuous nanorods as revealed by
SEM. For the thin films, the results from AFM and GISAXS show that the sample
forms hexagonally packed cylinders which are predominantly oriented along the
plane normal to the substrate for thicker films (500–57 nm) but changes mainly
to parallel with respect to the substrate plane when the thickness decreases to 30
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nm. Molecular dynamics under 1D (thin films) and 2D (nanopores) geometrical
constraints have been studied by BDS. The segmental relaxation of isoprene and
styrene blocks and the chain dynamics due to fluctuation of the end-to-end vector
in isoprene blocks are observed. The segmental mode of both blocks which is
related to the dynamic glass transition is neither a↵ected by the finite-size nor the
dimensionality of confinement. Their Tg’s therefore remain bulk-like and identical
to that of the corresponding homopolymers. However, the chain dynamics of the
isoprene blocks is a↵ected by both the size and dimensionality of the confinement.
This is attributed to the osmotic constraints and the interaction of the chains with
the substrate which also cause broadening of the relaxation processes.
6 Conclusions and Outlook
The current developments in nanotechnology have motivated studies of nanocon-
finement of di↵erent materials for various applications. The reduction of the typical
size of a material to a nanoscale level under geometrical constraints also raises the
fundamental question of how its structure and dynamic properties are altered. This
alteration is a consequence of the interplay between pure finite-size and surface
e↵ects where the latter results from the interaction of a material with its confin-
ing surfaces. Due to curvature e↵ects, the dimensionality of nanoconfinement also
plays a key role in determining the aforementioned materials’ properties.
The finite-size, surface and the dimensionality e↵ects of nanoconfinement on the
structure and dynamics of molecules of di↵erent sizes and architectures have been
investigated in this dissertation. The following type of materials were studied: (i)
the van der Waals glass–forming liquid, tris (2–ethylhexyl)phosphate (TEHP); (ii)
the monohydoxy alcohol, 2–ethyl–1–hexanol (2E1H) that forms hydrogen bonds
(HBs) mediated transient supramolecular oligo–chains; and (iii) the symmetric and
asymmetric poly(styrene–b–1,4–isoprene) P(S–b–I) diblock copolymers (BCPs) in
which the isoprene chains experience internal constraints imposed by the sti↵er
styrene blocks within the self–segregated domains. Both internal and external con-
straints therefore exist in geometrically confined P(S–b–I). One-dimensional (1D)
and 2D confining geometries were employed in this investigation. Nanoporous sil-
ica membranes having uni–directional nanopores with pore sizes down to 4 nm
were prepared by electrochemical etching technique and used for the first time as
2D confining matrix to study the surface and confinement e↵ects in low molecular
weight liquids (TEHP and 2E1H). P(S–b–I) samples were studied under both 1D
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and 2D nanoconfinement. In the former case, the P(S–b–I) samples were confined
in nanometric thin films while in the latter case, they were infiltrated into anodic
aluminum oxide (AAO) membranes having pore sizes in the range of 18–150 nm.
The experimental techniques utilized in this dissertation include: infrared tran-
sition moment orientational analysis (IR–TMOA), which was used to probe the
molecular order parameter tensor of TEHP molecules confined in nanoporous silica
membranes (2D); positron annihilation spectroscopy (PALS), for the study of free
volume or microstructural arrangement of 2E1H in silica nanopores; atomic force
microscopy (AFM) and grazing incidence small angel X–ray scattering (GISAXS)
used to investigate the morphologies of P(S–b–I) in thin films (1D); scanning
electron microscopy (SEM) for the structural elucidation of P(S–b–I) under 2D
confinement and broadband dielectric spectroscopy (BDS) which was employed as
the main tool to study molecular dynamics of all the investigated samples. The
general findings are summarized as follows.
Morphologies of the investigated samples under geometrical constraints.
(i) The novel IR-TMOA used to study the surface e↵ects of TEHP under 2D
confinement revealed that ⇠ 7% of the TEHP molecules confined in silica
nanopores are oriented normal to the pore walls due to the guest/host inter-
actions [105].
(ii) Confinement in silica nanopores (2D) breaks the HB–mediated transient supramolec-
ular oligo–chains in 2E1H.
(iii) In thin films (1D), the symmetric P(S–b–I) with volume fraction of isoprene
blocks fPI= 0.55 exhibits lamellae that are randomly oriented and their thick-
nesses increase linearly with the film thickness (dfilm). Asymmetric P(S–b–
I), fPI = 0.73 features perpendicular cylinders with respect to the substrate
for dfilm & 50 nm but they lie along the substrate plane when dfilm . 50
nm. However, they are not macroscopically oriented. In AAO pores (2D)
with average pore diameter (dpore) of 150 nm, straight nanorods are formed
which change to helical structures in 18 nm pores [140, 192].
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Molecular dynamics of the investigated samples under geometric con-
straints.
Dynamic glass transition (DGT):
(i) The structural relaxation which is connected to the dynamic glass transition
(DGT) in TEHP and 2E1H confined in nanoporous silica (2D), increases
with decreasing pore sizes (10–4 nm) as the calorimetric glass transition
temperature (Tg) is approached [105]. It is demonstrated in this dissertation
that this confinement e↵ect is due to the reduced density (increase in free
volume) of the molecules confined in nanopores as corroborated by the PALS
results of 2E1H. This is due to the fact that a change in density by merely ⇠
2% can translate to a change in the structural relaxation rate by ⇠ 8 orders
of magnitude [182].
(ii) The segmental relaxation or DGT of styrene and isoprene blocks in P(S–b–I)
is una↵ected irrespective of the dimensionality (1D and 2D), the finite-size
of external confinement (18-430 nm), the morphology and the size of the
internal constraints (45–75 nm). This is in accord with the earlier findings [64,
139] that the DGT in homopolymers occurs within the length-scale of ⇠ 0.5–
1 nm. The dielectric loss spectra are however, broadened for the case of 2D
confined compared to 1D. This is attributed to the interactions of the chains
with the confining surfaces [140, 192].
Chain dynamics:
(i) The Debye relaxation which is due to the end–to–end fluctuations of the tran-
sient supramolecular oligo–chains in 2E1H is minimally a↵ected by 2D con-
finement in silica nanopores. This is despite the fact that the number of
molecules forming the oligo–chains of 2E1H confined in, for instance, 4 nm
pores is reduces by about 50% with respect to the bulk value. This implies
that the Debye relaxation in 2E1H can take place even if the number of
molecule decrease to . 5.
(ii) The normal mode relaxation of isoprene blocks in P(S–b–I) is faster in 2D
than in 1D confinement. It is also faster in 1D constraint compared to the
corresponding bulk homopolymer. This mode increases with decreasing pore
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sizes (150–18 nm) and film thickness (430–20 nm). It’s dielectric loss spec-
tra are also broadened in 2D confinement [140, 192]. These e↵ects can be
understood from the fact that the normal mode involves the fluctuation of
the end–to–end vector of the terminal sub-chains which is easily a↵ected by
the chain interactions at the substrate and the block’s interfaces. These in-
teractions are also influenced by curvature e↵ects which correlates with the
dimensionality of the external confinement.
In general, this study has revealed that the confinement e↵ect observed for the
case of oligomers infiltrated in nanopores can be ascribed mainly to the reduced
density of the constrained molecules. The findings for the segmental and chain
dynamics in P(S–b–I) reflect the considerable di↵erence in the length scales on
which these two kinds of fluctuations take place.
Outlook
Since the scope of this dissertation is limited, a wider perspective of the e↵ects of
nanoconfinement on the structure and dynamics of P(S–b–I)) diblock copolymers
can be gained by studying how long range ordering of the nanodomains a↵ects the
polymer chain dynamics. Solvent annealing is the most facile method to obtain
macroscopically ordered BCPs confined in thin films. In a non-selective solvent,
the diblock-copolymer swells uniformly as the solvent di↵uses into the copolymer
film e↵ectively reducing the glass transition temperature and the Flory–Huggins
interaction parameter. As a result, the mobility of the blocks is increased and
hence the domains are aligned macroscopically during solvent evaporation. The
chain dynamics in the course of solvent swelling can therefore be studied in-situ by
BDS in combination with the novel nanostructured electrodes. Finally, the overall
dynamics, including the segmental motion of macroscopically oriented and non-
oriented thin films of BCPs can be compared. Additionally, dynamics of grafted
copolymer chains can also be studied in order to ascertain how chain and glassy
dynamics are a↵ected by the adsorption of the chains to the external interface. This
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can further be tuned to the level of having single chains anchored at isolated points
on a substrate.
For the self–associating 2E1H which forms transient supramolecular oligo–chains,
it is possible to grow thin layers of these molecules on hydride terminated sili-
con from either the gas or liquid phase via an adsorption process and be able to
compare their dynamics with 2D confined molecules. Moreover, any low molecular
weight liquid can be infiltrated into silicon nano containers created by electro-
chemical etching of the silicon substrate for a few seconds without electropolish-
ing step. Consequently, the length scale of nanoconfinement can be reduced to
levels closer to the sizes of the constrained molecules. As a result, it becomes fea-
sible to decrease the dimensions of external confinement to molecular sizes, and
consequently achieve the ultimate limit.
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