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I N T R O D U C T I O N
Many studies have shown that visual neurons can respond more strongly when subjects pay attention to a stimulus in their receptive field (see Desimone and Duncan 1995; Maunsell 1995; Reynolds and Chelazzi 2004) . When a single stimulus is presented in a neuron's receptive field, the primary effect of attending to that stimulus is to make stronger the neuron's responses to all stimuli, with responses to preferred and nonpreferred stimuli increased proportionally. This proportional increase vertically scales tuning curves for orientation in area V4 (McAdams and Maunsell 1999) and tuning curves for direction in the middle temporal visual area (MT; Martinez-Trujillo and Treue 2004; Treue and Martinez-Trujillo 1999) . Similarly, attention multiplicatively scales the temporal integration window for neurons in MT, with no appreciable shift in time or change in the shape of a linear integration kernel that describes the response (Cook and Maunsell 2004) .
This change in the neuronal activity caused by attention is called a "response gain" because it adjusts the overall gain of evoked responses. Simple gain changes of the sort embodied in response gain are seen throughout the brain, including periph-eral structures such as the retina (Passaglia et al. 2009 ), raising the possibility that attention uses mechanisms that are similar in form to those used in purely sensory or motor processing. However, experiments comparing the effects of attention on stimuli of different contrasts have described an additional effect (Li and Basso 2008; Martinez-Trujillo and Treue 2002; Reynolds et al. 2000) . These studies have reported more attentional modulation for low contrast stimuli and less for high contrast stimuli. Because this effect is similar to the effect of proportionally increasing the contrast of attended stimuli, it has been called a "contrast gain."
Although it is clear that some individual neurons show effects that look like contrast gain, there is reason to consider whether the contrast gain effects of attention are comparable in size to its response gain effects. Different studies have reported different magnitudes of contrast gain effects and several considerations leave previous observations on the strength of contrast gain in question. First, earlier studies have generally involved relatively small effects of attention and, although those results are consistent with contrast gain, they lack statistical power to distinguish whether responses are unequivocally better described by contrast gain or might instead be adequately described as response gain (see DISCUSSION) . Second, failure to keep attentional effort constant across different contrasts can introduce an artificial increase in attentional modulation at low contrasts. Low contrast stimuli are more difficult to evaluate than high contrast stimuli and thus encourage subjects to pay more attention. When a subject directs more attention to a task, the effects of spatial attention on neuronal responses become stronger (Boudreau et al. 2006; Spitzer et al. 1988 ). Thus if a subject pays more attention to low contrast stimuli, a contrast gain effect can be created artificially. Most studies of contrast gain measured neuronal responses over periods long enough for the animal to react to the contrast of the stimulus, raising the possibility of seeing inflated effects of attention on responses to low contrast stimuli (see DISCUSSION) . Finally, specifics of the task design used in some studies may also have contributed to seeing more or less attentional modulation of low contrast stimuli (see Williford and Maunsell 2006) . Collectively, these concerns leave uncertainty about the magnitude of the contrast gain caused by attention.
An understanding of the relative magnitude of different effects to attention on the overall activity of cortical neurons is important for clarifying the mechanisms by which it operates. We therefore reexamined the question of how much attention preferentially enhances responses to low contrast stimuli using conditions designed to keep attention stable across contrasts and to provide greater statistical power for examining the strength of contrast gain. Recording responses from neurons in the middle temporal visual area (MT) using this approach, we found no evidence for attention preferentially enhancing low contrast stimuli.
M E T H O D S
Some of the data presented here were previously described in other analyses that examined how attentional modulation relates to stimulus normalization (Lee and Maunsell 2009 ).
Behavioral task
All procedures involving animal subjects were approved by the appropriate institutional animal care and use committees. We collected data from two rhesus monkeys (Macaca mulatta). Before training began, a head post and a scleral search coil were implanted under general anesthesia. After recovery, the animal was trained to do a speed-change detection task ( Fig. 1A) . Each trial began with the presentation of a small fixation spot at the center of a monitor screen. The animal was required to hold its gaze within Ϯ0.8°(monkey P) or Ϯ1.0°(monkey M) of the fixation spot while series of drifting Gabors were flashed on the display. Gabors appeared simultaneously for 200 ms in two or three locations and successive Gabors were separated by intervals that varied randomly (between 94 and 247 ms for monkey P and 141 and 294 ms for monkey M). The Gabors in different locations drifted in different directions, but had the same size (SD of the Gabor, ), spatial frequency, and temporal frequency. All Gabors were achromatic and had the same average luminance as that of the gray background (42 cd/m 2 ) on a gamma-corrected video monitor (1,024 ϫ 768 pixels, 85 Hz refresh rate). The video controller used 8-bit DACs, for which the smallest contrast step was about 1%. The temporal frequency of the drifting Gabors was always rounded to a value that produced an integer number of cycles of drift during each stimulus presentation, so that the Gabors started and ended with odd spatial symmetry, ensuring that the spatiotemporal luminance integral of each stimulus was the same as that of the background.
In the main experiment ( Fig. 1A) , two Gabors were presented in the receptive field of each neuron, one with the preferred direction of motion and the other with the opposite, nonpreferred direction of motion. The Gabors were at the same eccentricity from the fixation spot and were separated from each other by a distance of at least fivefold the the Gabors (which averaged 0.51°). The two Gabors in each stimulus presentation had the same contrast, but the contrast for each presentation was randomly selected from a set of eight levels (monkey M: 0, 1. 6, 3.1, 6.3, 12.5, 25, 50, 100%) or nine levels (monkey P: same plus 0.8%).
In the contrast-offset experiment (Fig. 1B) , we presented three series of Gabors on each trial, two in the receptive field and one at the same eccentricity on the opposite side of the fixation spot from the receptive field stimuli. The distant Gabor had a drift direction that was orthogonal to those in the receptive field. For this experiment, the contrast of the two stimuli in the receptive field always differed by a factor of 2 (except when zero) and was randomly selected from eight contrast pairs {0,0; 0.8,1.6; 1.6,3.1; 3.1,6.3; 6.3,12.5; 12.5,25; 25,50; 50,100%} . The contrast of each Gabor presented in the location outside the receptive field was randomly selected to match the contrast of one of the two stimuli in the receptive field. Except for their contrasts, the stimuli in the receptive field were the same as those in the main experiment.
In both tasks, the animal had to detect the appearance of a Gabor at the cued location that had a slightly faster drift speed throughout its presentation (the target), while ignoring any Gabors that had faster drift speed at other locations (distractors). The timing of faster Gabors at each location followed an exponential distribution (flat hazard function for speed change) to encourage constant vigilance throughout each trial. The appearance of the target was followed by other Gabors that moved at the original speed so that the animal could not earn rewards by detecting the end of the stimulus sequence. We truncated the distribution of target appearances by limiting the maximum duration of each trial to 5 s, which happened on about 10% of trials. In this case, the animal received a reward by maintaining fixation until the end of the trial. If the animal responded correctly to a speed FIG. 1. Task design. A: task design for the main attention experiment. The location to attend was signaled by either instruction trials or a location cue (yellow annulus) and a series of paired Gabors appeared in the receptive field. On each presentation, the contrast of the Gabors was randomly selected. The animal's job was to detect when a Gabor with a faster drift speed appeared at the cued location, while ignoring any speed changes at the other location. B: task design for the contrast-offset experiment. Gabors appeared at a third location outside the receptive field and the animal's attention was always directed to this location. Preferred and nonpreferred Gabors were presented in the receptive field with randomly selected contrasts that always differed by a factor of 2. change at the cued location by making a saccade to the location within 600 ms of the appearance of the target, a drop of apple juice or water was given as a reward. Breaks of fixation before the speed change, responses to the speed changes at noncued locations, or failure to respond to the speed change terminated trials without reward. A location cue was provided by either a yellow annulus at the beginning of each trial or by instruction trials. Instruction trials consisted of a series of Gabors presented at only one location. Two instruction trials were inserted whenever the cued location changed. In the attention experiment, the cued location alternated in blocks between the two stimulus locations in the receptive field. In the contrast-offset experiment, the cued location was always the location of the Gabor outside the receptive field.
Data collection and analysis
After the animal learned the tasks, we implanted a recording cylinder over occipital cortex to provide a posterior approach to area MT. Extracellular signals were recorded with glass-coated platinumiridium microelectrodes (ϳ1 M⍀ at 1 kHz). A guide tube was used to penetrate the dura and bring the electrode to within a few millimeters of MT. Extracellular signals were amplified and filtered and action potentials from individual neurons were isolated with a window discriminator. Spike times were recorded with 1 ms resolution.
After we isolated a single neuron's action potential, we estimated the location and preferred direction of the receptive field using a hand-controlled visual stimulus. We then used computer-controlled Gabor stimuli presented at 100% contrast to map the receptive field. The animal held its gaze on the fixation point while we measured tuning for direction (12 directions), spatial frequency (10 frequencies), and temporal frequency (10 frequencies). We also quantitatively mapped the receptive field extent using a Gabor with optimal direction of motion and spatial and temporal frequencies (3 eccentricities, 8 polar angles). The preferred value for each stimulus dimension was taken from on-line plots of average response to multiple stimulus presentations. The direction of motion that produced the strongest response was taken as the preferred and the opposite direction was taken as the nonpreferred direction. We chose two stimulus locations within the receptive field that had the same eccentricity and gave strong and approximately equal responses. We sometimes set the temporal frequency to a value that was not preferred by the neuron to get better behavioral performance from the animal.
In the main experiments, we recorded from neurons in MT while attention was directed to one of two stimuli inside their receptive fields: one moving in the preferred direction and one moving in the opposite (nonpreferred) direction. MT was well suited to the question of how attention modulates responses to different contrasts because its neurons have contrast-response functions that saturate at low contrasts (Sclar et al. 1990 ). This is important because previous studies done in area V4 failed to provide unambiguous data in part because many V4 neurons show little saturation at high contrast and the predicted effects of response gain and contrast gain are difficult to distinguish in the lower saturation or the rising portion of a contrast-response function. We had animals switch attention between a preferred and a nonpreferred stimulus in the receptive field for two reasons. First, attention typically makes responses much stronger when attention is directed to the preferred stimulus and much weaker when the attention is directed to the nonpreferred stimulus if the two stimuli are in the receptive field (Martinez-Trujillo and Treue 2002; Moran and Desimone 1985; Reynolds et al. 1999; Treue and Maunsell 1996) , providing greater statistical power. Second, this stimulus configuration was used by the earlier study of the effects of attention on contrast-response functions in MT (Martinez-Trujillo and Treue 2002) , although attention in that study was shifted between one of the stimuli inside the receptive field and a distant stimulus.
Only cells that were held for Ն10 repetitions of each contrast and attention condition were included in the data analysis (mean 36 repetitions). We measured the response of the cell to each condition by averaging activity between 50 and 250 ms after stimulus onset. We excluded from analysis responses recorded on incorrectly completed trials, responses to stimulus presentations when any Gabor appeared with a faster speed (target or distractors), responses recorded after the target appeared, and responses from instruction trials. We also excluded responses to stimuli in the first 500 ms of each trial to reduce the variance arising from stronger responses at the start of stimulus series.
Estimation of the contrast-response function
To analyze neuronal responses to different contrast and attentional states we used a hyperbolic ratio function (Albrecht and Hamilton 1982)
where R is the response of the neuron, c is contrast, m is spontaneous activity, n sets the steepness of the hyperbolic ratio function, c 50 is the contrast where the response is half-maximal, and R max is maximum attainable driven rate of firing. To examine directly whether the effect of attention was more consistent with response gain or contrast gain, we fit the data from individual neurons to modified contrast-response functions that modeled either a pure response gain or a pure contrast gain. We fit data from both attention conditions simultaneously using five free parameters that forced an identical underlying contrastresponse function with a multiplication factor between attention conditions. The expression for the response gain model was
In this equation a ϭ 1 when attention is directed to the nonpreferred stimulus and varies freely when attention is directed to the preferred stimulus. The expression for the contrast gain model was
The form of Eq. 2 does not allow attention to affect a neuron's spontaneous activity (m). Several studies have shown that attention to a neuron's receptive field can also increase spontaneous activity when no stimulus is present (Li and Basso 2008; Luck et al. 1997; Reynolds et al. 2000; Williford and Maunsell 2006) . When attention increases not only spontaneous activity but also responses, its effects may be better described as an "activity gain" rather than a response gain. We specifically tested response gain rather than activity gain because we did not expect to see attention-mediated changes in spontaneous activity in this experiment. The two attentional states we compared (attend preferred and attend nonpreferred) both involved attention to the receptive field of the neuron being recorded. Although the response to stimulus presentations might vary depending on which stimulus was attended, there should be little or no change in spontaneous activity depending on which receptive field location is attended. Because the distinction between activity gain and response gain is small and difficult to measure (typically involving a change of about 1 spike/s of spontaneous activity), we will make no attempt to distinguish them here. Instead we use the term response gain without intending to exclude the possibility of a pure activity gain.
To compare how well neurophysiological measures fit models of response gain or contrast gain (Eqs. 2 and 3), we computed partial correlations using the correlation between the data and each model's fit. Because the distribution of Pearson's correlation coefficients is not normal, we used Fisher's r-to-Z transformation to calculate the Z score from each partial correlation coefficient. Each transformed value was divided by the SE value, which is the square root of the number of degrees of freedom (df). In this case, the df number is the number of data points (16 data points; 8 from attend to preferred stimulus and 8 from attend to nonpreferred stimulus) minus 3. We used a statistical criterion of 1.645 to test whether each contrast response was more consistent with the response gain prediction than the contrast gain prediction, which corresponds to a P value of 0.05.
To further explore whether attention acts to adjust overall gain of a cell (response gain) or to increase the effective contrast of a stimulus (contrast gain), we fixed m and n in Eq. 1 between attention conditions and let R max and c 50 vary between the conditions. We estimated six free parameters (n, m, c 50,1 , c 50,2 , R max,1 , R max,2 ) using a weighted least-square fit. The weighted least-square fit method was also used for other parameter estimations in this study and we used the squared value of the correlation coefficient between data points and model predictions to evaluate the quality of the fit.
To compare the changes of the two values for c 50 and R max between conditions, we computed a modulation index
where p ϩ and p Ϫ are the values of fit to the two attention states or contrast offsets (for R max , ϩ is associated with the attention or higher contrast on the preferred stimulus; for c 50 , ϩ is associated with the attention or higher contrast on the nonpreferred stimulus). Confidence intervals (CIs) for each modulation index were calculated by bootstrap analysis (95% CIs, 1,000 resamplings).
Simulation of the biased-competition model
To simulate the predictions of the biased-competition model (Fig.  5 ), we used the equations from Reynolds et al. (1999) E ϭ c p w p ϩ ϩ c n w n ϩ (5)
where c p and c n are the contrasts of the preferred and nonpreferred stimuli in the receptive field, w p ϩ and w n ϩ are weights of excitatory inputs, w p Ϫ and w n Ϫ are weights of inhibitory inputs, B is the maximum neuronal firing rate, A is the passive decay parameter of the model neuron, and R is the response of the model neuron.
To simulate inputs from the preferred stimulus, we used 1.0 and 0.1 for w p ϩ and w p Ϫ . For inputs from the nonpreferred stimulus, we used 0.5 and 1.0 for w n ϩ and w n Ϫ . For B and A, we used 1 and 0.01. Responses of the model neuron to a single stimulus (the preferred) in the receptive field were simulated by setting the contrast of the other stimulus (c n ) to zero. When attention is directed to a stimulus in the receptive field, we increased weights of inputs from that stimulus by a factor of 4. The effect of changing stimulus contrast was examined by giving one or the other stimulus twice the contrast of the other.
R E S U L T S
We collected data from 56 neurons (30 from monkey P and 26 from monkey M). The stimulus that moved faster than the others (the target) could appear with any contrast in the set used (except 0%) and behavioral performance varied depending on the target contrast. For targets with contrasts of 1.6, 3.1, 6.3, 12.5, 25, 50, and 100%, monkey P successfully detected the target on 0, 6, 55, 81, 86, 89, and 90% of trials and monkey M was correct on 1, 2, 21, 84, 93, 94, and 93% of trials.
Effect of attention on contrast-response functions
The responses of MT neurons were modulated strongly depending on which stimulus the animal was attending to. Figure 2 , A and B shows responses from a representative cell. The histograms in Fig. 2A show average responses to the stimulus pairs at different contrasts, sorted according to whether attention was directed to the preferred (black) or the nonpreferred (gray) stimulus. Figure 2B plots the average rates of firing for the different contrasts and attention conditions, with filled circles for responses recorded when the animal directed its attention to the preferred stimulus and open circles for responses recorded when the attention was directed to the nonpreferred stimulus. The solid and dotted curves are the best-fitting functions for the mean responses from the two attention conditions. We fit the mean responses for each attentional state separately using a hyperbolic ratio function (Eq. 1). For this cell, the fits explained 99% of the variance of the mean responses. For all 56 neurons the median variance explained was 98%. The fitted contrast-response functions do not appear to differ by a left-right shift as expected for a contrast gain. Instead, the greatest differences are seen at the highest contrasts, consistent with a response gain.
The responses of this neuron were typical. Figure 2 , C and D shows average responses for all 56 MT neurons in the two attention conditions. Figure 2C shows the average rate of firing and Fig. 2D shows the same data averaged after the responses of each neuron had been normalized to its strongest response (typically recorded with 100% contrast and attention directed to the preferred stimulus). The absolute difference between the attend-preferred and attend-nonpreferred responses is greatest at 100% contrast, where the median was a 46% increase in mean response between the attend-nonpreferred and attendpreferred conditions.
In a further analysis, we fit the data from individual neurons to modified contrast-response functions that modeled either a pure response gain or a pure contrast gain (Eqs. 2 and 3). We calculated the partial correlation between the data and each prediction (Movshon et al. 1985; Smith et al. 2005 ) and examined which function provided better fit using a Z score (see METHODS). Figure 3A is a scatterplot of the Z-transformed partial correlations for each neuron. Filled circles are neurons for which one model's prediction provides a significantly better fit to the data than the other model's prediction. Open circles are neurons for which neither model is reliably superior at explaining the data (although either or both might provide a statistically significant fit). Dotted lines mark the statistical criterion of the test (P Ͻ 0.05). One cell (2%) was significantly better fit by the contrast gain model and 10 cells (18%) were explained comparably well by both. For the remaining 45 cells (80%), response gain provided a statistically significant fit that was significantly superior to contrast gain at explaining the data.
Although the plot in Fig. 3A shows that the effect of attention on a large majority of MT cells was better explained by response gain than by contrast gain, this analysis provides only a relative comparison between the models. Although the contrast gain model was inferior for most cells, it nevertheless explained most of the effects of attention on contrast-response functions of MT neurons (median correlation coefficient was 0.96). Thus whereas response gain was superior, contrast gain appeared to provide an adequate fit to the data. To test whether we can reject either model, we examined how the fit parameters associated with response gain (R max ) and contrast gain (c 50 ) varied between states of attention (Eq. 1). For each neuron, the difference between the parameters in the two attentional states was expressed using a modulation index (Eq. 4). We calculated the 95% CI for each parameter's modulation index using a bootstrap analysis and used the CIs for testing models. Figure 3B shows the scatterplot of the modulation indices for R max and c 50 . In a pure response gain, R max will change and c 50 will not. For a pure contrast gain, the converse will be true. In Fig. 3B , black filled circles are cells consistent only with the response gain prediction (48%), gray filled circles are cells with significant changes in both R max and c 50 (38%), and open circles are cells with no significant change in R max or c 50 (14%). Although many neurons had significant changes in c 50 , each of these also had a significant change in R max (gray filled circles). Critically, significant changes in c 50 were inconsistent with contrast gain because the direction of the change was opposite to that expected. That is, attention to the preferred stimulus caused a rightward shift of the contrast-response function. This effect can be seen in the responses of the neuron in Fig. 2, A and B, where the responses to the 6.2% contrast stimuli do not differ appreciably, although a pure response gain mechanism should have made the response proportionally stronger when the animal attended to the preferred direction.
This anomalous rightward shift in c 50 appears to arise primarily from the dynamics of attentional modulation. Many studies have noted that attentional modulation can grow with time during the presentation of a visual stimulus (e.g., McAdams and Maunsell 1999; Reynolds et al. 1999 ). This effect can be seen in the response histograms for the example neuron in Fig. 2A and is clearer in Fig. 4A , which contains equivalent response histograms that average the responses of all the neurons that we recorded. They show that the initial portion of the response is scarcely affected by attention and that modulation by attention grows with time. Early portions of a neuronal response are not invariably immune to attentional modulation, however. Modulation is seen throughout the response when using stimuli that produce scant response transient (e.g., Lee et al. 2007) .
Although the cause of this response-locked variation in attentional modulation is unknown, the rate at which the attentional modulation grows appears to depend on the contrast of the stimulus. Figure 4B shows a time plot of the response for each contrast when the animal attended to the preferred stimulus divided by the response when the animal attended to the nonpreferred stimulus. Attention modulates the responses starting at about 80 ms after stimulus onset, but the modulation rises more rapidly for high contrast stimuli. Because a perfect response gain would require the same area under the curves in Fig. 4B within our counting window of 50 to 250 ms, the slower rate of rise for low contrast stimuli corresponds to less attentional modulation for those stimuli and produces a rightward shift in c 50 .
The largest modulations in Fig. 4B , which occur for the highest contrasts, are inconsistent with contrast gain because contrast gain predicts no modulation at all in the saturated portion of the contrast-response function. However, might the attentional modulation also include a substantial contrast gain that is hidden by the dynamics of the modulation? This seems unlikely because the modulation of the responses to the three highest contrasts saturates at the same value (ϳ1.75, Fig. 4B ), even though it approaches this value at different rates. This suggests that there might be a single, common gain for all stimuli (i.e., a response gain) and that a pure response gain might be seen if the low contrast stimuli could be presented for a sufficiently long period. Unfortunately, we know of no way to test that possibility because it would be impossible to prevent animals from directing more attention to low contrast stimuli if they are presented for long periods, which would distort the measurements (this concern motivated our use of brief stimulus presentations; see METHODS). In any case, if we failed to see a contrast gain effect because the attentional modulation is sluggish for low contrast stimuli, then contrast gain would have little physiological significance. Contrast gain requires that attentional modulation should be greater for low contrast stimuli than that for high contrast stimuli. If the modulation for the low contrast stimuli continued to rise at the rates seen in Fig. 4B , a viewing time of Ͼ500 ms would be needed for the integrated modulation of the response to the 12.5% contrast stimuli to match that of the high contrast stimuli and a viewing time of Ͼ1 s would be needed for the 6.2% contrast stimuli. Even longer times would be needed for the time-averaged attentional modulation of low contrast stimuli to substantially exceed that for high contrast stimuli, as required by contrast gain. These periods are far longer than typical intersaccadic intervals (DiCarlo and Maunsell 2000) . Overall, although it is possible that the attentional modulation we observed includes a contribution from a contrast gain, it appears to be substantially smaller than response gain and does not emerge during typical viewing intervals.
Contrast-offset experiment
The results described earlier provide no evidence for stronger attentional modulation of low contrast stimuli. However, to obtain changes in neuronal responses that were large enough to reveal the form of the attention modulation, we had the animals shift attention between preferred and nonpreferred stimuli inside each neuron's receptive fields. This raises the question of whether the form of the attentional modulation will be the same when attention is shifted between a single stimulus in the receptive field and a distant stimulus. A specific concern arises because a biased-competition model presented by Reynolds and colleagues (Reynolds and Chelazzi 2004; Reynolds et al. 1999 ) suggests that attention may have different effects with one versus two receptive field stimuli.
As shown in Fig. 5, A and B , this model has the interesting property of predicting that the contrast-response function of a neuron will undergo a response gain when attention is shifted between preferred and nonpreferred stimuli within its receptive field and a contrast gain when attention is shifted between a single stimulus in the field and a distant stimulus. Figure 5A is a simulation using this model, with attention shifted between preferred and nonpreferred stimuli. This effect was simulated by increasing the weight of the inputs associated with the attended stimulus (w p/n ϩ/Ϫ in Eqs. 5 and 6; see METHODS). The change in the contrast-response function is indistinguishable from response gain, with proportional effects across the range of contrasts. However, this model predicts a distinctly different behavior when only one of the stimuli is inside the receptive field ( Fig. 5B ; a change in w p/n ϩ/Ϫ with the contrast c, for the other receptive field stimulus set to zero in Eqs. 5 and 6; see METHODS). Because the model lumps changes in stimulus intensity with changes in attention to that stimulus, a change in attention is indistinguishable from a change in contrast in this condition, so attention produces a contrast gain effect when only one stimulus is present. Thus although we observed response gain with two stimuli in the receptive fields of the neurons, if the property of equating changes in attention to a stimulus to changes in stimulus contrast holds for real neurons, attention might produce a contrast gain with a single stimulus in the receptive field.
Although neurophysiological measurements with a single stimulus in the receptive field are an obvious approach to addressing this issue, as noted in the INTRODUCTION, attentional modulations are sufficiently small with a single stimulus in the receptive field that contrast gain and response gain become extremely difficult to distinguish, with the several studies that have taken this approach yielding inconclusive results. The smaller attentional modulations that occur with a single stimulus in the receptive field would require recording from each neuron for as much as 16 times longer to get statistical power comparable with the current data (based on modulations that are less than one fourth as large; Treue and Maunsell 1999) .
We can, however, show that MT neurons do not have the property that this model requires to make attention produce a contrast gain. The model's different behavior with one or two stimuli in the receptive field depends on neurons equating changes in the strength of a stimulus with changes in attention to that stimulus. If it is true that neurons do not distinguish Fig. 2A . The earliest portions of the response showed little effect of attention. B: the ratio of responses in the two attentional states as a function of time. Responses to stimuli with different contrasts are plotted as a ratio of the responses to the attend-preferred and the attend-nonpreferred conditions. The attentional modulation did not have an instantaneous onset, but instead rose at a rate that increased with contrast. Although the modulation saturated at a common level for high contrast stimuli (a response gain), the modulation did not reach this level during the short stimulus presentation for low contrast stimuli. stimulus intensity from attention, then manipulating the relative strength of two suprathreshold receptive field stimuli, like manipulating attention to two receptive field stimuli, should produce only response gain, as shown in the model simulation in Fig. 5C . However, we found that manipulations of stimulus strength cause a robust contrast gain.
To make these measurements, we did an experiment that placed preferred and nonpreferred stimuli with different contrast in each neuron's receptive field (contrast-offset experiment). Unlike attention experiments, in which stimuli are typically held constant while attention is varied, we held attention constant while varying the relative contrast of two stimuli in a neuron's receptive field to assess how MT neurons responded to changes in stimulus intensity. The animal's attention was held constant by requiring it to always attend to a third stimulus that was placed far outside the receptive field (see Fig. 1B ). The contrast of the preferred stimulus was either twice or half the contrast of the nonpreferred stimulus, mimicking the effect of attention with a change in relative contrast. Figure 5D shows contrast-response functions of a representative cell to the two stimulus conditions in the contrast-offset experiment. Labels on the x-axis show the contrasts of the two stimuli in each pairing. Filled circles are responses when the preferred stimulus had twice the contrast of the nonpreferred stimulus and open circles are responses when the nonpreferred stimulus had twice the contrast of the preferred stimulus. The solid and dotted lines are the best-fitting functions (Eq. 1). The amount of variance explained by the fits for this neuron was 99%. For all 25 neurons tested, the median variance explained by the fit was 98%. Unsurprisingly, responses were stronger when the preferred stimulus had the higher contrast. For example, the response to a 12.5% preferred stimulus paired with a 6.2% nonpreferred stimulus (closed symbol) was more than twice the response to a 6.2% preferred stimulus paired with a 12.5% nonpreferred stimulus (open symbol). As was Reynolds et al. (1999) predicts that shifting attention between preferred and nonpreferred stimuli in a neuron's receptive field should cause an effect that is indistinguishable from response gain, as was observed for neurons in MT. B: this model also predicts that attention will produce a contrast gain effect when attention is shifted between a single stimulus inside the receptive field and a distant stimulus. C: the model additionally requires that changing the relative contrast of preferred and nonpreferred stimuli in the receptive field (with attention held constant) will cause response gain without contrast gain. This stimulus manipulation was used to test whether the MT neurons have the property that the model requires. The plots in A-C were made using parameters given in METHODS. The x-axes are in log units and the vertical scales are arbitrary. D: contrast-response functions for an example neuron with preferred and nonpreferred stimuli in its receptive field. The relative contrast of the two stimuli was varied while attention was held constant. Filled circles and the solid line mark responses recorded when the preferred stimulus had twice the contrast of the nonpreferred stimulus. Open circles and the dashed line mark responses recorded when the nonpreferred stimulus had twice the contrast of the preferred stimulus. Unlike the prediction of the model, a change in the relative contrast of the stimuli shifted the contrast-response function left and right. E: the distribution of modulation indices for c 50 between relative contrast conditions in the contrast-offset experiment. A modulation index was computed to quantify the change in c 50 that resulted from changing the relative contrast of the stimuli (e.g., between the solid and dashed curves in D). The mean of the modulation indices was 0.32 (a factor of 1.94). F and G: population averages and normalized population averages of responses from 25 MT neurons to preferred and nonpreferred stimuli with different relative contrast. Each neuron's responses are normalized to its maximum firing rate. Same format as that in D. seen for shifts in attention, there is a response gain effect, but manipulating the relative contrast of the stimuli also produced a clear contrast gain effect that was not produced by shifting attention. The estimated values of c 50 for the two conditions differed by a factor of 1.97.
Manipulating stimulus contrast shifted the contrast-response function for virtually every neuron. An approximately twofold change in c 50 was seen for most cells. Figure 5E plots modulation indices (Eq. 4) for the change in c 50 between conditions for all the neurons. The mean index was 0.32 (1.94-fold change, solid vertical line). Figure 5 , F and G shows average population responses and average normalized responses displayed in the same format as that in Fig. 5D . The twofold change in c 50 suggests that the horizontal position of the contrast-response function is largely determined by the contrast of the preferred stimulus. For example, the response to 3.1% nonpreferred, 6.2% preferred pair (filled symbols) is similar to the response to the 6.2% preferred, 12.5% nonpreferred pair (open symbols).
These results show that the model of Reynolds and colleagues (1999) fails to explain critical aspects of the behavior of MT neurons. In particular, MT neurons do not have the property it requires to produce different effects with one versus two stimuli inside the receptive field. Thus although we cannot rule out the possibility that attention affects contrast-response functions in different ways depending on how many stimuli are in the receptive field, we know of no reason to believe that is the case.
D I S C U S S I O N
We measured the effect of attention on contrast-response functions of MT neurons by shifting attention between preferred and nonpreferred stimuli in their receptive fields. Most of the cells that we recorded showed a pronounced change in activity between the two attention conditions and for most neurons the change was well described as response gain (48 of 56 neurons). None of the neurons had responses that demonstrated a clear contrast gain, in which there is proportionally greater modulation of low contrast stimuli. Instead, the data suggest that the dominant effect of attention on sensory tuning functions was a multiplicative scaling of the responses.
We used Gabor stimuli rather than circular patches of grating because Gabors avoid the abrupt luminance steps that occur along the edge of a grating patch. However, when the contrast of a Gabor is reduced, the area exceeding a given contrast decreases, such that the effective size of a Gabor decreases with contrast. If there were a size effect, in which attention modulated small stimuli less than large stimuli, it might obscure a contrast gain. To our knowledge, no one has examined the effects of stimulus size on attentional modulation of neuronal responses, but several results suggest that the amount of a receptive field covered by a stimulus does not appreciably affect attentional modulation. First, within the current data we did not observe a significant positive correlation between stimulus size and attentional modulation (r ϭ 0.17, P Ͼ 0.2). Second, the attentional modulation demonstrated in MT by shifting attention between small (0.3°ϫ 0.3°) targets moving in the preferred and nonpreferred direction of motion (modulation 60%; Treue and Maunsell 1999) was as great as the attentional modulation reported here when shifting attention between preferred and nonpreferred Gabors of 100% contrast that covered a much greater area (average sigma 0.5°; modulation 46%). Consistent with this, doubling the stimulated area inside the receptive field of the MT neuron by adding a second Gabor with the same direction of motion produces a response close to that generated by a single Gabor and the presence of the second Gabor has no appreciable effect on the modulation of the response by spatial attention (Lee and Maunsell 2010) . Third, efforts to model a contrast gain effect by attention have suggested that smaller stimuli should produce relatively more attentional modulation than that of larger stimuli at low contrasts (Reynolds and Heeger 2009) . It would be valuable to have direct measurements of the effects of attention on size tuning curves (and other tuning curves) in addition to existing measurements of those for orientation, direction, and contrast, but it seems unlikely that an increased attentional modulation at low contrasts was counterbalanced by a decreased attentional modulation for small stimuli in the current measurements.
Other single-unit studies
Several previous studies have examined the effect of attention on contrast-response functions of neurons in monkey extrastriate cortex. As mentioned earlier, some of these studies evaluated neuronal responses over periods that were sufficiently long that the subjects might have increased their attention to low contrast stimuli. Even overlooking this concern, the magnitude of the contrast gain described in those reports was much smaller than that of the response gain described here. Two of the earlier studies were done in area V4 and compared attention to a single stimulus in the receptive field with attention to a stimulus in the other visual hemifield. Reynolds and colleagues (2000) reported that the effect of attention on the contrast-response functions of neurons in area V4 appeared consistent with contrast gain. However, they did not quantitatively test specific models and only a relatively small component of the modulation they observed in a subset of their neurons could not be explained by response gain. Using similar techniques, Williford and Maunsell (2006) also found that response gain could explain most of the changes they described and there was no need to invoke a contrast gain mechanism.
Another study was done in area MT by Martinez-Trujillo and Treue (2002) who presented two stimuli in the receptive field and measured the suppressive effect of attention on contrast-response functions of MT neurons by requiring monkeys to direct their attention to a nonpreferred stimulus in the receptive field or a stimulus outside the receptive field. Their quantitative analysis showed that contrast gain provided a better fit than multiplicative scaling, but response gain provided an excellent fit that was virtually as good.
More recently, Li and Basso (2008) looked at the effects of attention on contrast-response functions in the superior colliculus of monkeys. Superior colliculus neurons have relatively poor contrast sensitivity (Li and Basso 2008) , compared even with those in area V4 (Williford and Maunsell 2006) , and consequently show relatively little response saturation at high contrast, making it difficult to distinguish the effects of contrast gain from response gain. Li and Basso (2008) reported that the effects of attention on superior colliculus contrast-response functions were well described by changes in contrast gain, but did not examine whether they were well explained by changes in response gain. They found that attention preferentially enhanced neuronal performance at low contrasts when responses were examined with receiver operator characteristic (ROC) analysis, which has also been described for neurons in V4 (Reynolds et al. 2000) . However, ROC analysis characteristically compresses differences at higher contrasts because receiver performance is generally near 100% for moderate and strong responses. Because this leaves little possibility for attention to affect responses to higher contrasts, ROC analysis is not an appropriate way to assess the effects of attention on the firing rate of neurons (see Williford and Maunsell 2006) .
The current results from MT are different from earlier results from our lab, which failed to find strong evidence for response gain in V4 (Williford and Maunsell 2006) . Although it is conceivable that attentional mechanisms differ between MT and V4, we do not think the opposing results suggest that. Instead, the discrepancy can be attributed to differences in sensory response properties and experimental design. MT neurons have contrast-response functions that saturate at lower contrasts than do V4 neurons. The median c 50 for V4 neurons is 15% (Williford and Maunsell 2006) , whereas that for MT is about 6% (Fig. 2C ; Sclar et al. 1990 ). Additionally, MT contrast-response functions have a much steeper rise (V4 median exponent 1.9; MT median exponent 3.0). Consequently, whereas the median V4 neuron is barely approaching saturation at 100% contrast (see Fig. 6A in Williford and Maunsell 2006) , the median MT response is largely saturated by 25% contrast (Fig. 2) . The saturation of MT contrastresponse functions helps greatly in distinguishing between the contrast gain and response gain models because they differ most in the upper saturation. In addition, MT neurons typically give stronger responses than those of V4 neurons, providing more statistical power for distinguishing alternative models. Finally, by shifting attention between preferred and nonpreferred stimuli inside MT receptive fields, we obtained much greater attentional modulation than did Williford and Maunsell (2006) , adding further to the statistical power of the data. Another indication that the response gain we found is not a special property of MT is that Martinez-Trujillo and Treue (2002) , who also examined MT, found results much like those reported in V4.
The raw correlations between the data and the models were similar for the V4 data and the MT data because any sigmoidal model can capture most of the variance in a sigmoidal response function. The response gain model and the contrast gain model both produce sigmoidal functions and the responses they predict are correlated with each other. Because the models are correlated, data that are perfectly fit by one model will also have a correlation with the other model. This is the reason that it is essential to use the partial correlations, which discounts the similarity between the two models. The data in Fig. 3A show that once the correlations between the models are taken into account, the correlation between the data and the contrast gain model largely disappears (only two cells have a significant partial correlation with contrast gain, indicated by Z c Ͼ 1.645).
Although attention may produce some amount of contrast gain, there is no compelling evidence that contrast gain is of the same magnitude as that of response gain. The reports described earlier differ somewhat in the amount of contrast gain they described and possible explanations for these differ-ences have been presented elsewhere (Williford and Maunsell 2006) . The current data, which were specifically directed at comparing these two effects and which achieved far greater statistical power than that reported in earlier studies, indicate that response gain is a much bigger factor than contrast gain in the responses recorded. Nevertheless, it should be noted that because none of the previous studies excluded response gain as a substantial component of attentional modulation, there is no overt inconsistency between those studies and the current results.
One observation that has sometimes been taken as evidence for contrast gain is the fact that proportionally greater modulations are seen for responses to low contrasts than those for responses to high contrasts (Li and Basso 2008; Reynolds et al. 2000; Williford and Maunsell 2006) . However, greater modulation at low contrasts does not provide strong support for contrast gain. In each of these studies, increases were seen in the spontaneous activity, which is not expected from contrast gain. Instead, an effect on spontaneous activity and proportionally greater effects at low contrasts are consistent with an additive effect of attention (see Boynton 2009 ). Such an additive effect would amount to no more than 1-2 spikes/s, far less than the changes in rate of firing described here for responses to moderate or high contrast stimuli (Fig. 2C) .
Recently Thiele et al. (2009) examined the effects of attention on contrast-response functions in V1 and reported that attention had an additive effect that was independent of the stimulus contrast. However, several factors suggest that their data are likely to also be consistent with response gain. First, their definition of an additive effect incorporated a "visibility function," which forced attentional modulation to drop to zero as stimulus contrast approached zero. Thus their "additive" effect actually had a form similar to that of response gain. Second, although they quantitatively compared the effects of additive and response gain models, including the "visibility function" in the additive model would have the effect of prefitting the data, making that model likely to explain more of the variance in neuronal responses than the others tested. Finally, neuronal responses were averaged over a period extending to 500 ms after stimulus onset, an interval long enough that the subjects may have reacted to low contrast with more attention.
Psychophysics and imaging
Several psychophysical studies have examined how attention changes contrast-response function of behavioral performance by looking at the effect of attention on psychometric functions. Some found evidence more consistent with contrast gain (Cameron et al. 2002; Carrasco et al. 2004 ), whereas others reported results favoring a multiplicative scaling of response (Morrone et al. 2002 (Morrone et al. , 2004 . Two studies have reported results supporting both (Huang and Dobkins 2005; Ling and Carrasco 2006) . Functional imaging studies found evidence supporting an additive effect of attention (Buracas and Boynton 2007) or multiplicative scaling effect (McMains et al. 2007 ) on the contrast-response function of blood oxygenation level dependent (BOLD) signals and electroencephalographic studies found evidence favoring a multiplicative scaling by attention (Di Russo et al. 2001; Kim et al. 2007) . A recent study in monkeys showed that microstimulation of the frontal eye fields can have complex effects on the contrast-response function of BOLD signals (Ekstrom et al. 2009 ). These results are important in their own right, but they provide little guidance for anticipating the effects of attention on the firing rates of individual neurons. The processes that intervene between the spike rates of individual neurons and BOLD or behavioral responses could transform a neuronal response gain into a contrast gain for other measures. As mentioned earlier, an effect of attention that is a response gain for the rate of firing of an individual neuron can become a contrast gain when those spikes are converted to a neurometric function using ROC analysis (Williford and Maunsell 2006) . Thus imaging and psychophysical results showing contrast gain could in principle depend on neuronal effects that were purely response gain.
Concluding comments
The results reported here support the notion that a primary effect of attention on the visual responses of neurons is an overall change in activity that scales responses by a given proportion. When a single stimulus is in the receptive field, and in the paired stimulation tested here, this effect takes the form of a response (or activity) gain. Nevertheless, it should be emphasized that not all effects of attention take the form of a simple gain change. For example, several results have shown that the spatial profile of receptive fields (i.e., spatial tuning) changes when attention is directed to different locations in its vicinity (Connor et al. 1996 (Connor et al. , 1997 Ito and Gilbert 1999; Moran and Desimone 1985; Womelsdorf et al. 2006 ) and attention has been shown to alter tuning for stimulus features in V4 (David et al. 2008) . These changes cannot be explained by a simple change in a neuron's sensitivity. Some of these more complicated effects might be explained by attention changing the gain of neuronal responses at cortical levels earlier than those containing the neuron being recorded (see Maunsell and Mc-Adams 2001) , although recent results suggest that most effects can be explained by an interaction between attention and normalization mechanisms that come into play when more than one stimulus is in or near the receptive field (Boynton 2009; Lee and Maunsell 2009; Reynolds and Heeger 2009) . Notably, two recent models of attentional modulation explain how attention could produce a contrast gain when the spatial extent of the visual stimulus and attention differ in certain ways (Ghose 2009; Reynolds and Heeger 2009 ). These models show that a single mechanism could produce both contrast gain and response gain. However, models must be driven by data and, as discussed earlier, many of the observations supporting contrast gain are equivocal. The models are helpful in suggesting stimulus and task conditions that may lead to contrast gain, but it remains to be seen whether conditions exist under which contrast gain becomes a major component of attentional modulation.
