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Schwingungsdynamik komplexer Verbindungshalbleiter
Viele Materialeigenschaften technisch wichtiger III-V-Halbleiter sind gut erforscht [1, 2].
Allerdings erfordern immer detailreichere Modellierungen von Halbleiterbauelementen
auch immer präziseres Wissen über die grundlegenden mikroskopischen Eigenschaften.
Von besonderem Interesse sind unter anderem die Kraftkonstanten für Änderungen von
Bindungslängen und Bindungswinkeln, welche die lokale Struktur in Mischverbindun-
gen, in Nanopartikeln, und an Grenzflächen bestimmen [3, 4]. Während die Kraftkonstan-
ten binärer Verbindungshalbleiter aus gemessenen makroskopischen elastischen Konstan-
ten berechnet werden können [5, 6], verhindert die gemischte Besetzung der Gitterplät-
ze dieses Vorgehen für die Bestimmung elementspezifischer Kraftkonstanten in ternären
Mischverbindungen. Eine Alternative ist in diesem Fall die Ermittlung der elementspezi-
fischen effektiven Kraftkonstanten über temperaturabhängige Messungen der Feinstruktur
des Röntgenabsorptionskoeffizienten (extended x-ray absorption fine structure spectros-
copy – EXAFS).
In dieser Arbeit wurden die binären III-V-Halbleiter GaP, GaAs, GaSb, InP, InAs,
und InSb, sowie die ternären Mischverbindungen (In,Ga)P und (In,Ga)As mithilfe tem-
peraturabhängiger EXAFS-Messungen untersucht. Für die Mischverbindungen wurden die
elementspezifischen effektiven Kraftkonstanten für das Strecken und Stauchen der Bin-
dungen als Funktion der Komposition bestimmt. In die Diskussion der Ergebnisse wur-
den zusätzlich Literaturwerte der II-VI-Mischverbindung Zn(Se,Te) [7] einbezogen. Es
ergeben sich unterschiedliche Kompositionsabhängigkeiten für (In,Ga)P auf der einen
und (In,Ga)As und Zn(Se,Te) auf der anderen Seite. Interessanterweise zeigen die meis-
ten der sechs untersuchten Bindungsarten (Ga–P, In–P, Ga–As, In–As, Zn–Se, und Zn–
Te) die gleiche relative Änderung der Kraftkonstanten als Funktion der relativen Bin-
dungslängenänderung. Darüber hinaus stimmt dieser Verlauf mit den Ergebnissen einer
druckabhängigen EXAFS-Untersuchung an CdTe [8] überein. Es konnte damit gezeigt
werden, dass die Kompositionsabhängigkeit der elementspezifischen effektiven Kraftkon-
stanten für das Strecken und Stauchen der Bindungen in ternären Mischverbindungen mit
Zinkblende-Struktur hauptsächlich durch die erzwungene Bindungslängenänderung her-
vorgerufen wird. Die Ladungsumverteilungen und die Änderung der Massenverhältnisse
in der Umgebung der Bindung spielen hingegen keine Rolle.
Für die binären Materialien wurden neben der effektiven Kraftkonstante für das Stre-
cken und Stauchen der Bindung auch die effektive Kraftkonstante für die Änderung der
Bindungswinkel ermittelt. Beide Kraftkonstanten lassen sich durch jeweils eine Funktion
der Ionizität und der reduzierten Masse der Bindung beschreiben. Großer Wert wurde im
Rahmen der Auswertung auf eine korrekte Abschätzung aller Ergebnisunsicherheiten ge-
legt. Die dafür notwendigen umfassenden Testszenarien ermöglichen dabei auch eine Ein-
schätzung der prinzipiellen Möglichkeiten, die temperaturabhängige EXAFS-Messungen
zur Bestimmung interatomarer Kraftkonstanten bieten.
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1 Introduction
III-V semiconductors are a technically important material class for electronic and opto-
electronic devices [9, 10] such as high-performance transistors [11], light emitting diodes
[12], photo-detectors [13–15], nano-lasers [16], high-efficiency solar cells [17–19], and
solar water splitting devices [20, 21]. Compared to silicon, III-V semiconductors have
the advantage that many material properties, like lattice constants and band gap energies,
can be specifically tailored through alloying. In ternary alloys one crystallographic site
of the zinc-blende structure is occupied by two different elements. In quaternary alloys
both crystallographic sites are mixedly occupied. In most cases the different atom species
are randomly distributed on the respective sub-lattice, leading to the formation of random
alloys [2]. While many properties of binary III-V compounds and their ternary and qua-
ternary alloys are well known [1, 2], some aspects, like the vibrational behaviour, are still
not fully understood.
The thermal vibrations of atoms in a material are governed by the force constants of
the interatomic bonds which describe the resistance to stretching and bending of the bond.
Stretching and bending of the bond correspond to relative atomic vibrations parallel and
perpendicular to the bond direction, respectively. The relative strengths of both types of
vibrations are thought to determine whether negative thermal expansion (NTE), which is
observed at low temperatures for many III-V semiconductors and other materials crys-
tallising in zinc-blende structure, occurs [22–24]. The bond-stretching and bond-bending
force constants also describe the response of the material to static stress and strain. Hence,
these force constants play a crucial role for the local atomic structure at interfaces between
materials with different lattice constants, in nano-particles, and in random alloys [3, 4].
In order to precisely understand and predict macroscopic properties of interfaces, nano-
particles and alloys, substantiated knowledge of the microscopic bond properties, includ-
ing bond strengths, is thus imperative.
While force constants in compound materials can be determined from their elastic con-
stants [5, 6], this approach fails for random alloys, where several atom species share one
crystallographic lattice site. However, element-specific force constants in random alloys
are of particular interest, since they determine the local structure of the material, which
1
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in turn heavily influences technically important properties like the band gap energy [4].
A tool to obtain element-specific force constants, even in random alloys, is temperature-
dependent extended x-ray absorption fine structure spectroscopy (EXAFS). EXAFS is typ-
ically used to study the local structure of materials independently for each atom species.
A range of zinc-blende semiconductor alloys were investigated during the last four dec-
ades [7, 25–30], revealing the fundamental difference between local atomic and long-
range crystallographic structure. In addition to the structural information, temperature-
dependent EXAFS studies provide an opportunity to gain information on the vibrational
behaviour of the atoms, from which force constants of the interatomic bonds can be de-
duced. Such temperature-dependent measurements were already performed for a couple
of binary III-V and II-VI semiconductors [24, 31–33], yielding effective bond-stretching
and bond-bending force constants. However, the differing experimental and data analysis
conditions limit the comparability of force constants stemming from different studies.
A systematic comparison of the vibrational dynamics in III-V semiconductors therefore
needs a homogeneously analysed dataset to disentangle the influence of different mater-
ial parameters and to scrutinise the trends in force constants, for example with respect to
the atom mass ratio or the ionicity of the bond, which are reported in the literature [34].
Only one study in the literature reports temperature-dependent measurements of a ternary
alloy, Zn(Se,Te) [7]. Therefore, more experimental investigations of selected random al-
loys with zinc-blende structure are needed to understand the composition dependence of
element-specific effective bond-stretching force constants in these materials. Elucidating
this mechanism will also help to make substantiated predictions for other members of this
technically important class of materials.
In this work III-V compound semiconductors and their alloys were investigated using
temperature-dependent EXAFS measurements to obtain element-specific information of
the force constants governing the vibrational behaviour. The two main aspects studied
comprise the element-specific effective force constants in ternary alloys and the vibra-
tional anisotropy in binary compounds. The goal of this investigation was to gain insight
into the mechanism governing the composition dependence of element-specific effect-
ive bond-stretching force constants in ternary semiconductor alloys. The force constants
determined here and the force constants predicted based on this knowledge for other ma-
terials could then be used to precisely model the structural properties of random alloys in
complex semiconductor devices. Additionally, a systematic comparison of the vibrational
behaviour in binary III-V semiconductors forms the basis of the search for correlations
between the effective force constants of the bonds and other material properties, including
2
the strength of low-temperature NTE.
This work is structured as follows: In the second chapter, the origin of the fine struc-
ture of the x-ray absorption coefficient is explained and the requirements for a successful
EXAFS measurement are detailed. A short overview of the data analysis methods currently
used in EXAFS studies is given, together with the theoretical description of the effects of
thermal vibrations of atoms visible in EXAFS measurements. Chapter three summarises
current literature and studies of vibrational dynamics in zinc-blende semiconductors and
related material properties. Details of the sample preparation, the sample characterisa-
tion, the EXAFS measurements, and the general data analysis are reported in chapter four.
Chapter five covers the study of the composition dependence of the element-specific ef-
fective bond-stretching force constants in ternary zinc-blende semiconductor alloys. The
results are compared to other measures of bond strength, namely Raman mode frequen-
cies and force constants determined from elastic constants. Similarities and differences in
the underlying mechanisms driving the composition dependence are discussed. In chapter
six, the investigation of the effective bond-stretching and bond-bending force constants in
binary III-V compound semiconductors is described. The correlation of force constants
and other bond properties, like reduced mass and ionicity, is investigated in detail to elu-
cidate systematic trends. The results are summarised and a brief outlook on possible
future research directions is given in chapter seven.
3
2 Extended x-ray absorption fine structure
spectroscopy
The properties of solid materials crucially depend on their atomic structure. Therefore,
measurement methods like x-ray diffraction (XRD) studying the crystallographic structure
often lay the foundation of a comprehensive sample characterisation needed to correlate
new fascinating physical effects with fundamental material properties. However, not all
materials exhibit a long-range crystallographic structure and even for those who do, the
local short-range structure can be significantly different from it. Hence, experimental
methods yielding information about the local structure of materials significantly enrich
the portfolio of techniques in basic research. One such method is the extended x-ray
absorption fine structure spectroscopy (EXAFS).
EXAFS measures the dependence of the x-ray absorption coefficient on the energy of
the incident x-ray photons just above an absorption edge. Since the K-shell absorption
edges of most elements lie between a few keV and 100 keV, EXAFS is usually applied in
this energy range [35].
In the first part of this chapter the fundamental processes governing the formation of
the fine structure of the absorption coefficient are explained and the theoretical description
is presented briefly. Consecutively, the experimental implementation and the analysis of
the data obtained are described in general. The specific experimental and data analysis
details applying to this work are given later on in chapter 4.
2.1 X-ray absorption fine structure
The absorption of radiation passing through a material can be quantified by the absorption
coefficient µ. The x-ray absorption process, on which EXAFS is based, is the photoelec-
tric effect. It can occur when the energy of the incoming x-ray photon is high enough to
overcome the binding energy of an electron. This gives rise to a sudden increase of the
absorption coefficient µ(E) as a function of photon energy E, which is called the absorp-
tion edge. The freed electron travels outwards from the absorbing atom as a wave. Its
4
2.1 X-ray absorption fine structure
a
i
iii
ii
b
Figure 2.1: Schematic showing the scattering of the photo-electron. a, The photo-
electron travels outwards as a wave and is scattered at the neighbouring atoms. The su-
perposition of outgoing (solid lines) and backscattered (dashed lines) electron waves leads
to constructive or destructive interference at the position of the absorbing atom. Since the
occurrence of constructive or destructive interference depends on the wave length (en-
ergy) of the electron (left versus right side of panel a), the absorption coefficient changes
as a function of photon energy, causing the fine structure above the absorption edge. b,
Beside the single scattering path including the next nearest neighbour (i), each possible
scattering path contributes to the fine structure, including double paths (like iii), triangular
paths (like ii), paths to more distant atoms, and paths involving more scattering events.
However, the largest contributions come from scattering paths with small lengths and
including few scattering events.
wave length depends on the incident photon’s energy. If the absorbing atom is embedded
in a solid, the electron wave is scattered at surrounding atoms as shown schematically
in Fig. 2.1a. The interference of the outgoing and backscattered photo-electron waves
leads to the fine structure of the absorption coefficient visible above the absorption edge
as shown in Fig. 2.2a. In theory, the fine structure χ(E) is defined through the normalised
difference between the absorption coefficient of the embedded absorbing atom with and
without the scattering from neighbouring atoms, µ(E) and µ0(E), respectively.
χ(E) =
µ(E) − µ0(E)
µ0(E)
(2.1)
As the absorption coefficient without scattering, µ0(E), is not accessible experimentally,
the fine structure is extracted from the experimentally determined µ(E) using a fitted
5
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Figure 2.2: X-ray absorption fine structure of the In-K edge measured on InP. a,
The x-ray absorption coefficient measured as a function of photon energy shows a char-
acteristic fine structure above the absorption edge. The edge energy is indicated by the
dotted grey line. b, The fine structure χ(ke) extracted from the absorption coefficient
µ(E) in panel a using eqs. 2.2 and 2.3 was weighted with the squared photo-electron wave
number k2e to enhance the visibility of the features. The maximum wave number plotted
corresponds to the maximum energy shown in panel a.
smooth background curve µbkg(E).
χ(E) =
µexp(E) − µbkg(E)
∆µexp
(2.2)
The use of the edge step ∆µexp in contrast to the energy dependent µbkg(E) in the denom-
inator of this expression ensures that χ(E) is well defined. However, this approximation
leads to a small artificial contribution to the EXAFS Debye-Waller factors also called Mc-
Master correction [36–38]. The extracted fine structure is usually displayed as a function
of photo-electron wave number ke as is done in Fig. 2.2b. The relation between ke and the
photon energy E follows from the classical dispersion relation of massive particles as
ke =
1
ℏ
√︁
2me(E − E0) , (2.3)
with E0 indicating the absorption edge energy and me being the electron rest mass. Em-
ploying Fermi’s golden rule, one can relate the distance distribution of neighbouring
atoms ϱ(r) with the fine structure χ(ke) to obtain the EXAFS equation [36, 37, 39]
χ(ke) = S
2
0
∑︂
j
N j
| f j(ke)|
keR
2
j
e−2R j/λ(ke) e−2k
2
eσ
2
j+
2
3 k
4
eC
(4)
j sin
[︄
2keR j −
4
3
k3eC
(3)
j + 2δc(ke) + δ j(ke)
]︄
.
(2.4)
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Here, fj(ke) = |fj(ke)| eiδj(ke) represents the complex backscattering amplitude, δc is the
phase shift of the photo-electron wave due to the potential of the absorbing atom, and
λ(ke) denotes the energy dependent mean free path of the photo-electron. The amplitude
reduction factor S20 covers theoretical and experimental effects reducing the amplitude
of the oscillations independent of photo-electron wave number ke and mean interatomic
distance R [36]. The distance distribution ϱ(r) was split up in contributions from different
scattering paths j to account for all possible scattering events as sketched in Fig, 2.1b. The
distance distribution for each scattering path j was then expanded in cumulants [39, 40]
to the fourth order as
∞∫︂
0
e2ikerϱ j(r) dr = exp
⎡⎢⎢⎢⎢⎢⎣ ∞∑︂
n=0
(2ike)
n
n!
C(n)j
⎤⎥⎥⎥⎥⎥⎦ (2.5)
= exp
[︄
0 + 2ikeR j − 2ke2σ2j −
4
3
ike
3C(3)j +
2
3
ke
4C(4)j
]︄
. (2.6)
The main structural parameters accessible by EXAFS include the mean of the distance dis-
tribution C(1)j = Rj (interatomic distance), the variance of the distance distribution C
(2)
j = σ
2
j ,
the asymmetry parameter (skewness) C(3)j , and the kurtosis cumulant C
(4)
j . Since at each
absorption edge only one element contributes to the measured signal, the structural in-
formation obtained with EXAFS is element-specific. Additionally, EXAFS is very sensitive
to the local environment, while no long-range structure is needed. This makes EXAFS
a powerful tool complementary to methods probing the crystallographic structure, like
XRD.
2.2 EXAFS measurement
After the first theoretical description of the fine structure of the x-ray absorption coeffi-
cient in 1971 [41], the new method to gain information about structural properties was
rapidly developed and its use facilitated by the dramatically improving technical condi-
tions regarding x-radiation generation and detection [36].
2.2.1 X-radiation sources
EXAFS measurements require a high intensity monochromatised x-ray beam with variable
photon energy. Therefore, EXAFS experiments are usually carried out at synchrotron radi-
ation facilities, although laboratory-based instruments have been used succesfully [42].
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Figure 2.3: Measurement setup for transmission and fluorescence mode. a, In trans-
mission mode the transmitted fraction of radiation is determined using ionisation cham-
bers before (IC0) and after (IC1) the sample. b, In fluorescence mode the sample is usually
tilted by 45°. The fluorescence radiation is detected perpendicular to the incoming beam.
Synchrotron radiation arises when fast travelling charged particles are forced on a cir-
cular path. To use this effect, light particles, in most cases electrons, are circulated in a
large storage ring with velocities close to the speed of light. In the simplest case, radiation
generated at the bending magnets of the storage ring can be used. The use of insertion
devices, i.e. wigglers or undulators, significantly enhances the brilliance of the x-ray
beam, which improves the signal-to-noise ratio but may raise requirements on sample
stability and homogeneity [36].
To select the x-radiation of a particular energy from the beam with a bandwidth of
tens of eV (undulators) to thousands of eV (bending magnets and wigglers) [35] a mono-
chromator is needed. Often a silicon double crystal monochromator, which can be slightly
detuned to suppress harmonics of the selected energy, is used. An alternative is a channel-
cut monochromator, where the two reflecting planes are perfectly aligned. In this case the
suppression of harmonics is achieved by additional x-ray mirrors [35].
In the end, beamlines at synchrotron radiation facilities deliver an energy-tunable x-ray
beam with a bandwidth of approximately 1 eV [35].
2.2.2 Measurement modes
The absorption coefficient describes which fraction of the x-ray beam is absorbed in the
sample. As the absorption itself is not measurable, it is determined experimentally by
the measurement of a related property like transmission, fluorescence or Auger electron
yield [36]. In this work, measurements were done partly in transmission and partly in
fluorescence mode.
The setup for an EXAFS measurement in transmission mode is sketched in Fig. 2.3a. The
intensity of the incoming x-ray beam is detected by an ionisation chamber (IC0) before it
8
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passes through the sample. The transmitted intensity is measured by a second ionisation
chamber (IC1) to enable the determination of the attenuation coefficient α according to
the Beer-Lambert law
I1 = e−αdI0, (2.7)
where d denotes the sample thickness which is constant for a given sample and geometry.
Effects other than photo-absorption at the element under consideration only give slowly
varying contributions to α(E). Therefore, the attenuation coefficient can, after suitable
background subtraction, be regarded as equal to the absorption coefficient µ(E).
As an alternative, the fluorescence radiation, occurring when the core hole at the ab-
sorbing atom is refilled, can be detected. The setup for fluorescence mode is depicted in
Fig. 2.3b. The fluorescence detector usually is positioned perpendicular to the incoming
beam to minimise contributions of elastic and inelastic scattering, with the sample tilted
by 45° [36].
2.2.3 Requirements for samples
Requirements for samples differ in transmission and fluorescence mode. Samples for
EXAFS measurements in transmission mode need to be very homogeneous since lateral
inhomogeneities lead to averaging over different sample thicknesses d in eq. 2.7 which
distorts the spectrum. Additionally, there exists an ideal sample thickness. If the sample
is too thick, very few photons reach the second ionisation chamber increasing the noise
of I1. Furthermore, harmonics of the monochromator may distort the measurement, since
they are transmitted through the sample easier than the selected fundamental wave and
can therefore contribute significantly to the signal in IC1. If the sample is too thin, the
edge step will be small leading to a poor signal-to-noise ratio. Additionally, a thin sample
may intensify problems arising from non-homogeneity [36]. The optimal thickness of
the sample therefore depends on both the exact beamline setup and the sample material
properties, but usually ranges between 0.5 and 2.5 absorption lengths [36], meaning that,
above the absorption edge, 40% to 90% of the incoming x-ray beam is absorbed in the
sample.
In fluorescence mode, the sample should contain enough of the element under consider-
ation to produce sufficient fluorescence radiation to reach a high signal to noise ratio. On
the other hand, if the studied element is the main absorber in the sample, over-absorption
can distort the signal considerably, as is discussed in appendix C.6. To optimise both
aspects for a given material, the measurement setup shown in Fig. 2.3b can be altered to a
9
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grazing-incident or grazing-exit design [36].
Additional requirements arise from the technical implementation of the measurement.
The sample should not be altered by the applied x-ray beam and measurements at defined
temperatures are simplified by a good thermal conductivity of the sample [36].
2.3 Analysis of EXAFS spectra
Parallel to the technical development of the measurement method, the quantitative the-
oretical description and analysis methods for EXAFS spectra greatly improved [37]. This
section shortly introduces the two main approaches to EXAFS analysis, namely the ratio
method and the path fitting technique. Additionally, the influence of atomic motions on
EXAFS spectra is described and the correlated Einstein model, used in this work to study
the vibrational properties of semiconductors, is presented.
2.3.1 Ratio Method
Data analysis using the ratio method is based on the assumption that two sufficiently
similar EXAFS spectra share the same backscattering amplitude fj(ke), phase shift δc, and
photo-electron mean free path λ(ke) with all differences arising from different distance
distributions ϱ(r) [35]. First, the fine structure χ(ke) is Fourier transformed into non-
phase-corrected radial distance space r. From the resulting χ(r), one coordination shell
sufficiently distant to all other scattering atoms is selected using a window function. The
Fourier back-transform than yields a filtered fine structure consisting only of contributions
from the chosen coordination shell. This procedure works especially well for the first
shell of neighbouring atoms, where the single-scattering approximation is valid [43]. In
a second step, the filtered fine structure is split in amplitude and phase to extract the
differences in cumulants of the distance distributions.
The logarithm of the amplitude ratio of the filtered fine structures contains information
about the even cumulants in the EXAFS equation (eq. 2.4) [35].
ln
|χ1|
|χ2| = ln
(︄
N1
N2
)︄
− 2 ln
(︄
R2
R1
)︄
− 2R1 − R2
λ(ke)
− 2k2e(σ21 − σ22) +
2
3
k4e(C
(4)
1 −C(4)2 ) (2.8)
Assuming only a small difference R1 − R2, the term containing the photo-electron mean
free path λ(ke) is negligible, enabling a polynomial fit in ke to determine the cumulant
differences σ21 − σ22 and C(4)1 − C(4)2 . The difference of the phases of the filtered fine
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structures provides the differences of the odd cumulants of the distance distribution.
Φ1 − Φ2 = 2ke(R1 − R2) −
4
3
k3e(C
(3)
1 −C(3)2 ) (2.9)
While the ratio method is limited to the analysis of scattering contributions separated
in non-phase-corrected radial distance, it has the advantage that no a priori knowledge
about the structure of the material is necessary. Additionally, it enables precise relative
comparisons within one common dataset, since many experimental and data processing
errors cancel out when comparing similar spectra [35].
2.3.2 Path fitting
If some information is available about the sample’s structure, path fitting provides an al-
ternative procedure to analyse EXAFS data. This analysis approach is independent on the
separability of different scattering contributions [44]. Starting point for the path fitting
procedure is an educated guess about the structure of the sample material. For this struc-
ture, the functions of ke, that appear in the EXAFS equation 2.4, are calculated for all
required scattering paths using programs like Feff [36, 45]. This theoretical standard is
then fit to the data by allowing small variations of the cumulants of the distance distribu-
tion and additional parameters like the amplitude reduction factor S20 and the absorption
edge energy to provide physically meaningful information about the sample [36].
This mode of analysis has the advantage of yielding absolute values for the cumulants
of several scattering paths compared to the relative values for the first shell determined by
the ratio method. While the path fitting procedure is in principle independent from experi-
mental references, systematic errors may be reduced when relying only on the comparison
of different spectra. As a disadvantage, a good estimate of the structure is needed in the
theoretical calculation in order to get meaningful results [36].
2.3.3 Thermal vibration of atoms
Since all electronic processes involved in x-ray absorption are much faster than the atomic
motion, EXAFS measurements provide a sum of snapshots of the local configuration of
atoms. Therefore, the distance distribution contains not only static disorder but is also
broadened by the thermal vibration of atoms. To gain insight into the influence of thermal
vibrations on the cumulants of the distance distribution, it is useful to reconstruct the dis-
tribution from the average of instantaneous displacements. The instantaneous interatomic
11
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Figure 2.4: Ellipsoids describing the thermal motion of atoms. Both the absorbing
and the backscattering atom are displaced from their ideal lattice site. The instantaneous
interatomic distance R thus differs from the equilibrium interatomic distance R0. The
distribution of displacements is assumed to be axially symmetric with respect to the bond
direction and is therefore visualised by the ellipsoids enclosing the lattice sites. The
instantaneous displacements uA and uB are split in a contribution parallel (red) and a
contribution perpendicular to the bond (blue).
distance R depends on the displacements u of both the absorber A and the backscatterer
B from their respective ideal lattice site [39, 46] as depicted in Fig. 2.4.
R = R0 + uB − uA = R0 + ∆u (2.10)
Because EXAFS gives information about the interatomic distances in a material, it is
convenient to analyse all displacements with respect to the direction of the interatomic
distance, i.e. when describing first nearest neighbour relations, with respect to the dir-
ection of the bond. The displacements are assumed to be distributed axially symmetric
to the bond, leading to the ellipsoids depicted in Fig. 2.4. The difference of instantan-
eous displacements ∆u can thus be split into a contribution parallel and a contribution
perpendicular to the bond, ∆u|| and ∆u⊥, respectively, with
|∆u|2 = ∆u2|| + ∆u2⊥. (2.11)
12
2.3 Analysis of EXAFS spectra
R0 R0
∆u||
∆u⊥
⟨R⟩ = R0 ⟨R⟩ > R0
a b
Figure 2.5: Impact of the vibration of atoms on the mean of the distance distribu-
tion. a, Vibrations parallel to the bond decrease and increase the interatomic distance,
so that the average of the instantaneous distances ⟨R⟩ equals the equilibrium distance R0
for small distortions, where the harmonic approximation is valid. b, Vibrations perpen-
dicular to the bond always increase the interatomic distance. Therefore the average of
instantaneous distances is larger than the equilibrium distance.
The effect of both contributions is sketched in Fig. 2.5. Using eq. 2.10 and the second
degree Taylor polynomial at ∆u = 0 (assumption of ∆u ≪ R0) the absolute value of R is
then given as [39, 46]
R =
[︂
(R0 + ∆u||)2 + ∆u2⊥
]︂ 1
2
= R0
⎡⎢⎢⎢⎢⎢⎣1 + 2∆u||R0 + ∆u
2
|| + ∆u
2
⊥
R20
⎤⎥⎥⎥⎥⎥⎦
1
2
(2.12)
≈ R0
[︄
1 +
∆u||
R0
+
∆u2⊥
2R20
]︄
= R0 + ∆u|| +
∆u2⊥
2R0
. (2.13)
The first cumulant of the distance distribution corresponding to the bond length (REXAFS)
can now be expressed using the average of instantaneous displacements and neglecting
cross correlations between u|| and u⊥ as [47]
REXAFS = ⟨R⟩ ≈ R0 + ⟨∆u||⟩ + ⟨∆u
2
⊥⟩
2R0
. (2.14)
In harmonic approximation ⟨∆u||⟩ vanishes, but in actual crystals, with an anharmonic in-
teratomic potential, an anharmonic contribution ⟨∆u||⟩anharm remains [39, 48]. While R0
corresponds to the minimum of the interatomic potential, the distance between lattice sites
expressed in an anharmonic crystal and measurable through XRD is RC = R0 + ⟨u||⟩anharm.
The difference to eq. 2.14, ⟨∆u2⊥⟩/2R0, is always positive meaning that bond lengths ob-
tained by EXAFS are larger than bond lengths obtained from XRD [48].
The analogue expressions for the higher cumulants of the distance distribution, i.e. the
variance σ2, the asymmetry parameter (skewness) C3, and kurtosis cumulant C4, are given
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by [47]
C2 = σ2 =
⟨︂
(R − ⟨R⟩)2
⟩︂
= ⟨R2⟩ − ⟨R⟩2 ≈ ⟨∆u2||⟩ − ⟨∆u||⟩2 (2.15)
C3 =
⟨︂
(R − ⟨R⟩)3
⟩︂
≈ ⟨u3||⟩ − ⟨u||⟩3 − 3⟨u||⟩C2 (2.16)
C4 =
⟨︂
(R − ⟨R⟩)4
⟩︂
− 3C22 ≈ ⟨u4||⟩ − 3⟨u||⟩4 − 3C22 + 6C2⟨u||⟩2 − 4⟨u3||⟩⟨u||⟩ . (2.17)
Since thermal vibrations increase with increasing temperature, the cumulants show a
temperature-dependence which can be related to the interatomic potential. A simple yet
powerful model for relative atomic vibrations is the correlated Einstein model, which as-
sumes one single vibrational frequency (Einstein frequency ωE) for each type of bond
present in the crystal. In the scope of this model the frequency spectrum is thus approx-
imated by its weighted average. Assuming the interatomic potential as
V(R) = V0 +
k0
2
(R − R0)2 − k3(R − R0)3 + k4(R − R0)4 (2.18)
with the harmonic force constant k0 and the anharmonic force constants k3 and k4, the
anharmonic contributions can be considered as small perturbations of the Harmonic os-
cillator [47, 49]. Formulas describing the temperature dependence of the cumulants up to
third or fourth order perturbation can be found elsewhere [47, 49]. Their implementation
in the analysis scripts are printed in appendix C.1. The basic temperature dependence of
the second cumulant (variance) can already be demonstrated in the harmonic approxima-
tion, where the thermal contribution takes the form [46]
σ2(T ) =
ℏ
2µωE
coth
(︄
ℏωE
2kBT
)︄
, (2.19)
with the Einstein frequency related to the harmonic force constant via the reduced mass
of the bond µ = (mAmB)/(mA + mB) as k0 = µω2E . This temperature dependence yields
finite values at 0 K corresponding to zero-point vibrations. Both the zero-point value and
the slope at higher temperatures depend on the Einstein frequency as depicted in Fig. 2.6a.
Figure 2.6b shows the effect of including anharmonic contributions to the variance of the
distance distribution by a positive k3.
A relation very similar to eq. 2.19 is valid for the vibrations perpendicular to the bond,
the only difference being a factor of 2, because displacements perpendicular to the bond
directions happen in a plane, while parallel displacements are projections onto a line [4,
34]. In general, the Einstein frequencies or force constants describing parallel and per-
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Figure 2.6: Thermal contribution to the variance of the distance distribution using
the correlated Einstein model. a, In the harmonic approximation the variance is de-
scribed by eq. 2.19. Increasing the Einstein frequency ωE reduces the zero-point values
of the variance as well as its slope at higher temperatures. Also, the onset of the rise in
variance is shifted to higher temperatures for a larger Einstein frequency. b, Additional
anharmonic contributions by a positive anharmonic force constant k3 increase the variance
especially at higher temperatures.
pendicular vibrations are not equal. This leads to the ellipticity of instantaneous displace-
ments depicted in Fig. 2.4. To quantify the difference, the anisotropy parameter ξ = k||/k⊥
can be defined [50].
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In this chapter a short overview of the existing knowledge about the structural and vibra-
tional properties of binary zinc-blende semiconductors and their ternary alloys is given.
3.1 Structural properties
Experimental information about structural properties like lattice constants and bond lengths
stems mostly from XRD and EXAFS measurements. Additionally, theoretical calculations
are typically applied to search for deviations from common assumptions yet too small in
scale for experimental detection.
3.1.1 Crystal structure and lattice constants
In the zinc-blende structure, which is exhibited by many technically important III-V and
II-VI semiconductors, every cation is tetrahedrally coordinated by four anions and vice
versa (see Fig. 3.1a). Hence, there exists only one bond species in these binary compound
semiconductors. The lattice constants vary from 3.616 Å in BN to 6.481 Å in CdTe [1].
While the lattice constants normally increase with increasing temperature, many zinc-
blende semiconductors show negative thermal expansion (NTE) below 100 K [1, 23]. The
effect is related to atomic vibrations perpendicular to the bond (see Fig. 2.5b) [4, 23, 44,
50], since these can unite increasing mean distances between atoms (bond lengths) with
decreasing distances of mean atomic positions (lattice constants). Beside the vibrational
anisotropy, the magnitude of NTE depends also on the ionicity of the bonds present in the
material [23, 50].
Many III-V and II-VI random ternary alloys crystallise in zinc-blende structure with
the lattice constant varying nearly linearly between the binary compounds [2, 4]. Small
deviations from this linear behaviour, which is also known as Vegard’s law, were predicted
theoretically for several alloys [51–54], but the experimental verification remains difficult
due to the existing measurement uncertainties in both lattice constant and composition [2,
55]. An overview of existing predictions and experimentally determined deviations from
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Figure 3.1: Zinc-blende structure and characteristic composition dependence of
bond lengths in ternary alloys. a, In the zinc-blende structure every atom is tetrahed-
rally coordinated by the opposing atom species. b, The In-As (red circles) and Ga-As
(blue triangles) bond lengths in (In,Ga)As [25] stay close to their respective binary values
and deviate significantly from the behaviour proposed by the virtual crystal approximation
(black line).
Vegard’s law is given in appendix A.
3.1.2 Bond lengths of ternary alloys
In the description of ternary alloys, one simple assumption is the virtual crystal approxim-
ation (VCA), where it is assumed that all atoms stay on their ideal lattice site, meaning that
all bond lengths are equal and, neglecting vibrational contributions, can be deduced solely
from the lattice constant [4]. However, EXAFS studies of ternary zinc-blende alloys show
that the bond lengths are nearly constant over the whole compositional range, with the
change in the bond lengths amounting only to approximately 20% of the change expected
based on the lattice constant [2, 4, 25, 29]. This behaviour is illustrated for (In,Ga)As in
Fig. 3.1b and clearly disagrees with the VCA.
To accommodate two bond species with differing bond lengths in the ternary mater-
ial, the atoms of the species occupying the separate sub-lattice are displaced from their
ideal lattice site, while the atoms of species on the shared sub-lattice retain their ori-
ginal positions in good approximation [56]. Therefore, the bond lengths can remain
(nearly) unaltered but the bond angles change. This demonstrates that bond bending is
energetically favoured over bond stretching in these tetrahedrally coordinated alloy sys-
tems, causing the local atomic arrangements to differ fundamentally from the long-range
crystallographic structure [4].
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3.2 Bond strength and vibrational properties
Besides the bond length, a second important property of an interatomic bond is its strength.
As a fundamental parameter it describes the response to static stress and strain as well as
the vibrational behaviour of atoms in a material. Different properties are used to describe
these different effects of the bond strength, including elastic constants, phonon mode fre-
quencies, and EXAFS force constants. An overwiew of these material properties is given
in this section.
3.2.1 Elastic constants and deduced material parameters
Elastic constants of binary zinc-blende semiconductors are usually determined by Bril-
louin-scattering [2] or sound velocity measurements [57, 58]. Such elastic constants can
be related to bond-stretching and bond-bending force constants, α and β, respectively,
via valence force field (VFF) models like the Keating potential [5, 59]. These elastic
force constants differ from the force constants k|| = k0 and k⊥ often used in temperature-
dependent EXAFS studies (see Fig. 2.5 and eq. 2.18), but similar quantities kr and kθ can
be derived using [4, 5]
kr = 3α +
1
2
β (3.1)
kθ =
2
3
β . (3.2)
Force constants α determined from elastic constants of different III-V and II-VI semi-
conductors decrease with increasing bond length or lattice constant [5, 6], as depicted in
Fig. 3.2a and tabulated in appendix A. This bond-length dependence can be described by
an empirical law including also the ionic charges of the atoms constituting the material
[60]. Under hydrostatic pressure the elastic constants are predicted to increase [61–67].
Some studies are available that measure or predict the composition dependence of elastic
constants in ternary zinc-blende alloys [2, 51, 68–76], mostly reporting a parabolic bow-
ing between the values of the binary compounds. From the ternary elastic constants it
is possible to calculate effective medium force constants [77] describing the interatomic
potential averaged over both bond species.
In VFF calculations of random In0.5Ga0.5P [78] the bond-specific force constants αGa−P
and αIn−P show a remarkable inversion with respect to their binary values. According to
18
3.2 Bond strength and vibrational properties
 25
 30
 35
 40
 45
 50
2.4 2.6 2.8
a
el
as
tic
 fo
rc
e 
co
ns
ta
nt
 α 
(N
/m
)
bond length (Å)
AlSb
GaP
GaAs InP
InSb
ZnS
ZnTe
CdTe
HgSe
GaSb 
InAs 
ZnSe 
HgTe 
 0
 5
 10
 15
 20
0.00 0.04 0.08 0.12
b
TO
 p
ho
no
n 
fre
qu
en
cy
 (T
Hz
)
inverse of the reduced mass (1/amu)
III-V
II-VI
Figure 3.2: Elastic force constants and transversal optical phonon frequencies. a,
The force constants deduced from elastic constants of binary III-V (full symbols) and
II-VI (open symbols) semiconductors [6] roughly decrease with increasing bond length.
This is incorporated in the empirical law proposed for the bond-length dependence of
force constants [60] for III-V (solid line) and II-VI (dashed line) materials. b, The TO
phonon frequencies of III-V (full symbols) and II-VI (open symbols) semiconductors [1]
increase with decreasing reduced mass of the constituting bond. While phonon mode
frequencies in the literature discussing Raman spectroscopy results are usually given in
cm−1, all frequencies in this work will be given in THz for consistency with the Einstein
vibrational frequencies from temperature-dependent EXAFS studies.
the theoretical prediction αGa−P < αIn−P in In0.5Ga0.5P while αGa−P > αIn−P comparing
the binary parent compounds [78]. Because the focus of that work was the calculation
of mixing enthalpies, no explanation is given for this surprising behaviour of the elastic
force constants.
3.2.2 Phonon mode frequencies
Phonon mode frequencies at the Brillouin zone center (Γ-point) are accessible by Raman
and infrared spectroscopy, while mapping of the phonon modes over the whole Brillouin
zone is possible by inelastic neutron scattering [1, 79]. Phonon dispersion curves for
a range of III-V and II-VI semiconductors measured by inelastic neutron scattering are
available in the literature [80–86]. Their phonon densities of states show strong contribu-
tions from optical phonon modes [87, 88].
The frequency of the TO mode at the Brillouin zone center increases with decreasing
reduced mass of the bond [1], as depicted in Fig. 3.2b for a number of III-V and II-
VI materials. The dependence of the mode frequency on hydrostatic pressure can be
described by the Grüneisen relation, where the change of the mode frequency is correlated
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to the crystal volume or bond length [1, 89].
γi(q) = − V
ωi(q)
dωi(q)
dV
= −1
3
R
ωi(q)
dωi(q)
dR
(3.3)
The mode Grüneisen parameter γi(q) may differ for different modes i and different
phonon wave-vectors q. For zinc-blende semiconductors and at the Brillouin zone cen-
ter (q = 0) the Grüneisen parameter is usually positive for optical phonon modes and
often negative for acoustic phonon modes [1]. Hence, when the bond lengths decrease
under hydrostatic pressure, optical phonon frequencies increase, while acoustic phonon
frequencies decrease.
Raman and infrared spectroscopy studies show that random ternary alloys (A,B)C of
zinc-blende semiconductors exhibit different phonon mode behaviours [90–94]. A dis-
tinction is drawn between one-mode, two-mode, and mixed-mode behaviour [2]. In one-
mode behaviour, both the transversal optical (TO) mode frequency and the longitudinal
optical (LO) mode frequency evolve continuously from one binary material to the other.
The composition dependence of phonon frequencies is shown schematically in Fig. 3.3a.
An example alloy exhibiting this mode type is Zn(Se,Te) [93]. In two-mode behaviour TO
and LO mode frequencies of the binary parent material AC shift to one common impurity
mode frequency of A-C bonds in a BC crystal, and vice versa, as depicted in Fig. 3.3b.
An example is the phonon mode behaviour of (In,Ga)As [93]. If for parts of the com-
positional range two-mode behaviour is visible while in other parts only a single mode is
exhibited, the vibrational behaviour is classified as mixed-mode [2]. This case, which is
illustrated in Fig. 3.3c, was reported for (In,Ga)Sb [2].
To predict the phonon mode behaviour of a given ternary alloy, the modified random
element isodisplacement (MREI) model can be used [2, 95]. It uses the masses of the
constituting atoms to classify the material as exhibiting either one-mode or two-mode
behaviour, The classification is based on whether their exists one substituting atom with a
mass smaller than the reduced mass of the bond between the remaining elements. If this is
the case, the optical phonon frequencies of the two parent compounds are well separated
from each other and the alloy shows two-mode behaviour [94]. The MREI model correctly
describes the basic properties of many III-V and II-VI semiconductor alloys, but fails
to account for some additional features and anomalous intensity evolutions in several
materials, like (In,Ga)As and (In,Ga)P [93].
An alternative description is offered by the percolation model, where the (A,B)C crystal
is assumed to consist of A-like and B-like regions. These regions exhibit slightly different
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Figure 3.3: Schematic of the different types of phonon mode behaviour in mixed
alloys. TO and LO phonon modes are depicted as solid and dashed lines, respectively.
vibrational frequencies due to the influence of differing bond lengths via the Grüneisen
relation [93, 94, 96]. Qualitatively, there exist two different regimes concerning the col-
lective vibrations of atoms. Below a critical concentration of the minority bond species,
which is called the percolation threshold, these bonds are connected only within finite
clusters. Above the percolation threshold, the bonds of the minority bond species are
connected throughout the material. This argumentation is valid for both bond species of
a ternary alloy. Therefore, as a function of composition, the normal regime, where both
bond species percolate the material, is surrounded by two fractal-like regimes, where one
bond-species is confined to finite clusters [93]. At which composition the percolation
threshold occurs depends on the crystal structure of the material. For the zinc-blende
structure, the critical concentration of minority bonds is 19 % [93].
To describe the TO phonon mode behaviour as a function of composition using the
percolation model only few parameters are necessary. These are the bulk and impurity
mode frequencies and the parameter ∆, which describes the frequency splitting for one
bond species in the A-like and B-like regions. With this, one can reproduce more details
of the composition dependence of the TO phonon modes known from experiment than
using the MREI model [93].
Both the MREI and the basic percolation model require the knowledge of the impur-
ity mode frequencies as input parameters [93]. However, it is possible to describe the
composition dependence of the major Raman mode frequencies with good acurracy using
only fundamental properties like bond-length changes and binary bulk phonon dispersion
relations, as was shown for (In,Ga)As [92]. The influence of bond-length changes can be
calculated using the Grüneisen relation (eq. 3.2.2) [92, 97] with the respective Grüneisen
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parameters found in the literature [1]. Additionally, localisation effects play an important
role if the collective vibration is confined to one bond species. The change in compos-
ition means a reduction of the number of bonds of this given bond species, leading to
a spatial confinement of the phonon mode [92]. This spatial localisation is accompan-
ied by a broadening of the mode in reciprocal space, weakening the rule of vanishing
phonon momentum normally valid for Raman spectroscopy. The measured frequency is
therefore averaged over increasing parts of the Brillouin zone and the description of the
composition dependence requires knowledge of the phonon dispersion relation [92, 97].
If the confinement to one bond species is not perfect, coupling effects may influence the
frequency further [92].
Since the phonon frequencies are related to bond stretching and bond bending force
constants, theoretical calculations of phonon spectra of random alloys may be acceler-
ated when detailed information about the interatomic force constants is available. Force
constants calculated ab initio for a number of configurations in (Zn,Be)Se and (In,Ga)As
show a linear variation with changing bond lengths [98]. Assuming this linear relationship
in subsequent calculations of the phonon density of states yields reasonable agreement of
this linearised-force-constants approach with full ab initio calculations [98].
3.2.3 Force constants from temperature-dependent EXAFS studies
Temperature-dependent EXAFS studies, where bond force constants were determined us-
ing the correlated Einstein model, can be found in the literature for a range of binary
zinc-blende semiconductors [4, 24, 31, 33, 34, 50, 99]. Both the bond stretching and
bond bending force constants decrease with increasing ionicity of the bond, while the
anisotropy parameter ξ1/2 as defined in section 2.3.3 increases with increasing mass ra-
tio of the constituting atoms [44] (see Fig. 3.4). Small differences are found for CdTe,
depending on whether the harmonic or anharmonic Einstein model is used [34]. A third
possibility is the use of the quasiharmonic analysis, where a harmonic Einstein model is
fitted to the thermal contribution to the variance of the distance distribution separately for
each temperature, yielding a temperature-dependent quasiharmonic Einstein frequency.
However, this approach requires reliable knowledge of the static contribution to the vari-
ance. Using the temperature dependence of bond lengths, the change of the quasiharmonic
Einstein frequency can be related to the bond length change, defining a bond Grüneisen
parameter [34] in analogy to the mode Grüneisen parameter used in Raman spectroscopy
(see eq. 3.2.2). The bond Grüneisen parameter determined is constant with increasing
temperature and increasing bond length [34].
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Figure 3.4: Bond force constants of tetrahedrally coordinated materials determined
in temperature-dependent EXAFS studies [24, 31–33, 100–103]. a, Bond-stretching
(full symbols) and bond-bending (open symbols) force constants decrease with increasing
ionicity [34, 50]. b, The anisotropy parameter increases with increasing mass ratio of the
constituting atoms [44, pp. 135–137].
Pressure-dependent EXAFS measurements of CdTe evaluated using the quasiharmonic
analysis show an increasing Einstein frequency with increasing hydrostatic pressure [8].
The bond Grüneisen parameter extracted from the relation between Einstein-frequency
change and bond-length change, decreases approximately linearly with decreasing bond
length [8]. It is interesting to note that the constant-temperature bond Grüneisen para-
meter and the constant-pressure bond Grüneisen parameter differ substantially in their
dependence on the bond length [8]. This can probably be explained through the differ-
ence between a bond-length change driven by external stress and a bond-length change
resulting from vibrations in the given anharmonic interatomic potential.
In a temperature-dependent EXAFS study of Zn(Se,Te) it is reported, that the Einstein
frequencies of both bond species change almost linearly between the binary parent com-
pounds [7], meaning that the frequencies for the Zn-Se and Zn-Te bond are equal for a
given composition.
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This chapter describes the experimental methods used, from sample preparation and char-
acterisation, over EXAFS measurements, to the standard data analysis. The customised
analysis details are given at the beginning of the subsequent material specific chapters.
4.1 Thin film growth and EXAFS sample preparation
The III-V semiconductors studied in this work comprise the binary materials XY (X=Ga,
In; Y=P, As, Sb) and the pseudo-binary alloys (In,Ga)P and (In,Ga)As. All crystallise in
the zinc-blende structure with lattice constants ranging from 5.451 Å for GaP to 6.479 Å
for InSb [4]. Samples from the binary materials were prepared using commercially avail-
able bulk wafers. (In,Ga)P and (In,Ga)As thin films were grown at the Department of
Electronic Materials Engineering of The Australian National University Canberra, Aus-
tralia. Three compositions of (In,Ga)P were grown by metal organic chemical vapour de-
position (MOCVD) on GaAs with an intermediate layer of AlAs 50 nm thick. The GaAs
substrate showed a miscut of 10 % relative to the (100) direction to avoid ordering of
the mixed Ga/In sub-lattice of (In,Ga)P [29]. (In,Ga)As thin films with three different
compositions were grown by MOCVD on InP.
The thin films were covered with Apiezon black wax and the AlAs interlayer or the
InP substrate was selectively etched using HF(10%) or HCl(32%):H2O, respectively [29,
104, 105]. The black wax was subsequently rinsed off with trichloroethene. The etch-
ing process is depicted schematically in Fig. 4.1. The (In,Ga)P thin film material was
diluted with BN and finely ground. The material was then pressed into sample holders
and sealed with Kapton tape, yielding samples suitable for EXAFS measurements in trans-
mission mode. Similar BN diluted powder samples were prepared from GaP and InP
bulk wafers. The effective thickness amounted to approximately 1.5 absorption lengths
50 eV above the Ga-K edge and approximately 0.5 absorption lengths 50 eV above the
In-K edge. The (In,Ga)As material was mixed with graphite and milled in a ball mill for
30 min. The powder was then pressed to pellets with a diameter of 5 mm and a thickness
of approximately 1 mm. The effective thickness amounted to approximately 0.1 absorp-
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Figure 4.1: Selective etching of substrate or intermediate layer. The (In,Ga)As and
(In,Ga)P thin films (a and e) grown by MOCVD were covered with a wax layer for mech-
anical support (b and f). The InP substrate or the AlAs intermediate layer was removed
through selective etching (c and g) using HF(10%) or HCl(32%):H2O, respectively. After
removal of the wax layer (d and h) the resulting thin film material was ground and pro-
cessed to powder samples suitable for EXAFS measurements.
tion lengths 50 eV above either the Ga- or the In-K edge, i.e. two pellets were prepared for
each ternary sample, to facilitate EXAFS measurements in fluorescence mode as required
by the beamline setup (see section 4.4). Corresponding graphite diluted powder samples
were also prepared from GaAs, InAs, GaSb and InSb bulk wafers.
4.2 Sample characterisation
Prior to the EXAFS sample preparation, the thin films were characterised using Ruther-
ford backscattering spectroscopy (RBS), scanning electron microscopy (SEM) and energy-
dispersive x-ray analysis (EDX).
In RBS, light ions are accelerated onto the sample, where they interact with the atoms
constituting the material. Resulting backscattered ions are detected as a function of re-
maining kinetic energy, yielding information about the depth distribution of the different
atom species [106]. The backscattering yield may be significantly reduced, when the
incoming ions are channelled along a crystallographic axis of the material. Since this
channelling is hindered by defects in the material, the comparison of RBS measurements
in random and channelling configuration gives information about the crystal quality of the
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sample [106]. RBS measurements of (In,Ga)P were carried out at the 1.7 MV tandem ac-
celerator at the Department of Electronic Materials Engineering in Canberra using 2 MeV
He+ ions. The measurements of (In,Ga)As took place at the accelerator JULIA at the
Institute of Solid State Physics in Jena using 4 MeV He++ ions. Both measurements used
a backscattering angle of approximately 170°.
In SEM, a focused electron beam is scanned over the sample and resulting backscattered
and secondary electrons are detected. The contrast in backscattered electrons is caused
mainly by topography, while the contrast in secondary electrons is mostly due to the
sample composition [107]. The accelerated electrons used in SEM imaging can also create
a core hole in the electron shell when they impact the atoms of the sample. The charac-
teristic x-radiation emitted when this core hole is refilled can be used with EDX to study
the composition of the material [107]. SEM and EDX measurements were performed using
a JEOL JSM-6490 and a FEI Helios NanoLab 600i scanning electron microscope at the
Institute of Solid State Physics in Jena.
4.2.1 Crystal quality
The crystal quality of the ternary thin films was checked with RBS comparing the spectra
recorded in random and channelling configuration. For (In,Ga)As the findings were con-
firmed by SEM. As an example, the comparison of RBS spectra and SEM images for the
samples with nominal In content of 25 % and 50 % is shown in Fig. 4.2. The complete
set of RBS spectra and SEM images can be found in appendix B. The (In,Ga)As thin films
with nominal In content of 50 % and 75 % show good crystal quality, while the film with
25 % In exhibits significantly poorer crystallinity, as can be seen from both the relatively
high backscattering yield in channelling RBS and the extended defects visible in SEM.
For (In,Ga)P, the differences between the samples are less pronounced. The films with
nominal In content of 50 % and 75 % show somewhat higher crystallinity compared to
the film with 25 % In. Since EXAFS measurements probe only the local structure, defects
impacting the long-range structure do not impede the EXAFS analysis in this work.
4.2.2 Film thickness and composition
Thickness and composition of the thin films were determined by fitting the random RBS
spectra (see appendix B.2 Fig. B.3). An example is given in Fig. 4.3. The composition
was also measured by EDX. The resulting values are summarised in Tabs. 4.1 and 4.2. The
ratio of group III to group V atoms is equal to one within the measurement uncertainty for
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Figure 4.2: SEM and RBS spectra of (In,Ga)As thin films. a-b, In the SEM backscatter-
ing electron images significantly more severe defects can be seen for the In0.30Ga0.70As
thin film compared to the In0.48Ga0.52As thin film. c-d, The lower crystallinity of the
In0.30Ga0.70As sample is also visible in the smaller difference between the random and
aligned RBS spectra compared to In0.48Ga0.52As.
almost all alloys. This would be expected for these materials. The In contents determined
with both measurement techniques agree well. The aimed for In content of 50 % was
nearly reached for both (In,Ga)P and (In,Ga)As, while the measured compositions for
samples of nominally 25 % and 75 % In deviate by up to 11 percentage points consistently
for RBS and EDX measurements.
4.2.3 Particle size in the EXAFS samples
The size of the (In,Ga)As particles in the pellets prepared for EXAFS measurements were
checked at different spots of the In0.48Ga0.52As pellet using SEM and EDX. An example is
shown in appendix B.3 Fig. B.4. The particles with sizes up to 5 µm are distributed ho-
mogeneously throughout the pellet. The knowledge of the maximum particle size enables
the substantiated estimate of uncertainties arising due to over-absorption in fluorescence
mode as detailed in appendix C.6.
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Figure 4.3: Fits to RBS spectra. The random RBS spectra were fitted using the Rump
code [39, 108] (panel a) and the Spektrenverwaltungsprogramm, written by Ulrich Barth
from the Institute of Solid State Physics in Jena, (panel b) to determine the composition
and thickness of the thin films. More details are given in appendix B.2.
Table 4.1: Composition of (In,Ga)P thin films determined from RBS and EDX. The
layer thickness was determined by RBS. For the second composition the nominal thick-
ness is given, since no thickness could be determined in the fitting procedure of the RBS
spectrum [39]. The III to P ratio could not be determined by RBS with a reasonable un-
certainty since the mass of the phosphorus atom is small compared to Ga and In leading
to a small contribution of P to the backscattering yield.
In/III
(nominal)
In/III
(RBS)
In/III
(EDX)
In/III
(combined)
III/P
(EDX)
thickness
(µm)
0.25 0.34 ± 0.02 0.38 ± 0.03 0.36 ± 0.03 1.00 ± 0.04 0.83 ± 0.01
0.50 0.50 ± 0.02 0.52 ± 0.02 0.51 ± 0.02 1.04 ± 0.04 2.5
0.75 0.70 ± 0.03 0.71 ± 0.02 0.71 ± 0.02 1.06 ± 0.04 0.59 ± 0.01
Table 4.2: Composition of (In,Ga)As thin films determined from RBS and EDX. The
layer thickness was determined by RBS.
In/III
(nominal)
In/III
(RBS)
In/III
(EDX)
In/III
(combined)
III/As
(combined)
thickness
(µm)
0.25 0.29 ± 0.01 0.31 ± 0.02 0.30 ± 0.02 1.00 ± 0.04 1.58 ± 0.02
0.50 0.47 ± 0.01 0.48 ± 0.01 0.48 ± 0.02 1.00 ± 0.04 1.82 ± 0.02
0.75 0.64 ± 0.02 0.69 ± 0.01 0.66 ± 0.03 1.03 ± 0.04 1.70 ± 0.02
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4.3 EXAFS measurements at HASYLAB
EXAFS measurements of the three (In,Ga)P samples and the binary parent materials GaP
and InP were carried out at beamline C of the Hamburger Synchrotronstrahlungslabor
(HASYLAB) at DESY in Hamburg, Germany. The absorption spectrum at the Ga-K and
In-K edge at 10 367 eV and 27 940 eV [109], respectively, was measured in transmission
mode. A Si-111 monochromator and a Si-311 monochromator were used for the Ga-K
and In-K edge, respectively. A reference GaAs powder sample or In foil was measured
simultaneously with the samples to enable the precise alignment of the edge energy.
The use of a flow-through liquid helium cryostat ensured the stability of the ten tem-
peratures applied in the range between 18 K and 295 K to better than 1 K. The sample
temperature was measured with a diode fixed near the sample holder, while the temperat-
ure was regulated using a diode near the He entrance. For the samples with low concen-
tration of the absorbing element, several spectra were recorded for selected temperatures
to confirm the reproducibility and to enhance the reliability of the results. The Ga edge
spectra show edge steps between 0.2 and 0.7, while the In edge spectra yield values just
below 0.2 and 0.7 for the ternary alloys and InP, respectively.
4.4 EXAFS measurements at SLS
The three (In,Ga)As samples and the binary materials GaAs, InAs, GaSb and InSb were
measured at the SuperXAS beamline of the Swiss Light Source (SLS), Villigen, Switzer-
land at nine or ten different temperatures between 35 K and 298 K. Additionally, meas-
urements of GaP and InP were carried out at three different temperatures to ensure the
reproducibility of the results compared to the measurements at HASYLAB. A Si-111
channel-cut monochromator and a Si-311 channel-cut monochromator were used for the
Ga-K and In-K edge, respectively.
Due to the cryostat setup, low temperature measurements at SuperXAS are only pos-
sible in fluorescence mode and without recording a reference spectrum. The sample
holder is cooled via a cold finger which consists of a massive copper block. The tem-
perature of the sample was measured using a diode mounted on the sample holder. The
reproducibility of the measurements was confirmed by recording several spectra for selec-
ted temperatures, especially for samples with low concentration of the absorbing element.
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4.5 Additional data of binary materials
Additional data series of GaP, GaAs and GaSb measured at the Australian Synchro-
tron (AS) in Melbourne were provided by Prof. Mark C. Ridgway from the Australian
National University in Canberra, Australia. The datasets comprise eight to ten temperat-
ures between 20 K and 295 K, and were measured in transmission mode.
Data of InP measured in transmission mode at the Photon Factory (PF), Japan, [39]
was reevaluated to attain maximum comparability between the different materials and
slightly differing analysis settings and to critically evaluate the capabilities and limitations
of temperature-dependent EXAFS measurements.
4.6 EXAFS data analysis
The data was analysed using the program Larch [110] and self-written plugins for energy
calibration and to efficiently deal with temperature-dependent data series. The edge en-
ergies of the measured spectra were aligned via the calibration plugin. It uses the Bragg
equation to add a small offset to the monochromator angle in order to minimise the dif-
ferences near the edge for the reference spectra or the sample spectra for transmission
or fluorescence measurements, respectively. For each sample, one low-temperature spec-
trum was calibrated to the tabulated edge energy of 10 367 eV or 27 940 eV for the Ga-K
edge or the In-K edge, respectively. To determine the edge position in the spectra, the
Larch function find_e0, which searches for the maximum derivative, was used. All other
spectra of this sample and edge were then aligned to the calibrated low-temperature spec-
trum.
Normalisation and background subtraction of the aligned spectra were done using the
standard functions provided by Larch. The influence of the relevant parameters (edge
energy e0, cut-off distance rbkg and spline clamp parameters nclamp, clamp_lo, clamp_hi)
was tested by varying these parameters and evaluating the resulting change in the path
fitting results.
For Fourier transformation a hanning window with tapering parameter dk=2 was used
as the standard case. For fitting, the multiple kweight feature of Larch with values 2,
3, and 4 was used. The start of the window kmin was usually set at 3 Å
−1
with the end
kmax selected according to the visible data quality. All window parameters were varied
to test the reliability of the results. Special care was given to the upper bound kmax which
is known to have significant effect if leaking of higher shell contributions occurs [111].
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Fitting was done in non-phase-corrected radial distance space. The hanning window func-
tion with a standard tapering parameter of dr=0.5 was positioned according to the position
of the relevant peaks.
The model of the scattering paths was based on the zinc-blende structure with lattice
constants known from the literature [1]. Up to the first twelve scattering paths as cal-
culated by Feff9 [45] without amplitude restrictions (cw=0) were used. For the ternary
alloys, the lattice constant corresponding to the binary parent material was used, since
the bond lengths are known to change only slightly over the whole compositional range
[4, 25, 29]. Therefore, the model employed for the analysis of the Ga edge spectra used
the lattice constants of the respective Ga compound, while for the In edge spectra the
value of the respective In compound was used. In the Feff input file some cations were
substituted in order to calculate the parameters for equivalent Ga- and In-containing scat-
tering paths. These paths were than weighted according to the composition of the ternary
sample. Up to the first three scattering paths were parameterised with one set of free
parameters each (bond length, variance, asymmetry parameter and kurtosis cumulant).
All remaining paths were parameterised by one common set of free parameters using
geometric considerations.
First, the data was fitted with free structural parameters for each measured temperature
to check that the variance shows a temperature dependence describable by the Einstein
model. Later on, variance, asymmetry parameter and kurtosis cumulant were restricted to
the anharmonic correlated Einstein model [47] to reduce the number of free parameters
and include the occurring correlations in the final result. The reduced mass of the bond
used in the model calculations was assumed to equal the value of an isolated bond al-
though the bond studied is embedded in the crystal. The validity of this assumption was
confirmed for (In,Ga)As and is discussed in appendix C.7. The path model was varied
through different restrictions of parameters, different numbers of included paths and dif-
ferent numbers of terms for the Einstein model formulas (see appendix C.1) to estimate
the influence of the assumptions made. Analysis of the first scattering path using the ratio
method was done for comparison. The uncertainties of the final values were estimated
considering all varied settings and parameters which amounted to 150 to 5000 tests per
sample.
To give an overview over the whole set of fits, the fit results are presented as a function
of the R-factor, which is defined as [36]
R =
∑︁N
i=1 (datai − f iti)2∑︁N
i=1 (datai)
2 . (4.1)
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Smaller R-factors indicate better fits, but strictly speaking, the R-factors of fits with dif-
fering Fourier transformation ranges, differing fitting ranges, or differing numbers of free
parameters are not comparable. However, the R-factor is used in the figures only as para-
meter to spread out the results, with the additional advantage of rejecting fits with unreas-
onable fit quality parameters.
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In this chapter, the procedure to obtain element-specific effective bond-stretching force
constants from the (In,Ga)P data measured at HASYLAB and the (In,Ga)As data measured
at SLS is detailed. The composition dependence of the force constants in (In,Ga)P and
(In,Ga)As is then discussed taking into account literature data of Zn(Se,Te) [7], so that a
comprehensive picture of the vibrational properties of ternary zinc-blende alloys can be
formed.
5.1 Analysis of (In,Ga)P data
The spectra were aligned using the simultaneously measured reference spectra with the
approach detailed in section 4.6. As an example, the fine structure measured at the Ga-
edge for In0.51Ga0.49P and the corresponding Fourier transforms are shown in Fig. 5.1
together with the window functions used in the analysis. An example for the In-edge
spectra can be found in appendix C.3.
5.1.1 Parametrisation of the scattering paths
Due to the small mass of the phosphorus atom in comparison to Ga and In, EXAFS spectra
of (In,Ga)P feature large second shell contributions. This necessitates the inclusion of
higher shell scattering paths in the path fitting model to avoid the corruption of the first
shell results through leaking of higher shell contributions [111]. The first twelve scattering
paths were used as detailed in section 4.6.
In the restriction of the second and third cumulants using the correlated Einstein model
only the terms up to first order were used, since the fit including higher order contributions
did not converge reliably for the ternary alloys. The fourth cumulant was set to zero in the
standard fit, but the influence of different values of a quartic force constant, defining the
fourth cumulant using the first order terms of the correlated Einstein model, was tested.
For the binary parent materials a comparison between models including different numbers
of terms for the second, third, and fourth cumulant was done.
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Figure 5.1: Ga-edge spectra of In0.51Ga0.49P. Multiple spectra were recorded at se-
lected temperatures. a, The fine-structure was weighted with the squared photo-electron
wave number to enhance the visibility of the features. The window function used for the
subsequent Fourier transformation is shown at the top of the panel. b, The magnitude of
the Fourier transform resulting from the spectra in panel a (symbols) are compared to the
fit of the temperature series using the correlated Einstein model (lines). The fitting range
is indicated at the top of the panel.
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To account for the uncertainties of the measurement temperature, the temperature used
in the Einstein model calculations was varied. In a first test case the assumed sample
temperature was increased by the difference between the two temperature sensors which
have different distances to the sample, i.e. low temperatures experience a larger shift
than high temperatures. In this case the bond-stretching force constants did not change
compared to the use of the directly measured temperature values. In a second test, all
temperatures were increased by 5 K. This led to an increase in bond-stretching force
constants by between 2 N m−1 and 3 N m−1. The compositional trends under study are
therefore unaffected by small uncertainties regarding the measurement temperature.
The amplitude reduction factor S 20 and the energy offset E0 were varied freely per
sample, since the differences between some samples were larger than the individual fit
uncertainties reported by Larch, which amounted to approximately 0.03 and 0.2 eV, re-
spectively.
5.1.2 Effect of different parameter settings
During the variation of analysis settings and model parameters the values obtained for the
bond stretching force constants stayed within the range given by Larch as the fitting un-
certainty of an individual fit in almost all cases. This is visible in Fig. 5.2 where the bond
stretching force constant obtained for each fit is depicted as a function of the fit quality
parameter (R-factor resulting from the Larch fitting routine). The error bars plotted are
the individual fit uncertainties from Larch.
When using higher order terms of the anharmonic correlated Einstein model to fit the
binary materials data the bond stretching force constants increase. However, the error bars
estimated by Larch triple. This can be seen in panels d and e of Fig. 5.2 as several data
points at approximately 115 N m−1 to 120 N m−1 and 135 N m−1, respectively. Single high-
lying points resulting from successful anharmonic fits of the ternary alloys are also visible
in panels c and f. Such an increase by 5 to 10 % when including anharmonic contributions
is in agreement with the effect of anharmonicity reported in an EXAFS study of CdTe
[34]. There, an increase of the Einstein vibrational frequency by approximately 5 %,
corresponding to an increase of the force constant by approximately 10 %, was observed.
35
5 Investigation of ternary alloy systems
100
110
120
130
140
0.01 0.02
In
-P
 b
on
d
fo
rc
e 
co
ns
ta
nt
 (N
/m
)
a
0.01 0.02
b
In/(In+Ga)=0.51
0.01 0.02
c
In/(In+Ga)=0.71
90
100
110
120
130
140
0.01 0.02
d
InP
90
100
110
120
130
140
0.00 0.01
e
GaP
0.00 0.01
f
In/(In+Ga)=0.36
0.00 0.01
ﬁt quality parameter
g
0.00 0.01
90
100
110
120
130
G
a-
P 
bo
nd
fo
rc
e 
co
ns
ta
nt
 (N
/m
)
h
Figure 5.2: Uncertainties of force constants in (In,Ga)P. The In–P and Ga–P effective
bond stretching force constants obtained from more than 300 fits per sample and absorp-
tion edge, testing different analysis settings and parameters, are plotted as a function of
the fit quality parameter R. Smaller R-factors identify better fits. The thick line shows
the force constant obtained from one particular setting which gave good fit results for
all samples at one absorption edge. The thin lines indicate the minimum and maximum
values as estimated from the whole set of tests.
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5.2 Analysis of (In,Ga)As data
Since no reference spectra could be recorded simultaneously with the measured samples
due to the measurement setup at SLS, the sample spectra were aligned directly with the
approach detailed in section 4.6. As detailed below, a Hf decontamination of the Ga-edge
spectra was necessary before normalisation and background subtraction. An example for
In-edge and decontaminated Ga-edge spectra can be found in appendix C.3.
5.2.1 Correction of Hf contamination
In the preparation of the (In,Ga)As pellet samples an unexpected high abrasion of the
zirconium dioxide balls occurred during the milling process. Since neither zirconium nor
oxygen interfere with a measurement of the Ga-K or In-K edge this was deemed to not
pose a problem for the experiments. However, a common contaminant in zirconium min-
erals is hafnium [112] and the zirconium dioxide balls used in the milling did contain a
non-negligible amount of hafnium that had not been specified by the manufacturer. There-
fore, the pellets were contaminated with small amounts of hafnium. This was noticed only
during the EXAFS measurements at the SLS where the contamination could neither be re-
moved from the pellets nor avoided by preparing a new set of pellets. Consequently, the
samples had to be measured as prepared although the Hf leads to a visible absorption edge
(Hf-L2 edge, 10 739 eV [109]) in the EXAFS region of the Ga-K edge (10 367 eV [109]) as
shown in Fig. 5.3.
To eliminate the influence of the Hf edge on the analysis, the data points forming the
white-line of the edge were removed. The remaining small step was subtracted from the
raw spectrum as a fraction of the Ga edge step. Since the ratio of Hf to Ga content is con-
stant for a given sample, all spectra of one sample were processed using the same edge
step ratio with the Ga-K edge step obtained from the Larch pre_edge function. The ratio
was determined by minimising the structure below 2 Å
−1
in the Fourier-transformed fine
structure spectra χ(R) and confirmed by the comparison of Hf white-line heights of dif-
ferent samples. While the white-line of the Hf-L2 edge is prominent in the In0.66Ga0.34As
spectra, it is significantly smaller for In0.30Ga0.70As and In0.48Ga0.52As. For GaAs it
is barely visible. This trend is well reproduced in the edge step ratios summarised in
Tab. 5.1. The general trend with composition is consistent since a decreasing Ga content
does increase the Hf to Ga concentration ratio leading to a higher Hf to Ga edge step
ratio. The increase is not linear, because the abrasion significantly increased during the
sequence of sample preparation. In succession were prepared: (GaP,) GaAs, (GaSb,),
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Figure 5.3: Hf-L2 absorption edge. The
white-line of the Hf-L2 edge is clearly visible
in the Ga-K edge spectra of In0.66Ga0.34As.
Table 5.1: Hf edge step ratio. The
edge step ratio (Hf L2 to Ga K) was
determined from all spectra of a given
sample. The uncertainties were estim-
ated from visual inspection of the χ(R)
spectra.
Sample edge step ratio
GaAs 0.000 ± 0.002
In0.30Ga0.70As 0.006 ± 0.003
In0.48Ga0.52As 0.003 ± 0.002
In0.66Ga0.34As 0.026 ± 0.005
In0.48Ga0.52As, In0.30Ga0.70As, and In0.66Ga0.34As; which excellently explains the se-
quence of the edge step ratios. The influence of the edge step ratio on the analysis was
checked by varying the value within double the uncertainties given in Tab. 5.1.
5.2.2 Parametrisation of the scattering paths
Only the first scattering path was used for the analysis of the (In,Ga)As data, since the
contributions from the second and higher shells are smaller than for (In,Ga)P. The valid-
ity of the single path model was checked by a small step variation of the upper bound of
the Fourier transformation window (kmax) described in section 5.2.3. First, the variance
of the distance distribution was left free per temperature, to confirm the applicability of
the correlated Einstein model for all samples and both absorption edges. Subsequently,
the variance was restricted to the Einstein model using the Larch function sigma2_eins.
The results were confirmed by tests using the cumulant functions detailed in appendix
C.1. Fits using anharmonic contributions of order two and higher did not converge reli-
ably for the ternary alloys. In contrast to the results for (In,Ga)P, the use of anharmonic
contributions in the analysis of GaAs and InAs does not increase the bond stretching
force constants significantly. As for (In,Ga)P, the amplitude reduction factor S 20 was var-
ied freely per sample. An overview of the values for S 20 for the complete set of tests can be
found in appendix C.4. The E0 differences between the (In,Ga)As samples are just within
the individual fit uncertainties. Therefore, E0 was fixed at the average value of all spectra
for a given absorption edge. The influence of this fixed value was studied in subsequent
tests.
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Figure 5.4: Uncertainties of force constants in (In,Ga)As. The In–As and Ga–As ef-
fective bond stretching force constants obtained from more than 150 fits per sample and
absorption edge, testing different analysis settings and parameters, are plotted as a func-
tion of the fit quality parameter R. The thick line shows the force constant obtained from
one particular setting which gave good fit results for all samples at one absorption edge.
The lines indicate the minimum and maximum values as estimated from the whole set of
tests.
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5.2.3 Effect of different parameter settings
As is visible in Fig. 5.4, nearly all variations of the bond-stretching force constants de-
termined by different fits of one sample stayed within the individual fit error bars. An
undulation when varying the upper bound of the Fourier transformation window (kmax),
potentially stemming from the leaking of higher shell contributions [111], was visible
only for InAs. However, the amplitude is much smaller than the individual fit uncertain-
ties. The edge step ratio used for correction of the distortion caused by the Hf L2 edge
has significant influence on the force constants determined. Restriction of the edge step
ratio values to within double the uncertainties given in Tab. 5.1 confines the variations to
the size of the individual fit uncertainties. In Fig. 5.4 fits from analysis settings using edge
step ratios farther away are not shown.
5.3 Element-specific effective bond-stretching force
constants
For both alloy systems the element-specific bond lengths, as depicted in Fig. 5.5, show
good agreement with the values found in the literature [25, 29, 39]. The uncertainties
were determined as described above for the bond stretching force constants and are mostly
smaller than or similar to the size of the symbols. The figures C.6 and C.7 showing the
summary of all test results for the bond lengths can be found in appendix C.4. While the
determination of the alloy bond lengths was not the focus of this work, reasonable bond
length values are demanded to prove the reliability of the path fitting model. This is con-
firmed in Fig. 5.5 where especially the change of the bond lengths with alloy composition
reported in the literature is well reproduced by the present study while small differences
in the absolute values may easily stem from different choices of the analysis settings and
path parametrisation.
The element-specific effective bond-stretching force constants determined for (In,Ga)P
and (In,Ga)As are summarised in Tabs. 5.2 and 5.3 and plotted in Fig. 5.6. For GaAs and
InP, the values of 111 N m−1 and 105 N m−1, respectively, are in excellent agreement with
previous EXAFS studies reporting 112 N m−1 [33] and 107 N m−1 [31]. The force constants
determined from elastic constants [5] (open symbols in Fig. 5.6) are 10 to 20 % larger than
the EXAFS force constants. This behaviour is known from the literature [4, 31, 33] and
might result from the fact that elastic constants characterise the static response to stress
and strain while temperature-dependent EXAFS measures dynamic properties.
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Figure 5.5: Composition dependence of bond lengths. a, The bond lengths determined
for (In,Ga)P at 18 K (full symbols) are slightly larger than the literature values at 20 K [29,
39] (open symbols). b, The bond lengths of (In,Ga)As at 62 K (full symbols) agree well
with the literature values at 77 K [25] (open symbols). The solid lines are the linear curves
best fitting the literature data.
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Figure 5.6: Composition dependence of bond stretching force constants. The
element-specific bond stretching force constants (solid symbols) are shown as a func-
tion of composition for a, (In,Ga)P, and b, (In,Ga)As. The force constants 3α calculated
from elastic constants [5] (open symbols) are shown for comparison. Theoretical predic-
tions for the force constants in (In,Ga)P [78] are added as stars in panel a. Theoretical
predictions for ternary (In,Ga)As [98] are plotted as solid lines in panel b.
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Table 5.2: Element-specific effective bond stretching force constants in (In,Ga)P. All
values are given in N m−1. Best, minimum and maximum values refer to the thick and
thin lines in Fig. 5.2, respectively.
kGa−P kIn−P
best min max best min max
GaP 127 123 132 - - -
In0.36Ga0.64P 118 113 124 115 107 121
In0.51Ga0.49P 114 109 119 112 104 119
In0.71Ga0.29P 107 102 112 112 105 120
InP - - - 105 100 110
Table 5.3: Element-specific effective bond stretching force constants in (In,Ga)As.
All values are given in N m−1. Best, minimum and maximum values refer to the thick and
thin lines in Fig. 5.4, respectively.
kGa−As kIn−As
best min max best min max
GaAs 111 105 117 - - -
In0.30Ga0.70As 98 93 104 115 111 118
In0.48Ga0.52As 103 95 108 114 112 117
In0.66Ga0.34As 95 89 103 112 108 115
InAs - - - 90 87 93
5.4 Composition dependence of bond-stretching force
constants
It is important to note, that all bond stretching force constants experimentally accessible
are effective bond stretching force constants describing the bond embedded in the crys-
tal. Therefore, a change of the effective force constant can be caused by a variation of
the intrinsic properties of the bond or by a differing embedding. Additionally, while the
intrinsic force constants of an isolated bond are identical whether describing a static or
a dynamic response, the interaction of a matrix with an embedded bond may differ sub-
stantially for the two cases. Temperature-dependent EXAFS measurements therefore yield
effective force constants describing the dynamic (vibrational) properties of the material.
In this section, the composition dependence of EXAFS bond-stretching force constants
and possible explanations for the trends observed are discussed. The most obvious refer-
ence points for the bond-stretching force constants in ternary alloys are the force constants
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of their binary parent materials. Therefore, the behaviour of the force constants in tern-
ary alloys with respect to the binary values and their difference is detailed in subsection
5.4.1. Subsequently, the relationship between bond strength and bond length is studied in
section 5.4.2 by comparing the composition dependence of EXAFS bond-stretching force
constants to the bond-length dependence of elastic force constants determined in binary
compounds. However, elastic force constants describe a static property of the material.
Therefore, some effects which might influence the composition dependence of EXAFS
force constants (for example stemming from the mass disorder) can not occur for elastic
constants.
To gain insight into these dynamic effects, the behaviour of the EXAFS bond-stretching
force constants is compared to trends observed for TO phonon mode frequencies in sec-
tion 5.4.3. Facilitating this comparison, the force constants are converted to Einstein
vibrational frequencies. A direct analogy between these Einstein vibrational frequencies
and the TO phonon mode frequencies determined with Raman spectroscopy is the use
of a Grüneisen parameter to describe their bond-length dependence. The idea of a bond
Grüneisen parameter characterising the bond-length dependence of Einstein vibrational
frequencies is used in section 5.4.4 to compare the composition dependence observed for
ternary alloys to the effect of hydrostatic pressure reported in the literature. In the course
of the discussion, coupling between the vibrations of the different bond species emerges
to influence some bond species. The effect is difficult to quantise, but some qualitative
explanatory approaches are studied in section 5.4.5. A short summary of the discussion
is given in section 5.4.6.
5.4.1 Bond-strength inversion
The bond stretching force constants of all four bond species show a marked dependence
on composition. For Ga–P, In–P, and Ga–As, they show reasonable agreement with the
linear interpolation of the binary values (black dashed lines in Fig. 5.6). In contrast, the
In–As force constants exhibit a drastic and clearly non-linear composition dependence.
Consequently, the effective element-specific bond-stretching force constants of ternary
(In,Ga)As in Fig. 5.6b show a remarkable bond strength inversion, where the originally
stiffer bond in the binary material becomes the softer bond in the alloy, and vice versa.
Such an inversion was predicted for (In,Ga)P by a generalised VFF model fitted to ab
initio calculated formation energies [78] and is plotted in Fig. 5.6a as stars. However, the
EXAFS data of (In,Ga)P exhibits a less pronounced composition dependence, compared
to the theoretical prediction, so that no bond strength inversion is observed. Since the
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focus of that theoretical work was on the formation energies of the alloys rather than their
force constants [78], no explanation is given for this drastic composition dependence.
The difference to the EXAFS data might also be due to the VFF model describing static
behaviour.
A simple condition for the inversion to occur is that the composition dependence of
the force constants is large, while the difference for the binary parent materials remains
relatively small. This is, of course, just a generic description with little predictive power,
since the composition dependence of force constants needs to be known and might be
directly related to the bond strength difference of the binary materials.
5.4.2 Comparison between bond-stretching force constants, elastic
force constants, and ab initio calculations
Since the elastic force constants of binary zinc-blende compounds show a clear depend-
ence on the bond length [60] (see section 3.2.1 and Fig. 3.2) it stands to reason to depict
the element-specific bond-stretching force constants as a function of bond length r. This
is done in Fig. 5.7a. The binary values (full symbols) are well described by a r−3 depend-
ence (solid black line) similar to the empirical law for elastic force constants. In contrast,
the ternary force constants show a much stronger bond length dependence.
The bond strengths of both bond species in turn determine the bond lengths which are
exhibited in the alloy system [4, 113]. This can lead to small deviations of the lattice con-
stant from the linear interpolation between the binary values (Vegard’s law), if the bond-
stretching force constants of the two bond species present in the material are considerably
different [51]. Hence, one would expect a small upward bowing of the lattice constant
as a function of composition for (In,Ga)As, while no bowing is expected for (In,Ga)P.
Such a bowing for (In,Ga)As was reported from molecular dynamics calculations [51]
and density functional theory (DFT) calculations [114]. However, other calculations re-
port downward bowing [52] or no bowing [115]. Experimental studies detected no bowing
within measurement uncertainty [116, 117]. Consequently, the composition dependence
of lattice constants can not be used to confirm the relation of the element-specific effect-
ive bond-stretching force constants determined in this work. Nevertheless, an overview
of existing theoretical and experimental studies covering the deviation of lattice constants
from Vegard’s law in III-V and II-VI semiconductor alloys can be found in appendix A.
For ternary (In,Ga)As exists an ab initio finite-displacements calculation [98], where a
linear relationship between the bond stretching force constant of an individual bond with
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Figure 5.7: Bond length dependence of force constants and vibrational frequencies.
a, The bond stretching force constants of the binary materials (solid symbols) decrease
with increasing bond length. The data is well described by a r−3-dependence (black line).
The ternary materials (open symbols) show a clear deviation from this best fitting line.
Theoretical predictions for bond stretching force constants in (In,Ga)As [98] are added as
blue and red dashed lines. b, The change of the Einstein frequency as a function of the
change in bond lengths is depicted using the respective ratios to the binary values r0 and
ν0. From pressure-dependent EXAFS measurements of CdTe a linear dependence of the
bond Grüneisen parameter from the bond length was reported [8]. The solid black line
then results from the assumption, that this linear relationship is valid for both elongation
and compression of the bond. The dashed lines indicate the slope of the dashed lines in a.
its individual bond length is found. The relationship is identical for In0.19Ga0.81As and
In0.81Ga0.19As [98]. Using the linear interpolated average element-specific bond lengths
given in Fig. 5.5, the resulting composition dependence is plotted in Fig. 5.6b as solid
lines. The agreement is good for the Ga–As bond and reasonable for the In–As bond in
the ternary alloy. The value for InAs does not fit on this line, which is also visible in
Fig. 5.7a where the proposed bond-length dependence is added as coloured dashed lines.
The strong difference between InAs and the ternary materials is not easily explainable.
The calculation was only done for ternary alloys [98] but the average In–As bond length
in InAs is within the range of individual bond lengths in the alloys studied there. This
indicates that the vibrational behaviour can differ substantially between binary and ternary
materials.
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Figure 5.8: Composition dependence of vibrational frequencies. The element-specific
Einstein vibrational frequencies (solid symbols) are shown as a function of composition
for a, (In,Ga)P, and b, (In,Ga)As. The coloured dashed lines show the assumption of lin-
early changing force constants (black dashed lines in Fig. 5.6). The Raman TO frequencies
as generated from the MREI scheme [92, 93, 118] are added for comparison as solid lines.
5.4.3 Comparison between Einstein vibrational frequencies and TO
phonon mode frequencies
The discussion up to now focused on the change of the intrinsic properties of the bond
itself. It is, however, possible that part of the change in effective force constants is caused
by the alteration of the bonds surroundings leading to a change of the collective vibrational
behaviour. To compare the EXAFS results to other measures of such collective vibrations
like Raman and IR spectroscopy, it is useful to calculate the Einstein vibrational frequen-
cies from the bond stretching force constants as detailed in section 2.3.3. The resulting
vibrational frequencies in (In,Ga)P and (In,Ga)As are plotted in Fig. 5.8. Since the con-
version depends on the reduced mass of the bond, different bonds with the same bond
stretching force constants may exhibit different vibrational frequencies. This is visible for
(In,Ga)P, where the force constants of Ga–P and In–P bonds in Fig. 5.6a are very similar
for a given composition, while the Einstein frequencies in Fig. 5.8a differ considerably.
Similarly, the black dashed lines describing linearly changing force constants in Fig. 5.6
transform to the element-specific colored dashed lines in Fig. 5.8.
For comparison the dominant Raman TO mode frequency of (In,Ga)P [93, 118], show-
ing one-mode behaviour, and both bond-specific Raman TO mode frequencies of (In,Ga)As
[92, 93], showing two-mode behaviour, are shown as solid lines. The comparison of this
single mode phonon frequencies with the Einstein vibrational frequencies requires great
care, since the Einstein frequency is a weighted average over the whole phonon spectrum,
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Figure 5.9: Calculated phonon density of states in GaAs [119] and InAs [87]. As
common for III-V semiconductors, the phonon densities for GaAs and InAs show pro-
nounced contributions from optical modes. The Brillouin zone center TO phonon mode
frequency indicated by the dashed line roughly matches the maximum in phonon dens-
ity of states for both compounds. The Einstein vibrational frequencies determined with
EXAFS are marked by the solid lines.
therefore including optical as well as acoustic phonon modes over the complete Brillouin
zone. Consequently, the Raman TO mode frequencies in Fig. 5.8 are larger than the Ein-
stein vibrational frequencies. As an example, the phonon densities of states for GaAs
and InAs, together with the Einstein vibrational frequencies and the TO phonon mode
frequencies, are depicted in Fig. 5.9.
Additionally, the element-specific Einstein vibrational frequencies of (In,Ga)P differ
from each other, while the TO phonon modes show one-mode behaviour, and the element-
specific Einstein vibrational frequencies of (In,Ga)As are nearly equal despite the two-
mode behaviour visible for the TO phonon modes. Concerning the composition depend-
ence, the fact, that all frequencies decrease with increasing In content, is almost the only
agreement between Einstein vibrational frequencies and TO phonon mode frequencies.
Due to their fundamentally different nature, only some of the effects observable in the
composition dependence of Raman mode frequencies described in section 3.2.2 apply to
Einstein vibrational frequencies. For the description of the Raman mode behaviour, the
bond-length dependence according to the Grüneisen relation and the phonon localisation
when approaching the dilute limit of one bond species [92, 93, 97] are important. Addi-
tionally, mode coupling might occur [92].
Phonon localisation effects in Raman measurements of semiconductor alloys arise due
to the broadening of the phonon mode in reciprocal space in response to its spatial confine-
ment in real space [97]. This mechanism does not apply to Einstein vibrational frequen-
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cies which always contain contributions from the whole reciprocal space, but other mech-
anisms may change the relative vibration of neighbouring atoms detected by temperature-
dependent EXAFS. For instance, the movement of one bonding partner could get restricted
if other neighbours of this atom can not oscillate with the frequency of the bond under con-
sideration due to a large difference in the reduced mass or bond-stretching force constant
of the different bond species [120]. However, whether localisation effects are decisive for
the composition dependence of Einstein vibrational frequencies can not be established at
this point.
5.4.4 Application of the Grüneisen relation to Einstein vibrational
frequencies
The bond-length dependence of Raman mode frequencies is described by the Grüneisen
relation, where a mode specific, bond-length independent Grüneisen parameter is the pro-
portionality factor between bond-length change and frequency change [92, 93]. There-
fore, single mode frequencies show a linear dependence on the bond length of the mater-
ial. The Grüneisen relation can also be applied to Einstein vibrational frequencies with the
difference, that the bond Grüneisen parameter is bond-length dependent, as was reported
in a pressure-dependent EXAFS study of CdTe [8]. There, the bond Grüneisen parameter
increases linearly with increasing bond length ratio. To study the relationship between
frequency changes and bond length changes, the frequency ratio and bond-length ratio
related to the respective binary values are plotted in Fig. 5.7b.
For Zn(Se,Te), there exists a temperature-dependent EXAFS study [7], where the alloys
were investigated over the whole compositional range. The measurements were carried
out in transmission mode in the temperature range from 10 K to 300 K using powder
samples diluted with cellulose and BN [7]. The temperature dependence of the variance
of the distance distribution was fitted using a harmonic correlated Einstein model and the
Einstein vibrational frequencies for the Zn–Se and Zn–Te bonds are reported to vary al-
most linearly between the binary values [7]. However, no numerical values are given.
Therefore, the element-specific effective bond-stretching force constants of Zn(Se,Te)
were extracted from Fig. 4 in [7], which shows the fitted temperature-dependence of the
variance. The values plotted for the Zn–Se and Zn–Te bond in Fig. 5.7b thus miss the
errorbars. No other temperature-dependent EXAFS studies of ternary zinc-blende alloys
could be found in the literature.
It is conspicuous, that most data points in Fig. 5.7b form one common curve, excep-
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tions being the In–As and the Zn–Se bond. Strikingly, pressure-dependent EXAFS meas-
urements of CdTe [8] (solid black line) yield the exact same relationship between the
two ratios. The similarity between the effect of alloying and application of hydrostatic
pressure indicates, that the response of the bond to a bond length change forced by its
surrounding does not depend on the cause of this external stress. A large part of the com-
position dependence of bond-stretching force constants is therefore caused by this forced
change of the bond length.
The deviations visible for In–As and Zn–Se stem mostly from the difference between
the binary material and the ternary alloy nearest to it in composition. In contrast, the
differences between the ternary alloys are in agreement with the slope of the CdTe curve.
This behaviour is similar to the one discussed previously concerning the comparison with
ab initio finite displacement calculations [98] and could hint at an effect of the percola-
tion threshold at 19 % minority bonds described in section 3.2.2. While the percolation
threshold known from Raman measurements [93] is visible in the properties of the minor-
ity bond species, the interconnected nature of vibrational properties could make it pos-
sible that the properties of the majority bond species are affected, too. This is especially
true, since the most probable cause of the deviation from the common curve in the case
of In–As and Zn–Se are coupling effects between both bond species as discussed in the
following section.
5.4.5 Influence of coupling effects
Hints for the importance of coupling effects can be seen in the overview of bond-stretching
force constants and Einstein vibrational frequencies presented in Fig. 5.10. For (In,Ga)P
the force constants vary continuously between the binary values and the Einstein vibra-
tional frequencies differ between the two bond species. In contrast, for (In,Ga)As and
Zn(Se,Te), the force constants lie apart from each other, while the vibrational frequencies
change smoothly. Possibly, the vibrations of both constituting bond species are coupled
for (In,Ga)As and Zn(Se,Te) aligning the respective frequencies whereas the vibrational
frequencies in (In,Ga)P are not significantly affected by coupling effects. Since the differ-
ence in the Einstein frequencies of the binary compounds is larger for (In,Ga)As than for
Zn(Se,Te) (approximately 1.5 THz compared to approximately 1.0 THz), the frequency
shift caused by coupling is expected to be more pronounced in (In,Ga)As compared to
Zn(Se,Te). This is indeed seen comparing the deviations visible in Fig. 5.7b.
To explain the differing behaviour the phonon dispersion curves of the binary materials
can be used. If there exists a frequency gap between the optical and acoustic phonon
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Figure 5.10: Element-specific effective bond-stretching force constants and deduced
Einstein vibrational frequencies in semiconductor alloys. a-c, The bond-stretching
force constants of (In,Ga)P, (In,Ga)As, and Zn(Se,Te) [7] are depicted as a function of the
In or Te content, respectively. d-f, The Einstein vibrational frequencies were calculated
from the force constants using the reduced mass of the bond. The black dashed lines
depict the linear interpolations between the binary values.
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Table 5.4: Properties of bonds. The bond length given is the natural bond length [4]
exhibited in the binary material. The reduced mass and atom mass ratio of the bond was
calculated from the atomic weights [1]. The EXAFS bond-stretching force constants for
Zn–Se and Zn–Te are taken from the literature [7].
bond
species
bond
length [4]
(Å)
reduced
mass [1]
(amu)
atom mass
ratio [1]
force
constant
(N m−1)
TO mode
frequency
[1] (THz)
Phillips
ionicity
[1]
Ga–P 2.360 21.45 2.25 127 10.95 0.327
In–P 2.541 24.39 3.71 105 9.13 0.421
Ga–As 2.448 36.11 1.07 111 8.00 0.310
In–As 2.623 45.34 1.53 90 6.58 0.357
Zn–Se 2.455 35.77 1.21 88 6.15 0.630
Zn–Te 2.643 43.23 1.95 76 5.43 0.609
modes of the stiffer bond species, the optical modes of the softer bond may lie within this
gap and no coupling can occur between the optical modes. This is the case for (In,Ga)P,
because GaP exhibits a frequency gap of more than 2 THz [85]. If the frequency gap is
small or non-existent, as for GaAs [86, 88] and ZnSe [88], the phonon dispersions of
the binary materials overlap, leading to the coupling of the vibrations of different bond
species in (In,Ga)As and Zn(Se,Te). Since the development of a frequency gap in the
binary material is related to the difference in atomic mass of its constituents, the mass
ratio of the atoms forming the stiffer bond in the alloy may serve as a rough estimate
whether coupling effects need to be considered. An overview of some properties of the
bond species studied here, including the mass ratio, is given in Tab. 5.4.
In Fig. 5.10 it seems that in (In,Ga)As the frequency of the In–As bond is shifted up to
the Ga–As frequency, while in Zn(Se,Te) the frequency of the Zn–Se bond is shifted down
to match the Zn–Te frequency. The common Einstein vibrational frequency in (In,Ga)As
is by trend higher than the linear interpolation of the binary values (black dashed line in
Fig. 5.10), whereas it is smaller than the interpolated value in Zn(Se,Te). This impression
is confirmed by the fact, that the In–As bond lies above the common curve in Fig. 5.7b,
while the Zn–Se bond lies below.
At first sight, the finding that the frequency shift is visible for the longer In–As bond
in (In,Ga)As and for the shorter Zn–Se bond in Zn(Se,Te) is startling. In Tab. 5.4 some
properties possibly related to the vibrational properties are listed. The natural bond length,
the bond strength, and the reduced mass of a bond in the binary material are directly
related [1] as is shown in Fig. 3.2. The mass ratio of the atoms sharing a bond may
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be important in the decision whether coupling occurs in an alloy as discussed above.
However, comparing the two bond species in either Zn(Se,Te) or (In,Ga)As, the Zn–Se
bond has a ratio nearer to one, while the In–As bond possesses a mass ratio farther from
one. Therefore, the mass ratio does not seem to decide which bond species experiences a
frequency shift.
From the properties in Tab. 5.4, only the Phillips ionicity remains as a candidate for a
prediction which Einstein vibrational frequency is shifted if coupling occurs. In–As and
Zn–Se are both the more ionic bond species in their respective alloy. This means, that the
bond is less directional and less localised [112]. This may also lead to a less defined value
of the force constant, which would explain, why the frequency of the more ionic bond
shifts, while the frequency of the less ionic bond is unaffected.
5.4.6 Composition dependence of bond-stretching force constants in
ternary alloys
In conclusion, the ternary zinc-blende semiconductors studied in this work show a pro-
nounced composition dependence of the element-specific effective bond-stretching force
constants and Einstein vibrational frequencies. In the case of (In,Ga)As there even is a
bond-strength inversion with respect to the binary parent materials visible, i.e. the softer
bond comparing the binary compounds is the stronger bond in the alloy and vice versa.
Major parts of this composition dependence can be attributed to the bond length change
experienced by the bonds in the ternary alloy, in direct analogy to the effects in CdTe un-
der hydrostatic pressure. This indicates, that localisation effects and charge redistributions
due to the replacement of atoms are negligible in the explanation of the basic composition
dependence of bond-stretching force constants in ternary zinc-blende alloys. The most
probable cause of remaining discrepancies are coupling effects between the vibrational
frequencies of both bond species constituting the alloy.
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Beside the vibrations parallel to the bond discussed in the previous chapter, the compar-
ison of bond lengths determined by EXAFS with the mean distance between lattice sites
known from XRD or optical interferometry measurements, enables the investigation of
vibrations perpendicular to the bond direction in binary compound semiconductors as
described in section 2.3.3. A comprehensive set of temperature-dependent EXAFS data
from III-V compound semiconductors can therefore provide insight into the connection
between fundamental material properties, like the mass ratio and the ionicity of the bond,
and the vibrational anisotropy thought to be related to the NTE observed for many mater-
ials with zinc-blende structure [24]. Such a systematic comparison is not possible using
only literature data, since the analysis procedure, for example whether the harmonic or
the anharmonic correlated Einstein model is used (see sections 5.1.2 and 6.2.2), has a
significant impact on the results. The consistent analysis of the current dataset is there-
fore the foundation of a substantiated discussion of the uncertainties and limitations in the
determination of force constants from temperature-dependent EXAFS measurements.
6.1 Analysis of binary compound data
6.1.1 Sample overview
Samples were measured at the Hamburger Synchrotronstrahlungslabor (HASYLAB), at the
Swiss Light Source (SLS), at the Photon Factory (PF), and at the Australian Synchrotron
(AS) as described in sections 4.3 to 4.5. An overview is given in Tab. 6.1. The datasets
measured at PF and AS were already aligned, but were subjected to the normal calibration
and alignment procedure as detailed in section 4.6, to rule out differences between the
datasets arising due to different alignment routines. Where reference data was available,
this was used for alignment, otherwise the sample spectra were used.
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Table 6.1: Sample overview. The measurement mode was either transmission (T) or
fluorescence (F) mode.
sample name facility measurement
year
measurement
mode
comments
InPHASYLAB HASYLAB 2012 T
InPPF PF 2007 T same data as in [31]
InAsSLS SLS 2015 F
InSbSLS SLS 2015 F
GaPHASYLAB HASYLAB 2012 T
GaPAS1 AS 2010 T
GaPAS2 AS 2011 T
GaAsSLS SLS 2014 F
GaAsAS1 AS 2009 T
GaAsAS2 AS 2011 T
GaSbSLS SLS 2014 F
GaSbAS1 AS 2010 T
GaSbAS2 AS 2011 T
6.1.2 Parametrisation of the scattering paths
For the model based on the zinc-blende structure, either the first twelve or only the first
scattering path(s) were/was used. The lattice constants were taken from the literature [4].
The amplitude reduction factor S 20 and the energy offset E0 were varied freely per sample.
The Einstein model for the variance, the asymmetry parameter and kurtosis parameter
contained all anharmonic terms given in the literature [47] as implemented in the analysis
scripts (see appendix C.1). They are determined by the parameters of the effective pair
potential, namely the bond-stretching force constant k||=k0, the cubic force constant k3,
and the quartic force constant k4 (see section 2.3.3). All cumulant formulas used neglect
cross-correlation between parallel and perpendicular vibrations [47].
When using only the first scattering path, the analysis of the In-edge measurements
showed a clear oscillatory dependence on the higher end of the Fourier-transform window
(kmax), indicating significant leaking of higher shell contributions into the first shell signal
[111]. Therefore, all subsequent analysis of the In-edge spectra used the twelve-path
model (see sec. 4.6). The higher-shell leakage effect was less pronounced for the Ga-edge
data. Because of this, Ga-edge data analysis was done using both the single-path and the
twelve-path model.
From the temperature-dependent bond lengths REXAFS determined in the fits, the vari-
ance of the distribution of displacements perpendicular to the bond direction ⟨∆u2⊥⟩ can
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be extracted using eq. 2.14. The necessary mean distances between lattice sites RC are
known from XRD measurements (GaP, InP, GaAs, and InAs) [121] or linear thermal ex-
pansion measurements of single crystals by optical interferometry (GaSb and InSb) [122,
123]. The temperature dependence of ⟨∆u2⊥⟩ was fitted by a harmonic correlated Einstein
model [4, 34] via a bond-bending force constant and a static contribution to the variance
using the curve_fit function of python.numpy. In this approach, neither the uncertain-
ties of the bond lengths REXAFS nor their correlations with each other and with additional
parameters are propagated to the bond-bending force constants determined. However, the
alternative of restricting the bond lengths in the first fit (Larch fit of the spectrum) to the
harmonic correlated Einstein model needs an unpractical amount of computation time.
An additional possibility not reliant on literature thermal expansion data is the use
of the anharmonic correlated Einstein model to calculate the temperature dependence of
the mean distance of lattice sites from the effective pair potential [47]. The EXAFS first
cumulant (bond length) can then be parameterised using the thermal expansion described
by the potential parameters of the parallel vibrations (k0,k3, and k4) and the additional
contributions by perpendicular vibrations. Unfortunately, fits realising this approach are
computationally expensive and partially unstable thus severely limiting the applicability
of this approach. A limited number of tests was performed for both of these all-in-one
fit approaches. The effective bond-bending force constant could be expected to depend
on the parametrisation of the bond length change. The values obtained from the all-
in-one fits show reasonable agreement with the effective bond-bending force constants
of the two-subsequent fits approach, for the samples where the fit results are within the
range physically possible. While the Larch fitting routine reports significant correlations
between the bond-bending force constant and the bond-stretching force constant, the all-
in-one fits yield effective bond-stretching force constants in good agreement with the two-
fits approach for almost all samples. The results for the effective bond-stretching force
constants are therefore independent of the parametrisation of the bond lengths.
6.1.3 Challenges during data analysis
In contrast to the ternary (In,Ga)As data (see sec. 5.2.1), the Hf L2 edge and its whiteline
where barely visible for the binary Ga-containing compounds measured at SLS. Therefore,
a correction of the distortion caused by the Hf L2 edge was not necessary.
Some samples yield unreasonable amplitude reduction factors. This applies to GaPAS2,
GaAsAS2, and GaSbSLS, with amplitude reduction factors of 2.15 ± 0.05, 1.50 ± 0.03, and
0.43 ± 0.03, respectively. Both fits of individual spectra and fits of the temperature series
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yield these values. They are further confirmed by individual fits using the quick first
shell fit tool of Artemis [124]. Amplitude reduction factors can also be determined by
setting fixed values in a wide range and performing fits with different kweight parameters
[125]. Since parts of the fit results are physically meaningful parameters and should not
depend on the kweight used, the fit results for these parameters should not differ comparing
different kweight values for the true value of the amplitude reduction factor [125]. Using
the first-nearest neighbour (1NN) bond-stretching force constant and the static contribution
to the variance of the 1NN distance distribution as decisive result values, the amplitude
reduction factors previously determined were affirmed. For GaSbSLS the Booth algorithm
implemented in Athena [124] was used to rule out the distortion of the spectra by over-
absorption effects (see also appendix C.6).
It is well known, that the amplitude reduction factor depends on the absorbing atom as
well as the crystal structure of the material [126]. Since many experimental effects, like
higher harmonics of the monochromator (see section 2.2.1) or detector nonlinearities, also
influence the amplitude reduction factor, it may also differ for different beamlines [36].
For the current dataset it can be seen, that measurements at the In-K edge yield higher
amplitude reduction factors than measurements at the Ga-K edge. This is consistent with
reports of the amplitude reduction factor as a function of the atomic number of the absorb-
ing atom [126], where the values for atomic numbers around 49 (In) are approximately
20 % higher than the values for atomic numbers around 31 (Ga). Comparing the different
beamlines, measurements at the AS from 2011 yield the highest values followed by meas-
urements at the AS before 2011, measurements at HASYLAB and the PF. Measurements at
the SLS yield the lowest amplitude reduction factors. Despite the fact, that all materials
studied here exhibit the same crystal structure, the phosphides are characterised by higher
amplitude reduction factors than the arsenides, which in turn yield higher values than the
antimonides. Given this systematic, the problematic samples are those combining ma-
terials that give high amplitude reduction factors with a beamline yielding high values
(GaP and GaAs at AS in 2011), or a material giving a low amplitude reduction factor
with a beamline yielding low values (GaSb at SLS). However, the reason for the stark
differences is unclear.
Additionally to the problematic amplitude reduction factors, for all three of the prob-
lematic samples, the parameter values determined in the fits of the temperature series are
marked by large individual-fit uncertainties, large deviations between individual fits, and
partially unreasonable values. The data of GaPAS2,GaAsAS2, and GaSbSLS was therefore
discarded.
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6.2 Bond-stretching force constants and pair potential
parameters
The accumulated individual fit results for the effective bond-stretching force constants
in all remaining samples are shown in Figs. 6.1 and 6.2, for the Ga-containing and In-
containing samples, respectively. Compared to the study of the composition dependence
(see Fig. 5.2 and Fig. 5.4), the variations are larger. This can be attributed to the more com-
plex model, including higher anharmonic contributions and, compared to the (In,Ga)As
analysis, more scattering paths.
6.2.1 Correlations between potential parameters
The analysis of the fit results of the complete set of tests reveal a significant mathematical
correlation between the parameters of the effective pair potential for a given material.
Since the physical property is the effective pair potential, this could mean either that the
same form of the potential can be reached through different parameter combinations, or
that the data quality is not sufficient to distinguish between the different potential forms.
An example of the correlation between k0 and k3, and k0 and k4 can be seen for one GaP
and one InP sample in Figs. 6.3 and 6.4, respectively. Analog diagrams for the other
materials can be found in appendix C.5.
Most samples show an increase of the bond-stretching force constant with increasing
cubic force constant. The exceptions are both samples of GaSb, which exhibit very dif-
ferent patterns with large variations in the bond-stretching force constant. Together with
the chaotic behaviour of the bond-stretching force constant as a function of the fit quality
parameter visible for GaSbAS1 in Fig. 6.1, this may indicate that the results for GaSb are
rather unreliable. For the samples GaPHASYLAB, GaSbAS1, and InAsSLS a cluster of values
appears with negative k3 and large k4 (see Fig. 6.3). A negative cubic force constant k3
would lead to a negative thermal expansion coefficient in the high temperature limit [47].
While NTE is known to occur for zinc-blende materials, it is restricted to a temperature
range usually below 100 K [1]. Therefore, negative k3 are not physically reasonable. This
assessment is supported by the fact, that significantly negative k3 appear only sporadic-
ally in the tests for either very low or very high values of kmax (13 Å
−1
and 16 Å
−1
, re-
spectively). This implicates, that for GaPHASYLAB bond-stretching force constants below
120 N m−1, and for GaSbAS1 most values below 110 N m−1, should be ignored. The correl-
ation between the quartic force constant and the bond-stretching force constant is marked
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Figure 6.1: Uncertainties of the bond-stretching force constants in GaP, GaAs and
GaSb. The effective bond-stretching force constants resulting from more than 1500 fits
per sample are shown as a function of the fit quality parameter R. Smaller R factors
mean better fits. The error bars plotted are the uncertainties given for an individual fit
by the Larch fitting routine. Coloured symbols depict results from the two-fits approach,
employed for most of the analysis. The results from all-in-one fits using literature thermal
expansion data (open black symbols) or calculated temperature-dependent bond lengths
(solid black symbols) are shown for comparison. Thick and thin black lines refer to the
best, minimum and maximum force constant values given in Tab. 6.2.
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Figure 6.2: Uncertainties of the bond-stretching force constants in InP, InAs and
InSb. The effective bond-stretching force constants resulting from more than 2500 fits
per sample are shown as a function of the fit quality parameter R. The description is the
same as in Fig. 6.1.
by the existence of two or three branches where most of the fit results aggregate. This
characteristic is visible for most samples. The results for the effective bond-stretching
force constants considering both the trends with fit quality and the correlations with the
other potential parameters are summarised in Tab. 6.2. For their better evaluation, the
values are also added to Fig. 6.1 and Fig. 6.2 as black lines.
6.2.2 Comparison to elastic constants and Raman frequencies
The samples GaPHASYLAB, InPHASYLAB, GaAsSLS, and InAsSLS were already analysed as
parent materials of the ternary alloys (In,Ga)P and (In,Ga)As in chapter 5. However,
the analysis there included less terms of anharmonic contributions and for (In,Ga)As less
scattering paths due to the restrictions imposed by the analysis of the ternary alloys. The
bond-stretching force constants determined with higher anharmonic contributions are very
similar to the previous analysis for GaAs and InAs, but increase for GaP and InP, prob-
ably due to the anharmonic contributions as discussed in section 5.1.2. The difference
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Figure 6.3: Correlations between parameters of the 1NN interatomic potential for
GaP measured at HASYLAB. The bond-stretching force constant is shown as a function
of the cubic force constant (panel a) and as a function of the quartic force constant (panel
b). Coloured symbols depict results from the two-fits approach, employed for most of the
analysis. The results from all-in-one fits using literature thermal expansion data (open
black symbols) or calculated temperature-dependent bond lengths (solid black symbols)
are shown for comparison. The uncertainties of the parameter values were omitted for the
sake of clarity.
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Figure 6.4: Correlations between parameters of the 1NN interatomic potential for
InP measured at HASYLAB. The bond-stretching force constant is shown as a function
of the cubic force constant (panel a) and as a function of the quartic force constant (panel
b). Coloured symbols depict results from the two-fits approach, employed for most of the
analysis. The results from all-in-one fits using literature thermal expansion data (open
black symbols) or calculated temperature-dependent bond lengths (solid black symbols)
are shown for comparison. The uncertainties of the parameter values were omitted for the
sake of clarity.
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Table 6.2: Force constants in binary III-V materials. The final values determined for
the bond-stretching force constant, the bond-bending force constant, and the 2NN stretch-
ing force constant are shown together with their minimum and maximum reasonable val-
ues.
1NN k|| (N m−1) 1NN k⊥ (N m−1) 2NN k|| (N m−1)
best min max best min max best min max
InPHASYLAB 114 105 123 13 10 21 31 28 34
InPPF 112 107 117 22 18 30 31 28 34
InAsSLS 90 85 95 30 20 45 25 23 30
InSbSLS 90 86 96 14 7 22 25 21 32
GaPHASYLAB 135 120 150 30 20 40 42 40 44
GaPAS1 135 123 150 30 20 40 44 41 47
GaAsSLS 110 105 119 20 15 30 33 30 36
GaAsAS1 105 100 112 22 17 32 31 28 34
GaSbAS1 120 103 140 20 12 30 25 22 28
GaSbAS2 115 103 135 25 15 40 27 24 30
can be seen in Fig. 6.5a, where anharmonic and harmonic effective bond-stretching force
constants are depicted as solid and open symbols, respectively. That anharmonic contribu-
tions are important to a varying degree for different materials, could be related to different
cubic and quartic force constants. However, the cubic and quartic force constants of the
phosphides show no significant difference compared to the arsenides as is shown later in
section 6.2.3. Also, the same cubic force constant can have different effect depending on
the value of the bond-stretching force constant. The cause is, that a larger bond stretching
force constant (i.e. a larger Einstein vibrational frequency) shifts the onset of the rise in
variance to larger temperatures (see Fig. 2.6a). Since effects of anharmonicity can mostly
be seen above this critical temperature (see Fig. 2.6b), materials featuring smaller bond-
stretching force constants should, assuming the same range of measurement temperatures,
show larger differences between the harmonic and anharmonic correlated Einstein model.
This is, however, not the case for the comparison between phosphides and arsenides,
where the phosphides show the larger influence of anharmonic contributions despite their
larger bond-stretching force constants. Therefore, the reason for the different influence of
anharmonic contributions remains unclear.
Due to the shift in values of the bond-stretching force constants of GaP and InP when
using more anharmonic contributions, the bond-length dependence, which was well de-
scribed by a r−3 trend in Fig. 5.7a is now less defined, as can be seen in Fig. 6.5a. This
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effect is intensified by the values of GaSb and InSb. Thus, the bond-stretching force
constants show a bond-length dependence different from the trend observed for the force
parameters determined from elastic constants. In Fig. 6.5b the relation between the EXAFS
bond-stretching force constants and the elastic force constants 3α [6] is illustrated. While
the values of GaP, InP, GaAs, and InAs show a nearly linear relationship, the values of
GaSb and InSb deviate significantly from this trend, demonstrating the profound differ-
ence of the two measures of bond strength.
To explore the similarities to Raman TO mode frequencies, the Einstein vibrational
frequencies calculated from the bond-stretching force constants via the reduced mass of
the bond are plotted as a function of the inverse reduced mass in Fig. 6.5c. As discussed
in section 5.4.3, Einstein vibrational frequencies and TO phonon mode frequencies are
not directly comparable. Nevertheless, it is informative to compare the dependencies on
other material parameters. In agreement with the behaviour of TO phonon modes (see
Fig. 3.2b), the Einstein frequencies increase linearly with the inverse of the reduced mass
of the bond. Yet the values of the In-containing compounds all lie slightly below the best
fitting linear dependence, while the values of the Ga-containing compounds lie slightly
above it. Similarly, one could draw parallel lines through the P-containing, As-containing,
and Sb-containing compounds. Both effects could be explained by a dependence on the
ionicity of the bond (see Tab. 6.3). To confirm this, the difference between the Einstein
vibrational frequencies of the samples and the linear function assumed for the dependence
on the reduced mass were plotted as a function of ionicity. Only a slight adjustment of
the linear dependence in Fig. 6.5c from the solid black line to the dashed black line is
needed to gain the linear dependence on ionicity depicted in Fig. 6.5d. Therefore, the
Einstein vibrational frequencies in III-V compounds can be calculated to good accuracy
by a bilinear function of the inverse reduced mass µ (in amu−1) and the Phillips ionicity fi
of the bond as
ν||(µ, fi) = 4.1 + 170µ−1 − 6.6 fi. (6.1)
Such a relation including the ionicity of the bond is not visible for the TO phonon fre-
quencies, which are reasonably well described using the dependence on the reduced mass
of the bond [1]. The remaining discrepancies show no dependence on the ionicity. How-
ever, the relationship between bond-stretching and bond-bending parameters determined
from elastic constants, α and β, respectively, is reported to involve the factor (1 − fi) [5,
60]. It is therefore not surprising, that the Einstein vibrational frequency is related to the
ionicity of the bond.
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Figure 6.5: Bond-stretching force constants as a function of bond length and Ein-
stein vibrational frequencies as a function of the inverse reduced mass and the ion-
icity of the bond. Coloured symbols depict the values obtained in this work, while black
symbols show the literature data [31–33]. a, The EXAFS bond-stretching force constants
roughly decrease with increasing bond length. The r−3 dependence best fitting the col-
oured symbols is shown as solid black line. The harmonic force constants of GaP, InP,
GaAs, and InAs stemming from the analysis of the ternary alloys in chapter 5 are added
as open symbols without error bars. b, The EXAFS bond-stretching force constants are
depicted as a function of the elastic force constants 3α [6]. The solid black line indic-
ates the line of equality between both parameters. c, The Einstein vibrational frequencies
calculated from the bond-stretching force constants rise linearly with the inverse of the
reduced mass of the bond. The best fitting linear dependence is added as solid black line.
The dashed black line depicts the linear function optimised to yield a linear dependence
on ionicity in panel c. d, The difference of the Einstein frequencies to the dashed line in
panel c is plotted as a function of ionicity of the bond.
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Table 6.3: Properties of binary III-V materials. The reduced mass and atom mass ratio
of the bond was calculated from the atomic weights [1].
material lattice
constant [4]
(Å)
bond
length [4]
(Å)
Phillips
ionicity [1]
reduced
mass [1]
(amu)
atom mass
ratio [1]
GaP 5.451 2.360 0.327 21.45 2.25
GaAs 5.653 2.448 0.310 36.11 1.07
GaSb 6.096 2.640 0.261 44.34 1.75
InP 5.869 2.541 0.421 24.39 3.71
InAs 6.058 2.623 0.357 45.34 1.53
InSb 6.479 2.805 0.321 59.09 1.06
6.2.3 Cubic and quartic force constants
To study the cubic force constant k3 and the quartic force constant k4 independent of the
trends observed for the bond-stretching force constant k||, their values were plotted with
respect to k|| in Fig. 6.6. The values were determined from plots of the whole set of fits as
a function of the fit quality parameter.
Focusing on the values obtained in this work (coloured symbols), the only significant
trend visible is the decrease of k3/k|| with increasing bond length shown in panel a. In
particular, there is no clear trend with ionicity for both k3/k|| and k4/k||. This may indicate,
that the decrease of the cubic force constant with increasing ionicity reported before [33,
50] can be explained by an overall scaling factor to the potential equation 2.18 equally
effecting k||=k0, k3, and k4. However, taking into account the literature value for k3/k|| in
GaAs a slight increase with increasing Phillips ionicity could be seen, if the current values
of both GaP and GaAs are faulty. Hence, in the current state it is not possible to decide,
whether the bond length or the ionicity is the main parameter influencing the anisotropy
parameter k3/k||. Another option to study the anharmonicity of the effective pair potential
poses the skewness parameter k3/k||3/2 [50] . When plotting k3/k||3/2 instead of k3/k|| the
trends from Fig. 6.6 remain nearly unaltered.
6.2.4 Effective pair potential
While the bond-stretching force constant is the most intuitively comprehensible of the
potential parameters, the cubic and quartic force constants have significant impact on the
shape of the potential. The effective pair potential calculated from eq. 2.18 is plotted in
Fig. 6.7.
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Figure 6.6: Anharmonicity parameters. Coloured symbols depict the values obtained
in this work, while black symbols show the literature data for InP [31] and GaAs [33].
a-b, The ratio between cubic and bond-stretching force constant is plotted as a function
of bond length and Phillips ionicity of the bond. c-d, The ratio between quartic and bond-
stretching force constant is plotted as a function of bond length and Phillips ionicity of
the bond.
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Figure 6.7: Effective pair potential. For each fit a potential curve according to eq. 2.18
was drawn. The complete set of tests was restricted to the fits that yield a bond-stretching
force constant within the uncertainty interval given in Tab. 6.2 for the respective sample
and a non-negative cubic force constant. If more than one sample was measured for a
given material, the results of all samples were plotted together in one panel. For compar-
ison, the bond-stretching part of the Keating potential using the force parameters determ-
ined from elastic constants [5] and the 1NN bond-stretching contribution to the Vashishta
potential [127] used in molecular dynamics calculations [51, 65, 128, 129] are plotted as
dashed black lines and solid black lines, respectively.
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For all six materials studied, the potential is clearly asymmetric with higher values at
smaller bond lengths. This characteristic is not reproduced by the bond-stretching part
of the Keating potential calculated using the force parameters determined from elastic
constants [5] which is plotted as dashed black lines in Fig. 6.7. In contrast, the bond-
stretching part of the Vashishta potential [127] frequently used in molecular dynamics
calculations [51, 65, 128, 129] does show the correct asymmetry. The potential minimum
does not match the bond length expected from the lattice constant exactly, probably, be-
cause the potential was restricted to the interaction of one single bond. Therefore, only
differences with respect to the minimum are plotted in Fig. 6.7 as solid black line.
For GaP the agreement between the effective pair potential determined with EXAFS
and the Vashishta potential is very good. For GaAs, InP, InAs, and InSb, the Vashishta
potential yields values approximately two times larger than the EXAFS potential, while the
overall shape is very similar.
6.3 Bond-bending force constants and anisotropy
parameters
The bond-bending force constants determined from the set of fits shown in Fig. 6.1 and
Fig. 6.2 are summarised in Tab. 6.2. The overview of the individual results of the fits is
shown in appendix C.5. The bond-bending force constants were plotted as a function
of the fit quality parameter from the first (Larch spectrum) fit, while the fit quality of
the second (bond-length) fit was not considered. To test the influence of the literature
data of RC, fits were also carried out under the assumption of half or double the thermal
expansion compared to the literature [121–123]. In both cases, the overall distribution of
bond-bending force constants as a function of fit quality parameter stays the same, with
the force constant values shifted down by up to 10 % assuming half the thermal expansion
and shifted up by up to 25 % assuming double the thermal expansion. The samples which
show larger variations for a given thermal expansion, also show larger variations when
changing the assumption.
6.3.1 Trends in bond-bending force constants
In Fig. 6.8a the bond-bending force constants are plotted as a function of the bond length.
The values tend to decrease with increasing bond length and show reasonable agreement
with EXAFS bond-bending force constants found in the literature for GaAs [33] and InP
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Figure 6.8: Bond-bending force constants as a function of bond length and Einstein
vibrational frequencies as a function of the inverse reduced mass and the ionicity of
the bond. Coloured symbols depict the values obtained in this work, while black symbols
show the literature data [31, 33]. a, The EXAFS bond-bending force constants show no
clear bond-length dependence. The r−3 dependence best fitting the coloured symbols is
shown as solid black line. b, The EXAFS bond-bending force constants are compared
to the elastic force constant β. The solid black line indicates the linear function 3β. c,
The Einstein frequencies of vibrations perpendicular to the bond roughly increase with
increasing inverse of the reduced mass of the bond. The best fitting linear dependence
is added as solid black line. The dashed black line depicts the linear function optimised
to yield a linear dependence on ionicity in panel c. d, The difference of the Einstein
frequencies to the dashed line in panel c is plotted as a function of ionicity of the bond.
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[31]. For comparison the best fitting r−3 dependence is added as solid line, since such a
dependence was observed for the bond-bending force parameters stemming from meas-
urements of the elastic constants [60]. The EXAFS bond-bending force constants are in
rough agreement with such a trend, but, due to the large uncertainties, many functions
could be fitted to these values. The EXAFS bond-bending force constants are compared to
the elastic bond-bending parameters β determined from elastic constants [6] in Fig. 6.8b.
While the force constant kθ is defined by 2/3 β (see section 3.2.1), the EXAFS bond bend-
ing force constants k⊥ follow astonishingly well the relation 3β indicated by the black
solid line. The only exception is the value of InAs which is larger than expected from the
overall trend.
By analogy to the Einstein vibrational frequency of the parallel vibrations, the perpen-
dicular Einstein vibrational frequencies are plotted as a function of the inverse reduced
mass of the bond in Fig. 6.8c. As before, the frequencies increase roughly linear with in-
creasing inverse reduced mass. Similar to the parallel Einstein vibrational frequency, one
can alter the best fitting linear function (solid line) to explain the deviations by a linear
dependence on ionicity. The result is shown in Fig. 6.8d. Thus, the Einstein vibrational
frequency of vibrations perpendicular to the bond can be described by a bilinear function
of inverse reduced mass µ−1 (in amu−1) and Phillips ionicity fi as
ν⊥(µ, fi) = 2.5 + 95µ−1 − 6.9 fi. (6.2)
Again, the visible exception not fitting on this line is the value of InAs. Since the indi-
vidual fit values obtained for InAs show large variations as visible in appendix Fig. C.17c,
this deviation could be attributed to the fits being rather unstable with respect to the bond-
bending force constant.
6.3.2 Trends in anisotropy parameters
The anisotropy parameter is defined as the ratio between the bond-stretching and the
bond-bending force constant, ξ = k||/k⊥ [50]. Alternatively, one can study the parameter
ξ1/2, which describes the anisotropy with respect to the Einstein vibrational frequencies.
The results for both parameters are plotted in Fig. 6.9 as a function of different bond
properties. The values were calculated from the force constants given in Tab. 6.2, while
the uncertainties were estimated from plots of the single fit results against the fit quality
parameter, which can be found in appendix C.5 as Fig. C.18 and Fig. C.19. Keeping in
mind, that the value for InAs might be distorted by a false bond-bending force constant,
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Figure 6.9: Anisotropy parameters with respect to the force constants (ξ) and with
respect to the Einstein vibrational frequencies (ξ1/2). a, The anisotropy parameter ξ is
plotted as a function of bond length and compared to literature values of GaAs [33] and
InP [31]. b-d, The anisotropy parameter ξ1/2 is plotted against the inverse of the reduced
mass, ionicity, and mass ratio of the bond. Open black symbols depict the literature
values for GaAs [33], InP [31], Ge [101, 103], CdTe [24], CdSe [50, 100], and CuCl
[102] using the harmonic correlated Einstein model. The anisotropy parameter of CdTe
stemming from an analysis using anharmonic contributions [34] is given as solid black
symbol.
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the anisotropy slightly increases with increasing bond length and is constant as a function
of the reduced mass. To compare the anisotropy between IV, III-V, II-VI, and I-VII
materials plotting against the ionicity or the mass ratio of the bond can be used [50].
The literature values show an increase with ionicity and an increase with increasing mass
ratio. While the values determined here are consistent with such a trend, the uncertainties
are too large to reach a definite conclusion. In particular, this also precludes a meaningful
correlation of the anisotropy parameter with the strength of the NTE as originally intended.
The large uncertainties compared to the literature data are caused by several factors.
First, the inclusion of anharmonic contributions in the correlated Einstein model of the
vibrations parallel to the bond enhances the mathematical correlation between the para-
meters of the effective pair potential and decreases the stability of the fit as can be seen
from the analysis of the ternary alloys, where the higher anharmonic contributions even
preclude the fit from converging (see sections 5.1.2 and 5.2.2). Since in most of the
EXAFS studies found in the literature the harmonic correlated Einstein model is used to
describe the temperature dependence of the variance of the distance distribution, the force
constants and anisotropy parameters determined there are expected to exhibit somewhat
smaller uncertainties. The only exception is the literature value of CdTe [34], which
stems from an analysis including anharmonic contributions. However, no uncertainty for
the bond-stretching force constant is given there. While the harmonic approximation sig-
nificantly reduces the uncertainties, it also decreases the bond-stretching force constants
in some materials (CdTe [34], GaP, and InP), while other materials are unaffected (GaAs
and InAs). Therefore, a trend visible in the harmonic effective bond-stretching force con-
stants or derived properties like the anisotropy parameter, could stem either from a trend
in the force constants or from a trend in the shift caused by the harmonic approxima-
tion. Hence, one should avoid the harmonic approximation when comparing materials for
which different shifts might occur. This posed no problem for the analysis of the tern-
ary materials (see sections 5.1.2 and 5.2.2), since for a given dataset the shift induced by
the harmonic approximation is very similar (i.e. none for GaAs, (In,Ga)As, and InAs;
and approximately 10 N m−1 for GaP, (In,Ga)P, and InP). For the bond-bending force
constants, such effects should be negligible, since the potential describing perpendicular
vibrations is symmetric (see Fig. 2.5) and the major part of the anharmonic contributions
to the variance is caused by k3.
A second issue is the limited comparability of measurements performed at different
facilities. In a homogeneous dataset stemming from one beamline and ideally from the
same beamtime, trends between the samples can be detected, even if the uncertainty of
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the absolute values is large. In contrast, measurements performed at different beamlines
may be subjected to very different experimental conditions, restricting comparisons to the
absolute values without the possibility of evaluating more precise relative trends. The
measurement of the current dataset was optimised for maximum comparability in the
analysis of the ternary alloys and in fact precise trends could be detected in the element-
specific effective bond-stretching force constants of (In,Ga)P and (In,Ga)As (see chapter
5). As a result the measurements of the different binary materials are less homogeneous,
since they were measured in the beamtimes of the corresponding ternary alloys. Addition-
ally, some data from previous measurements was provided by Mark Ridgway, Australian
National University. To account for the resulting experimental differences, a very high
number of tests was performed to reliably specify the force constants and to guarantee
that differences between the materials show true physical properties.
While it is desirable, to measure all samples of interest in one beamtime (e.g. all
(In,Ga)P alloys plus InP and GaP), this approach poses the problem, that the time avail-
able for the measurement of each sample decreases compared to the thorough investig-
ation of only one or very few samples per beamtime as performed in studies found in
the literature [24, 33]. As a consequence, the data quality of spectra will decrease, when
many samples are studied at once, especially in the case of time-consuming temperature-
dependent EXAFS measurements. The systematic comparison of temperature-dependent
EXAFS results therefore requires a trade-off between measurement homogeneity (i.e. all
samples measured in one beamtime) and measurement time per sample (i.e. only one
sample per beamtime). Hence, the larger uncertainties of the anisotropy parameters in
this work compared to the literature are caused by the use of higher anharmonic contri-
butions in the cumulant formulas, the probably lower data quality originating from the
attempt to measure many samples in one beamtime, and the extensive testing procedure
trying to eliminate the influence of any experimental differences on the trends under study.
6.3.3 Relationship between bond-stretching force constants,
bond-bending force constants and Raman TO frequencies
In diamond, the Raman TO frequencies can be related to the potential parameters describ-
ing vibrations parallel and perpendicular to the bond [130]. The relationship can be easily
modified to describe binary zinc-blende semiconductors and in harmonic approximation
yields
νTO =
(︄
4(k|| + 4k⊥)
3µ
)︄ 1
2
, (6.3)
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Table 6.4: Calculated TO frequencies
of binary III-V materials. The values
were calculated using eq. 6.3.
TO frequency (THz)
sample calc. exp. [1]
InPHASYLAB 11.78 9.14
InPPF 12.93 9.14
InAsSLS 9.72 6.59
InSbSLS 7.10 5.39
GaPHASYLAB 15.57 10.96
GaPAS1 15.57 10.96
GaAsSLS 10.36 8.01
GaAsAS1 10.44 8.01
GaSbAS1 9.59 6.72
GaSbAS2 9.94 6.72
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Figure 6.10: Calculated TO frequencies.
The values are plotted from Tab. 6.4. The un-
certainties are propagated from the minimum
and maximum values given in Tab. 6.2. The
solid line depicts the best fitting proportion-
ality between experimental and calculated
TO frequencies.
where µ is the reduced mass of the bond. The calculated TO frequencies using the bond-
stretching force constant k|| and bond-bending force constant k⊥ given in Tab. 6.2 are
presented in Tab. 6.4 together with experimental Raman TO frequencies from the literature
[1]. The calculated values are approximately 1.4 times larger than the experimental values
for all samples. This relation is depicted in Fig. 6.10.
It is worth noting, that the derivation of the formula assumes intrinsic force constants,
while temperature-dependent EXAFS measurements yield effective force constants de-
scribing the dynamic behaviour of an embedded bond. To obtain the experimental TO
frequencies from the calculation, the intrinsic force constants inserted need to be smaller
than the EXAFS force constants. That the EXAFS force constants are larger than the in-
trinsic force constants implies that the free vibration of an isolated bond is hindered by
neighbouring atoms when this bond is embedded in the material. The impairment of the
vibration for a material consisting only of one bond species should mainly depend on the
crystal structure. This assumption is validated by the fact, that all materials studied in this
work share a constant factor between calculated and experimental TO frequencies.
It is noticeable, that the value of InAs does fit well in the curve, despite the peculiar
bond-bending force constant discussed earlier. This suggests the possibility that this bond-
bending force constant is indeed a real feature of the In–As bond and not an artefact of
insufficient data quality.
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6.4 Second-nearest neighbour vibrations
Since the variance of the second-nearest neighbour (2NN) distance distribution was mod-
elled by an anharmonic correlated Einstein model, too, effective stretching force constants
(k||=k0) for the 2NN pairs Ga–Ga or In–In could be obtained. Values and uncertainties
were determined from plots of the whole set of fits, which can be found in appendix C.5.
The results are printed in Tab. 6.2 and plotted in Fig. 6.11. For GaAs and InP the values
determined are slightly smaller than the literature values [31, 33] shown as black symbols.
6.4.1 Trends with bond length and reduced masses
As a function of bond length depicted in Fig. 6.11a the values roughly follow an r−3 trend.
Furthermore, it can be seen in Fig. 6.11b, that the relative vibrational frequency of the
2NN pair depends significantly on the intermediate atom species. Understandably, stiffer
bonds connecting the atoms increase the 2NN vibrational frequency. Since the 1NN bond-
stretching force constant is correlated with the reduced mass of the bond, the 2NN vi-
brational frequency is plotted as a function of the inverse reduced mass of the 1NN bond
in panel c. A clear increase of the 2NN vibrational frequency is visible, where the Ga-
containing and In-containing samples lie on different straight lines. The slope for the
Ga-containing and the In-containing samples differs by the ratio of their square atomic
masses.
As a result, the values of all samples lie on one common line when plotted as a function
of the mass parameter 1/(µ1NNµ
2
2NN) as was done in panel d. While it seems reasonable,
that the 2NN vibrational frequency depends on both µ1NN and µ2NN, the explanation for the
specific dependence observed empirically is unclear yet.
6.4.2 Relation between 1NN and 2NN force constants
The effective force constant determined for the 2NN pair is not the property of a direct
bond, but originates from the stretching and bending properties of the connecting 1NN
pairs. It is therefore possible to relate the 2NN stretching force constant to the 1NN bond-
stretching and bond-bending constants using geometric considerations and the harmonic
approximation. The relation describes only static properties since it calculates the forces
arising from infinitesimal displacements. Under these assumptions, one obtains
k2NN =
k|| k⊥
2(k|| sin2 θ + k⊥ cos2 θ)
, (6.4)
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Figure 6.11: 2NN stretching force constants as a function of 1NN bond length and
2NN Einstein vibrational frequencies as a function of mass parameters. Coloured
symbols depict the values obtained in this work, while black symbols show the literature
data [31, 33]. a, The second neighbour stretching force constants decrease with increasing
1NN bond length. The solid black line depicts the best fitting r−3 dependence. b-d, The
force constants from panel a were converted in Einstein vibrational frequencies using the
reduced mass of the second-neighbour pair µ2NN. This frequency is plotted as a function
of the inverse reduced mass of the second neighbour pair 1/(µ2NN) in panel b, the inverse
reduced mass of the nearest neighbour bond 1/(µ1NN) in panel c, and the mass parameter
1/(µ1NNµ
2
2NN) in panel d. The solid lines depict the linear functions best fitting to the
Ga-containing or In-containing samples in panel c and to all samples in panel d.
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Table 6.5: Calculated 2NN stretching
force constants in binary III-V mater-
ials. The values were calculated using
eq. 6.4 with θ = 35°.
2NN force constant (N m−1)
sample calculated fitted
InPHASYLAB 16 31
InPPF 24 31
InAsSLS 27 25
InSbSLS 16 25
GaPHASYLAB 31 42
GaPAS1 31 44
GaAsSLS 22 33
GaAsAS1 23 31
GaSbAS1 23 25
GaSbAS2 26 27
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Figure 6.12: Calculated 2NN force con-
stants. The values are plotted from Tab. 6.5.
The uncertainties are propagated from the
minimum and maximum values given in
Tab. 6.2. The solid line depicts the equality
between fitted and calculated 2NN stretching
force constants.
where θ identifies the angle between the 1NN bond and the line connecting the 2NN pair.
For the ideal zinc-blende structure θ = arccos
√
2/3 ≈ 35°. The resulting 2NN stretching
force constants are given in Tab. 6.5. While the calculated values are in the right order of
magnitude, a direct relationship to the experimental values is not visible in Fig. 6.12.
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In this work, the vibrational properties of binary III-V zinc-blende semiconductor com-
pounds and their ternary alloys were studied using temperature-dependent extended x-ray
absorption fine structure spectroscopy. The set of samples comprised GaP, GaAs, GaSb,
InP, InAs, InSb, and the random alloys (In,Ga)P and (In,Ga)As. The measurements were
performed on powder samples at the Ga-K and In-K x-ray absorption edge (10 367 eV and
27 940 eV, respectively). Part of the materials were measured in transmission and part in
fluorescence mode, depending on the experimental conditions provided by the beamline.
The measurement temperatures ranged from 20 K to 300 K.
The EXAFS data was analysed using the path fitting approach with theoretical phase
shifts and scattering amplitudes calculated using Feff9 [45]. To deal efficiently with the
temperature-dependent data series, a plugin for the analysis software Larch [110] was
developed, which enabled extensive tests of the analysis parameters and settings. The
distance distribution of the neighbouring atoms which underlies the fine structure visible
in EXAFS spectra, is usually described using the mean, the variance, the asymmetry para-
meter, and the kurtosis cumulant of the distribution. Here, the temperature-dependence of
the variance, the asymmetry parameter, and the kurtosis cumulant of the distance distri-
bution was parameterised using the anharmonic correlated Einstein model, to obtain the
element-specific effective bond-stretching force constants. For the binary compounds, ad-
ditionally, the temperature-dependence of the difference between bond length and mean
lattice site distance was fitted by a harmonic correlated Einstein model to extract effective
bond-bending force constants.
For the ternary alloys (In,Ga)P and (In,Ga)As, the element-specific effective bond-
stretching force constants were determined as a function of composition. For all four
bond species (Ga–P, In–P, Ga–As, and In–As), the values decrease with increasing In
content of the sample. In the case of (In,Ga)P, the effective bond-stretching force con-
stants of the Ga–P and In–P bonds, vary almost linearly between the values of the binary
parent compounds GaP and InP. In contrast, a pronounced bond-strength inversion is
visible in (In,Ga)As. There, the Ga–As bond, which is stiffer than the In–As bond when
comparing the binary compounds GaAs and InAs, turns out to be the softer bond in the
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ternary alloy. This inversion is caused by a strong composition dependence of the strength
of the In–As bond, where the In–As effective bond-stretching force constant in the ternary
alloy is larger than the Ga–As effective bond-stretching force constant in GaAs.
The change of the element-specific effective bond-stretching force constants with com-
position, could be caused either by the change of the intrinsic force constant of the bond
or by the change of the vibrational properties through the substitution of neighbouring
atoms. To enlarge the basis on which the effects governing the composition dependence
of force constants are examined, literature data of Zn(Se,Te) [7] was included in the dis-
cussion. It emerges, that the relative change in the bond-stretching force constant induced
by alloying shows the same trend as the change induced by hydrostatic pressure (reported
for CdTe [8]) when related to the relative change in bond lengths. Therefore, the compos-
ition dependence of element-specific effective bond stretching force constants is caused
mainly by the intrinsic change of the force constant correlated with the forced change in
bond length. Deviations from this common behaviour are visible for the In–As bond in
(In,Ga)As and the Zn–Se bond in Zn(Se,Te). These can probably be attributed to coupling
effects between the vibrations of the different bond species present in the ternary alloy.
For the binary compounds GaP, GaAs, GaSb, InP, InAs, and InSb, effective bond-
stretching and bond-bending force constants were determined. Both effective force con-
stants roughly decrease with increasing bond length. From the force constants the Einstein
vibrational frequencies for vibrations parallel and perpendicular to the bond direction can
be calculated. For the six materials studied, both Einstein vibrational frequencies show
a bilinear dependence on the inverse reduced mass and the Phillips ionicity of the bond.
In contrast, the anisotropy parameter quantifying the vibrational anisotropy by the ra-
tio between parallel and perpendicular Einstein vibrational frequency are afflicted with
large uncertainties. Therefore, no clear trends are visible when plotting the anisotropy
parameter as a function of different material parameters, like reduced mass, atom mass
ratio, or Phillips ionicity. The vibrational anisotropy is thought to be linked to the negat-
ive thermal expansion observed for many zinc-blende semiconductor compounds at low
temperatures [22–24]. However, the large uncertainties of the values determined in this
work preclude a correlation of the strength of the negative thermal expansion with the
anisotropy parameter.
The large uncertainties of the anisotropy parameter in this work compared to literature
values originate from the inclusion of anharmonic contributions in the correlated Ein-
stein model, the somewhat lesser data quality, and the differing experimental conditions.
The use of the anharmonic correlated Einstein model is necessary, since the impact of
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the harmonic approximation on the force constants varied significantly for the different
materials. Since the cause of this effect is unclear, comparisons between the harmonic
effective bond-stretching force constants can not reveal, whether the change observed for
the harmonic force constants stems from a change of the force constant or from a differ-
ence of the force constant shift caused by the harmonic approximation.
To significantly improve the precision of the results, it is necessary to enhance the data
quality and to increase the homogeneity of the dataset with respect to the experimental
conditions. However, it is difficult to obtain both improvements simultaneously, since a
systematic temperature-dependent EXAFS study requires a trade-off between the measure-
ment time devoted to each sample (high data quality) and the number of samples which
can be measured in one beamtime (high data homogeneity). A large number of fits us-
ing different analysis settings were performed in this work to exclude the possibility that
trends seen for the fit results might stem from differing experimental conditions. It would
be highly desirable to better understand the influence of the experimental conditions on
the EXAFS results in order to improve the comparability between measurements of differ-
ent beamlines and beamtimes, and to avoid problems with the amplitude reduction factor
of the spectra which led to the refusal of several datasets in this work. Higher quality data
could in principle enable the precise determination of the anisotropy parameter in order
to study correlations with the strength of the negative thermal expansion. Additionally, an
open question is, whether the Einstein frequencies of the II-VI semiconductors follow a
bilinear dependence on inverse reduced mass and ionicity of the bond similar to the rela-
tions found for parallel and perpendicular vibrations in III-V semiconductor compounds
in this work. The strong mathematical correlation between the parameters of the effect-
ive pair potential limiting the accuracy of the bond-stretching force constants, might be
overcome by expanding the measurement range to higher temperature. The anharmonic
contributions to the cumulants already used in the analysis should probably enable the
description of the temperature dependence to at least a few hundred °C. Such an EXAFS
study at elevated temperature may also shed some light on the effects governing the shift
in force constants when using the harmonic approximation to parameterise the variance
of the distance distribution.
Regarding the bond-stretching force constants and Einstein vibrational frequencies in
alloys, the general relationship between the change of the Einstein vibrational frequency
and the forced change of the bond length, either by alloying or by hydrostatic pressure,
found in this work significantly improves the fundamental understanding of the vibra-
tional behaviour in random semiconductor alloys. Based on this finding, the equivalence
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between alloying and hydrostatic pressure with respect to the Einstein frequency change
could be tested further by a temperature-dependent EXAFS study under hydrostatic pres-
sure investigating the shorter bond species in a ternary semiconductor alloy. In this case,
the alloying leads to an increase of the length of this bond species, while the hydrostatic
pressure decreases the bond length. The most interesting state is when the bond length of
the bond species under study equals the natural length known from the respective binary
compound. If the bond length dependence is the only cause of the frequency change, the
Einstein vibrational frequency determined at this point should then equal the value of the
binary compound. A promising candidate for this test is the Ga–P bond in (In,Ga)P.
In conclusion, the element-specific effective force constants determined in this work
contribute to the basic understanding of atomic vibrations in semiconductor compounds
and alloys. Additionally, the extensive set of fits testing different analysis settings provide
a substantiated estimate of the accuracy achievable for force constants derived from tem-
perature-dependent EXAFS measurements.
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A Additional material properties
A.1 Deviations of the lattice constant from Vegard’s law
Table A.1: Deviations from Vegard’s law for the lattice constant in random ternary
III-V alloys. It is indicated whether the lattice parameter of the alloy is larger (’deviation:
up’) or smaller (’deviation: down’) than expected from Vegard’s law. If the lattice constant
follows Vegard’s law, this is specified as ’no deviation’. Some materials show an S-
shaped deviation where the lattice constant is smaller than expected in one part of the
compositional range and larger in another part.
material deviation calculation experimental data
(Al,B)N down [131] -
(Ga,B)N down [131] -
(Ga,Al)N down [131] -
(In,B)N down [131] -
(In,Al)N down [131] -
(In,Ga)N down [131] -
(Al,B)As down [52] -
(Ga,B)As down [52] -
(Ga,Al)As no - [132]
(Ga,Al)As up [52] [2, 77, 133]
(In,B)As down [52] -
(In,Al)As down [52] -
(In,Ga)As no [115] [116, 117]
(In,Ga)As up [51, 114] -
(In,Ga)As down [52] -
(Ga,Al)Sb up - [2, 134]
(In,Al)Sb S - [116]
(In,Ga)Sb no - [116]
B(P,As) up [135] -
In(As,Sb) S - [116]
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A.1 Deviations of the lattice constant from Vegard’s law
Table A.2: Deviations from Vegard’s law for the lattice constant in random ternary
II-VI alloys. The description of the different deviations is the same as in Tab. A.1
material deviation calculation experimental data
(Zn,Be)S up [136, 137] -
(Zn,Be)Se no - [138]
(Zn,Be)Se up [136] -
(Zn,Mg)Se up - [139]
(Zn,Be)Te up [72, 136, 137] -
(Cd,Zn)Te no - [55, 140, 141]
(Cd,Zn)Te down - [142]
(Hg,Zn)Te down - [142]
(Cd,Hg)Te down - [142]
Be(S,Se) up [69] -
Mg(S,Se) up [143] -
Mg(S,Te) up [143] -
Mg(Se,Te) up [143] -
Zn(Se,Te) down [54] -
Cd(S,Se) no [76] -
Hg(Se,Te) up [53] -
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A.2 Elastic force constants in zinc-blende materials
Table A.3: Force constants determined from elastic constants. The values are from
the literature [6]. They are also plotted in Fig. 3.2a.
material lattice
constant (Å)
α
(N m−1)
β
(N m−1)
AlSb 6.136 35.74 6.63
GaP 5.451 48.57 10.4
GaAs 5.635 43.34 8.88
GaSb 6.096 34.42 7.16
InP 5.869 44.29 6.26
InAs 6.058 37.18 5.47
InSb 6.479 30.44 4.73
material lattice
constant (Å)
α
(N m−1)
β
(N m−1)
ZnS 5.410 44.73 4.36
ZnSe 5.669 38.61 4.65
ZnTe 6.104 32.04 4.49
CdTe 6.481 29.44 2.48
HgSe 6.084 37.43 2.37
HgTe 6.461 29.32 2.54
A.3 Influence of hydrostatic pressure on elastic force
constants
Since the EXAFS results show a material-independent relation between the Einstein vibra-
tional frequency and the bond length, it is interesting to test whether the force constants
determined from elastic constants show a similar trend. To do this, theoretical predic-
tions of elastic constants under hydrostatic pressure, which are available for a range of
zinc-blende materials, where compiled from the literature. Predictions can be drawn from
density functional calculations [61, 62, 64, 66], molecular dynamics calculations [65,
128], and calculations using the empirical pseudo-potential method [67]. Only studies
reporting the elastic constants and the bond lengths as a function of pressure were used.
From the pressure-dependent elastic constants, the force constant α was calculated using
the relations given in the literature [5], but neglecting the terms containing the dynamic
effective charge. To increase the comparability with the trend observed for the Einstein
vibrational frequencies, the elastic force constant was converted to an elastic frequency
by taking the square root. The relative change of this elastic frequency is plotted as a
function of the relative change of the bond length in Fig. A.1.
Most values form one common curve, exceptions being the results from the empirical
pseudo-potential method. In contrast to the behaviour of the Einstein vibrational frequen-
cies depicted in Fig. 5.7, the trend of the elastic frequencies is roughly linear.
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Figure A.1: Ratio of the square root of the elastic force constants as a function of
bond-length ratio. The values stemming from density functional theory calculations
(Antimonides [66], InAs [62], Phosphides [64], Nitrides [61]) and molecular dynamics
calculations (GaP [65], InP [128]) roughly form one common curve for all materials.
The values from the empirical pseudo-potential method [67] deviate significantly from
this trend.
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B.1 SEM images of thin films
B Characterisation details
B.1 SEM images of thin films
In0.30Ga0.70Asa In0.30Ga0.70Asd
In0.48Ga0.52Asb In0.48Ga0.52Ase
In0.66Ga0.34Asc In0.66Ga0.34Asf
Figure B.1: SEM backscattering electron images of (In,Ga)As thin films. Many de-
fects are visible in the images of In0.30Ga0.70As (panel a and d). In comparison, the images
of In0.48Ga0.52As and In0.66Ga0.34As show significantly better crystallinity.
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B.2 RBS measurements
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Figure B.2: Comparison between RBS spectra in random and channelling configur-
ation. For a given element of the sample, a smaller channel number (smaller energy of the
backscattered ion) correlates with a larger depth, since the backscattered ion loses more
energy till it reaches the detector. The reduction of the backscattering yield when orient-
ing a crystallographic axis along the incident beam direction (aligned) compared to the
yield for an arbitrary direction (random) is a measure for the crystalline quality. a-c, RBS
measurements of the (In,Ga)P thin films confirm the good crystal quality of the samples.
The In and Ga surface signals (labelled in panel b) are clearly separable for all three com-
positions. d-f, For (In,Ga)As, all three surface signals are separable. The In0.30Ga0.70As
sample shows significantly poorer crystallinity than the other compositions.
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Figure B.3: Fit of RBS spectra in random configuration a-c, The random RBS spec-
tra of (In,Ga)P were fitted using the Rump code [39, 108] to determine the In content
In/(In+Ga). The contributions of the individual elements were calculated using the Spek-
trenverwaltungsprogramm, written by Ulrich Barth from the Institute of Solid State Phys-
ics in Jena, assuming the compositions determined from Rump. The As contribution
visible in panels a and c stems from the AlAs intermediate layer and the GaAs substrate.
The small thickness of the films with composition In/(In+Ga) = 0.36 and 0.71 leads to the
drop of the backscattering yield corresponding to the position of the AlAs intermediate
layer. The P surface signal is clearly visible only in panel b, since it overlays with the
drop of the In signal corresponding to the end of the film and the start of the As and Ga
signal of the GaAs substrate in panel a and c, respectively. d-f, The random RBS spec-
tra of (In,Ga)As were fitted using the Spektrenverwaltungsprogramm to determine the In
content and III/V ratio. The second increase of the In signal is due to the InP substrate.
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B.3 Particle size in the (In,Ga)As EXAFS samples
BSE
100 µm
a As
100 µm
b
Ga
100 µm
c In
100 µm
d
Figure B.4: Particle size in the pressed pellet for the In0.48Ga0.52As sample. a, The
(In,Ga)As particles with a size of up to 5 µm are visible as light spots against the dark
graphite matrix in the SEM backscattering electron image. b-d, The attribution was con-
firmed by EDX using the As-L, Ga-K and In-L lines.
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C Analysis details
C.1 Cumulant formulas used in the path parametrisation
The functions to calculate the temperature dependence of the cumulants are based heavily
on the standard Larch function sigma2_eins, but implement the formulas including an-
harmonic contributions up to the fourth order [47]. How many anharmonic contributions
should be used, can be selected by the parameter terms.
def C2_anharm(T,k0,k3,k4,terms=6,rmass=None,path=None,_larch=None):
"""calculate anharmonic second cumulant as in Yokoyama99 and Haug08
Parameters:
------------
t sample temperature (in K)
k0, k3,k4 force constants
path FeffPath to calculate sigma2 for [None]
if path is None, the ’current path’
(_sys.paramGroup._feffdat) is used.
"""
if rmass is None:
if path is None:
try:
path = _larch.symtable._sys.paramGroup
except:
pass
try:
rmass = path._feffdat.rmass
except:
return 0.00
if T < 1.e-5: T = 1.e-5
omega = np.sqrt(k0/(rmass*consts.atomic_mass)) # 1/s
sig02 = consts.hbar/(2*(rmass*consts.atomic_mass)*omega) #Js/(kg/s) = m2
beta = 1/(consts.k*T)
lnz = -beta*consts.hbar*omega
z = np.exp(lnz)
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k3=k3*1.e10 #kg/(s^2 AA) -> kg/(s^2 m)
k4=k4*1.e20 #N/(m * AA^2) -> N/(m^3)
C20 = sig02*(1+z)/(1-z)
C21 = -k4*sig02**3/(consts.hbar*omega)*12*(1+z)**2/((1-z)**2) - k4*sig02**3/(consts.
k*T)*24*z*(1+z)/((1-z)**3)
C22a = k3**2*sig02**4/((consts.hbar*omega)**2)*4*(13*z**2+58*z+13)/((1-z)**2) + k3
**2*sig02**4/(consts.hbar*omega*consts.k*T)*120*z*(1+z)/((1-z)**3)
C22b= k4**2*3*(consts.hbar**3*omega**3)/(8*k0**5)*((5*(1+z)*(7+z*(20+7*z)))/((1-z)
**3) -(12*z*(8+z*(21+8*z))*lnz)/((1-z)**4)+(12*z*(1+z)*(1+z*(8+z))*lnz**2)/((1-z)
**5))
C23a= -k3**2*k4*3*(consts.hbar*omega)**3/(8*k0**6)*(((1+z)*(275+z*(1976+275*z)))
/((1-z)**3) -(12*z*(71+z*(209+71*z))*lnz)/((1-z)**4)+(60*z*(1+z)*(1+z*(8+z))*lnz
**2)/((1-z)**5))
C23b= -k4**3*9*(consts.hbar*omega)**4/(8*k0**7)*((4*(1+z)**2*(37+z*(176+37*z)))/((1-
z)**4)-(z*(1-z)*(535+z*(2072+535*z))*lnz)/((1-z)**5)+(12*z*(6+z*(93+z*(205+93*z
+6*z**2)))*lnz**2)/((1-z)**6) -(4*z*(1+z)*(1+z*(38+z*(144+z*(38+z))))*lnz**3)
/((1-z)**7))
termlist = [C20,C21,C22a,C22b,C23a,C23b]
return sum(termlist[0:terms])*1.e20 #m2 -> AA2
#enddef
def C3_anharm(T,k0,k3,k4,terms=6,rmass=None,path=None,_larch=None):
"""calculate anharmonic third cumulant as in Yokoyama99 and Haug08
Parameters:
------------
t sample temperature (in K)
k0, k3 force constants
path FeffPath to calculate C3 for [None]
if path is None, the ’current path’
(_sys.paramGroup._feffdat) is used.
"""
if rmass is None:
if path is None:
try:
path = _larch.symtable._sys.paramGroup
except:
pass
try:
rmass = path._feffdat.rmass
except:
return 0.00
if T < 1.e-5: T = 1.e-5
omega = np.sqrt(k0/(rmass*consts.atomic_mass))
sig02 = consts.hbar/(2*(rmass*consts.atomic_mass)*omega)
beta = 1/(consts.k*T)
lnz = -beta*consts.hbar*omega
z = np.exp(lnz)
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C.1 Cumulant formulas used in the path parametrisation
k3=k3*1.e10 #kg/(s^2 AA) -> kg/(s^2 m)
k4=k4*1.e20 #N/(m * AA^2) -> N/(m^3)
C31 = k3*sig02**3/(consts.hbar*omega)*4*(z**2+10*z+1)/((1-z)**2)
C32 = -k3*k4*3*(consts.hbar*omega)**3/(4*k0**5)*(((1+z)*(17+z*(224+17*z)))/((1-z)
**3) -(12*z*(2+z*(9+2*z))*lnz)/((1-z)**4))
C33a= k3**3*3*(consts.hbar*omega)**3/(8*k0**6)*(((1+z)*(41+z*(680+41*z)))/((1-z)**3)
-(60*z*(2+z*(9+2*z))*lnz)/((1-z)**4))
C33b= k3*k4**2*(consts.hbar*omega)**4/(16*k0**7)*((4717+z*(92234+z*(215994+z
*(92234+4717*z))))/((1-z)**4) -(180*z*(1+z)*(68+z*(497+68*z))*lnz)/((1-z)**5)
+(216*z*(2+z*(49+z*(124+z*(49+2*z))))*lnz**2)/((1-z)**6))
C34a= -k3**3*k4*3*(consts.hbar*omega)**4/(16*k0**8)*((5483+z*(134182+z*(333174+z
*(134182+5483*z))))/((1-z)**4) -(36*z*(1+z)*(572+z*(4483+572*z))*lnz)/((1-z)**5)
+(360*z*(2+z*(49+z*(124+z*(49+2*z))))*lnz**2)/((1-z)**6))
C34b= -k3*k4**3*3*(consts.hbar*omega)**5/(32*k0**9)*((5*(1+z)*(15035+z*(378526+z
*(1265526+z*(378526+15035*z)))))/((1-z)**5) -(12*z*(23215+z*(310531+z*(668432+z
*(310531+23215*z))))*lnz)/((1-z)**6)+(144*z*(1+z)*(97+z*(3564+z*(13435+z
*(3564+97*z))))*lnz**2)/((1-z)**7) -(144*z*(2+z*(187+z*(1712+z*(3404+z*(1712+z
*(187+2*z))))))*lnz**3)/((1-z)**8))
termlist = [C31,C32,C33a,C33b,C34a,C34b]
return sum(termlist[0:terms])*1.e30 #m3 -> AA3
#enddef
def C4_anharm(T,k0,k3,k4,terms=4,rmass=None,path=None,_larch=None):
"""calculate anharmonic fourth cumulant as in Yokoyama99 and Haug08
Parameters:
------------
t sample temperature (in K)
k0, k3, k4 force constants
path FeffPath to calculate C3 for [None]
if path is None, the ’current path’
(_sys.paramGroup._feffdat) is used.
"""
if rmass is None:
if path is None:
try:
path = _larch.symtable._sys.paramGroup
except:
pass
try:
rmass = path._feffdat.rmass
except:
return 0.00
if T < 1.e-5: T = 1.e-5
omega = np.sqrt(k0/(rmass*consts.atomic_mass))
sig02 = consts.hbar/(2*(rmass*consts.atomic_mass)*omega)
beta = 1/(consts.k*T)
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lnz = -beta*consts.hbar*omega
z = np.exp(lnz)
k3=k3*1.e10 #kg/(s^2 AA) -> kg/(s^2 m)
k4=k4*1.e20 #N/(m * AA^2) -> N/(m^3)
C41 = -k4*sig02**4/(consts.hbar*omega)*12*(z**3+9*z**2+9*z+1)/((1-z)**3) - k4*sig02
**4/(consts.k*T)*144*z**2/((1-z)**4)
C42 = k3**2*sig02**5/(consts.hbar**2*omega**2)*12*(5*z**3+109*z**2+109*z+5)/((1-z)
**3) + k3**2*sig02**5/(consts.hbar*omega*consts.k*T)*720*z**2/((1-z)**4)
C43a= -k3**2*k4*9*(consts.hbar*omega)**4/(16*k0**7)*((237+z*(5930+z*(15482+z
*(5930+237*z))))/((1-z)**4) -(4*z*(1+z)*(92+z*(1613+92*z))*lnz**2)/((1-z)**5)
+(120*z**2*(5+z*(16+5*z))*lnz**2)/((1-z)**6))
C43b= -k4**3*3*(consts.hbar*omega)**5/(32*k0**8)*(((1+z)*(3707+z*(59310+z*(133046+z
*(59310+3707*z)))))/((1-z)**5) -(12*z*(861+z*(13803+z*(29524+3*z*(4601+287*z))))*
lnz)/((1-z)**6)+(432*z*(1+z)*(1+z*(82+z*(371+z*(82+z))))*lnz**2)/((1-z)**7)
-(144*z**2*(19+z*(230+z*(492+z*(230+19*z))))*lnz**3)/((1-z)**8))
termlist=[C41,C42,C43a,C43b]
return sum(termlist[0:terms])*1.e40 #m4 ->AA4
#enddef
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Table C.1: Measurement details for (In,Ga)P at the Ga-K edge (top) and the In-K
edge (bottom). In the third region the energy step was increased successively to obtain
measurement points distributed uniformly in wave-vector space.
start energy [eV] end energy [eV] energy step [eV] integration time [s]
10117 10337 10 1
10337 10407 0.2 1
10407 11467 0.5-2.6 1-5
start energy [eV] end energy [eV] energy step [eV] integration time [s]
27609 27910 2 1
27910 27980 0.5 1
27980 29040 0.5-2.6 1-5
Table C.2: Measurement details for (In,Ga)As at the Ga-K edge (top) and the In-K
edge (bottom).
start energy [eV] end energy [eV] energy step [eV] integration time [s]
10267 10337 5 1
10338 10417 0.5 1
10418 10467 1 2
10468 10667 2 4
10668 10867 3 10
10868 11067 4 15
11068 11267 5 20
start energy [eV] end energy [eV] energy step [eV] integration time [s]
27740 27910 10 1
27911 27990 1 1
27991 28040 1 4
28041 28240 2 10
28241 28440 3 15
28441 28640 4 20
28641 28840 5 25
28841 28940 7 30
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C.3 Selected spectra
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Figure C.1: In-edge spectra of In0.51Ga0.49P. Multiple spectra were recorded at se-
lected temperatures. a, The fine-structure was weighted with the squared photo-electron
wave number to enhance the visibility of the features. The window function used for the
subsequent Fourier transformation is shown at the top of the panel. b, The magnitude of
the Fourier transform resulting from the spectra in panel a (symbols) are compared to the
fit of the temperature series using the correlated Einstein model (lines). The fitting range
is indicated at the top of the panel.
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Figure C.2: Ga-edge spectra of In0.48Ga0.52As. The description is the same as in
Fig. C.1.
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Figure C.3: In-edge spectra of In0.48Ga0.52As. The description is the same as in
Fig. C.1.
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To assess the stability of the fits and to determine the uncertainties for the parameters
of interest, the results of the individual fits where plotted as a function of the fit quality
parameter R. For the bond-stretching force constants, these plots are shown in chapter 5
as Fig. 5.2 and Fig. 5.4. The plots for several additional parameters are presented here.
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Figure C.4: Amplitude reduction factors in (In,Ga)P. The amplitude reduction factors
stemming from individual fits from the same set of tests as in Fig. 5.2 is plotted as a
function of the fit quality parameter R. Fits where the amplitude reduction factor was
fixed are not shown. While the amplitude reduction factor in its strict theoretical meaning
is restricted to values below one, experimental effects can lead to fitted values above
one. Differences visible for the Ga edge data are probably caused by differences of the
sample properties like the effective thickness or the size distribution of particles. Setting
the amplitude reduction factor fixed at the average value of all samples does alter the
bond-stretching force constant only within the uncertainties given in Tab. 5.2.
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Figure C.5: Amplitude reduction factors in (In,Ga)As. The amplitude reduction
factors stemming from individual fits from the same set of tests as in Fig. 5.4 is plot-
ted as a function of the fit quality parameter R. Fits where the amplitude reduction factor
was fixed are not shown.
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Figure C.6: Bond lengths in (In,Ga)P at 18 K. The mean of the 1NN distance distri-
bution (bond length) stemming from the same set of tests as in Fig. 5.2 is plotted as a
function of the fit quality parameter R. The temperature of 18 K was chosen for this plot
to achieve maximum comparability with the values at 20 K given by Schnohr et al. [31].
As in Fig. 5.2, the thick lines mark one particular fit that gave good results for all samples
at one absorption edge, while the thin lines depict the minimum and maximum reason-
able values estimated from the whole set. The values determined here, are compared to
the literature [31] in Fig. 5.5a.
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Figure C.7: Bond lengths in (In,Ga)As at 62 K. The mean of the 1NN distance dis-
tribution (bond length) stemming from the same set of tests as in Fig. 5.4 is plotted as
a function of the fit quality parameter R. The temperature of 62 K was chosen for this
plot to achieve maximum comparability with the values at 77 K given by Mikkelsen and
Boyce [25]. As in Fig. 5.4, the thick lines mark one particular fit that gave good results
for all samples at one absorption edge, while the thin lines depict the minimum and max-
imum reasonable values estimated from the whole set. The values determined here, are
compared to the literature [25] in Fig. 5.5b.
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Figure C.8: Static contributions to the variance (σ2
st
) in (In,Ga)P. The static contribu-
tion to the variance of the 1NN distance distribution is plotted as a function of R factor.
The fits shown comprise the same set of tests as in Fig. 5.2 without fitting scenarios where
σ2st was fixed. For GaP the relatively high σ
2
st was confirmed by fits including all higher
anharmonic contributions given in the literature [47].
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Figure C.9: Static contributions to the variance (σ2
st
) in (In,Ga)As. The static contri-
bution to the variance of the 1NN distance distribution is plotted as a function of R factor.
The fits shown comprise the same set of tests as in Fig. 5.4 without fitting scenarios where
σ2st was fixed.
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Figure C.10: Cubic force constants in (In,Ga)P. The cubic force constants determined
in the same set of fits as in Fig. 5.2 are plotted as a function of the fit quality parameter.
Only positive values are physically reasonable. There is no clear trend with composition
for neither the Ga edge data nor the In edge data.
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Figure C.11: Cubic force constants in (In,Ga)As. The cubic force constants determ-
ined in the same set of fits as in Fig. 5.4 are plotted as a function of the fit quality para-
meter. Only positive values are physically reasonable. For the In–As bond, there might
be a slight decrease of the cubic force constant with increasing In content. The values of
the Ga–As bond often lie below zero and feature large uncertainties, probably because the
data quality is insufficient for a meaningful determination of the asymmetry parameter.
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Figure C.12: Static contribution to the third cumulant in (In,Ga)P. The static contri-
bution to the third cumulant C3 is plotted as a function of the fit quality parameter. The
values are from the same set of fits as in Fig. 5.2 but without fit settings where the static
contribution to C3 was fixed at 0. For the Ga–P bond the values suggest a decrease with
increasing In content, while no trend is visible for the In–P bond.
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Figure C.13: Static contribution to the third cumulant in (In,Ga)As. The static con-
tribution to the third cumulant C3 is plotted as a function of the fit quality parameter. The
values are from the same set of fits as in Fig. 5.4 but without fit settings where the static
contribution to C3 was fixed at 0. The values at for the In–As bond slightly increase with
increasing In content. For the Ga–As bond no conclusion is possible, probably due to
insufficient data quality (see also Fig. C.4).
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Figure C.14: Correlations between parameters of the effective pair potential for
GaAs and InAs measured at SLS. Coloured symbols depict results from the two-fits
approach, employed for most of the analysis. The results from all-in-one fits using liter-
ature thermal expansion data (open black symbols) or calculated temperature-dependent
bond lengths (solid black symbols) are shown for comparison. The errorbars were omit-
ted for clarity. Negative k3 are not physically reasonable. For InAsSLS the variation of the
bond-stretching force constant is very small, despite the large variation of the quartic force
constant. In comparison to this, the larger variation of the bond-stretching force constant
in GaAsSLS correlate with a significantly larger variation of the cubic force constant (mind
the different scale).
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Figure C.15: Correlations between parameters of the effective pair potential for
GaSb measured at AS and InSb measured at SLS. Coloured symbols depict results
from the two-fits approach, employed for most of the analysis. The results from all-
in-one fits using literature thermal expansion data (open black symbols) or calculated
temperature-dependent bond lengths (solid black symbols) are shown for comparison.
The errorbars were omitted for clarity. Negative k3 are not physically reasonable. The
variation in the quartic force constant of GaSbAS2 is huge. The resulting large variation
of the bond-stretching force constant is caused mainly by the considerable increase of
the bond-stretching force constant for negative quartic force constants. In contrast, the
bond-stretching force constant in InSbSLS varies only moderately and the highest values
correlate with large cubic force constants.
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Figure C.16: Uncertainties of the bond-bending force constants in GaP, GaAs and
GaSb. The effective bond-bending force constants determined in the same set of fits as
in Fig. 6.1 are plotted as a function of the fit quality parameter R from the Larch fit of
the spectra. Coloured symbols depict results from the two-fits approach, employed for
most of the analysis. The results from all-in-one fits using literature thermal expansion
data (open black symbols) or calculated temperature-dependent bond lengths (solid black
symbols) are shown for comparison. Thick and thin black lines refer to the best, minimum
and maximum force constant values given in Tab. 6.2.
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Figure C.17: Uncertainties of the bond-bending force constants in InP, InAs and
InSb. The effective bond-bending force constants determined in the same set of fits as in
Fig. 6.2 are plotted as a function of the fit quality parameter R from the Larch fit of the
spectra. The description is the same as in Fig. C.16.
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Figure C.18: Anisotropy parameter in GaP, GaAs and GaSb. For each individual fit
the anisotropy parameter ξ = k||/k⊥ was calculated. These values are plotted as a function
of R factor from the first fit (Larch spectra fit). The symbol description is the same as in
Fig. C.16. The errorbars were omitted for clarity. Thick and thin black lines mark the best
value and uncertainties which are plotted in Fig. 6.9.
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Figure C.19: Anisotropy parameter in InP, InAs and InSb. The anisotropy parameter
ξ = k||/k⊥ determined for each individual fit is plotted as a function of R factor from the
first fit (Larch spectra fit). The symbol description is the same as in Fig. C.16. The
errorbars were omitted for clarity. Thick and thin black lines mark the best value and
uncertainties which are plotted in Fig. 6.9.
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Figure C.20: Uncertainties of the 2NN stretching force constants in GaP, GaAs and
GaSb. The effective second-neighbour stretching force constants are plotted as a function
of the fit quality parameter R. The set comprises less fits than in Fig. 6.1, since in part of
the analysis only the first scattering path was used. The symbol description is the same
as in Fig. C.16. Thick and thin black lines refer to the best, minimum and maximum
force constant values given in Tab. 6.2. Vastly varying values with huge uncertainties
stem from fits were the fitting window did not contain sufficient second shell information
for the determination of a meaningful 2NN stretching force constant. These fits mostly
show smaller R factors than fits with larger fitting windows, since the R factor is directly
dependent on the fitting range.
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Figure C.21: Uncertainties of the 2NN stretching force constants in InP, InAs and
InSb. The effective second-neighbour stretching force constants resulting from the same
set of fits as in Fig. 6.2 are plotted as a function of the fit quality parameter R. The sym-
bol description is the same as in Fig. C.16. Thick and thin black lines refer to the best,
minimum and maximum force constant values given in Tab. 6.2.
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C.6 Influence of over-absorption
When measuring EXAFS in fluorescence mode one should keep in mind, that large differ-
ences can occur between the measured property, i.e. the number of fluorescence photons
leaving the sample, and the property one is interested in, i.e. the x-ray absorption coef-
ficient, depending on the sample characteristics. These differences are caused by the
effect, that the penetration depth differs for different x-ray absorption coefficients and is
explained best for an infinitely thick and concentrated sample. In this case, the incident
x-ray beam is completely absorbed in the sample and most of the absorption is caused
by the element under study. The energy dependence of the x-ray absorption coefficient is
then visible as an energy dependence of the mean penetration depth, since a smaller x-ray
absorption coefficient is accompanied by a larger penetration depth, while a larger x-ray
absorption coefficient causes a smaller penetration depth [35]. Consequently, the fluores-
cence radiation, on average, has to travel a differing distance in the material to reach the
detector. However, the energy of the fluorescence radiation lies below the absorption edge
of the material permitting most of it to escape the sample independent from the depth of
creation. In the limiting case this completely conceals the fine structure [36]. In reality the
fine structure is still visible albeit significantly reduced in amplitude. The over-absorption
effect decreases with decreasing sample thickness and decreasing fraction of the x-ray
absorption coefficient stemming from the element under study. It vanishes in the limiting
cases of thin concentrated and thick diluted samples [36].
In this work, the samples for EXAFS measurements in fluorescence mode where pre-
pared to fall in the thin concentrated case (see section 4.1), since the x-ray absorption
coefficient of the graphite used for dilution is negligible at the measurement energies.
However, the individual particles of the semiconductor material were shown to have sizes
up to 5 µm (see section B.3) representing approximately 30 % of the absorption length for
measurements at the Ga-K edge. Therefore, these individual particles do not satisfy the
condition of a thin sample enabling the occurrence of over-absorption effects.
To estimate the influence of over-absorption effects on the spectra measured at SLS,
the Booth algorithm [38, 144] implemented in Athena [124] was used to calculate the
correction assuming a compact layer of GaAs or GaSb with a thickness of 5 µm. Since the
sample particles diluted in the graphite matrix are mostly smaller than 5 µm (see section
B.3), the real distortion should be significantly smaller than in this test case. The two
samples GaAsSLS and GaSbSLS were chosen for this test, because the absorption of the
sample material is higher at the Ga-K edge compared to the In-K edge. The spectra
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Figure C.22: Influence of the over-absorption correction. The ke2 weighted fine struc-
ture of GaAs (panel a) and GaSb (panel b) is plotted as a function of ke for the corrected
(black line) and uncorrected (coloured line) spectra taken at 42 K.
of these two samples are therefore most prone to distortions from over-absorption. For
GaSbSLS, very low amplitude reduction factors were determined in the fit (see discussion
in section 6.1.3), hinting at a problem with over-absorption. For the test, the calibrated
spectra were imported in Athena and corrected using the Booth algorithm. As a result,
the amplitude visible in χ(ke) and χ(R) increased by approximately 15 % consistent for
all temperatures for both GaAsSLS and GaSbSLS. As an example two low-temperature
spectra are shown in Fig. C.22. The χ(ke) spectra were saved and subsequently processed
in the standard fitting procedure. The amplitude reduction factor determined from the
corrected spectra is larger than in the standard case. With an increase from (0.85 ± 0.03)
to (0.98 ± 0.04) (comparing identical fit settings) the difference is more pronounced for
GaAsSLS compared to an increase from (0.42±0.02) to (0.48±0.03) for GaSbSLS. All other
changes of the fit results are much smaller than their respective individual fit uncertainties.
The test yields to important results: First, possible small distortions of the spectra
caused by over-absorption effects are securely absorbed in the amplitude reduction factor.
To make this possible, it is important, that each sample is given an individual amplitude
reduction factor, as was done in both the analysis of the ternary alloy data (see section
5.2.2) and the analysis of the binary compound data (see section 6.1.2). Secondly, the very
small amplitude reduction factors of GaSbSLS can not be explained by over-absorption
effects.
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Figure C.23: Bond-stretching force constant and reduced mass of the Ga–As and
In–As bonds in (In,Ga)As from fits with varying reduced mass. a, The effective bond-
stretching force constants determined in fits where the reduced mass was left free to vary
(solid symbols) are compared to the final results (open symbols) presented in Tab. 5.3. b,
The reduced masses of the bonds determined from fits where the bond-stretching force
constant was left free to vary (solid symbols) are compared to the fits where the bond-
stretching force constants were fixed to the binary values (open symbols). The dashed
lines indicate the values of an isolated bond.
C.7 Variation of the reduced mass of the bond
For the analysis of the ternary materials, it was assumed, that the reduced mass of the bond
equals the value expected for an isolated bond over the whole compositional range. Since
matrix effects could in principle affect also the reduced mass apparent for an embedded
bond, this assumption was tested for the case of (In,Ga)As.
In Fig. C.23 the bond-stretching force constants and the reduced masses are shown as
a function of composition. In both panels the results from fits where both parameters
were left free are compared to values stemming from fits where the other parameter was
fixed. In all the fits shown here, the static contribution to the variance was left free to vary.
Setting the static contribution to zero shifts all bond-stretching force constants down by
10 N m−1 to 20 N m−1 and results in reduced masses of approximately half the values of
an isolated bond.
Naturally, the introduction of an additional free parameter highly correlated with the
bond-stretching force constant increases the uncertainties reported by Larch. Keeping
this correlation and the large uncertainties in mind, the bond-stretching force constants
determined for the binary material reproduce very well the values obtained from fits with
fixed reduced mass. This indicates, that the reduced mass of an isolated bond can safely
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be used in the description of the vibrational behaviour of the binary materials.
For the ternary alloys the bond-stretching force constant of the Ga–As bond is in good
agreement with the results of fits with fixed reduced mass. This can also be seen in the
only moderate change of the reduced mass when it is left free depicted in Fig. C.23b. In
contrast, the results for the In–As bond change drastically for both the bond-stretching
force constant and the reduced mass. However, the composition dependence of the In–As
effective bond-stretching force constants is even more pronounced when using a freely
varying reduced mass. Since the reduced masses vary significantly further than their
difference between the binary materials and there is no theoretical explanation for such
a pronounced compositional trend, the only reasonable approach is to fix the reduced
masses in the ternary alloys to their isolated-bond values.
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