A calibration method to calibrate both the camera intrinsic parameters and the structured light projector based on three collinear points with any known distance is presented. First, fix one point of the target and move it in the camera field of view with unknown viewpoint at least six times. Next, use camera to obtain the image of the points so as to identify the camera intrinsic parameters. Then, move the target in the structure light plane at least twice. Using the calibrated camera obtains the images of the three points and adopts the principle of triangulation to work out the coordinates of the calibration points in the camera coordinate system. Finally, employ the random sample consensus algorithm to eliminate the outlier and adopt the genetic algorithm for system identification to find the coefficients of the structured light plane. The average absolute error and the average relative error of the segment measurement with this structured light system are 0.13 mm and 0.04%, respectively. Those show that the measuring accuracy of this system achieves the requirements of the basic error limit. Comparison results show that the measurement accuracy of our method is superior to the other method for the same targets.
Introduction

Structured light
1-2 is the projection of a light pattern (like spot, strip, or more complex shape) at a certain angle onto an object. This technology has the advantages of low cost, small size, non-contact, fast speed, and etc. 3 , so it is very helpful in imaging and acquiring dimensional information, and is widely used in industrial measurement, three-dimensional (3-D) objects measurement and objects' 3-D reconstruction, automobile vehicle guiding system and other fields.
structured light system and compared with other modes, the line mode does not need to match the light stripe and its corresponding image. Besides, it can provide enough information but it is less complicate than other modes in the process of its calibration. For these reasons, the utilization of the line structured light in the active vision sensing system in industrial field is getting more and more widespread [6] [7] [8] [9] [10] [11] . One of the important applications of the line structured light projector is to replace one camera of the passive binocular stereo vision system to form the active binocular stereo vision system. So, in this paper, we will use the liner structured light projector to replace one of two cameras to compose our sensing system. This replacement can avoid the limitation of features matching in the two camera images As a measuring tool, the calibration of the linear structured light active vision system is critical and methods for its calibration can be classified into two categories: one is two-step calibration, i.e. camera calibration and structured light projector calibration respectively; the other is one-step calibration with some scene points and their correspondence points in images.
In this paper, we take the former method. For the camera calibration, according to the dimension of the calibration objects, its calibration techniques can be divided into four types: 3-D reference object-based calibraion 12 , two-dimensional (2-D) plane-based calibration [13] [14] , one-dimensional (1-D) object-based calibration 15 and zero-dimensional (0-D) approach (selfcalibration) [16] [17] . For linear structured light projector, its calibration methods are mainly classified as follows: self-generated target method 18 , jugged target method 19 , cross-ratio invariance of three-dimensional target 20 .
These methods need precision calibration auxiliary facilities, the calibration process is complicate, and they can not be performed in the working field. In order to solve these problems, some methods with the planar objects as the calibration targets are proposed [9] [10] . As for these methods, the calibration targets' production is simple and they are suitable for field calibration, but these methods need to establish the local coordinate and to carry out the coordinate transformation many times. 
Geometric model
A structured light active vision sensing system consists of a camera and a linear structured light projector. This system can realize the depth information (which losing during the camera imaging process) when the camera gains a laser light stripe on an object illuminated by the projector. The geometric model of the linear structured light active vision sensing system is presented in Fig. 1 . Here camera is modelled by the usual pinhole and the linear structured light projector is modelled by the space plane.
Camera model
Camera is described by the pinhole model on condition that its lens' aberration is insignificant. Camera calibration is to determine the camera model's parameters, i.e. the pinhole model's parameters, which contain intrinsic parameters and extrinsic parameters. 
Linear structured light projector model
The laser projector, unlike the camera, can be described by the pinhole model of perspective projection. It can be seen from Fig 
Vision System Calibration
In this paper, we consider the calibration of the whole system. We present a calibration method for the structured light sensor system by observing three collinear points. Fig. 2 is the calibration diagram of the structured light sensing system. Our method to calibrate the sensing system is divided into two parts: camera 
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Camera calibration
In the stage of camera calibration, camera parameters are computed by the method in Ref. 15 . The camera is fixing and another constraint of this method is to fix one of endpoints. In our method, fix point A and move the target in the camera field of the view around A. Use the camera to be calibrated to obtain the target's image at least six times in any orientation. In our method, seeing from Fig. 2 , the length of AB is known to be
The position of point P is also known with respect to A and B, and, then
According to (4), we have the unknown depths of A, P, and B ï î
K from both sides and perform cross product on both side of equation (9) with p , we have 0 ) ( ) (
From (6) (8), we have
Substituting (10) into (11) 
Then, we have
contains the intrinsic parameters of the camera. So, figure out the equation (13) and decompose
we can get the intrinsic parameters of the camera. Finally, use the maximum likelihood criterion to refine them. The detailed solution process can refer to the literature 15.
Linear structured light projector calibration
We use the collinear three points to calibration the laser light beam plane. In this process, the camera and the projector are fixed. Move the target in the light beam plane at least twice. Using the calibrated camera obtain their images. The three image points' coordinates in the image physical coordinate system a are also the angles between vectors OA and OP , vectors OP and OB . In order to figure out the three points coordinates in the camera coordinate system, we establish a plane coordinate system xy O -on the plane OAPB. As Fig. 3 shows, its origin is the origin of the camera coordinate system, and the x axis is coincided with OP , and the y axis is perpendicular to OP . 
Experimental Results and Precision Analysis
The linear structured light system of our experiment consists of a linear structured light projector and a charge coupled device (CCD) camera DH-HV1300FC whose resolution is 1024*1280. The targets is a homemade three collinear points with the distance mm l 300 1 = and mm l 150 2 = .
Experimental results
Camera calibration results
Fix point A, move the target in the camera field of view ten times, using Zhang's camera calibration method with 1-D objects 15 , getting camera's intrinsic parameters' values. The identified camera intrinsic parameters are shown in Table1. 
Projector calibration results
Project the structured light passing through the three points, using the camera to obtain their image. Then move the target nine times, getting ten groups of the points which contain thirty points totally. Then, adopt the Harris corners detection algorithm to detect the image points and get their pixel coordinates and computer their image physical coordinates. The image physical coordinates are shown in Fig. 4 .
Then computer their coordinates in the camera coordinate system. Finally, using the RANSAC algorithm to eliminate the outer points, whose loop is 100 000, and the inner point limited in 24, and the threshold of the loop is 0.94 mm which is the distance from the point to plane. 
The calibration points and the structured light plane in the camera coordinate system are shown in Fig. 5 . Fig. 4 The image physical coordinates of calibration points
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Measurement test
Length measurement
We test the accuracy of this structured light sensing system by measuring the segment EF which is a standard length segment, project the linear structured light on the segment, i.e. the point on the light plane, so From the above four equations, we can get the point coordinates ) , , (
in the camera coordinate system, so the length of EF is
Take three standard length segments as test objects. Their lengths are 150mm, 300m, and 450mm. Their range of motion is about from 900mm to 1300mm, which is the distance from the camera's optical centre to the test segments. The distance from the camera's optical centre to the laser projector is about 620mm. The measurement results are shown in Table 2 . The experimental results indicate that the average absolute error and the average relative error of this structured light system are 0.13mm and 0.04%, respectively. 
. Segment reconstruction
The segment is to be reconstructed shows in Fig. 6 . Project the structured light onto the segment and use the calibrated camera gets one picture of it.
Then use image binaryzation and image thinning image processing algorithms, we get 776 pixel points of the segment and the binary image of the segment. The binary image is shown as Fig. 7 . Use the triangulation principle to computer the 776 points coordinates in camera coordinate system, and then reconstruct the segment. The reconstructed segment is shown in Fig. 8 .
We can see from Fig. 8 that the segment is composed of a series of discrete pixels points, so the reconstructed segment shown in Fig. 8 is formed by many little segments between two adjacent pixels points. Owing to the impact of the two points at segment's both ends, it's both ends seem a bit bent.
Comparison experiment
We compare the accuracy of the structured light system with another structured light system in literature 21, which is also use the collinear three points as the calibration target to calibration the structured light plane. Take the same segment length as literature 21's, the test segment lengths are 20mm, 40mm and 60mm. The measurement results by their calibrated system are shown in Table 3 . Using the linear structured light system calibrated by our proposed method to measure the same segments, the measurement results are shown in Table 4 . From the data, we can see the measurement average absolute error and the average relative error by the method proposed in Ref. 21 are 0.23mm and 0.72%, respectively. However, the measurement average absolute error and the average relative error by our method are 0.03mm and 0.08%, respectively. The experimental results indicate that the accuracy of our sensing system is better than that of the linear structured light sensing system referred in Ref. 21 . Analyze measurement process of this linear structured light active vision system, and we can obtain the factors that influence the system's accuracy as follows: · the thickness of the structured light beam, · the coincidence of the structured light and the centroids of the three collinear points, · extraction accuracy of the three collinear points, · the calibration accuracy of the camera intrinsic parameters, · Whether the lens distortion is taken into account (in our method the lens distortion is not being taken into account).
Conclusions
This paper described a linear structured light active vision sensing system calibration method using the collinear three points. We proposed a new approach based on three collinear points to calibrate the light plane, which is computed in the camera coordinate system. Furthermore, we test and compare the accuracy of our sensing system by measuring standard segments in different location in the field of the camera view. The results show that this system can achieve the requirement of the basic error limit of the measurement tools which smallest measurement unit is millimeter and 
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