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iAbstract
In this thesis, three methods of speech enhancement techniques
are investigated with applications in extreme noise environments.
Various beamforming techniques are evaluated for their perfor-
mance characteristics in terms of signal to (distant) noise ratio and
tolerance to design imperfections. Two suitable designs are iden-
tified with contrasting performance characteristics — the second
order differential array, with excellent noise rejection but poor ro-
bustness; and a least squares design, with adequate noise rejection
and good robustness.
Adaptive filters are introduced in the context of a simple noise
canceller and later a post-processor for a dual beamformer system.
Modifications to the least mean squares (LMS) filter are introduced
to tolerate cross-talk between microphones or beamformer outputs.
An adaptive filter based post-processor beamforming system
is designed and evaluated using a simulation involving speech
in noisy environments. The beamforming methods developed are
combined with the modified LMS adaptive filter to further reduce
noise (if possible) based on correlations between noise signals in
a beamformer directed to the talker and a complementary beam-
former (nullformer) directed away from the talker. This system
shows small, but not insignificant, improvements in noise reduc-
tion over purely beamforming based methods.
Blind source separation is introduced briefly as a potential fu-
ture method for enhancing speech in noisy environments. The
FastICA algorithm is evaluated on existing data sets and found
to perform similarly to the post-processing system developed in
this thesis. Future avenues of research in this field are highlighted.
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Chapter 1
Introduction
1.1 Motivation
1.1.1 Speech Enhancement in Noisy Environments
The issue of recording speech in noise is a well researched issue which
has been in development over much of the last century. In the last two
decades, much of this focus has been applied to cellphone and telecon-
ferencing technology as advances in processing power, manufacturing
techniques and communication bandwidth have improved to the point
where sophisticated algorithms for noise reduction and/or beamform-
ing are implementable in real-time.
This thesis focuses on the development of a computationally effi-
cient system to pick up near-field speech in extreme noise environments.
There are two main problems to overcome — the first of which is to find
a method of isolating near sources from far sources, and the second of
which is to find a method of noise reduction which is capable of dealing
with high noise levels and is computationally efficient. The overall goal
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is to develop a beamforming plus post-processor system to adaptively
remove noise.
The focus of this thesis will be separated into three basic research
groups: beamforming — to solve the speech isolation problem; adaptive
filtering — to solve the noise reduction problem in a computationally ef-
ficient manner; and blind source separation — a technique which could
ideally perform both tasks simultaneously.
1.2 Existing Techniques
1.2.1 Spectral Subtraction
One of the simpler techniques for noise reduction is spectral subtraction
[1] [2] [3]. This technique involves computing an estimate of the power
spectrum of the noise component in a signal and removing this from the
spectrum of the original signal. An assumption made in this technique
is that the speech and noise are uncorrelated (which aside from rever-
berant environments is a reasonable assumption). An estimate of noise
can be obtained via a number of techniques. Popular methods include
the use of voice activity detection and secondary sensors placed far from
the talker. Voice activity detection, a method used extensively in speech
compression, can be used to find segments of noise in the signal from
which an estimate of the power spectrum can be obtained. A secondary
sensor — such as other microphones located far from the talker, can be
used to obtain clean estimates of the power spectrum. This technique
requires an additional microphone in the system, which may be more
effectively used in beamforming techniques for noise reduction; or be
located far enough away from the talker to introduce delay problems in
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power spectrum estimation or packaging problems. Placing a secondary
microphone far from the talker may be impractical in all scenarios.
Suppose an estimate of the noise spectrum is obtained through some
method, noise reduction can be achieved by simply subtracting the noise
spectrum from the signal spectrum, leaving an estimate of the original
speech signal. Considering a signal x(t) = s(t) + n(t) comprising of
s(t), the signal from the talker and n(t), the background noise. Taking
the Fourier transforms, the signal can be represented by magnitude and
phase components,
X(ω) = S(ω) + N(ω)
= ‖S(ω)‖eiφs(ω) + ‖N(ω)‖eiφn(ω)
Suppose there is an estimate of the noise spectrum available, Nˆ(ω), its
magnitude ‖Nˆ(ω)‖ can be used to filter the noise from the input,
‖Y(ω)‖ = ‖X(ω)‖ − ‖Nˆ(ω)‖
= ‖S(ω)‖+ ‖N(ω)− Nˆ(ω)‖
' ‖S(ω)‖
The phase information of the signal is unknown, however typically the
phase information from the original noisy signal is used to synthesise
the original signal.
Y(ω) = Sˆ(ω) = ‖S(ω)‖eiφx(ω)
An inverse Fourier transform is taken, leaving the cleaned signal.
The resulting signal will have an improved signal to noise ratio, how-
ever artefacts of the processing technique will appear. Errors in the noise
estimate will manifest as ’musical’ noise, spurious peaks in the spectrum
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of the output resulting from the subtraction process. This noise can be
detrimental to speech intelligibility.
Voice activity detection (VAD) methods require detection of speech,
which requires a reasonable signal to noise ratio to begin with. In ad-
dition, in some environments, the background noise may itself contain
speech, rendering the technique useless. The use of a secondary noise–
only microphone also has the same constraint, with the additional pack-
aging requirements for this project. The spectral subtraction technique is
unsuitable for noise reduction in this project primarily due to the levels
of noise involved. Obtaining a clean estimate of the noise spectrum and
using this in a subtraction technique without removing components of
the speech becomes quite difficult. Suppose the background noise was
Gaussian white noise and the speech level was low enough such that
its spectral components were not easily identifiable in the noise, any es-
timate of the noise would most likely include the speech components.
Filtering using this estimate would severely degrade (or eliminate) the
speech component in the output.
1.2.2 Wiener Filtering
Wiener filtering is another popular technique for noise reduction [4].
The technique relies on either estimates of both the clean speech and
noise spectra or the signal to noise ratio. As the estimate of the clean
speech spectrum and the noise spectrum is generally unavailable for
the purposes of this thesis (very low SNR), adaptive methods are used
instead.
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1.2.3 Differential Arrays
Differential microphone arrays (also known as gradient microphones)
have been analysed for their potential in noise reduction since the 1940s
[5], [6], [7]. Early analysis showed that this type of array design showed
significant rejection of interferers far from the microphone array.
More recently, designs incorporating differential arrays have been
developed with applications in telecommunications [8] [9]. These tech-
niques primarily concern distant talkers and the analysis presented is
limited to this scenario. In this thesis, the primary focus is to record
near-field signals — signals originating at a distance comparable to the
microphone array size. However, since the underlying concept is simi-
lar for near talkers, this earlier work could provide some insight into the
potential for noise reduction using differential arrays in this project.
1.2.4 Adaptive Filtering
Adaptive filtering is a technique used for noise reduction, particularly
in the area of echo cancellation in telecommunications [10]. Various
forms exist with varying computational complexity and convergence
properties. Least squares filters (LMS, NLMS and RLS) are popular
methods of adaptive filtering and have been studied extensively [11]
[12].
1.2.5 Blind Source Separation
Another technique that is briefly considered in this thesis is instanta-
neous blind source separation (BSS). Blind source separation is a re-
cently developed (in the last two decades) technique which exploits
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high order statistics of signals to find an unmixing matrix which is
able to (with some limitations) separate complex mixtures of signals
[13][14][15][16]. BSS requires no or little knowledge of the system to
function, which is advantageous to beamforming/adaptive filtering tech-
niques which typically require some amount of knowledge of a system
(the talker location or assumptions about noise locations, for example).
1.3 Thesis Contents
This thesis will investigate the speech enhancing properties of three
main techniques; microphone beamforming, adaptive filtering and blind
source separation.
1.3.1 Microphone Arrays and Beamforming
The second chapter will introduce basic beamforming definitions start-
ing from the wave equation. A number of beamforming techniques are
investigated and their performance assessed for capturing near-field sig-
nals and suppressing far-field interference.
1.3.2 Adaptive Filtering
The third chapter will introduce adaptive filtering and its application to
noise reduction. The least squares adaptive filter will be introduced as
well as an original modification to NLMS to ensure robustness in low
noise situations. A number of different adaptive filtering techniques will
be evaluated.
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1.3.3 System Design
The fourth chapter will present a speech enhancing system using a
beamforming and adaptive filter based post-processor. Various combi-
nations of beamforming techniques will be simulated and results com-
pared.
1.3.4 Blind Source Separation
The final chapter will briefly introduce blind source separation, in par-
ticular the FastICA algorithm and its possible use for speech enhance-
ment in noisy environments.

Chapter 2
Microphone Arrays and
Beamforming
This chapter discusses various microphone array and beamforming tech-
niques used in acoustics, in particular, near-field sound recording. First,
the equations governing simple sound waves are derived from the wave
equation. Next, some basic performance properties of microphone ar-
rays are introduced. Finally, a series of different beamformer designs
are introduced and analysed for suitability to speech enhancement.
2.1 Preliminaries
This section introduces the basic concepts applicable to microphone
beamforming that are used throughout this thesis. A quick derivation of
the point source and plane wave equations used to model simple sound
sources is presented. Delay and sum beamforming is introduced to ex-
plain the concept of microphone beamforming. Near-field gain is intro-
duced as one of the relevant performance measures of a beamforming
9
10 CHAPTER 2. MICROPHONE ARRAYS AND BEAMFORMING
array. Finally, white noise gain is introduced as a performance measure
of robustness of the array to imperfections in microphone responses.
2.1.1 Symbol Definitions
Table of symbols used in this chapter and their definitions
c Wave propagation velocity
f Wave Frequency
k Wavenumber (2pi fc )
t Time
x Position vector
wm Microphone weights
hm Source-microphone transfer function
H Transfer function matrix
p Single microphone output
s Total array output
G Array gain
NFG Near-field gain
WNG White noise gain
2.1.2 Point Sources and Plane Waves
Point Sources
The analysis of the microphone arrays to be presented later (in sections
2.2 to 2.5) will be considered using the spherical wave (point source)
model for sound sources near microphones, and the plane wave model
for sound sources far from the microphones. Although the point source
model will form the focus of this thesis, plane waves are introduced
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as they are prevalent in beamforming literature, and are applicable in
cases where sound sources lie far, relative to the size of the array, from
the sensors.
Starting with the wave equation and considering spherical symmetry
(ignoring angular dependence),
∇2Ψ = 1
c2
∂2Ψ
∂t2
(2.1)
∇2rΨ =
1
r2
∂
∂r
(r2
∂Ψ
∂r
) (2.2)
=
∂2Ψ
∂r2
+
2
r
∂Ψ
∂r
(2.3)
The wave equation becomes
∇2rΨ−
1
c2
∂2Ψ
∂t2
= 0 (2.4)
It can be shown that the wave represented by the equation,
Ψ(r, t) =
eik(ct−r)
r
(2.5)
is a solution to the wave equation.
∇2rΨ =
1
r
∂2eik(ct−r)
∂r2
− 2
r2
∂eik(ct−r)
∂r
+ 2
eik(ct−r)
r3
(2.6)
+
2
r
(
1
r
∂eik(ct−r)
∂r
− e
ik(ct−r)
r2
)
(2.7)
=
1
r
∂2eik(ct−r)
∂r2
=
−k2
r
eik(ct−r) (2.8)
1
c2
∂2Ψ
∂t2
=
1
c2r
∂2eik(ct−r)
∂t2
=
−k2c2
c2r
eik(ct−r) = −k
2
r
eik(ct−r) = ∇2rΨ (2.9)
Thus the wave equation is satisfied for the function
Ψ(r, t) =
eik(ct−r)
r
(2.10)
A factor of 14pi is typically included for energy conservation purposes,
but is ignored in this thesis.
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Plane Waves
Most of the literature on acoustic beamforming makes the assumption
that the near-field condition can be relaxed. In this scheme, the sound
pressure is modelled using plane waves propagating along an axis.
Starting with the one dimensional wave equation,
∂2Ψ
∂x2
=
1
c2
∂2Ψ
∂t2
(2.11)
Trying the plane wave solution,
Ψ = eik(ct−x) (2.12)
∂2Ψ
∂x2
= −k2Ψ (2.13)
=
1
c2
∂2Ψ
∂t2
(2.14)
=
−k2c2
c2
Ψ = −k2Ψ (2.15)
the wave equation is satisfied.
2.1.3 Preliminaries: Beam/Nullforming
Delay and Sum Beamforming
A common technique used in array design is delay and sum beamform-
ing. In this method, directivity can be achieved by weighting each mi-
crophone in such a way that the incident wavefronts are aligned from
the perspective of the array. The output of the array is denoted as,
s(k, r) =
M
∑
m=1
wm(k)hm(k, r) (2.16)
where wm is the ’weight’ — a complex (in general) number multiplied to
the signal received by the mth microphone in the array; and hm denotes
2.1. PRELIMINARIES 13
θ
d
Figure 2.1: Plane wave incident on a microphone array.
the acoustic transfer function — the function describing the attenuation
and phase shift of the audio source as the wave travels to the micro-
phone, which can be represented by the Ψ functions earlier (equations
2.10, 2.12).
The array output can be expressed using vector notation as,
s(r) = wHh (2.17)
by ignoring the wavenumber for simplicity.
Consider a single pulse from a distant source incident on a line of mi-
crophones (Figure 2.1) and assuming the source is sufficiently far from
the microphones such that its wavefronts are planar. The pulse will
arrive at the microphones at different times depending on the angle be-
tween the wavevector and the vector formed by the microphone array.
If the wavevector is perpendicular to the array vector, the time differ-
ence will be zero, if the wavevector is parallel, the time difference will
be maximised, as the pulse now takes the largest possible time to prop-
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agate along the array. To maximise the signal received from the micro-
phone array due to the pulse, the microphones along the array must be
weighted in such a way that they sample the same position of the pulse
at the same time. This can be acheived by computing the additional
distance the wavefront needs to travel to reach each microphone in the
array and using this value to either time-delay the element or apply a
phase shifted weight to the element.
2.1.4 Preliminaries: Near-field Gain
The near-field gain [17] is defined as the distance scaled ratio of the
array output due to a source close to the array against a source in the
far-field.
G(rn) =
rn
rf
sn
sf
(2.18)
For example, a single omnidirectional microphone has an output
given by
s(k, r) = w(k)h(k, r) = w(k)
e−ikr
r
(2.19)
Its near-field gain is
‖G‖ = ‖rn
rf
rfw(k)e−ikrn
rnw(k)e−ikrf
‖ = ‖w(k)e
−ikrn
w(k)e−ikrf
‖ = 1 (2.20)
which provides a basis for one of the comparisons of arrays. A good
microphone array will have greater than unity near-field gain across the
frequency range of interest (for speech up to 3-4kHz, at least). This
corresponds to greater rejection of far-field sources than a simple single
microphone system. Since most noise sources considered in this project
are far-field in nature, a high near-field gain array suggests good noise
rejection.
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2.1.5 Preliminaries: White Noise Gain
Tolerance to imperfections is an important property of a beamformer.
Typically the microphones in the array will have slight differences in
responses relative to the others as a result of intrinsic properties (fre-
quency response not flat for example) or array placement errors. The
objective of good array design is to ensure that these errors do not ad-
versely affect the response of the array. A measure of this ability is
known as white noise gain [18], a model of the response of the array
due to these errors, modelled as Gaussian white noise. This white noise
model operates under the assumption that the errors in array design or
microphone mismatch are Gaussian in nature.
In general, the weights applied to each microphone (at a frequency
ω = ck) can be expressed as a complex number with an amplitude and
phase.
w(k) = Aeiφ (2.21)
If there are imperfections in the microphone then the actual weight re-
quired to produce the desired response is given by
wa(k) = Aaeiφa (2.22)
(and is unknown)
This can be re-written as the product of the designed perfect knowl-
edge weight multiplied by an error term representing the amplitude
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w = [rcosφ, rsinφ]Tφ
r
Im
Re
Figure 2.2: Graphical description of error in the weight vector.
and phase error of the microphone at a given frequency.
wa(k) = Aeiφ[
Aa
A
ei(φa−φ)] (2.23)
= Aeiφ[αei∆φ] (2.24)
= w(k)e(k) (2.25)
e(k) =
Aa
A
ei∆φ (2.26)
As seen in Figure 2.2, the error in the weight vector could be described
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as lying with high probability inside a circle of some radius about the
’true’ vector.
The white noise gain is then defined as the array gain for some near-
field source over the array gain for isotropic white noise — the model
for the error in the weight vectors. This can be quantified by finding the
gain due to the source over the gain due to isotropic white noise. The
white noise gain can be expressed as,
WNG =
wHRnw
wHRfw
(2.27)
where Rn is the spatial autocorrelation matrix between the source and
the microphones — the outer product of h and hH from (2.17), w is the
vector containing the microphone weights and Rf is the far-field corre-
lation matrix — which for isotropic white noise is the identity matrix.
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2.2 Differential Arrays
In this section, differential microphone arrays will be introduced and
analysed. The equations governing theoretical performance of first and
second order differential arrays will be derived in terms of point sources,
along with their performance characteristics — frequency response, near-
field gain and white noise gain.
2.2.1 Introduction
A technique for improving speech intelligibility is to create a micro-
phone array with a highly directional response. A simple method of
achieving this is to create a differential array. A differential array (also
known as a gradient microphone) consists of at least two microphones
closely spaced to exploit pressure gradients [7]. The technique exploits
the spatial sampling nature of the array — each microphone samples the
pressure field at the microphone position. For a high frequency wave
the samples received will show large differences in amplitude relative to
one another, producing a large response from the differential array. For
sources close to the array, the sampled values would exhibit attenuation
depending on the distance from the source to each microphone in the
array. Most of the existing literature on differential arrays refers to far-
field microphone arrays (where the rapid wave attenuation effects are
not exploited), typically used for teleconferencing applications where
the talker is far from the array [8].
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2.2.2 First and Second Order Arrays
The near-field enhancement produced by first and second order differ-
ential arrays is derived as follows:
Starting with the equation for a point source (2.10),
p(k, x, xm) =
e−ik‖x−xm‖
‖x− xm‖ (2.28)
Let r = ‖x− xm‖
p(k, r) =
e−ikr
r
= f (r)g(r) (2.29)
where f (r) = e−ikr and g(r) = r−1.
Considering the differential behaviour along the microphone array
axis x and applying the chain and product rules,
dp
dx
=
dp(k, r)
dr
dr
dx
=
d f (r)
dr
g(r)
dr
dx
+ f (r)
dg(r)
dr
dr
dx
= −ik f (r)g(r)x
r
− f (r)g(r) x
r2
and noting that xr = cos θ, the first order differential array gives an
output,
pd(k, r, θ) = −p(k, r)(1r + ik) cos θ (2.30)
Compared with a single omnidirectional microphone, the first order dif-
ferential array exhibits increased gain in the near-field. The relative on-
axis gain for this array is −(1r + ik). The frequency dependence suggests
first order high pass behaviour which can be corrected using a simple
first order low-pass filter. The beam-pattern is now a dipole, showing
complete rejection of noise arriving laterally.
Greater near-field gain and directionality can be attained using higher
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order differential arrays. The second order array will be derived here
(higher orders become mathematically tedious).
pq(k, r, θ) =
dpd(k, r)
dx
= −ik
(
d f (r)
dx
g(r)
x2
r2
+ f (r)
dg(r)
dx
x2
r2
+ f (r)g(r)
1
r
)
−
(
d f (r)
dx
g(r)
x2
r3
+ f (r)
dg(r)
dx
x2
r3
+ f (r)g(r)
1
r2
)
= p(k, r)
(
−
(
ik
r
+
1
r2
)
+ cos2 θ
(
−k2 + 3ik
r
+
3
r2
))
The second order array shows greater sensitivity to pressure variations
along the axis than the first and zeroth order arrays. The directionality
has improved along axis due to the cos2 θ dependence. Like the first
order design, high-pass behaviour is present as a combination of first
and second order components. A second order low-pass filter can be
used to correct this behaviour.
By considering the distance between the source and array, it is possible
in some cases to ignore low-pass correction filters. At close distances
the r−1 (first) and r−2 (second order differential array) terms dominate,
neither of which contain frequency dependence.
pd(k, r, θ) ' −p(r)r cos θ r  1 (2.31)
pq(k, r, θ) ' p(r)
(
3 cos2 θ − 1
r2
)
r  1 (2.32)
At high frequencies, the r−1 and r−2 terms lose significance and the
frequency dependent terms dominate
pd(k, r, θ) ' −ikp(r) cos θ k 1 (2.33)
pq(k, r, θ) ' −k2p(r) cos2 θ k 1 (2.34)
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Using these two sets of equations, it is possible to derive the transition
frequency between flat frequency response and nth order high-pass re-
sponse. To simplify, assume that the talker is on-axis with the arrays
(cos θ, cos2 θ = 1), the transition frequency/wavenumber occurs when
the two equations are equal (taking absolute values):
(first order)
1
r
= k
(second order)
2
r2
= k2
kd =
1
r
(2.35)
kq =
√
2
r
(2.36)
Existing speech transmission methods typically operate in a limited fre-
quency range of between 300 and 3.5kHz which captures most of the
energy in human speech. The talker would need to be located no more
than 16.1mm (first order) and 22.7mm (second order) away from the
microphone array in order to maintain flat response across the speech
band. It is apparent that even a small perturbation (±10mm) in talker-
array distance could have a significant effect on the frequency response
of the array — the transition frequency between flat and high-pass re-
sponse is a function of talker-array distance. For this reason, a low-pass
correction filter to flatten the frequency response would be difficult to
implement.
The use of this type of array for speech enhancement would require
careful talker-array arrangement. A minimum distance could be imple-
mented by mounting the microphones inside a box with some specified
distance between the ends of the the array and the walls of the box. A
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low-pass corrector could be designed for this minimum distance pro-
vided it is acceptable for some high-pass behaviour if the user moves
away from the box.
The near-field gain of differential arrays can be calculated using the
equations derived for the low and high frequency gain (the frequency
transition equations), which additionally correspond to near and far re-
sponse, and taking the absolute values. The low-frequency (or close
distance) equations for the response of the differential arrays are as fol-
lows,
pd ' −p(k, r)r if r  1
‖pd‖ ' 1r2n
pq '
(
2p(k, r)
r2
)
if r  1
‖pq‖ ' 2r3n
The far distance (or high frequency) equations are as follows,
pd ' −ikp(r) if r  1
‖pd‖ ' krf
pq ' −k2p(r) if r  1
‖pq‖ ' k
2
rf
Inserting these equations into the near-field gain equations shown
in Section 2.1 (2.18), the near-field gain of the differential arrays can be
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derived on-axis as
NFGd =
rn
rf
1
r2n
rf
k
=
1
krn
NFGq =
rn
rf
2
r3n
rf
k2
=
2
k2r2n
The differential arrays show (krn)−n near-field gain behaviour for a
fixed talker distance rn located on the microphone array axis. This cor-
responds to near-field gain for the frequency range in the flat frequency
response region derived earlier.
2.2.3 Simulations
So far the theoretical properties of differential arrays have been derived.
One of the assumptions made initially was that the spacing between
the microphones was infinitesimally small, an unrealistic condition to
allow the easy derivation of these properties. To investigate the effects
of finite spacing, a simulation was developed with MATLAB in which
microphones were spaced with small (c/ fs m) distances between them.
A sample rate of 44.1kHz was selected for testing, corresponding to a
maximum microphone separation distance of 7.8mm to ensure that the
differential array could produce close to theoretical performance — in
terms of beampattern shape and near-field gain, up to 22kHz. First and
second order differential arrays were simulated.
The effect of placing finite spacing between two microphones is demon-
strated in Figure 2.5. The theoretical case allows ever increasing re-
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Figure 2.3: First order differential theoretical beampatterns at a distance
of 4cm. The theoretical first order array produces a perfect dipole at all
frequencies.
sponse with frequency as the gradient of an incident wave increases
with frequency. In the finite spacing simulation, the frequency response
still exhibits (near) flat response in the low frequency region and first or-
der high pass behaviour up to the spatial Nyquist rate of the array. The
spatial Nyquist rate arises from the sampling nature of the array. Each
microphone samples the sound pressure at a regularly spaced interval,
analogous to time domain sampling where samples are taken at regu-
lar time intervals — allowing perfect reconstruction of the signal up to
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Figure 2.4: First order differential simulated array beampattern at a dis-
tance of 4cm. Discrete spacing produces slight differences from the the-
oretical case. The beampatterns are slightly distorted at higher frequen-
cies.
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Figure 2.5: Infinitesimal spacing theoretical limit (top) and finite spacing
simulation of the frequency response of a first order differential array.
Note the high-pass behaviour at high frequencies.
the Nyquist rate (half the sampling rate). Spatial sampling dictates the
ability of the array to resolve signal direction, the one of the key compo-
nents of beamforming. The difference between infinitesimal sampling
and discrete spacing is visible in the beampatterns (Figures 2.3 and 2.4).
The discrete spacing first order array shows a slight difference in the
shape of the beampattern at higher frequencies.
The second order response is illustrated in Figure 2.8. As in the first
order case, the response is similar to the infinitesimal spacing response
up to the Nyquist rate. Similarly to the first order array, the beampat-
terns show slight differences in shape at higher frequencies from the
theoretical results (Figures 2.6 and 2.7).
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Figure 2.6: Theoretical response patterns for a source located 4cm away
from a second order differential line array. At very high frequencies, the
response to sources located laterally (90 or 180 degrees) is attenuated
significantly.
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Figure 2.7: Simulated response for a source 4cm from a second order
differential line array. Finite spacing introduces slight distortions to the
theoretical response patterns presented in Figure 2.6.
The near-field gain for the simulated first and second order arrays is
shown in Figure 2.9. Differential arrays show significant near-field gain
at low frequencies (less than 1kHz), corresponding to good rejection of
far-field interferers.
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Figure 2.8: Frequency for the second order differential array, theory (top)
vs. simulated finite spacing. Like the first order array, high-pass be-
haviour is present at high frequencies.
2.2.4 Summary
Differential arrays show promise for near-field enhancement of speech.
However tolerance to microphone mismatch and high frequency boost-
ing are significant issues which would need to be handled in a practical
implementation. As seen in Figure 2.9, first and second order arrays
show excellent rejection of far-field sources compared to single micro-
phone solutions at low frequencies. The response patterns show almost
complete rejection (first order — Figure 2.4) and attenuation (second or-
der — Figure 2.7) of lateral noise sources, which when combined with
its near-field gain behaviour (rejection of far sources), suggests that they
could be ideal for speech enhancement for talkers close to the array. The
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Figure 2.9: Near-field gain for the simulated first and second order dif-
ferential arrays. The second order array shows significantly improved
performance over the first order array.
main problem with differential arrays is the poor white noise gain in the
speech band of the audio spectrum (Figure 2.10). The arrays show ex-
treme sensitivity to microphone mismatch (or placement errors) which
can severely degrade performance. The simplicity of the weight design
does not allow robustness to be built in, as will be seen in the remainder
of the chapter. A minor consideration is the high frequency boosting
which occurs with differential arrays, however this can be easily cor-
rected using either analog or digital low pass filtering.
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Figure 2.10: White noise gain for the simulated first and second order
differential arrays. Second order arrays show very poor white noise
gain at low frequencies, corresponding to the poor ability in handling
microphone errors.
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2.3 Maximising Near-field Gain
Another method of beamforming is to maximise the near-field gain at
the talker location relative to the interferers, which can be assumed to
be located in the far-field. This technique has previously been described
in the context of reverberant environments where the microphone array
receives a near-field signal plus reverberation assumed to be far-field in
nature [17].
Consider a general M-element microphone array. The output of the
array is given by
sn(k, x) =
M−1
∑
m=0
wmhm(k, x, xm) (2.37)
hm(k, x, xm) =
e−ik‖x−xm‖
‖x− xm‖ (2.38)
where wm is the microphone weighting, and hm, the transfer function
for microphone m, is the pressure due to a point source located at x
incident on microphone m at location xm.
The objective is to find weights w = [w0w1 · · ·wM−1]T which max-
imise the ratio between the signal received from the talker and the back-
ground noise,
µ =
E{sHn sn}
E{sHf sf}
=
wHRnw
wHRfw
(2.39)
Now, defining the near-field (talker) correlation matrix Rn as
Rn = hnhHn (2.40)
where h = [h0h1 · · · hM−1]T) — derived from (2.38).
The far-field (interferer(s)) correlation matrix Rf is defined as
Rf = hfhHf (2.41)
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where hfhHf is a matrix describing the average far-field interferer corre-
lation.
If the constraint wHRfw = 1 is introduced, then the method of La-
grange multipliers can be utilised to solve the problem.
L = wHRnw+ µ(1−wHRfw) (2.42)
∇wL = Rnw− µRfw (2.43)
0 = Rnw− µRfw (2.44)
Rnw = µRfw (2.45)
This is an example of a generalised eigenvalue problem Aw = µBw,
which can be solved using a number of methods. Provided B is in-
vertible, the eigenvalues and corresponding eigenvectors can be solved
through the eigenvalue decomposition of Z = B−1A.
In order to obtain the optimal near-field gain, the average far-field
spatial correlation matrix must be known. Using a Bessel function ex-
pansion of the point source model [19] and considering an infinite set
of points located around the centre of the array at a distance of rf, the
average correlation between the ith and jth microphones is given by
Rij =
∫ ∫
pip∗j sin θdθdφ
=
∫ ∫ ∞
∑
n=0
‖hn(kr f )‖2 jn(kri)j∗n(krj)
n
∑
m=−n
Ynm(θi, φi)Y
n∗
m (θs, φs)Y
n∗
m (θj, φj)Y
n
m(θs, φs) sin θdθdφ
where jn is an nth order spherical Bessel function of the first kind, yn,
is an nth order spherical Bessel function of the second kind and Ynm, the
spherical harmonics of order m, n.
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The spherical harmonic terms can be simplified through the use of
the spherical harmonic addition theorem [20] to obtain,
Rij =
∞
∑
n=0
‖hn(kr f )‖2 jn(kri)jn(krj)(2n+ 1)Pn(cosγij) sin θdθdφ (2.46)
Now, using the identity [21],
∞
∑
n=0
(2n+ 1)Pn(cosγij)jn(kri)jn(krj) = j0(k‖ri − rj‖) (2.47)
and noting that if r f is very large hn(kr f ) reduces to
hn(kr f ) ' (−i)n+1 e
ikr f
kr f
(2.48)
then the ijth component of R is
Rij =
j0(k‖ri − rj‖)
r2f
(2.49)
=
sinc(k‖ri − rj‖)
r2f
(2.50)
Since the near-field gain definition pre-multiplies the near and far-field
components by the distance factors, Rij can be simplified at this point to
Rij = sinc(k‖ri − rj‖) (2.51)
The solution for maximising the near-field gain is
R−1f Rnwmax = µmaxwmax (2.52)
Given Rf is a sinc matrix, the solution will be poorly conditioned at
low frequencies (sinc(kd) ' 1). Regularisation is therefore required to
produce a robust solution (i.e., one with good white noise gain).
The regularised solution is found by inserting regularisation matrices
into each of the near and far-field correlation matrices in (2.52).
(Rf + r2fλIM)
−1(Rn + r2nλIM)wmax = µmaxwmax (2.53)
2.3. MAXIMISING NEAR-FIELD GAIN 35
2.3.1 Simulations
The near-field gain array was tested using four microphones in a circular
geometry. The diameter of the array was set to 7.8mm.
At low frequencies the unregularised maximal near-field gain method
shows very poor white noise gain (solid line in Figure 2.11b) — indi-
cating that the array would have difficulty handling far-field noise or
distance/frequency mismatches between the microphones. Some near-
field gain performance can be sacrificed in order to improve the white
noise gain by introducing a regularisation matrix term into the spatial
correlation matrices (2.53). As the regularisation parameter λ increases,
the far-field correlation matrix tends to the identity matrix, converting
the maximum near-field gain problem into a maximum white noise gain
problem. Careful selection of the regularisation parameter is required
to ensure that the array maintains both good near-field gain and white
noise gain performance. In practise, this is difficult to do.
A regularisation parameter of λ = 10−3 was inserted into (2.53) to
design a more robust array. The result of introducing this regularisation
parameter was an improvement in white noise gain throughout the en-
tire frequency range (dashed and dotted curves in Figure 2.11b) at the
expense of a major reduction in near-field gain performance (dashed
and dotted curves in Figure 2.11a) and directivity of the array at lower
frequencies (Figure 2.12).
2.3.2 Summary
The maximum near-field gain design would seem to be ideal for extract-
ing speech signals close to the microphone array while rejecting far-field
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Figure 2.11: Near-field gain and white noise gain for the maximum
eigenvalue beamformer and two regularised cases. The unregularised
solution produces excellent near-field gain at the expense of very poor
white noise gain. The regularised cases reduce near-field gain but im-
prove white noise gain, allowing the array to handle microphone error.
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Figure 2.12: Beampatterns for the regularised maximum eigenvalue
beamformer. At low frequencies, the response is similar to an omni-
directional design, with little attenuation of sound sources opposite the
talker. At high frequencies, the array response becomes more direc-
tional, improving attenuation of sources away from the talker.
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interference. However, poor white noise gain (like the second-order dif-
ferential array) prevents this type of array from achieving its potential
in a real-world scenario. This technique relies on the assumption of the
desired signal originating from a very specific and localised point — an
unrealistic assumption.
The concept of maximising the near to far signal ratio is a useful de-
sign criteria, as it essentially defines a signal to noise ratio optimisation
problem. A more robust multiple point extension of the near-field gain
technique is developed in Section 2.5 to handle the deficiencies of the
single point near-field maximisation design.
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2.4 Iterative Method for Specifying White
Noise Gain
In the near-field gain optimisation design (Section 2.3), the output of
the array due to a near-field source was maximised relative to the aver-
age far-field power. The far-field power was represented using a far-field
correlation matrix, obtained by averaging over far-field sources in 3D. By
switching this matrix to the identity matrix, the equations now solve the
white noise gain maximisation problem. In some applications it may be
desirable to specify a white noise gain (or minimum white noise gain) to
ensure robustness of the array. By inserting a regularisation matrix into
Rn, the white noise gain of the array changes (along with the near-field
gain and beampattern). However, deriving the required regularisation
parameter to obtain the desired white noise gain is not a simple mathe-
matical procedure [17], forcing the use of iterative techniques.
An iterative technique would involve searching a range of regularisation
parameters, λ, to find a solution for the weights with the desired white
noise gain. Modifying equation 2.39,
µopt =
wH(Rn + λopt IM)w
wH(Rf + λopt IM)w
(2.54)
where µopt is the near-field gain and λopt is the regularisation parameter
giving the desired white noise gain. First the bounds on the range of
possible white noise gain values must be established. The white noise
gain value could be computed for a set of regularisation matrices with
λ values ranging from 10−12 to 1. The simulations showed (Figure 2.13)
that the white noise gain monotonically increased as the regularisation
parameter increased to some limit, at which point increasing the regu-
larisation had no effect — justifying the upper limit of regularisation.
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The algorithm developed was a simple binary search of the ’λ space’
to find the appropriate regularisation value that produced the desired
white noise gain value (within some tolerance e).
In Figure 2.13 the effects of regularisation on a maximal near-field
design are seen for an array with a source-array centre distance of 4cm.
Here 13 values of λ were selected from 10−12 to 1. In general, below
5kHz, the white noise gain decreases with decreasing lambda values.
However, it is apparent that constraining the white noise gain has ad-
verse effects on the near-field gain of the array.
A simple simulation was prepared to test the algorithms ability to
constrain the white noise gain. Three white noise values were tested,
-10dB, 0dB and 10dB. The algorithm was run using these parameters
and the near-field gain and white noise gain for a set of frequencies was
calculated.
The effect of optimising for white noise gain on the near-field gain
performance is demonstrated in Figures 2.14a and 2.14b. Constrain-
ing the white noise gain to be above 0dB (a desirable property) shows
negative effects on the near-field gain performance of the array. This
demonstrates that careful use of constraining the white noise gain is re-
quired in order to prevent the array from loosing its near-field gain (and
corresponding far-field noise reducing) properties.
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Figure 2.13: 2.13a Near-field gain for the maximum near-field gain de-
sign with varying regularisation and 2.13b, the white noise gain of the
maximum near-field design using varying regularisation. In general
poor near-field gain is associated with good white noise gain.
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Figure 2.14: Near-field gain and white noise gain for a regularised maxi-
mum near-field gain design with a target white noise gain of -10dB, 0dB
and 10dB. Note the effects of improving white noise gain on near-field
gain.
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2.5 Near-field Least Squares Beamforming
In this section, three beamforming designs based on least squares solu-
tions [22][23][24] for the weights required to produce a pre-determined
response are presented and evaluated.
The objective of a least squares weight solution is to find the array
weight vector w which produces a desired response at a point x (or as
an extension, a set of points).
The output of a near-field microphone array due to a source at loca-
tion x is given as
s(k, x) =
M−1
∑
m=0
wm
e−ik‖x−xm‖
‖x− xm‖ (2.55)
where xm denotes the location of the mth microphone.
Consider the inverse problem to microphone beamforming of spec-
ifying a set of pressure values at multiple locations (the loudspeaker
beamforming problem). First defining a collection of points at which a
specified pressure is to be controlled,
X = [x1x2 . . . xN ] (2.56)
where each vector xn represents the position of a point in the set.
The pressure at each of the points in X can be obtained by calculating
the product of the transfer functions and the microphone weights, as in
equation 2.55. Since there is now a vector of pressure values, a matrix
form can be used.
p(k, X) = Hw (2.57)
Hnm =
e−ik‖xn−xm‖
‖xn − xm‖ (2.58)
where p is a vector describing the pressure for the set of points in X;
H is a matrix containing the transfer functions from each point to each
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microphone in the array, and w the weights required to produce the
desired p vector.
In the loudspeaker problem, the pressure vector p is known and the
objective is to design beamforming weights which produces this output.
In the microphone array case, instead of producing a desired pressure
vector, the objective is to capture signals originating from this region. In
either case, the weights can be solved using the standard least squares
solution
w = (HHH)−1HHp (2.59)
(or to improve robustness, by including an additional Tikhonov regular-
isation [25] term — λIM)
w = (HHH + λIM)−1HHp (2.60)
where λ is a small value — 10−3 in the simulations developed later.
To adapt this to a microphone array, the equations remain the same,
however the pressure vector is unknown — the signal originating from
the points in the matrix X are not known in advance. Instead, the pres-
sure vector represents hypothetical point sources which may exist in the
region of interest. These point sources may be weighted in order to pro-
duce a solution which minimises a signal in a region where the talker is
not expected to be located for example.
p = [p1p1p2...pN]T
pn = An
e−ikrn
rn
2.5.1 Simulations
Simulations were conducted using four microphones arranged in a cir-
cular array with a diameter of 7.8mm. Three least squares designs were
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evaluated for near-field gain and white noise gain performance.
2.5.2 Simple Least Squares Design
The first least squares design was one in which a simple desired re-
sponse was specified. The desired response was a simple design to
accept sources located in a 90◦ wide arc centred on the source at 0◦,
located 4cm from the centre of the array.
s(k, r = r0, θ) =

e−ikr
r if θ ∈ [−pi4 , pi4 )
0 otherwise
(2.61)
A regularisation parameter of 10−3 was used with this beamformer.
The ideal response was to reject sound arriving in the complemen-
tary region. The least squares solution does not achieve this due to array
constraints — too few degrees of freedom, dictated by the number of mi-
crophones, to create enough nulls to approximate the pattern. However
the solution does significantly attenuate near-field sources opposite the
talker (as seen in Figure 2.15).
The simple design set out to retain signals originating in a 90 degree
region centred on the talker whilst attenuating signals elsewhere. The
solution of this least squares problem delivered a beamformer which
approximated these requirements reasonably well. The beampatterns
show good rejection of sources located opposite the talker as intended
(Figure 2.15). Near-field gain performance is good below 10kHz — cov-
ering the speech band of the frequency spectrum. Indicating that speech
sources located near the array would be amplified relative to far inter-
ferers. White noise gain is controlled reasonably well throughout the
frequency range tested, however shows poorer performance at low fre-
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Figure 2.15: Beampatterns for the simple LSQ beamformer. The least
squares solution for the pattern specified in (2.61) is a reasonable match,
showing good rejection of sources opposite the talker.
quencies, where the design has greater difficulty producing a highly
directional response, a consequence of the small array size.
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Figure 2.16: Near-field gain (2.16a) and white noise gain (2.16b) for the
simple LSQ beamformer. Near-field gain is good throughout the fre-
quency speech range of speech (<4kHz). White noise gain is acceptable
at low frequencies, improving at higher frequencies.
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2.5.3 ’Wedge’ Least Squares Design
The second least squares design extended the design region from a circle
at 4cm from the centre of the array to concentric circles about the origin
in order to improve robustness — effectively a wedge pattern. The goal
was to allow the talker to move slightly closer or further away from the
array without compromising the performance of the beamformer.
s(k, r, θ) = r ∈ [r1r2...rN]

e−ikr
r if θ ∈ [−pi4 , pi4 )
0 otherwise
(2.62)
The wedge design shows slightly reduced near-field gain compared
with the simple least squares design. This is a side effect of extending
the area over which to beamform. The simple design used a specified
beampattern at a specific distance (the expected location of the talker).
The wedge design extended the range of distances to model more real-
istic conditions (the talker moving backwards and forwards from/to the
array).
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Figure 2.17: Beampatterns for the wedge LSQ beamformer. The patterns
differ slightly from the simple LSQ design as a result of forcing more
constraints in distance.
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Figure 2.18: Near-field gain (2.18a) and white noise gain (2.18b) for the
wedge LSQ beamformer. Near-field gain is slightly worse than the sim-
ple LSQ design. However, white noise gain is improved.
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2.5.4 Maximum Ratio Least Squares Design
The third technique involved creating two regions near the array — one
where the talker would be expected to be located and the other directly
opposite. The least squares design attempts to maximise the signal re-
ceived from the talker region relative to the symmetric shadow region.
The two regions were defined as circles with radii of 2cm located 4cm
from the centre of the microphone array.
A least squares design for this involves designing two regions with
transfer functions given by two matrices H1 (the region near the talker)
and H2 (the region opposite), and two desired response vectors p1 — a
vector of responses corresponding to point sources originating from the
talker region, and p2 — a vector of zeros. Combining the matrices into a
single transfer function H and the desired response vectors into a single
vector p, a least squares solution can be obtained for the beamforming
weights using the standard technique (2.60).
Equivalently, this least squares design can be transformed into a
maximum eigenvalue design (such as the near-field gain maximisation
design presented in Section 2.3) by recognising that the objective is to
effectively maximise the ratio of the pressure in the talker region to the
pressure in the opposing null region.
The least squares beamforming problem can be converted into the
maximum eigenvalue problem by defining equivalent near-field and far-
field correlation matrices. Earlier, two transfer function matrices were
defined representing the response from points in two defined regions
(one at/near the talker, the other on the opposite side of the microphone
array).
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The near-field correlation matrix becomes,
R1 = HH1 H1 (2.63)
a correlation matrix representing the correlation between the set of points
near the talker and the microphones.
The ’far-field’ correlation matrix becomes,
R2 = HH2 H2 (2.64)
a correlation matrix representing the opposing region.
The solution for the weights is the same generalised eigenvalue prob-
lem as before.
µ =
wHR1w
wHR2w
(2.65)
Provided RHf Rf is invertible, the weights can be obtained from the eigen-
vector corresponding to the largest eigenvalue of the matrix
C = (RH2 R2)
−1RH1 R1 (2.66)
At low frequencies, the matrices Rn and Rf may be ill-conditioned, cor-
responding to poor white noise gain, requiring the use of Tikhonov reg-
ularisation to solve for the eigenvectors.
C′ = (RH2 R2 + λIM)−1(RH1 R1) (2.67)
where lambda is some small regularisation parameter set to 10−3 in the
simulations.
This technique is similar to the maximum near-field gain design with
the exception of using multiple source points for the near-field correla-
tion matrix and replacing the far-field correlation matrix with a shadow
near-field correlation matrix.
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Figure 2.19: Beampatterns for the maximum ratio LSQ beamformer.
This design produces greater attenuation of sources opposite the talker
than the simple and wedge LSQ designs.
The ratio technique showed good overall performance. Near-field
gain was significant (≥ 10dB) for the speech band of the spectrum, in
contrast with the other array designs tested — most of which declined
above 1kHz. White noise gain is typically lower than most of the other
designs evaluated, however it lies above 10dB for the entire frequency
range tested, indicating no significant problems with implementation.
Additional white noise gain could be achieved by increasing the regu-
larisation parameter (as is the case for the other least squares designs).
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Figure 2.20: Near-field gain (2.20a) and white noise gain (2.20b) for the
maximum ratio LSQ beamformer. Near-field gain is good throughout
the entire frequency range, with less variation than the other two LSQ
designs. White noise gain is better than the simple LSQ design, but
slightly worse compared to the wedge design.
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2.5.5 Least Squares Summary
Of the three least squares methods described, the ratio technique in
which the signals originating from one area are maximised relative to
a secondary region shows good overall performance. Near-field gain is
relatively flat across the frequency range compared to the simple and
wedge designs and white noise gain is competitive with the two other
designs.
The advantage of least squares methods over differential arrays and
the single-point near-field gain optimised design is balanced perfor-
mance between near-field gain and white noise gain robustness.
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2.6 Conclusion
Several beamforming designs were evaluated for their suitability for iso-
lating speech signals from background noise. Two main performance
criteria were tested: near-field gain, the measure of near signal isolation
from distant interferers (Figure 2.21); and white noise gain, the measure
of array robustness to errors in microphone placement and mismatch in
the microphone responses (Figure 2.22).
Second order differential arrays show excellent near-field gain for
much of the frequency spectrum where speech is concentrated, exceed-
ing the performance of the other arrays tested below 1kHz. However,
poor white noise gain indicates that the array would have difficulty han-
dling minor imperfections in the set up, requiring perfect microphone
matching and talker placement to ensure good performance.
The ratio least squares technique shows good near-field gain through-
out the entire frequency range tested (up to 22kHz). Near-field gain
performance exceeds that of the other designs above 4kHz, while main-
taining good relative performance below this point. White noise gain is
good throughout the entire frequency range, suggesting that the array is
capable of tolerating imperfections in microphone responses or a slight
perturbation in the talker location.
The simultaneous requirements of good near-field gain and white
noise gain suggests that the ratio least squares technique is ideal as a
beamformer/nullformer in a speech capture system.
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Figure 2.21: Near-field gain for each of the array types. The ratio LSQ
technique presented in Section 2.5 stands out for its near flat near-field
gain throughout the frequency range.
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Figure 2.22: White noise gain for each of the array types. The second
order differential array stands out as a poor performer.
Chapter 3
Adaptive Filters and Noise
Cancellation
In this chapter, adaptive filtering is introduced. A brief overview of the
various applications of adaptive filtering is provided before introducing
the main application in this thesis: noise cancellation. The least squares
filter (LMS filter) is derived from a gradient descent method used in
quadratic optimisation and analysed for potential noise filtering prop-
erties in the context of a simple single frequency cancellation scenario.
Deficiencies in adaptive noise cancellation when handling cross-talk is
discussed and a novel method for counteracting undesirable behaviour
is presented. Simulations with adaptive filters are presented and dis-
cussed. Finally, more advanced adaptive filtering systems (CTRANC,
SAD and RLS) are briefly discussed.
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3.1 Adaptive Filters
Adaptive filters are used for a variety of applications in signal process-
ing. Uses include system identification, linear prediction and noise can-
cellation [11]. In each of these cases, the adaptive filter seeks to minimise
an error between a ’desired’ signal and the adaptive filter output (a fil-
tered ’reference’ signal).
3.1.1 System Identification
In a system identification scenario the adaptive filter attempts to cal-
culate an unknown system by minimising the difference between the
unknown system output (with a known input) and the adaptive filter
output when fed with the original known signal. Various applications
of this method are highlighted in [12].
H
H˜
outin
Figure 3.1: Simple system identification process
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3.1.2 System Equalisation
This application of adaptive filtering seeks to find a filter which inverts
(or equalises) an unknown system with a known input. The original
input and the filtered inputs are used to adjust the adaptive filter to
minimise the error between the original signal and filtered system out-
put.
z−1
H H˜
outin
Figure 3.2: Simple equalisation process
3.1.3 Linear Prediction
Adaptive filters can be used to calculate the coefficients of a linear pre-
diction system. Applications of this particular method include data
compression and the closely related field of speech analysis/synthesis
[26] [27]. The prediction coefficients are calculated by feeding the orig-
inal signal (as the primary) and a delayed version of the original signal
(as the reference) into the adaptive filter system (Figure 3.3).
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z−1 H˜
outin
Figure 3.3: Linear predictor
3.2 Noise Cancellation
Noise cancellation is another popular application of adaptive filtering.
The process involves filtering a primary (or ’desired’ as known in the
literature) noisy signal using a reference signal containing only noise.
The noise is assumed to leak into the primary channel via some un-
known process (modelled as a filter, H). The adaptive filter attempts to
model the unknown filter in order to remove the noise from the primary
channel, leaving the uncorrelated original signal.
H˜
H
s
n
out
Figure 3.4: Simple noise cancelling system
In a 2-channel noise canceller two signals, a source and interferer, are
received by two microphones having undergone a convolutive mixing
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process. For a single frequency, this process can be expressed by the
a sequence of matrix equations to follow. First a convolutive mixing
matrix A is defined with elements Hij describing the transfer functions
between each source and receiver at a single frequency (in general these
elements are Toeplitz convolution matrices describing filters, however
for simplicity they are instantaneous single values here).
A =
H11 H12
H21 H22

The vector (in the instantaneous case), s, containing the source (s1) and
interferer signals (s2) is,
s =
s1
s2

The mixing process results in a vector x representing what is received at
each microphone.
x = As =
H11s1 + H12s2
H21s1 + H22s2

A simple noise cancelling adaptive filter system takes the output of the
first (’primary’) microphone and subtracts the output of the adaptive
filter convolved with the second (’reference’) microphone. The filter
coefficients are updated using this estimate of the desired signal. In
noise cancellation, the objective is to find some filter H˜ which minimises
the unwanted interferer in the primary channel. In matrix form this can
be expressed as,
s˜ = BAs =
1 −H˜
0 H˜
H11 H12
H21 H22
s1
s2
 (3.1)
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Expanding terms, the signal estimate vector s˜ becomes:
s˜ =
H11s1 + H12s2 − H˜(H21s1 + H22s2)
H˜(H21s1 + H22s2)
 (3.2)
with s˜ now representing an estimate of the original source and interferer
signals.
To remove completely remove noise from the primary channel, and
assuming there is no cross-talk between the original signal and the ref-
erence channel, H˜ should converge to
H˜ =
H12
H22
leaving the estimated signals as
s˜ =
(H11 − H12H21H22 ) s1
H12H21
H22
s1 + H12s2
 (3.3)
under the earlier assumption about source to reference cross-talk (H21 =
0), the estimated signals are therefore,
s˜ =
H11s1
H12s2
 (3.4)
Now consider source-to-reference crosstalk (H21 6= 0).
s˜ =
(H11 − H12H21H22 ) s1
H12H21
H22
s1 + H12s2
 (3.5)
The ideal filter H˜ removes the interferer from the primary channel, how-
ever, the resulting signal no longer perfectly matches the original signal.
The signal is now attenuated by a factor relating to the level of cross-talk,
which if the two microphones are very close together, presents a prob-
lem when using adaptive filters in a cross-talk environment. A novel
method for compensating for cross-talk with an least mean squares fil-
ter is presented in Section 3.4 .
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3.3 Least Mean Squares Filter
The least mean squares (LMS) filter is an example of a simple low com-
plexity adaptive filter algorithm. A brief derivation is shown here.
In the previous section, the ideal filter H˜ represented a simple in-
stantaneous single frequency filter to remove the interferer s2 from the
primary input x1 to produce a resulting signal s˜1 as close as possible
to the original signal. Extending this to a non-instantaneous time do-
main scenario, the objective is to find the ideal filter in terms of a fi-
nite length filter denoted as w (for consistency with the existing liter-
ature), which reduces the error between the instantaneous primary in-
put x1[n] = s1 +wctTs2 (with wct describing the interferer to primary
crosstalk) and the reference input x2[n] = s2[n]. For simplicity, it is as-
sumed that the filters describing the direct paths from the desired signal
to the primary microphone and the noise signal to the reference are ir-
relevant (H11 and H22 = 1).
From the block diagram (Figure 3.4), the error at time index n can be
expressed as
e(n) = x1(n)−wTn x2 (3.6)
Formulating the cost function ξ as a least squares problem,
ξ = e2(n) = ‖x1(n)−wTn x2‖2 (3.7)
Noting that the cost function is quadratic, the optimal solution for w
occurs at the point where the gradient of the cost function reaches zero.
A well known algorithm for finding the optimal solution for this class of
problems is the gradient descent algorithm [28]. The filter weights are
adjusted at each iteration based on the current gradient of the cost func-
tion. Speed and stability of convergence is controlled by the convergence
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parameter µ.
wn+1 = wn − µ5 ξ (3.8)
Let ξ be the estimate of the least squares error of the system, x1 the
current primary signal sample, x2 a vector containing the current and
L − 1 previous reference inputs and wn be the current adaptive filter
weights (an L-length filter).
ξ = E{e2} = E{(x1− xH2 wn)2} = E{x21}+E{wHn x2x2Hwn}− 2E{x1wHn x2}
(3.9)
Noting that R2 = E{x2xH2 } is the autocorrelation matrix of the reference
input and that p = E{x1x2} is the correlation between the instantaneous
primary input and the reference, the cost function can be expressed as,
ξ = x21 +w
H
n R2wn − 2wHn p (3.10)
Now taking the gradient of this function with respect to wHn ,
5ξ = 2R2wn − 2p (3.11)
Factorising,
5ξ = −2ex2 (3.12)
Hence, the filter update process is as follows,
wn+1 = wn + 2µex2 (3.13)
3.3.1 NLMS
A simple modification to LMS is the normalised LMS adaptive filter
(NLMS). This method adjusts the convergence parameter µ based on an
estimate of signal energy to stabilise the filter. The filter update equa-
tion (3.13) is normalised by the dot product of the reference vector, with
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an additional small parameter alpha (set to 10−4 in the simulations pre-
sented in Section 3.4) to prevent infinite step sizes resulting from silence
in the reference channel.
wn+1 = wn + 2µe
x2
xT2 x2 + α
(3.14)
3.4 Power Inversion Resistant LMS
This section describes a technique for automating the shutoff for an
adaptive filter operating in a high cross-talk environment. In high signal
to noise ratios, adaptive filters can produce outputs which have worse
characteristics than the inputs if there is significant cross-talk between
the talker and the reference microphone (3.5). This poses an implemen-
tation problem. If the signal to noise ratio rises too far, the adaptive filter
becomes useless in high cross-talk cases.
The objective is to design a system which prevents the power inver-
sion problem of the standard adaptive filter noise canceller. One simple
way of achieving this is to shut off the adaptive filter entirely. This will
allow unwanted noise to pass through unaffected since the power in-
version problem occurs at high SNR this may not be a problem for the
end user. The interferer may be too quiet to cause intelligibility issues
in the output signal. Such a system could be implemented by simply
including a user controlled hardware switch to power off the adaptive
filter under low noise conditions for example. Ideally for the applica-
tion this thesis is centred on, the system would be automated for (user)
simplicity. This would rely on using known information (from the pri-
mary and reference microphones) to adjust the adaptive filter in a way
which achieves this power-off effect in low noise environments whilst
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continuing to function similarly (performance wise) to the normal LMS
adaptive filter in high noise environments.
Starting with the Cauchy-Schwarz inequality, the orthogonality of
the primary and reference inputs can be determined.
‖x1‖‖x2‖ ≥ 〈x1, x2〉 (3.15)
‖x1‖‖x2‖ − 〈x1, x2〉 ≥ 0 (3.16)
α = ‖x1‖‖x2‖ − 〈x1, x2〉 (3.17)
α in 3.17 is zero when the primary and reference are orthogonal, giv-
ing an indicator of possible power inversion problems. A simple, crude
technique for shutting off the adaptive filter in this case would be to
intentionally corrupt the reference signal with a large amount of uncor-
related (with the primary and reference signals) noise. Such a technique
would itself need to adapt to the similarity of the primary and refer-
ence signals to ensure it did not prevent the adaptive filter from normal
operation when the SNR is low. The Cauchy-Schwarz inequality can be
used to define a corruption parameter which shuts off the adaptive filter
when the two inputs are highly correlated while still retaining the noise
reduction properties when the two inputs are distinct.
The corruption parameter needs to be large when the two vectors are
highly correlated, so the inverse of α is used,
β =
1
α+ γ
=
1
‖x1‖‖x2‖ − 〈x1, x2〉+ γ (3.18)
A small parameter, γ, is used in the denominator to prevent infinite en-
ergy noise solutions. In the simulations presented earlier, this value was
10−4.
The technique differs from NLMS as follows, first the noisy reference
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vector is prepared by adding scaled Gaussian noise to the original ref-
erence vector. The assumption here is that this additive noise is uncor-
related with both the original signal and original noise present in the
reference channel.
x˜2 = x2 + βn (3.19)
where n is a vector containing Gaussian noise.
The adaptive filter output is calculated (as in the regular NLMS case)
and subtracted from the instantaneous primary input
eT = x1(0)− x˜2Hw (3.20)
The additive noise vector is fed through the adaptive filter and its output
calculated. This is used to remove the additive noise in the final step.
eN = βnHw (3.21)
The adaptive filter is updated using the noisy reference vector and sys-
tem output.
w = w+ 2µeT
x˜2
‖x˜2‖ (3.22)
Finally, the additive noise is removed from the system output.
e = eT + eN (3.23)
Overall this system represents a further modification to the conver-
gence parameter of LMS. In NLMS, the filter update includes a normali-
sation parameter to ensure stability. This modification effectively adjusts
the update process to account for high cross-talk environments where
the filter would normally render an undesirable (severely attenuated)
output. It fails to remove noise from the system in high signal to noise
cases, however it is assumed that in these situations, the signal to noise
ratio is high enough to ignore noise filtering altogether.
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3.4.1 Simulations
To demonstrate the effects of crosstalk induced power inversion a num-
ber of simulations were undertaken. Three scenarios were devised: sim-
ple sinusoids in noise, music in noise and speech in noise. A mixing
matrix A was defined as,
A =
 1 0.9998z−2
0.67z−2 1
 (3.24)
simulating a two sources located either side of a two element array
whose elements were located 1.5cm apart (the equivalent of two sam-
ples at 44.1kHz). The attenuation values were selected to simulate the
positions of the talker and interferer to be located 4cm and 10m away
from the centre of the array respectively.
In these simulations, the NLMS design is compared with the modi-
fied design presented in Section 3.4.
A series of signal to noise ratios from -12dB to +12dB were tested and
the output of the adaptive filtering system was compared to the input
’talker’ and interferer signals via an FFT performed on the final 1024
samples of the inputs/output.
3.4. POWER INVERSION RESISTANT LMS 71
3.4.2 Example: Two Sinusoids
The first simulation involves simulating two sinusoidal signals (49.5Hz
and 176.4Hz) as the ’talker’ and either white noise or a music track as
the interferer.
At -12dB the low frequency signal is resolved in both of the tech-
niques, however the higher frequency signal is not easily identifiable
in the NLMS simulation (Figure 3.5). NLMS also shows the power in-
version problem mentioned in Section 3.3, the sinusoids are attenuated
significantly from the original power. By contrast, the modified NLMS
method shows no attenuation of the signal at the expense of also retain-
ing the noise perfectly. However, this is the intended design.
At 12dB the NLMS algorithm completely fails for this simulation.
The two sinusoids are no longer identifiable in the spectrum, indicating
that they have been attenuated severely by the algorithm. By contrast,
the modified method retains the signals almost perfectly by contrast.
Noise is still present as expected.
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Figure 3.5: Two sine waves in music, without the modification to LMS.
-12dB signal to noise ratio. The filtered signal does not resemble the
original signal, closely matching the noise.
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Figure 3.6: Two sine waves in music, with the modification to LMS, -
12dB signal to noise ratio. The filtered signal contains both the original
signal and the noise, as intended. However, at low frequencies (where
the signal energy lies), an insignificant level of noise is present in the
output.
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Figure 3.7: Two sine waves in music, without the modification to LMS.
12dB signal to noise ratio. NLMS fails to reconstruct the original signal
due to the power inversion problem introduced earlier.
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Figure 3.8: Two sine waves in music, with the modification to LMS, 12dB
signal to noise ratio. The modified technique retains the original signal
and some noise (at higher frequencies).
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3.4.3 Example: Music
The second simulation involved using a music track as the ’talker’ sig-
nal.
Similarly to the sinusoidal example, the modified NLMS method
shows excellent retention of the original signal at 12dB compared with
the ordinary NLMS technique. At -12dB, the NLMS method delivers
a more accurate (though attenuated) spectrum of the signal compared
to the modified technique. The modified technique shows worse overall
performance in this simulation at -12dB, indicating that the modification
does in some cases deliver worse performance than NLMS at low signal
to noise ratios.
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Figure 3.9: A single music track in another music track (noise), without
the modification to LMS. -12dB signal to noise ratio. NLMS delivers a
good result here. The signal is resolved with some attenuation.
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Figure 3.10: A single music track in another music track (noise), with
the modification to LMS, -12dB signal to noise ratio. The modified tech-
nique retains the noise particularly at higher frequencies compared with
NLMS.
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Figure 3.11: A single music track in another music track (noise), without
the modification to LMS. 12dB signal to noise ratio. NLMS shows the
cross-talk induced power inversion problem, and is unable to resolve
the original signal.
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Figure 3.12: A single music track in another music track (noise), with
the modification to LMS, 12dB signal to noise ratio. The modified NLMS
technique shows good performance, closely matching the original signal
while still retaining some noise, as expected.
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3.4.4 Example: Speech
The final simulation involved using a speech signal (from the TIMIT
database) as the ’talker’ signal.
Performance of the two systems in the speech simulation is similar
to the music simulation. At -12db SNR, the modified NLMS technique
(Figure 3.14) shows slightly worse performance than the regular NLMS
algorithm (Figure 3.13). At 12dB, the modified technique shows excel-
lent retention of the original signal where the regular NLMS algorithm
fails.
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Figure 3.13: Speech in music, without the modification to LMS. -12dB
signal to noise ratio.
3.4.5 Summary
The modified NLMS method where additional additive noise is inserted
into the system to automatically switch off the adaptive filter in high
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Figure 3.14: Speech in music, with the modification to LMS, -12dB signal
to noise ratio
SNR conditions shows excellent performance in retaining the original
signal compared with the regular NLMS algorithm in high noise en-
vironments. At low SNR, the performance of the modified technique is
mixed, showing in general, slightly worse performance than the original
NLMS algorithm. The trade-off for this slightly reduced performance at
low SNR is its ’hands-off’ nature to adaptive filter shut-off — requiring
no user intervention to prevent the adaptive filter failing in low noise en-
vironments. Further research into improving this technique is required
to maintain similar noise cancelling ability as NLMS at low signal to
noise ratios.
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Figure 3.15: Speech in music, without the modification to LMS. 12dB
signal to noise ratio.
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Figure 3.16: Speech in music, with the modification to LMS, 12dB signal
to noise ratio. The modified NLMS method retains the original signal.
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3.5 Crosstalk Cancellation
The LMS algorithm presented in Section 3.3 exhibits problems in a
crosstalk environment where the talker signal leaks into the reference
channel, requiring modification to prevent problems arising in high sig-
nal to noise conditions (Section 3.4). From Figure 3.4, the filtering sys-
tem can only use the information from the reference channel to perform
any kind of filtering. As an instantaneous, single frequency operation,
the LMS system can be expressed in matrix terms (3.1), with the result-
ing estimate for the noise reduced talker channel presented as the first
element in (3.2). If talker-reference crosstalk exists and is significant,
which in a near-field situation is generally true, then it is apparent that
any simple LMS algorithm will degrade the talker signal (by a factor of
H˜H21). The problem arises from the LMS systems inability to simulta-
neously correct two crosstalk paths. The original adaptive filter noise
cancellation system presented in Figure 3.4 essentially cancels the noise-
primary crosstalk path, from this it seems reasonable to assume that a
second adaptive filter would be required to remove the talker-reference
crosstalk in the system. Such systems have been devised in the past [29],
[30], [31], [32], [33].
In this section, an implementation of SAD [31] is tested and com-
pared with the simpler LMS algorithms presented in the earlier sections.
The algorithm tested was the feedback variant mentioned in the paper.
A brief outline follows.
The differences between the instantaneous primary/reference signals
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and the filtered previous outputs are computed,
e1 = x1 − yT2 w1
e2 = x2 − yT1 w2
This stage differs from (N)LMS. In LMS, the error values are computed
using the unprocessed inputs from the primary and reference micro-
phones.
The filter updates are given as,
w1 = w1 + µ1
e1y2
yT2 y2
w2 = w2 + µ2
e2y1
yT1 y1
Finally the filter inputs are updated,
y1 = [e1y1,1y1,2...y1,L−1]T
y2 = [e2y2,1y2,2...y2,L−1]T
The key difference between SAD and (N)LMS is the use of processed
outputs (y1 and y2) as the input of the next filter step. LMS uses the
raw inputs provided from the primary and reference microphones by
comparison. This results in faster convergence and effective source sep-
aration provided the filters are stable.
3.5.1 Stability
As seen in the simulations, SAD can produce strange artefacts resulting
from convergence problems. In practice it was found that good per-
formance (no artefacts) could only be obtained using carefully selected
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filter convergence parameters, which unlike NLMS, was found to be
difficult to control.
3.5.2 Example: Two Sinusoids
The first simulation involved two sinusoids (49.5Hz and 176.4Hz) in
noise at -12dB and 12dB SNR. At -12dB, SAD performs similarly to
the modified NLMS technique presented in the previous section. The
two signals are clearly visible in the spectrum, with noise still present
after filter convergence (Figure 3.17). At 12dB, the instability of the de-
sign is visible. Both signals are resolved almost perfectly, however large
amounts of musical noise resulting from filter instability is also present
(Figure 3.18).
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Figure 3.17: Two sine waves in music. -12dB signal to noise ratio. SAD
retains the original signal with much of the noise.
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Figure 3.18: Two sine waves in music. 12dB signal to noise ratio. The ar-
tifacts arising from poorly controlled convergence are apparent. Several
spurious peaks are visible at approximately 1.5kHz, 4kHz and 5.5kHz.
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3.5.3 Example: Music
The second simulation involved a music track in noise at -12dB and
12dB SNR (as for the NLMS and modified NLMS cases). Performance
of SAD was mixed. Noise reduction was achieved at -12dB SNR (Figure
3.19). However, at 12dB SNR, the algorithm produced a poor output,
failing to match the original signal (Figure 3.20).
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Figure 3.19: A single music track in another music track (noise). -12dB
signal to noise ratio. Some noise reduction is occuring, with the spec-
trum of the output closely following the original spectrum, with some
noise present.
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Figure 3.20: A single music track in another music track (noise). 12dB
signal to noise ratio. The output fails to match the original signal at
lower frequencies. Additionally, a burst of noise is visible at high fre-
quencies (15kHz).
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3.5.4 Example: Speech
The final simulation involved speech in noise at -12dB and 12dB SNR.
SAD failed to match the original signal at both -12dB SNR. At 12dB SNR,
the output very closely matched the original signal, but as was apparent
in the other simulations, bursts of high frequency noise occurred.
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Figure 3.21: Speech in music. -12dB signal to noise ratio. SAD fails to
match the original signal at low frequencies.
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Figure 3.22: Speech in music. 12dB signal to noise ratio. SAD produces
a generally good output, except for a small burst of noise at high fre-
quencies.
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3.6 Recursive Least Squares Filters
Faster convergence of the least squares problem presented in (3.7) can
be obtained through the use of recursive least squares (RLS) filters [11].
The (N)LMS filters presented in Section 3.3 attempt to instantaneously
estimate the filter required to reduce the cost function to zero. RLS im-
proves on this technique by extending the computation of the filter to
include information from previous iterations. RLS is a more compu-
tationally expensive operation, trading scalar-vector multiplications in
(N)LMS for vector-matrix multiplications in exchange for faster conver-
gence. In this thesis, this method of adaptive filtering is ignored due to
the low complexity requirements imposed.
3.7 Summary
The noise cancelling application of adaptive filtering shows some promise
for the purposes of this thesis. In this chapter a simple two microphone
noise cancelling example of adaptive filtering (using different filtering
algorithms) was presented. The basic NLMS algorithm was evaluated
and compared with a modified cross-talk resistant design and a sym-
metric canceller. The modified cross-talk resistant design performed as
expected, removing some noise at low SNR (like the simple NLMS de-
sign), while retaining signals at high SNR (where NLMS failed to do
so).
The purpose of introducing adaptive filtering was to include a noise
reduction system in a dual beamformer set up. In order to assist the
adaptive filtering process, the primary channel in the filtering system
could be modified from a single microphone to a beamforming array
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directed towards the talker with reduced noise characteristics. The ref-
erence channel could also be exchanged for a beamforming array in
which the background noise is sampled but not the talker (by placing a
null at the talker location). Such a design would allow filtering of the
talker signal without encountering the issue of talker-reference cross-
talk, potentially removing the requirement of a cross-talk resistant filter.
However, this case only holds if the beamformers have knowledge of the
position of the talker, which is assumed to be located at a fixed point.
In reality, the system should be able to manage variations in the talker
position, which may re-introduce cross-talk issues if the talker moves
outside the null region for example.
Future work in adaptive filtering would include improvements to
the modified NLMS technique presented in Section 3.4, to ensure per-
formance parity with NLMS at low signal to noise ratios. Overlooked
in this area of research for this thesis was the concept of adaptive beam-
forming [34][35][36][37][38][39], in which adaptive filters could be utilised
to track the talker (or noise signals) to improve speech quality.
Chapter 4
Beamforming plus Adaptive
Filtering
In this chapter a number of beamforming techniques introduced in Chap-
ter 2 will be evaluated in conjunction with a noise reduction post-processor
based on the modified LMS adaptive filter technique introduced in Chap-
ter 3. A simulation consisting of multiple interfering sources and a talker
is devised to perform the evaluations.
4.1 Introduction
The use of post-processing techniques for microphone arrays such as
Wiener filtering have been proposed in the past [4]. Post-processing can
compensate for limitations in a fixed beamformer (assuming directions
of noise or talkers, and effects of robustness modifications to near-field
gain/signal to noise ratio) by adapting to conditions in real-time.
When analysing the adaptive filter scenario, the issue of crosstalk
between the desired speech signal and the reference (noise) microphone
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was raised. One way of dealing with this issue is to design two beam-
formers for the primary and reference inputs such that only the primary
signal contains the desired speech. Such a method requires perfect or
near-perfect knowledge of the talker location which would seem to be
unrealistic in most scenarios. In this project however, it has been as-
sumed that the talkers location is known (approximately). Consider a
cellphone. In order for the cellphone to function properly (in terms of
picking up speech), one would expect the users mouth to be located in
a region in front of the microphone. A simple model of this would be to
assume the mouth is located at a distance r± δ, corresponding to lying
in a spherical region near the microphone. In addition, an assumption is
made on the interferer(s) location(s), it seems reasonable to assume they
are not located at the same location as the talker and would normally
be located far enough away from the microphones to lie in the far-field
response region of the array (though, this is not a necessary condition).
The assumption made in this post-processor design is that the beam-
former will pick up noise which is correlated to noise received by the
nullformer. By adding the post-processor, the signal received from the
nullformer can be used to filter the noise common to both the beam-
former channel and the nullformer channel. A highly directional beam-
former (such as the second-order array) will not benefit from this partic-
ular post-processing technique as the number of interferers in the beam-
former channel will be low (and likely to be uncorrelated with the inter-
ferers in the nullformer channel). Other designs should see some benefit
with the post-processor.
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Figure 4.1: System block diagram. Two (or more) microphones fed into
dual beamformers and a modified NLMS adaptive filter. The first stage
is the beamformer/nullformer FIR filters and equalisation filters (de-
signed for a source located 4cm from the array). The second stage (C.T.)
is the cross-talk resistant modification to NLMS (Section 3.4), the two
signals are tested for orthogonality. The final stage is the NLMS adap-
tive filter.
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4.1.1 Simulation Setup
The simulation scenario consisted of a source located close to the
array (4 cm from the coordinate origin) plus multiple (16) interferers
located at random locations. The beam/nullforming weights were cal-
culated for 65 frequencies from zero to the Nyquist rate of the array
(44.1kHz to match the sampling rate of the source/interferer files). The
inverse DFT was applied to the weight vectors to obtain 128 tap FIR
beam/nullforming filters for each of the microphone outputs. Transfer
functions (assuming point sources) between the source/interferers were
computed and converted into 128 tap FIR filters.
Two simulations are presented for each of the beamformer designs,
the first of which consisting of 16 music tracks sampled at 44.1kHz; the
second simulation was 10 mechanical interferers (fire truck pump noise,
jet fighter cabin noise, factory noise etc.).
The source was a track of speech sampled at 44.1kHz. The signal to
noise ratio for the input for the simulations was 0dB.
The input of each microphone was calculated as
xm =
N
∑
n=0
hn ∗ sn (4.1)
where hn is the FIR filter describing the transfer function between the
source to the microphone and sn the signal (talker or interferer). The
total beam/nullformer output is given as
b1 =
M−1
∑
m=0
wbeamm ∗ xm (4.2)
b2 =
M−1
∑
m=0
wnullm ∗ xm (4.3)
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Equalisation filters follow to correct the frequency response for a talker
at a specific location. This ensures that the desired talker signal level is
identical for each array simulation.
The resulting signals are then fed into an LMS based adaptive filter
system, the beamformer (b1) forming the primary (talker) signal, the
nullformer (b2) forming the reference (noise) signal.
A series of beamformers were tested: no beamforming, differen-
tial arrays, matched arrays, maximum near-field gain, variants of least
squares methods and a blind source derived method. The nullformer
used for the simulations was the ratio least squares method (nulling a
2cm radius region about the talker location). This nullforming technique
was chosen for its robustness to positional error and microphone mis-
match (good white noise gain), and excellent attenuation of the talker
signal (approximately 60dB).
4.2 Omni-directional Reference Array
The simplest array to use in the beamforming and adaptive filtering
system is a pair of omnidirectional microphones, one (the closest to the
talker) fed into the primary input of the adaptive filter, the other into the
reference input. Such a system is not expected to perform well as the
signal levels at each of the microphones are nearly identical in high noise
environments, provided they are closely spaced. This system, however
will provide a baseline for the performance improvements solely due to
the adaptive filter component of the system.
The omnidirectional beamforming case is presented in Figure 4.2.
The adaptive filter shows some improvement in SNR for the omnidi-
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Figure 4.2: Omnidirectional array performance at 0dB SNR in musical
noise.
rectional case. The filtered signal shows good reduction in noise level
at low frequencies (where most of the speech signal energy lies) with
either very small or no improvement at high frequencies.
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Figure 4.3: Omnidirectional array performance at 0dB SNR in mechani-
cal noise
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4.3 Differential Array
First and second order arrays were evaluated in conjunction with adap-
tive filtering. As derived (and simulated) in chapter 2, higher order
arrays exhibit excellent near-field gain corresponding to rejection of far-
field interference. The beamformer alone should attenuate far-field sources
quite well compared with an omnidirectional microphone without re-
quiring a post processing adaptive filter. However, the talker signal will
still contain some interference which could potentially be removed by
the adaptive filter.
The first order differential array (Figure 4.4) shows good improve-
ment in signal to noise using only the beamforming technique (the red
curve), as expected. Adaptive filtering shows only a moderate improve-
ment in SNR, which, like in the omnidirectional case, occurs mostly at
low frequencies.
The second order array (Figure 4.6) shows better performance than
the first order case. The beamformed signal shows almost complete
rejection of the low frequency components of the interferers. This is
expected due to the strong near-field gain effect of the array analysed in
Section 2.2.
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Figure 4.4: First order differential array performance at 0dB SNR in
musical noise. The beamforming method delivers most of the improve-
ments in signal to noise ratio, although the adaptive filter removes a
significant amount of low frequency noise.
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Figure 4.5: First order differential array performance at 0dB SNR in
mechanical noise. The adaptive filter reduces noise primarily at mid to
high frequencies in contrast to the mostly low frequency improvements
in the musical noise simulation.
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Figure 4.6: Second order differential array performance at 0dB SNR in
musical noise. The adaptive filter does little work in reducing noise, the
beamformer only and post-processed curves largely overlap.
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Figure 4.7: Second order differential array performance at 0dB SNR in
mechanical noise. The adaptive filter shows little benefit over purely
beamforming based methods.
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Figure 4.8: Comparison of the 1st and 2nd order designs with the ref-
erence (Omnidirectional) microphone in musical noise. The near-field
gain advantage of the differential arrays is apparent, particularly at low
frequencies.
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Figure 4.9: Comparison of the 1st and 2nd order designs with the ref-
erence (Omnidirectional) microphone in mechanical noise. Both arrays
show improved performance over the omnidirectional microphone.
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4.4 Near-field Gain Eigenvalue Maximisation
(Single Point)
The maximum near-field gain beamformer developed in Section 2.3 was
tested. Despite theoretically having the best near-field gain, the actual
implementation was limited through the use of a regularisation param-
eter λ = 10−3 to ensure robustness (in terms of white noise gain).
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Figure 4.10: Maximum Near-field gain array performance at 0dB SNR
in noise. The adaptive filter produces a good reduction in noise from
the unprocessed beamformer input.
The maximum near-field gain beamformer was designed to reject
far-field sources lying significantly further away from the microphone
array than the talker. In these simulations, a number of the interferer
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Figure 4.11: Maximum Near-field gain array performance at 0dB SNR in
mechanical noise. Good noise reduction is achieved with the adaptive
filter post-processor.
signals were set up to be located close to the array (further than the
talker but less than 1m from the array). Combined with the limited near-
field gain due to regularisation, the near-field gain optimised design
performs poorly compared with the other designs.
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4.5 Least Squares Beam/Nullforming
The approach in this sub-section is to create two beamformers using
least squares solutions for the microphone weights to perform the mi-
crophone equivalent of loudspeaker pressure matching. One designed
to receive signals from the talker (plus any interferers located in the
same direction), the other to place a null in the region around the ex-
pected talker location.
The previous methods tested assumed the talker location was fixed
exactly, not taking into account movement of the talker or microphone
array. The weight solutions (in the differential array and matched filter
cases) were not necessarily robust to errors in microphone positions or
response. The earlier solutions relied on precise distances between the
microphones in the array to the sources. In near-field beamforming,
small perturbations in position could have large effects on the array
output.
One of the objectives of least squares beamforming is to design weights
which are more robust to talker-array distance perturbation as well as
tolerating microphone response mismatch (to better reflect reality). The
three techniques described in Chapter 2, Section 2.5, are used in these
simulations.
4.5.1 Simple LSQ Beamforming
The first technique is as follows: define a pressure vector p(x) describing
the desired response over a set of points lying on a circle of radius r0
(the distance between the talker and centre of the array). The pressure
vector for the beamformer consists of two separate regions: the region
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between -45 deg. and 45 deg. is matched to a series of point sources
lying on this segment of the circle; the remainder of the pressure vector
is set to zero (no point sources along the rest of the circle).
pb(X(r, θ)) =

e−ikr
r if θ ∈ [−pi4 , pi4 )
0 otherwise
(4.4)
pn(X(r, θ)) =
0 if θ ∈ [
−pi
4 ,
pi
4 )
e−ikr
r otherwise
(4.5)
The weights are solved using regularised least squares (detailed in
Chapter 2).
wb = (HHH + λIM)−1HHpb (4.6)
wn = (HHH + λIM)−1HHpn (4.7)
where λ was set to 10−3.
4.5.2 ’Wedge’ LSQ Beamforming
The second technique involved extending the matched region to a wedge
from r0 − e to r0 + e, the objective of which was to improve robustness
of the weight solution, by allowing the talker to move slightly closer or
further away from the array without compromising the output signifi-
cantly.
4.5.3 Simultaneous Maximisation/Minimisation (Ratio)
LSQ Beamforming
The third technique was to simultaneously maximise response to the
speech signal whilst minimising any signals received from the region
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Figure 4.12: Simple LSQ array performance at 0dB SNR in noise. The
post-processor reduces noise significantly at low frequencies.
opposite the talker. Two regions are defined: X1 — a set of positions
representing the talker location and X2 the interferer locations. X1 was
selected as a set of points lying in a 2cm radius circle around the talker
location. X2 was defined as a region of the same area as X1 placed
directly opposite to X1.
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Figure 4.13: Simple LSQ array performance at 0dB SNR in mechanical
noise. Noise reduction from the adaptive filter occurs mainly at lower
frequencies.
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Figure 4.14: Wedge LSQ array performance at 0dB SNR in noise. Overall
performance is slightly worse than the simple LSQ based array.
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Figure 4.15: Wedge LSQ array performance at 0dB SNR in mechanical
noise. The adaptive filter is effective in removing low frequency noise
from the inputs.
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Figure 4.16: Ratio LSQ array performance at 0dB SNR in noise
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Figure 4.17: Ratio LSQ array performance at 0dB SNR in mechanical
noise
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Figure 4.18: Comparison of the three least squares designs and the refer-
ence (Omnidirectional) design in musical noise. All array designs show
good noise reduction performance when combined with an adaptive
filter, particularly at low frequencies.
4.5.4 Comparison of Least Squares Designs
The three least squares techniques are compared with the omnidirec-
tional (purely adaptive filtering based on nulling the talker) approach
(Figures 4.18 and 4.19). The trade-offs between talker position robust-
ness and overall performance is apparent. The ratio based technique
where the talker is free to move around slightly from the optimal po-
sition, shows slightly worse performance in the high frequency regions
than the other two designs. In the low frequency region (where the bulk
of the speech energy lies) it sits between the two other designs.
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Figure 4.19: Comparison of the three least squares designs and the ref-
erence (Omnidirectional) design with mechanical noise. Good low fre-
quency noise reduction is achieved with the post-processor.
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4.6 Conclusion
Using the knowledge of various beamforming techniques developed in
Chapter 2 and adaptive filtering presented in Chapter 3, a system was
devised to attempt to improve the signal to noise ratio of speech (or
any near-field signal) in noise. Different beamformers were tested in
conjunction with a modified NLMS adaptive filter to find an optimal
combination which significantly reduces noise in the output. In Chapter
2, two beamforming techniques were identified which demonstrated po-
tential for enhancing near-field signals — the second order differential
array, and a more robust least squares/eigenvalue design. The primary
focus of this array design was to investigate whether additional gains
in signal to noise ratio could be achieved through the use of a post-
processor with these beamforming methods.
All beamforming techniques were evaluated in the post-processing
system for academic interest. As mentioned in Chapter 2, the different
beamformers have varying levels of near-field gain and white noise gain
performance which dictates their suitability for use in an array. The
intent of the evaluation was to find case where negative aspects of the
beamformers identified earlier were compensated by the inclusion of a
post-processor.
The second-order array showed very little improvement when using
the post-processor, suggesting that the beamformer is almost ideal from
a signal to noise ratio perspective. However, the poor white noise gain
highlighted in earlier analysis prevents its use in most situations.
The ratio least squares/eigenvalue design showed some improve-
ment (up to 10dB) at low frequencies when using the post-processor.
However, post-processor did not allow the noise reduction performance
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to match the second-order array.
Overall, as mentioned in Chapter 2, some sacrifices in beamform-
ing performance must be made in order to produce a practically im-
plementable microphone array. The post-processor was implemented to
attempt to compensate for the reduction in near-field gain (and corre-
sponding signal to far-field noise ratio). In all of the beamformer designs
(except the second order array), this method was successful at reducing
noise, particularly at low frequencies and improved speech intelligibil-
ity.
An objective method of measuring speech quality is by evaluating
the post-processed signal against the original talker signal through the
use of the PESQ algorithm [40]. PESQ is an ITU-T standard detailing
a scheme for measuring the voice quality of a signal (after data com-
pression, communication errors or noise reduction) based on a model of
perceptual model of human hearing.
PESQ scores obtained on each beamformer/adaptive filter combina-
tion (Tables 4.1 and 4.2) show an improvement of at least 0.3 points in in-
telligibility at 0dB SNR (except the maximum near-field gain eigenvalue
design), rendering the speech signal intelligible (although still noisy).
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No Filter Adaptive Filter
Omni 0.624 0.886
1st Order 1.026 1.060
2nd Order 1.541 1.537
Max NFG 0.674 0.858
LSQ (Simple) 1.092 1.143
LSQ (Wedge) 0.908 1.009
LSQ (Ratio) 0.984 1.048
Table 4.1: PESQ scores for beamformer/adaptive filter combinations
with mechanical interferers
No Filter Adaptive Filter
Omni 0.643 0.775
1st Order 0.881 1.027
2nd Order 1.497 1.521
Max NFG 0.581 0.746
LSQ (Simple) 0.996 1.153
LSQ (Wedge) 0.744 0.954
LSQ (Ratio) 0.845 1.022
Table 4.2: PESQ scores for beamformer/adaptive filter combinations
with musical interferers
Chapter 5
Blind Source Separation
In this chapter blind source separation is introduced briefly for its po-
tential use in extracting speech signals from noisy environments. The
FastICA algorithm is introduced and evaluated on a set of noisy signals
and its deficiencies detailed. Finally, other blind source separation algo-
rithms that are potentially useful in the future are very briefly described.
5.1 Blind Source Separation
Blind source separation is a set of techniques, including independent
component analysis, which separate mixtures of signals generated by
some (generally) unknown system. These techniques are useful in many
fields of signal processing where information relating to the transmis-
sion of signals and the method in which mixtures of signals are pro-
duced, are unknown. Applications include telecommunications, medi-
cal data (EEG, MRI and others), extracting trends in financial data and
image processing [15].
In the speech enhancement scenario presented in Chapter 4, it was
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assumed that the system describing the acoustic transfer function of the
speech signal were known, by assuming a fixed position of the talker rel-
ative to the microphone array. Beamformers were designed to enhance
and reject the speech signal for use in an adaptive filtering based post-
processor. However, the fixed talker position assumption, key to opti-
mal performance of the beamformer/adaptive filter system presented
earlier, is in many scenarios an unrealistic condition. If for example, the
microphone array is in a fixed position and the user rotates their head,
the beamformer/nullformer is no longer directed at the origin of the
speech signal leading to degraded performance of the post-processor.
Blind source separation requires no knowledge of the position of the
talker nor the interferers, presenting the potential to improve on the
beamforming plus post-processor design by removing the restriction of
a fixed talker position.
The signals received at the microphones in the array can be consid-
ered to be a result of a beamforming process and an unknown acoustic
transfer process. In matrix/vector form, the (instantaneous) microphone
signals can be represented by the vector x, the result of multiplying
the original signals s by the transfer function matrix A followed by the
beamforming matrix B, which will be assumed to be an identity matrix,
corresponding to omnidirectional responses from the microphones.
x = BAs (5.1)
The objective of a blind source solution is to find an unmixing matrix, C,
such that C = (BA)−1. If no initial beamforming is applied to the array
(B = IM), then C could be thought of as a beamforming matrix applied
to the data in order to separate sources. If beamforming was applied
originally, C could be thought of as a transformation matrix applied to
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the existing beamforming matrix.
Cx = CBAs = (BA)−1BAs (5.2)
= s (5.3)
Applying C to the original mixed data set results in a set of estimates of
the original unmixed signals.
5.2 FastICA
FastICA [13] is an algorithm developed in the last decade to perform
independent component analysis — a particular method of blind source
separation, which attempts to separate the individual signals in a mix-
ture by exploiting higher order statistics of the signals. The method
separates the signals by finding an unmixing matrix which maximises
the non-Gaussianity of the output, through statistical measures such as
kurtosis and negentropy and the use of a gradient ascent/descent-like
algorithm. The initial required assumption is that the original signals
are themselves non-Gaussian.
The first step of the algorithm is to subtract the mean of the individ-
ual received signals,
x = x− E{x} (5.4)
The covariance matrix is calculated and its eigenvalue decomposition is
taken,
C = xxT = QΛQT (5.5)
A rotation matrix corresponding to a whitening process is calculated.
This matrix is used to decorrelate the inputs to assist finding solutions
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to the unmixing matrix.
V = QTΛ−
1
2Q (5.6)
Finally, the zero-mean input data is whitened
z = Vx (5.7)
To separate each signal, rows of the unmixing matrix must be esti-
mated. A vector, wi, describing one of the rows of the unmixing matrix
is initialised as a random vector and the iterative process begins.
For each iteration, the vector is updated based on an estimate of
higher order statistics — kurtosis, negentropy and mutual information
minimisation, for example. A contrast function g(x) containing a repre-
sentation of the higher order statistics and its derivative g′(x) = dg(x)dx is
utilised to iteratively search for the row vector solution wi.
wi = E{zg(wTi z)3} − E{g′(wTi z)wi} (5.8)
A Gram-Schmidt process of orthonormalisation can be applied to find
distinct vectors corresponding to the rows (transposed) of the unmixing
matrix to separate up to N signals (where N is the number of micro-
phones).
wi = wi −
i−1
∑
j=1
(wTi wj)wj (5.9)
wi =
wi
‖wi‖ (5.10)
Convergence occurs when the updated vector no longer significantly
changes from the result of the previous iteration (‖w −wold‖ < δ). δ
defines the minimum change required to continue the iteration process
and is typically a very small number, 10−3, for example.
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The separated signals can be obtained by computing the product of
the unmixing matrix with the whitened signal z.
s˜ = WTz = [w1w2...wN]TVx (5.11)
5.2.1 Simulation
Using the base simulation developed for the beamforming and adaptive
filtering technique in Chapter 4, FastICA was evaluated on the set of
mixed signals — 16 interferers and a talker received by 4 microphones.
This is not an ideal simulation for FastICA for two reasons: the total
number of signals is greater than the number of microphones, and the
mixture is not instantaneous — there are inter-element delays as each
signal reaches each microphone.
Kurtosis was used as the measure of non-Gaussianity for finding
the unmixing matrix and a deflation scheme using Gram-Schmidt or-
thogonalisation was used to find four uncorrelated vectors defining the
unmixing matrix.
The algorithms are detailed in the original FastICA paper [13] and
subsequent material [15][14].
50.7954 50.5413 -50.5976 -50.6792
9.0805 -9.0226 -10.4002 10.3398
-10.2022 10.6846 -10.8408 10.3265
-0.1750 0.0520 1.2737 1.2113
Table 5.1: Converged beamforming matrix. Each row represents a
unique beamformer
The objective of the simulation was to find out how effective FastICA
operated on a non-ideal set of signals, more signals than microphones,
and attempt to find the solution to the unmixing matrix, and associated
126 CHAPTER 5. BLIND SOURCE SEPARATION
beamforming matrix, produced similar results than the beamforming
and adaptive filtering based approach presented in Chapter 4.
The resulting beamforming matrix is presented in Table 5.1. Consid-
ering the locations of the microphones relative to the source, the first
row is almost identical (other than a scaling issue) to the second-order
differential array pointed at the source (if the two lateral microphones
are considered to be one, as they receive exactly the same signal from
the source).
5.2.2 Real-time Processing
The fixed-point FastICA algorithm requires collecting the entire data set
before processing, which presents two major problems arising from the
requirement that the device store the entire speech segment to perform
the processing: first, such a technique requires a large amount of mem-
ory to store the noisy signals and secondly, the delay involved in this
technique, a large segment of speech must be collected to gather suffi-
cient statistics, which could present a problem if delayed communication
is undesired.
The first stage in FastICA and many other ICA algorithms is pre-
whitening, a process in which the input signals are decorrelated through
an operation involving the computation of the eigenvalues/vectors of
the input covariance matrix. In a real-time, on-line scenario, the covari-
ance matrix must be computed at each step and its eigendecomposition
found in order to pre-whiten the data. Solving for the eigenvalues and
eigenvectors of a matrix is a very computationally expensive operation,
seemingly suggesting that attempting to pre-whiten a signal in real-time
is difficult.
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5.3 Real-time Whitening
Blind source separation algorithms require the data to be prewhitened
before the main algorithm acts upon it. Prewhitening involves the com-
putation of the set of eigenvalues and eigenvectors of the correlation
matrix in order to compute a change of basis rotation to decorrelate the
data. Algorithms for computing the eigenvalues/vectors are in general
O(n3) , which suggests that the realtime use of BSS is infeasible at first
glance.
The realtime problem involves the computation of a rank-one up-
date to the correlation matrix for each new sample received and the
computation of its eigenvalues/vectors, which is a computationally ex-
pensive operation. Several techniques have been developed previously
for updating matrix decompositions in the past with varying degrees of
complexity [41][42][43][44]. In this section, an efficient method for com-
puting the updated eigenvalues and eigenvectors of a real symmetric
correlation matrix based on first-order perturbation theory is presented.
A small rank-one correction to the correlation matrix represents a
small perturbation to the correlation matrix. Small perturbations to
matrices have been studied previously in the context of audio (pertur-
bations to vibrating strings) [45] and notably quantum mechanics [46]
(energy levels of an atom in a weak magnetic field, for example). The
goal is to find the eigenvalues/vectors of the perturbed system using
small corrections based on the eigenvalues/vectors of the unperturbed
system.
Starting with a correlation matrix (computed after sufficient lag to
ensure it is full-rank), the eigenvalues and eigenvectors can be com-
puted.
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R = QΛQT (5.12)
The update to the correlation matrix involves a rank-one update
formed by the outer product of the incoming samples. At time n+1,
the update is given as
Rn+1 =
(n− 1)
n
Rn +
1
n
xxT (5.13)
Rn has an eigendecomposition containing an orthonormal matrix of
eigenvectors Qn = [q1q2...qN] and a diagonal matrix of associated eigen-
values Λn satisfying the equation
Rnqi,n = λi,nqi,n (5.14)
Rn+1 also has an eigendecomposition Qn+1Λn+1QTn+1, which will
presumed to be a small perturbation to the existing decomposition QnΛnQTn .
The eigenvalue equation can now be expressed as follows,
Rn+1qi,n+1 = λi,n+1qi,n+1 (5.15)
(Rn + T)(qi,n + ui) = (λi,n + vi)(qi,n + ui) (5.16)
where T represents the correction to the autocorrelation matrix, ui the
correction to the ith eigenvector and vi the correction to the ith eigen-
value. Dropping the n subscripts for clarity,
(R+ T)(qi + ui) = (λi + vi)(qi + ui) (5.17)
Expanding,
Rqi + Rui + Tqi + Tui = λiqi + λiui + viqi + viui (5.18)
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Noting that Rqi = λqi and assuming Tui and viui are small enough
to ignore,
Rui + Tqi ' λiui + vqi (5.19)
Now since the set of Q = [q1q2...qN] forms an orthonormal basis, the
update to the eigenvector can be expressed as the weighted sum of each
of the existing eigenvectors
ui =
N
∑
j=1
αjqj (5.20)
R
N
∑
j=1
αjqj + Tqi = λi
N
∑
j=1
αjqj + viqi (5.21)
Putting the R matrix inside the left-hand summation and noting that
Rqj = λjqj,
N
∑
j=1
αjλjqj + Tqi = λi
N
∑
j=1
αjqj + viqi (5.22)
Now, by left-multiplying by qTi the summations are removed, allow-
ing the computation of the eigenvalue update vi,
λiqTi αiqi + q
T
i Tqi = λiq
T
i αiqi + viq
T
i qi (5.23)
vi =
qTi Tqi
qTi qi
= qTi Tqi (5.24)
The eigenvector updates can be found by finding the coefficients αj
of its linear combination of the original orthonormal basis Q. By re-
arranging (5.22) to place the terms containing u on one side and left
multiplying by qTj the j
th α component can be obtained.
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N
∑
j=1
αj(λj − λi)qj + Tqi = viqi (5.25)
αj(λj − λi)qTj qj = vqTj qi − qTj Tqi (5.26)
αj(λj − λi) = −qTj Tqi (5.27)
αj =

−qjTqi
λj−λi i 6= j
0 i = j
(5.28)
ui =
N
∑
j=1
αjqj (5.29)
This technique was tested using an existing data set used to develop
the beamforming and adaptive filtering techniques. A source located
close to a circular microphone array with 16 high power interferers in the
far-field. This simulation tests the stability of the estimated eigenvalue
and eigenvalue matrices computed using this technique. For each sam-
ple the estimated eigenvalues/vectors were computed as well as the full
eigenvalue/vector decompositions (using MATLAB’s ’eig’ function). To
compute an initial estimate of the eigenvectors and eigenvalues an initial
sample of 1024 samples was taken. As the update technique represents
small changes to the matrices, the initial Q and Λ matrices should be
computed from a sufficiently large sample size to be representative of
the data set.
Figures 5.1 and 5.2 show the matrix norm error in eigenvalue/vector
matrices using the perturbation method. Figure 5.1 shows that after an
initial fluctuation, the error between the actual eigenvector matrix and
the perturbation based estimate remains constant. Analysis of the indi-
vidual vectors shows that the error results from sign ambiguity in the
estimated vectors — two vectors of the four were sign inverted versions
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Figure 5.1: Eigenvector tracking error using the perturbation update
method. The error, resulting from sign ambiguity, is constant after initial
convergence.
of the actual vectors (see Tables 5.2 and 5.3). The error (‖Λact − Λest‖)
in the eigenvalue matrix is near zero after initial convergence occurring
when the original eigenvalues were computed.
-0.5029 0.1980 -0.6773 0.4992
-0.4976 -0.1996 0.6799 0.5003
0.4986 0.6805 0.1969 0.4996
0.5009 -0.6767 -0.2006 0.5009
Table 5.2: Estimated eigenvectors using the perturbation method
The perturbation technique allows good estimates of the eigenvec-
tors/values without requiring a full decomposition for each incoming
sample. Eigenvalue decompositions are typically calculated using QR
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Figure 5.2: Eigenvalue tracking error using the perturbation update
method. The error in the eigenvalue matrix is zero after convergence.
0.5029 0.1980 0.6773 0.4992
0.4976 -0.1996 -0.6799 0.5003
-0.4986 0.6805 -0.1969 0.4996
-0.5009 -0.6767 0.2006 0.5009
Table 5.3: Actual eigenvectors
transforms at a computational complexity cost of ' O(n3) [47], prevent-
ing their use in low power applications. The perturbation technique
requires the computation of an upper triangular matrix containing the
correction terms to the eigenvectors and a diagonal correction matrix for
the eigenvalues, a computationally simpler method.
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5.4 Other Blind Source Separation Algorithms
The FastICA algorithm introduced in Section 5.2 is an example of an
instantaneous separation algorithm. The algorithm operated on the as-
sumption that the signals received at each sensor were mixed instanta-
neously, which was not the case with the simulated data — inter-element
delays between sensors were present, preventing the FastICA algorithm
running optimally. Convolutive ICA techniques [16][48][49][50] present
the opportunity to optimally separate speech signals in a real environ-
ment. Problems introduced by inter-element delays between sensors (as
was the case in the simulations) and other convolutive effects such as
reverberation (not considered in this thesis) could potentially be solved
through the use of this class of algorithms.
One of the assumptions under ICA is the number of sensors should
match the number of sound sources (desired signal plus interferers). In
the simulations earlier this was not the case. The simulations consisted
of 17 sources in total with 4 sensors. FastICA could be constrained under
this limitation. A set of algorithms for working in an underdetermined
(fewer sensors than signals) environment exist [51][52][53] and could
potentially be useful in future work in this area.
5.5 Summary
Independent component analysis was briefly presented as a potential
technique for speech enhancement. The FastICA algorithm was applied
to an existing data set and found to produce a similar level of speech
enhancement to the second order differential array plus post-processor
technique tested in Chapter 4. A simple technique for reducing the
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complexity of the pre-whitening process (part of some ICA algorithms)
based on older matrix perturbation techniques was presented a poten-
tial first step to reduce the computational complexity of ICA-like algo-
rithms. Finally, a number of more advanced blind source algorithms
were identified for future avenues of research.
Chapter 6
Conclusion and Future Work
6.1 Conclusion
The goal of this thesis was to investigate techniques for noise reduc-
tion with applications in extreme noise environments. Three areas of re-
search were identified: beamforming, adaptive filtering and blind source
separation.
In Chapter 2, two beamformer designs were identified with good
characteristics for speech enhancement — the second order differential
array, which delivers excellent near-field gain for much of the speech fre-
quency range at the expense of poor robustness to inherent microphone
errors; and the ratio least squares design, with good near-field gain
(10dB) and good robustness to microphone errors. The least squares
design was identified as the optimal design for its balance between near-
field gain performance (corresponding to noise reduction) and tolerance
to microphone error.
In Chapter 3, basic LMS adaptive filters were investigated in a simple
noise cancelling scenario. Cross-talk between the desired signal and
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the reference (noise) microphone was identified as a major problem for
adaptive filtering in moderate to high signal to noise ratio environments,
and a novel technique to compensate was developed.
In Chapter 4, a dual beamforming plus adaptive filter based post-
processing system was presented. The beamforming arrays developed
in Chapter 2 were tested in conjunction with the modified NLMS adap-
tive filter system developed in Chapter 3 to evaluate the noise reduction
capability of the system. The post-processor was found to improve noise
reduction over purely beamforming based methods by a small, though
not negligible, level.
Finally, in Chapter 5, blind source separation was briefly introduced
as a means of separating speech signals from noise. The FastICA al-
gorithm was investigated on an existing data set prepared for Chapter
4 and found to produce similar results to the second order differential
beamformer array. A common pre-processing technique was identified
as a potential issue in implementing a FastICA-like algorithm on a low
power device and a algorithmically simpler method of performing this
pre-processing step was developed. Alternative algorithms more suited
to speech enhancement were (very) briefly investigated and will poten-
tially form the basis of future work.
6.2 Future Work
The key assumption in the development of the post-processing system
was the (near) perfect knowledge of the talker position — by placing the
device as close to the mouth as possible, the distance from the mouth
to the microphones is reasonably well known. This assumption allows
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the design of a beamforming array to attempt to isolate sound from this
position, and a complementary nullformer to reject the talker for use as
a noise reference in the post-processor. However, the assumption places
a constraint on how the device is used. It may not be possible to use the
device in the designed manner at all times, limiting its use to specific
scenarios where the talker position is exactly known.
Future work to improve robustness of this design could be to in-
clude additional information relating to the environment. The addi-
tion of sensors to track movement of device relative to the users mouth
could potentially be a method of improving the design of the system, as
an example. Sensors could feed information into a beamforming con-
troller, adjusting the weights of the microphones in the array to follow
the mouth, allowing the post-processing design to function as normal.
More advanced filtering methods based on multichannel Wiener fil-
tering present future avenues of research. Multichannel Wiener filtering
has been identified as a powerful technique for noise reduction in mul-
tiple microphone arrays [54][55].
Blind source separation introduced in Chapter 5 potentially solves
this problem without requiring additional information from the envi-
ronment. The advantage of this technique lies in its ’blind’ nature. It
requires no knowledge of the environment to function — making no as-
sumptions on the position of the talker relative to the microphone array,
for example. This thesis briefly investigated basic properties of blind
source separation. Future work would extend this to investigate current
techniques, in particular for the application to speech enhancement, and
investigate efficient implementations of this class of algorithms for low
power devices.
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