Abstract. We introduce and describe the Hybrid Semi-Supervised Method (HSSM) for learning. This is the first hybrid method aimed to solve problems with both labeled and unlabeled data. The new method uses an unsupervised stage in order to decompose the full problem into a set of simpler subproblems. HSSM applies simple stopping criteria during the unsupervised stage, which allows the method to concentrate on the difficult portions of the original problem. The new algorithm also makes use of a simple strategy to select at each subproblem a small subset of unlabeled samples that are relevant to modify the decision surface. To this end, HSSM trains a linear SVM on the available labeled samples, and selects the unlabeled samples that lie within the margin of the trained SVM. We evaluated the new method using a previously introduced setup, which includes datasets with very different properties. Overall, the error levels produced by the new HSSM are similar to other SSL methods, but HSSM is shown to be more efficient than all previous methods, using only a small fraction of the available unlabeled data.
Introduction
Semi-supervised learning (SSL) is a learning paradigm that recently has gained interest by researchers [3] . The main feature of SSL is its ability to use a few labeled examples together with many unlabeled examples. SSL has a high practical value in many real world applications where giving a label to an example is an expensive and consuming time task [14] .
The goal of SSL methods is to improve the performance with respect to supervised methods when labeled data is scarce or expensive [14] . However, SSL methods usually need a large number of unlabeled examples to obtain similar or better results than supervised methods. Therefore, SSL methods are normally used on large datasets, which implies a high computational cost. Another problem, remarked by Singh et al. [12] , is the fact that in many cases the addition of unlabeled examples is counterproductive to the learning process.
In this work we introduce a hybrid strategy for semi-supervised binary classification problems, which combines unsupervised, supervised and semi-supervised learning stages. This new strategy aims at dividing the dataset in many subproblems and then, in a smart way, choosing those unlabeled examples that are more relevant to the generation of the hypothesis. We evaluate the effectiveness and efficiency of the new method over some datasets proposed by Chapelle et al. [3] as a benchmark set for semi-supervised methods.
The rest of the paper is organized as follows. In the next section we shortly review previous works on semi-supervised problems. In Section 3 we introduce the HSSM method, which we evaluate in Section 4. Finally, in Section 5 we discuss the results and future lines of research.
Related Works
Semi-supervised methods can be divided in generative, graph based models and low density separation [14] . Generative methods try to model directly the probability density function that generated the data. They use the unlabeled examples to extract information that can help to find the best parameters for this task. Graph based methods build a graph whose nodes are the examples (with and without label) and whose arcs have weights proportional to the similarity among them. The idea of such methods is to spread labels from labeled nodes (examples) to nearby unknown label nodes [2] . Low density separation methods use unlabeled examples to find regions of low density, in which they place the decision surface [10, 8] . Joachims [9] introduced one of the best known methods in this area, the semi-supervised support vector machine (S3VM), which seeks to maximize the margin of the solution considering both labeled and unlabeled examples. To this end, the method evaluates different assignments of labels to the unlabeled examples. Published methods differ in their strategy to assign the labels and to find the minimum of the cost function, including SVM-light [9] , Branch and Bound [4] or the Low Density Separation (LDS) method [5] .
Even if some semi-supervised methods can cope with big datasets, there are good reasons to select a reduced set of relevant unlabeled samples to use in SSL: accuracy and efficiency [11] . For example, Delalleau et al. [7] propose to start only with the supervised set, and to add unlabeled samples that are far away from each other, in order to cover the manifold in a uniform way. Then, in a second step, they propose to discard samples that are far away from the decision surface and to replace them with samples near the border. Li and Zhou [11] discuss the problem of the decrease in accuracy from a supervised method to a SSL method that can be observed in same datasets. Rather than selecting the unlabeled data used for training, their method selects the samples that will be predicted with the SSL classifier, switching to a simpler supervised method when appropriate. 
Fig. 1. The pseudocode of HSSM
Ahumada et al. [1] proposed the use of a hybrid method to solve multiclass problems. The method has two steps, first it uses a clustering algorithm to construct a hierarchy of easier subproblems, and then it trains several SVMs to solve each individual subproblem. The authors claim that the clustering stage produce several easy-to-solve problems, including a high number of clusters containing only one class. To the best of our knowledge there are no applications of this kind of hybrid methods to SSL.
The Hybrid Semi-Supervised Method
The new Hybrid Semi-Supervised Method (HSSM) is a hybrid combination of unsupervised, supervised and semi-supervised methods. As with other hybrid methods [1] , the objective is to decompose the original problem into a set of smaller and simpler subproblems, that can be solved more efficiently than the original problem. Also, when faced with a semi-supervised subproblem, the method uses a new simple strategy to select a subset of all the available unlabeled data. Figure 1 shows the pseudocode of HSSM. The method is a recursion that builds an unsupervised decision tree. It starts by applying a given clustering method to all the input data (labeled and unlabeled samples together) in order to find two clusters. Then the method checks each cluster against the Stopping criteria. If the criteria is met, then the node is considered a leaf and the method fits a classifier to that cluster. In the opposite case the method is called in a recursive way on the corresponding cluster. Any clustering algorithm can be used to create the hierarchy. For example, a partitioning method can be called at each recursion step to produce two clusters, or a hierarchical method can be used to build the complete hierarchy with a single call. In this work we use two well-known methods [13] : Average Linkage (AL) and Single Linkage (SL). In both cases the clustering method produces the complete hierarchy in an agglomerative way, thus in practice the HSSM method descends the tree checking where to prune according to the stopping criteria, and then replacing nodes with leaves (classifiers).
We used three simple conditions as stopping criteria. First, the division process is stopped if the "father node" has labeled samples from both classes but both "children nodes" have labeled samples from only one class. In this case it is highly probable that the decision surface goes through the "father node", so the last splitting is canceled and an SSL method is used on the "father node", as there is a potential advantage in adding unlabeled data to this learning problem. Second, when one (and only one) of the clusters has all its labeled samples from the same class, it is considered a leaf and there is no further splitting. In this case it is highly probable that the cluster is far away from the decision border, and all the samples in the cluster can be safely assigned to the present label. Third, if a cluster contains only unlabeled data, it is deleted from the tree structure, as it cannot help in determining the border and the most probable situation is that it contains a group of outliers. More elaborated stopping criteria can be used if needed, but our simple criteria gives a good balance between accuracy and efficiency, as we show in the next section.
Once a node has been selected as a leaf, we adjust a classifier to the corresponding cluster of labeled plus unlabeled data. If the node comes from the second stopping criteria, we use a trivial classifier that assigns all points to the only class present in the cluster. On the other hand, when the node comes from criteria i) we train a full SSL method on the data, but selecting only a subset of unlabeled data that can be helpful to the learning process. Again, any combination of SSL method plus selection method for the subset of unlabeled data can be used. In this work we use SVM-light [9] as the SSL method. Due to this choice, we use a linear SVM [6] to select the subset of unlabeled data. We fit the SVM to all the labeled data in the node, and then select all the unlabeled data that lie within the margin of the classifier to be used for the SSL process. In order to predict a new example, it is driven down the tree until it reaches a leaf. At each node, the example is assigned to a branch using the same criteria as the clustering method (for example, with single linkage the example is assigned to the clustering corresponding to its nearest neighbor) [1] . Once in a leaf, the corresponding classifier assigns a class to the example.
In Figure 2 we show a working example of HSSM. We produced an artificial binary dataset, where each class is formed by three normal distributions with the same variance. We sampled a total of 15 labeled samples for each class and 270 unlabeled samples. As can be seen in the figure, the clustering stage decompose the non-linear problem into 3 subproblem that can be easily solved by a linear SSL method.
Experimental Evaluation
To evaluate the new HSSM method we followed as close as possible the setup proposed in the book by Chapelle et al. [3] , chapter 21, for SSL methods. We selected the six binary datasets described in Table 1 . The evaluation setup includes two experiments for each dataset, one using 10 labeled points in total and the other using 100 labeled points. All the remaining samples are used as unlabeled data. For each experiment, the setup includes 12 replications with fixed labeled subsets [3] . The test set is always the full set of unlabeled samples. We evaluated two version of HSSM, one using Average Linkage as clustering method (HSSM-AL from here on) and the other using Single Linkage (HSSM-SL). In both cases we used a linear SVM as supervised method, and Joachims' SVM-light as SSL method. For the SVM, the C constant was fixed to 100, as it is difficult to do a model selection with 10 labeled points. For SVM-light, all constants where taken as suggested by Joachims [9] .
As a comparison with the new method, we also included classification results using other methods, always evaluated with the same experimental setup. First, we included the results obtained with a linear SVM, without taking into account the unlabeled data. Then, we considered two version of Joachims' SVM-light, one with a linear kernel (Light-L in the tables) and another one with a Gaussian kernel (Light-NL). We also included the results obtained with Chapelle & Zien's Low Density Separation (LDS) method [5] , another non-linear SSL method. Table 2 show the corresponding results for the two different setups. As in Chapelle et al. [3] , the results are shown as the average percentage of classification error over the 12 runs of each method. The six datasets are very different in structure and origin, as explained in [3] . The first two datasets, g241c and g241d, are artificial and were designed to fool SSL methods in some way. HSSM results are not very good on these problems. Only in g241d with 10 labeled samples the new method shows a good performance. Nevertheless, the artificial digit1 dataset has an structure that favors SSL methods. In this case the HSSM shows good results, equal or better than other SSL methods. The last 3 datasets are real world problems with different properties. The USPS dataset is highly imbalanced. In this problem again both HSSM versions show the best results. In the other two real world datasets the results are mixed. The BCI problem is highly difficult, and all methods show near random results (except for the LDS method with 100 points). The text dataset is sparse and high dimensional. HSSM is clearly better than the base supervised method but never better than the other SSL methods.
On Table 3 we show some details about the tree structures created by HSSM. Overall, it is remarkable the low number of SSL classifiers needed by the HSSM, and the small proportion of samples used by them. Comparing SL and AL structures, it is interesting to note that SL clustering always discard a higher proportion of samples, and always uses a lower number of SSL classifiers (two class leaves), which combined produce more efficient HSSM classifiers. This is a consequence of SL tendency to form small clusters, which are discarded or assigned a single class by HSSM most of the time. Another interesting finding is that the HSSM method always uses more unlabeled data on the digit1 than on other datasets, which is the artificial problem aimed to favor SSL methods, where it also shows the best results among all methods. As a last remark, the best result on the unbalanced USPS dataset is produced by HSSM-SL in both setups, using in most cases only one SSL classifier and less than 3% of the data, on average, to train it.
Conclusions
In this work we presented the HSSM for semi-supervised learning. This is the first hybrid method aimed to solve problems with labeled plus unlabeled data. The new method follows a typical strategy in hybrid methods, using an unsupervised stage in order to decompose the full problem into a set of simpler subproblems. Using simple stopping criteria during the unsupervised stage, we allow the method to concentrate on the difficult portions of the original problem.
We also introduced a simple method to select at each subproblem a small subset of unlabeled samples that are relevant to modify the decision surface. To this end we trained a linear SVM on the available labeled samples, and selected the unlabeled samples that lie within the margin of the trained SVM.
We evaluated the new method using a setup introduced by Chapelle et al. [3] , which includes dataset with very different properties. Overall, the error levels produced by the new HSSM are similar to other SSL methods. The new method seems to be more aggressive than previous SSL methods, as it shows better results in problems appropriate for SSL, but also worst results in problems aimed at fooling SSL methods. We showed that HSSM is more efficient than other SSL methods, using in all cases only a small fraction of the available unlabeled data to produce equivalent results than other methods. As a last analysis, the use of the SL clustering methods always produced simpler and more efficient classifiers than the use of AL clustering, with a similar performance in classification accuracy.
Further work is needed in order to find better ways to regularize the method and improve its performance on problems less favorable to SSL methods.
