We introduce a new mathematical method, based on the inverse spectral theory of Gel'fand and Levitan, of designing dispersive coatings for use in femtosecond lasers. We fabricated an example in AlGaAs by metal-organic chemical-vapor deposition. The mirror has a high value of group delay dispersion over a bandwidth of 10 nm, reaching an extreme of Ϫ1200 fs 2 at the center ͑805 nm͒ and falling to Ϫ800 fs 2 at the edge of this range. In the same band the reflectivity remains over 95%. We created the design by identifying parameters in the spectral domain, numerically optimizing these parameters, and solving the resulting inverse problem to recover the refractive-index profile. Because we performed the optimization in the spectral domain, we needed only four parameters to obtain a good result. Numerical analysis shows that the excess optical delay at the red end of the stop band can be achieved by use of a mild optical resonance, with the optical field approximately twice the magnitude of that at the blue end.
Introduction
One of the most important considerations in the design of femtosecond lasers is the control of intracavity group delay dispersion ͑GDD͒ over a broadband. 1 Specially designed multilayer dielectriccoated mirrors have been recognized as one of the most promising technologies for compensating the pulse-broadening effects of dispersive elements in such lasers. 2, 3 A dispersive Bragg reflector made from AlGaAs is desirable for potential integration with other semiconductor components such as vertical-cavity surface-emitting lasers 4 or lowtemperature-grown saturable absorbers. 5, 6 AlGaAs is not a convenient material for dispersive optical coatings, especially when the interface is air, because the allowed variation of index is only 0.6, which is small compared with the index of 3.6 for GaAs. Unless the design is carefully made, the reflection is dominated by the reflection at the airsemiconductor boundary only, making irrelevant any interesting multilayer configurations the designer put deeper into the crystal. One can use the airsemiconductor reflection as a Gires-Tournois structure to make a dispersive mirror, 6 but, since there is little control over the strength of this reflection, there is not much control over the delay spectrum. Such a mirror has been shown to be suitable for at least one laser system that needs an especially low value of dispersion compensation. However, a more typical solid-state laser, such as a Ti:sapphire laser with a 1-cm crystal, is more demanding for the compensation of dispersion. One of our objectives here is to determine if another semiconductor mirror of a different design could be made with a delay spectrum suitable for compensating a typical Ti:sapphire laser.
Inverse spectral or inverse scattering methods were originally invented for use in quantum theory, in which spectral data are used to reconstruct the potential well in the Schrödinger equation. 7 These methods have been used in optics at various times in the past for profile reconstruction, 8 optical waveguide design, 9 design of corrugated waveguide filters, 10 and construction of examples of novel waveguides. 11, 12 Recently they have also found their way into the problem addressed here: dispersion compensation. Roman and Winick 13 used inverse scattering methods to design a fiber-grating-based pulse compressor and dispersion compensator. Inverse scattering formulations come in many forms, each of which lends itself naturally to some problems and not so naturally to others. For example, in the fiber problem it is reasonable to use the coupled-mode equations as the basic model because changes in the effective index of refraction in a fiber are small and distributed over a long length. The coupled-mode equations can be identified as a Zakharov-Shabat system, and wellknown inverse scattering techniques can be immediately applied. 13 In contrast, dielectric multilayers typically have large index variations between layers, and the interaction length can be as short as a few optical wavelengths. In the case of dielectric multilayers, to be certain about the accuracy of the solution, one should avoid the coupled-mode approximation and deal directly with the wave equation instead.
Inverse methods have at their heart a relation between two systems. The mathematical form of the relation is an integral transform called the PovsnerLevitan representation, which was inspired by considerations about the Paley-Wiener theorem. 7 Most examples of inverse scattering methods use the simplest system, the uniform system, as the basis ͑the so-called auxiliary system͒ from which the reconstruction is made. The choice of a uniform system as the auxiliary system is practical if either the complete spectral data of the target system is known or the target system does not differ significantly from the uniform system. The latter is true in the case of optical fiber gratings. 13 Neither is so for dielectric multilayers. For this reason we use a nonuniform system as the auxiliary system. This allows us to take advantage of strategies used in standard multilayer design to arrive at a good starting point, which we identify as the auxiliary system. The inverse spectral methods can then be used as further optimization of the best result obtainable from standard techniques.
We do not report the first attempt to pose the optical-coating synthesis problem as an inverse problem; rather, we report the first application of the classical methods of inverse problems, based on the studies of Gel'fand, Levitan, Marchenko, Kay, and others. 7 There is already a well-known approximate technique that can pose the design problem as an inverse problem; it is generally known as the Fouriertransform method. This method was first described by Delano 14 and by Sossi 15, 16 and has been developed as a tool for the general optical-coating synthesis problem. 17 More recently it has also been applied to the problem addressed here: dispersion control for femtosecond lasers. 18 In Appendix B we compare the two methods, show how they are related, and compare their relative merits and limitations.
Here we begin by identifying the two physical processes that can produce optical delay: wavelengthdependent penetration depth and optical resonance. In Section 3 we pose the design problem as a scattering problem and introduce some quantities and results of the inverse spectral theory. As in standard methods of optical-coating design, we use numerical optimization to adjust the parameters to approach the desired delay spectrum. However, we perform optimization directly on the spectral parameters, rather than adjusting physical parameters ͑widths of individual optical layers and so on͒. This reduces the number of independent variables needed in the optimization to obtain a good result. The result of our optimization leaves us with a list of spectral quantities instead of the actual refractive-index profile, so we need to solve the inverse problem, which is accomplished in Section 4. The index of refraction of AlGaAs is a function of the Al fraction mostly because the Al fraction dictates the bandgap energy. Highindex contrasts can be obtained only by approaching the band edge at the lower fractions. As a result there is a material dispersion that cannot be completely avoided. The material dispersion is not incorporated into the basic model on which inverse spectral theory is based, so we need to create some strategy to compensate for the material dispersion at a later point. Our choice is described in Section 5. We fabricate our design by metal-organic chemicalvapor deposition ͑MOCVD͒ and measure the reflectivity and delay spectra, as presented in Section 6.
Physical Considerations
The reflector becomes dispersive when the optical delay at reflection depends on the wavelength. Physically there are two methods of obtaining this dispersion. The first makes use of resonance. If the multilayer has a Fabry-Perot resonance at a certain wavelength, wave packets centered at this wavelength spend a longer time inside the multilayer. This method has been used with success, 6 but it is difficult to control the exact shape of the dispersion curve because resonance tends to have an extreme effect. Large optical delays can be obtained, but it is not easy to control the delay spectrum to achieve a desired target. The other method involves making the depth of penetration vary with wavelength. 2 The change in optical delay with wavelength is a result of changing the actual path length. In this method we imagine the wave packet to make a single reflection in the multilayer, but the depth of that reflection depends on wavelength. It seems natural to use a chirped Bragg reflector to achieve this effect, since the wave is likely to turn around ͑be reflected͒ at a depth where the local period of the multilayer is one quarter wavelength. An analysis of a chirped system shows that spurious resonances still occur, but good results can be obtained if some modifications are made. The maximum optical delay in this scheme is therefore 2
where t chirped is the optical thickness of the chirped multilayer and t qw is that of a standard quarter-wave multilayer reflector. The intended application for dispersive mirrors is the compensation of GDD in Kerr lens mode-locked femtosecond lasers. There are two contributions to the positive dispersion inside the gain medium. The first is the material dispersion of material, and the second is the positive dispersion that the pulse experiences from the Kerr effect, which is present if Kerr lens mode locking is used. To estimate the disper-sive contribution from the material, we took a sapphire crystal from one of the lasers in our laboratory and measured the delay spectrum at wavelengths near 800 nm. ͑For more details on the method of measurement, see Section 6.͒ We found it to be approximately 500 fs 2 ͞cm. In Ti:sapphire lasers the length of the crystal is usually between 2 and 20 mm. Therefore the mirror system, which provides the negative dispersion, needs to have a GDD in the range of at least Ϫ200 to Ϫ2000 fs 2 . ͑If a ring cavity configuration is used, the required compensation can be half of this.͒ Given these as typical parameters, we decided to set the target for our mirror at Ϫ1000 fs 2 . Such a mirror could be used in a laser cavity, and by employing one, two, or three bounces it would provide a suitable level of compensation for a range of different crystal lengths.
Method of Design
We began our search by starting with a simple multilayer that achieves a high reflectivity and a large dispersion by using a resonance that occurs at a wavelength on the red side of the stop band ͑the Gires-Tournois effect͒. The resulting multilayer is shown in Fig. 1 , and the resulting delay and dispersion spectra are shown in Fig. 2 . To calculate the spectra in Fig. 2 , we used transfer-matrix analysis, which has always been sufficient for the analysis of optical multilayers. However, such analysis often provides no help for a synthesis problem. We found it useful to consider Fig. 2 the solution of a scattering problem defined by
E͑k, z͒ ϭ exp͑Ϫjkz͒ ϩ ⌫͑k͒
Often for analytical studies it is more convenient to change the independent variable z to the optical length parameter s, defined by
With this change of variable the differential in Eq. ͑2a͒ changes to
where a 2 ͑s͒ ϭ n͑z͒. We simplify the following discussion by assuming that the quarter-wave stack continues to infinity. The actual multilayer has a high reflectivity, so there is physically little difference between extending the stack to infinity and terminating it at 30 layers. The center of the stop band 0 is to be 805 nm, so the ⌳ in Fig. 1 is set to this value. The target dispersion curve is shown in Fig. 3 , and we approach this by optimizing the values of ⌳ r and n c L c .
To improve the design in Fig. 1 , we might try to increase the number of parameters by allowing some or all of the remaining layer thicknesses and their indices to vary. At wavelengths near 0 , over 99% of the optical power has been reflected by the time the light passes through 30 layers of the second reflector ͑point s ϭ 20.6 m in Fig. 1͒ . Therefore we could allow each of the layer thicknesses and their indices before s ϭ 20.6 to be parameters. This approach would involve an optimization of 184 parameters. However, the problem posed this way is underdetermined. The reason is that a variation of a layer's thickness or refractive index changes the entire spectrum, but we are interested only in the spectrum in a narrow band. Because the merit function used in the optimization routine includes contributions from this narrow band only, there are many configurations of the 184 parameters that are equivalent from the merit function's point of view.
We seek to reduce the number of independent parameters without excluding the optimum case. One way to do this is to choose parameters that have their effect primarily on the wavelength band of interest ͑within the range of the merit function͒. This band is the stop band of the second Bragg reflector in Fig.  1 , and its spectral width is given approximately by 19 ⌬ Х 4⌳
To get an idea of the number of parameters that result, one would find it instructive to compare the high-reflectivity multilayer of Fig. 1 to a reactively terminated nonuniform transmission line that is 20 m long. This line returns 100% of the incident power over its length ͑instead of 99%͒, but its spectrum is not much different from a high-reflectivity multilayer of the same length. The input impedance of such a line is a sequence of simple poles along the ͑optical frequency͒ axis, and the input impedance ͑and therefore the reflection coefficient and delay spectrum͒ is completely specified by the location of these poles together with their strengths ͑the residue of the poles͒. For example, a uniform transmission line of this length would have three such poles within the band given by relation ͑5͒. Making the transmission line nonuniform ͑as in Fig. 1͒ causes the location of these poles and their strengths to change, but experience shows that if the index contrast is constrained the poles do not move far 20 and the general properties are not changed. The poles outside the wavelength band also have an effect on the spectrum inside it, but the farther away these poles are, the smaller is their effect, since their influence varies inversely with the spectral distance from the band.
We tried to optimize the design of the multilayer by choosing the poles in the spectrum as the parameters. Within the stop band we cannot expect many more than three poles, making six real parameters if their strengths are included. One can approach the optimum more closely by including some of the poles outside the band, but in any case the number of parameters is far fewer than the result from the direct manipulation of the widths and indices of the layers. Of course the multilayer of Fig. 1 is a semi-infinite system, and outside the stop band the spectrum is continuous and cannot be represented as a sum of simple poles. Still, inside the stop band there are two poles: one at ϭ 784.68 nm and one at ϭ 813.52 nm. It can be shown 21 that the residue of each pole is equal to 1͞ n , where
Here k n ϭ 2͞ n and the solution to Eq. ͑4͒ is normalized such that E͑k, 0͒ ϭ 1. We take these two poles and their normalization constants n as the parameters for our optimization. These four parameters are well chosen in the sense described above in that they are the parameters that have the greatest influence within the stop band, where the optimization's merit function is defined.
Since we perform the optimization in the spectral domain, the result is specified as a spectrum rather than the system itself, so we need to solve the inverse problem to recover the index profile. Fortunately for this system, the solution to the inverse problem is easy and convenient in computation. By changing the four parameters 1 , 2 , 1 , and 2 , we consider systems that are identical to Fig. 1 , except that the location and strength of these two poles have been changed. We refer to Fig. 1 as the auxiliary system and the changed or optimized system as the related system. We denote the related system's quantities with a tilde. For example, the normalization constants of the related system are defined by the solution Ẽ ͑k n , s͒ of the related system at the wave numbers k n :
The delay spectrum can be calculated from the derivative of the phase of the reflection coefficient, which in turn is calculated from the input impedances. The input impedance of the related system can be easily found from the auxiliary system, as shown in Appendix A:
where M ϭ 2 ͑two poles͒ and impedance Z aux can be calculated by a standard transfer matrix analysis. We used Eq. ͑8͒ to calculate the merit function in the optimization, allowing the four parameters k 1 , k 2 , 1 , and 2 to vary. This multilayer is to be made from Al x Ga 1-x As, so the index of refraction of the optimized multilayer must be confined within the limits defined by the allowed range of the aluminum fraction x, which must obviously be 0 Ͻ x Ͻ 1. Considerations regarding material dispersion and stability of the material further reduce the practical range to 0.2 Ͻ x Ͻ 0.9. During performance of the optimization described above, these conditions are soon violated, so it is necessary to solve the inverse problem at each stage of the optimization to see if an index limit has been exceeded. We included this constraint in the optimization by adding a penalty to the merit function whenever the current choice of parameters exceeded the index limits. The result of optimizing the four parameters k 1 , k 2 , 1 , and 2 is shown in Fig. 3 , and the associated refractive-index profile ͑the solution of the inverse problem͒ is shown in Fig. 4 . For the optimization we used the Nelder-Mead simplex method. 22 The profile is similar to the auxiliary profile ͑Fig. 1͒, but the change in spectral parameters distorted the original profile.
The new refractive-index profile is a graded index and also contains many discontinuities. This unusual profile poses no special problems for fabrication in a semiconductor by MOCVD. However, we also note that most optical coatings are made from discrete layers, partly because it is technically more convenient to do so and partly because quarter-wave layers of uniform index obtain the maximum bandwidth given a limited refractive-index contrast. We point out, however, that the design procedure is not automatically limited to systems that can be conveniently used to fabricate graded-index profiles. There are standard techniques available for the replacement of layers of arbitrary index by systems of equivalent uniform index layers. 23 Any of the graded-index designs from the above technique can be discretized and replaced by a suitable uniform layer equivalent.
Reconstruction of the Refractive-Index Profile
The inverse problem can be solved by use of standard methods from this field. The following is an outline of our method. The references provide a more complete description of each step. To make the connection to the method we used, we need to restrict the discussion temporarily to solutions of the related and auxiliary systems that satisfy the following boundary conditions:
This amounts to putting a magnetic wall at the point s ϭ 0, so for the remainder of this section the functions E͑k, s͒ and Ẽ ͑k, s͒ have no physical meaning and should be thought of only as solutions to Eqs. ͑4͒ 
Note that E͑k m , s͒ in Eq. ͑13͒ is neither a solution to the related system nor an eigenfunction of the auxiliary system. It is the function of the auxiliary system with the modified wave number. ͑Since k m is usually also within the stop band, this function is not even bounded as s becomes large.͒ At this point note that Eq. ͑13͒ does not represent the most general form of the transformation from the auxiliary to the related system. In general, Eq. ͑13͒ can have contributions from the continuous part of the spectrum ͑wave numbers outside the photonic stop band͒. We assume the form of Eq. ͑13͒ so that Eq. ͑12͒ has a simple closed-form solution. In certain cases in which the reflection coefficient is a rational function, there are also exact solutions known, 11 so it may be possible to use these methods to manipulate the scattering outside the stop band as well. In general, the form of F͑s, t͒ is not even separable, so numerical methods must be used. However, even in the numerical case the concepts from the inverse scattering theory are still useful. 26 An important point to note is that K͑s, t͒ is not a function of k, and so if we solve Eq. ͑12͒ for K͑s, t͒, we can obtain the solution of the inverse problem straight from Eq. ͑11͒ by setting k to zero. When k ϭ 
and from Eq. ͑11͒ it can be concluded that 25
The function ã 2 ͑s͒ is the solution of the inverse problem, the refractive-index profile of the related system. The refractive index can be found once Eq. ͑12͒ is solved for the function K͑s, t͒. The integral in Eq. ͑12͒ is a Fredholm equation of the second kind with s taken as a parameter. The function F͑s, t͒ is the kernel in the equation and is separable. Such equations have exact analytic solutions by standard techniques.
Contribution of Material Dispersion
The refractive-index profile of Fig. 4 can be converted into a profile of an aluminum fraction ͑Fig. 5͒. The conversion is performed by use of the formulas described in Ref. 27 . The index of refraction is mostly a function of the aluminum fraction, but there is also some variation with wavelength because of the material dispersion. In the conversion one can find the aluminum fraction by arbitrarily setting the wavelength to the center wavelength, so the exact refractive-index profile specified in Fig. 4 is seen only when is at the center wavelength ͑805 nm͒. Elsewhere there is some distortion caused by material dispersion. The distribution of the electromagnetic field in the multilayer ͑and therefore the resulting delay͒ depends on the length of the wave in the medium, ͞n. One can estimate the contribution of the material dispersion by interpreting the independent variable in Fig. 3 as the length of the wave in the medium. The dispersion curve in Fig. 3 can be written as
so in the case of a dispersionless material the dispersion is given by d͞d ϭ fЈ͞n. If n also varies with ,
We made a rough estimate of the correction factor in the parentheses by using two points from the algorithm in Ref. 27 , n͑ x ϭ 0.3, ϭ 800 nm͒ ϭ 3.454, n͑x ϭ 0.3, ϭ 850 nm͒ ϭ 3.415,
to estimate a typical value for the derivative. Using other typical values of n ϭ 3.3 and ϭ 800 nm makes the factor in parentheses 1.19. Therefore, when the effect of material dispersion is included, the total dispersion for the design in Fig. 5 should be Ϫ840͑1.19͒ ϭ Ϫ1000 fs 2 , which is our target value.
Fabrication and Measurements
We fitted an IBM PC with a Datel function generator board that was programmed to generate a signal for the mass-flow controllers on a MOCVD furnace. We switched the two mass-flow controllers for tri͑ethyl gallium͒ and tri͑methyl aluminum͒ from their usual connection to the PC's function generator board. The PC was used to adjust the flow rates to obtain the aluminum fraction required by Fig. 5 . We selected a substrate of GaAs measuring 3 cm by 2 cm. The growth proceeded at 680°C at a rate of 2 m͞h. All the systems were controlled by the MOCVD furnace's usual computer except for the two mass-flow controllers, which were driven directly by the PC. The growth time was 2 h, 39 min. We measured the reflectivity spectrum with a Hitachi U4000 spectrophotometer. A measurement of the reflectivity accurately showed the average width of the layers in the coating, since the maximum reflectivity was obtained when the layers averaged one quarter of one wavelength. The reflectivity measurements showed that the sample growth was somewhat nonuniform: the layers were thicker at one end than the other. This condition occurs in MOCVD when the total gas flow is not high enough to make the crystal growth uniform throughout the sample.
Therefore we report results from the portions of the sample where the center reflectivity is close to 805 nm, the design center wavelength. We found that all the measurements taken 4 mm from the leading edge ͑the edge facing the gas flow͒ had a reflectivity centered at 805 nm. We presumed that the sample would be closest to that called for in Fig. 5 at these points. We measured the delay spectrum with an Optel optical dispersion analyzer ͑Model FTC-NL1͒ at a point on the sample as close as possible to the point where the reflectivity measurement was made. The Optel instrument uses Fourier-transformed cross correlation, 28 which is a type of white-light interferometry. The results are shown in Fig. 6 . The reference plane for the delay measurement is at an unknown point in front of the sample. Therefore the measured delay can be adjusted by any constant.
The third-order dispersion ͑TOD͒ of the laser system is an important parameter in limiting the optical pulse width, 29 because it quantifies the variation of GDD within the wavelength band that is occupied by the short pulse. To take a closer look at the semiconductor sample, we used the measurements in Fig.  6 to plot GDD versus wavelength and to estimate the TOD near the center wavelength, 805 nm. The result is shown in Fig. 7 . By estimating the slope of the GDD curve, we found that the absolute value of the TOD within the band at 800 -810 nm is approximately 30,000 fs 3 . Numerical studies have shown that, with this level of TOD, pulses as short as 70 fs can be obtained, provided that the total GDD of the system is in the range from Ϫ500 to Ϫ1000 fs 2 . 30 In Fig. 8 the spatial distribution of the optical electric field ͑normalized to an incident wave of unit intensity͒ is plotted against the index profile. The field distribution at 795 nm is almost the form seen in the usual quarter-wave high-reflectance mirror: the field intensity is unity near the surface and decays almost exponentially. Therefore light at 795 nm is reflected as soon as possible with minimum delay. On the other hand, light at the wavelength of 815 nm has a similar profile, but the field intensity is almost double throughout its length. For this field profile to be achieved, some resonance must take place. This observation leads us to conclude that this mirror works in a way similar to the Gires-Tournois structures.
The sample has a loss of reflectivity at longer wavelengths. This effect is expected even within theoretical models that do not include material loss. It is not surprising that including material loss increases the slope of the curve, since the higher electric fields accumulate greater losses. However, no accurate prediction of this increase of loss has yet been made.
Conclusions
We have introduced a new mathematical method, based on the inverse spectral theory, of designing dispersive coatings for use in femtosecond lasers. We applied the method to improve the performance of a semiconductor Gires-Tournois multilayer dispersion compensator and fabricated the resulting design by MOCVD. We conclude that our fabrication technique can realize the designed delay spectrum and that GDD's of the order of Ϫ1000 fs 2 can be obtained. In the sample we constructed the mirror had a high value of GDD over a bandwidth of 10 nm, reaching an extreme of Ϫ1200 fs 2 at the center ͑805 nm͒ and falling to Ϫ800 fs 2 at the edge of this range. In the same band the reflectivity remained over 95%. One can improve any standard multilayer design by using that standard design as the auxiliary system and performing another optimization in the spectral domain. Some trade-off still exists in this approach because the optimized design may call for refractive indices outside the physically allowed range, and so a penalty must be added for this in the merit function. We found that reducing the index contrast in the auxiliary system had the disadvantage of decreasing the bandwidth of the reflectivity spectrum but allowed enough room for the spectral optimization to reach the desired target. By choosing spectral parameters instead of physical ones, we could approach the target with only four independent parameters in the optimization. Our calculation of the electric field inside the multilayer at different wavelengths showed that the electric-field strengths at 815 nm were almost double what they were at 795 nm throughout the multilayer. This suggested a pro- Fig. 6 . Measured delay and reflectivity spectra of the grown sample. The target delay of Ϫ1000 fs 2 is also shown. Fig. 7 . Measured reflectivity and GDD of the grown sample. Fig. 8 . Normalized electric-field intensity inside the multilayer. For each wavelength the field strength is normalized such that the intensity of the incident light is unity.
cess of optical resonance, but the delay spectrum could still be controlled to obtain a useful result.
Appendix A
We have used E͑k, s͒ in two ways. In Section 3 we referred to the solution of a scattering problem. In Section 4, on the other hand, the boundary conditions used were those of Eqs. ͑9͒, which implied a magnetic wall at the plane s ϭ 0. We used the boundary conditions of Eqs. ͑9͒ only in Section 4 to make the solution of the inverse problem convenient. Here we show the relation between the nonphysical solution of Section 4 and the solution to the scattering problem.
In the process we derive a relation between the spectral function and the input impedance, which is the origin of Eq. ͑8͒.
Here we use E͑k, s͒ to mean the solution of Eq. ͑4͒ defined on the semi-infinite axis ͑0, ϱ͒ such that E͑k, s͒ ʦ L 2 ͑0, ϱ͒ and matches continuously at s ϭ 0 to the incident and reflected waves in the other half-space ͑Ϫϱ, 0͒, which is taken to be uniform with refractive index a 2 ͑0͒:
Of course with the actual coating design the surface s ϭ 0 is an interface to air, so in calculating the delay spectrum with Eq. ͑8͒ one must add this additional reflection afterward. Equation ͑8͒ supposes that the input impedance is normalized to the level a 2 ͑0͒, so we can assume Eq. ͑A1͒.
Taking the derivative of Eq. ͑A1͒ and eliminating the reflection coefficient gives a boundary condition at s ϭ 0 that defines the whole problem on the semiinfinite axis ͑0, ϱ͒:
To avoid confusion, here we define a separate symbol for the solution of Eq. ͑4͒ used in Section 4 with the boundary conditions of Eqs. ͑9͒. This we denote as ͑k, s͒. This function can be used together with the spectral function to make eigenfunction expansions of arbitrary functions. For example, an arbitrary function f ͑s͒ ʦ L 2 ͑0, ϱ͒ can be expanded 31 to
where K ϭ k 2 and the coefficient function F͑k͒ is given by
The spectral function ͑K͒ serves to normalize the eigenfunctions in the expansion. The pair of Eqs. ͑A3͒ and ͑A4͒ can be thought of as a generalization of the Fourier transform, in which the expansion is made up from the solutions of Eq. ͑4͒, ͑k, s͒, instead of the solutions of the harmonic equation exp͑ jks͒. For wave numbers in the photonic stop band, the solutions ͑k, s͒ are generally not bounded as s 3 ϱ and are therefore not part of the eigenfunction expansion. Equation ͑A3͒ takes this into account by making ͑K͒ a constant in most of the stop band. Since the integral in Eq. ͑A3͒ is a Stieltjes integral, the functions at wave numbers with a constant spectral function do not enter the expansion. There are exceptional wave numbers in the stop band where the function is bounded, and these are the poles referred to in Section 3. At these wave numbers the spectral function has a step discontinuity; the height of the step is given by 1͞ n , where n is defined by Eq. ͑6͒. The corresponding eigenfunction enters into the expansion as a discrete term added to the continuum ͑called a bound state in the context of quantum mechanics͒. In particular, the solution of the scattering problem E͑k, s͒ can be expanded as in Eq. ͑A3͒:
where the coefficients g͑k, kЈ͒ are as yet unknown. The solution to the scattering problem E͑k, s͒ is specified by the differential equation ͑4͒ and the boundary condition of Eq. ͑A2͒. This function is also a stationary value of the functional
and Eq. ͑A5͒ can be substituted for E. Because of the completeness of the expansion in Eq. ͑A5͒, the function that is stationary with variations in g is also stationary in E and gives an exact solution to the scattering problem. One can simplify the substitution of Eq. ͑A5͒ into Eq. ͑A6͒ by defining the distributions
These distributions act as identity operators in the spectral domain. For an arbitrary coefficient function F͑k͒,
Using Eqs. ͑A7͒-͑A10͒ simplifies the substitution and yields
Taking the first variation with g and setting it to zero gives an expression for g of
Putting this expression back into Eq. ͑A5͒ yields
On the other hand, setting s ϭ 0 in Eq. ͑A1͒ makes
Substituting Eq. ͑A14͒ into Eq. ͑A13͒ and rearranging them gives
The left-hand side of Eq. ͑A15͒ is the input impedance normalized to the level a 2 ͑0͒. Therefore the normalized input impedance can be calculated from the spectral function directly by
This equation shows explicitly the connection between a discontinuity in the spectral function and a pole in the input impedance. A discontinuity in the spectral function becomes a separate term in Eq. ͑A16͒, resulting in a pair of poles on the k axis. The solution of the inverse problem uses the Povsner-Levitan representation in Eq. ͑11͒, which gives a relation between two systems that have the same intrinsic impedance at the point s ϭ 0. For each one the system's spectral function is related to its input impedance by an equation of the form of Eq. ͑A16͒. Subtracting the two relations would give
Here we start with a multilayer stack ͑auxiliary system͒ and optimize its performance by changing the location and magnitude of two of the poles to obtain a related system. Since only the poles are modified, the difference function 1 ͑KЈ͒ Ϫ 2 ͑KЈ͒ is particularly simple. It is constant with step discontinuities at the wave numbers of the poles of the auxiliary and related systems. The integral reduces to a sum over these points and gives Eq. ͑8͒.
Appendix B
We have described a new method for the synthesis of dispersive graded-index optical coatings. We have used methods from the theory of inverse problems, and, because of this, our method is related to another technique called the Fourier-transform method ͑FTM͒. As in this paper, the FTM starts with considerations and specifications applied to the spectrum and then uses an inversion technique to recover the corresponding refractive-index profile. The method was first described by Delano 14 and by Sossi 15, 16 and has been developed as a tool for the general optical-coating synthesis problem. 17 More recently it has also been applied to the problem addressed in this paper: dispersion control for femtosecond lasers. 18 Here we apply our method to an example used in Ref. 18 . The result is not a design that is practical or useful, but it helps to illustrate the connection between the FTM and the method we have introduced. The example also allows us to point out the relative merits and limitations of the two approaches. We refer to Section 3.1 of Ref. 18 . There is an example given that uses information only about the spectrum to reconstruct the refractive-index profile. The spectral information calls for total reflection at three wave numbers: k 1 ϭ 2͞0.8 m, k 2 ϭ 5͞3k 1 , and k 3 ϭ 7͞3k 1 . At wavelengths near these wavelengths there is to be a specified optical delay. The time origin of the delay is arbitrary, but the second delay is to be 8 m͞c longer than the first, and the third is to be 8 m͞c longer than the second. It is actually possible to meet this specification directly using the methods of this paper, and we do so now for the sake of comparing the methods.
The above specifications can be met by
where the three wave numbers are as given in the above paragraph. Equation ͑B1͒ differs from Eq. ͑8͒ in two ways. First, in Eq. ͑B1͒ we assume a uniform auxiliary system with n ϭ 1.8 everywhere in the half-space. We normalize the impedance level accordingly so that Z aux ϭ 1. Second, Eq. ͑8͒ seeks to move an existing pole, and this is actually done by subtracting the existing pole and adding a new one in a different place. In Eq. ͑B1͒ we add only three new poles, so we lack the negative term of Eq. ͑8͒. It is easy to see that, at each of the three wave numbers, the reflectivity is unity: the input impedance tends to infinity there, and furthermore, it is known that the electric-field pattern at these wave numbers is bounded by the normalization inner product in Eq. ͑6͒. The bound of Eq. ͑6͒ indicates that the optical power does not escape to infinity and must therefore be totally reflected.
Regarding the optical delay, it is a straightforward matter to show that
so the specifications are met at least at the three wave numbers. A plot of the actual reflectivity and optical delay is shown in Fig. 9 . The refractiveindex profile can be reconstructed by the method described in this paper, and a plot of this is shown in Fig. 10 . Unlike in the FTM, we are not at liberty to specify the reflectivity and delay throughout a wavelength band but can specify these only at certain points. On the other hand, our method does not suffer from the main limitation of the FTM: Eqs. ͑B1͒ and ͑B2͒ are exact results. In the FTM one can use the Fourier transform to reconstruct the profile by ignoring the multiple reflections inside the multilayers. Our method comes directly from an exact solution to the Maxwell equations, so all multiple reflections are automatically taken into account.
Our method is less numerically intensive than the FTM. We have no need to take a numerical Fourier transform in the reconstruction. The most numerically intensive demand in the reconstruction by the inverse spectral technique is the solution of an M by M linear system ͑in this case, 3 by 3͒ for each point in the plot of Fig. 10 .
The above example also helps to explain why we took the step of using a nonuniform auxiliary system as our starting point. In practical applications the approach by inverse methods usually suffers from the regularization problem: the exact specification of a desired spectral property leads to a physical structure that is unrealistic in either the index of refraction or in the total length ͑thickness͒ of the layer. Also, certain properties, such as the specification of high reflectivity within a given wavelength band, are more easily described in the physical ͑spatial͒ domain than in the spectral domain. It is well known that a quarter-wave Bragg reflector gives a high reflectivity over a broadband, but it is not so easy to specify this in the spectral domain, especially if the regularization consideration is included. A Bragg reflector that makes use of the Gires-Tournois effect is one of the current state-of-the-art techniques in femtosecond technology. 32 We made this our starting point and used inverse spectral theory to improve on it.
A convenient feature of the modification represented by Eq. ͑8͒ is that the impedance added to the auxiliary system is purely imaginary ͑no real part͒. Within the stop band of an ideal ͑infinite extent͒ Bragg reflector, the impedance is also purely imaginary. This means the change does not affect the reflectivity of the resulting structure within the stop band; it changes only the phase. Therefore one can optimize the delay spectrum performance without regard for the effect these changes have on the reflectivity spectrum. After reconstruction a reflector of finite extent is considered, and some error is introduced. However, since the structures need to be highly reflecting ͑over 95%͒, the error introduced at this stage is always small. In effect, the inverse approach can be used to decouple the two design requirements of obtaining a high reflectivity and a target delay spectrum. This convenient decoupling has been noted in another study on the application of inverse methods to dispersion control structures. 13 
