Introduction and results
The Goldbach conjecture that every even integer larger than 2 is the sum of two primes can be expressed in terms of the von Mangoldt function Λ, more precisely, as G 2 (n) = k1+k2=n Λ(k 1 )Λ(k 2 ) > 0 for all n greater than 2. It is known since long that the result is true for almost all n. It is easy to see that if f is an increasing function such that the Tchebychev function Ψ(x) = x + O(f (x)), then the mean value of G 2 (n) satisfies the relation n≤x G 2 (n) = x 2 /2 + O(xf (x)).
If we consider the contribution of only one zero of the Riemann zeta function ζ, an error term of size O(f (x) 2 ) appears, which, under the current knowledge on zero free regions of ζ, would not be significantly better than O(xf (x)). Fujii [4] studied the error term of this mean value under the Riemann Hypothesis (RH) and obtained ρ(1+ρ) and the summation that runs over all non-trivial zeros of ζ.
In this paper we prove that Theorem 1. Suppose that the RH is true. Then we have
In fact we prove the result in a more general form using the circle method.
We set H a (x) = − ρ 2Γ(1 + ρ) ρΓ(2 + ρ + a) x 1+ρ+a , and note that this series converges absolutely for all a > −1 to prove that Theorem 2. Suppose the RH. For a ≥ 0 we have
This result for a ≥ 1/2 is due to Egami and Matsumoto[3, Theorem 5.1]. For a < 1/3, the first error term is dominant, while for a ≥ 1/3 we obtain an error term O(x 1+a+ǫ ). We believe that this is also the right order for a ∈ [0, 1/3).
On the other hand we prove that Theorem 3. Suppose the RH. Then we have for all a ≥ 0 the estimate
These Ω-results are not effective, we only obtain the divergence of a certain series involving the error term, hence, we cannot give a lower bound for the least x for which the error term reaches a certain magnitude. For a = 0 we can do slightly better, exploiting the large oscillation of the singular series and the smooth behaviour of H a (x), we prove the following. Proposition 1. Suppose the RH. Then we have
This result is still not completely effective since its proof involves Siegel zeros implicit in Montgomery-Vaughan's estimate on the exceptional set of Goldbach's problem [6] . Replacing their result with a more elementary argument would still give Ω(x log log log x). The Ω result in Theorem 3 is proven using the generating Dirichlet series for G 2 (n). Such a series was introduced by Egami and Matsumoto [3] who defined
Now, by complex integration we have
To shift the path of integration to the left, one needs at least meromorphic continuation to some half-plane ℜ s > 2 − δ as well as some information on the growth and the distribution of the poles of Φ 2 . Again assuming the Riemann hypothesis , Egami and Matsumoto [3] described the behaviour of Φ 2 . In addition to the RH, parts of their results depend on unproved assumptions on the distribution of the imaginary parts of zeros of ζ. Denote by Γ the set of imaginary parts of non-trivial zeros of ζ. While the assumption that the positive elements in Γ are rationally independent appears to be folklore, Fujii [4] drew attention to the following special case:
Egami and Matsumoto used an effective version of this conjecture, i.e.
Conjecture 2.
There is some α < π 2 , such that for γ 1 , . . . , γ 4 ∈ Γ we have either
Obviously, Conjecture 2 implies Conjecture 1. In [3] it is proven that: Theorem 4. Suppose the Riemann hypothesis holds true. Then Φ 2 (s) can be meromorphically continued into the half-plane ℜs > 1. If in addition Conjecture 2 holds true, then the line ℜ s = 1 is the natural boundary of Φ 2 . More precisely, the set of points 1 + iκ with lim σց1 |Φ(σ + κ)| = ∞ is dense on R.
The above mentioned authors conjectured that under the same assumptions the domain of meromorphic continuation of Φ r should be the half-plane ℜs > r − 1. In this direction we show that We remark that as in [2] the mere existence of the natural boundary would already give an omega result Ω(x 1−ǫ ) instead of the one in Proposition 1. To prove Theorem 5 we assert that the analytic behaviour of Φ r is completely determined by the behaviour of Φ 2 , i.e. Theorem 6. Suppose the RH. Then for any r ≥ 3 there exist constants a r , b r , c r , such that
where R(s) is holomorphic in the half-plane ℜs > r − 1 and uniformly bounded in each half-strip of the form ℜs > r + 1, T < ℑs < T + 1, with T > 0.
Our proof expresses the function Φ r (s) using the circle method and then applies standard estimates using the RH.
The exponent 5/4 in Theorem 1 and the first error term in Theorem 2 are probably not optimal. More precisely it appears likely that one could improve the exponent 4/3 in Lemma 1 below at the expense of adding further hypotheses.
Bounding the error term via the circle method
In this section we prove Theorem 2 and Theorem 6 by computing the sum, respectively the function, in question using the circle method. We use the standard notation.
Fix a large integer x, set e(α) = e 2πiα , S(α) = n≤x Λ(n)e(αn), T y (α) = n≤y e(αn), T (α) = T x (α), and R(α) = S(α) − T (α). The main innovation is the following. Lemma 1. Suppose the RH. Then we have for y ≤ x the estimate
Proof. We have
Expressing the sums over Λ by Ψ, we obtain
We have (n + y) ρ1 − n ρ1 ≪ y|ρ 1 |n −1/2 , hence, the sum above is ≪ n≤x ρ1,ρ2≤T
where we put T = (x/y) 2/3 . On the other hand we have
and our claim follows.
The following is similar but somewhat simpler.
Lemma 2. Under the Riemann hypothesis we have
Proof. The Riemann hypothesis is equivalent to the estimate Ψ(x) = x+O(x 1/2 log 2 x), hence,
hence, our claim follows.
The next statement is a consequence of partial summation.
Lemma 3. Let a n be a sequence of complex numbers, set A n = ν≤n a n , d(s) = n a n n −s , and D(s) = n A n n −s . Suppose that D(s) is absolutely convergent for ℜ s > σ 0 and has meromorphic continuation to ℜ s > σ 1 . Then d(s) has meromorphic continuation to ℜ s > σ 1 − 1, and there exist polynomials
where R is holomorphic on ℜ s > σ 1 − 1, and continuous on ℜ s ≥ σ 1 − 1.
Proof of Theorem 6. Define the sequence of functions A k r by A 0 r (n) = a r (n), and A k+1 r (n) = ν≤n A k r (ν). Set S(α) = n≤x Λ(n)e(αn), T (α) = n≤x e(αn), and R(α) = S(α) − T (α).
We now compute A 2 r (x) using the circle method. Setting
we have
say. Our aim is to show that B r,0 (x), B r,1 (x), B r,2 (x) are quite regular and have main terms corresponding to the three Dirichlet-series explicitly mentioned in Theorem 6, and that B r,k (x) for k ≥ 3 is of Order O(x r−1−δ ) for some positive δ. Once we have shown these facts, Theorem 6 follows.
We first show that terms with k ≥ 3 are negligible. Note that T 2 (α) ≪ min(x 2 , α −2 ). We split the integral into the range [−β, β] and [β, 1 − β]. In the former range, we use Lemma 2 to bound all occurring values of R, whereas in the latter we use the estimate
Now we put β = x −9/10 and find that the last quantity is bounded above by
since by assumption k ≥ 3. Hence, we find that the Dirichlet-series with coefficients B r,k (n) converge absolutely for σ > r + 9/10. Next, we explicitly compute the contribution of the terms k ≤ 2. We have
for some polynomial P r of degree r + 1. Hence, the Dirichlet-series with coefficients B r,0 can be expressed as a linear combination of the functions ζ(s), ζ(s−1), . . . , ζ(s− r − 1).
The corresponding computations for B r,1 and B r,2 are simplified by observing that
that is, the Dirichlet-series with coefficients B r,1 and B r,2 can be written as linear combinations of the functions 
where R(s) is holomorphic on ℜ s > r − 1, and continuous on ℜ s = r − 1 apart from a pole at s = r − 1, and our claim follows.
Proof of Theorem 2. Set T a (α) = n≤x (x − n) a e(αn). Then we have
To estimate the integral on the right hand side, we split the integral into three parts:
, and the remainder. For the first part RH implies R(α) ≪ x 1/2+ǫ , and the integral on this part is ≪ x 1+a+ǫ . For the second we estimate |R(α)| 2 dα by the integral over the whole interval, which is ≪ x 1+ǫ , and T a by its maximum, which is x (1+a)/4 . Finally, we split the remainder into log x intervals of the form [β, 2β] , and obtain
For a < 1/3, this expression is increasing in β, hence, the largest integral of this type is x 4/3+ǫ x −(1/3−a)/4 , whereas for a > 1/3, this bound is decreasing in β, hence, the largest integral is x 4/3+ǫ x a−1/3 = x 1+a+ǫ , collecting the error terms our claim follows.
Proof of Theorem 3
Theorem 7. Let σ 1 + γ 1 , σ 2 + γ 2 be zeros of ζ, and suppose there are only finitely many pairs of zeros σ
Then either there are real numbers γ 3 , γ 4 ∈ Γ, with |γ 3 | + |γ 4 | < 5(|γ 1 | + |γ 2 |), {γ 1 , γ 2 } = {γ 3 , γ 4 } and γ 1 + γ 2 = γ 3 + γ 4 , or we have
for all a ≥ 0.
Let ρ 1 , ρ 2 be zeros of ζ. Our aim is to show that for some explicit constant H either there are zeros ρ 3 , ρ 4 with ℑ( 
where R is meromorphic in the whole complex plane
Proof. This follows from [3, (2.
2)] and [3, (4.2) ].
Now suppose that σ 1 + iγ 1 , σ 2 + iγ 2 are zeros of ζ, such that there is no pair of zeros ρ 1 , ρ 2 with imaginary part sufficiently small, ℑ(ρ 1 + ρ 2 ) = γ 1 + γ 2 , and ℜρ 1 + ρ 2 ≥ σ 1 + σ 2 . Our aim is to show that the behaviour of Φ 2 (ρ 1 + ρ 2 + η) for η ց 0 is dominated by the two summands belonging to ρ 1 and ρ 2 . To do so we estimate the contribution of different ranges for ρ 1 , ρ 2 in different ways.
Consider first the finitely many pairs of zeros with sum having real part greater then ℜσ 1 +σ 2 . The sum over these terms is clearly meromorphic in the entire plane.
Next consider pairs ρ, ρ ′ with |ρ
. We may neglect finitely many zeros having imaginary part less than 2|ρ 1 | + 2|ρ 2 |. For |s − ρ 1 − ρ 2 | < 1 8 , the sum over the remaining zeros can be bounded as
Since N (T ) ≪ T log T , and Γ(σ + it) ≪ e −ct , we see that this sum converges uniformly in the open ball B 1
Note that we may in particular neglect zeros with real part ≤ 
where θ is a complex number of absolute value ≤ 1, hence, the sum taken over all ρ, ρ ′ in this range is bounded by
To transform the sum over zeros into a sum over integers, we use the following bound, which follows from a more precise result by Backlund [1] .
Using this bound together with the estimate Γ(σ + it) < e where we used the fact that |ρ 1 | + |ρ 2 | > 28. The finitely many pairs ρ, ρ ′ different from ρ 1 , ρ 2 we have not yet dealt with define a function meromorphic on C without poles on the line ℑs = γ 1 + γ 2 , hence, in some neighbourhood of ρ 1 + ρ 2 this function is bounded.
Finally, the pair ρ 1 , ρ 2 itself contributes 1 η
hence, the contribution of these zeros cannot be cancelled by the contribution of other zeros, provided that 2e
which is an immediate consequence of |ρ 1 | + |ρ 2 | > 28.
To prove the corollary we choose ρ 1 = ρ 2 = 1 2 + 14.1347i. It suffices to consider the zeros of ζ with imaginary part ≤ 142. There are 39 zeros in this range, and it is easy to check that there are no relations as simple as the one required here exist among them.
Proof of the Ω-results
We first prove the first part of Theorem 5. Our proof is closely related to the one given under the Riemann hypothesis by Egami Proof. Let ǫ > 0 and t 0 ∈ R be given. We show that there are zeros ρ 1 , ρ 2 of ζ such that ρ 1 + ρ 2 is within the square 1 2 < ℜs < 1 2 + ǫ, t 0 < ℑs < t 0 + ǫ, which implies the claim. Let N (T, σ) be the number of zeros ρ of ζ with ℜρ > σ and 0 < ℑρ < T . Call a real number t good, if there is a zero ρ of ζ with 1 2 < ℜs < 1 2 + ǫ/2, t 0 < ℑs < t 0 + ǫ/2, and let T be the set of good numbers. We have to show that there exists good numbers t 1 , t 2 with t 1 + t 2 = t 0 . This in turn would follow if we show that asymptotically almost all real numbers are good. To do so, we use the estimate N (T, σ) ≪ T 3(1−σ) 2−σ log 5 T due to Ingham and the fact that the distance between consecutive abscissae of zeros tends to zero, proven by Littlewood. The second statement shows that every sufficiently large real number t is good, unless there is a zero of ζ in the domain ℜs > 1 2 + ǫ/2, t < ℑs < t + ǫ/2. Hence, we obtain
that is, for T sufficiently large the measure of T ∩ [0, T ] supersedes T /2, hence, we find real numbers t 1 , t 2 ∈ T with t 1 + t 2 = t 0 .
It follows from [3, Lemma 4.2] , that under Conjecture 2 every complex number of the form ρ 1 + ρ 2 , ζ(ρ 1 ) = ζ(ρ 2 ) = 0 is a singularity of Φ 2 , whereas Lemma 4 implies that Φ 2 is meromorphic in the half-plane ℜs > 2σ 0 , hence, Theorem 5 (iii) follows from this and the lemma above. Similarly, it follows from the proof of Theorem 7 that the same holds true under RH and Conjecture 1. Finally, part (i) of Theorem 5 follows immediately from Theorem 6.
Finally we prove Proposition 1. Montgomery and Vaughan [6] showed that for some δ > 0 the estimate G 2 (n) > 1 2 S(n)n holds true for all n ≤ x with at most In particular, there is some δ > 0, such that for every x sufficiently large at least half of all integers n ∈ [x, 2x] which are divisible by all prime numbers p ≤ δ log x satisfy G 2 (n) > 1 2 S(n)n. Hence, for some c > 0 there are infinitely many n with G 2 (n) > cn log log n. On the other hand, putting R(x) = n≤x G 2 (n) − 1 2 x 2 − H 0 (x), we have G 2 (n) = n − 1 2 + H 0 (n) − H 0 (n − 1) + R(n) − R(n − 1), hence, we have to bound H 0 (n) − H 0 (n − 1). We have
say. Let P be the product of all prime numbers p ≤ δ log x. We have to show that at least for a significant proportion of all n divisible by P we have H * (n) ≪ n. Then To evaluate the sum over m note that we may assume P < x 1/4 , while γ 1 + γ 2 < 2 √
x log x, thus, from ).
For P < x 1/3 the first term on the right hand side tends to 0, while the sum converges absolutely, hence, there is some constant C such that H * (mP ) < CmP for at least half of all integers m ∈ [x/(2P ), x/P ]. Hence, our claim follows.
