Under weak dependence, a minimum distance estimate is obtained for a smooth function and its derivatives in a regression-type framework. The upper bound of the risk depends on the Kolmogorov entropy of the underlying space and the mixing coefficient. It is shown that the proposed estimates have the same rate of convergence, in the Ll-norm sense, as in the independent case.
X' is a compact subset of ~d, where d is an integer _> 1, and, without loss of generality, we may assume that X = [0, 1] d. Let 0 be the space of real-valued continuous functions defined on 2d endowed with the sup-norm, and let X and Y be distributed as X1 and II1, respectively. It is assumed that for each x E X, the conditional distribution of Y, given X = x, is dominated by a a-finite measure, #x, and has a probability density function (p.d.f.) of known functional form involving O(x), where 0 is an element of O; that is, Y I X = x ,-~ f (. I x, O(x) ). It is to be emphasized, however, that O(x) need not be the (conditional) expectation, as is usually the case in the literature. It may be, for instance, the median or a specific quantile or any other characteristic of the conditional p.d.f.
Presently, our aim is that of estimating 0 by means of the principle of minimum distance, and calculate the rate of convergence of the proposed estimate to the true parameter in Ll-distance. Actually, this problem has been considered and resolved in Yatracos (1989a Yatracos ( , 1992 , under suitable regularity conditions, provided that, conditionally on X1 = Xl,..., Xn • Xn, the corresponding r.v.'s Yj, j = 1,..., n are independent. The problem so framed includes as special cases the so-called classical regression problem, where O(x) = g (Y I X = x) . This latter problem has been discussed by several authors, including Devroye and Wagner (1980) , Ibragimov and Khas'minskii (1980) , and Stone (1980 Stone ( , 1982 . In each case, 0 belongs to subsets of O consisting of sufficiently "smooth" functions. Relevant is also the reference Yatracos (1985) . An early rigorous usage of the principle of minimum distance goes back to Wolfowitz (1957) . Beran (1977) employed the Hellinger distance for constructing estimates in parametric models.
The basic difference between the problem discussed here and those resolved in Yatracos (1989a Yatracos ( , 1992 is that the assumption of independence, which plays a fundamental role in the latter paper, is replaced by ~-mixing (see Definition 2.1 (i) below), thus considerably enlarging the range of potential applications. It is known that many stochastic processes satisfy a ~-mixing condition. Such processes include, for example, m-dependent r.v.'s, Markov processes satisfying Doeblin's condition, and Markov processes which are geometrically ergodic. (Details may be found, for instance, in Roussas and Ioannides (1987) , Examples 3.2, 3.3 and 3.4.) To be sure, a preferable mode of mixing would be a-mixing (see Definition 2.1 (ii) below), which is weaker than ~-mixing, and is satisfied by a wider class of important stochastic processes. Such issues are discussed in Chanda (1974) , Pham and Tran (1985) , and Pham (1986) ; see also Yoshihara (1992) . Questions similar to the ones discussed here, but under c~-mixing, are currently under investigation; it is hoped we will be able to report on our findings some time in the near future. The case of estimating O(x) = g(Y I X = x), under dependence, has been discussed rather extensively. Some references to this and related problems are Robinson (1986) , Roussas (1990) , and Tran (1989 Tran ( , 1990 Tran ( , 1993 . For a general theory of estimation in abstract parameter spaces, the reader is referred to Le Cam (1986) .
The paper is organized as follows. In Section 2, the relevant concepts are defined, the assumptions under which the results of the paper are derived are formulated, and two auxiliary results, Lemmas 2.1 and 2.2, are stated. The main results of the paper, Theorem 3.1 followed by a corollary, are stated and proved in Section 3. A reference to Lemma 2.1 is given and the proof of Lemma 2.2 is presented in the Appendix. All limits are taken as n --~ ec unless otherwise explicitly stated.
Definition, assumptions, and preliminary results
For n = 1,2,..., let Un be Nt-valued r.v.'s defined on a probability space (~2, A, P), and for i, j with 1 _< i < j _< oc, let )c~ be the a-field induced by the r.v.'s U,, n = i,i + 1,...,j.
The not necessarily (strictly) stationary sequence {Un}, n _> 1, is said to be Q-mixing with mixing coefficient Q(n), if, as n -~ oc:
if the stochastic process is stationary, then the sup over k above is superfluous.
(ii) The process is said to be a-mixing with mixing coefficient c~(n), if, as n --+ oO:
once again, the sup over k is unnecessary, if the process is stationary.
For Q-mixing sequences, the probability inequality stated below holds; this inequality is instrumental in this paper. For its formulation, let ~ = ~(n) be positive integers tending to ec, and set p = #(n) = [~], where Ix] denotes the integral part of x. Thus, the #'s are the largest integers for which 2~,# <_ n, # -~ ee and n LEMMA 2.1. Let Zn, n >_ 1, s centered at their expectations and bounded by M, and suppose that they are Q-mixing with mixing coefficient Q(n) such that ~n=lo¢ Q(n) def.= Q* < ec. Set Sn = ~1 ~=1~ Zi, and let C = 1 + 4Q*. Then, for all n >_ 1: (2.1)
where O < c~ <_ --n A discussion of such an inequality may be found, for example, in Roussas and Ioannides (1988) .
The set O C C(X), whose elements 0 index the conditional p.d.f, ofY I X = x, f (. Ix, O(x) ), is defined as follows. (2.2)
By setting q = p+c~, the set O is also denoted by Oq,a and its elements are referred to as q-"smooth" functions.
The set O, as defined above, supplied with the distance D induced by the sup-norm is totally bounded. That is to say, for any a > 0, there exists a finite number of balls, N(a) say, centered at some points of O and having radius a, whose union is O. Furthermore, it follows from Kolmogorov and Tikhomirov (1961) 
IIf(. I x, s) -f(. [ x,t)ll = ~ lf(y l x, s) -f(y l x, t)ld#x.
Then:
(A2) The norm defined in (2.4) is ~ Is-tl. More precisely, there exist (positive) constants C1 and C2, independent of x, such that:
Clls-tl <-Ill( Ix, s ) -f(. [ x,t)ll <_ C21s-t] .
(A3) Let Cn,a,x be defined by (2.3), and let Qn be the joint distribution of X:,... ,Xn. Then, for all sufficiently small c > 0 and a suitable 0 < A < 1/d:
Remark 2.1. Of the assumptions just made, Assumptions (A2) and (A3) deserve, perhaps, a comment. Assumption (A1) is nothing out of the ordinary. Condition (2.5) is not as strong as it may look at first glance. Concrete examples where such a condition holds, have been worked out in Yatracos (1989a) , where the interested reader is referred to. There are seven such examples, where the p.d.f. f(. [ x, O(x) ) ranges from normal to negative exponential to Poisson to geometric to binomial to uniform and negative exponential with only location parameter unknown. Condition (2.6) is, indeed, somewhat unusual although nowhere as strong as it may look. This point is illustrated by the fact that condition (2.6) is implied by familiar and mild conditions on the process. This is the content of the following lemma.
LEMMA 2.2. Suppose that the mixing coefficient ~(n) is of the form qo(n) = O(n -(:+~)) for some ~ > O, and the r.v. X has a p.d.f, which is bounded from below in X (by M1 > O, say). Then condition (2.6) holds for all sufficiently small c > 0 and A = q/d(2q + d).
The proof of this lemma is presented in the Appendix in order not to disrupt the flow of the main ideas involved.
Formulation and proof of main results
Before the main results of this paper are formulated, the minimum distance estimate of 0 has got to be defined, and for this purpose, we proceed as follows. The parameter space Oq,d is sup-norm totally bounded, and for an > 0, the most economical an-dense subset of it, On,q,~ has cardinality Nq,d(a~) ~.. 2 (:/~)d/~ (see Kolmogorov and Tikhomirov (1961) ). In all that follows, let us simplify the notation by writing O, On and N~ instead of Oq,d, O~,q,d and Nq,d(a~), respectively. Let On = {Onj,j = 1,...,N~}, and given Xi = x~, i = 1,...,n, set (3.1) A~,e#={ye~;f(ylxi, 0k(xi))>f(ylx~,6e(x~))}, l <_k < t <_N~.
Let Y/be the observation taken at xi, i = 1,..., n, and set
where Px~, O,~(x,) is the conditional distribution of Yi, given X~ = xi, calculated under 0m (x/).
Next, maximize Sn;k,t,m over k, / and m, varying as above, and then define the minimum distance estimate t~ as that 0 which minimizes this maximum. More precisely, 0n is defined by the following relationship:
n ' 1 __< k < f_< Nn;1 _<m_< N~}].
We may now formulate the main results of this paper; all logarithms will be with base 2, although this will not be denoted explicitly. 
), it holds (the same as in the independent case): II~ (~) -O(s)ll <_ C*n-(q-[~])/(2q+d) in probability ( C* > 0 constant).
PROOF OF THEOREM 3. Let X = (X1,..., Xn) and x = (Xl,... , Xn). When X = x E Cn,d,~, let Ni be the number of the coordinates of x in Si, and let M = min{Ni; 1 < i < bnd}. Restricting attention to Si, we approximate ~n(x) and O(x) by their Taylor polynomial of order p around xj C Si. The remainder term will be, clearly, bounded in absolute value by C*b~ in both cases; here C* is a suitable positive constant. The constant C* will be replaced sequentially by another majorizing constant, however, for the sake of simplicity, we will retain the notation C* throughout. 
Retain only the term IOn (x j) -O(xj)l
By Proposition 2 in Yatracos (1989b) , it follows that, for 1 < [s] < p:
where D1, D2 and ~ are positive constants. Take y~ =/)bn, where/) is a large enough positive constant, and employ (3.6) and (3.7) to obtain: 
}1
It is at this point, where the mixing assumption on the observables enters the picture. To this effect, let Px~,e(x), to be shortened to P~, stand for the conditional joint distribution of the Y(s, i = 1,..., n, given X = x C Cn,g,~, and apply inequality (2.1) to the third term on the right-hand side of (3.10) with ~/= 1 (see Lemma 2.1), to obtain:
[n ]
___ 6x~[1 + 2~/~(~,)] n/2" exp -gd(en -an -b~) 2 , provided (3.12)
The specification of the quantities # and u above is given in the paragraph just prior to Lemma 2.1, and inequality (3.12) implies the inequality ~n <_ C#/n in (2.1) for all sufficiently large n. Also, the last inequality on the right-hand side in (3.11) follows by the fact that # < n/2v.
By the fact that the expression on the right-hand side of (3.11) is independent of 0, it suffices to show that this expression tends to 0. For simplicity, set 2e 1/2 = 1 = C2-Prom (3.11), we have then to determine b~, an and c~ to satisfy Ct, 5-0 (3.12) and also the convergence or, equivalently,
where C2 = C21oge = loge/2C. Take b~ = a¢/q, so that bq~ = an. Then (3.13) becomes:
O2n(en -2a.) 2 -2 log Nn -
, we get log(1 + t) < tloge. Apply this inequality for t = Clp(v) to obtain: log[1 + Cl~(v)] < CI~(v) where C1 = C1 log e = 2e 1/2 log e, and define v by:
for all sufficiently large n; k is a constant to be specified below (see (3.20) ). By means of (3.15) and the form of ~(n), we have then:
~n~ log[1 + cl~(v)] < 0.5 log N~ for all sufficiently large n.
Then (3.14) is implied by:
C2rt(Cn -2an) 2 -2.51og Nn --+ oc.
At this point, take aN and Sn as follows:
where p > 0 is to be determined below (see (3.18)). For an and ~n as above, the convergence in (3.16) becomes:
/loge 2 ) (C2p 2 -2.5) logNn = ~,-~-p -2.5 logN~ ~ oe, and this, actually, holds, provided (3.18) p > (5C/log e) 1/2.
On the other hand, with the above choices of b~, an and e~, inequality (3.12) becomes: p(log N~/n) 1/2 <_ C/3u, and by way of (3.15), this inequality is implied by" p(~)l/2 < _~c/~ (~)1/2, or
Relations (3.18) and (3.19) are consistent, provided (5C/log e) 1/2 < 3-U~, or C log e (3.20)
k < --45
To summarize: the quantities u, and an, e~, given by relations (3.15) and (3.17), respectively, satisfy inequality (3.12), and also cause the expression on the right-hand side in (3.11) to tend to 0. Then the proof is completed by writing where D1, D2 and 7n are positive constants. But [[0~ -011 _< C*n -q/(2q+d) in probability for some C* > 0, and 7~ may be chosen to be: 7n = n -1/(2q+d). Then, retaining the same notation C* for a majorizing constant, we obtain: (A.9)
However:
where:
By Lemma 2.1, applied with cn =/35n and iV/= 1, we get:
where Co = 32/2C, provided n -:~ <_ C#/Bn; # and ~ are as specified in the paragraph prior to Lemma 2.1. Relation (A.9) becomes, by means of (A.10), c+1 Tt~ (A.11), the observation that N < ~-, and the proviso that p >_ ~nl-)':
It is shown below that the right-hand side in (A.12) tends to 0, for a suitable choice of A, subject to the requirement that # > ~-n 1-~. To this end, recall that the only requirements on ~, as used here, are that 0 < c < 1. Next, in reference to the constant c in (2.3), choose c < ~-~, for a fixed c as above, and 
