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ABSTRACT 
 In the modern dynamic engineering field, experimental dynamics is an important area of 
study. This area includes structural dynamics, structural control, and structural health monitoring. 
In experimental dynamics, methods to obtain measured data have seen a great influx of research 
efforts to develop an accurate and reliable experimental analysis result. A technical challenge is 
the procurement of informative data that exhibits the desired system information. In many cases, 
the number of sensors is limited by cost and difficulty of data archive. Furthermore, some 
informative data has technical difficulty when measuring input force and, even if obtaining the 
desired data were possible, it could include a lot of noise in the measuring data. As a result, 
researchers have developed many analytical tools with limited informative data. Subspace 
identification method is used one of tools in these achievements. 
Subspace identification method includes three different approaches: Deterministic Subspace 
Identification (DSI), Stochastic Subspace Identification (SSI), and Deterministic-Stochastic 
Subspace Identification (DSSI). The subspace identification method is widely used for fast 
computational speed and its accuracy. Based on the given information, such as output only, 
input/output, and input/output with noises, DSI, SSI, and DSSI are differently applied under 
specific assumptions, which could affect the analytical results.  
The objective of this study is to observe the effect of assumptions on subspace identification 
with various data conditions. Firstly, an analytical simulation study is performed using a six-
degree-of-freedom mass-damper-spring system which is created using MATLAB. Various 
conditions of excitation insert to the simulation test model, and its excitation and response are 
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analyzed using the subspace identification method. For stochastic problems, artificial noise is 
contained to the excitation and followed the same steps. Through this simulation test, the effects 
of assumption on subspace identification are quantified. 
Once the effects of the assumptions are studied using the simulation model, the subspace 
identification method is applied to dynamic response data collected from large-scale 12-story 
buildings with different foundation types that are tested at Tongji University, Shanghai, China. 
Noise effects are verified using three different excitation types. Furthermore, using the DSSI, 
which has the most accurate result, the effect of different foundations on the superstructure are 
analyzed.  
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1. INTRODUCTION 
1.1 Motivation and Objective 
In the modern engineering field, experimental dynamics is an important area of study. This 
area includes structural dynamics, structural control, and structural health monitoring. In 
experimental dynamics, methods to obtain measured data have seen a great influx of research 
efforts to develop an accurate and reliable experimental analysis result. A technical challenge is 
the procurement of informative data that exhibits the desired system information. In many cases, 
the number of sensors is limited by cost and difficulty of data archive. Furthermore, some 
informative data has technical difficulty when measuring input force and, even if obtaining the 
desired data were possible, it could include a lot of noise in the measuring data. As a result, 
researchers have developed many analytical tools with limited informative data.  
In order to overcome this difficulty, numerous output-only system identification methods 
have been proposed. Generally, Ibrahim Time Domain (ITD) and Eigensystem Realization 
Algorithm (ERA) have been widely used in time domain methods (Ibrahim, 1978, J.-N.Juang 
and R.S.Pappa, 1985). Recently, Stochastic Subspace Identification (SSI) has emerged as a 
powerful output-only identification method (Jacobsen, 2009). Because this method is based on 
the projection algorithm, there is no iterative process, and it is relatively fast and accurate. This 
SSI serves as one method under an umbrella of subspace identification methods. Other types of 
subspace identification methods include Deterministic Subspace Identification (DSI) and 
Deterministic-Stochastic Subspace Identification (DSSI). 
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Consequently, subspace identification methods are used in many areas; however, they are 
based on important assumptions. Based on the various data conditions, DSI, SSI, and DSSI are 
differently applied under specific assumptions, which could affect their analytical results. 
Therefore, the effects of assumptions of DSI, SSI, and DSSI are quantified and compared to each 
other through an extensive simulation test. Furthermore, based on the conclusion of the 
simulation test, the effects of assumption have been verified through a large-scale experimental 
data analysis. 
1.2 Research Approach 
This study will contain two distinct sections: a simulation test analysis and a large-scale 
experiment data analysis. The simulation test analysis has been completed to show the difference 
under different conditions of assumption. Firstly, a six-degree-of-freedom system will be created 
using MATLAB. From this simulation test, artificial sets of excitation force, responding 
acceleration, velocity, and displacement will be made. In order to ensure the stochastic condition, 
known amounts of uncertainty will be added. Selected assumptions will be violated intentionally 
and the data will be analyzed by DSI, SSI, and DSSI. The result will be compared to the known 
result and the effects of the assumption will be concluded. 
For the experiment data analysis, a large-scale experiment data set will be analyzed in a 
similar manner. The dynamic response data were tested at Tongji University, Shanghai, China. 
Since the experiment data is also deterministic, known amounts of uncertainty will be added. 
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From the conclusion of simulation tests, the effect of assumptions will be verified by using 
experiment data. The entire process is outlined in Figure 1.1 
 
 
Figure 1.1: Analysis process flow chart 
 
1.3 Scope 
Chapter 2 of the paper is an introduction to the necessary theoretical background on this 
study, including: system identification, DSI, SSI, and DSSI. Chapter 3 represents a simulation 
test model and analysis result under various assumptions on subspace identification. Chapter 4 
verified the simulation test conclusion using an experiment data from Tongji University. Chapter 
5 discusses the effect of different foundation on superstructure using DSSI. Chapter 6 
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summarizes the major findings of this study. Chapter 7 puts explanations about noise effect on 
DSI.    
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2. THEORETICAL BACKGROUND 
In this chapter, dynamic model and system identification is briefly explained. Furthermore, 
subspace system identification is explained as a main analysis method of this study. In particular, 
deterministic subspace identification (DSI) that requires input and output, stochastic subspace 
identification (SSI) that requires output only, and deterministic-stochastic subspace identification 
(DSSI) that requires input and output are introduced. This chapter is intended to serve as a 
theoretical foundation for Chapters 3 and 4 where the subspace identification methods are used. 
The main reference book is ‘Subspace Identification for Linear Systems’ (Overschee and Moor, 
1996).  
2.1 Dynamic Model and System Identification 
 
Figure 2.1: Dynamic model in discrete system, u(t) is input, y(t) is output, and v(t) is disturbance 
 
Figure 2.1 shows a dynamic model in general. In order to know the dynamic model, input 
u(t) and output v(t) are important information (v(t) is a disturbance of the system). Using 
measured (input and) output, analyzed and built the dynamic model is called system 
identification. A mass-damper-spring dynamic model can be expressed as follow: 
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   ̈    ̇          (2.1) 
 
where M is mass, C is damping coefficient, and K is stiffness. f(t) is an input force of the system 
and    ̇      ̈ become output. Related to the Figure 2.1, the input, u(t), is same as f(t) and the 
output, v(t), is same as    ̇      ̈. The system information of Equation 2.1 is M, C, and K. 
Therefore, system identification of this equation is to know the M, C, and K. 
As explained before, there are lots of system identification methods. In this study, subspace 
identification methods are used and N4sid (MATLAB code) is used for analysis. From the next 
subsection, the subspace identification is explained. Before the explanation, there are important 
assumptions in this method. 
1. The dynamic system should be a linear system. 
2. The noise in SSI and DSSI is zero mean, stationary white noise and uncorrelated 
with the input u(t). 
3. The number of measured data in SSI goes to infinity, and the data is stationary 
state. 
2.2 Input and Output Data Equations 
The output block Hankel matrix,        , can be constructed using measured acceleration 
data: 
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 where: 
1.   is the number of block rows that is a user-defined index. Since each block row contains 
  (number of inputs/measurement channel) rows, the       consists of      total rows. 
2.   is the number of columns, in any case,   should be larger than   . In the stochastic 
models,     is assumed for statistical reasons 
3. The upper part of the matrix, from 1 block row to   block row, is defined “past” and the 
lower part of the matrix, from     block row and    block row, is defined “future”. The 
subscripts ‘p’ indicates the past and ‘f’ indicates the future in Equation 2.2. This block 
Hankel matrix shows all the response data rearranged with time shift, the total shift is    
which is the same number of block row. 
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4.   
  indicates the one block row contained and   
  indicates the one block row removed. 
This block Hankel matrix also contains all the response, but the border row for 
distinguished future and past is different. Equation 2.3 shows the detail. 
5. The other input block Hankel matrices         
    
  are constructed same method as 
Equation 2.2 and Equation 2.3. 
The state matrix    is defined 
     121  jijiii XXXX   (2.4) 
 
2.3 Deterministic Subspace Identification (DSI) 
 
 
Figure 2.2: A linear time-invariant deterministic system 
 
In the state space equation, the deterministic system of order n can be expressed: 
 ̇                
                 
(2.5) 
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where        is the system matrix,        is the input matrix,        is the output 
matrix and        is the direct feedthrough term.         indicates the states, not the 
system input, u       is the system input, and         is the system response. The   
indicates the number of inputs and   means the number of outputs. Since   matrix has a 
dynamical characteristic of system and the goal of this identification method is to find this   
matrix. The extended observability matrix,   , is defined as 
   
[
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 (2.6) 
 where the subscript i denotes the number of block rows and is greater than the number of mode, 
n. The reversed extended controllability matrix,   , is defined as:  
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The lower block triangular Toeplitz matrix,   , is defined as: 
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The Equation 2.5 can be rewritten as: 
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             (2.11) 
when the orthogonal to the input matrix,  
 , multiplies to the Equation 2.10, it becomes 
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  (2.12) 
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(2.13) 
         (2.14) 
where    is the projection matrix, ‘ ’ indicates the pseudo-inverse and   is the block Hankel 
matrices consisting of inputs and outputs as: 
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The left hand side of Equation 2.12, only input and output data is required. Using a singular 
value decomposition (SVD) of Equation 2.14. The extended observability,   , can be obtained 
      
  
 ̂         
 ̂   
      
(2.16) 
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where   is a unitary matrix,   is a rectangular diagonal matrix, and    is a unitary matrix (* is a 
conjugate transpose). The hat, ˆ, on the observability matrix and the states matrix indicate the 
calculated result and the subscript 0 on the states matrix indicates time lag zero in Equation 2.4. 
The time lag one in the states matrix means one block row of the projection matrix,   , removed 
at the top and one block row of the observability matrix,   , removed at the bottom. All the states 
can be expressed using this similarity using remove blocks and SVD. Therefore, the matrices A, 
B, C, and D can be solved from Equation 2.17 
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2.4 Stochastic Subspace Identification (SSI) 
 
Figure 2.3: A linear time-invariant deterministic system 
 
In the state space equation, the stochastic system of order n can be expressed: 
 ̇               (2.18) 
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where w(t) represents the process noise that causes from the modeling inaccuracies and v(t) is 
called the measurement noise from the sensor inaccuracies. It is assumed that w(t) and v(t) are 
zero mean white noise vector sequences, independent of the state X. The reversed extended 
stochastic controllability matrix,   
 , is defined as: 
  
   GAGGAGA ii 21      (2.19) 
where G is the state and output covariance matrix 
                (2.20) 
The block Toeplitz matrix,   , is constructed from the stochastic output covariance matrices as: 
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where the stochastic output covariance matrix  
               
   (2.22) 
The projection matrix,  , in the stochastic system is defined as: 
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(2.24) 
In Equation 2.23, the projection matrix,   , can be calculated from the given output data. As the 
Equation 2.16, using the singular value decomposition the observability matrix,   , can be 
obtained. In Equation 2.24,      denotes the matrix    without the last   (number of outputs) rows. 
     can be also calculated from the given output data. Therefore,  ̂    can be obtained 
  ̂        
      (2.25) 
From the output data only,  ̂  and  ̂    can be calculated.  
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In order to obtain the G matrix,   
  in Equation 2.19 should be obtained first 
    
    
           
(2.27) 
 The G matrix is placed at the last   columns of    
 . Lastly,                . 
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2.5 Deterministic Stochastic Subspace Identification (DSSI) 
 
Figure 2.4: A linear time-invariant deterministic-stochastic system 
 
In the state space equation, the deterministic-stochastic system of order n can be expressed: 
 ̇                     
                      
(2.28) 
where      ,       ,       , and       .         is the states, u       is the 
system input, and         is the system response. The  indicates a number of inputs and   
indicates a number of outputs. Equation 2.28 is the combined result of the two previous 
explained theories. The input-output equations for the combined system can be defined as follow:  
 
       
    
      
  (2.29) 
       
    
      
  (2.30) 
      
    
    (2.31) 
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where the upper-script, ‘d’, indicates deterministic and ‘s’ indicates stochastic. The oblique 
projection,    , is defined as 
            (2.32) 
and the singular value decomposition (SVD) of the oblique projection is 
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Like Equation 2.14 and Equation 2.16, the extended observability,  , can be obtained. Therefore, 
the state,     can be calculated as 
 ̂    
     
 ̂        
       
(2.34) 
Finally, the matrices, A, B, C, and D can be solved from 
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 (2.35) 
where the process noise,     and the measurement noise,   , are uncorrelated with the input, 
     and are not identically zero.  
16 
 
3. SUBSPACE IDENTIFICATION FOR SIMULATION TESTS 
The theoretical background for this study was introduced in Chapter 2. A six-degree-of-
freedom (6-DOF) mass-damper-spring system model was created using MATLAB and tested 
with varied excitations to observe the effect of assumption on subspace identification methods. 
In simulation tests, the information about the system model was known, so the results of the 
subspace identification methods could be compared. 
3.1 Simulation Setup 
The purpose of this simulation test is to observe the effect of assumptions on subspace 
identification methods. The previous chapter addresses the important presumptions for the 
subspace identification; the system should be a linear system, the number of data is infinite and 
the data is in a stationary state, and the noise is white Gaussian noise and uncorrelated with the 
input. Among the important assumptions, selected assumption is violated intentionally. The 
selected assumption will introduce in simulation test procedure. 
 
3.1.1 Description of Models 
A six-story mass-damper-spring building model was created with MATLAB using the 
modal superposition method for the simulation test (Figure 3.1). The height of the model is 0.96 
m and every floor’s mass, damper, and stiffness have same value (material properties of the 
simulation model is summarized in Table 3.1). An input force was applied at the 6
th
 floor and 
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each mass’ displacement, velocity, and acceleration has been calculated. The main equation of 
motion for this simulation is  
   ̈    ̇          (3.1) 
where F(t) is the input force, and x,  ̇, and  ̈ are the response of the input force. M, C, and K are 
the mass, damping coefficient, and stiffness, respectively. M, C, and K are a     matrix, and 
the values are shown in Table 3.1. 
 
 
Figure 3.1: 6-DOF mass-damper-spring system 
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Table 3.1: Mechanical Property of Simulation Test Model 
Property Value 
Mass 4.875 kg 
Damping coefficient 8.698 Ns/m 
Stiffness 28991.7 N/m 
 
Table 3.2: Natural Frequency and Damping Ratio of Simulation Test Model 
Mode Number Natural Frequency Damping Ratio 
1st 2.959 Hz 0.0039 
2nd 8.705 Hz 0.0116 
3rd 13.944 Hz 0.0186 
4th 18.374 Hz 0.0245 
5th 21.735 Hz 0.0290 
6th 23.834 Hz 0.0318 
 
The natural frequency and damping ratio of the simulation model are shown in Table 3.2. 
Seven points, six lumped masses and the basement point, make six different mode shapes, so the 
number of modes is 6. Therefore, 6 modes of natural frequency and damping ratio are 
represented as the result. These values in Table 3.2 are the reference result of this simulation test.  
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3.1.2 Excitation Information 
In this simulation test, a generated excitation becomes the input force of the system. In 
order to observe the effect of various factors, this excitation has to be varied. White Gaussian 
excitation is the reference excitation, and according to the simulation schedule the excitation is 
violated. The sampling frequency is 200 Hz, and the time period of excitation is 100 seconds. 
This time period includes approximately 300 cycles of the 1
st
 mode of system’s natural 
frequency that is 2.959 Hz. For a fair comparison the root-mean-square (RMS) of each excitation 
equalizes to 100 of all excitations in the simulation tests. The equation of RMS is as follow: 
 
     √
 
 
   
    
         (3.2) 
where, n is the number of data.  
Each excitation has two cases: one is the no noise case for the deterministic method and the 
other is the added noise case (RMS 20%) for the stochastic method. The noise artificially inserts 
on its input excitation and output accelerations. Every excitation has these two cases to observe 
the different results of DSI, SSI, and DSSI. Therefore, the result represents to two cases: no noise 
case and noise case. In this simulation test, the results of the subspace identification methods 
correspond to modal parameters; natural frequency, damping ratio, and mode shape. However, 
the damping ratio is too small to compare to the value, and the mode shape is only used for 
checking the mode order with the natural frequency. The natural frequency is the comparing 
factor in this simulation test and all calculated results are compared to the reference result in the 
Table 3.2.  
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3.1.3 Simulation Test Procedure 
A systematic series of simulation tests were conducted. The important assumptions of 
subspace identification are a crucial part of the simulation test procedure. The first simulation 
test is conducted by white Gaussian excitation with 100 second time duration. This simulation 
test tells the accuracy of DSI, SSI, and DSSI in deterministic condition. The accuracy is 
calculated by the percentage errors (Equation 3.3).  
 
                         
      
 
     
(3.3) 
where    is the obtained result from each step’s simulation test, and   is the reference result from 
the simulation setting. Then, one of the assumptions of subspace identification methods is 
violated according to the procedure in Table 3.3. 
As explained before, the simulation system is a 6-DOF mass-damper-spring model, and it 
can be obtained by 6 modes. Therefore, the number of modes of this simulation system is 6. If 
there is no noise-influenced mode in the condition, 6 modes can be detected. However, if noise 
affects the mode, or if there exists an absent mode, the mode place leaves as blank. This means 
the method, which has noise-influenced and absent modes, has less accuracy than a method that 
can detect 6 modes.  
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Table 3.3: Simulation Test Procedure 
Order Assumption Excitation type 
Time 
duration (sec) 
Noise 
RMS(%) 
1 No Violation White Gaussian 100 0 
2 Noise effect White Gaussian 100 20 
3 Noise effect White Gaussian 100 40 
4 Time duration White Gaussian 1 20 
5 Time duration White Gaussian 3 20 
6 Time duration White Gaussian Saturated 20 
 
 
3.2 Simulation Result 
According to the simulation test procedure, subspace identification methods are used. All 
the natural frequency results are represented as percentage errors to be compared each other in a 
fair manner. The effect of noise, time duration, and stationarity of excitation is considered to the 
factors of the simulation test. 
 
3.2.1 Effect of Noise 
The first excitation is white Gaussian excitation with 100 second time duration. This 
deterministic case fulfilled the assumption of the subspace identification methods; white 
Gaussian, stationarity, and infinite excitation time duration. Then, for the stochastic case, the 
white Gaussian excitation and responding accelerations are contaminated with the RMS 20% 
noise. From comparing these two cases, the noise effect can be checked. Furthermore, in order to 
observe the effect of the noise magnitude, the RMS of noise is increased to 40%. Table 3.4, 3.5, 
and 3.6 represent the result of subspace identification methods at each condition.  
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In the deterministic case, DSI and DSSI have exactly the same result compared to the 
reference result, and SSI has a 0.17% error average. In the noise-corrupted case with RMS 20%, 
DSI, SSI, and DSSI have averages of 0.05%, 0.20%, and 0.05% errors, respectively. Furthermore, 
for the noise case with RMS 40%, DSI, SSI, and DSSI have averages of 0.25%, 0.14%, and 0.05% 
errors, respectively. Errors in the all cases are below 1%, even for the RMS 40% noised case. 
From this result, if the assumption is satisfied, the subspace identification methods are very 
accurate. Furthermore, added measurement noise does not affect the subspace identification 
methods. 
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Table 3.4: The Noise Effect on the Modal Parameters (no noise) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.958 0.00% 2.897 0.05% 2.958 0.00% 0.394% 198.67% 0.316% 139.02% 0.394% 198.67% 
2nd 8.705 0.00% 8.868 0.11% 8.705 0.00% 1.160% 198.67% 1.119% 187.94% 1.160% 198.67% 
3rd 13.944 0.00% 14.041 0.08% 13.944 0.00% 1.859% 198.67% 1.826% 193.35% 1.859% 198.67% 
4th 18.374 0.00% 18.607 0.12% 18.374 0.00% 2.449% 198.67% 2.646% 222.70% 2.449% 198.67% 
5th 21.735 0.00% 21.305 0.36% 21.735 0.00% 2.897% 198.67% 2.687% 177.04% 2.897% 198.67% 
6th 23.834 0.00% 24.091 0.29% 23.834 0.00% 3.177% 198.67% 3.136% 194.88% 3.177% 198.67% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 100.00% 100.00% 100.00% 
2nd 100.00% 99.98% 100.00% 
3rd 100.00% 99.99% 100.00% 
4th 100.00% 100.00% 100.00% 
5th 100.00% 99.99% 100.00% 
6th 100.00% 99.91% 100.00% 
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Table 3.5: The Noise Effect on the Modal Parameters (RMS 20%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.958 0.08% 2.897 0.05% 2.958 0.01% 0.333% 151.83% 0.888% 572.68% 0.395% 199.04% 
2nd 8.705 0.01% 8.868 0.11% 8.705 0.02% 1.130% 191.00% 1.183% 204.54% 1.156% 197.65% 
3rd 13.944 0.01% 14.041 0.08% 13.944 0.09% 1.838% 195.39% 1.886% 203.06% 1.876% 201.39% 
4th 18.374 0.10% 18.607 0.14% 18.374 0.03% 2.703% 229.60% 2.461% 200.10% 2.467% 200.91% 
5th 21.735 0.04% 21.305 0.43% 21.735 0.02% 2.680% 176.25% 2.912% 200.26% 2.923% 201.37% 
6th 23.834 0.08% 24.091 0.41% 23.834 0.10% 3.111% 192.45% 3.106% 192.00% 3.136% 194.85% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 100.00% 99.98% 100.00% 
2nd 99.98% 100.00% 100.00% 
3rd 100.00% 100.00% 100.00% 
4th 99.99% 100.00% 100.00% 
5th 99.98% 99.99% 99.99% 
6th 99.93% 99.97% 99.98% 
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Table 3.6: The Noise Effect on the Modal Parameters (RMS 40%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.953 0.71% 2.992 0.17% 2.960 0.05% 0.320% 33.01% 0.525% -18.85% 0.391% 0.92% 
2nd 8.673 0.26% 8.688 0.35% 8.699 0.07% 1.110% -15.73% 0.978% -4.35% 1.100% 5.21% 
3rd 13.965 0.06% 13.946 0.17% 13.942 0.03% 1.838% -7.53% 1.719% -1.09% 1.853% 0.32% 
4th 18.364 0.01% 18.347 0.06% 18.362 0.07% 2.749% 0.81% 2.469% 12.23% 2.482% -1.33% 
5th 21.780 0.13% 21.767 0.10% 21.743 0.03% 2.704% -2.57% 2.823% -6.67% 2.971% -2.57% 
6th 23.912 0.30% 23.743 0.01% 23.793 0.07% 3.224% -3.07% 3.079% -2.87% 3.074% 3.23% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.97% 100.00% 100.00% 
2nd 100.00% 99.98% 100.00% 
3rd 99.97% 100.00% 99.99% 
4th 99.98% 99.99% 99.99% 
5th 99.98% 99.98% 99.99% 
6th 99.80% 99.93% 99.90% 
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3.2.2 Effect of Time Duration 
1) White Gaussian excitation with extremely short time duration (3 cycles)  
The time duration is assumed infinite long; however, infinite data is not possible in reality. 
In this simulation, 100 seconds that contained approximately 300 cycles of the 1
st
 mode of 
natural frequency is used instead of infinite time. The extremely short case is designed to violate 
this time duration assumption; one second time duration of white Gaussian noise is used as the 
excitation. This time duration has approximately 3 cycles of the 1
st
 mode of natural frequency. 
Table 3.7 represents the result of subspace identification method. 
DSI and DSSI still have exactly the same value as the reference result; however, SSI has an 
average of 2.32% error and the error is centralized at the low frequency. This means that DSI and 
DSSI are not influenced by the time duration, but SSI is influenced. In order to check the effect 
of time duration, next subsection is conducted with longer time duration. 
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Table 3.7: The Time Duration Effect on Modal Parameters (1 second: 3 cycles)  
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.959 0.00% 3.212 8.54% 2.959 0.00% 0.394% 198.67% 7.618% 5669.5% 0.394% 198.67% 
2nd 8.705 0.00% 8.578 -1.46% 8.705 0.00% 1.160% 198.67% 3.346% 761.48% 1.160% 198.67% 
3rd 13.944 0.00% 14.246 2.17% 13.944 0.00% 1.859% 198.67% 1.503% 141.49% 1.859% 198.67% 
4th 18.374 0.00% 18.207 -0.91% 18.374 0.00% 2.449% 198.67% 1.972% 140.44% 2.449% 198.67% 
5th 21.735 0.00% 21.776 0.19% 21.735 0.00% 2.897% 198.67% 1.351% 39.29% 2.897% 198.67% 
6th 23.834 0.00% 23.992 0.66% 23.834 0.00% 3.177% 198.67% 3.451% 224.47% 3.177% 198.67% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 100.00% 97.18% 100.00% 
2nd 100.00% 99.75% 100.00% 
3rd 100.00% 98.79% 100.00% 
4th 100.00% 99.72% 100.00% 
5th 100.00% 99.97% 100.00% 
6th 100.00% 99.56% 100.00% 
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2) White Gaussian excitation with short time duration (9 cycles) 
In order to check the effect of time duration, 3 second time duration of white Gaussian 
excitation is used as an excitation. This time duration has approximately 9 cycles of the 1
st
 mode 
of natural frequency of the system. Although this time duration is 3 times longer than the 
previous condition, it is still a short time duration compared to the assumption. Table 3.8 
represents the result of subspace identification methods at each condition. 
DSI and DSSI still have no errors, and SSI has an average of 1.5% errors in each mode. 
Compared to the 3 cycle time duration case, the 9 cycle time duration case detects more modes 
and it has better accuracy. However, because of the assumption, SSI has still errors. 
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Table 3.8: The Time Duration Effect on Modal Parameters (3 second:9 cycles) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.959 0.00% 2.883 -2.56% 2.959 0.00% 0.394% 198.67% 1.029% 679.58% 0.394% 198.67% 
2nd 8.705 0.00% 8.710 0.06% 8.705 0.00% 1.160% 198.67% 1.900% 389.02% 1.160% 198.67% 
3rd 13.944 0.00% 13.952 0.06% 13.944 0.00% 1.859% 198.67% 2.611% 319.03% 1.859% 198.67% 
4th 18.374 0.00% 18.370 -0.02% 18.374 0.00% 2.449% 198.67% 3.369% 310.91% 2.449% 198.67% 
5th 21.735 0.00% 21.338 -1.83% 21.735 0.00% 2.897% 198.67% 1.819% 87.51% 2.897% 198.67% 
6th 23.834 0.00% 23.850 0.07% 23.834 0.00% 3.177% 198.67% 2.159% 102.95% 3.177% 198.67% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 100.00% 99.40% 100.00% 
2nd 100.00% 99.98% 100.00% 
3rd 100.00% 98.98% 100.00% 
4th 100.00% 99.92% 100.00% 
5th 100.00% 97.22% 100.00% 
6th 100.00% 96.73% 100.00% 
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3) Convergent Time in DSI, SSI, and DSSI  
The previous two cases do not have enough time length to obtain acceptable natural 
frequency. When the acceptable natural frequency has below 1% average error, in the noise case, 
DSI, SSI, and DSSI have a convergent time in Figure 3.2. In order to find the convergent time, 
the data is measured every 2 second from 1 to 20 second and measured every 20 seconds from 20 
to 100 seconds. The convergent time of SSI is 5 second. The 1
st
 mode of modal frequency is 
approximately 3 Hz, and this means that 1 second contains about 3 cycles of 1
st
 mode of modal 
frequency. Therefore, the 5 seconds in SSI mean that it needs 15 cycles of 1
st
 mode of modal 
frequency to obtain the acceptable result.  
 
No noise case 
Figure 3.2: Percentage error saturation according to time duration. Blue line is DSI errors, red 
line is SSI errors, and black line is DSSI errors.  
 
31 
 
3.2.3 Effect of Moving Average 
In order to alleviate noise effect, the moving average is the most common method in digital 
signal process. In experimental modal analysis, the moving average is used for the noise 
reduction. However, since the moving average makes the original data smooth, it is not good for 
the frequency point of view. Then, how does it affect the result of subspace identification method 
if the data is used with the moving average. To observe the effect of moving average on subspace 
identification method, white Gaussian excitation inserted RMS 20% is used and the 0.5%, 1%, 
and 5% moving average are conducted. 
Table 3.9, 10, and 11 indicate the 0.5%, 1%, and 5% moving average effect on modal 
parameters, respectively. In 0.5% moving average case, DSI and SSI detect 5 modes and DSSI 
detects all modes. All modal frequencies are below 1% errors. In 1% moving average case, DSI 
and SSI detect 5 modes and DSSI detects all modes. The magnitude of modal frequencies 
becomes a little bigger, however the average of remain modes is still below 1% errors. In 5% 
moving average case, DSI, SSI, and DSSI detect 5 modes. The average of modal frequencies of 
remain modes is still below 1% errors. That means the moving average affects high mode of 
modal parameters. 
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Table 3.9: The Moving Average Effect on Modal Parameters (0.5%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.957 -0.05% 2.951 -0.26% 2.960 0.02% 0.19% 43.99% 0.216% 63.68% 0.370% 180.2% 
2nd 8.698 -0.08% 8.727 0.27% 8.707 0.03% 1.00% 156.4% 0.600% 54.32% 1.116% 187.4% 
3rd 13.971 0.20% 13.897 -0.33% 13.938 -0.04% 1.58% 153.5% 4.023% 546.5% 2.487% 299.6% 
4th 18.424 0.27% 18.499 0.68% 18.452 0.43% 2.56% 212.7% 3.043% 271.2% 2.855% 248.2% 
5th 21.911 0.81% 21.911 0.81% 21.638 -0.45% 2.91% 199.6% 3.574% 268.5% 4.500% 358.7% 
6th NAN NAN NAN NAN 23.322 -2.14% NAN NAN NAN NAN 4.119% 287.2% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.99% 99.99% 100.00% 
2nd 99.99% 99.98% 100.00% 
3rd 99.66% 99.67% 99.98% 
4th 99.37% 99.35% 99.84% 
5th 96.61% 94.98% 98.80% 
6th NAN NAN 84.84% 
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Table 3.10: The Moving Average Effect on Modal Parameters (1%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.973 0.47% 2.904 -1.84% 2.956 0.00% 0.196% 47.73% 4.988% 539.53% 0.477% 261.30% 
2nd 8.701 -0.04% 8.659 -0.52% 8.690 0.01% 1.326% 241.43% 1.007% 213.77% 1.119% 188.06% 
3rd 13.945 0.01% 13.936 -0.05% 13.972 0.02% 1.900% 205.29% 2.174% 221.13% 2.154% 246.18% 
4th 18.592 1.19% 18.498 0.68% 18.488 0.03% 2.950% 259.75% 2.492% 202.77% 2.860% 248.80% 
5th 22.372 2.93% 22.024 1.33% 21.863 0.04% 3.003% 209.58% 2.970% 234.63% 3.865% 371.39% 
6th NAN NAN NAN NAN 23.598 0.05% NAN NAN NAN NAN 4.568% 370.89% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.96% 99.00% 99.99% 
2nd 99.92% 99.97% 99.99% 
3rd 99.90% 99.78% 99.97% 
4th 99.31% 98.84% 99.70% 
5th 77.66% 91.64% 98.14% 
6th NAN NAN 97.91% 
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Table 3.11: The Moving Average Effect on Modal Parameters (5%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.974 0.53% 2.953 -0.17% 2.958 -0.01% 2.710% 1952.6% 0.538% 307.24% 0.437% 230.93% 
2nd 8.729 0.28% 8.691 -0.16% 8.713 0.10% 2.565% 560.38% 1.273% 227.68% 1.229% 216.36% 
3rd 13.920 -0.17% 13.977 0.24% 14.046 0.74% 1.771% 184.62% 1.699% 173.02% 2.265% 263.92% 
4th 18.415 0.22% 18.443 0.38% 18.680 1.55% 2.341% 185.53% 2.282% 178.24% 2.494% 204.19% 
5th 22.133 1.83% 21.975 1.10% 22.141 1.66% 4.827% 397.63% 2.882% 197.09% 2.915% 200.49% 
6th NAN NAN NAN NAN NAN NAN NAN NAN NAN NAN NAN NAN 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.88% 100.00% 100.00% 
2nd 99.34% 99.96% 99.87% 
3rd 99.76% 99.91% 99.61% 
4th 97.14% 99.31% 95.80% 
5th 89.40% 92.74% 80.65% 
6th NAN NAN NAN 
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In summary, simulation tests are conducted in order to observe the effect of assumptions on 
subspace identification methods. From the simulation tests, the following findings are observed: 
1) Noise does not affect the subspace identification methods. 
2) Time duration in SSI affects the subspace identification methods.  
3) DSI does not have noise terms, however the result is similar to the results of DSSI and 
SSI. 
4) DSSI is the most accurate method among three approaches. 
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4. SHAKING TABLE SOIL-FOUNDATION-SUPERSTRUCTURE 
INTERACTION (SFSI) TESTS 
In the Chapter 2, the theoretical approach of subspace identification methods has been 
introduced. Through the simulation test, the effects of assumption have been analyzed in the 
previous Chapter 3. In this chapter, based on the previous simulation test result, a large scale soil 
foundation superstructure interaction experimental data is analyzed at the similar manner. 
4.1 Experimental Setup 
The large scale soil-foundation-superstructure interaction (SFSI) experiment was designed 
to understand the effects of building-foundation systems. Because traditional structural design 
and analysis techniques have generally assumed that a soil-foundation-structure system responds 
with a fixed-base (Stewart and Mylonakis, 2010). In order to obtain the purpose, the whole 
experiment was designed, built, and tested by Tongji University (Bo, 2002; Li, 2004; Lu, 2004; 
Lu, 2005). 
 
4.1.1 Description of Models 
Three identical 1:10 scaled 12-story cast-in-place reinforced concrete frame building 
models with pile, box, fixed foundation were experimentally tested in the State Key Laboratory 
for Disaster Reduction in Civil Engineering at Tongji University under various seismic loading 
condition. The building models with the pile and box, respectively, constructed on three-layers of 
soil (silty clay, powder sand soil and sandy soil) contained in a cylindrical soft container with 
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3000-mm diameter made of 5-mm thickness rubber membrane with reinforcement outside the 
container to reduce the wave reflection between the model and the container boundary (box 
effect), during dynamic tests. Both the model and container were placed on a strong hydraulic 
shake table for uni (X-direction) and bi-directional (X and Z-direction) dynamic tests. For fixed 
foundation, the building model was rigidly attached to the shake table directly without the soil 
container.  
 
 
 
 
Figure 4.1: Sketch of flexible container used in the test (2001, Tongji Report Chapter 3) 
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(a) Front view of test container (b) Vertical view of test container 
Figure 4.2: Real picture of soil container (2001, Tongji Report Chapter 3) 
 
The earthquake simulation vibration platform consists of shaking-table, foundation, pump 
pressure, distribution system, vibrator and data acquisition system. The main performance 
parameters of vibration platform are represented in Table 4.1. 
 
Table 4.1: Main Performance Parameters of Vibration Platform 
Shaking table dimension                 
Maximum loading weight 25 ton 
Vibration direction X, Y, Z (3-dimension, 6 DOF) 
Maximum acceleration X: 1.2g, Y: 0.8g, Z: 0.7g 
Frequency range of operation 0.1 ~50 Hz 
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4.1.2 Excitation Information 
Three different types of excitations, El Centro earthquake record (EL), the Shanghai 
artificial wave record (SH) and the Kobe earthquake record (KB) were applied for the test.  
The El Centro earthquake occurred on May 18
th
, 1940 in the Imperial Valley in Southern 
California near the international border of the United States and Mexico. The main earthquake 
took nine lives and caused property damage estimated at $6 million. The magnitude of first 
shock was 6.9 (Stover and Coffman, 1993). This excitation is widely used as a classic record in 
structural test and seismic experiment (Jaewook, 2000, Bengi Arisoy, 2010, Reyolando, 2010). 
In this experiment, the main strong shock lasts about 5 second during the 10 second whole 
excitation. The scaled X-direction (N-S component) time history of the El Centro earthquake 
record acceleration and its Fast Fourier Transform (FFT) are represented in Figure 4.3 
 
 
 
 
(a) Time history (b) Frequency domain 
Figure 4.3: El Centro excitation X-direction graph: (a) the Acceleration data in time history, (b) 
FFT in frequency domain 
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The Shanghai artificial wave was artificially designed excitation that had a broadband 
frequency. Because of this rich frequency characteristic, some studies used the Shanghai 
artificial wave for comparison purpose (Xiao, 2011). In this experiment, the main strong shock 
lasts about 10 second during the 16 second whole excitation. It is the longest excitation among 
the three excitations. The scaled time history of Shanghai artificial wave acceleration and its FFT 
are represented in Figure 4.4 
 
 
 
(a) Time history (b) Frequency domain 
Figure 4.4: Shanghai excitation graph: (a) the Acceleration data in time history, (b) FFT in 
frequency domain 
 
 
 
The Kobe earthquake or Great Hanshin earthquake occurred on Jan 17
th
, 1995 in the 
southern part of Hyogo Prefecture, Japan. This was Japan’s worst earthquake in the 20th century. 
It caused property damage estimated about $200 billion. The magnitude was 6.8 (Anshel, 1995). 
The scaled X-direction (N-S component) time history of Kobe earthquake record acceleration 
and its FFT are represented in Figure 4.5. 
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(a) Time history (b) Frequency domain 
Figure 4.5: Kobe excitation X-direction graph: (a) the Acceleration data in time history (b) FFT 
in frequency domain 
 
4.1.3 Measurement Locations 
Accelerometers, pore pressure gauges, soil pressure gauges and strain gauges were installed 
to measure the dynamic response of the superstructure, foundation and soil. However, eight 
accelerometers were only used to obtain dynamic response of the shaking table and the 
superstructure. A0 was mounted on the shaking table and it was measured by direct excitation. 
Including A1 at the base and A7 on the top of the superstructure, the sensors were installed on 
every other floors of the superstructure. Figure 4.6 shows the measurement location A0 to A7. 
Figure 4.7, 4.8, and 4.9 show the stored acceleration data and their FFT at the each sensor 
from A0 to A7 (from top to bottom, respectively). Figure 4.7 presents the stored data at the pile 
foundation, Figure 4.8 presents the stored data at the box foundation, and Figure 4.9 presents the 
stored data at the fixed foundation. In fixed foundation case, since there is no soil foundation, the 
acceleration data at A0 and A1 are same. 
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(a) Pile foundation (b) Box foundation (c) Fixed foundation 
Figure 4.6: Measurement location on the superstructure: pile, box, and fixed foundation 
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Figure 4.7: Sample sensor data at the pile foundation (Shanghai excitation level 5) 
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Figure 4.8: Sample sensor data at the box foundation (Shanghai excitation level 5) 
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 3  
  
  
  
  
Figure 4.9: Sample sensor data at the fixed foundation (Shanghai excitation level 5) 
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Table 4.2: Test Schedule. Excitation type (Excitation name + Excitation level) 
Test order Excitation type Peak acceleration (G) 
1, 2, 3 EL1, SH1, KB1 0.093 
4, 5, 6 EL2, SH2, KB2 0.266 
7, 8, 9 EL3, SH3, KB3 0.399 
10, 11, 12 EL4, SH4, KB4 0.532 
13, 14, 15 EL5, SH5, KB5 0.665 
16, 17, 18 EL6, SH6, KB6 0.798 
19, 20, 21 EL7, SH7, KB7 0.931 
 
 
4.1.4 Test Protocols 
A comprehensive series of tests were conducted in three different earthquake scenarios at 
seven different excitation magnitudes. The three base excitation records used were El Centro 
earthquake record (EL), Shanghai artificial wave (SH) and Kobe earthquake record (KB). The 
peak acceleration of the excitations was used to the scale of the model. The levels of the 
excitation were categorized into seven levels from 1 to 7: ranging from 0.093G to 0.931G. Test 
order correlated to excitation type and level. The loading schedule indicated in Table 4.2. 
Each foundation test model was applied to the same test protocol. For example, SH1 means 
that the second test procedure with peak acceleration 0.093 G under Shanghai artificial excitation 
wave. KB6 means that the eighteenth test procedure with peak acceleration 0.798 G under Kobe 
excitation wave. In this study, excitations level 1 to 6 were only used because the fixed 
foundation model had been seriously damaged after excitation level 6 loaded to the 
superstructure. 
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4.2 Data Preprocessing 
The accuracy of system identification method depends on the amount of data used in the 
identification process (Moaveni, 2007).  In this study, data preprocessing is applied to input and 
output data including detrending, windowing, zero-phase distortion, and low-pass filter. Lastly, 
numerical integration has been applied to check the corresponding velocities and displacements. 
More detail procedure is as follow: 
1. The DC and up to the 6th order polynomials trend were subtracted from the raw 
accelerations, and a 5% cosine-taper window was applied to the acceleration time 
histories to prevent spectrum leakage. 
2. A zero-phase distortion which was prevent to phase distortion and low-pass filter with 
cutoff frequency of 120Hz were designed and applied to the acceleration time history 
(sampling frequency is 250 Hz). 
3. Standard numerical integration procedures were used to achieve the corresponding 
velocity displacement time history. 
 
Figure 4.10: Flowchart of data preprocessing 
 
48 
 
 
(a) Acceleration Data (G) 
 
(b) Velocity Data (cm/s) 
 
(c) Displacement Data (cm) 
Figure 4.11: Preprocessed Shanghai artificial wave, excitation level 5 
 
4.3 Subspace Identification Method for SFSI Test 
The stored and preprocessed acceleration data set from the described experiment was 
analyzed using the subspace identification methods. An input-output format for the subspace 
identification method was explained. In order to observe the effects of assumption in subspace 
identification, several analyses were conducted. The natural frequency using DSI, SSI, and DSSI 
was used to compare the methods.  
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4.3.1 Input and output for Subspace Identification Method 
The equation of base excitation of the superstructure can be expressed as 
   ̈      ̇              ̈    (4.1) 
where M is the mass matrix, D is the damping matrix, and K is the stiffness matrix. The M, D 
and K matrix are     matrices and              is     unit column vector, and   is the 
number of degrees of freedom of the system. It is assumed that the system is linear and the 
system parameters are available for this analysis.  ̈    is absolute acceleration obtained from the 
sensors,  ̈    is the base acceleration vector, and  ̈    is the relative acceleration matrix with 
respect to the base, where  ̈     ̈     ̈   . Equation 4.1 can be rewritten as  
  ̈    
 
 
 ̇    
 
 
        ̈    (4.2) 
The base excitation input in this system is  ̈    and the outputs are  ̈     ̇         . In Figure 
4.6, the  ̈    is obtained from the A1 and  ̈    is obtained from the A2 to A7. Therefore, the 
input and the output are known values from the measured data. Figure 4.12 shows the input,  ̈   , 
and the relative acceleration,  ̈     ̈     ̈   , that is used to the output in the analysis. 
The base excitation,  ̈, is stored by the sensor A1 and the absolute acceleration,  ̈ , is 
stored by the sensor A2 in Figure 4.6. In the same manner, the absolute acceleration 
 ̈   ̈   ̈   ̈       ̈  are stored by the sensor A3, A4, A5, A6, and A7, respectively.  
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(a) The input,  ̈ 
 
(b) The relative acceleration,  ̈   ̈   ̈ 
 
(c) The relative acceleration,  ̈   ̈   ̈ 
 
(d) The relative acceleration,  ̈   ̈   ̈ 
 
(e) The relative acceleration,  ̈   ̈   ̈ 
 
(f) The relative acceleration,  ̈   ̈   ̈ 
 
(g) The relative acceleration,  ̈   ̈   ̈ 
Figure 4.12: Input and output setting for n4sid code (Shanghai excitation level 5) 
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4.3.2 Experiment Data Analysis 
Through the simulation test, three types of effects on subspace identification have been 
obtained; noise, time duration, and window average. The obtained result is verified using the 
experimental data. Firstly, Shanghai artificial excitation level 2 at fixed foundation is selected the 
sample case. The deterministic modal frequency is obtained in Table 4.3. DSI detected 5 modes, 
and SSI and DSSI detected 6 modes each. In the simulation test cases, the calculated result can 
be compared with known natural frequency. However, the experiment data depends on its own 
information because there is no prior knowledge about the system. Therefore, the reference case 
has to be selected to be compared. Through the simulation test, DSSI has the most accurate result 
under the non-stationary state case. Shanghai artificial excitation has broad band and longest 
time duration among the excitations in experiment. Therefore, DSSI of Shanghai excitation is 
chosen as the reference result of the analysis procedure.  
Noise effect (output only and input/output) 
1) Shanghai artificial excitation 
The main equation Equation 4.1 uses the relative acceleration,  ̈   , as the output and the 
base excitation,  ̈   , as the input. In order to observe the effect of noise, the noise inserts only to 
output and input/output. The noise is RMS 20% white Gaussian noise. Since the DSSI in the 
Table 4.3 is the reference result, all results correspond to the percentage errors. Table 4.4 and 4.5 
represent the effect of noise on subspace identification methods.  
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Table 4.3: Modal Parameters of Shanghai Artificial Excitation level 2 at Fixed Foundation (no noise) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 3.128 0.80% 2.897 80.55% 3.103 0.00% 16.70% -9.01% 54.99% 199.50% 18.36% 0.00% 
2nd 11.718 -0.37% 8.868 8.86% 11.762 0.00% 9.94% 8.17% 16.68% 81.42% 9.19% 0.00% 
3rd 21.386 -1.24% 14.041 2.69% 21.655 0.00% 13.82% 64.34% 7.31% -13.07% 8.41% 0.00% 
4th 30.551 -0.01% 18.607 -2.98% 30.554 0.00% 9.00% 18.65% 9.51% 25.42% 7.58% 0.00% 
5th 46.549 13.15% 21.305 -12.66% 41.138 0.00% 17.96% 38.36% 14.75% 13.63% 12.98% 0.00% 
6th NAN NAN 24.091 -2.89% 56.817 0.00% NAN NAN 13.66% 32.44% 10.31% 0.00% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 100.00% 99.92% 100.00% 
2nd 98.68% 85.68% 100.00% 
3rd 99.91% 95.41% 100.00% 
4th 98.40% 91.00% 100.00% 
5th 73.13% 78.00% 100.00% 
6th NAN 96.28% 100.00% 
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Table 4.4: Modal Parameters of Shanghai Artificial Excitation level 2 at Fixed Foundation (output noise only, RMS 20%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 3.143 1.28% 2.751 -11.35% 2.982 0.80% 16.83% -8.35% 35.24% 91.92% 14.65% -20.18% 
2nd 11.720 -0.36% 11.878 0.99% 11.569 -0.37% 9.69% 5.43% 16.93% 84.17% 9.81% 6.71% 
3rd 21.233 -1.95% 22.076 1.95% 21.647 -1.24% 12.64% 50.32% 8.85% 5.30% 10.32% 22.80% 
4th 29.957 -1.95% 29.406 -3.76% 30.457 -0.01% 8.25% 8.82% 13.60% 79.44% 9.03% 19.12% 
5th 42.975 4.47% 34.229 -16.79% 41.767 13.15% 16.44% 26.66% 17.46% 34.52% 16.04% 23.57% 
6th NAN NAN NAN NAN NAN NAN NAN NAN NAN NAN NAN NAN 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 100.00% 100.00% 100.00% 
2nd 100.00% 98.92% 99.92% 
3rd 100.00% 99.76% 99.82% 
4th 100.00% 97.02% 99.67% 
5th 100.00% 93.69% 74.22% 
6th NAN NAN NAN 
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Table 4.5: Modal Parameters of Shanghai Artificial Excitation level 2 at Fixed Foundation (input/output noise, RMS 20%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 3.108 0.16% 2.189 -29.5% 2.691 -13.3% 16.35% -10.97% 26.68% 43.34% 12.57% -31.52% 
2nd 11.773 0.10% 11.496 -2.26% 11.630 -1.12% 9.75% 6.09% 15.36% 67.11% 10.27% 11.65% 
3rd 20.969 -3.17% 21.968 1.4% 21.486 -0.78% 11.44% 36.12% 8.97% 6.65% 9.76% 16.12% 
4th 30.152 -1.31% 31.059 1.65% 30.167 -1.27% 10.00% 31.93% 10.43% 37.59% 8.45% 11.45% 
5th 40.002 -1.13% NAN NAN 40.673 -1.13% 18.58% 43.11% NAN NAN 13.92% 7.24% 
6th NAN NAN NAN NAN NAN NAN NAN NAN NAN NAN NAN NAN 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.98% 99.17% 99.98% 
2nd 99.57% 97.77% 99.90% 
3rd 99.68% 99.02% 99.94% 
4th 98.62% 91.95% 99.82% 
5th 60.81% NAN 81.04% 
6th NAN NAN NAN 
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(a) No noise (b) Output only, RMS 20% (c) input/output, RMS 20% 
Figure 4.13: Summary of modal frequency at Shanghai excitation at each case: (a) no noise, (b) 
RMS 20% noise inserted output only, and (c) RMS 20% noise inserted input/output 
 
Figure 4.13 shows the modal frequency of subspace identification methods with different 
noise cases. If the 1
st
 mode of modal frequency in SSI is neglect, the other modal frequencies are 
similar each other. This means that noise does not affect the result of subspace identification 
methods.  
2) El Centro earthquake excitation 
El Centro earthquake excitation has approximately a 11 second time duration, 1 to 25 Hz 
band-width frequency. In order to observe the effect of noise, RMS 20% inserts only to the 
output, and input/output.   
Table 4.6 indicates the deterministic result of El Centro excitation. Table 4.7 represents the 
result of only output case and Table 4.8 represents the result of input/output case. 
. 
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Table 4.6: Modal Parameters of El Centro Excitation level 2 at Fixed Foundation (no noise) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 3.148 1.45% NAN NAN 3.171 2.18% 5.07% -72.39% NAN NAN 8.67% -52.75% 
2nd 12.126 3.10% 11.764 0.02% 12.142 3.24% 4.23% -53.97% 7.71% -16.18% 4.44% -51.67% 
3rd 22.055 1.85% 22.385 3.37% 22.179 2.42% 4.72% -43.83% 5.16% -38.62% 4.89% -41.84% 
4th 32.668 6.92% 32.806 7.37% 32.864 7.56% 4.32% -42.99% 5.78% -23.80% 4.79% -36.82% 
5th 44.751 8.78% 43.668 6.92% 44.948 9.26% 4.82% -62.87% 6.23% -52.00% 5.21% -59.84% 
6th NAN NAN 59.441 4.62% 60.549 6.57% NAN NAN 5.38% -47.82% 2.73% -73.39% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.98% NAN 99.99% 
2nd 99.41% 94.62% 99.62% 
3rd 99.87% 98.34% 99.91% 
4th 98.39% 98.02% 98.57% 
5th 92.08% 76.51% 91.89% 
6th NAN 92.27% 91.90% 
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Table 4.7: Modal Parameters of El Centro Excitation level 2 at Fixed Foundation (output noise only, RMS 20%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 3.193 2.90% 7.543 143.1% 3.061 -1.36% 4.54% -75.29% 61.11% 232.9% 5.10% -72.23% 
2nd 12.105 2.92% 11.839 0.66% 12.094 2.83% 4.45% -51.63% 5.95% -35.30% 4.29% -53.30% 
3rd 22.058 1.86% 22.294 2.95% 22.106 2.08% 4.73% -43.73% 4.65% -44.70% 4.92% -41.43% 
4th 32.735 7.14% 32.514 6.42% 32.835 7.47% 4.43% -41.53% 6.47% -14.61% 5.08% -33.02% 
5th 44.816 8.94% 41.936 1.94% 44.670 8.59% 4.63% -64.32% 9.40% -27.57% 5.34% -58.85% 
6th NAN NAN 58.006 2.09% 59.865 5.36% NAN NAN 4.14% -59.87% 1.55% -84.97% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.90% 99.21% 99.98% 
2nd 99.54% 98.67% 99.59% 
3rd 99.88% 99.57% 99.86% 
4th 98.51% 93.63% 98.17% 
5th 92.21% 56.89% 92.13% 
6th NAN 78.80% 91.01% 
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Table 4.8: Modal Parameters of El Centro Excitation level 2 at Fixed Foundation (input/output noise, RMS 20%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 3.189 2.76% 4.289 38.23% 3.082 -0.68% 3.50% -80.95% 84.49% 360.2% 5.50% -70.04% 
2nd 12.091 2.80% 11.761 -0.01% 12.083 2.73% 4.58% -50.23% 5.66% -38.47% 4.34% -52.84% 
3rd 22.087 2.00% 22.225 2.63% 22.089 2.01% 4.51% -46.30% 4.69% -44.27% 4.78% -43.12% 
4th 32.738 7.15% 32.427 6.13% 32.831 7.45% 4.29% -43.46% 7.28% -3.94% 5.04% -33.55% 
5th 44.875 9.08% 41.655 1.26% 44.295 7.67% 4.97% -61.71% 10.70% -17.55% 5.22% -59.81% 
6th NAN NAN 57.644 1.46% 59.641 4.97% NAN NAN 4.98% -51.75% 1.64% -84.08% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.92% 99.15% 99.98% 
2nd 99.51% 97.56% 99.55% 
3rd 99.87% 99.78% 99.87% 
4th 98.77% 93.35% 98.28% 
5th 92.37% 63.94% 89.92% 
6th NAN 54.48% 89.64% 
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(a) No noise (b) Output only, RMS 20% (c) input/output, RMS 20% 
Figure 4.14: Summary of modal frequency at El Centro excitation at each case: (a) no noise, (b) 
RMS 20% noise inserted output only, and (c) RMS 20% noise inserted input/output 
 
Like the Shanghai artificial excitation, the deterministic case and RMS 20% noise 
contaminated cases were analyzed using subspace identification methods. In the deterministic 
result, all modes were detected except for the 1
st
  mode of SSI. However, the first mode of SSI in 
the noise case has high percentage errors (output only case: 141%, input/output case: 38%). 
Compared to the higher mode, the 1
st
 mode of modal frequency can be appeared higher error 
with the same magnitude. So, if the 1
st
 mode of SSI is ignored, all cases are similar to each other. 
In the noise output only case, DSI, SSI, and DSSI have averages of 4.75%, 2.09%, and 4.62% 
errors, respectively. In the noise input/output case, DSI, SSI, and DSSI have averages of 4.76%, 
8.29%, and 4.25% errors, respectively. The deterministic result DSI, SSI and DSSI also have 
averages of 4.42%, 4.46% and 5.21% errors, respectively.  
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Kobe earthquake excitation 
Kobe earthquake excitation has an approximately 12 second time duration and 5 to 20 Hz 
band-width frequency. In order to observe the effect of noise, RMS 20% inserts only to the 
output, and input/output.   
Table 4.9 indicates the deterministic result of Kobe excitation. Table 4.10 represents the 
result of only output case and Table 4.11 represents the result of input/output case. 
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Table 4.9: Modal Parameters of Kobe Excitation level 2 at Fixed Foundation (no noise) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st NAN NAN NAN NAN 2.469 -20.4% NAN NAN NAN NAN 13.98% -23.84% 
2nd 10.073 -14.4% 10.587 -26.19% 10.244 -12.9% 5.60% -39.08% 7.16% 444.5% 5.78% -37.11% 
3rd 19.687 -9.09% 19.809 -8.53% 20.038 -7.47% 6.26% -25.57% 5.75% -31.59% 6.41% -23.73% 
4th 33.357 9.18% 29.522 -3.38% 30.505 -0.16% 7.98% 5.21% 10.00% 31.86% 8.20% 8.13% 
5th NAN NAN 40.714 -1.03% 41.407 0.65% NAN NAN 6.38% -50.82% 5.96% -54.10% 
6th NAN NAN 56.473 -0.61% 56.660 -0.28% NAN NAN 7.48% -27.49% 7.20% -30.18% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st NAN NAN 99.95% 
2nd 98.96% 95.63% 99.07% 
3rd 98.48% 97.33% 99.33% 
4th 93.95% 91.31% 97.77% 
5th NAN 82.58% 95.28% 
6th NAN 91.82% 92.53% 
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Table 4.10: Modal Parameters of Kobe Excitation level 2 at Fixed Foundation (noise output only, RMS 20%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.450 -21.0% 8.682 179.8% 2.344 -24.4% 1.47% -91.98% 50.01% 172.7% 7.53% -58.98% 
2nd 10.078 -14.3% 10.587 -9.99% 10.231 -13.0% 5.58% -39.31% 7.16% -22.13% 5.54% -39.79% 
3rd 19.712 -8.97% 19.809 -8.53% 20.034 -7.49% 5.34% -36.43% 5.75% -31.59% 6.73% -19.93% 
4th 32.473 6.28% 29.522 -3.38% 30.638 0.28% 7.67% 1.11% 10.00% 31.86% 8.51% 12.20% 
5th NAN NAN 40.714 -1.03% 41.032 -0.26% NAN NAN 6.38% -50.82% 6.92% -46.73% 
6th 53.995 31.3% 56.473 -0.61% 56.041 -1.37% 12.5% -3.88% 7.48% -27.49% 7.25% -29.68% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.64% 98.60% 99.97% 
2nd 98.99% 96.48% 99.09% 
3rd 99.48% 96.37% 99.33% 
4th 99.12% 64.70% 96.88% 
5th NAN 70.12% 93.42% 
6th 92.22% 76.29% 90.42% 
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Table 4.11: Modal Parameters of Kobe Excitation level 2 at Fixed Foundation (input/output, RMS 20%) 
Mode 
No. 
Modal Frequency Damping Ratio 
DSI SSI DSSI DSI SSI DSSI 
Freq(Hz) Error(%) Freq(Hz) Error(%) Freq(Hz) Error(%) Pct(%) Error(%) Pct(%) Error(%) Pct(%) Error(%) 
1st 2.418 -22.1% 8.066 159.9% 2.374 -23.5% 12.18% -33.68% 50.74% 176.3% 8.48% -53.79% 
2nd 10.081 -14.3% 10.567 -10.16% 10.231 -13.0% 5.58% -39.28% 6.79% -26.11% 5.42% -41.02% 
3rd 19.778 -8.67% 19.525 -9.83% 20.007 -7.61% 6.14% -27.01% 6.75% -19.71% 6.67% -20.64% 
4th 33.307 9.01% 27.476 -10.07% 30.460 -0.31% 8.50% 12.15% 25.23% 232.8% 8.82% 16.30% 
5th NAN NAN 35.164 -14.52% 41.032 -0.26% NAN NAN 15.84% 21.98% 7.02% -45.95% 
6th NAN NAN 47.177 -16.97% 54.840 -3.48% NAN NAN 14.88% 44.26% 8.06% -21.83% 
 
Mode 
No. 
MAC 
DSI SSI DSSI 
Pct(%) Pct(%) Pct(%) 
1st 99.69% 98.15% 99.98% 
2nd 98.99% 96.25% 99.06% 
3rd 99.57% 94.44% 99.18% 
4th 95.14% 67.98% 96.81% 
5th NAN 62.52% 90.23% 
6th NAN 74.52% 87.61% 
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(a) No noise (b) Output only, RMS 20% (c) input/output, RMS 20% 
Figure 4.15: Summary of modal frequency at Kobe excitation at each case: (a) no noise, (b) RMS 
20% noise inserted output only, and (c) RMS 20% noise inserted input/output 
Overall, the percentage errors are higher than the other excitation cases. Especially, the 
error of the 1
st
 mode is relatively higher. In the output only noised case, DSI, SSI, and DSSI have 
averages of 16.37%, 33.89%, and 7.80% errors, respectively. In input and output noised case, 
DSI, SSI, and DSSI have averages of 13.52%, 36.91%, and 8.03% errors, respectively. 
Interestingly, all cases are similar each other.  
In summary, using a large-scale experiment data is used for observing the effect of violated 
assumptions in subspace identification methods. Based on the simulation result, the noise effect 
is verified. Noise inserted on output only and input/output does not affect the result of subspace 
identification method not only simulation test, but also the experimental data. From the 
simulation tests and experimental data analysis, it is very sure that subspace identification 
method is robust for noise effect. 
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5. DISCUSSION 
Through the previous two chapters, it is verified that the subspace identification is robust 
for noise effect. Furthermore, from the simulation test result DSSI is the most accurate method 
among the three different approaches. In this chapter, the experiment data, introduced in Chapter 
4, is analyzed with DSSI and compared to the modal parameter of each other. 
In order to compare the effects of foundations on superstructure’s modal parameters, there 
needs pre-work that makes comparison available. Even though the excitation type and level are 
same, the input energy to the superstructure cannot be same because of soil foundation. Pile and 
box foundation have the layered soil foundation (Figure 4.6 (a) and (b)). In order to check the 
energy of excitation to the superstructure, A0, which is placed on the shaking table, and A1, 
which is placed on the base of superstructure, need to be quantified and compared. Figure 5.1 
and 5.2 show the graph A0 and A1 at the pile foundation and box foundation, respectively. The 
power spectral density (PSD) is used for calculating the excitation energy.  
 5.1 Layered Soil Foundation with Pile and Box foundation 
The total input energy from the shaking table is blue-star (*) line. The blue line increases 
respect to the excitation level, as previously explained, which is counted by the peak acceleration 
(G). The blue line in Figure 5.1 and 5.2 at each excitation is similar each other. That means the 
total input energy from the shaking table is nearly same at pile and box foundation because the 
excitation type and level are same. The Shanghai artificial wave has the biggest energy and the 
Kobe earthquake excitation has the smallest energy. However, the input energy to the 
superstructure, red-cross (+) line, is different from the foundation. This input energy, red line, 
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effects to the superstructure and it excites the superstructure. Therefore, the difference between 
the blue line and the red line represents the energy dissipation in the layered soil container. In 
fixed foundation, since there is no soil container the total input energy is same as the input 
energy to the superstructure, which means the blue line and the red line are equal.  
In pile foundation, Figure 5.1, the blue line and the red line at first two excitation levels 
from the all different excitation types are almost similar inclination. However, in El Centro 
earthquake from excitation level 4 and in Shanghai and Kobe from excitation level 3 the red line, 
the input energy to the superstructure, is weaken and shows different inclination. That means the 
energy dissipation doesn’t start until that time, rather some points of the red line are higher than 
the blue line.  
 
   
(a) El Centro (b) Shanghai (c) Kobe 
Figure 5.1: Energy at the Shaker and base at pile foundation 
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In physically, the pile foundation consists of 3 by 3 piles and is implanted in the layered 
soil foundation (the depth of layered soil is 1600 mm and the pile length is 1200 mm). The pile 
foundation meets all 3 different soil layers: silty clay, power sand soil, and sandy soil (Figure 4.6 
(a)). The rigidly installed pile foundation seems to carry the total input energy to the base of the 
superstructure in low excitation level. However, after Shanghai artificial wave excitation level 3, 
the energy dissipation severely happens. According to the test protocol, Table 4.2, the test 
procedure goes El Centro earthquake, Shanghai artificial wave, and Kobe earthquake in order. 
Kobe earthquake excitation level 3 and El Centro earthquake excitation level 4 after the 
Shanghai artificial wave excitation level 3 occur the energy dissipation as well. At the point of 
the Shanghai artificial wave excitation level 3, it is presumed that the damage on the pile 
foundation or on the layered soil happens.   
In order to check the condition of foundation, the frequency contents can be compared 
respect to the excitation level. Since the excitation level is increased by the peak acceleration, the 
frequency content should be similar. Figure 5.2 shows the frequency content of sensor A0, which 
is installed in the shaking table, and sensor A1, which is installed in the base of superstructure, 
respect to the excitation level. The frequency content of sensor A0, Figure 5.2 (a), looks almost 
same except the amplitude according to the excitation level. Whereas the frequency content of 
sensor A1, Figure 5.2 (b), looks not same as the previous one. The frequency content of first two 
excitation level looks similar, however, from the excitation level 3 it has different aspect. Only 
about 1 Hz peak frequency grows respect to the excitation level. This means something happens 
in the layered soil foundation and pile foundation. It could be damage on the pile foundation 
or/and damage on the layered soil foundation. 
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(a) FFT at A0 (b) FFT at A1 
Figure 5.2: Frequency content in Shanghai excitation level 1 to 6 at Pile foundation 
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(a) El Centro (b) Shanghai (c) Kobe 
Figure 5.3: Energy at the Shaker and base at box foundation 
 
In box foundation, Figure 5.3, all three different excitation types have similar inclination. 
The blue line increases respect to the excitation level, whereas, the red line has almost zero 
inclination. This means that the layered soil container and box foundation make the input energy 
to the superstructure constant and energy dissipation exists. The box foundation has 360 mm 
height and faces only silty clay and power sand soil in the layered soil (Figure 4.6). Unlike the 
pile foundation, the box foundation does not have any turning point. In order to check the 
condition of box foundation, the frequency content can be compared through the excitation level 
Figure 5.4. 
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(a) FFT at A0 (b) FFT at A1 
Figure 5.4: Frequency content in Shanghai excitation level 1 to 6 at Box foundation 
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Like the result of pile foundation, the frequency content of sensor A0, Figure 5.4 (a), looks 
almost same except the amplitude respect to the excitation level. Whereas the frequency content 
of sensor A1, Figure 5.4 (b), looks different. The frequency content of 6 different excitation 
levels is different each other. That means the box foundation or layered soil foundation could 
have damage at each excitation level. 
In summary, since the total input energy goes through the layered soil foundation, in the soil 
foundation or/and pile and box foundation has come energy dissipation. The table 5.1 shows the 
amount of energy dissipation at the pile and box foundation. 
 
Table 5.1: Quantification of energy dissipation at pile and box foundation 
 El Centro Shanghai Kobe 
Pile 0.0229 0.1248 0.0363 
Box 0.0209 0.0487 0.0375 
 
The quantification in Table 5.1 is calculated by PSD at sensor A1 divided by PSD at sensor 
A0 in excitation level 6. If the value of quantification is 1, it means that nothing exists between 
A0 and A1, which is same as the fixed case. Whereas, if the value of quantification is 0, it means 
the total input energy dissipates all between A0 and A1.  
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5.2 Modal Parameters at Three Different Foundations 
From the previous section 5.1, the input energy to the superstructure has been quantified. In 
this section, the modal parameters from all the cases are discussed, and are compared as the 
stiffness, coefficient, and mode shapes respect to the excitation level. In order to represent all the 
result of modal parameters, modal frequency and damping ratio respect to the excitation level are 
divided by the excitation level 1 of modal frequency and damping ratio, respectively (Equations 
5.1 and 5.2)  
 
    
  
  
 (5.1) 
 
    
  
  
 
(5.2) 
where    is modal frequency at each mode, n is the excitation level and    is damping ratio at 
each mode.  
Before the comparison of the modal parameters result, it should be same mode. Since the 
modal parameters are identified by the subspace identification method, there would be noise 
mode and the absent mode. To check this step, modal assurance criterion (MAC) is applied. In 
this study, above 80% of MAC value cares same mode. As mentioned before, because of the 
number of sensors on superstructure the mode can be recognized by 6 modes. The 6 modes at the 
three different foundations represent Figure 5.5, 5.6, and 5.7, which are El Centro earthquake 
case, Shanghai artificial wave case, and Kobe earthquake case, respectively. 
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(a) 1
st
 mode Natural Frequency, Damping Ratio, & MAC (b) 2
nd
 mode Natural Frequency, Damping Ratio, & MAC 
      
(c) 3
rd
 mode Natural Frequency, Damping Ratio, & MAC (d) 4
th
 mode Natural Frequency, Damping Ratio, & MAC 
      
(e) 5
th
 mode Natural Frequency, Damping Ratio, & MAC (f) 6
th
 mode Natural Frequency, Damping Ratio, & MAC 
Figure 5.5: El Centro Natural Frequency, Damping Ratio, & MAC result respect to the excitation level 
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(a) 1
st
 mode Natural Frequency, Damping Ratio, & MAC (b) 2
nd
 mode Natural Frequency, Damping Ratio, & MAC 
      
(c) 3
rd
 mode Natural Frequency, Damping Ratio, & MAC (d) 4
th
 mode Natural Frequency, Damping Ratio, & MAC 
      
(e) 5
th
 mode Natural Frequency, Damping Ratio, & MAC (f) 6
th
 mode Natural Frequency, Damping Ratio, & MAC 
Figure 5.6: Shanghai Natural Frequency, Damping Ratio, & MAC result respect to the excitation level 
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(a) 1
st
 mode Natural Frequency, Damping Ratio, & MAC (b) 2
nd
 mode Natural Frequency, Damping Ratio, & MAC 
      
(c) 3
rd
 mode Natural Frequency, Damping Ratio, & MAC (d) 4
th
 mode Natural Frequency, Damping Ratio, & MAC 
      
(e) 5
th
 mode Natural Frequency, Damping Ratio, & MAC (f) 6
th
 mode Natural Frequency, Damping Ratio, & MAC 
Figure 5.7: Kobe Natural Frequency, Damping Ratio, & MAC result respect to the excitation level   
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5.2.1 Stiffness and Damping Coefficient Comparison  
In the test protocol, each foundation obtains growing excitation with different type. This 
continuing excitation makes damage on not only foundation, but also superstructure. It can be 
checked by the difference of natural frequency. In Figure 5.5, 5.6, and 5.7, all modal frequency 
goes down. It is because of the reduction of stiffness on the superstructure. In order to observe 
the reduction of stiffness, the stiffness can be extracted from the modal frequency Equation 5.1 
   
  
 
√   ⁄
√   ⁄
 
√  
√  
 (5.3) 
  
where the mass, M, is assumed ‘Not changed’ during the experience, K is the stiffness. As a 
result, the stiffness can obtain from the square of modal frequency ratio. 
Similarly, in order to observe the change of damping coefficient, the damping coefficient 
can be extracted from the damping ratio Equation 5.2 
    
  
 
   √   ⁄
   √   ⁄
 
  √  
  √  
 (5.4) 
  
where C is the damping coefficient. If the Equation 5.3 is multiplied to the Equation 5.4, the 
damping coefficient ratio can be obtained. The result of the stiffness and the damping coefficient 
shows Figure 5.8, 5.9, and 5.10, these are El Centro earthquake, Shanghai artificial wave, and 
Kobe earthquake, respectively. 
77 
 
    
(a) 1st mode stiffness & damping 
coefficient 
(b) 2nd mode stiffness & damping 
coefficient 
    
(c) 3rd mode stiffness & damping 
coefficient 
(d) 4th mode stiffness & damping 
coefficient 
    
(e) 5th mode stiffness & damping 
coefficient 
(f) 6th mode stiffness & damping 
coefficient 
Figure 5.8: Change of stiffness and damping coefficient in El Centro 
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(a) 1st mode stiffness & damping 
coefficient 
(b) 2nd mode stiffness & damping 
coefficient 
    
(c) 3rd mode stiffness & damping 
coefficient 
(d) 4th mode stiffness & damping 
coefficient 
    
(e) 5th mode stiffness & damping 
coefficient 
(f) 6th mode stiffness & damping 
coefficient 
Figure 5.9: Change of stiffness and damping coefficient in Shanghai 
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(a) 1st mode stiffness & damping 
coefficient 
(b) 2nd mode stiffness & damping 
coefficient 
    
(c) 3rd mode stiffness & damping 
coefficient 
(d) 4th mode stiffness & damping 
coefficient 
    
(e) 5th mode stiffness & damping 
coefficient 
(f) 6th mode stiffness & damping 
coefficient 
Figure 5.10: Change of stiffness and damping coefficient in Kobe 
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5.2.2 Mode shapes Comparison 
According to the stiffness result, the inclination of box foundation has relatively small 
among the three different foundations. It means the stiffness reduction is small, which indicates 
the box foundation has the smallest damage on the superstructure among the foundations. In 
order to compare this mode shapes, the box foundation which has the smallest damage becomes 
the reference and the other foundation mode shapes has been compared with. And the difference 
between the reference mode shape and the other foundation mode shape also obtained. Appendix 
shows all the results. However, these results are too big to represent. Figure 5.11 (a) shows 2 by 
6 figures appeared. Each two columns are same mode shape and the first column indicates the 
difference of the pile and box at the lowest peak acceleration in that mode shape, and the second 
column indicates the change of sensors respect to the peak acceleration. Black line represents the 
change of 2
nd
 floor’s mode shape, blue line is 4th floor’s mode shape, green line is 6th floor’s 
mode shape, red line is 8
th
 floor’s mode shape, cyan line is 10th floor’s mode shape, and magenta 
line is 12
th
 floor’s mode shape. Therefore, the first column explains the first shape of the 
difference between pile and box in that mode shape and the second column explains the change 
of each sensor respect to the peak acceleration. Especially, the value of the second column is  
  
  
 to compare. For example, in Figure 5.11 (a), the first row and the first two column graphs 
represent the difference of mode shape between pile and box, and how to change to the peak 
acceleration. In this figure, the 2
nd
 floor’s mode shape changes the most. This means that the 
superstructure on the pile foundation changes the most in 1
st
 mode at the 2
nd
 floor position. 
Figure 5.11, 5.12, and 5.13 are El Centro earthquake excitation, Shanghai artificial excitation, 
and Kobe earthquake excitation, respectively. Each figure’s (a) shows the result of the difference 
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mode shape between pile and box foundation and (b) shows the result of the difference mode 
shape between fix and box foundation. These 6 graphs summarize the result of mode shape at the 
all different types and excitations. 
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1
st
 mode shape change 2
nd
 mode shape change 3
rd
 mode shape change 
      
4
th
 mode shape change 5
th
 mode shape change 6
th
 mode shape change 
(a) Pile/Box mode shape change in El Centro excitation 
      
1
st
 mode shape change 2
nd
 mode shape change 3
rd
 mode shape change 
      
4
th
 mode shape change 5
th
 mode shape change 6
th
 mode shape change 
(b) Fix/Box mode shape change in El Centro excitation 
Figure 5.11: Mode shape in El Centro excitation, (a) Pile and Box (b) Fix and Box 
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1
st
 mode shape change 2
nd
 mode shape change 3
rd
 mode shape change 
      
4
th
 mode shape change 5
th
 mode shape change 6
th
 mode shape change 
(a) Pile/Box mode shape change in Shanghai 
      
1
st
 mode shape change 2
nd
 mode shape change 3
rd
 mode shape change 
      
4
th
 mode shape change 5
th
 mode shape change 6
th
 mode shape change 
(b) Fix/Box mode shape change in Shanghai excitation 
Figure 5.12: Mode shape in Shanghai excitation, (a) Pile and Box (b) Fix and Box 
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1
st
 mode shape change 2
nd
 mode shape change 3
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 mode shape change 
      
4
th
 mode shape change 5
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 mode shape change 6
th
 mode shape change 
(a) Pile/Box mode shape change in Kobe excitation 
      
1
st
 mode shape change 2
nd
 mode shape change 3
rd
 mode shape change 
      
4
th
 mode shape change 5
th
 mode shape change 6
th
 mode shape change 
(b) Fix/Box mode shape change in Kobe excitation 
Figure 5.13: Mode shape in Kobe excitation, (a) Pile and Box (b) Fix and Box 
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5.3 All Results respect to the Test Order 
From the previous sections, the modal parameters (i.e. modal frequency, damping ratio, and 
mode shape) are obtained and extracted to the stiffness and damping coefficient. In mode shape, 
the change of each sensor’s position can be observed. However, it cannot be shown in the one 
figure and it is hard to say compared with each excitation types. Therefore, Figure 5.14 shows 
the all result respect to the test order. The Table 4.2 explains the test order.  
The blue triangle indicates box foundation, red rectangular indicates pile foundation, and 
black circle indicates fixed foundation. The test order starts from El Centro earthquake excitation, 
Shanghai artificial excitation to Kobe earthquake excitation. Figure 5.14 (a) is the 1
st
 mode, (b) is 
the 2
nd
 mode, (c) is the 3
rd
 mode, (d) is the 4
th
 mode, (e) is the 5
th
 mode, and (f) is the 6
th
 mode. 
Each figure includes all test cases that have all excitation types, levels, and all foundations. 
Furthermore, the left figure shows modal frequency and damp ratio and the right figure 
represents the stiffness and damping coefficient from the modal parameters. The Equation 5.3 
and 5.4 are used for the extraction.  
All case except the 1
st
 mode of box foundation shows that modal frequency and the 
stiffness’ inclination goes down respect to the test order. It is caused by the damage on the 
superstructure and the inclination of each line indicates the effects of foundation on the 
superstructure. According to the figure, the inclination of the fixed foundation is the biggest, the 
inclination of the pile is the next, and the box foundation is the smallest.  
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The damping ratio and damping coefficient of the pile and fixed foundation goes up respect 
to the test order. In box foundation, the inclination is almost flat. It means the change of the 
damping ratio and damping coefficient.  
In test order, every three step has same excitation level but the different excitation type. For 
example, test order 1, 2, 3 represent El Centro earthquake excitation level 1, Shanghai artificial 
excitation level 1, and Kobe earthquake excitation level 1. In this case, it can be compared with 
the effect of the excitation type on the stiffness. From the 1
st
 mode to 6
th
 mode, at the same 
excitation level, which is the same peak acceleration, the third point seems to go down. It means 
the stiffness has been decreased and some damages on the superstructure. The third point 
indicates Kobe earthquake excitation and this earthquake gave deep impact to Japan in real.  
  
  
(a) Modal frequency and damping ratio/stiffness and damping coefficient in 1
st
 mode 
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(b) Modal frequency and damping ratio/stiffness and damping coefficient in 2
nd
 mode 
 
 
  
(c) Modal frequency and damping ratio/stiffness and damping coefficient in 3
rd
 mode 
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(d) Modal frequency and damping ratio/stiffness and damping coefficient in 4
th
 mode 
 
 
  
(e) Modal frequency and damping ratio/stiffness and damping coefficient in 5
th
 mode 
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(f) Modal frequency and damping ratio/stiffness and damping coefficient in 6
th
 mode 
Figure 5.14: Summary of Modal frequency and damping ratio/stiffness and damping coefficient 
with test order (a) 1
st
 mode, (b) 2
nd
 mode, (c) 3
rd
 mode, (d) 4
th
 mode, (e) 5
th
 mode, and (f) 6
th
 
mode 
 
In summary,  
1) The stiffness and damping coefficient can be obtained from modal frequency and 
damping ratio, respectively. Where the mass is assumed that it does not change during the 
experience.  
2) From the change of the mode shape, the stress-concentrated position can find when the 
mode shape of box foundation is the reference.  
3) During the test experience, the stiffness has been decreased because of the accumulated 
damage on the superstructure. And Kobe earthquake excitation has the most severe damage 
on the superstructure because after the Kobe earthquake excitation it has the most reduction 
in the stiffness.                                                                
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6. CONCLUSION 
The overall goal of this study is to quantify and observe the effect of assumption on 
subspace identification methods through simulation tests and experimental data. The 
experimental data was collected from large-scale 12-story reinforced concrete buildings with 
different foundation types that were tested at Tongji University, Shanghai, China. However, 
since there is no information about the system characteristic, the simulation model is created 
with MATLAB using modal superposition method. The simulation model is built as a 6-DOF 
mass-damper-spring building model because the experimental models are 12-story buildings. 
There are important assumptions in subspace identification method:  
1. The applied model should be a linear system. 
2. The noises in SSI and DSSI are zero mean and stationary white noise, and uncorrelated 
with the input. 
3. The number of measured data goes to infinity in SSI and the data should be in a stationary 
state. 
From the assumptions, noise effect, time duration effect, and moving average effect have 
analyzed with simulation tests. For the noise effect, RMS 20% is inserted intentionally, and in 
order to know the effect of noise magnitude, RMS 40% has been conducted. For the time 
duration effect, the excitation time has been varied, and in order to find the convergent time that 
has the result with below 1% error in simulation tests. For moving average, RMS 20% contained 
excitation is conducted with the moving average 0.5%, 1%, and 5%.  
Through the simulation tests and experimental data, it is verified that DSI, SSI and DSSI 
are robust for noise effect. Furthermore, despite the fact that DSI does not have noise term, the 
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analytic results are similar to the result of SSI and DSSI. This is because the projection makes 
noise terms zero (Appendix). Time duration affects the result of SSI, and moving average affects 
from the high mode of modal frequency in simulation tests. 
The experimental data with three different excitations, three different foundations, and six 
level excitations is analyzed with DSSI that has the most accurate result. For a fair comparison, 
foundation effects have been quantified. When it is assumed that the mass does not change 
during the experience, the stiffness and damping coefficient can be obtained from the modal 
parameters. Furthermore, the change of stiffness and damping coefficient can be represented 
with the test order. The stiffness of superstructure has been decreased during the test experience 
because damages on the structure have been accumulated.  
Consequently, subspace identification methods can be used in many fields that deal with 
limited and contained noise in measurement data.  
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7. APPENDIX 
In stochastic subspace identification (SSI) and deterministic-stochastic subspace 
identification (DSSI), the noise assumes zero mean, stationary white noise and uncorrelated with 
the input u(t). Like the simulation result, if the noise is zero, the deterministic case, DSI and 
DSSI obtain the exact value. Despite the fact that DSI does not have noise term in its equation, 
the result is similar to the result of SSI and DSSI. Here are three different cases of noise inserted 
on the DSI.  
1) Input noise only (     
      
In DSI, the state space equations with only input noise can be converted to matrix input-
output equations: 
              
      (7.1) 
              
      (7.2) 
              
      (7.3) 
where,    is the past noise and    is the future noise. From Equation 7.1, the past state can be 
expressed:  
      
       
       
      (7.4) 
if the Equation 7.4 puts to Equation 7.3 
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(7.5) 
define            
    |    
    and Equation 7.5 can be expressed  
        
  (7.6) 
where  
  (
  
    
  
). Then, if the Equation 7.6 puts to Equation 7.2, it can be expressed 
          
       
      
       
      
       
(7.7) 
if the left and right side project to the orthogonal future input matrix,   
   
      
         
    
       
    
          
   (7.8) 
since if matrix projects to its orthogonal matrix is zero and the inserted noise is uncorrelated to 
the input, last two terms become zero. The noise term is deleted in this procedure. 
      
         
    
   (7.9) 
this equation can be converted to  
      
  [  
    
  ]
  
      
(7.10) 
in the equation 7.10, if the past input output matrix multiplies each side, from the definition of 
oblique projection 
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       (7.11) 
2) Output noise only (     
      
Like the input only case, the state space equations with only output noise can be converted 
to matrix input-output equations: 
   
               (7.12) 
   
               (7.13) 
              (7.14) 
where,    is the past noise and    is the future noise. From Equation 7.12, the past state can be 
expressed:  
      
     
        
       (7.15) 
if the Equation 7.15 puts to Equation 7.14 
      [  
     
        
      ]       
         
            
     
      
(7.16) 
define            
    |    
    and Equation 7.16 can be expressed  
        
  (7.17) 
where  
  (
  
  
    
). Then, if the Equation 7.17 puts to Equation 7.13, it can be expressed 
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          (7.18) 
if the left and right side project to the orthogonal future input matrix,   
  
   
    
        
    
         
       
  (7.19) 
since matrix projects to its orthogonal matrix is zero and the inserted noise is uncorrelated to the 
input, last two terms become zero. The noise effect is deleted in this procedure. 
   
    
        
    
  (7.20) 
this equation can be converted to  
   
    
 [  
    
 ]
  
      
(7.21) 
in the equation 7.11, if the past input output matrix multiplies each side, from the definition of 
oblique projection 
   
      
       (7.22) 
 3) Input and output noise (     
           
      
The previous two cases, the state space equations with input and output noise can be 
converted to matrix input-output equations: 
   
            
         (7.23) 
   
            
         (7.24) 
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      (7.25) 
where,       are the past noise and       are the future noise. From Equation 7.23, the past 
state can be expressed:  
      
     
        
       
      (7.26) 
if the Equation 7.26 puts to Equation 7.25 
      [  
     
        
       
     ]       
      
         
        
          
     
      
(7.27) 
define            
    |    
    and Equation 7.27 can be expressed  
        
    (7.28) 
where  
    (
  
    
  
    
). Then, if the Equation 7.28 puts to Equation 7.24, it can be expressed 
   
        
         
         
       
        
          
(7.29) 
if the left and right side project to the orthogonal future input matrix,   
   
   
    
         
      
       
    
          
        
   (7.30) 
since matrix projects to its orthogonal matrix is zero and the inserted noise is uncorrelated to the 
input, last three terms become zero. The noise terms are deleted in this procedure. 
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   (7.31) 
this equation can be converted to  
   
    
  [  
      
  ]
  
      
(7.32) 
in the equation 7.32, if the past input output matrix multiplies each side, from the definition of 
oblique projection 
   
       
         (7.33) 
Through the three difference cases of noise, the noise term is clearly deleted for projection 
and the assumption. 
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