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ABSTRACT 
A number of workers have tried to solve, numerically, unstable two point boundary value prob- 
lems. Multiple Shooting and Continuation Methods have been used very succegsfully for these 
problems, but each has weaknesses; for particularly unstable problems their success may be 
partial, tn this paper we develop an algorithm that attempts to solve these problems in a routine 
manner. 
The algorithm uses a combination of  Multiple Shooting and Range Extension in such a way that 
the advantages o f  both are maintained while the effects of  their disadvantages are reduced con- 
siderably. The success of  the algorithm is demonstrated on some particularly unstable problems. 
1. INTRODUCTION 
In this paper we discuss the numerical solution of un- 
stable, non-linear two-point boundary value problems 
of the form : 
X'= f(x, y) (1.1a) 
subject o : Ay(a) + Bx(b ) = c (1.1b) 
where y, f and c are n-vectors, A, B are (n x n) ma- 
trices and a, b are the end-points of the range of 
integration. 
Particularly difficult problems of this form have been 
attempted by a number of research workers. For ex- 
ample, Holt [1] has attempted to solve these prob- 
lems by finite difference methods; Roberts and Ship- 
man [2] have used a range xtension modification to 
ordinary shooting; and both Osborne [3] and Graney 
[4] have applied multiple shooting to this type of 
problem. 
Shooting methods are possibly the methods most 
commonly used to solve problems of the form (1.1) 
and a number of variants have been devised to over- 
come difficulties encountered by the standard algo- 
rithm. In particular, shooting techniques require 
"sufficiently good" initial estimates of the solution 
and are prone to instability problems when integrat- 
ing the equations. The first of these problems may be 
overcome by continuation methods, one of which we 
describe in section 2. The likelihood of the second 
problem occurring is reduced by using a multiple 
shooting modification, such as that described in sec- 
tion 3. 
Both types of methods have been very successful in 
solving a number of problems on which ordinary shoot- 
ing has failed. However, each class of methods has 
been devised essentially to overcome one only of the 
difficulties mentioned earlier. Thus, cor/tinuation 
methods may be suspect as regards instability prob- 
lems, and an "arbitrary" initial estimate of the solu- 
tion may not be sufficiently accurate for multiple 
shooting to be able to solve the problem. It is these 
considerations that have led us to develop an algorithm 
which attempts to overcome both of these difficulties. 
Our algorithm, described in section 4 and discussed 
experimentally in sectiQn 5, is, in fact, a combination 
of multiple shooting and a particular continuation 
method ue to Roberts and Shipman [2]. 
2. CONTINUATION METHODS 
If it is very difficult to obtain a solution of the equa- 
tion 
f(x) = 0 (2.1) 
directly, this root may be obtained by solving the 
family of problems 
F (x, t) = 0, (2.2) 
where t is a parameter which varies from 0 to 1, say. 
The family F(x, t) is chosen so that 
(a) F (x, 1) -= f(x) 
(b) a root, x O, of F (x, 0) = 0 is known or can be 
calculatea easily 
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and 
(c) F (x, t) is a continuous function of t. 
Let xi, the solution of 
F (x, ti) = 0, (2.3) 
where 0= t o < t I < . . .  < tp = 1, be known. (The 
value of p is not normally pre-set but is determined 
during the execution of the iterative process.) 
The solution, xi+ 1' of 
F (x, t i+l)  = 0 (2.4) 
is found by an iterative method starting from the 
initial estimate x i. 
In this manner it is hoped to increment t until it 
reaches the value unity. 
The specific continuation method we are interested 
in is that of range extension. In this the boundary 
condition ( 1. I b), associated with the equation ( 1. la), 
is replaced by the condition 
Ay- (a) + By [d + (b - d) ti] = c_ (2.5) 
where0=t  0< t t< . . .<  t i< . . . tp= landd is the  
initial end-point. 
The sequence of problems to be solved is of the form : 
integrate quation (1.1a) over the range [a, d + (b-d)ti] 
subject o the boundary condition (2.5), i= 1,2 ..... p. 
For a particular value t i of the parameter, the bound- 
ary value problem 
y-' = f (x,  y) (1.1a) 
subject o : AZ (a) + By_ [d + (b - d) ti] = c (2.5) 
can be solved in the following manner :
(i) estimate the solution at the point x = a : 
(1) 
y(a) =v  i ; 
(ii) integrate quation (1.1a) from a to [d + (b-d)ti]; 
(iii) if the condition (2.5) is not satisfied, obtain a 
new estimate v. ~2)" of the solution at x = a. Re- 
1 
peat from step (ii); 
(iv) if (2.5) is satisfied after, say, r iterations of the 
above process, the problem has been solved and 
the solution at x = a is 
y (a )=v!  r )=v  i, say. 
When t = 0 the problem has to be solved over the 
range [a, d]. This initial end-point, d, is chosen such 
that the solution over the interval [a, d] can be (easily) 
calculated by the procedure presented in steps (i) to 
(iv). This gives the solution at x= a o fy  (a) =v  0. 
The problem is now defined over [a,d + (b-d)  t l ]  
and the iterative process is started with vt l )  = v 0. 
Having solved this problem the process is repeated 
with the parameter t increased in value to t 2, and so 
on.  
The value of the initial end-point, d, is chosen arbi- 
trarily, although it may be restricted by instability of 
the differential equations. That is to say, if, upon 
integrating the equations from x = a with y (a) equal 
to v~ 1), the numerical integration cannot proceed 
beyond x = e, then d must clearly be not greater than e. 
Once a value o ld  has been found such that the prob- 
lem can be solved over [a, d] we need to consider the 
values of  t to be used in extending the range to [a, b]. 
Ideally the sequence of values of the parameter t is 
chosen so that t reaches unity in the minimum number 
of steps possible. What may happen, however, is that 
as the range is increased the problem may become 
more unstable. This means that the initial estimate 
of the numerical solution for each successive problem 
needs to be more and more accurate in order that the 
problem may be solved. As a result it may become 
necessary to take successively smaller increases in t i 
in order to ensure thatv i is sufficiently close tov i+ 1" 
This may mean that (ti+ 1 - ti) becomes negligible 
before the end-point, b, is reached. 
3. MULTIPLE SHOOTING 
To implement a multiple shooting method to solve 
problem (1.1) the range of integration [a, b] is divided 
into m sub-intervals (xi, xi+ 1), (i = 0, 1 .... .  m- l ) ,  not 
necessarily of the same length. We use the notation Yi 
to denote the solution vector over the sub-interval 
(xi_ 1, xi) and f(x,Y i )  is the function vector of (1.1a) 
with the appropriate solution vector Zi" 
Estimatess i of the solution values are made at the 
points xi_ 1 (i= 1, 2 . . . . .  m) and the initial-value prob- 
lems (3.1) are integrated from xi_ 1 to x i : 
y i '=f(x,y- i ) ,  xi_ 1 ~ x ~ x i, = 1, 2 . . . . .  m (3.1a) 
subject o : 
-gi(xi-1) = si, i = 1, 2 . . . . .  m (3.1b) 
In order to solve problem (1.1) we need to choose the 
guesses_s i o that the following conditions are satisfied : 
As 1 + By-m (Xm)=£, (3.2a) 
Yi(Xi) =S i+ l ,  i= 1, 2 . . . . .  m-1 (3.2b) 
(3.2a) is simply the boundary condition (1.1b) while 
(3.2b) are the conditions of continuity of the solution 
vector at the intermediate points. 
The problem of satisfying conditions (3.2) is equiva- 
lent to finding the root s* of the non-linear algebraic 
equations : 
g(s) = 0 (3.3a) 
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where 
S T (_ST, g ' T _ = .... s m) 
and 
g(s) = e l  (s__ Xm) 
-fi2 (s_ Xl) 
-tim (s, Xm_l) 
-Jl(S_,Xl) 
- -  m 
As 1 + B_X m (Xm) - c 
s2 - - [ I  (Xl) 
-5Km-1 (Xm-1) 
(3.3b) 
The Jacobian, J (s), of this function has the following 
sparse from 
A 0 0 0 ... 0 BJm(S_,Xm) 
1 00 . . .  0 0 
0 -J2(s, x2) I 0 ... 0 0 
0 
0 0 0 0 ... -Jm_l(_S, Xm_l) I 
where the (n x n) matrices Ji(s_ x) are defined by 
Ji (s_, x) (s, x), i = 1, 2 . . . . .  m, 
- -1  
To evaluate these Jacobians we differentiate equation 
(3.1) with respect o_s i to form the associated varia- 
tional systems : 
dJ--J-i (s, x) = ~f Ji (s_, x), i = 1, 2 . . . . .  m, 
dx - ay i
xi_ 1 < x < x i, (3.4a) 
and integrate these equations with the initial condi- 
tions : 
Ji (s, Xi_l) = I, i= 1, 2 . . . . .  m.(3.4b) 
Schubert's method [5] was developed to solve non- 
linear, algebraic equations whose Jacobian is sparse. 
In particular, it preserves the sparse structure of the 
Jacobian approximations Rj and does not change 
known constant elements of the Jacobian. Thus, if 
the initial approximation R 0 to the Jacobian has the 
same sparsity pattern as the true Jacobian, each 
successive approximation R. will have this property. 
A brief description of the mJethod follows : 
Assume initial approximations s (0) and R 0' to s and 
J(A (0)) respectively, are available. 
(i) Set j = 0 and computeg (0) = ~z(_s(0)). 
(ii) Solve Rjq(J) = - g2 ) for q__Q). 
(iii) Compute s( j+l)  = sO) + q(J). 
(iv) Compute g2 +1) = g(s2+l) and I1 g2+1)ll. If 
I Ig (j + 1)11 is sufficiently small, accept s (j + 1) as 
the solution. 
Otherwise carry on. 
(v) Compute P,j + 1 from the Schubert updating 
formula 
q(j)V 
m n  
Rj+I=Rj +i laf  Q+I) - S_ P/ 
(vi) Set j = j + 1 and repeat from (ii). 
The initial estimate s(0) of the required root s* of g_(s_) 
needs to be provided and, as in Newton's method, it 
must lie within the "region of convergence" of s_*. On 
the other hand R 0 can be calculated. To obtain a good 
initial estimate o f  the Jacobian we integrated the varia- 
tional equations (3.4) simultaneously with (3.1). 
4. MULTIPLE SHOOTING WITH RANGE EXTEN- 
SION 
4.1. Discussion of multiple shooting and range exten- 
sion 
Before describing the algorithm in detail we discuss 
the disadvantages and shortcomings of ordinary shoot- 
ing, multiple shooting and range extension techniques. 
As mentioned in the Introduction, two difficulties 
with ordinary shooting are (a) the sequence of numer- 
ical solutions will only converge to the true solution 
if the initial estimate of the true solution, at one end- 
point, is sufficiently accurate, and (b) the method may 
fail if the differential equations are unstable. 
The required accuracy mentioned in (a), of the guesses 
at an end-point, may be dependent upon the length of 
the range of integration. Thus, although the initial 
estimates may not be sufficiently accurate to solve 
the problem over the range [a, b], they may provide 
a basis for the solution over [a, d], d < b. This is the 
philosophy adopted by Roberts and Shipman in their 
method. A disadvantage of this method, and of ordi- 
nary shooting, is that it may be very sensitive to the 
guesses at x = a. That is to say, if the differential equa- 
tions are unstable a small change in the estimates may 
mean that the equations cannot be integrated numer- 
ically with the new guesses. This difficulty is re-intro- 
duced into the problem because the advantage of range 
reduction is lost once the range is extended again. 
On the other hand, multiple shooting benefits from 
smaller ranges of integration and does not increase 
these ranges at a later stage. Multiple shooting is also 
less dependent than ordinary shooting on the missing 
"initial conditions" at an end-point. This is because 
the numerical solution is explicitly dependent upon 
estimates of the solution at each of the points of sub- 
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division, x i. An implication of the multiple shooting 
formulation is that the initial approximation i volves 
estimates of the solution at each of these m points. 
Multiple shooting may.fail if a problem is particularly 
unstable and reasonable stimates of the solution are 
not known at each of the m points. Notwithstanding 
this, multiple shooting is able to solve many unstable 
two-point boundary-value problems that ordinary 
shooting cannot solve, even when the initial estimates 
are arbitrary. 
In view of these comments we developed an algorithm 
based on a combination of multiple shooting and range 
extension hoping to reduce the difficulty in dealing 
with points (a) and (b). The loss we expected for this 
was an increase in CPU time. 
4.2. The algorithm 
We now describe the basic structure of the algorithm, 
presenting further details in the numbered paragraphs 
below corresponding to the reference numbers : 
(a) Determine the initial range of integration [a, d]. (1) 
Divide the interval into m sub-intervals (h = _~S_) (b) 
and provide initial guesses of the solution at each 
of the points, x i=a+ih ,  i=0,1 ..... (m- l ) .  (1) 
(c) Solve the differential equations on the initial 
range [a, d]. 
problem is of a reasonable size without giving large sub- 
intervals of integration. The initial estimate of the solu- 
tion over the range [a, d] should be provided, although 
information may be available at x = a only. 
If this initial problem cannot be solved by multiple 
shooting, d is decreased and/or m is increased. 
2. The range is extended by adding a number, q, of  
sub-intervals of length h to the end of the range. The 
value o fq  is provided by the user; there does not ap- 
pear to be an optimum value ofq for all problems. 
Let the current situation be as shown in the diagram 
below. The initial estimate of the solution of the prob- 
lem defined on [a, f] consists of two parts : (a) the 
initial estimate over the sub-interval [a, e] is taken to 
be the solution of the problem defined on [a, e]; (b) 
the initial estimate over the sub-interval [e, f] is ob- 
tained by integrating the differential equation from 
(e - h) to fwith the initial values given by S_m+ . If 
the integration in (b) is not possible, the size of Pthe 
new intervals is halved and the process i  repeated. 
3. Multiple shooting may not be able to solve a par- 
ticular intermediate problem because : 
(a) the numerical solution may become too large; 
(b) the step-length of integration may need to be 
reduced to too small a value to maintain accuracy; 
I 
a 
I 
I 
t 
I 
2l 23 
m 
intervals 
Full range = [a, b] 
Original range = [a, d] 
Present range = [a, e] 
New range = [a, f] 
IF 
I 
I 
I 
t 
i 
I 
I 
I 
Si l l  
I I 
d 
t 
I 
I 
! 
I 
Sm+l 
P 
intervals 
_Sm+p 
I I I  
I 
e I f 
1 
q I 
intervals 
I 
I 
Sm+p+q 
m = original number of intervals 
p = number of intervals added so far 
q = number of extra intervals for this range extension 
s i = estimate of solution at x = a + ( i -  1)h 
(d) Extend the range. (2) 
(e) Determine the initial guesses for the new range (2) 
and solve over the new range by multiple shoot- 
ing. 
(f) If new problem cannot be solved, (3) halve the 
range extension(4) and repeat from (e); otherwise 
continue. 
(g) If the range has been extended to [a, b], STOP; 
otherwise repeat from (d). 
1. Information concerning the initial problem (steps 
(a) to (c)) is determined by the user. The range [a, d] 
should be chosen as large as possible, subject o the 
problem being solvable. The number of sub-intervals, 
m, should be chosen so that the order, n x m of the 
(c) the Jacobian may become singular; or 
(d) the Newton iteration may not have converged 
within a prescribed number of iterations. 
4. The range extension is successively halved by halving 
the size of the new intervals. After a sufficient number 
of reductions the problem should be solvable. When 
the range is extended for the next intermediate prob- 
lem the full extension (q x h) is used. 
5. NUMERICAL RESULTS 
We now discuss the application of the above algorithm 
to the solution of particular problems. 
The following problem has been studied by Osborne, 
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by Roberts and Shipman, and by Graney. 
Yi = Y2 
Y½ = Y3 
2 y2 + tY2 Y3 = - (~- -~)  Yl Y3 - nY2 + 1 - 
yz~ = Y5 
= - (~--'~) Y1 Y5 - (n -  1)y2y 4 + t (Y4 -1) Y5 
subject o : 
Y l (0)=0 y2(0)=0 y4(0)=0 
y2 (b) = 0 y4(b) = 1 
with n = -0.1 and t = 0.2. 
This is a boundary layer problem for which the second 
end-point, b, is required to be large. 
Osborne's and Graney's difficulties with this problem 
were of a similar nature : they were both able to solve 
the problem with b = 10 and an initial estimate of the 
solution of 
s_i= ( -1,0,0,  1,0) T, i= 1, 2 . . . . .  10, 
(these values being determined from the physical prob- 
lem); but neither could solve the problem with an 
initial estimate of 
= 0 for all i. 
Roberts and Shipman were able to solve the problem 
over a slightly larger ange ([0, 11.3]) but in extend- 
ing the end-point from 11.15 to 11.20, for example, 
the resulting changes in the initial guesses were of the 
order of 10-9. To extend the range to 11.3 involved 
the solution of 22 two-point boundary-value prob- 
lems over ranges with end-points of 
3.5, 4.0, 5.0, 6.0, 7.0, 8.5, 9.5, 10.0, 10.2, 10.4, 
10.6, 10.7, 10.8, 10.9, 10.95, 11.0, 11.05, 11.10, 
11.15, 11.20, 11.25, 11.30. 
When our algorithm was applied to this problem, the 
solution was obtained, without difficulty, for b = 20. 
(Larger ranges were not investigated due to computer 
usage considerations.) The initial range used was [0, 
10] with 25 sub-intervals and with initial estimates of 
£ i=( -1 ,0 ,0 ,1 ,0 )  T i= 1 ,2 , . . . ,25 .  
The range was extended by 4 intervals per extension 
so that 8 problems were solved with end-points of 
10.0, 11.6, 13.2, 14.8, 16.4, 18.0, 19.6, 20.0. 
Our results over [0, 20], given in Table 1, agree with 
Holt's solution curves. 
Solution of this problem with initial estimates g i = 0 
was more difficult and necessitated reducing the initial 
range to [0, 4] with 10 sub-intervals. Even on this re- 
duced range multiple shooting was not able to solve 
the problem with these "arbitrary" initial guesses. 
However, by using the latest information from the 
[0, 4] problem as an initial estimate for the problem 
defined on [0, 5.6], we were able to solve this latter 
problem. The problem was then solved over [0, 7.2] 
but "overflow" of the numerical solution occurred 
over the range [0, 8.8]. A similar problem occurred 
when the range was reduced to [0, 8.0], but after 
further eduction to [0, 7.6] it was possible to solve 
the problem. The range was then successively extended, 
without difficulty, until the full range of [0, 20] was 
reached. The solution thus obtained agreed with the 
results presented in Table 1. 
A related problem, studied by Roberts and Shipman, 
is the same equations with parameter values of 
n= -0.5 and t = 0. 
Roberts and Shipman were able to solve this problem 
over [0, 13.08], using non-zero estimates of the initial 
solution. 
This was a more difficult problem to solve. Multiple 
shooting was not able to solve this problem over an 
initial range of [0, 10] with 25 sub-intervals and with 
guesses of_g i = (-1, 0, 0, 1, 0) T, i= 1, 2 . . . . .  25. It was 
necessary to select an initial range of [0, 4.2] with 14 
sub-intervals to start the process. The range could then 
be extended by successive additions of 5 extra sub- 
intervals until b = 20.0. In the case of initial estimates 
~i = 0 the initial range chosen was [0, 4] with 20 sub- 
intervals. As for the first problem, the method failed 
on this initial range but was able to use the informa- 
tion to solve on [0, 4.8] and the range was successively 
extended by four intervals. Again, our results agreed 
with the solution curves of Holt. 
As a third example we considered the following 6th 
order example which describes the flow between two 
infinite rotating discs : 
Yi = 2Y2 
Y½ = Y3 
2 2 
Y3=YlY3 +y2-y4  + Y6 
Y4= Y5 
Y5 = 2Y2Y4 + YlY5 
y~-- 0 
subject o : 
Y l (0)=0 Y2(0)=0 Y4(0)=1 
Y l (b)=0 Y2(b)=0 Y4(b)=t 
where b is the distance between the discs, and t is pro- 
portional to the ratio f the velocities of rotation of 
the discs. 
Interest lies in problems with large values of b. 
Osborne and Graney achieved similar success and 
failure with this problem in so far as they were unable 
to solve the problem when b = 18 and t = -0.3. 
To solve this problem by a combination of multiple 
shooting and range extension we used an initial range 
of [0, 9], sub-divided into 18 intervals, with initial 
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Table 1. Results of Fifth Order Problem with n = -0.1 and t = 0.2 
The notation En represents 10 n. 
x yl  (x) Y2 (x) Y3 (x) Y4 (x) Y5 (x) 
0.0  O. 0000 0 • 0000 0.  9663EO 0. 0000 0.6529EO 
0.  B -0 .2306E0 -0.4BB9EO -0 .  3122E0 0. 4640E0 O. 5100EO 
1 • 6 -0 .  6786E0 -0 .  5864E0 0 .2559E-1  O. B15BEO O. 36g 3EO 
2 .4  -0 .  l l20E1 -0 .4975E0 0.174gEO 0 .1057E l  0 .2349E0 
3 .2  -0 .1455E l  -0 .332  VEO O. 2250EO 0.1196E1 0 .1173E0 
4 . O -O. 1648EI -O. 1527EO O. 2178EO O . 125OEI O. 2197E-I  
4. B -O. 1705E1 0.62 32E-2 0.1748E0 O. 1238EI -O. 4760E-I  
5 . 8 -0 . 1650EI 0 . 1213EO O. I I04EO O . I IB2EI -0 . BB 74E-I 
6 . 4 -O. 1525EI O. 1809EO 0. 387gE-I  O . I IO4EI -O. iOO 7E 0 
7.2 -O. 1375EI O. 1856EO -0. 2437E-1 O. 102 8El -O. B687E-I 
B . 0 -O. 1240El O. I~8OEO -0. 6500E-I 0 . 9695E0 -0 . 5649E-I 
8. B -O. I144EI O. 8927E-1 -O. 7728E-1 O. 93831;0 -O. 2199E-I  
9.6 -0. IO97EI O. 3067E-1 -0. 6626E-I O. 9326E0 O. 6037E-2 
10.4  -0. iO91El -0.1345E-I  O. 4312E-I  O. 9448E0 O. 2247E-1 
Ii. 2 -O. l l l3El -O. 3788E-I -O . 1846E-I  0 . 9655EO O. 2753E-I  
12 . 0 -O. 114"/E1 -O. 44 33E-I -0. I133E-2 O. 9 B66EO O, 2433E-I  
12. B -0. l lBiE 1 -0.3 BlOE-i 0 . 1313E-I  O. i003El O. 1676E -1 
13.6 -0.1206EI -O. 253OE-1 0 . 1775E-I  O . IOI3EI  O . 8122E-2 
14.4 -O. 1221EI -O. i122E- i  O. 167OE- I  O. iOl7E1 O. 7317E-3 
15 . 2 -O . 1225El O. 45 g BE-3 O. 1222E-I  O. lO15El -0 . 4202E-2 
16 . O -O. 1221El 0 . 7947E-2 O. 6543E-2 O. IOIOEI  -O . 6446E-2 
16 . 8 -0.1213Ei O. l lOOE- 1 0.135 ~-2  0. iOO 5El -O . 6428E-2 
17 . 6 -0.120 5El O. i049E-1 -0 . 22 B3E-2 0 . IOOIEI  -0. 4918E-2 
18 . 4 -0. llg 7El O. 784 5E-2 -0 . 3990E-2 O. 9976EO -O . 2605E-2 
19 . 2 -O. I192EI  0.4496E-2 -0 .430~-2  O. 9 g6 TEO O. 7552E-3 
20 . 0 -0 . l l90E1 0 . 0000 -0. 8826E-2 O. IO00EI 0 . 8622E-2 
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estimates_% i = 0. After solving this problem the range 
was successively extended by four sub-intervals. Hav- 
ing successfully extended the range six times, to [0, 
21], the method was unsuccessful on [0, 23]. The 
range extension was thus halved so that the problem 
was def'med on [0, 22]. This problem was then solved 
and successive problems were solved on [0, 24], [0, 
26] and [0, 28], before the process was stopped ue 
to CPU time considerations. 
In Table 2 we present our solution over the final range 
[0, 28]. The results produced for this problem were in 
agreement with those of Lance and Rogers [6] who 
studied the problem originally. 
The difficulty experienced with the problem on [0, 
23] is an example of a disadvantage of this algorithm : 
the algorithm involves the solution of a number of 
two-point boundary-value problems, not all of which 
can be guaranteed to have a solution. However, this 
has not proved to be particularly difficult to overcome 
for the problems considered. All that has been neces- 
sary has been to change the range of definition of the 
problem. 
6. CONCLUSION 
Each of the problems discussed in this paper has been 
studied by other workers with limited success only. 
All of the problems are highly unstable and hence 
difficult, if not impossible, to solve by present ech- 
niques. The algorithm presented h re has successfully 
solved these problems in a routine manner and hence 
can be recommended for use, particularly with respect 
to highly unstable problems. 
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