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NON-EQUILIBRIUM FLUCTUATIONS OF INTERACTING PARTICLE
SYSTEMS
MILTON JARA ANDOTÁVIOMENEZES
ABSTRACT. We obtain the large scale limit of the fluctuations around its hy-
drodynamic limit of the density of particles of a weakly asymmetric exclusion
process in dimension d ≤ 3. The proof is based upon a sharp estimate on
the relative entropy of the law of the process with respect to product refer-
ence measures associated to the hydrodynamic limit profile, which holds in
any dimension and is of independent interest. As a corollary of this entropy
estimate, we obtain some quantitativebounds on the speed of convergence of
the aforementioned hydrodynamic limit.
1. Introduction
One of the main problems in non-equilibrium statistical mechanics is the
derivation of macroscopic equations, like Euler, heat or Navier-Stokes equa-
tions, as large-scale limits ofmicroscopic models of interacting particle systems.
For deterministic microscopic systems, this derivation is acknowledged to be
very difficult, and a bottle of a very good wine has been offered for the derivation
of Fourier’s law frommicroscopic deterministic dynamics [6]. For stochastic mi-
croscopic dynamics, the situation is much better understood. These stochastic
systems are known in the literature as interacting particle systems. Derivation of
partial differential equations as limits of properly rescaled observables of these
systems are known as hydrodynamic limits, see [16] and [45] for reviews up to
the early 90’s. These hydrodynamic limits can be understood as a law of large
numbers in functional spaces. One of the advantages of the derivation of hy-
drodynamic limits from stochastic models, is that one can try to go a step fur-
ther and look at the fluctuation theory of these models, namely the central limit
theorems and large deviations principles associated to these law of large num-
bers. These limits contain non-trivial physical information about the underlying
physics, which is not available solely looking at the hydrodynamic limit.
In [16], the authors give an exhaustive review of the method of v-functions,
which in modern terminology allows to derive hydrodynamic limits of parti-
cle systems which are perturbations of stochastically integrable, symmetric sys-
tems, like the symmetric exclusion process or systems of independent particles.
This method is good enough to also obtain the corresponding central limit the-
orem, but it is not suitable for looking at large deviations.
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A major breakthrough in the theory of hydrodynamic limits was obtained by
Guo, Papanicolaou and Varadhan in [29], where the authors introduced the en-
tropy method to derive hydrodynamic limits. This method is very robust, it does
not rely on integrability and it can also be used to derive large deviations prin-
ciples [35] and equilibrium central limit theorems [10]. The main drawback of
the entropy method is that it is based on the explicit knowledge of the invariant
measures of the stochastic dynamics. This point was subsequently addressed
by the relative entropy method of Yau [46], which only requires the knowledge of
a good approximation of the invariant measure. These methods are extensively
reviewed in [36].
Ourmain interest is the derivation of non-equilibriumfluctuations results for
diffusive systems, that is, the derivation of the central limit theorems associated
tohydrodynamic limits onwhich the limiting equation is of parabolic type. Early
results used the concept of duality in order to obtain precise correlation esti-
mates, which subsequently can be used to prove laws of large numbers and cen-
tral limit theorems, see [15], [22]. We specially recommend [43], where both the
hydrodynamic limit and the fluctuation result are discussed together. A remark-
able integrability property of the nearest-neighbour, weakly asymmetric exclu-
sion process in dimension d = 1 was discovered in [24], which used a discrete
version of the Cole-Hopf to transform the system into a stochastic system with
working dualities. The correlation estimates obtained in this way were used in
[18] to derive non-equilibrium fluctuations for the WASEP. The same result was
proved in [14] using v-functions. The approach of [24] had a recent revival as a
fundamental tool in order to derive convergence to the KPZ for models present-
ing stochastic integrability, see [5], [1], [17] [12], [37], [9].
For conservative, diffusive, stationary systems, that is, symmetric stochastic
systems with a conserved quantity and starting from an explicitly known invari-
ant measure, the density fluctuations are well understood. In [8], the authors
introduced the so-called Boltzmann-Gibbs principle, which roughly states that
any space-time average of a local observable of the system can be well approxi-
mated by a linear function of the conserved quantity. The original proof of [8] of
the Boltzmann-Gibbs principle requires translation invariance and strict scale
invariance, and therefore it is not suitable to derive fluctuations of systems with
mixed scaling, as required to derive viscous Burgers, Navier-Stokes or reaction-
diffusion equations from microscopic systems. In [10], the entropy method of
[29] was adapted to give a more general and flexible proof of the Boltzmann-
Gibbs principle, and it was used to derive the equilibrium fluctuations of a spa-
tially inhomogeneous, weakly asymmetric exclusion process.
Apart from stochastic systems on which some degree of stochastic integrabil-
ity is present, up to our knowledge the only work dealing with non-equilibrium
fluctuations is [11], where the authors consider the one-dimensional Ginzburg-
Landaumodel in dimension d = 1. A general derivation of non-equilibriumfluc-
tuations of conservative systems has remained largely open since then, and it is
mentioned as Conjecture II.3.6 in [45], as a relevant open problem in Lecture 7
NON-EQUILIBRIUM FLUCTUATIONS OF INTERACTING PARTICLE SYSTEMS 3
of [34] and “no progress has been made in the last 20 years” according to [28].
For more historical references, see Chapter 11 of [36].
In this article we develop a general strategy to derive non-equilibrium fluc-
tuations of interacting particle systems. In order to present the main ideas in
a more transparent way, instead of searching for generality, we decided to fo-
cus on one particular example. In a wink to the seminal articles [10], [35] where
the general strategy of proof for the equilibriumfluctuations and the large devia-
tions principle were presented, we have chosen towork with a spatially inhomo-
geneous, weakly asymmetric exclusion process (WASEP), which is a generaliza-
tion to higher dimensions of themodels presented in [10], [35]. This model does
not have known explicit invariant measures, and therefore not even in the equi-
librium case this model is tractable by previous methods. We will prove conver-
gence of the density fluctuations around its hydrodynamic limit for the WASEP
in dimension d < 4 to the solution of a space-time inhomogeneous, linear sto-
chastic heat equation.
The starting point of our proof is Yau’s relative entropy inequality. The hydro-
dynamic limit of the WASEP considered here has not been stated before in the
literature, but the methods of [4] can be used to prove this hydrodynamic limit.
The corresponding hydrodynamic equation is
∂tu =∆u−2∇·
(
u(1−u)F ),
where F is the driving vector field of the weak asymmetry of the model. As a
zeroth-order approximation for the lawof the stochastic particle system, we take
productmeasures with a density given by a solution of this hydrodynamic equa-
tion. A proof of the convergence of the density of particles to solutions of the
hydrodynamic equation is not needed in our proof, and it is actually a corollary
of our main results. Yau’s relative entropy inequality, see Lemma A.1, states that
the derivative of the relative entropy with respect to given reference measures
can be bounded by a dissipative term which reduces to the Fisher information
in the case of diffusions, and an entropy production term. Since the density sat-
isfies the hydrodynamic equation, the entropy production term is of degree 2 in
the sense of the second-order Boltzmann-Gibbs principle introduced in [25]. In
order to take advantage of this we use what we call the main lemma, stated in
two versions in Lemmas 3.1 and 3.3, which allows to estimate the entropy pro-
duction termby the dissipative term. This lemma can be seen as a version of the
two-blocks estimate at the level of fluctuations. In dimension d = 1, the size of
the larger block is macroscopic, while in d ≥ 2 the size of the larger block is only
mesoscopic. This is in line with known computations, which suggest that the
relevance of noise overcomes the relevance of quadratic terms on dimensions
d ≥ 2, see [39]. After the use of the main lemma, the bound on the derivative
of the relative entropy follows easily from the entropy inequality and a Gaussian
estimate for the density with respect to the reference measures. This estimate,
stated in Theorem 2.2, is good enough to give a first new result: in Corollary 2.3
we obtain an estimate on the speed of convergence of the hydrodynamic limit
of our model. The method of v-functions allows to obtain quantitative bounds
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on the rate of convergence of the hydrodynamic limit, but it has the restrictions
already discussed. As far as we know, quantitative hydrodynamic limits are only
discussed in [11] and in the recent references [20], [19]. In these references, the
estimate holds in a stronger topology than ours, but for the moment the ap-
proach is restricted to dimension d = 1 and it requires precise knowledge of the
log-Sobolev constant of the model, which is a notoriously difficult problem for
discrete systems and also for non-convex, continuous systems. Our quantita-
tive hydrodynamics estimate holds for any dimension d ≥ 1 and in particular it
is not restricted to d < 4.
Once the entropy estimate is derived, the next target is the Boltzmann-Gibbs
principle. By means of a new variational estimate for exponential moments of
observables of Markov processes, see Lemma A.2, we reduce the proof of the
Boltzmann-Gibbs principle to an application of version 2 of the main lemma,
as stated in Lemma 3.3. We point out that the entropy estimate is needed in
the proof of the Boltzmann-Gibbs principle in order to be able to use a priori
bounds to get rid of error terms.
With both the entropy estimate of Theorem 2.2 and the Boltzmann-Gibbs
principle of Theorem 5.1 already proved, the derivation of the large-scale limit
of the density fluctuations stated in Theorem 2.4 is not difficult to establish. The
limiting stochastic heat equation
∂tXt =∇·
(
∇Xt −2Xt (1−2ut )F +
√
2ut (1−ut )W˙t
)
can be explicitly solved in terms of the semigroup generated by the operator
∆+2(1−2ut )F ·∇ and the noise in the equation above. Therefore, convergence
is reduced to show that an approximated version of this solution holds atmicro-
scopic level. The nonlinear part of the dynamics is controlled by the Boltzmann-
Gibbs principle, while the linear part of the dynamics is handled by martin-
gale methods, as introduced in [30]. This is enough to obtain convergence of
finte-dimensional laws, which is the statement of Theorem 2.4. Tightness is
more difficult to prove, and the arguments deterioratewith dimension. The one-
dimensional case is easy due to the nice O(1) estimate on the relative entropy
provided by Theorem 2.2. In dimension d = 2, although logn seems not so far
fromconstant, a completely different approach is needed in order to prove tight-
ness, and non-optimal results are given. Dimension d = 3 is even worse, and we
had to give up continuity of trajectories in order to obtain tightness. Neverthe-
less, the convergence of the martingale part holds at optimal topologies.
Now we describe the organization of this article. Since we believe that the
ideas exposed in this article could be useful in other problems of interacting
particle systems, proofs are very detailed. We hope that the interested reader
would find such detail useful, and that the experts can jump some details with-
out much effort. From the technical point of view, there are various novelties,
which can be of independent interest. In Section 2 we define themodel we con-
sider in this article and we state our main results. In Section 3 we prove the
main lemma, which is the main technical result of this article. In Section 4 we
prove the entropy inequality, relying on themain lemma proved in Section 3. In
NON-EQUILIBRIUM FLUCTUATIONS OF INTERACTING PARTICLE SYSTEMS 5
Section 5 we prove the Boltzmann-Gibbs principle, using version 2 of the main
lemma and also Theorem 2.2 as input. In Section 6 we prove Theorem 2.4. In
Section 7 we prove tightness of the density fluctuation field, improving Theo-
rem 2.4 to a functional central limit theorem.
In Appendix A we prove Yau’s relative entropy inequality and an variational
estimate for exponential moments of observables of Markov chains. Since these
inequalities could be of independent interest, we present the proof for general
Markov chains, and then we specify them for the model considered here. In Ap-
pendix Bwe collect some classical results for solutions of parabolic equations. In
Appendix Cwe collect all results and definitions about topologies and functional
spaces we need along the article. In Appendix D we perform some elementary,
although quite tedious computations involving the generator of the processes
considered here. In Appendix E we derive a bound known in the literature as
the integration-by-parts formula. In our particular setting, this formula is not
as clean as in other situations, since the reference measures are not spatially
uniform. This integration-by-parts formula is used to estimate expectations of
some functions written in gradient form in terms of the Fisher information. In
Appendix F we collect various entropy and concentration inequalities we need
along the article. In particular, we provide a version of the so-called Hanson-
Wright inequality for dependent random variables. Since we did not find a ref-
erence working in our particular context, we included a full proof. Aiming for
clarity, we also included proofs of various other results that could be otherwise
omitted. These estimates are key in order to exploit the fact that we can compare
averages of local functions with quadratic functions of the density of particles.
Finally, in Appendix G we give a geometric proof of what we call the flow
lemma, which is basically the construction of an explicit solution for an opti-
mal transport problem. Although the abstract theory of optimal transport could
have been used to construct such flows, we found it difficult to extract the prop-
erties we need for these flows from these abstract results. This flow lemma
is used in order to prove a two-blocks estimate during the proof of the main
lemma. Up to our knowledge, there is no previous proof of the two-blocks esti-
mate using flows in the literature.
About notations. Since this article is quite long, some definitions are repeated
along the article for the reader’s convenience. Sometimes, these definitions are
slightly modified to match the context, but they always coincide in the relevant
cases. We use the denomination Proposition for results proved somewhere else,
we use Theorem only for original work, and we use Lemma for auxiliary results.
Some technical lemmas which could be of relevance in other applications are
given own names, like main lemma or flow lemma.
2. Definitions and results
2.1. The exclusion process. Let n ∈N be a scaling parameter. LetTdn :=Zd/nZd
be the discrete, d-dimensional torus of size n. We will think about Tdn as a dis-
crete approximation of the continuous torus Td := Rd/Zd . We say that x, y ∈Tdn
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are neighbors if |y1 − x1| + · · · + |yd − xd | = 1. In this case we write x ∼ y . This
definition induces a graph structure in Tdn . From now on, we will always think
about Tdn as the graph induced by this neighbors’ structure.
Let Ωn := {0,1}T
d
n . We denote the elements of Ωn by η = {ηx ;x ∈ Tdn} and we
call them particle configurations. If ηx = 1, we say that configuration η has a
particle at site x. Otherwise, we say that the site x is empty. The variables ηx are
called the occupation variables.
For x, y ∈Tdn and η ∈Ωn , let ηx,y ∈Ωn be given by
η
x,y
z =

ηy ; z = x
ηx ; z = y
ηz ; z 6= x, y.
In other words, the configuration ηx,y is obtained from η by exchanging the val-
ues of the occupation variables at x and y .
For f :Ωn→R and x ∼ y ∈Tdn , let ∇x,y f :Ωn →R be given by
∇x,y f (η)= f (ηx,y )− f (η) for any η ∈Ωn .
We say that a function rn : Tdn ×Tdn → [0,∞) is a jump rate if rn(x, y) = 0 unless
x ∼ y . Notice that rn depends on n through its domain. Later on we will make a
more specific choice for rn. For f :Ωn →R, let Ln f :Ωn →R be given by
Ln f (η)=
∑
x,y∈Tdn
rn(x, y)ηx (1−ηy )∇x,y f (η)
for any η ∈Ωn . Notice that the sum can be restricted to the set {x, y ∈Tdn ;x ∼ y}.
This relation defines a linear operator Ln , which turns out to be the generator of
a continuous-time Markov chain {ηnx (t ); t ≥ 0,x ∈ Tdn} with state space Ωn . This
chain is known in the literature as the exclusion process with jump rate rn . We
will also use the notation ηn(·) in order to refer to this chain.
The dynamics of the process ηn(·) is not difficult to describe. The value of
ηnx (t ) represents the presence or absence of a particle at site x at time t . The
denomination exclusion comes from the fact that there is at most one particle
at any site at any given time. If the site x is occupied bya particle and the site
y is empty, the particle jumps from x to y at instantaneous rate rn(x, y). This
happens independently for each particle-hole couple in the system.
2.2. Invariant measures. We say that the jump rate rn is irreducible if for any
two sites x, y ∈ Tdn there exists a sequence {x0 = x,x1, . . . ,xℓ = y} in Tdn such that
rn(xi−1,xi )> 0 for any i = 1, . . . ,ℓ. In that case, the process ηn(·) is irreducible on
each of the sets
Ωn,k :=
{
η ∈Ωn ;
∑
x∈Tdn
ηx = k
}
,k = 0,1, . . . ,nd .
Equivalently, ηn(·) has a unique invariant measure1 on each of the sets Ωn,k ,
k = 0,1, . . . ,nd . Apart from the trivial cases k = 0,nd , these measure can not be
described explicitly without further assumptions. In the case on which the jump
1Along this article, measure always means probabilitymeasure.
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rate rn is symmetric, that is, rn(x, y)= rn(y,x) for any x, y ∈Tdn , the process ηn (·)
is reversible with respect to each of the uniformmeasures inΩn,k . Equivalently,
the product measures νnρ defined as
νnρ :=
⊗
x∈Tdn
Bern(ρ)
are invariant under the evolution of ηn(·) for any ρ ∈ [0,1]. However, they are not
ergodic, except for the trivial cases ρ = 0 or 1.
It can be verified that the measures νnρ are invariant if and only if∑
y∈Tdn
(
rn(x, y)− rn(y,x)
)= 0
for any x ∈ Tdn . This is a very restrictive condition in d > 1, which implies that
the jump rate rn is divergence-free. Necessary and sufficient conditions for the
existence of product invariantmeasures can be derivedwithout toomuch effort;
we just point out that they imply that rn is either divergence-free or of gradient
form.
2.3. The weakly asymmetric exclusion process. Let F : Td → Rd be a vector
field. For simplicity, we assume that F is of class C∞. Let B = {e1, . . . ,ed } be the
canonical basis of Td (and also of Tdn). Notice that for x, y ∈Tdn , x ∼ y if and only
if there exists b ∈B such that x = y +b or y = x+b. Define r˜n as
r˜n(x,x+b)= n2
(
1+ 1
n
Fnb (x)
)
, r˜n(x+b,x)=n2
(
1− 1
n
Fb(x)
)
,
for any x ∈Tdn and any b ∈B, where
Fnb (x) := F
(
x
n
+ b2n
) ·b.
The n2 factor in the definition of r˜n fixes a diffusive space-time scaling for the
model. In order to r˜n be well defined, we need to assume that n is large enough.
To simplify the notation we will define rn as
rn(x,x+b)=n2max
{1
2
,1+ 1
n
Fnb (x)
}
, rn(x+b,x)=n2max
{1
2
,1− 1
n
Fnb (x)
}
.
(2.1)
The rates rn and r˜n coincide if n ≥ 2‖F‖∞.
The family of exclusion processes {ηn (·)}n∈N with rate rn is known in the lit-
erature as weakly asymmetric exclusion process (WASEP). Our choice of rates
corresponds to a non-reversible, multidimensional generalization of the model
studied in [10]. In [35] the authors pointed out that understanding the scaling
limits of inhomogeneous WASEP was fundamental in order to understand the
large deviations principle for the symmetric exclusion process. For F scalar, the
asymmetric version of this model was studied in [3], [13]. Notice that the rates
rn are defined evaluating F in a dual lattice. This makes the model a better ap-
proximation of the continuous eqeuation.
Wewill denote byPn the lawofηn (·) in the spaceD([0,∞);Ωn ) of càdlàgpaths,
and by En the expectation with respect to Pn . Whenever we need to specify the
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initial law µ of ηn(·), we will use Pµn and Eµn . Ourmain objective will be to prove a
central limit theorem for the density of particles with respect to Pn , for carefully
chosen initial laws for ηn (0).
It is possible to examine under which conditions the WASEP has invariant
measures of product form. If the density profile u of these measures is not con-
stant, then the field F must satisfy a discrete version of the equation
F =∇ log
√
u
1−u .
Therefore, F must be of gradient form if one is willing to define the rates rn in
such a way that they approximate F and give rise to a process with invariant
measures of product form. In that case, the corresponding invariant measure
would be reversible.
If u is constant, F must satisfy ∇ ·F = 0, that is, F must be a divergence-free
field. Therefore, for generic vector fields F , ηn(·) will not have invariant mea-
sures of product form.
2.4. Hydrodynamic limit and relative entropy. In this sectionwe statewhat we
understand by thehydrodynamic limit of theWASEP. In order to do that,we need
to introduce the hydrodynamic equation
∂tu =∆u−2∇·
(
u(1−u)F
)
. (2.2)
Let u0 : Td → [0,1] an initial density profile and let {u(t ,x); t ≥ 0,x ∈ Td } be the
solution of (2.2) with initial condition u0. The following result is known in the
literature as the hydrodynamic limit of theWASEP:
Proposition 2.1. Let {ν¯n0 }n∈N be a sequence of measures in Ωn . Let η
n (·) be the
WASEP with initial law ν¯n0 . Assume that
lim
n→∞
1
nd
∑
x∈Tdn
ηnx f
(
x
n
)
=
∫
f (x)u0(x)dx
for any f ∈C∞(Td ), in probability with respect to ν¯n0 . Then, for any f ∈C∞(Td )
and any t ≥ 0,
lim
n→∞
1
nd
∑
x∈Tdn
ηnx (t ) f
(
x
n
)=∫ f (x)u(t ,x)dx,
in probability with respect to Pn .
In the case on which F =∇V for some potential V , this theorem corresponds
to Theorem 3.1 of [35]. Although in that reference the theorem is stated only in
d = 1, the method of proof can be adapted to any dimension d . If F is not the
gradient of a potential, the method of [35] does not apply directly. In that case,
Proposition 2.1 can be proved using themethod of [4].
In this article we will prove a quantitative version of this theorem, undermore
restrictive conditions on the initial measures ν¯n0 . This quantitative estimate will
be a consequence of our first main result, which we proceed to describe.
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Let un : [0,∞)×Tdn → [0,1] be defined as unx (t )= u
(
t , xn
)
, where u is a solution
of (2.2). Let µnt be the product Bernoulli measure inΩn associated to the profile
un· (t ), that is,
µnt :=
⊗
x∈Tdn
Bern
(
unx (t )
)
. (2.3)
Let f nt be the density of the law of η
n(t ) with respect to µnt , and let Hn(t ) be the
relative entropy of the law of ηn(t ) with respect to µnt , that is,
Hn(t )=
∫
f nt log f
n
t dµ
n
t .
Yau’s relative entropy method [46] consists of proving that Hn(t ) = o(nd ) if ini-
tially Hn(0) = o(nd ). Notice that as soon as unx (t ) 6= 0,1 for any x, the relative
entropy of ν with respect to µnt is bounded by C (u0)n
d for any measure ν inΩn .
Although it may seems as a very modest improvement on the order of magni-
tude of the relative entropy, Yau’s bound is good enough to imply the thesis of
Proposition 2.1. Our first main result is a sizeable improvement over the asymp-
totic behaviour of Hn(t ):
Theorem 2.2. Let ε0,κ> 0 be such that
• unx (t )∈ [ε0,1−ε0] for any x ∈Tdn ,
• n
∣∣un
x+b(t )−unx (t )
∣∣≤ κ for any x ∈Tdn and any b ∈B.
There exists a finite constant C =C (ε0,κ) such that
H ′n(t )≤C
(
Hn(t )+nd−2gd (n)
)
, (2.4)
where
gd (n) :=

n ; d = 1
logn ; d = 2
1 ; d ≥ 3.
In particular, if u0(x) ∈ (0,1) for any x ∈Td , then for any T > 0 there exists a finite
constantC =C (u0,F,T ) such that
Hn(t )≤C
(
Hn(0)+nd−2gd (n)
)
(2.5)
for any t ∈ [0,T ] and any n ∈N.
Remark 2.1. This theorem improves by almost two orders of magnitude the pre-
vious bounds obtained by Yau’s method in d ≥ 2, while in d = 1 it gives a bound
uniform in t , which is the best possible.
A simple consequence of this theorem is the following corollary, which gives
an estimate on the speed of convergence in the hydrodynamic limit stated in
Proposition 2.1:
Corollary 2.3. Assume that there exists a finite constant C0 such that Hn(0) ≤
C0n
d−2gd (n) for any n ∈N. Under the conditions of Theorem2.2, for any p ∈ [1,2)
there exists a finite constant C1 =C1(p,F,u0,T,C0) such that
En
[∣∣∣ 1
nd
∑
x∈Tdn
(
ηnx (t )−unx (t )
)
f
(
x
n
)∣∣∣p]≤ C1gd (n)p/2‖ f ‖p/2∞
np
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for any t ≤ T and any f ∈C (Td ).
Remark 2.2. If Hn(0) ≤ annd with nd−2gd (n)≪ an ≪ nd , it can be proved that
then the speed of convergence in this corollary is (ann−d )1/2.
Remark 2.3. If one is more careful about the constants appearing in the proof of
this Corollary, it is possible to replace the norm ‖ f ‖∞ by the weaker norm
‖ f ‖ℓ2n :=
( 1
nd
∑
x∈Tdn
f
(
x
n
)2)1/2
.
2.5. Density fluctuations. In this section we state our nextmain result, which is
the derivation of the central limit theoremassociated to the lawof large numbers
stated in Proposition 2.1 and Corollary 2.3.
For f ∈C∞(Td ) and t ≥ 0, let us define
X nt ( f ) :=
1
nd/2
∑
x∈Tdn
(
ηnx (t )−unx (t )
)
f
(
x
n
)
. (2.6)
In order to simplify the notationwewill write ηx := ηnx (t )−unx (t ). Most of the time
wewill omit the dependence on n and/or t of various expressions whenever this
dependence can be understood from the context.
By duality, (2.6) defines a process {X nt ; t ≥ 0} with values in H−k(Td ) for any
k > d/2, see the comments after Proposition C.5. The process {X nt ; t ≥ 0} defined
in this way is known in the literature as the density fluctuationfield associated to
the process ηn(·). We will prove the following result:
Theorem 2.4. Under the setting of Theorem 2.2, assume that u0(x) ∈ [ε0,1−ε0]
for any x ∈ Td and that Hn(0) ≤ Cgd (n)nd−2 for some constants ε0 positive and
C finite. In addition, assume that there exists k ∈N and random variable X0 with
values in H−k(Td ) such that X n0 converges to X0 in lawwith respect to the topology
of H−k(Td ). Then, in dimension d < 4, the finite-dimensional laws of {X nt ; t ≥ 0}
converge to the finite-dimensional laws of the process {Xt ; t ≥ 0}, solution of the
space-time inhomogeneous stochastic heat equation
∂tXt =∇·
(
∇Xt −2Xt (1−2ut )F +
√
2ut (1−ut )W˙t
)
(2.7)
with initial condition X0, where W˙ is a vectorial space-timewhite noise of dimen-
sion d and ut is the solution of the hydrodynamic equation (2.2).
Remark 2.4. This theorem can be improved in two directions. First we can as-
sume a growth with n of Hn(0) which is faster than gd (n)n
d−2, and second we
can obtain a functional CLT for {X nt ; t ≥ 0}n∈N by means of a tightness proof for
suitable topologies. Since these improvements are dimension-dependent and
quite technical, we decided to state them in a precise way only after the corre-
sponding proofs.
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3. Themain lemma
In this section we state and prove a technical lemma which is themain tool to
prove both Theorems 2.2 and 2.4. In a first reading, the proof of this lemma can
be skipped, on which case the reader can pass directly to Section 4, although it
constitutes the heart of the proof of Theorems 2.2 and 2.4.
Let u :Td → (0,1) and let ε0 > 0, κ finite be such that ε0 ≤ ux ≤ 1−ε0 for any
x ∈Tdn and
n|ux+b−ux | ≤ κ for any x ∈Tdn and any b ∈B.
Let µ be themeasure inΩn given by
µ :=
⊗
x∈Tdn
Bern(ux ).
Notice that µ= µnt when u = un(t ). Let O− := {x ∈Zd ;zi ≤ for i = 1, . . . ,d } be the
negative orthant and let A ⊆O− be finite. For n large enough, A is projected into
T
d
n in a canonical way. For x ∈Tdn we define ωx :Ωn →R as
ωx :=
ηx −ux
ux(1−ux )
.
Since ε0 > 0, ωx is well defined for any x ∈Tdn . Now we defineωx+A :Ωn →R as
ωx+A :=
∏
y∈A
ωx+y .
For b ∈B andG :Tdn →Rwe define
V (G)=Vb(G ;A) :=
∑
x∈Tdn
ωx+Aωx+bGx . (3.1)
Let f :Ωn → [0,∞) be a density with respect to µ, that is,
∫
f dµ= 1. Define
D
(p
f ;µ
)
:=
∑
x∈Tdn
b∈B
∫(∇x,x+bp f )2dµ, (3.2)
H ( f ;µ) :=
∫
f log f dµ.
We have the following result:
Lemma 3.1 (Main lemma, v1). There exists a finite constant C = C (ε0,A) such
that for any G :Tdn →R, any density f with respect to µ and any δ> 0,∫
V (G) f dµ≤δn2D
(p
f ;µ
)
+ C (1+κ
2)
δ
(
‖G‖∞+‖G‖2∞
)(
H ( f ;µ)+nd−2gd (n)
)
.
We will dedicate the rest of this section to the proof of this lemma. The idea
of the proof has its roots in the second-order Boltzmann-Gibbs principle intro-
duced in [25]. We will replace the functions ωx+A and ωx+b in V (G) by spatial
averages over boxes of mesoscopic size ℓ. We will see that the cost of this re-
placement can be estimated in terms of D
(p
f ;µ
)
. The main difference with
respect to previous works is that we will replace the product ωx+Aωx+b by the
product of two local averages, instead of the single local average that appears in
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the original Boltzmann-Gibbs principle. The proof we describe below incorpo-
rates some ideas from [27].
For ℓ ∈N, let Λℓ := {z ∈Zd ;0≤ zi ≤ ℓ−1, i = 1, . . . ,d } be the cube of size ℓ and
vertex 0. For ℓ ≤ n, we can identify Λℓ with a subset of Tdn . The same remark
remains valid for various functions inZd of finite support that we will define be-
low. Let pℓ : Z
d → [0,1] be the uniformmeasure in Λℓ, that is, pℓ(z)= ℓ−d1(z ∈
Λℓ) for any z ∈Zd .
Let qℓ :Z
d → [0,1] be the measure given by
qℓ(z) :=
∑
y∈Zd
pℓ(y)pℓ(z− y)
for any z ∈ Zd . In other words, qℓ = pℓ ∗ pℓ, the convolution of pℓ with itself.
Notice that qℓ is supported in Λ2ℓ−1 and that qℓ(z) ≤ ℓ−d for any z ∈ Zd . Let
ℓ< n/2 and define ωℓx :Ωn →R as
ωℓx :=
∑
y∈Zd
ωx+yqℓ(y). (3.3)
Now we define V ℓ(G) :Ωn→R as
V ℓ(G) :=
∑
x∈Tdn
ωx+Aωℓx+bGx .
Thanks to the choice qℓ = pℓ∗pℓ,V ℓ(G) can be written as a sum over a product
of two averages. In fact, rearranging terms to pass the convolution from pℓ to
ωx+A, we see that
V ℓ(G)=
∑
x∈Tdn
( ∑
y∈Zd
ωx−y+AGx−ypℓ(y)
)( ∑
z∈Zd
ωx+z+bpℓ(z)
)
. (3.4)
Now the idea is to compare
∫
V (G) f dµ with
∫
V ℓ(G) f dµ using Lemma E.3.
In order to do it in an efficient way, we will introduce the concept of flow.
A flow in Zd is a function φ : Zd ×B → R. We say that the support of φ is
contained in a setΛ ∈Zd if for any (x,b) ∈Zd×B such thatφ(x;b) 6= 0, {x,x+b}⊆
Λ. Let p,q be twomeasures in Zd . We say that the flow φ connects p to q if
p(z)−q(z)=
∑
b∈B
(
φ(z;b)−φ(z−b;b)
)
for any z ∈Zd .
A flow connecting p to q with support contained in a finite set satisfies the fol-
lowing divergence formula:∑
z∈Zd
f (z)
(
p(z)−q(z))= ∑
z∈Zd
b∈B
φ(z;b)
(
f (z+b)− f (z)). (3.5)
Let us recall the definition of gd (n) given in Theorem 2.2:
gd (n)=

n ; d = 1
logn ; d = 2
1 ; d ≥ 3.
We have the following result:
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Lemma 3.2 (Flow lemma). There exists a finite constant C = C (d ) such that for
any ℓ ∈N there exists a flow φℓ connecting the point mass at 0 to qℓ with support
contained inΛ2ℓ−1 such that∑
z∈Zd
b∈B
φℓ(z;b)
2 ≤Cgd (ℓ);
∑
z∈Zd
b∈B
∣∣φℓ(x;b)∣∣≤Cℓ.
The proof of this lemma can be found in Appendix G. The dependence in ℓ
in this lemma is optimal, and it is exactly due to this lemma that the constant
gd (n) appears in Theorem 2.2.
Using the flow φℓ given by Lemma 3.2, we can compare V (G) and V
ℓ(G): us-
ing (3.5) with p = δx , q = qℓ(·+x) and f =ωx , we see that
ωx −ωℓx =
∑
z∈Zd
b′∈B
φℓ(z;b
′)(ωx+z+b′ −ωx+z ).
Therefore,
V (G)−V ℓ(G)=
∑
x∈Tdn
ωx+A
∑
z∈Zd
b′∈B
φℓ(z;b
′)(ωx+z+b+b′ −ωx+z+b)Gx
=
∑
x∈Tdn
∑
z∈Zd
b′∈B
ωx−z−b+Aφℓ(z;b′)Gx−z−b(ωx+b′ −ωx ).
(3.6)
For each x ∈Tdn and each b′ ∈B, let hℓ,b
′
x (G) :Ωn→R be defined as
hℓ,b
′
x (G) :=
∑
z∈Zd
φℓ(z;b
′)ωx−z+AGx−z . (3.7)
We have that (3.6) can be rewritten as
V (G)−V ℓ(G)=
∑
x∈Tdn
b′∈B
hℓ,b
′
x−b(G)(ωx+b′ −ωx ).
Our definitions have been carefully chosen in such a way that ∇x,x+b′hℓ,b
′
x−b(G)=
0. For x ∈Tdn and b′ ∈B, let
Dx,x+b′
(p
f ;µ
)
:=
∫(
∇x,x+b′
p
f
)2
dµ
for any density f . Notice that
D
(p
f ;µ
)
=
∑
x∈Tdn
b′∈B
Dx,x+b′
(p
f ;µ
)
.
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Using Lemma E.3 for x, y = x+b′, h =hℓ,b′
x−b(G) and
δ
2 , we see that∫(
V (G)−V ℓ(G)) f dµ≤ δn2
2
D
(p
f ;µ
)+ 8
δε20n
2
∫ ∑
x∈Tdn
b′∈B
hℓ,b
′
x (G)
2 f dµ
−
∑
x∈Tdn
b′∈B
∫
(ux+b′ −ux )hℓ,b
′
x−b(G)ωxωx+b′ f dµ.
(3.8)
Let us introduce the definitions
W ℓ(G)=W ℓb (G ;A) :=
∑
x∈Tdn
b′∈B
hℓ,b
′
x (G)
2,
Z ℓ(G)= Z ℓb (G ;A) :=
∑
x∈Tdn
b′∈B
n(ux+b′ −ux )hℓ,b
′
x−b(G)ωxωx+b′ .
With these definitions, we see that (3.8) ca be rewritten as∫
V (G) f dµ≤ δn
2
2
D
(p
f ;µ
)
+
∫{
V ℓ(G)+ 8
δε20n
2
W ℓ(G)+ 1
n
Z ℓ(G)
}
f dµ. (3.9)
Therefore, if the integral on the right-hand side of this inequality could be esti-
mated byC (H ( f ;µ)+gd (n)nd−2), the lemmawould be proved. As one can guess
from the factor δ2 in front of the quadratic form, this is not yet possible. However,
this is the case for the two terms involvingV ℓ(G) andW ℓ(G), as nowwe will see.
Recall that by (3.4),
V ℓ(G)=
∑
x∈Tdn
←−ωℓx+A−→ωℓx+b ,
where
←−
ωℓx+A :=
∑
y∈Zd
ωx−y+AGx−ypℓ(y),
−→
ωℓx :=
∑
z∈Zd
ωx+zpℓ(z).
The fact that there is a product of two averages appearing in this expression
for V ℓ(G) is crucial in the proof of Lemma 3.1. In order to simplify the com-
putations, we need to introduce some definitions. We say that a set B ⊆ Tdn
is ℓ-sparse if ‖y − x‖∞ ≥ ℓ for any x 6= y ∈ B . We say that a family of random
variables {ξx ;x ∈ Tdn} is ℓ-dependent if the random variables {ξx ;x ∈ B } are in-
dependent for any ℓ-sparse set B ⊆ Tdn . Notice that with this convention, in-
dependent random variables are 1-dependent. Notice as well that the variables
{ωx+A ;x ∈ Tdn} are ℓ0-dependent, where ℓ0 is the size of the smallest cube con-
taining A. In a similar way, {←−ωℓ
x+A;x ∈Tdn} is (ℓ+ℓ0)-dependent and {
−→ωℓx ;x ∈Tdn}
is ℓ-dependent.
We say that a random variable ξ is subgaussian of order σ2 if
logE
[
eθξ
]
≤ 12σ2θ2 for any θ ∈R.
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By Lemma F.10, the random variables ωx+A are subgaussian of order C (A,ε0)=
(2/ε0)2#A. Therefore, by Lemma F.12
←−ωℓ
x+A is subgaussian of order
C (A,ε0)‖G‖2∞ℓ−d ,
where now C (A,ε0)= (2/ε0)2#A(d +1)ℓd0 . Although it would be possible to keep
track of the dependence in A and ε0 of the constants C (A,ε0), from now on we
will not do it. For notational convenience, the value ofC (A,ε0)may change from
line to line. In a similar way, −→ωℓ
x+b is subgaussian of order (2/ε0)
2ℓ−d . Notice
that the variables {←−ωℓ
x+A
−→ωℓ
x+b ;x ∈ Tdn } are (2ℓ+ℓ1 −1)-dependent, where ℓ1 is
the smallest ℓ such that −A ⊆Λℓ. Notice that ℓ0 ≤ ℓ1, with identity if and only if
0 ∈ A. Since A is fixed and ℓ is going to grow with n, we will assume that ℓ≥ ℓ1,
on which case 2ℓ+ℓ1−1≤ 3ℓ. By Lemma F.4, for any γ> 0∫
V ℓ(G) f dµ≤ d +1
γ
(
H ( f ;µ)+ 1
(3ℓ)d
∑
x∈Tdn
log
∫
eγ(3ℓ)
d←−ω ℓx+A
−→
ωℓ
x+bdµ
)
.
By Lemma F.8, the integral on the right-hand side of this inequality is bounded
by log3 for γ−1 =C (A,ε0)‖G‖∞, which gives the bound∫
V ℓ(G) f dµ≤C (A,ε0)‖G‖∞
(
H ( f ;µ)+ n
d
ℓd
)
. (3.10)
Notice that the faster ℓ grows with n, the better this bound is. As we will see,
the opposite happens for W ℓ(G). The interplay between these two terms will
determine the optimal choice for ℓ. The integral
∫
W ℓ(G) f dµ is estimated in a
similar way.W ℓ(G) is the sum of d terms of the form
W ℓ,b
′
(G) :=
∑
x∈Tdn
hℓ,b
′
x (G)
2, with b′ ∈B. (3.11)
We will estimate each of these terms separately. The family {hℓ,b
′
x (G)
2;x ∈Tdn } is
(2ℓ+ℓ0−1)-dependent. Therefore, by Lemma F.4,∫
W ℓ,b
′
(G) f dµ≤ d +1
γ
(
H ( f ;µ)+ 1
(3ℓ)d
∑
x∈Tdn
log
∫
eγ(3ℓ)
dhℓ,b
′
x (G)
2
dµ
)
.
Looking at equation (3.7), we see that by Lemma F.12 hℓ,b
′
x (G) is subgaussian of
order C (A,ε0)‖G‖2∞gd (ℓ). It is exactly at this point that the function gd appears
in the estimate of Lemma 3.1. By Proposition F.7, the integral above is bounded
by log3 for γ−1 =C (A,ε0)ℓd gd (ℓ)‖G‖2∞, from where we obtain the bound
8
δε20n
2
∫
W ℓ(G) f dµ≤ C (A,ε0)‖G‖
2
∞ℓ
d gd (ℓ)
δn2
(
H ( f ;µ)+ n
d
ℓd
)
. (3.12)
Due to the leading term ℓdgd (ℓ), this estimate gets worse as ℓ grows. Notice the
similarity of this estimatewith (3.10). Apart from the dependence on ‖G‖∞, both
estimates coincide if we choose ℓ in such a way that the ratio ℓ
d gd (ℓ)
n2
is constant
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in n. This leads to the choice
ℓ= ℓ(n) :=

1
8n ; d = 1
n2√
logn
; d = 2
n2/d ; d ≥ 3.
(3.13)
The factor 18 for d = 1 is there to guarantee that the supports of
←−ωℓ
x+A and−→ωℓ
x+b do not overlap.
The term 1n
∫
Z ℓ(G) f dµ can be estimated in a similar way, but the estimate
than one obtains is
1
n
∫
Z ℓ(G) f dµ≤ C
γ
(
H ( f ;µ)+γ2nd−2ℓd gd (ℓ)
)
. (3.14)
For ℓ given by (3.13), this estimate becomes
1
n
∫
Z ℓ(G) f dµ≤ C
γ
(
H ( f ;µ)+γ2nd
)
,
which is not good. If one takes ℓ of smaller order than the choice given by (3.13),
the estimate involving W ℓ(G) is of smaller order than the estimate involving
V ℓ(G). Balancing (3.14) with (3.10), we see that the optimal choice of ℓwould be
ℓ=

n2/3 ; d = 1
n1/2
(logn)1/4
; d = 2
n1/d ; d ≥ 3,
and that would lead to prove a bound of the form∫
V (G) f dµ≤ δn2D
(p
f ;µ
)
+CH ( f ;µ)+C

n1/3 ; d = 1
n
√
logn ; d = 2
nd−1 ; d ≥ 3
for some constantC =C (A,ε0,κ,‖G‖∞). This boundwould be enough to prove a
form of Theorem 2.2 that would imply a quantitative hydrodynamic limit as the
one stated in Corollary 2.3, but it would be enough to prove Theorem 2.4 only in
dimension d < 2.
In order to improve the bound on 1n
∫
Z ℓ(G) f dµ, notice that Z ℓ(G) is a renor-
malized version of V (G): the local functionωx+A has been replaced by the func-
tion hℓ,b
′
x−b(G)ωx , which includes a spatial average in its definition. Thanks to
the term ωx+b′ , Z ℓ(G) and V (G) have the same structure, and the ideas used to
boundV (G) can be iterated.
The definitions of V ℓ(G),W ℓ(G) and Z ℓ(G) have been chosen in such a way
that only one iteration will be enough to prove Lemma 3.1; if we were used the
renormalization schemes of [25] or [27], multiple iterations would have been
needed.
Now the idea is to define objects analogous to V ℓ(G),W ℓ(G) and Z ℓ(G), but
using Z ℓ(G) instead of V (G) as basic object.
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For b′ ∈B, let us define
V˜ ℓ,b
′
(G) :=
∑
x∈Tdn
n(ux+b′ −ux)hℓ,b
′
x−b(G)ωxω
ℓ
x+b′
and let us define
V˜ ℓ(G) :=
∑
b′∈B
V˜ ℓ,b
′
(G).
For b′,b′′ ∈B, define
hℓ,b
′,b′′
x (G) :=
∑
z∈Zd
φℓ(z;b
′′)n(ux−z+b′ −ux−z )hℓ,b
′
x−z−b(G)ωx−z . (3.15)
Using (3.5) we have the relation
Z ℓ(G)− V˜ ℓ(G)=
∑
x∈Tdn
b′ ,b′′∈B
hℓ,b
′,b′′
x−b′ (G)(ωx+b′′ −ωx ). (3.16)
Let us define now
W˜ ℓ,b
′ ,b′′(G) :=
∑
x∈Tdn
hℓ,b
′,b′′
x (G)
2,
W˜ ℓ(G) :=
∑
b′ ,b′′∈B
W ℓ,b
′ ,b′′(G).
And finally define
Z˜ ℓ,b
′,b′′(G) :=
∑
x∈Tdn
hℓ,b
′,b′′
x−b′ (G)n(ux+b′′ −ux)ωxωx+b′′ ,
Z˜ ℓ(G) :=
∑
b′ ,b′′∈B
Z˜ ℓ,b
′,b′′(G).
These identities define the terms that appear as right-hand side when we esti-
mate (3.16) using lemma E.3: we have that
1
n
∫(
Z ℓ(G)−V˜ ℓ(G)) f dµ≤ δn2
2
D
(p
f ;µ
)+ 8
δε20n
4
∫
W˜ ℓ(G) f dµ+ 1
n2
Z˜ ℓ(G) f dµ.
(3.17)
At this point, the quadratic form D
(p
f ;µ
)
finishes playing its part. From now
on, only entropy estimates will be needed to finish the proof of Lemma 3.1.
In principle, in this second stage we could have introduced a second meso-
scopic scale ℓ˜≫ ℓ, exchangingωx+b′ byωℓ˜x+b′ . Fortunately, this is not necessary;
we will see that for the choice of ℓ described in (3.13), the factor 1
n
in front of
Z ℓ(G) balances precisely the wider support of the function hℓ,b
′
x (G).
Let us estimate
∫
V˜ ℓ,b
′
(G) f dµ. Since hℓ,b
′
x (G) is already an average over a box
of size ℓ, it will not be profitable to pass one of the convoluted probabilities in
the expression for ωℓ
x+b′ to h
ℓ,b′
x (G).
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The variables {hℓ,b
′
x−b(G)ωxω
ℓ
x+b′ ;x ∈ Tdn} are (3ℓ+ℓ1)-dependent. Therefore,
by Lemma F.4,
1
n
∫
V˜ ℓ,b
′
(G) f dµ≤ d +1
γn
(
H ( f ;µ)+
+ 1
(4ℓ)d
∑
x∈Tdn
log
∫
eγ(4ℓ)
dn(ux+b′−ux )hℓ,b
′
x−b(G)ωxω
ℓ
x+b′dµ
)
. (3.18)
We have already seen that hℓ,b
′
x−b(G) is subgaussian of order C (A,ε0)‖G‖2∞gd (ℓ).
Since |ωx | ≤ ε−10 , hℓ,b
′
x−b(G)ωx is also subgaussian of order C (A,ε0)‖G‖2∞gd (ℓ).
Recall that qℓ(z) ≤ ℓ−d for any z. By Lemma F.12, ωℓx is subgaussian of order
C (ε0)ℓ−d . By Lemma F.8, the integral on the right-hand side of (3.18) is bounded
by log3 for γ−1 =C (A,ε0)κ‖G‖∞
√
ℓd gd (ℓ). Putting this estimate into (3.18), we
obtain the bound
1
n
∫
V˜ ℓ,b
′
(G) f dµ≤
C (A,ε0)κ‖G‖∞
√
ℓd gd (ℓ)
n
(
H ( f ;µ)+ n
d
ℓd
)
≤C (A,ε0)κ‖G‖∞
(
H ( f ;µ)+nd−2gd (n)
)
,
(3.19)
if ℓ is chosen according to (3.13).
Now let us estimate
∫
W˜ ℓ,b
′b′′(G) f dµ. If we want to proceed as we did with
W ℓ(G), we need to estimate the exponential moments of hℓ,b
′,b′′
x (G)
2. Looking
back at (3.15), we see that hℓ,b
′,b′′
x (G) is bilinear in the variables ωx−z+A , ωx−z .
Therefore, our subgaussian bounds will not be effective for its square. Putting
(3.7) into (3.15), we see that
hℓ,b
′,b′′
x (G)=
∑
z,z ′∈Zd
φℓ(z;b
′)φℓ(z ′;b′′)n(ux−z ′+b′ −ux−z ′)×
×ωx−z ′ωx−z−z ′−b+AGx−z−z ′−b. (3.20)
In particular, by Lemma 3.2, ‖hℓ,b′,b′′x (G)‖∞ ≤ C (A,ε0)κ‖G‖∞ℓ2. We conclude
that for any γ> 0,
log
∫
eγh
ℓ,b′ ,b′′
x (G)
2
dµ≤ log
∫
eγC (A,ε0)κ‖G‖∞ℓ
2|hℓ,b′ ,b′′x (G)|dµ
≤max±
{
log
∫
e±γC (A,ε0)κ‖G‖∞ℓ
2hℓ,b
′ ,b′′
x (G)dµ
}
+ log2,
where we used the inequalities e |x| ≤ ex+e−x and log(a+b)≤max{loga, logb}+
log2.
To estimate the exponential moments of hℓ,b
′,b′′
x (G) we will use the Hanson-
Wright inequality, as stated in Lemma F.13. Let ~ℓ1 = (ℓ1, . . . ,ℓ1). Recall that−A ⊆
Λℓ1 . The variables ξx :=ωx+~ℓ1+A, ξ˜x and the sum (3.20) satisfy the hypothesis of
Lemma F.13 and therefore
log
∫
e±γh
ℓ,b′ ,b′′
x (G)dµ≤ log3 (3.21)
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for γ−1 =C (A,ε0)κ‖G‖∞gd (ℓ). The variables hℓ,b
′,b′′
x (G) are (3ℓ+ℓ1)-dependent.
Therefore, by Lemma F.4 we conclude that∫
W˜ ℓ,b
′ ,b′′(G) f dµ≤ d +1
γ
(
H ( f ;µ)+ 1
(4ℓ)d
∑
x∈Tdn
log
∫
eγ(4ℓ)
dhℓ,b
′ ,b′′
x (G)
2
dµ
)
≤ d +1
γ
(
H ( f ;µ)+ 1
(4ℓ)d
×
×
∑
x∈Tdn
(
max±
{
log
∫
e±γC (A,ε0)κ‖G‖∞ℓ
d+2hℓ,b
′ ,b′′
x (G)dµ
}
+ log2
))
.
Taking γ−1 =C (A,ε0)κ2‖G‖2∞gd (ℓ)ℓd+2, we conclude that
1
δε20n
4
∫
W˜ ℓ,b
′ ,b′′(G) f dµ≤ C (A,ε0)κ
2‖G‖2∞gd (ℓ)ℓd+2
δn4
(
H ( f ;µ)+ n
d
ℓd
)
.
Replacing the value of ℓ chosen in (3.13), we conclude that
1
δε20n
4
∫
W˜ ℓ,b
′ ,b′′(G) f dµ≤ C (A,ε0)κ
2‖G‖2∞ℓ2
δn2
(
H ( f ;µ)+nd−2gd (n)
)
, (3.22)
which is of smaller order than (3.19), except for the quadratic dependence on κ
and ‖G‖∞. Now we are only left to estimate
∫
Z˜ ℓ(G) f dµ. By (3.21),∫
exp
{
γhℓ,b
′,b′′
x−b′ (G)n(ux+b′′ −ux )ωxωx+b′′
}
dµ≤ log3
for γ−1 =C (A,ε0)κ2‖G‖∞gd (ℓ). Therefore, by Lemma F.4 we have that
1
n2
∫
Z˜ ℓ,b
′,b′′(G) f dµ≤ C (A,ε0)κ
2‖G‖∞ℓd gd (ℓ)
n2
(
H ( f ;µ)+ n
d
ℓd
)
. (3.23)
Putting estimates (3.10), (3.12), (3.19), (3.22) and (3.23), Lemma 3.1 is proved.
If instead of using the entropy estimate we just collect estimates (3.9) and
(3.17), we obtain the following version of Lemma 3.1:
Lemma 3.3 (Main lemma, v2). There exists constant C = C (A,ε0) such that for
anyG :Tdn →R, any density f with respect to µ and any δ> 0,∫
V (G) f dµ≤δn2D(p f ;µ)+∫(V ℓ(G)+ C (A,ε0)
δn2
W ℓ(G)+ 1
n
V˜ ℓ(G)
+ C (A,ε0)
δn4
W˜ ℓ(G)+ 1
n2
Z˜ ℓ(G)
)
f dµ.
This version of Lemma 3.1 will be needed in the proof of our non-equilibrium
version of the Boltzmann-Gibbs principle.
Remark 3.1. If needed, the dependence of C (A,ε0) can be tracked back; since
this dependence is not very intuitive and we do not need it here, we opted to not
make it explicit.
Remark 3.2. The fact that A ∈O− is not very important, but it considerably sim-
plifies the notation. The interested reader will not have trouble working out the
corresponding modifications.
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4. The entropy inequality
In this section we prove Theorem 2.2 and Corollary 2.3. As we will see below,
most of the work has been accomplished in the derivation of Lemma 3.1.
4.1. Proof of Theorem 2.2. Let us recall that the process ηn (·) is generated by
the operator Ln given by
Lnh(η)= n2
∑
x∈Tdn
b∈B
{
max
{ 1
2 ,1+ 1nFnb (x)
}
ηx (1−ηx+b)
+max{12 ,1− 1nFnb (x)}ηx+b(1−ηx )}∇x,x+bh(η).
The carré du champ associated to Ln is the quadratic operator Γn given by
Γnh(η)= n2
∑
x∈Tdn
b∈B
{
max
{ 1
2 ,1+ 1nFnb (x)
}
ηx(−ηx+b)
+max{12 ,1− 1nFnb (x)}ηx+b(1−ηx )}(∇x,x+bh(η))2.
Recall definition (3.2). Notice that this definition makes sense for any measure
µ inΩn . We have that for anymeasure µ and any density f with respect to µ,∫
Γn
p
f dµ≥ n
2
2
D
(p
f ;µ
)
. (4.1)
By Yau’s inequality stated in Lemma A.1,
H ′n(t )≤−
∫
Γn
p
f nt dµ
n
t +
∫(
L∗n,t1− ddt logψnt
)
f nt dµ
n
t , (4.2)
where L∗n,t is the adjoint of Ln with respect to µ
n
t and where ψ
n
t is the Radon-
Nikodym derivative of µnt with respect to ν
n
1/2. Thanks to (4.1), (4.2) implies that
H ′n(t )≤−
n2
2
D
(p
f nt ;µ
)+∫ Jnt f nt dµnt ,
where Jnt = L∗n,t1− ddt logψnt . By (A.6), Jnt is of the form
Jnt =
∑
x∈Tdn
b∈B
Gnx,b(t )ωxωx+b +
1
n2
∑
x∈Tdn
ωxR
n
x (t ),
whereGn
x,b(t ) satisfies
|Gnx,b(t )| ≤ ‖∇ut‖∞
(
‖∇ut‖∞+‖F‖∞
)
and Rnx (t ) satisfies |Rnx (t )| ≤ ‖ut‖C 4 . The term involving Rnx (t ) is very easy to
estimate: by the entropy estimate (F.3),∫
1
n2
∑
x∈Tdn
ωxR
n
x (t ) f
n
t dµ
n
t ≤ γ−1
(
Hn(t )+ log
∫
exp
{ γ
n2
∑
x∈Tdn
ωxR
n
x (t )
}
dµnt
)
≤ γ−1(Hn(t )+C (ε0)‖Rn(t )‖2∞γ2nd−4).
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Then it is enough to takeγ= 1 and toobserve thatnd−4≪ gd (n)nd−2. By Lemma
B.3, for any T > 0 there exists ε1 = ε1(T,ε0) > 0 such that ε1 ≤ unx (t ) ≤ 1−ε1 for
any n ∈N, any x ∈Tdn and any t ∈ [0,T ]. Therefore, Lemma 3.1 can be used with
µ=µnt , f = f nt , A = {0},Gx =Gnx,b(t ) and δ=
1
2d to conclude that∫
Jnt f
n
t dµ
n
t ≤
n2
2
D
(p
f nt ;µ
n
t
)+C (u0,F )(Hn(t )+nd−2gd (n)),
which proves (2.4). The second part of Theorem 2.2 follows from (2.4) andGron-
wald’s inequality.
4.2. Proof of Corollary 2.3. Corollary 2.3 is a particular case of the following
result, which is an example of known in the literature as conservation of local
equilibrium.
Corollary 4.1. For any p ∈ [1,2), any t ∈ [0,T ] and any A ⊆ Zd there exists finite
constantC =C (ε0,T,p,A) such that for any n ∈N and any H :Tdn→R,
En
[∣∣∣ 1
nd
∑
x∈Tdn
ωx+AHx
∣∣∣p]≤ C(1+Hn(t ))p/2‖H‖p∞
npd/2
.
In particular, if Hn(0)≤Cnd−2gd (n), then
En
[∣∣∣ 1
nd
∑
x∈Tdn
ωx+AHx
∣∣∣p]≤ Cgd (n)p/2‖H‖p∞
np
.
Proof. By (F.4),
Pn
( 1
nd
∑
x∈Tdn
ωx+AHx >λ
)
≤ Hn(t )+ log2
logµnt
(
1
nd
∑
x∈Tdn ωx+AHx >λ
)−1
By Lemmas F.10 and F.12,
µnt
(∣∣∣ 1
nd
∑
x∈Tdn
ωx+AHx
∣∣∣>λ)≤ 2exp{− λ2nd
C (A,ε0)‖H‖2∞
}
,
and therefore
Pn
( 1
nd
∑
x∈Tdn
ωx+AHx >λ
)
≤ Hn(t )+ log2
nd
· C‖H‖
2
∞
λ2
.
By Lemma F.6, we conclude that
En
[∣∣∣ 1
nd
∑
x∈Tdn
ωx+AHx
∣∣∣p]≤ C(1+Hn(t ))p/2‖H‖p∞
npd/2
,
as we wanted to show. The second estimate follows from the bound
Hn(t )≤C (ε0,F,T )
(
Hn(0)+ gd (n)nd−2
)
,
which was obtained in Theorem 2.2. 
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An immediate consequence of Holder’s inequality and Corollary 4.1 is the fol-
lowing estimate, which we state for further reference: under the conditions of
Corollary 4.1, for any 0≤ s < t ≤ T and any H : [s, t ]×Tdn→R,
En
[∣∣∣∫t
s
1
nd/2
∑
x∈Tdn
ωx+AHs ′,xds
∣∣∣p]≤C‖H‖p∞|t − s|p sup
s≤s ′≤t
(
1+Hn(s′)
)p/2. (4.3)
5. The Boltzmann-Gibbs Principle
In this section we prove what is known in the literature as the Boltzmann-
Gibbs principle, which roughly states that space-time averages of local observ-
ables of conservative dynamics can be approximated by functions of the con-
served quantities. A general proof of this principle only exists in equilibrium,
that is, when the stochastic system in consideration starts from one of its in-
variant measures. The main novelty in this section is the derivation of a general
strategy to prove the Boltzmann-Gibbs principle out of equilibrium, in dimen-
sions d < 4. Existing proofs of this principle out of equilibrium are either based
on the concept of duality (see [16] or [2] for a more recent reference), or require
d = 1, reversibility and the availability of a sharp estimate of the log-Sobolev
constant of the system with respect to its invariant measure [11], [40].
Wewill state the Boltzmann-Gibbs principle in a less conventionalway, which
is more convenient for the purposes of this article. After the proof is finished,
we will explain how to relate our formulation with the formulation commonly
found in the literature.
Theorem5.1 (Boltzmann-Gibbs principle). Let A ⊆ {z ∈Zd ;zi ≤ 0, i = 1, . . . ,d } be
fixed. Let b ∈B and let Hn : [0,T ]×Tdn → R be uniformly bounded in n. Assume
that
lim
n→∞
Hn(0)
nd/2
= 0. (5.1)
For d < 4, any s < t ∈ [0,T ], any b ∈B and any λ> 0,
lim
n→∞Pn
(∣∣∣∫t
s
1
nd/2
∑
x∈Tdn
ωx+Aωx+bHxds′
∣∣∣>λ)= 0.
Moreover, for any K > 0 this convergence is uniform in the set {supn∈N ‖Hn‖∞ ≤
K }.
Recall that we are omitting the dependence on s′ and n of Hx =Hnx (s) andωx .
Remark 5.1. We wrote d < 4 instead of d ≤ 3 to emphasize that the critical di-
mension for our method is d = 4. This condition comes from the condition
2 > d/2. Here d/2 is the size of the fluctuations, and 2 is the spectral exponent
of the process. It is not difficult to build models (for example using long-range
dynamics) on which the spectral exponent is α ∈ (0,2) and for which one can
verify that the critical dimension is 2α.
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Proof. Considering H and−H and using the union bound, it is enough to prove
that
lim
n→∞Pn
(∫t
s
1
nd/2
∑
x∈Tdn
ωx+Aωx+bHxds′ >λ
)
= 0.
for each b ∈B. Notice that ∑
x∈Tdn
ωx+Aωx+bHx
coincides with the function V (H ) defined in (3.1). Therefore, our aim will be to
estimate the probability
Pn
(∫t
s
V (H )ds′ >λnd/2
)
.
For reasons that will become apparent in a few lines, it will be convenient to
introduce an auxiliary functionUγ(H ) which will depend on H and on an addi-
tional parameter γ> 0, and to estimate
Pn
(∫t
s
(
V (H )−Uγ(H )
)
ds′ >λnd/2
)
.
The idea is to use the exponential Tchebyshev inequality and Lemma A.2 to es-
timate this probability. However, Lemma A.2 requires ηn(s) to have law µns . Let
P˜n be the law of ηn(·+ s). By theMarkov property,
H
(
d P˜n
dP
µns
n
;P
µns
n
)
=H
(
f ns ;µ
n
s
)
=Hn(s).
We conclude that by (F.4),
Pn
(∫t
s
(
V (H )−Uγ(H )
)
ds′>λnd/2
)
≤ Hn(s)+ log2
logPµ
n
s
n
(∫t−s
0
(
V (H )−Uγ(H )
)
ds′ >λnd/2
)−1 .
Therefore, it is enough to estimate
logP
µns
n
(∫t−s
0
(
V (H )−Uγ(H )
)
ds >λnd/2
)
.
Since the initial law is nowµns , we can use Lemma (A.2) (with µ
n
s+t in place of µt ).
By the exponential Tchebyshev inequality, the last expression is bounded by
−γλnd/2+
∫t−s
0
sup
f
{
−
∫
Γn
p
f dµns+s ′+
+
∫
γ
(
V (H )−Uγ(H )
)
f dµns+s ′ +
1
2
∫
Jns+s ′ f dµ
n
s+s ′
}
ds′, (5.2)
where the supremum runs over all densities f with respect to µn
s+s ′ . We have
already seen that the main lemma can be used to bound Jn
s+s ′ , and it can also be
used to bound V (H ). However, since here we are taking the supremum over all
densities, we need to use the version of the main lemma stated in Lemma 3.3.
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Using Lemma 3.3 for both
∫
Jn
s+s ′ f dµ
n
s+s ′ and
∫
V (H ) f dµn
s+s ′ , we see that (5.2) is
bounded by
−γλnd/2+
∫t−s
0
sup
f
{
−
∫
γUγ(H ) f dµ
n
s+s ′
+
(
γV ℓ(H )+ Cγ
2
n2
W ℓ(H )+ γ
n
V˜ ℓ(H )+ Cγ
2
n4
W˜ ℓ(H )+ γ
n2
Z˜ ℓ(H )+ 1
2
V ℓ(G)
+ C
n2
W ℓ(G)+ 1
2n
V˜ ℓ(G)+ C
n4
W˜ ℓ(G)+ 1
2n2
Z˜ ℓ(G)
)
f dµns+s ′
}
ds′,
whereC is a constant that depend only on u0,T and F . We have introduced the
functionUγ(H ) in order to cancel the other 10 terms on this variational expres-
sion. More precisely, if we define
Uγ(H ) := γV ℓ(H )+
Cγ2
n2
W ℓ(H )+ γ
n
V˜ ℓ(H )+ Cγ
2
n4
W˜ ℓ(H )+ γ
n2
Z˜ ℓ(H )
+ 1
2
V ℓ(G)+ C
n2
W ℓ(G)+ 1
2n
V˜ ℓ(G)+ C
n4
W˜ ℓ(G)+ 1
2n2
Z˜ ℓ(G),
(5.3)
we conclude that
logP
µns
n
(∫t−s
0
(
V (H )−Uγ(H )
)
ds′ >λnd/2
)
≤−γλnd/2, (5.4)
and therefore
Pn
(∫t
s
(
V (H )−Uγ(H )
)
ds′ >λnd/2
)
≤ Hn(0)+ log2
γλnd/2
n→∞−−−−→ 0 (5.5)
by (5.1), since γ is fixed.
In order to finish the proof of the theorem, we need to estimate
Pn
(∫t
s
Uγ(H )ds
′ >λnd/2
)
. (5.6)
For this term, the exponential bound of LemmaA.2will not be useful, sowe need
another argument. The idea is to use the entropy bound as an a priori bound to
deal withUγ(H ). SinceUγ(H ) is defined in terms of averages over boxes of size
ℓ, the entropy inequality will be effective. We have that (5.6) is bounded by∫t
s
En
[ 1
nd/2
∣∣Uγ(H )∣∣]ds′.
Looking back at (5.3), we see that Uγ(H ) is the sum of 10 terms that can be
grouped into 5 pairs, whose expectations can be estimated in the same way we
obtained (3.10), (3.12), (3.19), (3.22) and (3.23). The only difference comes from
the absolute value inside the probability. On each of these estimates, if we use
the second estimate in Lemma F.4, we obtain the same bounds, since we always
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estimated the logarithm by something positive. We obtain the bound∫t
s
En
[ 1
nd/2
∣∣Uγ(H )∣∣]ds′ ≤ C (t − s)
λnd/2
(1
γ
+‖H‖∞+γ‖H‖2∞
)
×
×
(
sup
s≤s ′≤t
(
1+Hn(s′)
)+nd−2gd (n))
≤ C (t − s)
λ
(1
γ
+γ‖H‖2∞
)(Hn(0)
nd/2
+nd/2−2gd (n)
)
,
(5.7)
where C is a constant depending only on u0,F and T . We see that the right-
hand side of this estimate goes to 0 as n→∞ exactly under the condition d < 4.
Putting (5.5) and (5.7) together, we conclude that
Pn
(∫t
s
V (H )ds′ >λnd/2
)
≤ C
(
Hn(0)+ log2
)
γλnd/2
+
+ C (t − s)
λ
(1
γ
+γ‖H‖2∞
)(Hn(0)
nd/2
+nd/2−2gd (n)
)
, (5.8)
which proves the theorem. 
The classical formulation of the Boltzmann-Gibbs Principle is the following.
Let h0 :Ω→R be a local function, that is h0 depends on a finite number of vari-
ables ηx . Let hx be the translation by x of h0. Assume that H is smooth. Then
there exist functions {anx (t ),b
n
x (t );x ∈Tdn , t ≥ 0} such that
lim
n→∞
∫T
0
1
nd/2
∑
x∈Tdn
(
Hxhx −ax −bx(ηx −ux )
)
ds = 0
in probability. Since h0 is local, it is a finite combination of monomials of the
form ωx+B . Theorem 5.1 requires the cardinality of B to be equal to 2 or higher.
It is enough to choose ax in such a way that it cancels the constant term of hx
and bx in such a way that it cancels the linear term of hx . This last step requires
a summation by parts which takes advantage of the smoothness of H .
6. Proof of Theorem 2.4
In this section we prove Theorem 2.4. The proof will follow the martingale
method introduced in [30], see Chapter 11 of [36] for a review. In Section 6.1
we will write the process {X nt ; t ≥ 0} as the sum of a martingale process {Mnt ; t ≥
0} and an integral process. In Section 6.2 we show that the process {Mnt ; t ≥
0} converges to a Gaussian noise, which corresponds to the noise appearing in
(2.7). We will show that the convergence takes place with respect to an almost
optimal topology, in a sense to be discussed afterwards. Finally, in Section 6.3
we use Theorem 5.1 and the results of Section 6.2 in order to prove Theorem 2.4.
In order to avoid non-relevant topological considerations, in this section we
will fix a finite time window [0,T ] and we will consider all processes as defined
for t ∈ [0,T ].
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6.1. The associated martingales. A simple consequence of Dynkin’s formula is
that for any g : [0,T ]×Ωn→R smooth on the time variable, the process
g (t ,ηn (t ))− g (0,ηn (0))−
∫t
0
(∂s +Ln)g (s,ηn(s))ds
is a martingale. The quadratic variation of this martingale is given by∫t
0
Γng (s,η
n(s))ds.
Now let H : [0,T ]×Td → R be smooth. Applying these formulas to the function
X nt (Ht ), we see that the process {M
n
t (H ); t ∈ [0,T ]} given by
Mnt (H ) := X nt (Ht )−X n0 (H0)−
∫t
0
(∂s +Ln)X ns (Hs)ds (6.1)
is a martingale of quadratic variation
〈Mnt (H )〉 =
∫t
0
ΓnX
n
s (Hs)ds.
By duality, these relations define amartingale process {Mnt ; t ∈ [0,T ]} with values
in H−k(Td ) and càdlàg trajectories for k large enough. Later on we will see that
k > d/2 is enough.
Both the integral term in (6.1) and the quadratic variation 〈Mnt (H )〉 can be
computed explicitly. For f :Tdn →R, defineΛnt f :Tdn →R as
Λ
n
x,t f :=
∑
b∈B
n2
(
fx+b + fx−b −2 fx
)
+
∑
b∈B
(
(1−2ux+b)Fnb (x)n
(
fx+b − fx
)
+ (1−2ux−b )Fnb (x−b)n
(
fx − fx−b
))
.
(6.2)
Then,
X nt (Ht )= X n0 (H0)+Rnt (H )+A nt (H )+Qnt (H )+Mnt (H ), (6.3)
where
R
n
t (H )=
∫t
0
1
nd/2
∑
x∈Tdn
Hs
(
x
n
)(
L
n − dds
)
uxds, (6.4)
L
n is the discrete operator defined in (A.5),
A
n
t (H ) :=
∫t
0
X ns
(
( dds +Λns )Hs
)
ds (6.5)
and
Q
n
t (H ) :=
∫t
0
1
nd/2
∑
x∈Tdn
b∈B
2n
(
Hs
(
x+b
n
)
−Hs
(
x
n
))
Fnb (x)(ηx −ux )(ηx+b −ux+b)ds.
(6.6)
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The quadratic variation ofMnt (G) is equal to
〈Mnt (H )〉 =
∫t
0
1
nd
∑
x∈Tdn
b∈B
(
rn(x,x+b)ηx(1−ηx+b )
+ rn(x+b,x)ηx+b(1−ηx )
)
n2
(
Hs
(
x+b
n
)−Hs( xn ))2ds
(6.7)
6.2. Convergence of the martingale process. In this section we prove the con-
vergence of the martingale process {Mnt ; t ∈ [0,T ]}. We start proving tightness.
We will use Aldous’ criterion, see Proposition C.2. Let τ be a stopping time and
let β> 0. Recall the definition (C.1) of the Sobolev norm ‖ ·‖−k . We have that
Pn
(∥∥Mnτ+β−Mτ∥∥−k ≥ ε)≤ ε−2En[∥∥Mnτ+β−Mnτ ∥∥2−k]
≤ ε−2
∑
m∈Zd
(1+|m|2)−kEn
[∣∣Mnτ+β(φm)−Mnτ (φm)∣∣2].
Here we use the conventionMnt (φm)=Mnt (ℜφm)+ iMnt (ℑφm). Therefore,
Pn
(∥∥Mnτ+β−Mτ∥∥−k ≥ ε)≤ ε−2 ∑
m∈Zd
(1+|m|2)−kEn
[〈Mnτ+β(ℜφm)〉−〈Mnτ (ℜφm)〉
+〈Mnτ+β(ℑφm)〉−〈Mnτ (ℑφm)〉
]
.
(6.8)
Since ‖rn‖∞ ≤ 1+‖F‖∞ =C (F ) and
n2
(
Hs
(
x+b
n
)−Hs( xn ))2 ≤min{‖∇H‖2∞,n2‖H‖∞},
we have that
d
dt
〈Mnt (H )〉 ≤C (F )min
{‖∇H‖2∞,n2‖H‖∞}
for any test function H and therefore the right-hand side of (6.8) is bounded by
C (F )βε−2
∑
m∈Zd
(1+|m|2)−kmin{n2,m2}.
This expression is bounded by Cβ for a constant C = C (F,ε,d ) independent of
n if 2k −d > d , that is, if k > 1+d/2, which proves item ii) of Proposition C.2.
Observe that the right-hand side of (6.8) is finite for k > d/2, which shows that
{Mnt ; t ∈ [0,T ]} has trajectories in D([0,T ];H−k(Td ) for k > d/2. In order to prove
item i) of Proposition C.2, we will use the characterization of compact sets of
Proposition C.1.
Let λm = M|m|d+ε . Notice that λm is summable, so by Proposition C.1 the set
K := {∣∣ f̂ (m)∣∣2(1+|m|2)−k ≤λm}
is compact in H−k(Td ). We have that
Pn
(
Mnt ∉ K
)≤ ∑
m∈Zd
Pn
(∣∣Mnt (φm)∣∣2(1+|m|2)−k ≥λm)
Notice that the jumps of {Mnt (φm); t ∈ [0,T ]} are exactly equal to the jumps of
{X nt (φm); t ∈ [0,T ]}. In particular, since two particle never jump at the same
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time, {Mnt (φm); t ∈ [0,T ]} has jumps of size at most 2n−d/2. By Burkholder-
Davis-Gundy inequality (see Lemma C.1 in [42] for the exact form used here),
for any p ≥ 1 there is a constantCp such that
En
[∣∣Mnt (φm)∣∣2]≤Cp(En[〈Mnt (φm)〉p]+ 22p
npd
)
≤Cp (1+|m|2)p .
Therefore,
Pn
(
Mnt ∉K
)≤ ∑
m∈Zd
Cp (1+|m|2)p(1−k)
λ
p
m
≤ C (p,d ,ε)
Mp
as soon as 2p(1−k)+p(d +ε)<−d , that is, if
k > d +ε
2
+ d
2p
+1.
We conclude that the sequence {Mnt ; t ∈ [0,T ]}n∈N is tight with respect to the J1-
Skorohod topology of D([0,T ];H−k(Td )) for any k > d+ε2 + d2p +1. Since ε and p
are arbitrary, we obtain the restriction k < 1+d/2.
Now that we know that the sequence {Mnt ; t ∈ [0,T ]}n∈N is tight we will show
that all its limit points are continuous. Let
∆
n
T := sup
0≤t≤T
∥∥Mnt −Mnt−∥∥−k ,
the size in H−k(Td ) of the largest jump of {Mnt ; t ∈ [0,T ]}. By Proposition C.3, it
is enough to show that ∆n
T
→ 0 in probability as n →∞. We already observed
that the jumps of {Mnt ; t ∈ [0,T ]} are the same of {X nt ; t ∈ [0,T ]}. All jumps of
{X nt ; t ∈ [0,T ]} are of the form ±n−d/2
(
δ x+b
n
−δ x
n
)
. Since δy ∈ H−k(Td ) for any y
and any k > d/2, by translation invariance we conclude that
∆
n
T ≤ sup
x∈Tdn
b∈B
n−d/2
∥∥δ x+b
n
−δ x
n
∥∥
−k ≤C (k)n−d/2,
and any limit point of {Mnt ; t ∈ [0,T ]} has continuous trajectories.
Let {Mt ; t ∈ [0,T ]} be a limit point of {Mnt ; t ∈ [0,T ]}n∈N. We have just proved
that the trajectories of {Mt ; t ∈ [0,T ]} are continuous. Our objective is to prove
that {Mt : t ∈ [0,T ]} is a martingale admitting the representation
Mt (H )=
d∑
i=1
∫t
0
dW is
(p
2us(1−us)∂iH
)
(6.9)
for any test functionH ∈C∞(Td ), where the processes {W it ; t ∈ [0,T ], i = 1, . . . ,d }
are independent, cylindrical Wiener processes. By the Cramér-Wold device and
Lévy’s characterization theorem, it is enough to prove that for any test function
H ∈C∞(Td ), {Mt (H ); t ∈ [0,T ]} is a continuousmartingale of quadratic variation
〈Mt (H )〉 =
∫t
0
∫
2u(s,x)(1−u(s,x))‖∇H (x)‖2dxds.
Recall that 〈Mnt (H )〉 is given by (6.7). Therefore, the convergence of 〈Mnt (H )〉 to
〈Mt (H )〉 follows at once fromCorollary 2.4. By TheoremVIII.3.11 of [31], the lim-
iting process {Mt (H ); t ∈ [0,T ]} is a martingale of quadratic variation 〈Mt (H )〉,
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which proves that {Mt ; t ≥ 0} admits the representation (6.9). Since this repre-
sentation characterizes the law of {Mt ; t ∈ [0,T ]}, the sequence {Mnt ; t ∈ [0,T ]}
has a unique limit, and therefore it is convergent.
Summarizing, we have proved the following result:
Theorem 6.1. The sequence of martingales {Mnt ; t ∈ [0,T ]}n∈N converges in law
with respect to the J1-Skorohod topology ofD([0,T ];H−k(Td )) for any k > 1+d/2
to the martingale {Mt ; t ∈ [0,T ]} given by
Mt (H )=
∫t
0
d∑
i=1
dW it
(p
2us(1−us)∂iH
)
for any test function H ∈C∞(Td ), where {W it ; t ∈ [0,T ], i = 1, . . . ,d } is an indepen-
dent family of cylindricalWiener processes in L2(Td ).
Remark 6.1. Looking carefully at Corollary 2.3, we see that this Theorem holds
for any dimension d and under the condition
lim
n→∞
Hn(0)
nd
= 0.
Remark 6.2. This theorem is optimal with respect to the topology in the follow-
ing sense. By Proposition C.5, {W it ; t ∈ [0,T ]} has values in H−k(Td ) if and only if
k > d/2. Since dMt =∇·
p
2ut (1−ut )dWt , the additional derivative tells us that
{Mt ; t ∈ [0,T ]} has values in H−k(Td ) if and only if k > 1+d/2.
6.3. Convergence of finite-dimensional laws. In this section we prove Theo-
rem 2.4. We will see that Theorem 2.4 is a simple consequence of the conver-
gence of themartingales proved in Theorem 5.1 and the Boltzmann-Gibbs prin-
ciple proved in Theorem 6.1. For each t ∈ [0,T ], let Lt be the operator given by
Lt f (x) :=∆ f (x)+2(1−2u(t ,x))F (x) ·∇ f (x) (6.10)
for any f ∈C∞(Td ) and any x ∈Td . For each f ∈C∞(Td ), let {Ps,t f ;0≤ s ≤ t } be
the solution of the backwards Fokker-Planck equation{
∂sv +Lsv = 0 for s ≤ t
vt = f . (6.11)
By Proposition B.2, s 7→ Ps,t f is a smooth function. Notice that Λns is a discrete
approximation of order O (n−2) of Ls , in the sense that there is a finite constant
C =C (u0,F,α) such that for any function f ∈C 2+α,
sup
s∈[0,T ]
sup
x∈Tdn
∣∣Λns,x f −Ls f ( xn )∣∣≤ C‖ f ‖C 2+αnmin{2,α} (6.12)
Using P·,t f as a test function in (6.3), we see that
X nt ( f )= X n0 (P0,t f )+Rnt (P·,t f )+A nt
(
P·,t f )+Qnt (P·,t f )+Mnt (P·,t f ). (6.13)
By hypothesis, X n0 (P0,t f ) converges to X0(P0,t f ). By Theorem 6.1, M
n
t (P·,t f )
converges toMt (P·,t f ).
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From (6.12) and the definition of Ps,t f , we see that∣∣A nt (P·,t f )∣∣≤Cnd/2−2∫t
0
‖Ps,t f ‖C 4ds,
which goes to 0 for d < 4. Since u is a smooth solution of the hydrodynamic
equation (2.2),
‖Rnt (P·,t f )‖∞ ≤Ctnd/2−2‖ f ‖∞‖u‖C 4 . (6.14)
The integral Qnt (P·,t f ) is the sum of d terms, each one them satisfying the con-
ditions of Theorem 5.1. Therefore Qnt (P·,t f )→ 0 as n→∞.
We conclude that
lim
n→∞X
n
t ( f )= X0(P0,t f )+Mt (P·,t f ). (6.15)
Notice that this relation does not identify the limit law, since we do not know
the relation between X0 and Mt . Let {Fnt ; t ∈ [0,T ]} the filtration generated by
the process ηn(·). Since {Mnt ; t ∈ [0,T ]} is a martingale with respect to the fil-
tration {Fnt ; t ∈ [0,T ]} and X n0 is Fn0 -measurable, we can assume that {Mt ; t ∈
[0,T ]} and X0 are defined in the same probability space, on which there is a fil-
tration {Ft ; t ∈ [0,T ]} with respect to which {Mt ; t ∈ [0,T ]} is a martingale and
X0 is F0-measurable. For any test function H ∈ C∞(Td ), {Mt (H ); t ∈ [0,T ]} is
a real, continuous martingale of deterministic quadratic variation, starting at
zero. Therefore, by Lévy’s characterization theorem, {Mt ; t ∈ [0,T ]} is indepen-
dent ofF0 and in particular of X0. We conclude that (6.15) characterizes the law
of Xt ( f ) := limn→∞ X nt ( f ). Notice that the relation
Xt ( f )= X0(P0,t f )+Mt (P·,t f )
defines a process {Xt ; t ∈ [0,T ]} with values inH−k(Td ) for k > d/2+1. According
to Proposition C.6 this process is the solution of (2.7) with initial condition X0.
In order to complete the proof of Theorem 2.4, we need to prove that for any
ℓ ∈N, any 0≤ t1 ≤ ·· · ≤ tℓ ≤ T and any f1, . . . , fℓ ∈C∞(Td ),
lim
n→∞
(
X nt1( f1), . . . ,X
n
tℓ
( fℓ)
)= (Xt1( f1), . . . ,Xtℓ( fℓ))
in law. We just proved the case ℓ = 1. We proceed by induction. Assume that
the limit above holds for ℓ. By Cramér-Wold’s device, the convergence of the
couple
(
X nt1( f1), . . . ,X
n
tℓ
( f )
)
for any f ∈ C∞(Td ) implies the convergence of the
couple
(
X nt1( f1), . . . ,X
n
tℓ
( fℓ),X
n
tℓ
( fℓ+1)
)
to its corresponding limit. Therefore, we
can assume that tℓ < tℓ+1. In that case, the same proof of above shows that
lim
n→∞X
n
tℓ+1( fℓ+1)= Xtℓ(Ptℓ,tℓ+1 f )+Mtℓ,tℓ+1(P·,tℓ+1 f ),
where {Mtℓ,t ; t ∈ [tℓ, tℓ+1]} is a continuous martingale, independent of Ftℓ , de-
fined in a common probability space with
(
X nt1( f1), . . . ,X
n
tℓ
( fℓ)
)
, in such a way
that
(
X nt1( f1), . . . ,X
n
tℓ
( fℓ)
)
isFtℓ-measurable for any f1, . . . , fℓ ∈C∞(Td ). The qua-
dratic variation of {Mtℓ,t ; t ∈ [tℓ, tℓ+1]} is equal to∫t
tℓ
∫
2us(1−us )
∥∥∇Ps,tℓ+1 fℓ+1∥∥2dxds.
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Since the process {Xt ; t ∈ [0,T ]} satisfies the identity
Xt ( f )= Xs(Ps,t f )+Mt (P·,t f )−Ms(P·,t f )
for any 0≤ s ≤ t ≤T and any test function f ∈C∞(Td ), we conclude that the se-
quence
(
X nt1( f1), . . . ,X
n
tℓ+1( fℓ+1)
)
is convergent and its limit is equal to the vector(
Xt1( f1), . . . ,Xtℓ+1( fℓ+1)
)
, which ends the proof of Theorem 2.4.
7. Tightness of the density fluctuation fields
In this section we prove tightness of the density fluctuation fields {X nt ; t ∈
[0,T ]}n∈N. Since the proofs depend on the dimension and also on the hypothe-
ses over Hn(0), wewill treat each dimension separately. The reader satisfiedwith
convergence of finite-dimensional laws can skip this section.
7.1. The case d = 1. In this section we assume that d = 1 and that supnHn(0)<
+∞. In this case, Theorem 2.2 says that there is a finite constant C =C (T,ε0,F )
such that Hn(t )≤C for any t ∈ [0,T ] and any n ∈N. In decomposition (6.3), the
terms {X n0 }n∈N and {M
n
t ; t ∈ [0,T ]}n∈N are already tight, so it is enough to show
tightness of the integral processes {Rnt ; t ∈ [0,T ]}, {A nt ; t ∈ [0,T ]}n∈N, {Qnt ; t ∈
[0,T ]}n∈N. The idea is to estimate the probabilities
Pn
(∥∥Rnt −Rns ∥∥−k >λ), Pn(∥∥A nt −A ns ∥∥−k >λ), Pn(∥∥Qnt −Qns ∥∥−k >λ)
and to invoke Kolmogorov-Centsov’s criterion, stated in Proposition C.4. Since∥∥A nt −A ns ∥∥−k is a sum of squares and Corollary 4.1 does not hold for p = 2,
our estimates will be somehow indirect. For each δ > 0, define am = cδ(1+
m2)−(1/2+δ), choosing cδ in such a way that
∑
m am = 1. Since δ > 0, cδ is well
defined. Then, for any p ∈ [0,2),
Pn
(∥∥A nt −A ns ∥∥−k >λ)≤ ∑
m∈Z
Pn
(∣∣A nt (φm)−A ns (φm)∣∣2 >λ2am(1+m2)k)
≤ 1
λp
∑
m∈Z
En
[∣∣A nt (φm)−A ns (φm)∣∣p]
(1+m2)p(k−1/2−δ)/2
On the other hand, by Corollary 4.1 and since Λns is an approximation of order
O (n−2) of Ls , ‖Λns φm‖∞ ≤Cm2 and
En
[∣∣X ns (Λns φm)∣∣p]≤C (ε0,F,T,p)|m|2p .
Recall definition 6.5. By (4.3), the previous estimate gives that
En
[∣∣A nt (φm)−A ns (φm)∣∣p]≤C |m|2p |t − s|p ,
from where
Pn
(∥∥A nt −A ns ∥∥−k >λ)≤ Cλp ∑m∈Z |m|
2p |t − s|p
(1+m2)p(k−1/2−δ)/2 ≤
C |t − s|p
λp
as soon as (k − 12 −δ)p −2p > 1. Since δ and p can be taken arbitrarily close to
0 and 2 respectively, we have proved that for any k > 3 there exists p ∈ (1,2) and
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C =C (ε0,F,T,p) finite such that
Pn
(∥∥A nt −A ns ∥∥−k >λ)≤ C |t − s|pλp ,
which proves tightness of the sequence {A nt ; t ∈ [0,T ]}n∈N in C α([0,T ];H−k(T))
for k > 3 and α< 1/2.
We have already seen in (6.14) that Rnt goes uniformly to 0. The computa-
tion will be same in any dimension, so we will do it for general d < 4. Since
| ddt Rnt ( f ))| ≤Cnd/2−2‖ f ‖∞,∥∥Rnt −Rns ∥∥2−k ≤C |t − s|2nd−4 ∑
m∈Z
(
1+|m|2)−k , (7.1)
and {Rnt ; t ∈ [0,T ]}n∈N goes to 0 as n →∞ uniformly in C α(H−k(Td )) for any
α< 1 and any k > d/2.
Notice that Corollary 4.1 and estimate (4.3) also apply to {Qnt ; t ∈ [0,T ]}, this
time taking as a test function Hx = 2n
(
φm
(
x+b
n
)
−φm
(
x
n
))
Fn
b
(x). In this case,
‖H‖∞ ≤ 2‖F‖∞|m|. Repeating the proof above, we see that
Pn
(∥∥Qnt −Qns ∥∥−k >λ)≤ Cλp ∑m∈Z |m|
p |t − s|p
(1+m2)p(k−1/2−δ)/2 ,
which proves tightness of the sequence {Qnt ; t ∈ [0,T ]}n∈N with respect to the
topology of C α([0,T ];H−k(Td )) for k > 2 and α< 1/2. For the sequence of mar-
tingales {Mnt ; t ∈ [0,T ]}n∈N, the restriction is k > 3/2, see Theorem 6.1, while the
natural restriction for the convergence of {X n0 }n∈N is k > 1/2. We have proved the
following result:
Theorem 7.1. Assume that d = 1. Let k > 3 and let {ηn (0);n ∈N} be a sequence of
initial conditions such that:
i) supn∈NHn(0)<+∞,
ii) X n0 → X0 in law with respect to the strong topology of H−k(T).
Then, for any T > 0, the sequence {X nt ; t ∈ [0,T ]}n∈N converges in law to the so-
lution of (2.7) with initial condition X0 with respect to the J1-Skorohod topology
of D([0,T ];H−k(T)).
Remark 7.1. The method of proof of this section uses in a fundamental way
that Hn(t ) is uniformly bounded in t and n. Therefore, we will need a differ-
ent method of proof for dimensions d = 2,3. As we can see from the proof of
Theorem 7.1, the most problematic term is A nt .
Remark 7.2. As observed in pg. 297 of [26], the condition Hn(0) ≤ K already al-
lows to create some non-trivial initial conditions. For example, one can take
ηn(0) with law ⊗
x∈Tn
Bern
(
u
(
x
n
)+ 1p
n
κnx
)
,
where κnx := κ
(
x
n
)
and κ is continuous. In that case, Hn(0)≤C (u0)‖κ‖2∞ and X n0
converges to
p
u0(1−u0)ξ+κ, where ξ is a white noise. The function κ could
even be random, as long as it is continuous with probability 1 and independent
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of the dynamics. An example that could be interesting in some situations is the
case on which κ is a Brownian bridge in T.
7.2. The case d = 2. As in the case d = 1, by (6.3) it is enough to show tight-
ness of {Rnt ; t ∈ [0,T ]}n∈N, {A nt ; t ∈ [0,T ]}n∈N and {Qnt ; t ∈ [0,T ]}n∈N. We have
already proved tightness of {Rnt ; t ∈ [0,T ]}n∈N in (7.1). In order to prove tight-
ness of {A nt ; t ∈ [0,T ]}n∈N, it was enough to use the bound
En
[∣∣X nt (H )∣∣p]≤C‖H‖p∞,
so our first objective will be to prove that bound. Notice that this bound does
not follow from Corollary 4.1, since in d = 2 the bound on the relative entropy
grows with n. It is enough to bound each of the terms on the right-hand side
of (6.13). The simplest is X0(P0,t f ). When ηn(0) has law µn0 , X
n
0 (H ) is a sum of
independent random variables, from where it is easy to show that for any p ≥ 1
there exists a finite constantCp such that
En
[∣∣X n0 (H )∣∣p]≤Cp‖H‖p∞
for any n ∈N and any H :Tdn →R. In the general case, it is necessary to postulate
this bound, at least for p ∈ [1,2). In that case, the contractivity of P0,t shows that
En
[∣∣X n0 (P0,t f )∣∣p]≤Cp‖ f ‖p∞. (7.2)
Themartingale term is also easy to deal with: by Corollary 4.1,
En
[
Mnt (P·,t f )
2]= En[〈Mnt (P·,t f )〉]≤Ct‖∇P·,t f ‖2∞. (7.3)
By interpolation, the analogous estimate holds for any p ∈ [1,2).
In order to simplify the notation, letHn(t ) be the right-hand side of (2.5). Us-
ing (5.8) for
2n
(
Ps ′,t f
(
x+b
n
)
−Ps ′,t f
(
x
n
))
Fnb (x)
with s = 0 and γ= (‖F‖∞‖∇P·,t f ‖∞
p
t)−1, we get the bound
Pn
(∣∣Qnt (P·,t f )∣∣>λ)≤ CHn(T )pt‖∇P·,t f ‖∞λn . (7.4)
Notice that this bound is not enough to get a moment bound for Qnt (H ), since
we need an exponent larger than 1 for λ in the denominator. But the right-hand
side of this estimate converges to 0 as n→∞. Therefore, we could try to inter-
polate this estimate with an estimate diverging in n, but better in the exponent
of λ. In fact, using Corollary 4.1 and estimate (4.3) for Qnt (H ), we obtain the
estimate
En
[∣∣Qnt (P·,t f )∣∣p]≤Ctp‖∇P·,t f ‖p∞Hn(T )p/2,
from where
Pn
(∣∣Qnt (P·,t f )∣∣>λ)≤ C‖∇P·,t f ‖p∞Hn(T )p/2tpλp (7.5)
for any p ∈ [1,2). Now we need to make some assumption about the growth of
the relative entropy. Assume that Hn(T ) ≤ Cna for some finite constant C and
some a > 0. We can assume that a < 1, since this is already an hypothesis of the
Boltzmann-Gibbs principle, see Theorem 5.1. Using the simple interpolation
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bound min{A,B } ≤ AθB1−θ, valid for any θ ∈ [0,1], (7.4) and (7.5) give us the
estimate
Pn
(∣∣Qnt (P·,t f )∣∣>λ)≤ C‖∇P·,t f ‖θ+(1−θ)p∞ tθ/2+(1−θ)p
λθ+(1−θ)pn(1−a)θ−(1−θ)ap/2
.
The optimal choice is θ = ap2−2a+ap , which gives us the estimate
Pn
(∣∣Qnt (P·,t f )∣∣>λ)≤ C‖∇P·,t f ‖p
′
∞tp
′′
λp
′ (7.6)
for p ′ = 2p−ap2−2a+ap = p −
ap(p−1)
2−2a+ap and p
′′ = 2−
3
2 ap
2−2a+ap . At this point the dependence
on t is not important, but later on we will use it. Taking p arbitrarily close to 2,
we can take p ′ arbitrarily close to 2−a, on which case p ′′ gets arbitrarily close to
2− 32a. We conclude that for any p ′ < 2−a there exists a finite constant C such
that
En
[∣∣Qnt (P·,t f )∣∣p′ ]≤C‖∇P·,t f ‖p′∞. (7.7)
Using Corollary 4.1 and (4.3) for A nt (P·,t f ), we obtain the estimate
En
[∣∣A nt (P·,t f )∣∣p]≤CtpHn(t )p/2∥∥( dds +Λns )P·,t f ∥∥p∞ ≤Ctpn(a−2α)p/2‖P·,t f ‖pC 2+α
(7.8)
for anyα ∈ [0,2]. Since we just need this expectation to be bounded, the optimal
choice is α= a/2.
By Proposition B.2, ‖P·,t f ‖C 2+a/2 ≤C‖ f ‖C 2+a/2 , since 2+a/2 ∉N. Putting esti-
mates (7.1), (7.2), (7.3), (7.7) and (7.8) into (6.13), we conclude that for any a < 1
and any p < 2−a there existsC =C (ε0,F,T,p,a) such that
En
[∣∣X nt ( f )∣∣p]≤C‖ f ‖pC 2+a/2 . (7.9)
In particular,
En
[∣∣X nt (Λnt φm)∣∣p]≤C |m|(4+a/2)p ,
and the proof of tightness of {A nt ; t ∈ [0,T ]}n∈N of Section 7.1 can be repeated
here. The only difference is that we have to define am = cδ(1+|m|2)−(1+δ), since
now the sum is overm ∈Z2. Then we obtain the bound
Pn
(∥∥A nt −A ns ∥∥−k >λ)≤ C |t − s|pλp ∑m∈Z2 |m|
(4+a/2)p
(1+|m|2)p(k−1−δ)/2 .
The sum is finite if k > 2p +4+ a2 +1+δ, which gives the restriction k > 5+ a2 + 22−a .
Therefore, {A nt ; t ∈ [0,T ]}n∈N is tight in C ([0,T ];H−k(T2)) for k > 5+ a2 + 22−a .
In order to prove tightness of {Qnt ; t ∈ [0,T ]}n∈N, it is enough to observe that
(7.6) also holds for Qnt (φm)−Qns (φm). Therefore,
Pn
(∣∣Qnt (φm)−Qns (φm)∣∣>λ)≤ C |m|p′ |t − s|p′′
λp
′ .
Repeating the computations performed to prove tightness in Section 7.1, we see
that
Pn
(∥∥Qnt −Qns ∥∥−k >λ)≤ C |t − s|p′′λp′ ∑m∈Z2
|m|p′
(1+|m|2)p′(k−1−δ)/2 .
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The restriction p ′(k − 1−δ) > p ′ + 2 imposes the condition k > 2+ 22−a , while
the restriction p ′′ > 1 imposes the condition a < 23 . We conclude that {Qnt ; t ∈
[0,T ]}n∈N is tight in C ([0,T ];H−k(T2)) for k > 2+ 22−a . We have proved the fol-
lowing theorem:
Theorem 7.2. Assume that d = 2. Let a ∈ [0, 23 ) and let k > 5+ a2 + 22−a . Let
{ηn(0);n ∈N} be a sequence of initial conditions such that:
i) there exists C finite such that Hn(0)≤Cna for any n ∈N,
ii) X n0 → X0 in law with respect to the topology of H−k(T2),
iii) for any p < 2− a there exists a finite constant Cp such that for any test
function f , En[|X n0 ( f )|p ]≤Cp‖ f ‖
p
∞.
Then, {X nt ; t ∈ [0,T ]}n∈N converges in law to the solution of (2.7)with initial con-
dition X0 with respect to the J1-Skorohod topology of D([0,T ];H−k(T2)).
Remark 7.3. The interested reader may verify that the proof presented in this
section proves Theorem 7.1 in dimension d = 1 under the condition Hn(0) ≤
Cna for a < 13 and some k large enough..
7.3. The case d = 3. In d = 3, (7.4) becomes
Pn
(∣∣Qnt (P·,t f )∣∣>λ)≤ CHn(T )
p
t‖∇P·,t f ‖∞
λn3/2
and (7.5) stays the same. However, Hn(T ) is at least of order O (n) and therefore
we can only assume that Hn(T )≤Cna for a ∈ [1, 32 ). In that case, one can verify
that the interpolation bound gives exponents
p ′ = (3−a)p
3−a(2−p) , p
′′ = 6p−3ap
6−2a(2−p) .
When p goes to 2, p ′ goes to 2(3−a)3 and p
′′ goes to 2−a. In fact, no matter how
we choose a and p , p ′′ is always smaller than 1. Therefore, our proof of tightness
for {Qnt ; t ∈ [0,T ]}n∈N does not work. However, for any a ∈ [1, 32 ), it is possible to
find p close enough to 2 such that p ′ > 1, and the estimate (7.9) holds. Therefore,
we have that for any a ∈ [1, 32 ), there exists p ′ > 1 such that
En
[∣∣X nt ( f )∣∣p′]≤C‖ f ‖p′C 2+a/2 .
Repeating the computations of Section 7.2, we can check that this implies tight-
ness for the integral process {A nt ; t ∈ [0,T ]}n∈N in C ([0,T ],H−k(T3)) for k > 112 +
a
2 + 92(3−a) . Actually, by Kolmogorov-Centsov criterion {A nt ; t ∈ [0,T ]}n∈N is tight
in C α([0,T ],H−k(T3)) for α < 1− 32(3−a) . Since X nt = ∂tA nt in the distributional
sense, we conclude that the sequence {X nt ; t ∈ [0,T ]}n∈N is tight in the path space
C
−1+α([0,T ];H−k(T3)) for k > 112 + a2 + 92(3−a) . The exact values of the constants
a,k are not very important, since they are far frombeing optimal; we just wanted
to point out that they exist and that they can be explicitly estimated.
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8. Discussion and concluding remarks
8.1. The gradient condition and generalizations. Our derivation of the large-
scale limit of the density fluctuations stated in Theorem 2.4 holds in d < 4 for
basically the same class of models for which the entropy method of [29] works.
These models satisfy the so-called gradient condition, see Remark 4.2.4 in [36]
and Section II.2.4 in [45]. In general, these systems have a hydrodynamic limit
governed by a partial differential equation of parabolic type. Just to see how
these systems could be defined, let us present an example. Fix K ∈ N and con-
sider the operator Lan given by
Lan f (η)= n2
∑
x∈Tdn
b∈B
(
a0b +
K∑
k=1
akb
( k∑
ℓ=0
k−ℓ∏
i=1
ηx−ib
ℓ∏
j=1
ηx+( j+1)b
))
∇x,x+b f (η).
Here the coefficients ak
b
can be smooth, of the form ak
b
(
t , xn
)
, but they do not
depend on η. Define
ab(u) :=
K∑
k=1
akb (k +1)uk .
Under the condition ab ≥ 0, Lan is the generator of a particle system in Ωn . The
process generated by this operator satisfies the gradient condition, see Remark
2.3 of [21]. The corresponding hydrodynamics equation is given by
∂tu =∇·
(
a(u)⊗∇u),
where a⊗∇u is the vector with coordinates ab(u)∂bu. Under the additional el-
lipticity condition ab ≥ ε2 > 0 for any b,x and t , our methods apply without
important modifications. The key point is that any local function can be de-
composed into a finite sum of functions of the form ωx+A . For this dynamics,
we need to use the main lemma for sets A with up to K +1 points. It is for that
reason that we proved themain lemma in that generality.
One can include a more general weakly asymmetric term in the dynamics as
well. For each b ∈B, let gb :Ω→ [0,∞) be a fixed local function. Let gbx be the
translation of gb by x. Let F be a smooth vector field and define Fb = F ·b. Then
consider the operator
L
g
n := n
∑
x∈Tdn
b∈B
Fb
(
x
n
)
gbx (η)
(
ηx −ηx+b
)∇x,x+b f (η).
The operator L
g
n is not a generator, but since ε2 > 0, for n large enough Lan +Lgn
is indeed a generator. For ρ ∈ [0,1], define Gb(ρ)=
∫
gb(η)(η0 −ηb)2dνρ, where
νρ is the Bernoulli product measure of density ρ. The hydrodynamic equation
is modified to
∂tu =∇·
(
a(u)⊗∇u)−∇· (F ⊗G(u)),
where F ⊗G(u) is the vector of coordinates FbGb(u). One can even introduce
a reaction term into the hydrodynamic equation. Let c : Ω→ [0,∞) be a local
function and let cx be the translation of c by x. For x ∈Tdn and η ∈Ωn , let ηx ∈Ωn
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be the configuration obtained from η by modifying its occupation variable at x
from ηx to 1−ηx . Then consider the operator
Lcn =
∑
x∈Tdn
cx (η)
(
f (ηx )− f (η)).
This process is a generator, and the process generated by Lan +Lgn +Lcn has the
hydrodynamic equation
∂tu =∇·
(
a(u)⊗∇u)−∇· (F ⊗G(u))+H (u),
where H (ρ) := ∫c(η)(1− 2η0)dνρ. For all of these modifications, Theorem 2.4
can be proved with minor changes in the proofs. The limiting equation of the
density fluctuations is
∂tXt =∇·
(
a(u)⊗∇Xt +
(
a′(u)⊗∇u−F ⊗G ′(u))Xt+
+
p
2u(1−u)a(u)⊗ W˙ 1t
)
+H ′(u)Xt +
p
C (u)W˙ 2t ,
where C (ρ) := ∫c(η)dνρ, W˙ 1 is a vectorial space-time white noise and W˙ 2 is a
scalar space-time white noise independent of W˙ 1.
8.2. The critical dimension d = 4. .
Theorem 2.4 was stated to hold in dimension d < 4, which in principle is the
same as d ≤ 3. We did this in order to emphasize that the critical dimension
for our method is d = 4. From the proofs it is clear that the condition on di-
mension is d − 2 < d/2. In the literature, one possible way to understand this
criticality is to replace the Laplacian in the hydrodynamic limit by a fractional
Laplacian. This is achieved by introducing long-range jumps into the definition
of the model, see [41] for example. Let λ be the positive measure in Td given by
λ(dx)=
∣∣sin2(πx1)+·· ·+sin2(πxd )∣∣− d+α2 dx
with α ∈ (0,2) and define, for x 6= 0 ∈Tdn ,
λn(x)=λ
( d∏
i=1
(
xi − 12n ,xi + 12n
])
.
Define rn(x, y)=µn(y −x) and consider the operator Lαn given by
Lαn f (η)=
∑
x 6=y∈Tdn
rn(x, y)∇x,y f (η).
For α > 1 and n large enough, the operator Lαn +Lgn is the generator of an inter-
acting particle system. The hydrodynamic limit of thismodel can be obtained as
in [32]. It is possible to check that the condition under which the corresponding
analog of Theorem 2.4 holds for this model is d < 2α, so Theorem 2.4 holds for
d ≤ 3 if α> 3/2.
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8.3. Sharpness of Theorem2.2. Weclaim that the estimate (2.4) should be opti-
mal for product referencemeasures. Let us give an heuristic argument to explain
why. Let us consider the simple, symmetric exclusion process in contact with
reservoirs, like in [4] or [21]. It is well known that when the density/temperature
of the reservoirs are different, the system has a non-equilibrium stationary state
(NESS) that develops long-range correlations. Although a complete prove is only
available in dimension d = 1, macroscopic fluctuation theory predicts that the
density fluctuations of the NESS is Gaussian, with a covariance kernel of the
formχ(x)δ(x−y)−G (x, y),whereG (x, y) is a kernel which behaves like theGreen
function near the diagonal x = y . This Gaussian measure is absolutely contin-
uous with respect to white noise only in dimension d = 1. Moreover, if we av-
erage this Gaussian measure with an approximation of the identity of size 1/n,
we obtain a smooth process which is absolutely continuous with respect to the
smoothening of thewhite noise with the same approximation of the identity, but
the relative entropy between these two measures grows like logn in dimension
d = 2 and like nd−2 in dimension d ≥ 3. If we observe our particle systems in-
side a box of size εn centered at some macroscopic point x and we look at its
law inside a box of size δn around x with δ≪ ε≪ 1, we can argue that due to
finite speed of propagation of the heat equation (in the sense of variance), the
system should be close to another system onwhichwe put boundary conditions
at the boundary of the box of size εn with matching densities. In that case, after
times of order ε2 the law inside the smaller box should be close to the NESS of
the systemwith boundaries, which would imply that our entropy bound can not
be improved without taking into consideration long-range correlations created
by local currents. This heuristics also provides a possible way to improve Theo-
rem 2.2. If we introduce some first-order correction into the referencemeasures
µnt , there is room to get extra cancellation that could improve the comparison of
the main lemma. These first-order corrections were actually computed in [23]
in the context of the hydrodynamic limit of non-gradient systems. It would be
interesting to pursue this line of research.
Appendix A. Entropymethods for Markov chains
In this section we prove Yau’s entropy inequality and we also establish a new
variational bound for exponential moments of observables of Markov chains.
Since these bounds could be of independent interest and hold for any Markov
chain, we present the proofs in a general context. Afterwards we will implement
these estimates for the exclusion processes considered in this article.
A.1. Yau’s entropy inequality. Let {xt ; t ≥ 0} be a Markov chain on a finite state
spaceΩ. We will denote by P the law of this chain and by E the expectation with
respect to P. If we need to specify the initial law µ of the chain {xt ; t ≥ 0}, we
will write Pµ and Eµ. Let L be the generator of this chain. The action of L over
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functions f :Ω→R can be written as
L f (x)=
∑
y∈Ω
r (x, y)
(
f (y)− f (x)
)
for any x ∈Ω.
Let Γ be the carré du champ associated to L, that is, Γ is the quadratic operator
given by
Γ f (x)=
∑
y∈Ω
r (x, y)
(
f (y)− f (x)
)2
for any f : Ω→ R and any x ∈ Ω. We say that a measure ν in Ω is a reference
measure if ν(x) > 0 for any x ∈ Ω. Fix a reference measure ν and fix T > 0. Let
{µt ; t ∈ [0,T ]} be a family of reference measures in Ω, differentiable with respect
to t . Let ψt : Ωn → [0,∞) be the Radon-Nikodym derivative of µt with respect
to ν, that is, ψt (x) = µt (x)ν(x) for any t ∈ [0,T ] and any x ∈Ω. Let L∗t be the adjoint
of L with respect to µt . In general, µt will not be an invariant measure of {xt ; t ≥
0} and therefore L∗t will not be a Markovian operator. The action of L
∗
t over a
function g :Ω→R is given by
L∗t g (x)=
∑
y∈Ω
{
r (y,x)g (y)
µ(y)
µ(x)
− r (x, y)g (x)
}
. (A.1)
Let ft :Ω→ [0,∞) be the density of the law of xt with respect to µt , that is,
ft (x) :=
P(xt = x)
µt (x)
for any x ∈Ω and any t ∈ [0,T ].
Let H (t ) be the relative entropy of the law of xt with respect to µt , that is,
H (t ) :=
∫
ft log ftdµt for any t ∈ [0,T ].
We have the following estimate:
Lemma A.1 (Yau’s inequality). For any t ∈ [0,T ],
H ′(t )≤−
∫
Γ
p
ftdµt +
∫(
L∗t 1− ddt logψt
)
dµt .
Proof. Although this estimate is classical, see [46] and Chapter 6 of [36], we were
not able to find a reference with exactly the version stated here for finite-state
Markov chains; compare with Lemma 6.1.4 of [36]. Part of the proof will be used
to prove Lemma A.2 below. In the case of diffusions, this estimate becomes an
identity; see Lemma 1 in [46].
Let L∗ be the adjoint of Lwith respect to the referencemeasure ν. The forward
Fokker-Planck equation tells us that
d
dt
(
ftψt
)
= L∗
(
ftψt
)
for any t ∈ [0,T ], from where
d
dt ft =
1
ψt
(
L∗
(
ftψt
)
− ft ddtψt
)
.
40 MILTON JARA ANDOTÁVIOMENEZES
Therefore, rewriting H (t ) as H (t )=∫ ft log ftψtdν, we see that
H ′(t )=
∫
(1+ log ft )
(
L∗
(
ftψt
)− ft ddtψt )dν
+
∫
ft log ft
d
dt
ψtdν
=
∫
ftL log ftdµt −
∫
ft
d
dt logψtdµt .
Using the inequality a(logb− loga)≤ 2pa(
p
b−pa), we obtain the estimate
ft (x)L log ft (x)=
∑
y∈Ω
r (x, y) ft (x)
(
log ft (y)− log ft (x)
)
≤
∑
y∈Ω
2r (x, y)
p
ft (x)
(p
ft (y)−
p
ft (x)
)= 2p ft (x)Lp ft (x),
valid for any x ∈Ω. Using now the identity 2pa(
p
b−pa)=−(
p
b−pa)2+b−a,
we see that
2r (x, y)
p
ft (x)
(p
ft (y)−
p
ft (x)
)
=−r (x, y)
(p
ft (y)−
p
ft (x)
)2+r (x, y)( ft (y)− ft (x)).
2r (x, y)
p
ft (x)
(p
ft (y)−
p
ft (x)
)=−r (x, y)(p ft (y)−p ft (x))2
+ r (x, y)
(
ft (y)− ft (x)
)
.
Therefore, 2
p
ftL
p
ft =−Γ
p
ft +L ft . We conclude that
H ′(t )≤−
∫
Γ
p
ftdµt +
∫(
L ft − ft ddt logψt
)
dµt .
Since
∫
L ftdµt =
∫
L∗t 1 ftdµt , the lemma is proved. 
Remark A.1. The equation L∗t 1− ddt logψt = 0 is exactly the forward Fokker-
Planck equation for ψt , and therefore the expression L∗t 1− ddt logψt can be in-
terpreted as a measure of how close the family {µt ; t ≥ 0} is to be the marginal
laws of the process {xt ; t ∈ [0,T ]} with initial measure µ0.
A.2. Variational estimates for exponential moments of observables ofMarkov
chains. Let V : [0,T ]×Ω→ R be a bounded function. Our aim is to derive a
variational estimate for the exponential expectation
E
[
exp
{∫T
0
Vt (xt )dt
}]
.
The integral
∫T
0 Vt (xt )dt iswhatwe call an observableof theMarkov chain {xt ; t ≥
0}. We will need an additional condition: we will assume that x0 has law µ0; this
is equivalent to assume that f0 = 1. We start recalling Feynman-Kac’s formula:
we have that
E
µ0
[
exp
{∫T
0
Vt (xt )dt
}]
=
∫
g0dµ0,
where g : [0,T ]×Ω→R is the solution of the final-value problem{
d
dt
gt +Lgt =−Vt gt ; t ∈ [0,T ]
gT = 1.
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Notice that Feynman-Kac’s formula holds for general initial conditions; however
themethod below requires that we start the process fromµ0. For t ∈ [0,T ] define
φ(t )=∫g 2t dµt . Then,
φ′(t )=
∫
2gt
(−Vt gt −Lgt )dµt +∫g 2t ddt logψtdµt .
Using the identity 2a(b−a)=−(a−b)2+b2−a2 we see that−2gtLgt = Γgt −Lg 2t
and therefore
φ′(t )=
∫
Γgtdµt −
∫(
2Vt g
2
t +Lg 2t − g 2t ddt logψt
)
dµt
=
∫
Γgtdµt −
∫(
2Vt +L∗t 1− ddt logψt
)
g 2t dµt .
Notice that if g (x)≥ 0 for any x ∈Ω and g (x∗)= 0, then Lg (x∗)+Vt (x∗)g (x∗)≤ 0.
Therefore, by the maximum principle, gt (x)≥ 0 for any t ∈ [0,T ] and any x ∈Ω,
since gT ≥ 0. Let us define λ : [0,T ]→R as
λt := sup
f
{
−
∫
Γ
p
f dµt +
∫(
2Vt +L∗t 1− ddt logψt
)
f dµt
}
for any t ∈ [0,T ], where the supremum runs over all densities f with respect to
µt . Taking as a test function in this supremum f = g 2t (
∫
g 2t dµt )
−1, we see that
φ′(t )≥−λtφ(t ) for any t ∈ [0,T ].
Using an integrating factor, we can integrate this estimate between t = 0 and
t = T to conclude that
φ(T )exp
{∫T
0
λtdt
}
≥φ(0).
Since φ(T )= 1, we have proved that φ(0)≤ exp{∫T0 λtdt}. In particular,∫
g0dµ0 ≤
(∫
g 20dµ0
)1/2
≤ exp
{1
2
∫T
0
λtdt
}
.
Therefore, we have proved the following result:
Lemma A.2. For any V : [0,T ]×Ω→R,
logEµ0
[
exp
{∫T
0
Vt (xt )dt
}]
≤
∫T
0
sup
f
{
−
∫
Γ
p
f dµt +
∫
V f dµt
+ 1
2
∫(
L∗t 1− ddt logψt
)
dµt
}
dt ,
where the supremum runs over all densities f with respect to µt .
Remark A.2. Notice that the correction term appearing in the last integral of
this variational formula is exactly the same function Jt = L∗t 1− ddt logψt that
appears in Yau’s entropy inequality. In applications, it is difficult to obtain more
information about the density ft , and it is necessary to derive an efficient way to
estimate integrals of the form
∫
Jt f dµt in terms of
∫
Γ
p
f dµt and
∫
f log f dµt
for arbitrary densities f . In counterpart, one has the freedom to choose µt in
any convenient way, and Jt can be explicitly computed in terms of µt and L.
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This type of estimates is exactly what one needs in order to use Lemma A.2 in an
efficient way.
Remark A.3. Although estimates similar to Lemma A.2 are common in the lit-
erature, see Lemma A.1.7.2 in [36] for example, it seems that the exact formula
presented here is new in the literature. In particular, the sort of duality between
Lemmas A.1 and A.2 that we use in this article seems to be new, and could be of
interest in other situations.
A.3. Estimates for the exclusion process. In this article, we will apply the esti-
mates of the previous subsections to the process ηn(·), using as reference mea-
sures the measures {µnt ; t ≥ 0} defined in (2.3). We need to compute Jnt = L∗n,t1−
d
dt
logψnt , where L
∗
n,t is the adjoint of Ln with respect to µ
n
t andψ
n
t is the Radon-
Nikodym derivative of µnt with respect to ν
n
1/2. In order to avoid overcharged
notation, we will write ux instead of u
(
t , x
n
)
and we will assume that n ≥ 2‖F‖∞.
Using (A.1) we see that
L∗n,t1= n2
∑
x∈Tdn
b∈B
{
rn(x,x+b)
(
ηx+b(1−ηx )
µnt (η
x,x+b)
µnt (η)
−ηx (1−ηx+b)
)
+ rn(x+b,x)
(
ηx(1−ηx+b )
µnt (η
x,x+b)
µnt (η)
−ηx+b(1−ηx )
)}
= n2
∑
x∈Tdn
b∈B
{
rn(x,x+b)
(
ηx+b(1−ηx )
ux(1−ux+b)
ux+b(1−ux )
−ηx (1−ηx+b )
)
+ rn(x+b,x)
(
ηx(1−ηx+b )
ux+b(1−ux )
ux(1−ux+b)
−ηx+b(1−ηx )
)}
.
This last expression can be factorized to obtain the identity
L∗n,t1= n2
∑
x∈Tdn
b∈B
(
rn(x,x+b)ux(1−ux+b)− rn(x+b,x)ux+b(1−ux )
)
×
×
(ηx+b(1−ηx )
ux+b(1−ux )
− ηx (1−ηx+b)
ux(1−ux+b)
)
.
(A.2)
Recall the definition ωx = ηx−uxux (1−ux ) . Notice that any function of ηx and ηy can be
written as a linear combination of 1, ωx , ωy and ωxωy . Therefore,
ηx+b(1−ηx )
ux+b(1−ux )
− ηx (1−ηx+b)
ux(1−ux+b)
= a+bωx +cωx+b +dωxωx+b
for some real constants a,b,c ,d to be determined. Taking the expectation of this
identity with respect to µnt , we see that a = 0. Evaluating this identity at ηx = 1
and ηx+b = ux+b2 we see that b = −1. Taking ηx = ux , ηy = 1, we obtain c = 1.
2This is equivalent to take expectations with respect to Bern(1)⊗Bern(ux ).
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Evaluating at ηx = ηy = 1, we obtain the relation
d
uxux+b
− 1
ux
+ 1
ux+b
= 0,
from where d = ux+b −ux . Therefore,
ηx+b(1−ηx )
ux+b(1−ux )
− ηx (1−ηx+b)
ux(1−ux+b)
=ωx+b −ωx + (ux+b −ux )ωxωx+b . (A.3)
In the other hand,
rn(x,x+b)ux(1−ux+b)− rn(x+b,x)ux+b(1−ux )=
= ux −ux+b +
1
n
Fnb (x)
(
ux +ux+b −2uxux+b
)
. (A.4)
Let us introduce the discrete operator L n by defining
L
n fx :=
∑
b∈B
n2( fx+b + fx−b −2 fx )
−
∑
b∈B
n
(
Fnb (x)
(
fx + fx+b −2 fx fx+b
)−
−Fnb (x−b)
(
fx−b + fx −2 fx−b fx
))
.
(A.5)
for any f :Tdn →R and any x ∈Tdn . Putting (A.3) and (A.4) back into (A.2), after a
summation by parts we obtain that
L∗n,t1=
∑
x∈Tdn
ωxL
nux +
∑
x∈Tdn
b∈B
ωxωx+bGnx,b ,
where
Gnx,b := n(ux+b −ux)Fnb (x)(ux +ux+b −2uxux+b)−n2(ux+b −ux)2. (A.6)
Since µnt is a product measure, we have that
d
dt logψ
n
t = ddt
∑
x∈Tdn
(
ηx log2ux + (1−ηx ) log2(1−ux )
)
=
∑
x∈Tdn
(ηx
ux
− 1−ηx
1−ux
) d
dt
ux .
Notice that ηxux −
1−ηx
1−ux =ωx . Therefore, we conclude that
L∗n,t1− ddt logψnt =
∑
x∈Tdn
ωx
(
L
n− d
dt
)
ux +
∑
x∈Tdn
b∈B
ωxωx+bGnx,b . (A.7)
Recall that ux satisfies (2.2). Notice thatL n is a discrete approximation of order
O (n−2) of Lu :=∆u−2∇· (u(1−u)F ), that is, for any f of class C 4,supx |(L n −
L ) fx | ≤Cn−2 for some constantC =C (u). Since we are assuming that u0 and F
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are of class C∞, u is also of class C∞, see Proposition B.1. We conclude that the
first sum in (A.7) is of the form
1
n2
∑
x∈Tdn
ωxR
n
x (t )
for some error term Rnx (t ) satisfying |Rnx (t )| ≤ ‖ut‖C 4 .
Appendix B. On the regularity of solutions of parabolic equations
In this section we collect some classical results about linear and quasilinear
parabolic equations needed along the article.
Let u0 :Td → [0,1] be of class C∞ and let {u(t ,x); t ≥ 0,x ∈Td } the solution of
the hydrodynamic equation (2.2) with initial condition u0. The following result
is a direct application of Theorem V.6.1 of [38].
Proposition B.1. If the vector field F and the initial condition u0 are of classC
∞,
then the solution {u(t ,x); t ≥ 0,x ∈Td } of (2.2) is of classC∞.
Knowing that the solution of (2.2) is smooth, we can discuss about the reg-
ularity of solutions of the backwards Fokker-Planck equation defined in (6.11).
The following result follows from Theorem IV.5.1 in [38]:
Proposition B.2. Let f be of class C∞. Then the solution {Ps,t f ;0≤ s ≤ t } of the
backwards Fokker-Planck equation (6.11) is of class C∞. Moreover, for any T > 0
ℓ ∈ [0,∞) and δ> 0 there exists C =C (ℓ,δ,T,F,u0) such that∥∥Ps,t f ∥∥C ℓ ≤C‖ f ‖C ℓ+δ
for any f ∈C∞(Td ) and any 0≤ s ≤ t ≤T . If ℓ ∉N, then we can take δ= 0.
The following lemma says that solutions of the hydrodynamic equation (2.2)
do not touch 0 and 1:
Lemma B.3. Assume that there exists ε0 > 0 such that ε0 ≤ u0(x)≤ 1−ε0 for any
x ∈ Td . For any T > 0 there exists ε1 = ε1(T,F ) such that ε1 ≤ u(t ,x) ≤ 1−ε1 for
any x ∈Td and any t ∈ [0,T ].
Proof. For each θ ∈ (0,1), define v+ : [0,T ]×Td → [0,1] as
v+(t ,x) := θ
θ+ (1−θ)e−ct
for any (t ,x)∈ [0,T ]×Td . Then,
∂t v
+(t ,x)=− cθ(1−θ)e
−ct(
θ+ (1−θ)e−ct
)2 ,
(
∆v+−2∇(v+(1−v+)F ))(t ,x)= 2θ(1−θ)e−ct(
θ+ (1−θ)e−ct )2∇·F
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and v+ is a supersolution of (2.2) if c ≥ 2‖∇ ·F‖∞. By the maximum principle,
taking θ = 1−ε0 we conclude that
u(t ,x)≤ θ
θ+ (1−θ)e−ct
for any x ∈Td and any t ≥ 0. Similarly,
v−(t ,x) := θ
θ+ (1−θ)ect
is a subsolution of (2.2). Taking θ = 1−ε0 we prove the lemma for
ε1 =
ε0
ε0+ (1−ε0)e2‖∇·F‖∞T
.

Appendix C. Functional spaces and topology
In this section we define what we understand by solutions of (2.7). In order
to do that, we need to define various functional spaces on which trajectories of
distribution-valued stochastic processes live. We also take the opportunity to
collect all results needed in this article related to the topology of these spaces.
C.1. Sobolev spaces. For each m ∈ Zd , let φm : Td → C be defined as φ(x) =
e2πi x·m for any x ∈ Td . The family of functions {φm ;m ∈ Zd } is an orthonormal
basis of L2(Td ). For f :Td →R bounded, let f̂ :Zd →C be given by
f̂ (m) :=
∫
f (x)φ(x)dx,
that is, f̂ (m) is the Fourier coefficient of f of orderm. For f ∈C∞(Td ) and k ∈R,
define
‖ f ‖k :=
( ∑
m∈Zd
∣∣ f̂ (m)∣∣2(1+|m|2)k)1/2, (C.1)
where |m| := (m21 + ·· · +m2d )1/2. Notice that ‖ f ‖k is finite for any k ∈ R, since f
is infinitely differentiable. The formula (C.1) defines a norm in C∞(Td ). The
Sobolev spaceHk (T
d ) is defined as the closure of C∞(Td ) with respect to the
norm ‖ · ‖k . By Parseval’s identity, H0(Td ) = L2(Td ). Notice that if ℓ ≤ k , then
‖ f ‖ℓ ≤ ‖ f ‖k and therefore Hℓ(Td )⊆Hk(Td ).
The spaces Hk(T
d ) and H−k(Td ) are dual in the following sense. Let 〈·, ·〉 be
the inner product in L2(Td ). By Plancherel’s theorem, the restriction of 〈·, ·〉 to
C
∞(Td )×C∞(Td ) can be continuously extended to a bilinear form inH−k(Td )×
Hk(T
d ). This allows us to identify H−k(Td ) with the space of linear functionals
defined in C∞(Td ), continuous with respect to the norm ‖ · ‖−k . This fact will
allow us to define random variables with values in H−k(Td ) via duality.
The following characterization of compact sets in Hk(T
d ) will be useful:
Proposition C.1. A set K ⊆Hk(Td ) is relatively compact if there exists a sequence
{λm ;m ∈Zd } of positive integers such that
i)
∑
m∈Zd λm <+∞,
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ii)
∣∣ f̂ (m)∣∣2(1+|m|2)k ≤λm for any f ∈K and any m ∈Zd .
C.2. Holder spaces. Let E1,E2 be two Banach spaces and let α ∈ (0,1). We say
that f : E1→ E2 is (globally) Hölder-continuous of order α if there exists finite a
constant Kα such that
‖ f (y)− f (x)‖≤Kα‖y −x‖α
for any x, y ∈ E1. In that case we say that f ∈ C α. The cases considered in this
article will be E1 =Td , E2 = R and E1 = [0,T ], T > 0, E2 = H−k(Td ), k > 0. Since
in these cases E1 is amanifold, the definition of the spaceC α can be generalized
to α ≥ 0. Let Iℓ := {1, . . . ,d }ℓ. If f is ℓ-times continuously differentiable, we say
that f is of class C ℓ. For i ∈ Iℓ and f of class C ℓ, define ∂ℓi f = ∂i1 . . .∂iℓ f . For
ℓ ∈N0, let us define
‖ f ‖C ℓ :=
ℓ∑
k=0
∑
i∈Ik
‖∂ki f ‖∞.
Here ‖∂k
i
f ‖∞ = supx∈E1 ‖∂ki f (x)‖, where the second norm is the norm in E2. For
α ∈ (ℓ,ℓ+1), ℓ ∈Nwe say that f ∈C α if f ∈C ℓ and each derivative ∂ℓ
i
f belongs
toC α−ℓ. In that case we define
‖ f ‖C α = ‖ f ‖C ℓ +
∑
i∈Iℓ
sup
x 6=y
‖∂ℓ
i
f (y)−∂ℓ
i
f (x)‖
‖y −x‖α−ℓ .
In the case E1 = [0,T ], we can also extend these definitions to α ∈ (−1,0): let
f ,g : [0,T ]→H−k(Td ) be given. We say that f = ddt g if∫T
0
〈 ft ,ht 〉dt =−
∫T
0
〈gt , ddt h〉dt
for any h : [0,T ]→ Hk(Td ) of class C 1. Then we say that f ∈ C α, α ∈ (−1,0)
if f = ddt g for some g ∈ C α+1. Then we define ‖ f ‖C α = ‖g − g0‖C α+1 . This is
a particular case of what it known in the literature as Besov spaces, which are
nowadays very popular in the context of nonlinear stochastic partial differential
equations.
C.3. The space D and tightness. Let (E ,d ) be a complete and separable metric
space and let T > 0. We denote by D([0,T ];E ) the space of càdlàg trajectories
from [0,T ] to E . We equip D([0,T ];E ) with the J1-Skorohod topology, see Chap-
ter VI.1 of [31]. We say that a family {Xt ; t ∈ [0,T ]} of random variables with
values in E is a stochastic process if in addition the trajectories t 7→ Xt belong
to D([0,T ];E ). In that case, the law of the process {Xt ; t ≥ 0} is a measure Q in
D([0,T ];E ). We say that a sequence of stochastic processes {Y nt ; t ∈ [0,T ]}n∈N
with values in E is tight if the sequence {Qn ; t ∈ [0,T ]}n∈N of laws of {Y nt ; t ∈
[0,T ]}n∈N is relatively compact with respect to the weak topology.
The following proposition, known as Aldous’ criterion, gives a way to prove
tightness of a sequence of stochastic processes {Y nt ; t ∈ [0,T ]}n∈N.
Proposition C.2 (Aldous’ criterion). The sequence {Y nt ; t ∈ [0,T ]}n∈N is tight with
respect to the J1-Skorohod topology in D([0,T ];E ) if
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i) for any ε > 0 and any t ∈ [0,T ] there exists a compact set K = K (ε, t )⊆ E
such that
limsup
n→∞
Pn
(
Y nt ∉K
)
≤ ε,
ii) for any ε> 0,
lim
δ→0
limsup
n→∞
sup
γ≤δ
sup
τ∈TT
Pn
(
d
(
Y nτ+γ,Y
n
τ (x)
)> ε)= 0,
whereTT is the set of stopping times in [0,T ].
3
Let C ([0,T ];E ) be the space of continuous trajectories from [0,T ] to E . We
say that a sequence of stochastic processes {Y nt ; t ∈ [0,T ]}n∈N with values in E
is C -tight if it is tight and in addition every limit point of {Y nt ; t ∈ [0,T ]}n∈N has
trajectories in C ([0,T ];E ) with probability 1. A simple criterion for C -tightness
is the following:
PropositionC.3. The sequence {Y nt ; t ∈ [0,T ]}n∈N of stochastic processeswith val-
ues in E is C -tight if
i) {Y nt ; t ∈ [0,T ]}n∈N is tight,
ii) defining∆n
T
:= sup0≤t≤T d (Y nt−,Y nt ), then
limsup
n→∞
Pn(∆
n
T ≥ ε)= 0
for any ε> 0.
If the sequence {Y nt ; t ∈ [0,T ]}n∈N has trajectories in C α = C α([0,T ];E ) for
some α ≥ 0, then the following tightness criterion, known in the literature as
Kolmogorov-Centsov criterion, is very effective:
Proposition C.4. Assume that there exist constantsC ,a,b > 0 such that
Pn
(
d
(
Y ns ,Y
n
t
)
>λ
)
≤ C |t − s|
1+b
λa
(C.2)
for any 0≤ s ≤ t ≤ T , any n ∈N and any λ> 0. Assume as well that for any ε> 0
there exists compact set Kε ⊆ E such that
Pn(Y
n
0 ∉Kε)≤ ε for any n ∈N.
Then, {Y nt ; t ∈ [0,T ]}n∈N is tight inC β for any β< ba .
Remark C.1. From (C.2) it is possible to conclude that the trajectories of {Y nt ; t ∈
[0,T ]} are in C β([0,T ];E ) with probability 1.
3Here we use the convention Xnτ+γ = Y nt if τ+γ> T .
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C.4. Thewhite noise. A random variable ξwith values in H−k(Td ) for some k >
0 is called a standardwhite noise if for any ℓ ∈N and any f1, . . . , fℓ ∈C∞(Td ), the
vector (ξ( f1), . . . ,ξ( fℓ)) is a Gaussian vector of mean 0 and covariances
E
[
ξ( fi )ξ( f j )
]= 〈 fi , f j 〉.
Let us assume that there exists a white noise ξ with values in H−k(Td ) for some
k > 0, defined in someprobability space (X ,P,F ). Let f ∈ L2(Td ) and let { f n ;n ∈
N} be a sequence of functions in C∞(Td ), convergent to f in L2(Td ). Then, the
real-valued randomvariables {ξ( f n);n ∈N} converge in L2(Td ) to a randomvari-
able that we call ξ( f ). Notice that ξ( f ) is well defined up to a set of zeromeasure
that may depend on f .
If {gn ;n ∈ N} is an orthonormal basis of L2(Td ), then the random variables
{ξ(gn);n ∈ N} are i.i.d. with common law N (0,1). In this case, ξ( f ) admits the
representation
ξ( f )=
∑
n∈N
ξ(gn)〈 f ,gn〉.
By the two-series theorem, this series converges if and only if
∑
n∈N〈 f ,gn〉2 <
+∞. On the other hand, by Riesz’s representation theorem, since ∑n∈N ξ(gn)2 =
+∞ with probability one, ξ can not be represented as a random variable with
values in L2(Td ). This fact is the main reason for the necessity of the introduc-
tion of the Sobolev spaces H−k(Td ). At least formally, this discussion leads to the
representation
ξ=
∑
n∈N
ξngn , (C.3)
where {ξn ;n ∈N} is i.d.d. with common law N (0,1). It will be convenient to use
the basis {φm ;m ∈Zd } in order to construct ξ. However, since the functions φm
are complex valued, (C.3) can not be used directly. Let {ξi ,0m ;m ∈ Zd , i = 1,2} be
an i.i.d. sequence of random variables with common law N (0,1). Let us define
{ξim ;m ∈Zd , i = 1,2} as
ξ1m =
ξ1,0m +ξ1,0−mp
2
; ξ2m =
ξ2,0m −ξ2,0−mp
2
.
The sequence {ξim ;m ∈Zd , i = 1,2} is also i.i.d. with common lawN (0,1), except
for the relations ξ1m = ξ1−m , ξ2m = −ξ2−m for any m ∈ Zd . Then, at least formally
the random variable
ξ :=
∑
m∈Zd
(ξ1m + iξ2−mp
2
)
φm (C.4)
is a white noise. The point of this formula is that ξ( f ) is real for real-valued
functions f . For any k > 0,
‖ξ‖2−k =
∑
m∈Zd
((
ξ1m
)2+ (ξ2m)2
2
)
(1+|m|2)−k . (C.5)
Thereofre, ξ is a random variable with values in H−k(Td ) if and only if this sum
is convergent with probability 1. By the three-series theorem, this is the case if
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and only if ∑
m∈Zd
(1+|m|2)−k <+∞.
We summarize this discussion in the following proposition:
Proposition C.5. A white noise ξ belongs to H−k(Td ) if and only if k > d/2.
Recall the definition of X nt given in (2.6). We see that X
n
t is a linear combi-
nation of Dirac δ functions. Let δx be the Dirac δ function centered at x ∈ Td .
Then,
δ̂x (m)= e−2πi x·m
and
‖δx‖2−k =
∑
m∈Zd
(1+|m|2)−k .
In particular δx ∈ H−k(Td ) if and only if k > d/2 and the process {X nt ; t ∈ [0,T ]}
has trajectories in D([0,T ];H−k(Td )) for any k > d/2.
A space-time white noise is a random variable W˙ such that W˙ ( f ) has a Gauss-
ian law of mean zero and variance∫∞
0
∫
f (t ,x)2dxdt
for any f : [0,∞)×Td → R of compact support and of class C∞. Although it
is possible to construct W˙ using (C.3), it is more convenient to define W˙ as the
derivative of another process. We say that a process {Wt ; t ≥ 0} with trajectories
in C ([0,T ];H−k(Td )) is a cylindrical Wiener process if for any f ∈ C∞(Td ), the
process {Wt ( f ); t ≥ 0} is a Brownian motion of variance ‖ f ‖2L2(Td )t . The process
{Wt ; t ≥ 0} can be constructed using a formula similar to (C.4). Let {B im(t ); t ≥
0,m ∈ Zd , i = 1,2} be a family of standard, independent Brownian motions, ex-
cept for the relations B1m(·)=B1−m(·), B2m(·)=−B2−m(·) for anym ∈Zd . Then,
Wt :=
∑
m∈Zd
1p
2
(
B1m(t )+ iB2m(t )
)
φm
is at least formally a cylindrical Wiener process. Using Proposition C.4 we can
verify that {Wt ; t ∈ [0,T ]} has trajectories in C β([0,T ];H−k(Td )) with probability
1 for any T > 0, any β < 1/2 and any k > d/2. The process W˙ is then defined as
the derivative of {Wt ; t ≥ 0} in the Itô sense.
C.5. The stochastic heat equation. In this section we define in a rigorous way
what do we understand by a solution of the stochastic heat equation (2.7). In
what follows we fix T > 0 and we assume that all processes are defined in a
probability space (X ,P,F ) and they are adapted to a common filtration {Ft ; t ∈
[0,T ]}. Let {W it ; t ∈ [0,T ], i = 1, . . . ,d } be a family of independent cylindrical
Wiener processes. Recall the definition of the operator Lt given in (6.10). We
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say that a process {Xt ; t ∈ [0,T ]} with values in H−k(Td ) for some k ∈R is a strong
solution of (2.7) if for any f ∈C∞([0,T ]×Td ),
Xt ( ft )= X0( f0)+
∫t
0
Xs
(
(∂s +Ls ) fs
)
ds+
d∑
i=1
∫t
0
dW is
(p
us(1−us)
∂ f
∂xi
)
,
where the integral with respect toW is is taken in the Itô sense. We say that a pro-
cess {Mt ; t ∈ [0,T ]} with values in H−k(Td ) is a martingale if for any f ∈C∞(Td )
the real-valued process {Mt ( f ); t ∈ [0,T ]} is a martingale. Notice that by duality,
the relation
Mt ( f ) :=
d∑
i=1
∫t
0
dW is
(p
us(1−us)
∂ f
∂xi
)
(C.6)
defines a martingale. Since W it belongs to H−k(T
d ) for k > d/2, it can be ver-
ified that Mt ∈ H−k(Td ) for k > 1+d/2. Notice that (C.6) can also be used for
test functions that depend on time. For any f , {Mt ( f ); t ∈ [0,T ]} has continuous
trajectories and that
〈Mt ( f )〉 =
∫t
0
∫
2u(s,x)(1−u(s,x))‖∇ f (x)‖2dxds. (C.7)
Thanks to Lévy’s characterization theorem, see Theorem II.4.4 of [31], this rela-
tion characterizes the law of {Mt ( f ); t ∈ [0,T ]}. Based in this observation, we say
that {Xt ; t ∈ [0,T ]} is amartingale solution of (2.7) if for any f ∈C∞([0,T ]×Td )
the process {Mt ( f ); t ∈ [0,T ]} defined as
Mt ( f )= Xt ( ft )−X0( f0)−
∫t
0
Xs
(
(∂s +Ls ) fs
)
ds
is a continuous martingale of quadratic variation given by (C.7). This notion of
solution is in principle weaker than the notion of strong solution of (2.7), since it
does not make explicit reference to the white noise W˙ . However, since there ex-
ists ε1 > 0 such that ε1 ≤ u(t ,x)≤ 1−ε1 for any (t ,x)∈ [0,T ]×Td , using themar-
tingale representation theorem it is possible to construct {Wt ; t ∈ [0,T ]} based on
{Mt ; t ∈ [0,T ]}, fromwhere both notions are equivalent.
Let {Ps,t ;0≤ s ≤ t ≤T } be the semigroup defined in (6.11). We say that {Xt ; t ∈
[0,T ]} is amild solution of (2.7) if for any t ∈ [0,T ] and any f ∈C∞(Td ),
Xt ( f )= X0(P0,t f )+
∫t
0
dMs(Ps,t f ),
where {Mt ; t ∈ [0,T ]} is the martingale defined in (C.6).
By definition, any martingale solution of (2.7) is also a mild solution. In this
article, we will only need the following result:
Proposition C.6. The law of a mild solution of (2.7) is uniquely determined by
the law of X0.
Proof. Let h ∈C∞([0,T ]×Td ). Since the quadratic variation of {Mt (h); t ≥ 0} is
deterministic, by Lévy’s characterization theorem, for any 0≤ s < t ≤ T ,Mt (h)−
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Ms(h) is independent of Fs and has a Gaussian law of mean zero and variance∫t
s
∫
2u(s′,x)(1−u(s′,x))‖∇h(s′,x)‖2dxds′.
This characterizes the law of Xt ( f ) as the sum of the independent random vari-
ables X0(P0,t f ) and
∫t
0 dMs(Ps,t f ) and by duality the law of Xt . Using the rela-
tion
Xt ( f )= Xs(Ps,t f )+
∫t
s
dMs ′(Ps ′,t f ), (C.8)
it also characterizes the joint law of Xs and Xt , since the two terms on the right-
hand side of (C.8) are independent. Recursively, this procedure characterizes all
finite-dimensional laws of {Xt ; t ∈ [0,T ]} which proves the lemma. 
AppendixD. Some computations involving the generator Ln
In this section we compute (∂s +Ln)X ns ( f ). In order to simplify the notation,
we consider f :Tdn →R and we compute
Ln
∑
x∈Tdn
(ηx −ux) fx .
In order to simplify the expression for rn , we assume that n ≥ 2‖F‖∞. We have
that
Ln
∑
x∈Tdn
(ηx −ux) fx = n2
∑
x∈Tdn
b∈B
(
rn(x,x+b)ηx (1−ηx+b)−
− rn(x+b,x)ηx+b(1−ηx )
)
( fx+b − fx )
= n2
∑
x∈Tdn
b∈B
(ηx −ηx+b)( fx+b − fx )
+n
∑
x∈Tdn
b∈B
Fnb (x)(ηx +ηx+b −2ηxηx+b)( fx+b − fx ).
(D.1)
The first sum on the right-hand side of this identity is equal to
∑
x∈Tdn ηx∆
n
x f ,
where
∆
n
x f := n2
∑
b∈B
( fx+b + fx−b −2 fx ).
Performing a summation by parts, we see that
∑
x∈Tdn ηx∆
n
x f is equal to∑
x∈Tdn
(ηx −ux)∆nx f +
∑
x∈Tdn
fx∆
n
xux . (D.2)
In order to compute the second sum on the right-hand side of (D.1), it is conve-
nient to write ηx+ηx+b−2ηxηx+b in terms of the centered variables ηx = ηx−ux :
ηx +ηx+b −2ηxηx+b = ηx +ηx+b +ux +ux+b−
−2ηxηx+b −2uxηx+b −2ux+bηx −2uxux+b
=−2ηxηx+b + (1−2ux )ηx+b + (1−2ux+b )ηx+
+ux +ux+b −2uxux+b.
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Therefore, the second sum on the right-hand side of (D.1) is equal to the sum of
the three terms ∑
x∈Tdn
b∈B
n( fx+b − fx )Fnb (x)(ux +ux+b −2uxux+b),
∑
x∈Tdn
b∈B
(ηx −ux)
(
(1−2ux+b)Fnb (x)n( fx+b − fx )+ (1−2ux−b )Fnb (x−b)n( fx − fx−b)
)
,
and
−
∑
x∈Tdn
b∈B
2(ηx −ux)(ηx+b −ux+b)Fnb (x)(ux+b −ux).
Notice that∑
x∈Tdn
ux∆
n
x f +
∑
x∈Tdn
b∈B
n( fx+b − fx )Fnb (x)(ux +ux+b −2uxux+b)=
∑
x∈Tdn
fxL
nux ,
whereL n is the discrete approximation of the operatoru 7→∆u−2∇·(u(1−u)F )
defined in (A.5).
Appendix E. Integration by parts formula
In this section we prove an estimate known in the literature as the integration
by parts formula, see Lemma 7.2.1 in [36]. Differently to the usual setting, we
need to derive this estimate using as referencemeasure themeasures µnt , which
are not invariant under the dynamics. This will introduce error terms that need
to be carefully computed. For the reader’s convenience, we repeat here some of
the definitions introduced in Section 3. Let u :Tdn → (0,1) be given and let µ be
themeasure
µ :=
⊗
x∈Tdn
Bern(ux ).
For each x ∈Tdn , define
ωx :=
ηx −ux
ux(1−ux )
.
Let f :Ωn → [0,∞) be a density with respect to µ. Let x, y ∈Tdn and let h :Ωn →R
be such that ∇x,yh is identically zero. Our objective will be to estimate
∫
h(ωy −
ωx )dµ in terms of
Dx,y
(p
f ;µ
)
:=
∫(∇x,yp f )2dµ.
The first step is the following identity:
Lemma E.1 (Integration by parts). Let µ, f , x, y and h be as above. Then,∫
h(ωy −ωx ) f dµ=
∫
hsx,y∇x,y f dµ− (uy −ux )
∫
hωxωy f dµ,
where
sx,y :=
ηx (1−ηy )
ux (1−uy )
.
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Proof. For any function g :Ωn→R,∫
g∇x,y f dµ=
∫
f
∇x,y (gµ)
µ
dµ.
Since ∇x,yh = 0, ∫
hg∇x,y f dµ=
∫
h f
∇x,y (gµ)
µ
dµ
and therefore we only need to choose a proper function g . Taking g = sx,y , we
see that
∇x,y (gµ)
µ
= ηy (1−ηx )
uy (1−ux )
− ηx(1−ηy )
ux(1−uy )
.
By (A.3),
∇x,y (gµ)
µ
=ωy −ωx + (uy −ux)ωxωy ,
which proves the lemma. 
The simple form of this lemma accounts for the choice of the variables ωx as
main variables in place of ηx .
We will combine Lemma E.1 with the following estimate:
Lemma E.2. Under the hypothesis of Lemma E.1, for any β> 0,∫
hsx,y∇x,y f dµ≤βDx,y
(p
f ;µ
)+ 4
ε0β
∫
h2 f dµ,
where ε0 > 0 is such that ε0 ≤ u0 ≤ 1−ε0 for any x ∈Tdn .
Proof. Notice that for any α> 0,
∇x,y f =∇x,y
p
f
(p
f (ηx,y )+
p
f
)
≤ α
2
(
∇x,y
p
f
)2+ 1
2α
(p
f (ηx,y )+
p
f
)2
≤ α
2
(
∇x,y
p
f
)2+ 1
α
(
f (ηx,y )+ f
)
.
Takingα= 2β|hsx,y | , we see that∫
hsx,y∇x,y f dµ≤βDx,y
(p
f ;µ
)+ 1
2β
∫
h2s2x,y
(
f (ηx,y )− f )dµ. (E.1)
The integral on the right-hand side of this estimate is equal to
1
2β
∫
h2
(
s2x,y + s2y,x
uy (1−ux )
ux(1−uy )
)
f dµ≤ 4
ε20β
∫
h2 f dµ,
where we used the bound ux(1−ux) ≥ ε02 to get the last estimate. Putting this
estimate back into (E.1), the lemma is proved. 
Putting Lemmas E.1 and E.2 together and choosing β = δn2, we obtain the
following estimate:
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Lemma E.3. Let x, y ∈ Tdn . Let f :Ωn → [0,∞) be a density with respect to µ and
let h :Ωn →R be such that ∇x,yh = 0. Then, for any δ> 0,∫
h(ωy −ωx ) f dµ≤ δn2Dx,y
(p
f ;µ
)+ 4
δε0n2
∫
h2 f dµ
− (uy −ux)
∫
hωxωy f dµ.
Remark E.1. In the case on which u is constant, in all three previous lemmas
the factor uy −ux vanishes identically. This would have rendered the proof of
Theorems 2.2 and 2.4 considerably easier, see [33].
Appendix F. Entropy and concentration inequalities
In this section we collect two classes of classical inequalities which comple-
ment each other very well in our context. First we discuss how to estimate inte-
grals in terms of entropy and exponential moments, and then we discuss how to
estimate exponential moments using concentration inequalities.
F.1. Entropy inequalities. In this section we present some classical inequalities
involving the entropy. For completeness, we present the proofs of these inequal-
ities. We start with the variational formula for the entropy. In order to avoid
integrability issues, we will only work on a finite setΩ.
Proposition F.1 (Variational formula of the entropy). Let µ be a measure on a
finite spaceΩ. Let f be a density with respect to µ. Then,
H ( f ;µ) :=
∫
f log f dµ= sup
g :Ω→R
{∫
f gdµ− log
∫
egdµ
}
. (F.1)
Proof. The Legendre transform of y 7→ e y−1 is x 7→ x logx. Therefore,
x logx = sup
θ∈R
{
θx−eθ−1}.
Using this formula for f log f , we see that∫
f log f dµ=
∫
sup
θ∈R
{
θ f −eθ−1
}
dµ= sup
g :Ω→R
{∫
f gdµ−
∫
eg−1dµ
}
. (F.2)
This formula is not (F.1), but it looks very similar. Let g :Ω→ R be fixed. Notice
that
sup
λ∈R
{∫
f (g +λ)dµ−
∫
eg+λ−1dµ
}
=
∫
f gdµ− log
∫
egdµ.
Putting this estimate back into (F.2), the proposition is proved. 
The main application of this variational formula is to derive the following es-
timates:
Proposition F.2. Let µ be ameasure on a finite spaceΩ and let f be a densitywith
respect to µ. Then,
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i) for any γ> 0 and any g :Ω→R,∫
f gdµ≤ 1
γ
(
H ( f ;µ)+ log
∫
eγgdµ
)
, (F.3)
ii) for any A ⊆Ω, ∫
A
f dµ≤ H ( f ;µ)+ log2
logµ(A)−1
. (F.4)
Proof. In order to prove (F.3), it is enough to take γg as a test function in (F.1).
In order to prove (F.4), it is enough to choose g = 1A and γ = log(1+ 1µ(A) ) in
(F.3). 
Proposition (F.2) is very useful in the case on which g is a sum of random
variables which are independent with respect toµ. In our context, functions like
V (G) or V ℓ(G) defined in (3.1), (3.4) resp., are sums of local random variables,
which are independent only if they are apart enough. Let us recall the definition
of ℓ-dependent random variables given in Section 3. We say that a set B ⊆ Tdn
is ℓ-sparse if |y − x| ≥ ℓ for any x 6= y ∈ B . We say that a family {ξx ;x ∈ Tdn } is ℓ-
dependent if the random variables {ξx ;x ∈ B } are independent for any ℓ-sparse
set B . We have the following lemma.
Lemma F.3. For any ℓ ≤ n/2 there exists a partition {B ; i ∈Iℓ} of Tdn in at most
(d +1)ℓd ℓ-sparse sets.
Proof. Let us identifyTdn with the set {0,1, . . . ,n−1}d . Recall thatΛℓ := {0, . . . ,ℓ}d .
Let n = aℓ+b be the division with rest of n by ℓ. Notice that a ≥ 2. Let z ∈ Tdn .
Considering the division with rest of each coordinate of z by ℓ, we can write
z = ℓx+ y in a unique way, where y ∈Λℓ and x ∈Λa . For x ∈Λa , let H (x) be the
cardinality of the set {i ∈ {1, . . . ,d };xi = a}. For y ∈Λℓ and j = 0,1, . . . ,d , let
B
j
y :=
{
z = ℓx+ y ;H (x)= j}.
It can be verified that {B jy ; y ∈Λℓ, j = 0,1, . . . ,d } is a partition of Tdn into ℓ-sparse
sets, which proves the lemma. 
Remark F.1. The condition ℓ〈n/2 is necessary, because for n = 2ℓ− 1, any ℓ-
sparse set has a unique element.
For ℓ-dependent families {ξx ;x ∈Tdn}, (F.3) has the following form:
Lemma F.4. Let µ be ameasure on a finite setΩ. Let f be a density with respect to
µ. Let {ξx ;x ∈ Tdn} be ℓ-dependent with respect to µ, with ℓ < n/2. Then, for any
γ> 0, ∫ ∑
x∈Tdn
ξx f dµ≤
d +1
γ
(
H ( f ;µ)+ 1
ℓd
∑
x∈Tdn
log
∫
eγℓ
dξxdµ
)
and ∣∣∣∫ ∑
x∈Tdn
ξx f dµ
∣∣∣≤ d +1
γ
(
H ( f ;µ)+ 1
ℓd
∑
x∈Tdn
∣∣∣ log∫eγℓdξxdµ∣∣∣).
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Proof. Let {Bi ; i ∈Iℓ} be the partition obtained fromLemmaF.3. Using (F.3) with
γ˜= γℓd , we see that∫ ∑
x∈Tdn
ξx f dµ=
∑
i∈Iℓ
∫ ∑
x∈Bi
ξx f dµ≤
∑
i∈Iℓ
1
γℓd
(
H ( f ;µ)+ log
∫
exp
{
γℓd
∑
x∈Bi
ξx
}
dµ
)
≤ d +1
γ
(
H ( f ;µ)+ 1
ℓd
∑
x∈Tdn
log
∫
eγℓ
dξxdµ
)
,
which proves the first inequality. The second inequality is proved in the same
way. 
Remark F.2. Although this lemma is fairly simple, it is convenient to include it as
a reference, since it is used uncountable times along the article.
F.2. Tail and moment bounds. Estimate (F.4) will provide a way to obtain tail
estimates for various random variables of interest. The following propositions
will be very useful to transform these tail estimates into moment estimates.
Proposition F.5. Let ξ be a non-negative random variable and let f be a non-
decreasing function of classC 1. Then,
E [ f (ξ)]≤ f (0)+
∫∞
0
f ′(λ)P(ξ>λ)dλ.
Proof. It follows from the integration-by-parts theorem for Stieltjes integrals.

Wewill use this proposition to obtain moment estimates from tail estimates:
Proposition F.6. Let K > 0, p > 1 be given and let ξ be a random variable such
that
P
(
|ξ| >λ
)
≤ K
λp
for any λ> 0. Then, for any 0< q < p there exists c = c(p,q) such that
E [|ξ|q ]≤ cK q/p .
Proof. By Proposition F.5,
E [|ξ|q ]= q
∫∞
0
λq−1P
(|ξ| >λ)dλ≤ q∫K 1/q
0
λq−1dλ+q
∫∞
K 1/q
Kλq−p−1dλ
≤ p
p−q K
q/p ,
as we wanted to show. 
F.3. Concentration inequalities. Recall expressions (3.4) for V ℓ(G) and (3.11)
for W ℓ,b
′
(G). If one wants to use Lemma F.4 to estimate integrals of the form∫
V ℓ(G) f dµ, we need to know how to estimate exponential moments of prod-
ucts and squares of sums of bounded random variables. This is what is accom-
plished by what is known in the literature as concentration inequalities, see [7].
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We say that a real-valued random variables ξ is subgaussian of order σ2 if
logE [eθξ]≤ 12σ2θ2 for any θ ∈R.
For our purposes, themost important property of subgaussian randomvariables
is the following:
Proposition F.7. Let ξ be subgaussian of order σ2. Then,
E [eγξ
2
]≤ 3 for any γ≤ (4σ2)−1.
Proof. This is a simple application of Chernoff’s method. For any λ> 0,
logP(ξ>λ)≤ logE [eθξ]−θλ≤ 12σ2θ2−θλ.
Taking θ = λ
σ2
, we see that P(ξ > λ) ≤ e−λ2/2σ2 . Repeating the computation for
P(ξ<−λ), we conclude that
P
(|ξ| >λ)≤ 2e−λ2/2σ2 .
Using Proposition F.5, we see that
E [eγξ
2
]≤ 1+
∫∞
0
4γλexp
{
−λ2
( 1
2σ2
−γ
)}
dλ
≤ 1−
2γexp
{
−λ2
( 1
2σ2 −γ
)}
1
2σ2 −γ
∣∣∣∣∞
x=0
≤ 1+ 2γ
1
2σ2 −γ
= 1+2γσ
2
1−2γσ2 .
This expression is increasing in γ. For γ = (4σ2)−1, the right-hand side of this
estimate is equal to 3, which proves the proposition. 
Remark F.3. Thenumeric constant 3 is not relevant. In principle, it canbeproved
that E [eγξ] converges to 1 linearly in γ, but this type of estimate would not im-
prove any of our results. Notice that the estimate explodes for γ = 12σ2. This is
not an accident, since the square of a Gaussian random variable does not have
finite exponential moments of all orders.
We will also need to estimate exponential moments of products of subgaus-
sian random variables:
Lemma F.8. Let ξi be subgaussian random variables of order σ
2
i
, i = 1,2. Then,
for any γ≤ (4σ1σ2)−1,
E [eγξ1ξ2]≤ 3.
Proof. This estimate follows from Cauchy-Schwartz inequality: first we notice
that for any β> 0,
E [eγξ1ξ2]≤ E
[
exp
{βγξ21
2
+ γξ
2
2
2β
}]
≤ E [eβγξ21]1/2E [eγξ22/β]1/2
≤
(
1+2γσ21β
1−2γσ21β
· 1+2γσ
2
2/β
1−2γσ22/β
)1/2
.
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Taking β=σ2/σ1, we see that
E [eγξ1ξ2]≤ 1+2γσ1σ2
1−2γσ1σ2
≤ 3
if γ≤ (4σ1σ2)−1, as we wanted to prove. 
Now we explain how to prove that sums of bounded random variables are
subgaussian. It is clear that any mean-zero, bounded random variable is sub-
gaussian, but the real question is how to estimateσ2 in an efficient way. We start
with Hoeffding’s lemma:
Lemma F.9 (Hoeffding). Let ξ be a random variable with values on the interval
[0,1]. Let ρ =E [ξ]. Then,
logE [eθ(ξ−ρ)]≤ 18θ2.
Proofs of this lemma are easy to find; even Wikipedia has a reasonably well
explained proof. Therefore, we omit the proof. Notice that in particular, ξ−ρ
is subgaussian of order 14 . As mentioned above, the importance of this lemma
is that the order is independent of the law of ξ. Here and below, µ is a measure
satisfying the hypothesis of Lemma 3.1. Since ηx ∈ [0,1], this lemma has the
following consequence:
Lemma F.10. For any finite set A and any x ∈ Tdn , ωx+A is subgaussian of order
C (A,ε0). Moreover, if the cardinality of A is equal to ℓ, we can choose C (A,ε0) =
(2/ε0)−2ℓ.
Proof. It is enough to observe that ux(1−ux )≥ ε0/2 for any x ∈Tdn . 
Holder’s inequality can be used to estimate exponential moments of sums.
For later use we will state this as a lemma.
Lemma F.11. Let {ζi ; i ∈ I } be a family of random variables such that E [eζi ] <
+∞ for any i ∈I . Let k be the cardinality of I . For any m ∈N such that m ≥ k,
log
∫
e
∑
i∈I ζidµ≤
∑
i∈I
1
m
log
∫
emζidµ.
Proof. Defining ζi = 0 if i ∉I , we can assume that the cardinality of I ism. By
Holder’s inequality, ∫∏
i∈I
eζidµ≤
∏
i∈I
(∫
emζidµ
)1/m
.
Taking logarithms, the lemma is proved. 
The previous lemma shows in particular that sums of subgaussian random
variables are also subgaussian. When some independence is present, the fol-
lowing lemma explains how to obtain a better bound on the order of the sum.
Lemma F.12. Let {ξx ;x ∈ Tdn} be ℓ-dependent. Assume that for any x ∈ Tdn , ξx is
subgaussian of order σ2x . Then for any f :T
d
n →R,∑
x∈Tdn
fxξx is subgaussian of order (d +1)ℓd
∑
x∈Tdn
σ2x fx .
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Proof. Let {Bi ; i ∈Iℓ} be the partition of Tdn obtained from Lemma F.3. Then,
logE
[
exp
{
θ
∑
x∈Tdn
fxξx
}]= logE[exp{θ ∑
i∈Iℓ
∑
x∈Bi
fxξx
}]
≤ 1
(d +1)ℓd
∑
i∈Iℓ
log
∫
exp
{
(d +1)ℓdθ
∑
x∈Bi
fxξx
}
dµ
≤ 1
(d +1)ℓd
∑
i∈Iℓ
∑
x∈Bi
log
∫
exp
{
(d +1)ℓdθ fxξx
}
dµ
≤ (d +1)ℓdθ2
∑
x∈Tdn
1
2σ
2
x f
2
x ,
as we wanted to prove. Here we used Lemma F.12 in the second line and inde-
pendence in the third line. 
A very useful generalization of Lemma F.8 is known in the literature as the
Hanson-Wright inequality. We will state this generalization in the precise form
needed in this article.
Lemma F.13 (Hanson-Wright). Let {(ξx , ξ˜x );x ∈ Tdn} ℓ-dependent random vari-
ables, and let F :Tdn ×Tdn →R be such that Fx,y = 0 whenever |x− y | < ℓ. Assume
that the random variables ξx , ξ˜x are subgaussian of order σ
2
x , σ˜
2
x for any x ∈ Tdn .
Then, there exists C =C (ℓ) such that∫
exp
{
γ
∑
x,y∈Tdn
ξx ξ˜yFx,y
}
dµ≤ 3 (F.5)
for any
γ≤
(
C (ℓ)
∑
x,y∈Tdn
σ2x σ˜
2
yFx,y
)−1/2
.
Remark F.4. We were not able to find a reference with a version of Hanson-
Wright inequality for ℓ-dependent random variables that we could directly use,
nor a simple way to derive it from its classical version for independent random
variables. Therefore, we need to present a complete proof. Our proof is an adap-
tation of the proof in [44].
Proof. We will make repeated use of the inequality eE[X ] ≤ E [eX ]. The idea is
to use decoupling. Let {Bi ; i ∈ Iℓ} be the partition obtained from Lemma F.3.
Let B, B˜ two random sets obtained in the following way. First we choose an
index i ∈ Iℓ uniformly at random. Then, we choose B uniformly at random
among all subsets of Bi . Then we choose B˜ uniformly at random among the
subsets of {y ∈ Tdn ; |y − x| ≥ ℓ for any x ∈ B}. Let P be the law of (B, B˜) and let E
the expectation with respect to P. Let us define
qx,y =P
(
x ∈B, y ∈ B˜)
Recall that whenever Fx,y 6= 0, |x− y | ≥ ℓ and in particular
qx,y ≥
1
(d +1)ℓd ·
1
2
· 1
2d
· 1
2
= 1
(d +1)2d+2ℓd .
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This estimate need some explanation. The first term is smaller than the proba-
bility of choosing the right index i . The second term is the probability of choos-
ing x in B. The third term is smaller than the probability of not choosing any of
the points in Bi which are distance ℓ or less from y , and the fourth term is the
probability of choosing y , once it is able, in B˜. Notice that
∑
x,y∈Tdn
ξx ξ˜yFx,y =E
[ ∑
x,y∈Tdn
ξx ξ˜yFx,y
1
(
x ∈B, y ∈ B˜
)
qx,y
]
=E
[ ∑
x∈B
y∈B˜
ξx ξ˜y
Fx,y
qx,y
]
.
Therefore, the left-hand side of (F.5) is bounded by
E
[∫
exp
{
γ
∑
x∈B
y∈B˜
ξx ξ˜y
Fx,y
qx,y
}
dµ
]
The main point of this bound is that now the families {ξx ;x ∈ B} and {ξ˜y ; y ∈ B˜}
are independent. Therefore, conditioning on ξ˜y we can use Lemma F.12 to show
that this expectation is bounded by
E
[∫
exp
{ ∑
x∈B
γ2σ2x
2
( ∑
y∈B˜
ξ˜y
Fx,y
qx,y
)2}
dµ
]
.
Let {p(x);x ∈B} be ameasure to be chosen in a few lines. Rewriting the expecta-
tion above as
E
[∫
exp
{γ2
2
∑
x∈B
σ2x
p(x)
p(x)
( ∑
y∈B˜
ξ˜y
Fx,y
qx,y
)2}
dµ
]
.
we see that it is bounded by
E
[∫∑
x∈B
p(x)exp
{ γ2σ2x
2p(x)
( ∑
y∈B˜
ξ˜y
Fx,y
qx,y
)2}
dµ
]
.
By Proposition F.7 and Lemma F.12 applied to the variables {ξy ; y ∈ B˜}, the inte-
gral ∫
exp
{ γ2σ2x
2p(x)
( ∑
y∈B˜
ξ˜y
Fx,y
qx,y
)2}
dµ
is bounded by 3 if
γ2σ2x
2p(x)
≤
(
4(d +1)ℓd
∑
y∈B˜
σ˜2yF
2
x,y
q2x,y
)−1
.
We want this bound to be satisfied for any x ∈ B. The optimal choice of p(x) in
order to maximize the value of γ is
p(x)= 2(d +1)ℓdγ2σ2x
∑
y∈B˜
σ˜2yF
2
x,y
q2x,y
, with γ≤
(
2(d +1)ℓd
∑
x∈B
y∈B˜
σ2x σ˜
2
yF
2
x,y
q2x,y
)−1/2
.
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This restriction holds regardless of the chosen set B if we take
γ≤
(
2(d +1)ℓd
∑
x,y∈Tdn
σ2x σ˜
2
yF
2
x,y
q2x,y
)−1/2
.
Since q−2x,y ≤ (d+1)222(d+2)ℓ2d , the lemma is proved withC (ℓ)= (d+1)322d+5ℓ3d .

Remark F.5. In our context, the value of the constantC (ℓ) will not be relevant.
AppendixG. Proof of the flow lemma
In this sectionweprove Lemma3.2. Insteadof proving this lemmadirectly, we
will prove the following lemma, which is simpler. Let us recall the definition of
flow given in Section 3 after (3.4). Recall thatΛℓ denotes the cube {0,1, . . . ,ℓ−1}d
and that pℓ denotes the uniformmeasure onΛℓ.
Lemma G.1. There exists a finite constant C =C (d ) such that for any ℓ ∈N there
exists a flowψℓ connecting pℓ to pℓ−1 with support contained inΛℓ, such that∣∣ψℓ(x;b)∣∣≤Cℓ−d
for any x ∈Λℓ and any b ∈B.
Proof. For k = 0,1, . . . ,d , letΛk
ℓ
be the set of sites inΛℓ with exactly k coordinates
equal to ℓ−1. The idea is to successively transport mass from Λk
ℓ
to Λk−1
ℓ
in a
uniform way. In that case, the final result has to be uniform by construction.
Notice that flows have an Abelian structure: if φ1,2 connects p1 to p2 and φ2,3
connects p2 to p3, then φ1,2+φ2,3 connects p1 to p3. We start moving the mass
at Λd
ℓ
= {(ℓ− 1, . . . ,ℓ− 1)} along the d segments of length ℓ− 1 that form Λd−1
ℓ
.
This is accomplished by defining
ψℓd (x−kb;b)=−
ℓ−k
ℓ−1 ·
1
dℓd
for x = (ℓ− 1, . . . ,ℓ− 1), k = 1, . . . ,ℓ− 1 and b ∈ B, and ψℓ
d
(y ;b) = 0 otherwise.
The factor 1
ℓd
is the mass of Λd
ℓ
with respect to pℓ, the factor
1
d divides the mass
uniformly among each segment ofΛℓ−1
ℓ
, and the factor ℓ−kℓ−1 dsitributes themass
uniformly on each segment. The flow ψℓ
d
defined in this way connects pℓ to a
measure pd−1
ℓ
supported in Λ0
ℓ
∪ ·· · ∪Λd−1
ℓ
, equal to pℓ in Λ
0
ℓ
∪ ·· · ∪Λd−2
ℓ
and
equidistributed inΛd−1
ℓ
.
The idea is to iterate this construction. Let pk
ℓ
the measure in Λ0
ℓ
∪ ·· · ∪Λk
ℓ
defined by the conditions
• pk
ℓ
is equal to pℓ in Λ
0
ℓ
∪·· ·∪Λk−1
ℓ
,
• pk
ℓ
is equidistributed in Λk
ℓ
.
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For x ∈Λk
ℓ
, j = 1, . . . ,ℓ−1 and b ∈B such that x ·b = ℓ−1 (there are exactly k
of such indices b), let us define
ψℓk(x− j b;b)=−
ℓ− j
ℓ−1 ·
pk
ℓ
(x)
k
.
Otherwise we take ψℓ
k
(y ;b)= 0. The flow ψℓ
k
defined in this way connects pk
ℓ
to
pk−1
ℓ
. In this way we have constructed a sequence {ψℓ
k
;k = d ,d−1, . . . ,1} of flows
connecting pk
ℓ
to pk−1
ℓ
. We conclude that the flow
ψℓ :=
d∑
k=1
ψℓk
connects pℓ to p
0
ℓ
= pℓ−1. Since the supports of the flows ψℓk are disjoint,
‖ψℓ‖∞ = sup
1≤k≤d
‖ψℓk‖∞.
The constants ak := pkℓ(x) for x ∈Λkℓ are not difficult to estimate. The cardinality
ofΛk
ℓ
is equal to
(d
k
)
(ℓ−1)d−k . Therefore,
1
ℓd
k−1∑
i=0
(
d
k
)
(ℓ−1)d−i +
(
d
k
)
(ℓ−1)d−kak = 1=
1
ℓd
d∑
i=1
(
d
i
)
(ℓ−1)d−i .
Therefore,
ak =
(
d
k
)−1 d∑
i=k
(
d
i
)
(ℓ−1)−(i−k) ≤
(
d
k
)−1 d∑
i=k
(
d
i
)
.
Notice that this last expression does not depend on ℓ. Since ‖ψℓ
k
‖∞ ≤ akk , we
conclude that
‖ψℓ‖∞ ≤ sup
1≤k≤d
1
k
(
d
k
)−1 d∑
i=k
(
d
i
)
,
as we wanted to show. 
Now that we know how to connect pℓ to pℓ−1, it is enough to add these flows
to connect pℓ to p1, which is equal to the point mass at 0. Recall the definition
of gd (·) given in Theorem 2.2. We have the following result:
Lemma G.2. There exists a finite constant C =C (d ) such that for any ℓ ∈N there
exists a flow ψ˜ℓ supported in Λℓ, connecting the point mass at the origin to the
uniformmeasure pℓ inΛℓ and such that∑
x∈Λℓ
b∈B
ψ˜ℓ(x;b)2 ≤Cgd (ℓ);
∑
x∈Λℓ
b∈B
∣∣ψ˜ℓ(x;b)∣∣≤Cℓ.
Proof. In d = 1 it is enough to define
ψ˜ℓ(x;e1)=
{
ℓ−x
ℓ
; x = 0,1, . . . ,ℓ−1
0 ; otherwise.
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For d ≥ 2, we define
ψ˜ℓ =−
ℓ∑
k=1
ψk
For x,b such that x+b ∈Λk
ℓ
\Λk−1
ℓ
,ψi (x;b)= 0 if i ≤ k −1. Therefore,
∣∣ψ˜ℓ(x;b)∣∣= ∣∣∣ ℓ∑
i=k
ψi (x;b)
∣∣∣≤C (d ) ℓ∑
i=k
1
id
≤ C (d )
kd−1
The number of couples (x;b) such that x+b ∈Λk
ℓ
\Λk−1
ℓ
is bounded byC (d )kd−1.
Therefore,∑
x∈Λℓ
b∈B
ψ˜ℓ(x;b)2 ≤C (d )
ℓ∑
k=1
kd−1
k2(d−1)
=C (d )
ℓ∑
k=1
1
kd−1
≤C (d )gd (ℓ)
and ∑
x∈Λℓ
b∈B
∣∣ψ˜ℓ(x;b)∣∣≤C (d ) ℓ∑
k=1
kd−1
kd−1
=C (d )ℓ,
as we wanted to show. 
Starting from Lemma G.2, it is not difficult to prove Lemma 3.2: since qℓ =
pℓ∗pℓ, the flow φℓ defined as
φℓ(x;b)=
∑
z∈Zd
ψ˜ℓ(x− z;b)pℓ(z)
for any x ∈ Zd and any b ∈B connects the point mass at 0 with qℓ. It also has
support on Λ2ℓ−1. Moreover,∑
x∈Zd
b∈B
φℓ(x;b)2 =
∑
x∈Zd
b∈B
( ∑
z∈Zd
ψ˜ℓ(x− z;b)pℓ(z)
)2
≤
∑
x,z∈Zd
b∈B
ψ˜ℓ(x− z;b)2pℓ(z)=
∑
x∈Zd
b∈B
ψ˜ℓ(x;b)2,
and similarly ∑
x∈Zd
b∈B
∣∣φℓ(x;b)∣∣≤ ∑
x∈Zd
b∈B
∣∣ψ˜ℓ(x;b)∣∣,
which proves Lemma 3.2.
Acknowledgements
M.J. would like to thank the warm hospitality of Leiden University, where this
work was initiated, and of the Isaac Newton Institute of Mathematical Sciences,
where this work was finished. M.J. and O.M. were partially supported by NWO
GravitationGrant 024.002.003-NETWORKS.M.J. acknowledgesCNPq for its sup-
port through the Grant 305075/2017-9 and ERC for its support through the Eu-
ropeanUnions Horizon 2020 research and innovative programme (Grant Agree-
ment No. 715734).
64 MILTON JARA ANDOTÁVIOMENEZES
References
[1] Gideon Amir, Ivan Corwin, and Jeremy Quastel. Probability distribution of the free energy
of the continuum directed random polymer in 1+1 dimensions. Comm. Pure Appl. Math.,
64(4):466–537, 2011.
[2] Mario Ayala, Gioia Carinci, and Frank Redig. Quantitative Boltzmann-Gibbs principles via
orthogonal polynomial duality. J. Stat. Phys., 171(6):980–999, 2018.
[3] C. Bahadoran.Hydrodynamical limit for spatially heterogeneous simple exclusion processes.
Probab. Theory Related Fields, 110(3):287–331, 1998.
[4] Lorenzo Bertini, Alberto De Sole, Davide Gabrielli, Giovanni Jona-Lasinio, and Claudio
Landim. Large deviations for the boundary driven symmetric simple exclusion process.
Mathematical Physics, Analysis and Geometry, 6(3):231–267, 2003.
[5] Lorenzo Bertini and Giambattista Giacomin. Stochastic Burgers and KPZ equations from
particle systems. Comm.Math. Phys., 183(3):571–607, 1997.
[6] F. Bonetto, J. L. Lebowitz, and L. Rey-Bellet. Fourier’s law: a challenge to theorists. InMathe-
matical physics 2000, pages 128–150. Imp. Coll. Press, London, 2000.
[7] Stéphane Boucheron, Gábor Lugosi, and Pascal Massart. Concentration inequalities: A
nonasymptotic theory of independence. Oxford university press, 2013.
[8] Th. Brox andH. Rost. Equilibriumfluctuations of stochastic particle systems: the role of con-
served quantities. Ann. Probab., 12(3):742–759, 1984.
[9] Gioia Carinci, Cristian Giardinà, Frank Redig, and Tomohiro Sasamoto. A generalized asym-
metric exclusion process with Uq (sl2) stochastic duality. Probab. Theory Related Fields,
166(3-4):887–933, 2016.
[10] Chih-Chung Chang. Equilibrium fluctuations of gradient reversible particle systems. Proba-
bility theory and related fields, 100(3):269–283, 1994.
[11] Chih Chung Chang andHorng-Tzer Yau. Fluctuations of one-dimensional Ginzburg-Landau
models in nonequilibrium. Comm.Math. Phys., 145(2):209–234, 1992.
[12] Ivan Corwin, Hao Shen, and Li-Cheng Tsai. ASEP(q, j ) converges to the KPZ equation. Ann.
Inst. Henri Poincaré Probab. Stat., 54(2):995–1012, 2018.
[13] Paul Covert and Fraydoun Rezakhanlou. Hydrodynamic limit for particle systems with non-
constant speed parameter. J. Statist. Phys., 88(1-2):383–426, 1997.
[14] A. DeMasi, E. Presutti, and E. Scacciatelli. The weakly asymmetric simple exclusion process.
Ann. Inst. H. Poincaré Probab. Statist., 25(1):1–38, 1989.
[15] AnnaDeMasi, Pablo Ferrari, and Joel L. Lebowitz. Reaction-diffusion equations for interact-
ing particle systems. Journal of statistical physics, 44(3-4):589–644, 1986.
[16] Anna De Masi and Errico Presutti.Mathematical methods for hydrodynamic limits, volume
1501 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1991.
[17] Amir Dembo and Li-Cheng Tsai. Weakly asymmetric non-simple exclusion process and the
Kardar-Parisi-Zhang equation. Comm.Math. Phys., 341(1):219–261, 2016.
[18] Peter Dittrich and Jürgen Gärtner. A central limit theorem for the weakly asymmetric simple
exclusion process.Math. Nachr., 151:75–93, 1991.
[19] Deniz Dizdar, Georg Menz, Felix Otto, and Tianqi Wu. The quantitative hydrodynamic limit
of the kawasaki dynamics. arXiv:1807.09850.
[20] Deniz Dizdar, Georg Menz, Felix Otto, and Tianqi Wu. Toward a quantitative theory of the
hydrodynamic limit. arXiv:1807.09857.
[21] Jonathan Farfan, Claudio Landim, and Mustapha Mourragui. Hydrostatics and dynamical
large deviations of boundary driven gradient symmetric exclusion processes. Stochastic Pro-
cesses and their Applications, 121(4):725–758, 2011.
[22] P. A. Ferrari, E. Presutti, and M. E. Vares. Nonequilibrium fluctuations for a zero range pro-
cess. Ann. Inst. H. Poincaré Probab. Statist., 24(2):237–268, 1988.
[23] T. Funaki, K. Uchiyama, and H. T. Yau. Hydrodynamic limit for lattice gas reversible under
Bernoulli measures. In Nonlinear stochastic PDEs (Minneapolis, MN, 1994), volume 77 of
IMA Vol. Math. Appl., pages 1–40. Springer, New York, 1996.
NON-EQUILIBRIUM FLUCTUATIONS OF INTERACTING PARTICLE SYSTEMS 65
[24] JürgenGärtner. Convergence towardsBurgers’ equation andpropagationof chaos forweakly
asymmetric exclusion processes. Stochastic Process. Appl., 27(2):233–260, 1988.
[25] Patrícia Gonçalves andMilton Jara. Scaling limits of additive functionals of interacting parti-
cle systems. Communications on Pure and Applied Mathematics, 66(5):649–677, 2013.
[26] PatríciaGonçalves, Milton Jara, and Sunder Sethuraman. A stochastic Burgers equation from
a class of microscopic interactions. Ann. Probab., 43(1):286–338, 2015.
[27] Patrícia Gonçalves, Milton Jara, andMarielle Simon. Second order Boltzmann-Gibbs princi-
ple for polynomial functions and applications. J. Stat. Phys., 166(1):90–113, 2017.
[28] Patrícia Gonçalves, Claudio Landim, and Aniura Milanés. Nonequilibrium fluctuations
of one-dimensional boundary driven weakly asymmetric exclusion processes. Ann. Appl.
Probab., 27(1):140–177, 2017.
[29] M. Z. Guo, G. C. Papanicolaou, and S. R. S. Varadhan. Nonlinear diffusion limit for a system
with nearest neighbor interactions. Comm.Math. Phys., 118(1):31–59, 1988.
[30] Richard A. Holley and Daniel W. Stroock. Generalized Ornstein-Uhlenbeck processes and
infinite particle branchingBrownianmotions.Publ. Res. Inst.Math. Sci., 14(3):741–788, 1978.
[31] Jean Jacod and Albert Shiryaev. Limit theorems for stochastic processes, volume 288. Springer
Science & Business Media, 2013.
[32] Milton Jara. Hydrodynamic limit of particle systems with long jumps. arXiv:0805.1326.
[33] Milton Jara and Otávio Menezes. Non-equilibrium fluctuations for a reaction-diffusion
model via relative entropy. arXiv:1810.03418, 10 2018.
[34] Leif Jensen and Horng-Tzer Yau. Hydrodynamical scaling limits of simple exclusion models.
In Probability theory and applications (Princeton, NJ, 1996), volume 6 of IAS/Park City Math.
Ser., pages 167–225. Amer. Math. Soc., Providence, RI, 1999.
[35] C. Kipnis, S. Olla, and S. R. S. Varadhan. Hydrodynamics and large deviation for simple ex-
clusion processes. Comm. Pure Appl. Math., 42(2):115–137, 1989.
[36] Claude Kipnis andClaudio Landim. Scaling limits of interacting particle systems, volume320.
Springer Science & Business Media, 2013.
[37] Cyril Labbé. Weakly asymmetric bridges and the KPZ equation. Comm. Math. Phys.,
353(3):1261–1298, 2017.
[38] O. A. Ladyženskaja, V. A. Solonnikov, andN. N. Ural’ceva. Linear and quasilinear equations of
parabolic type. Translated from the Russian by S. Smith. Translations ofMathematicalMono-
graphs, Vol. 23. American Mathematical Society, Providence, R.I., 1968.
[39] C. Landim, S. Olla, and S. R. S. Varadhan. On viscosity and fluctuation-dissipation in exclu-
sion processes. J. Statist. Phys., 115(1-2):323–363, 2004.
[40] Claudio Landim. Gaussian estimates for symmetric simple exclusion processes. Ann. Fac.
Sci. Toulouse Math. (6), 14(4):683–703, 2005.
[41] Martin Lohmann, Gordon Slade, and Benjamin C. Wallace. Critical two-point function for
long-rangeO(n) models below the upper critical dimension. J. Stat. Phys., 169(6):1132–1161,
2017.
[42] Jean-ChristopheMourrat andHendrikWeber. Convergence of the two-dimensional dynamic
Ising-Kac model toΦ42. Comm. Pure Appl. Math., 70(4):717–812, 2017.
[43] Errico Presutti and Herbert Spohn. Hydrodynamics of the voter model. Ann. Probab.,
11(4):867–875, 1983.
[44] Mark Rudelson andRomanVershynin.Hanson-Wright inequality and sub-Gaussian concen-
tration. Electron. Commun. Probab., 18:no. 82, 9, 2013.
[45] Herbert Spohn. Large Scale Dynamics of Interacting Particles. Theoretical and Mathematical
Physics. Springer-Verlag Berlin Heidelberg, 1 edition, 1991.
[46] Horng-Tzer Yau. Relative entropy and hydrodynamics of Ginzburg-Landau models. Lett.
Math. Phys., 22(1):63–80, 1991.
66 MILTON JARA ANDOTÁVIOMENEZES
INSTITUTO DE MATEMÁTICA PURA E APLICADA, ESTRADA DONA CASTORINA 110, 22460-320
RIO DE JANEIRO, BRAZIL.
E-mail address: mjara@impa.br
CENTRO DE ANÁLISEMATEMÁTICA, GEOMETRIA E SISTEMASDINÂMICOS, INSTITUTO SUPERIOR
TÉCNICO, AV. ROVISCO PAIS, 1049-001 LISBOA, PORTUGAL.
E-mail address: otavio.menezes@tecnico.ulisboa.pt
