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This paper proposes high dynamic range imaging with spatially varying
exposures (SVE) considering hue distortion. SVE image is a technique
to obtain raw images sensed by using two types of sensors having dif-
ferent exposure values every two lines. Single-shot imaging with SVE
enables us to avoid ghost artifacts which are a problem of conventional
multi-exposure image fusion schemes. However, the number of exposure
is generally limited to two, and it is difficult to decide the optimum expo-
sure values before the photographing. Moreover, conventional imaging
with SVE has never considered the influence of color distortion. In the
proposed scheme, by applying scene segmentation based on luminance
value to SVE images and correcting the luminance value for each region.
Moreover, we consider estimating the correct hue of a scene from SVE
images, and propose a method with the estimated hue information for
correcting the hue of SVE images on the constant hue plain in the RGB
color space. In an experiment, the effectiveness of the proposed scheme






































































評価尺度として，Tone Mapped Image Quality Index（TMQI）[25],
MEF structural similarity（MEF-SSIM）[26]，純色のコサイン類似度，





















Xsenser(i, j) = E(i, j)∆t (1)




































Raw画像内の画素値 Xsenserは一般的に，放射照度 E > 0，





















































K = log2 ∆tK − log2 ∆t0 (4)
また，露出値 0 EVの画像Y0と露出値K EVの画像YKの間には，次
式の関係を持つ．























Yout = F (Ylow,Yhigh) (6)




24bitで表現されるカラー画像の各画素値を x = (xr, xg, xb)とする．
ただし，xr, xg, xbはそれぞれ画素 xのR,G,B成分であり，[0, 1]の範
囲に正規化されているものとする．RGB色空間上では，図 6のよう
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Fig. 1. A conceptual diagram of the RGB color space
(d) The 8-bit color RGB values Ci(p) of the LDR image IL is de-
rived from
Ci(p) = round(Cf · 255) (3)
where round(A) rounds A to its nearest integer value, and Ci(p) ∈






0 (Ci(p) < 0)
Ci(p) (0 ≤ Ci(p) ≤ 255)
255 (255 < Ci(p))
(4)
where if Ci(p) takes a value over 255, it is clipped at 255. Also,
if Ci(p) takes a negative value, it is clipped at 0. The rounding
quantization in Eq.(3) and clipping in Eq.(4) generate some error.
2.2. Constant hue plane in the RGB color space
We focus on the constant hue plane in the RGB color space [12] to
discuss color distortion. An input image is a 24-bit full color image
and each pixel of the image is represented as x ∈ [0, 1]3. xr, xg and
xb are the R, G, and B components of the pixel x, respectively, as
shown in Fig.1. In the RGB color space, a set of pixels which has the
same hue forms a plane, called constant hue plane. The shape of the
constant hue plane is the triangle whose vertices correspond to white,
black and the maximally saturated color, where w = (1, 1, 1), k =
(0, 0, 0) and c are white, black and the maximally saturated color
with the same hue as x, respectively. The maximally saturated color
c = (cr, cg, cb) is calculated by
cr =
xr −min (x)
max (x)−min (x) ,
cg =
xg −min (x)




where max (·) and min (·) are functions that return the maximum
and minimum elements of the pixel x, respectively. Therefore, from
Eq.(5), the elements of c corresponding to the maximum and mini-
mum elements of the pixel x become 1 and 0, respectively.
On the constant hue plane, a pixel x can be represented as a
linear combination as
x = aww + akk + acc (6)
where
aw = min(x),
ac = max(x)−min(x), (7)
ak = 1−max(x).
Since w,k, c and x exist on the plane and x is an interior point of
w,k and c, the following equations hold.
aw + ak + ac = 1, (8)
0 ≤ aw, ak, ac ≤ 1. (9)
Fig. 2. The framework of the proposed method
3. PROPOSED HUE COMPENSATION
We propose a method for compensating hue values of tone-mapped
images.
3.1. Hue distortion
Hue distortion occurs due to the influence of the following three op-
erations.
a) Tone curve in step (b)
b) Rounding quantization in Eq.(3)
c) Clipping in Eq.(4)
Mantiuk et al. pointed out that a) tone curve generates color dis-
tortion on the CIECAM02 color appearance model, and proposed a
correction formula [11]. However, they have never pointed out the
influence of the operations b) and c).
The framework of the proposed method is shown in Fig.2. As
illustrated in Fig.2, the proposed method can be applied to any TMO
and moreover the influence of the above three operations can be con-
sidered.
Figure 3 shows an example of the difference of the maxi-
mally saturated colors between an original HDR image and the
tone-mapped LDR image including the influence of clipping and
rounding quantization processing. In the figures, the influence of
rounding quantization and clipping is demonstrated to cause color
distortion.
3.2. HDR images on the constant hue plane
We consider giving HDR images the same pixel representation on
the constant hue plane as LDR ones described in 3.1.
Each pixel of an HDR image is represented as xH = (xr, xg, xb)
where xr, xg and xb are generally real numbers. As well as LDR
images, we define white, black and maximally saturated color as
w = (1, 1, 1), k = (0, 0, 0) and cH . Maximally saturated color cH
of the HDR image is calculated by replacing x with xH in Eq.(5),
and then the pixel value xH is represented as a linear combination
as
xH = aww + akk + accH (10)
where aw, ak and ac are coefficients which are calculated in accor-
dance with Eq.(7). For HDR images, w,k, cH and xH exist on the
same plane in the RGB color space, but xH is not always an interior
point of w,k and cH . That is, aw, ak and ac do not meet Eq.(9),
although they satisfy Eq.(8).
The proposed method aims to suppress some hue distortion in-
cluded in LDR images mapped from HDR ones. Now, let x′ be
a pixel value of a tone-mapped LDR image that includes the influ-
ence of rounding quantization and clipping processing. In accor-
dance with Eq.(6), the pixel value x′ is expressed as follows






where c′ is a maximally saturated color calculated from the pixel












である．ここで，白はw = (1, 1, 1)，黒は k = (0, 0, 0)の三次元ベクト




ただし，l = {r, g, b}であり，max(·)およびmin(·)は画素 xの要素の最
大値および最小値を返す関数である．また，画素値 xのRGB成分全
ての値が等しい場合，純色 cは定義されず，画素値 xは色相を持たな
い．画素 xは次式のように，w, k, cの線形結合によって表される．





ak = 1 −max(x)
ac = max(x) −min(x)
(9)
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ここで，w, k, c, xは同一平面上に存在すること，および xはw, k, cを
頂点とする三角形の内部にあることから係数 aw, ak, acには次の条件
式が成り立つ．
aw + ak + ac = 1 (10)


























k1−k2 Xk2(i, j) if 0 < Xk2(i, j) < 1 and 0 < 2














































, k ∈ {low, high} (13)
ただし，Lk(i, j)は空間的多重露光画像Xk, k ∈ {low, high}の画素 (i, j)





𝑿𝒌 𝒊 − 𝟏, 𝒋 − 𝟏 𝑿𝒌 𝒊 − 𝟏, 𝒋 𝑿𝒌 𝒊 − 𝟏, 𝒋 + 𝟏
𝑿𝒌 𝒊, 𝒋 − 𝟏 𝑿𝒌 𝒊, 𝒋 𝑿𝒌 𝒊, 𝒋 + 𝟏
𝑿𝒌 𝒊 + 𝟏, 𝒋 − 𝟏 𝑿𝒌 𝒊 + 𝟏, 𝒋 𝑿𝒌 𝒊 + 𝟏, 𝒋 + 𝟏
(a) R成分の場合
𝑿𝒌 𝒊 − 𝟏, 𝒋 − 𝟏 𝑿𝒌 𝒊 − 𝟏, 𝒋 𝑿𝒌 𝒊 − 𝟏, 𝒋 + 𝟏
𝑿𝒌 𝒊, 𝒋 − 𝟏 𝑿𝒌 𝒊, 𝒋 𝑿𝒌 𝒊, 𝒋 + 𝟏
𝑿𝒌 𝒊 + 𝟏, 𝒋 − 𝟏 𝑿𝒌 𝒊 + 𝟏, 𝒋 𝑿𝒌 𝒊 + 𝟏, 𝒋 + 𝟏
(b) G成分の場合（パターン 1）
𝑿𝒌 𝒊 − 𝟏, 𝒋 − 𝟏 𝑿𝒌 𝒊 − 𝟏, 𝒋 𝑿𝒌 𝒊 − 𝟏, 𝒋 + 𝟏
𝑿𝒌 𝒊, 𝒋 − 𝟏 𝑿𝒌 𝒊, 𝒋 𝑿𝒌 𝒊, 𝒋 + 𝟏
𝑿𝒌 𝒊 + 𝟏, 𝒋 − 𝟏 𝑿𝒌 𝒊 + 𝟏, 𝒋 𝑿𝒌 𝒊 + 𝟏, 𝒋 + 𝟏
(c) G成分の場合（パターン 2）
𝑿𝒌 𝒊 − 𝟏, 𝒋 − 𝟏 𝑿𝒌 𝒊 − 𝟏, 𝒋 𝑿𝒌 𝒊 − 𝟏, 𝒋 + 𝟏
𝑿𝒌 𝒊, 𝒋 − 𝟏 𝑿𝒌 𝒊, 𝒋 𝑿𝒌 𝒊, 𝒋 + 𝟏










′ − i, j′ − j)gσ2(Lk(i′, j′) − Lk(i, j))∑M
i′=1
∑N














パラメータσ1 = 16, σ2 = 3/255は文献 [29]に従い設定する．
Raw画像Xkの各画素はR, G, Bのいずれかの成分のみを持つため，
式 (13)で用いる輝度値 Lk(i, j)を計算する必要がある．本稿では，Xk
から輝度値 Lk(i, j)を求めるため，図 9に示すように注目画素 Xk(i, j)
とその隣接 8画素を用いて，輝度値 Lk(i, j)を計算する．図 9(a)のよ
うに注目画素がR成分のみを持つ場合，輝度値 Lk(i, j)は次式によっ
て求める．
Lk(i, j) = 0.27XR,k(i, j) + 0.67XG,k(i, j) + 0.06XB,k(i, j) (16)
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ただし，XR,k, XG,k(i, j), XB,k(i, j)は次式から得られる．












Xk(i + x, j + y)
(17)






(Xk(i, j − 1) + Xk(i, j + 1)









(Xk(i − 1, j) + Xk(i+, j)

















(Xk(i + x, j) + Xk(i, j + x))




L′high = {L′high(i, j)}およびL′low = {L′low(i, j)}を用いて，全ての画素の集
合Rを，S 個の部分集合 {R1,R2, . . . ,RS }に分割する．ただし，各領域
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各画素 (i, j)における各画像の輝度値 L′low(i, j), L
′
high(i, j)を並べた 2


































































デモザイク処理を施した2S 枚のRGB画像のセット {Y2S }から出力
画像Y f usedを以下の式で得る．
Y f used = F (Y1,Y2, . . . ,Y2S ) (28)








合成画像Y f usedに対して，純色情報を用いた色相補正を行う．式 (8)
より，合成画像Y f usedの画素値 y f usedは次式で表現される．
y f used = aww + ak k + acc f used (29)
ただし，c f usedは画素値 y f usedの純色であり，aw, ak, ac, c f usedは式(7),(9)
および y f usedから求められる．各画素値 y f usedは正しい色相を持つと
仮定できる空間的多重露光画像の各画素 xlow, xhighから求められる純
色 clow, chighを用いて，再計算される．本研究では色相の歪みを抑制
するために，c f usedを c′f usedに次式のように置き換える．



















clow if xlow , 0 and xlow , 1
chigh if xhigh , 0, xhigh , 1, xlow = 0, and xlow = 1











(4) 式 (21)から式 (23)を用いて，領域 {Rs}を取得し，式 (25)を用い
て各領域が明瞭に表現された輝度値 {L̂s,k}を生成する．
(5) 式 (27)を用いて露出補正されたRaw画像 {X̂s,k}を得る．
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(6) Raw画像 {X̂s,k}に対して，デモザイキングを行いRGB画像 {Ŷs,k}
を得る．
(7) 多重露光画像 {Ŷs,k}を画像合成し，Y f usedを生成する．
(8) 空間的多重露光画像Xhigh,Xlowからデモザイキングを行い，RGB
画像Yhigh,Ylowを得る．
(9) 式 (8)と式 (9)を用いて，純色 c f used, chigh, clowを求める．





















kY0EV(i, j) i = 4m − 3, 4m − 2
2−kY0EV(i, j) otherwise
,
m = 1, 2, . . . ,M/4, j = 1, 2, . . . ,N.
(32)







YR(i, j) i = 2m − 1, j = 2n − 1
YB(i, j) i = 2m, j = 2n
YG(i, j) otherwise
,
m = 1, 2, . . . ,M/2, n = 1, 2, . . . ,N/2.
(33)
























(1) 2枚の画像X1,X2の座標 (i, j)の画素値 x1(i, j), x2(i, j)から式 (8)
を用いて純色 c1(i, j), c2(i, j)を求める．
(2) 純色のコサイン類似度を次式を用いて求める．
c(i, j) =
c1(i, j) · c2(i, j)
|c1(i, j)||c2(i, j)|
(34)







た画像に対する領域分割数は最小が S = 3，最大が S = 7であり，平










































(a) 提案手法（色補正あり） (b) 提案手法（色補正なし）
(c) 従来手法 (d) Yangらの手法 [32]
(e) Chenらの手法 [33] (f) 単一露光画像（0EV）
図 10: 出力画像 (PineTree, ±1EV (S = 6))
(a) 提案手法（色補正あり） (b) 提案手法（色補正なし）
(c) 従来手法 (d) Yangらの手法 [32]
(e) Chenらの手法 [33] (f) 単一露光画像（0EV）
図 11: 出力画像 (PineTree, ±2EV (S = 6))
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(a) 提案手法（色補正あり） (b) 提案手法（色補正なし）
(c) 従来手法 (d) Yangらの手法 [32]
(e) Chenらの手法 [33] (f) 単一露光画像（0EV）
図 12: 出力画像 (PineTree, ±3EV (S = 5))
(a) 提案手法（色補正あり） (b) 提案手法（色補正なし）
(c) 従来手法 (d) Yangらの手法 [32]
(e) Chenらの手法 [33] (f) 単一露光画像（0EV）
図 13: 出力画像 (PineTree, ±4EV (S = 4))
4. 実験 26
表 1: TMQI（上段：平均値，下段：図 10∼13のスコア）
±1EV ±2EV ±3EV ±4EV
提案手法（色補正あり） 0.8795 0.8613 0.8450 0.8162
提案手法（色補正なし） 0.8813 0.8631 0.8460 0.8168
平均 従来手法 0.8611 0.8411 0.7998 0.7350
Yangらの手法 [32] 0.8381 0.7885 0.7511 0.7273
Chenらの手法 [33] 0.8592 0.8534 0.8323 0.8061
単一露光画像（0EV） 0.8744 0.8744 0.8744 0.8744
提案手法（色補正あり） 0.8531 0.8406 0.8279 0.8239
提案手法（色補正なし） 0.8655 0.8415 0.8297 0.8257
PineTree 従来手法 0.8278 0.7766 0.7387 0.7056
Yangらの手法 [32] 0.8161 0.7585 0.7305 0.7041
Chenらの手法 [33] 0.8384 0.8252 0.8222 0.8198
単一露光画像（0EV） 0.8880 0.8880 0.8880 0.8880
表 2: MEF-SSIM（上段：平均値，下段：図 10∼13のスコア）
±1EV ±2EV ±3EV ±4EV
提案手法（色補正あり） 0.8760 0.8536 0.8258 0.7824
提案手法（色補正なし） 0.8817 0.8600 0.8308 0.7858
平均 従来手法 0.8515 0.8409 0.7900 0.7074
Yangらの手法 [32] 0.8478 0.8313 0.7783 0.7018
Chenらの手法 [33] 0.8447 0.8442 0.8209 0.7844
単一露光画像（0EV） 0.7897 0.7897 0.7897 0.7897
提案手法（色補正あり） 0.9174 0.8977 0.8860 0.8853
提案手法（色補正なし） 0.9346 0.8974 0.8897 0.8910
PineTree 従来手法 0.9014 0.8672 0.8258 0.7846
Yangらの手法 [32] 0.8747 0.8183 0.7707 0.7246
Chenらの手法 [33] 0.8877 0.8768 0.8721 0.8651
単一露光画像（0EV） 0.9317 0.9317 0.9317 0.9317
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表 3: 純色のコサイン類似度（上段：平均値，下段：図 10∼13のスコア）
±1EV ±2EV ±3EV ±4EV
提案手法（色補正あり） 0.9403 0.9475 0.9535 0.9535
提案手法（色補正なし） 0.9377 0.9432 0.9488 0.9499
平均 従来手法 0.9466 0.9438 0.9378 0.9304
Yangらの手法 [32] 0.9545 0.9564 0.9559 0.9522
Chenらの手法 [33] 0.8602 0.8458 0.8221 0.8018
単一露光画像（0EV） 0.8879 0.8879 0.8879 0.8879
提案手法（色補正あり） 0.9911 0.9916 0.9941 0.9946
提案手法（色補正なし） 0.9860 0.9859 0.9906 0.9919
PineTree 従来手法 0.9902 0.9870 0.9764 0.9373
Yangらの手法 [32] 0.9946 0.9943 0.9936 0.9930
Chenらの手法 [33] 0.9810 0.9795 0.9794 0.9807
単一露光画像（0EV） 0.9910 0.9910 0.9910 0.9910
表 4: 色相差 ∆H（上段：平均値，下段：図 10∼13のスコア）
±1EV ±2EV ±3EV ±4EV
提案手法（色補正あり） 2.2895 2.2410 2.1412 2.1393
提案手法（色補正なし） 3.0713 3.1970 2.8895 2.6500
平均 従来手法 2.5180 2.9193 3.2939 3.3260
Yangらの手法 [32] 2.5083 2.3782 2.2301 2.1613
Chenらの手法 [33] 5.5684 6.2569 6.6049 7.2215
単一露光画像（0EV） 2.5375 2.5375 2.5375 2.5375
提案手法（色補正あり） 2.0096 2.0794 2.0055 1.8482
提案手法（色補正なし） 5.5302 5.3346 3.7840 3.6422
PineTree 従来手法 2.8465 3.8665 4.2925 5.6080
Yangらの手法 [32] 2.0284 2.2720 2.4904 2.5348
Chenらの手法 [33] 6.4365 7.3081 7.9837 7.7251
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