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Currently, with the rapid developments communication technologies, large number of trustworthy online 
systems and facilities has been introduced. The cybersecurity is quiet on the rise threat from unauthorized; 
such security threats can be detected by an intrusion detection system.  Thus, enhancing   the intrusion 
detection system is main object of numbers of research and developers for monitoring the network security. 
Addressing challenges of big data in intrusion detection is one issue faced the researchers and developers 
due to dimensionality reduction in network data. In this paper, hybrid model is proposed to handle the 
dimensionality reduction in intrusion detection system. The genetic algorithm was applied as preprocessing 
steps for selecting most significant features from entire big network dataset. The genetic algorithm was 
applied to generate subset of relevant features from network data set for handling dimensionality reduction. 
The Support Vector Machine (SVM) algorithm was processed the relevant features for detecting intrusion. 
The NSL-KDD standard data was considered to test the performance of the hybrid model. Standard 
evaluation metrics were employed to presents the results of hybrid model. It is concluded that the empirical 
results of hybrid outperformed the performance of existing systems. 
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1. Introduction  
Information and communication technologies are now influencing every aspect of society and the lives of 
individuals, thereby growing attacks on ICT systems. The communication technology needs concrete, integrated 
security solutions. The essential part of communication technology security is confidentiality, integrity and 
availability. In the last decades, the communication technologies have witnessed marvelous development. 
Enormous advancement in communication technologies have been seen in the begging of 21 century. These 
technologies obtain interconnected through worldwide network such as internet. However, the Information and 
communication technologies are used to showing the information over worldwide through web is prone to 
unauthorized access. In order to save our information form intrusion, it is necessary to secure the data. The 
security is essential part to   grow and developing information and communication technologies for helping 
societies to improve their lives. The computer networks have   different kinds of security for protecting the 
network data. The Intrusion Detection System (IDS) is one types of computer security use to protect the data 
from intrusion. But, with increasing develop Information and communication technologies have given more 
attention to engineering and developers to find robust method avoid the intrusion. The machine learning 
algorithms are one of solution that is discovered by researchers in field of computer security, for making 
information and communication technologies more safely. With using machine learning algorithms, the 
intrusion detection talented to detect attacks automatically and send message warning to users. Throughout, 
2017, the planet witnessed some of the Internet era's greatest cyber threats for Uber and Yahoo data breaches 
[1], is defined as "burst attacks" has grown in scope and intensity. Burst attacks are fast and, like a few minutes, 
can occur in a small frame. The Cisco Cyber Security Reports show that this form of Distributed Denial of 
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Service (DDoS) attack was faced by 42 percent of organizations in 2017 [2]. In 2018, numbers of data every 
day exceeds petabytes, including traces left by internet users when they visit a website, mobile app, and network. 
Such follows or "log information" are turning out to be tremendous consistently as they are created by one 
source, however a great deal of sources now and again. Utilizing log information admirably can give a bit of 
leeway in identifying vindictive connections, in this way protecting the system against future attacks. In any 
case, since they strike in a brief timeframe, the brief timeframe range that programmers use can disable even 
great frameworks. The requirement for an ongoing discovery framework that can scale up to the measure of 
information being expended and act rapidly as far as reaction time can give an edge over these kinds of assaults. 
Enormous information examination for interruption identification and counteractive action of system security 
issues has been quickly standing out as it encourages the investigation of huge volumes of mind boggling and 
divided information with various positions from heterogeneous sources, distinguishes peculiarities and fights 
digital attacks. Ultra-high-dimensional information models can be made to profile stream information precisely 
on the web, which predicts and distinguish interruption and assaults in genuine time [3]. Enormous Data 
advancements like the Hadoop environment and stream preparing can store and break down huge heterogeneous 
datasets at a rapid, changing security investigation by:(A) assembling huge scale information from different 
inner and outer sources, for example, helplessness databases; (b) directing top to bottom information 
examination; (c) leading in-house stream information investigation; and (d) giving a coordinated perspective on 
security-related data. Because of the requirement for appropriate plan of big data examination apparatuses, 
framework investigators and planners need a cozy are required to have a private learning of their frameworks 
[4]. In this   research work, we propose an adapting   model to classify the cyber-attacks form the real network 
dataset. The big data set from real network is gathered to test the proposed model. The machine leaning 
algorithm is used to enhance the intrusion detection system over big data. For overcome the issue of intrusion 
detection system issues the feature selection methods is proposed to select the significant features from entire 
the dataset. The hybrid model is proposed to handle the dimensionality reduction in intrusion detection system. 
The genetic algorithm   was applied to generate subset of relevant features from network data set for handling 
dimensionality     reduction. The Support Vector Machine (SVM) algorithm was processed the relevant features 
for   detecting intrusion. The NSL-KDD standard data was considered to test the performance of the hybrid 
model. The remainder of the paper is composed as pursues. In Section 1 presents introduction. The foundation 
investigation of this examination is discussed in section2. In section 3 displays the material and methods. The 
exact outcomes are appeared in section 4. At long last, section 5 gives conclusion of paper and future work. 
2. Related work 
 Every time Intrusion detection has a major concern for researchers and developers and engineering in field of 
computer network. Scientific papers have always been concerned with detecting intrusion [5-6]. Despite Big 
Data rising to the surface along with machine learning algorithms, scientists are more interested in finding new 
solutions to this problem since the emergence of the modern Internet. Several techniques, ranging from data 
mining approaches to machine learning algorithms, have been used to detect intrusions over a network.   
Muhammad et al. [7] used Support Vector Machine (SVM) algorithm to detect intrusion by using knowledge 
discovery database (KDD) cup 99 datasets.   The Apache Storm was applied for developing the system.   They 
have used 13,600 packets in a second by using a single machine. The proposed system was obtained 92.60% 
accuracy on testing data. Mustapha et al. [8] applied four machine learning algorithms, namely Support Vector 
Machine (SVM), Naïve Bayes, Decision Tree and Random Forest.  The UNSW-NB15 dataset was used to test 
the proposed system.   The Apache Spark is implemented for processing the data. Pallaprolu et al. [9] presented 
the KNN algorithm to detect intrusion detection system; Apache Spark Streaming was used to detect zero-day 
intrusion. Gupta et al. [10]   used feature selection algorithm to select significant feature for improving the 
classification process.  The correlation-based feature selection method was applied over big data select subset 
features from entire the data.  These features were processed by using five machine learning algorithms (Logistic 
Regression, SVM, Naïve Bayes, and Random Forest). Using big data technologies crowd sourcing, natural 
language processing, etc. [11-12]. Distributed file systems, cluster file systems, and parallel file systems are the 
main tools used in big data [13]. Sadly, redundant attributes and records make it a particularly complicated and 
daunting job to detect intrusion in big data analytics [14]. PCA was used to extract features from high-
dimensional dataset attributes, especially redundant attribute datasets. This method was used by experts in the 
selection of IDS features [15]. Uncontrolled identification of anomalies in unstructured data. Numbers of 
existing   intrusion detection system use machine learning, e.g., Support vector machines [16–18], K-Nearest 
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Neighbor (KNN) [19], Random Forest (RF) [20-21], etc. nevertheless, these algorithms create numerous false 
alarms and have a low detection rate for attacks in IDS. Kim et al. [22] presented a hybrid model for 
classification intrusion detection system by using the C4 decision tree classification algorithm and SVM 
algorithm. The NSL-KDD dataset was used to evaluate the hybrid system. Panda et al. [23] used Naive Bayes 
(NB) algorithm for anomaly detection. This algorithm is tested by using KDD Cup dataset and it is observed   
that the hybrid mode is outperform several existing IDS in terms of the low false alarm rate and low computation 
time with low cost. Aldhyani et al [27] applied hybrid model support vector machine and J48 with soft clustering 
to handle the ambiguity in intrusion detection system.  Theyazn et al. [28] used machine learning algorithm to 
reduce dimensionality reduction in IDS.  [29–31] used the internet of thing to classification the intrusion 
detection system. Potluri et al. [32] applied CNN-based detection method.   They have tested the proposed 
model using to standard datasets-KDD and the UNSW-NB 15 datasets.  Zhang et al. [33] Applied XGBoost 
model to extract the features of intrusion detection system.  Zhang et al. [34] presented machine leaning 
algorithms to classify the attacks using KDD99 dataset. [35] Proposed support vector machine detection method 
based on protocol grouping. 
3. Methods and materials  
In   this section, presents the methodology of hybrid model for intrusion detection system. 
3.1. 3.1 NSL-KDD dataset 
The NSL-KDD is used to design proposed hybrid mode for intrusion detection.  The NSL-KDD data set for 
intrusion detection and is an updated version of the KDD cup'99 data set due to the KDD cup data set   has 
problem. The NSL-KDD data set is being built to solve McHugh's problem [24]. To run the experiments on the 
full set without choosing a small portion randomly. There are 4,898,431 entries in the NSL-KDD dataset. The 
data set of the NSL-KDD is collected as raw network packets and is independent of an operating system or 
application. Consequently, a tag indicating which category label the record belongs to has been given for each 
record in this data set. All the labels in this data set should be right. The NSL-KDD includes 37 types of attacks. 
The simulated attacks fell into one of the four categories in particular: Denial of Service, Probe, and user to 
Root and Remote to Local (U2R and R2L). In the NSL-KDD data set, the table 1 shows all types of attacks.  
  
Table 1. All types of attacks in NSL-KDD 
Attacks in Dataset Type of attacks 
Dos Back, Land, Neptune, Pod, Smurf, Teardrop, Mailbomb, Processtable, Udpstorm, 
Apache2, Worm 
Probe Satan, IPsweep, Nmap, Portsweep, Mscan, Saint 
R2L Guess_password, Ftp_write, Imap, Phf,Multihop, WarezmasterXlock, Xsnoop, 
Snmpgue 
ss, Snmpgetattack, Httptunnel, Sendmail, Named 





Preprocessing is an important stage used to control data sets in a comprehensible format in the real world. 
Clearly, in specific behavior, the real-world datasets are incomplete and noisy.   The preprocessing stage is very 
critical for analyzing big data for discovering the patterns. Pre-processing methods are necessary to improve the 
hybrid model for classification big data IDS. In addition to improving the reliability and performance of the 
machine learning algorithm for addressing the big data, the preprocessing steps is most significant for handling 
dimensionality reduction. In the present research study, the genetic method is used to obtain significant features 
from dataset. The detailed description of genetic algorithm method is presented in the subsequent subsections. 
3.2.1. Genetic algorithm 
Genetic algorithm is one of evolution computing which is a quickly developing in the area of artificial 
intelligence filed. Genetic algorithm is based on search algorithms which use nature selection and genetics.  The 
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Genetic algorithm uses population chromosomes solution to solve the problem; each chromosome has fixed 
length [24].  The principal pupations of chromosomes are developed by distribution 1 and 0 arbitrarily, the 
distribution used average assignment of 0 and 1. In this encoding plan, each chromosome is a bit of strings (0s) 
whose length is computed by the quantity of key principal in the search space. The bit with 1 is chosen and bit 
with 0 isn't chosen in this encoding plan. Each chromosome demonstrates an applicant arrangement or a subset 
of main parts. The population develops by searching for obtain optimal features [25]. The Genetic algorithm 
has two noteworthy issues of nearby optima and being costly computationally. The flowchart of Genetic 
algorithm for feature section is appeared in Figure 1. The calculation connected is portrayed. Tables 2, 3 and 4   
show the subset features of KDD cup dataset using Genetic algorithm.  The Genetic algorithm is automatic 
selection   features so, it is observed that the Genetic algorithm select more features.   23, 17 and 17 most 
significant features are selected with respective Probe, DOS, U2R and R2L attacks respectively using GA 
method from NSL-KDD dataset.  
 
 
Step 1. Initial population creation (𝑛chromosomes) 
Step 2. Population evaluation (fitness evaluation of each chromosomes) 






Step 4. Return best individuals 
Pseudo code of genetic algorithm 
 
Table 2. Most significant features of DOS attack in NSL-KDD using GA method 
Features numbers Features Name 
1 duration 
2 protocol_type 
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Table 3. Most significant features of  probe  attack  in NSL-KDD data set  using  GA method 
Features numbers Features Name 
2 protocol_type 
























Table 4. Most significant features of U2R and R2L attack in NSL-KDD using GA method 






















 PEN Vol. 8, No. 2, June 2020, pp.693-702 
698 
 
Figure 1. Flowchart of GA for feature selection 
 
3.3 Support vector machine (SVM)  
In 1963, Vapnik [26] suggested support for Vector Machine. It is an effective supervised machine learning 
algorithm used for classification large dataset and provides more detailed performance. The support vector 
machine was designed   for   regression and classification issues.   In order to SVM    use as binary classification 
with two classes or multiple classes for classification problem. The support vector machine is working to find 
the optimal hyper plane of the dichotomy that can help maximize the gap that can allow two or more classes the 
largest separation. Two parallel hyper planes are built to distinguish two classes, the help vector machine tries 
to figure out how to divide the hyper planes and optimize the distance between these two hyper planes. Hence, 
the longest length of the hyper plane is called good separation [34]. The SVM obtained lower error when the 
margin is large. The support vector machine obtained lower error when the margin is large.  
Let {(x1, y1), … , (xn, yn)} ⊂  χ × {±1} is set of training dataset, where the χ denote to some nonempty set in 
the pattern x1, and the function f: χ → {±1}.  
(w. x) + b − 0 (1) 
Where the w ∈ ℝN, b ∈ ℝ  
 In the following formula, show decision of SVM corresponding for obtaining the results. 
f  (x) − sgn((w. x) + b)     (2) 






Subject to  
yi(w
T. xi + b) ≥ 1 where i = 1, … . , N (4) 












3.4 Performance measures 
The performance indicators were carried out to evaluate the results of hybrid model. Five evaluation metrics 
namely accuracy, false positive, precision, true positive and time are used for testing the hybrid model.  The 
equations performance indicators are as follow: 
 
      False positive rate (FPR) =𝐹𝑃/(𝑇𝑁 + 𝐹𝑝)% 100                                                                            (6) 
 
      True positive rate (TPR) = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)%100                                                                            (7) 
 
      Accuracy= (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)%100                                                                     (8) 
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      Precision=𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)%100                                                                                                        (9) 
 
True negative (TN): Correctly classified of valid records as normal record. 
True positive (TP): Correctly classified of attack records as attacks. 
False positive (FP): The percentage of incorrect records normal data as attacks.  
False negative (FN): The percentage of incorrect records attacks as normal record.    
 
4. Experimental analysis  
The hybrid model is proposed to classification big data intrusion detection system. The hybrid model is 
implemented by using MATLAB R2018a-64 windows 10 Ultimate with the core i7 processor and 8 GB RAM.  
Five evaluation metrics are applied to examine    the hybrid model.  In this experiment hybrid model combines 
of genetic algorithm and support vector machine approach are applied. In this empirical results, 31 major attacks 
are selected. The size of data 29 MB data, 258961 records of attacks and normal class for all attacks.     
 
Table 5.  Results of hybrid model 




Accuracy Precision Time (second) 
DOS 0.001 99.33 99.16 99.03 16.23 
Probe 0.002 98.02 99 99.03 20.33 
U2R and R2L 0.006 94.60 96.15 98.23 18.12 
 
In order to improve   analysis and classification intrusion detection system the hybrid model is suggested.    The 
dimensionality reduction is one of biggest challenges in intrusion detection system, handling this dimensionality 
the genetic algorithm was applied to irreverent features from entire data set. The genetic method is proposed for 
improving the support vector machine classifier. The genetic algorithm assists to improve the accuracy of 
support vector machine classifier for building the hybrid model. Selection features are processed by support 
vector machine algorithm.   We have most significant feature for each attack separately. Table 5 shows the 
empirical results of proposed model. The NSL-KDD dataset the genetic method is obtained subset features 
DOS= 23, Probe=17, U2R and R2L =17. The dataset has been divided into 70% training data and 30% testing 
data. From the results analysis, it is noted results of SVM with genetic algorithm are 0.001, 99.33%, 99.03% 
and 16.23 with respective to False Positive Rate, True Positive Rate (TPR), Accuracy, Precision and Time 
(second) respectively. Whereas the results of probe attack are False Positive Rate 0.002%, True Positive Rate 
(TPR) 98.02%, Accuracy 99%, Precision and Time (second) 20.33.  The results of U2R and R2L 0.006, 94.60, 
96.15, 98.23 and 18.12 according to False Positive Rate, True Positive Rate, Accuracy, Precision and Time 
(second) correspondingly.  Figures 2,3 and 4 illustrate the performance of using NSL-KDD dataset. It is noted 
that the results of proposed model are satisfactory. 
 













Accuracy of  Probe   attack (NSL-
KDD)
DOS
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Figure 3. Displays performance hybrid model for Probe attack   in NSL-KDD data set 
 
Figure 4. Displays performance hybrid model    for U2R and R2L   attack   in NSL-KDD data set 
 
5. Conclusion 
The main object of proposed research is to improve   classification big data intrusion detection system. The 
hybrid model combines of a genetic and SVM algorithms were implemented for classification intrusion from 
network traffic data. The genetic algorithm is applied to obtain most significant features from network data for 
handling dimensionality reduction. The genetic method is automatic selection features so, it is observed that the 
genetic method selects more features. 23, 17 and 17 most significant features are selected with respective Probe, 
DOS, U2R and R2L   attacks respectively using genetic method from the original 41 features in NSL-KDD. 
The subsets features are processed by support vector machine algorithm, is investigated that the accuracy of 
proposed hybrid model is increased when   genetic algorithm reduce the dimensionality reduction. Finally, it is 
concluded that the results of proposed model are more satisfactory. In future, the researcher will use deep 
learning algorithm with using more network datasets. 
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