Measurement error in explanatory variables and unmeasured confounders can cause considerable problems in epidemiologic studies. It is well recognized that under certain conditions, nondifferential measurement error in the exposure variable produces bias towards the null. Measurement error in confounders will lead to residual confounding, but this is not a straightforward issue, and it is not clear in which direction the bias will point. Unmeasured confounders further complicate matters. There has been discussion about the amount of bias in exposure effect estimates that can plausibly occur due to residual or unmeasured confounding. In this paper, the authors use simulation studies and logistic regression analyses to investigate the size of the apparent exposure-outcome association that can occur when in truth the exposure has no causal effect on the outcome. The authors consider two cases with a normally distributed exposure and either two or four normally distributed confounders. When the confounders are uncorrelated, bias in the exposure effect estimate increases as the amount of residual and unmeasured confounding increases. Patterns are more complex for correlated confounders. With plausible assumptions, effect sizes of the magnitude frequently reported in observational epidemiologic studies can be generated by residual and/or unmeasured confounding alone. bias (epidemiology); computer simulation; confounding factors (epidemiology); logistic models Abbreviation: ICC, intraclass correlation coefficient.
Editor's note: An invited commentary on this article appears on page 656, and the authors' response appears on page 659.
The aim of epidemiologic analysis is often to estimate the causal effect of an exposure on an outcome of interest. The problems involved in using observational studies for causal inference are well known (1, 2) . Selection bias, recall bias, loss to follow-up, and reverse causation are some of the problems that can lead to biased associations between exposure and outcome in observational studies. Confounding can be caused by variables that are associated with both outcome and exposure and are not on the causal pathway between exposure and outcome. Controlling for variables with these properties may remove bias, but the investigators must both perfectly measure all of them and perfectly characterize their association with the exposure of interest. There are also variables for which control does not remove bias even though they have all three properties of confounders (3) . While it is recognized that, under certain conditions, nondifferential measurement error in the exposure leads to a bias towards the null (4), the effects of measurement error in confounders, which leads to residual confounding, are not well understood.
Consider, for example, the effect of antioxidant vitamin intake on the risks of cancer, cardiovascular disease, and mortality. Observational studies have shown protective effects against these outcomes (5-7), while in contrast, randomized trials have shown no effect (8, 9) . It has been suggested that the disparity in results is likely to be due to confounding by behavioral and social factors acting across the life course (10, 11) . For example, factors related to childhood social class may be important confounders of the association between antioxidant vitamin intake and disease outcome. To fully capture the life-course effect of such confounders, all related factors must be measured perfectly. Failure to do so, either because of unmeasured confounders or because of residual confounding, will result in biased exposure effect estimates.
There are, of course, other possible explanations for this disparity in results. Observational studies estimate the effect of dietary exposure on disease outcomes, whereas randomized trials change exposure in the intervention group. This change is often made through supplementation, and can result in exposure to the nutrient of interest much higher than would ever be seen in an observational study. In some situations, however, the exposure in the observational studies is precisely the same as the treatment in the randomized controlled trials. For example, two widely cited 1993 studies demonstrated substantially lower coronary heart disease risks among people using vitamin E supplements that were apparently robust to confounding (6, 7) . Furthermore, there was no trend towards increasing protection by vitamin E supplements when they were taken for more than 2 years. The exposure in these observational studies was precisely the same as that tested in randomized controlled trials of vitamin E supplementation that have run for up to 6 years. In these randomized controlled trials, there is robust evidence of no material effect on coronary heart disease risk (12) .
Some authors debate whether residual confounding can cause large exposure-outcome effect estimates. Morabia (13) asserts that strong associations are unlikely to be completely attributable to confounding, because strong confounders are likely to be detected in the study population or recognized in the literature as strong confounders and therefore measured and controlled for in the analysis. More recently, Khaw et al. (14) advanced similar arguments with respect to whether residual confounding could explain observed associations between plasma ascorbic acid and mortality.
It is well documented that measurement error in confounders reduces our ability to control for confounding in the analysis. For example, Greenland (15) and Brenner (16) have illustrated the effects of misclassification of dichotomous and polytomous confounders, respectively. Savitz and Barón (17) have proposed a method for correcting for confounder misclassification with dichotomous exposure variables, disease variables, and confounding variables. Phillips and Davey Smith (18) considered measurement error in a continuous exposure and a confounding variable. Marshall and Hastrup (19) considered three cases, with either continuous or dichotomous outcomes, exposures, and confounders, in which an exposure and a strong confounder are affected by uncorrelated measurement errors. Kipnis et al. (20) investigated the impact of measurement error in the exposure and a confounder on the exposure regression coefficient in linear regression models. Marshall et al. (21) examined two cases in which the exposure and confounder are continuous, the outcome variable is either continuous or dichotomous, and errors in variables are correlated.
All of the above articles concentrated on data in which there is only one confounder, in which case the assertions made by Morabia (13) may generally (but not always) apply. Investigators have also examined the effects of residual confounding on exposure effect estimates in multivariable models. For example, measurement error in exposure and confounders in failure time models was considered by Prentice (22) . Armstrong et al. (23) proposed a method of correcting for measurement error in normally distributed exposures and confounders and provided general formulae for the effect of measurement error on regression coefficients under their assumption of a normal discriminant analysis model. Spiegelman et al. (24) described a general method of correcting for measurement error in continuous or categorical exposures and confounders.
Throughout this paper, we use the term residual confounding to refer to confounding due to measurement error in a confounder included in the model and unmeasured confounding to refer to confounding due to omission of a confounder from the model. We examine the effects of residual and unmeasured confounding on the estimated exposure effect when there are several confounders, each of which may be affected by measurement error or omitted from the analysis.
MATERIALS AND METHODS
We denote the exposure variable as E and the confounders as X i , i ¼ 1, . . ., n. Figure 1 shows a common situation in epidemiologic studies. The dashed arrows indicate possible correlations between exposure and confounders. Often several factors are measured as surrogates for a causal factor, or a causal factor is measured directly but with error. The measured factors are denoted by Z E and Z i , i ¼ 1, . . ., p, and may also be correlated. We use the measured factors to estimate the effect of the causal factors on the dichotomous outcome variable Y. We concentrate on the simple case where n ¼ p and each causal factor is represented by one measured factor (figure 2). The causal factors, and therefore the measured factors, can be correlated, as indicated by the dashed arrows. We assume that the casual factors and the outcome are related by the logistic model
Here, p is the probability of the outcome. The exposure and confounders are all normally distributed with mean 0 and variance 1. The true exposure-outcome log odds ratio, b E , is 0, while the true confounder-outcome log odds ratios, b 1 , . . ., b n , are ln 2. The value of a is set to ln 0.1 throughout. Other than changing the number of outcome events in the data set, the choice of a is not important.
Measurement error can be quantified using the intraclass correlation coefficient (ICC), defined as ICC ¼ r ; the ICC will equal 0.5. An ICC of 0 implies that r 2 u ¼ 0 and that the variation in the variable is entirely due to error. In epidemiologic studies with paired measurements, the usual method of estimating the ICC is to calculate the Pearson correlation with each pair entered twice, once in reverse order. Alternatively, the ICC can be estimated using one-way analysis of variance or by using a simple random-effects model (25) . We assume that the exposure, E, is measured without error, and we introduce error into the confounders, X 1 , . . ., X n , to create variables Z 1 , . . . , Z n .
where corr(e i , e j ) ¼ 0 if i 6 ¼ j (i.e., the measurement errors are independent of each other). For simplicity, we also assume that e i~N (0, r 2 e ) and do not consider different distributions for the errors. The error variance, r 2 e ; is either 1 or 1/3, corresponding to ICCs of 0.5 and 0.75, respectively. These are plausible values for ICCs that can occur in epidemiologic studies. For example, Satia-Abouta et al. (26) showed test-retest ICCs of 0.74 for iron and 0.76 for chromium for mean supplement intake over a 10-year period as recorded by self-administered questionnaire. Schroder et al. (27) showed an ICC of 0.49 for percentage of dietary energy intake made up by carbohydrate when measured by 72-hour recall and an ICC of 0.52 for percentage of energy intake made up by fat when using a food frequency questionnaire. Among women completing the Lifetime Drinking History questionnaire, Friesema et al. (28) showed testretest ICCs of 0.75 for frequency of alcohol drinking in adulthood and 0.50 for quantity of drinking at age 61 years or more. There are many other examples of ICCs of these sizes in the literature (29) (30) (31) (32) (33) (34) .
The first stage in generating the simulated data sets was to draw the exposure E, the confounders X i , and the error variables e i from a multivariate normal distribution, where the correlation between each pair of variables was specified and 500,000 observations per data set were generated. The mismeasured confounders were then created according to equation 2. To generate the dichotomous outcome variable, we first generated a uniformly distributed variable between 0 and 1 for each observation in the data set. We then calculated the probability of the outcome, p, for each observation using equation 1 and the values of the parameters specified previously. From the properties of the uniform distribution, the probability of the uniform variable being less than p equals p. We therefore defined the outcome to be 1 if the uniform variable was less than p and 0 otherwise. This simulates a Bernoulli trial for each observation in the data set and creates an outcome variable that has the correct probability, p, of being equal to 1.
The correlations between the exposure E and the confounders were assumed to be 0.1, 0.3, or 0.5, while the correlation between confounders was either 0 or 0.5. Such correlations are not uncommon in epidemiologic studies. For example, in a study of 3,524 children from the Child and Adolescent Trial for Cardiovascular Health, Osganian et al. (35) reported a correlation between serum folic acid level and vitamin B 6 of 0.48 and a correlation between serum homocysteine level and body mass index of 0.09. They also reported that there was no correlation between serum homocysteine level and diastolic blood pressure or serum lipid levels. Variables from the British Women's Heart and Health Study also showed correlations of sizes similar to those considered here. For example, the correlation between total serum protein concentration and diastolic blood pressure was 0.10, that between weight at age 21 years and present weight was 0.30, and that between serum albumin concentration and mean cellular hemoglobin concentration was 0.49 (Debbie Lawlor, University of Bristol, unpublished data). No generality is lost by considering only positive correlations between an exposure and confounders; the corresponding results for negative correlation can be obtained by inverting odds ratios. Tables of results for correlations between confounders of 0.1, 0.2, 0.3, or 0.4 are available from the authors.
Once the data sets had been simulated, logistic regression was used to estimate the crude exposure-outcome odds ratio and the odds ratios adjusted for confounders measured with or without error. Each data set used in the analyses was simulated 50 times, using a different random number seed on each occasion. Odds ratios presented in this paper are the geometric mean values of the odds ratios from these 50 simulations. Fifty simulations each of 500,000 observations FIGURE 2. Simplified relations between causal factors, measured factors, and outcome in an epidemiologic study, as assumed in the current analysis. The measured factors are less-than-perfect substitutes for the causal factors.
produced small 95 percent confidence intervals around the geometric means, with widths of no more than 0.011. We used Stata 8.2 (Stata Corporation, College Station, Texas) for all analyses, employing the corr2data command with the seed option to generate the normally distributed variables. We considered two situations in which there were either two confounders or four confounders.
RESULTS

Two confounders
We start by considering a situation where there are two confounding variables, X 1 and X 2 . Table 1 displays estimated odds ratios for the association between E and the binary outcome, based on simulations in which the confounders are uncorrelated. For each combination of correlations between E and X 1 and E and X 2 , the crude odds ratio, the odds ratio adjusted for Z 1 alone, and the odds ratio adjusted for both Z 1 and Z 2 are shown. Note that when the ICCs for both Z 1 and Z 2 equal 1, then Z 1 ¼ X 1 and Z 2 ¼ X 2 , so the adjusted odds ratio for E is equal to 1 (no residual confounding). In all other situations, unmeasured and/or residual confounding biases the estimated odds ratio away from 1. The crude odds ratios increase with increasing correlations of E with X 1 and X 2 and are symmetric with respect to these correlations. When the correlations of E with X 1 and X 2 are each 0.5, the maximum crude odds ratio is 1.93.
There are nine sets of nine odds ratios adjusted for both Z 1 and Z 2 ; these correspond to the residual confounding caused by imperfect measurement of the two confounders. When the correlation between E and X 1 is equal to the correlation between E and X 2 , the odds ratios adjusted for Z 1 and Z 2 are symmetric with respect to the measurement error in Z 1 and Z 2 . Where the correlation between E and X 1 is not equal to the correlation between E and X 2 , the odds ratios adjusted for Z 1 and Z 2 are asymmetric with respect to the measurement error. For example, when the correlation of X 1 with E is 0.5 and the correlation of X 2 with E is 0.1, the odds ratio adjusted for both Z 1 and Z 2 is 1.05 when Z 1 is measured with ICC equal to 1 and Z 2 is measured with ICC equal to 0.5. When the ICC for Z 1 is 0.5 and the ICC for Z 2 is 1, the odds ratio adjusted for both Z 1 and Z 2 is 1.22.
In general, the odds ratios adjusted for both Z 1 and Z 2 are larger when there is more measurement error (a smaller ICC) and when the correlations between E and the confounders are higher. In addition, the odds ratios adjusted for Z 1 alone are larger than the odds ratios adjusted for both Z 1 and Z 2 because of unmeasured confounding.
Having considered the situation in which the two confounders are uncorrelated, we now examine the implications of a correlation between the confounders of 0.5. Table 2 shows the crude odds ratio, the odds ratio adjusted for Z 1 alone, and the odds ratio adjusted for both Z 1 and Z 2 for each combination of correlations of E with X 1 and X 2 . Because of the correlation between the confounders, the odds ratios displayed in table 2 are generally smaller than those in table 1. When the correlations of E with X 1 and X 2 are 0.5, the maximum crude odds ratio is 1.85.
In general, as the correlation of E with X 1 and X 2 increases, the odds ratio adjusted for Z 1 alone or both Z 1 and Z 2 increases. There are exceptions to this general rule. For example, when the correlation between E and X 1 is 0.1, the correlation between E and X 2 is 0.5, and Z 1 is measured without error (ICC ¼ 1), the odds ratio adjusted for Z 1 only is 1.36 (crude odds ratio ¼ 1.43). This is greater than the corresponding odds ratio of 1.25, when the correlation between E and X 1 is 0.5, even though the corresponding crude odds ratio is 1.85. This effect occurs because X 1 is perfectly measured (ICC ¼ 1) and is also correlated with X 2 . The increased confounding present when the correlation between E and X 1 is 0.5 is offset by the correspondingly improved indirect control for the unmeasured confounder (X 2 ). Generally, more measurement error in Z 1 or Z 2 (a smaller ICC) results in larger estimated odds ratios (more residual confounding). Again, there are exceptions to this general rule. For example, when the correlation between E and X 1 is 0.1, the correlation between E and X 2 is 0.5, Z 1 is measured without error (ICC ¼ 1), and Z 2 is measured with ICC ¼ 0.5, the odds ratio adjusted for both Z 1 and Z 2 is 1.22. When the ICC for Z 1 is 0.5 (measurement error increases), the odds ratio adjusted for Z 1 and Z 2 decreases to 1.20. With these correlations between confounders and between confounders and exposure, the partial correlation between E and X 1 , conditional on X 2 , is negative. In this situation, the effect of increasing X 1 while keeping X 2 fixed is a reduction in the estimated exposure-outcome odds ratio. It follows that as measurement error in Z 1 increases, the estimated odds ratio decreases.
Although, in general, unmeasured confounding results in larger estimated odds ratios, there are examples where the odds ratio is smaller with greater unmeasured confounding. When the correlation between E and X 1 is 0.5, the correlation between E and X 2 is 0.1, and ICC ¼ 0.5 for both confounders, the odds ratio adjusted for Z 1 and Z 2 is 1.20. When adjusting only for Z 1 , the odds ratio decreases to 1.17. Again, this combination of correlations leads to a negative partial correlation between E and X 2 , conditional on X 1 . Omitting X 2 from the analysis therefore decreases the estimated exposure-outcome odds ratio.
Intuitively, we would expect that either unmeasured confounding or residual confounding would lead to imperfect control and hence to adjusted odds ratios that were intermediate between the crude odds ratio and the correct value of 1.0. However, in table 2, estimated odds ratios less than 1 occur when the correlation of E with one of the confounders is 0.1 and the correlation of E with the other confounder is either 0.3 or 0.5. This effect occurs when one confounder is weak (i.e., has a correlation of 0.1 with exposure) and the other is both stronger (a correlation of 0.3 or 0.5 with exposure) and measured without error. Again, this is due to a negative partial correlation between E and the weaker confounder.
Four confounders
We now consider the results of simulations including four confounders. To reduce the number of data sets to be simulated, all correlations between pairs of confounders were assumed to be equal and were again either 0 or 0.5. We estimated the exposure-outcome association while controlling for either one or two confounders in the analyses. Table 3 displays estimated odds ratios for the association between exposure and the binary outcome, based on simulations in which the confounders are uncorrelated. For each combination of correlations between E and X 1 and E and X 2 , the crude odds ratio, the odds ratio adjusted for Z 1 only, and the odds ratio adjusted for Z 1 and Z 2 are shown. To ensure that the correlation matrix was positive definite, we did not simulate data sets where the correlation between all confounders and exposure was 0.5. Table 3 therefore displays results for situations where the correlation between E and X 3 is 0.5 and the correlation between E and X 4 is 0.3, as these were the highest correlations available that held for all correlations of E with X 1 and X 2 . 
The width of the 95% confidence intervals was less than 0.0051. y ICC, intraclass correlation coefficient; OR, odds ratio.
Because there is always unmeasured confounding by X 3 and X 4 , the estimated odds ratios in table 3 never equal the correct value of 1. In general, the odds ratios adjusted for Z 1 alone or for both Z 1 and Z 2 are larger when the correlations of E with X 1 and X 2 are larger. More measurement error (a smaller ICC) results in larger estimated odds ratios, and unmeasured confounding increases the estimated odds ratios. The estimated odds ratios are larger than those shown in either table 1 or table 2 because of the larger amount of unmeasured confounding, and we see crude odds ratios as large as 3.27. Residual confounding is now relatively unimportant compared with unmeasured confounding. Table 4 shows results from simulations in which the correlation between the confounders is 0.5. To enable comparison between table 3 and table 4 , the correlations between E and X 3 and E and X 4 were again set to 0.5 and 0.3, respectively.
Because of the correlation between the confounders, the odds ratios displayed in table 4 are smaller than those in table 3. However, they are larger than those shown in tables 1 and 2 because of the larger amount of unmeasured confounding. Although the relations of the degree of bias to residual and unmeasured confounding observed in table 3 still hold in general, there are exceptions. There are instances of increasing measurement error (decreasing ICC) or increasing correlation between exposure and confounders leading to smaller estimated odds ratios. There are also examples of unmeasured confounding leading to decreases in the estimated odds ratio. As was discussed in detail in the context of table 2, the correlations between the underlying confounders X 1 to X 4 lead to complex relations of the adjusted odds ratios with the strength of confounding (correlation with E) and with measurement error in the confounders. Figure 3 displays the effect of controlling for all four confounders, where the confounders are measured with varying amounts of error. For simplicity, all confounders are assumed to have the same ICC and the correlations between all pairs of confounders are assumed to be equal, unless the confounder-exposure correlation is 0.5. In this case, the correlation between E and X 4 is 0.3 and the correlation between all other confounders and exposure is 0.5. The residual confounding of the exposure-outcome odds ratio increases with the measurement error. The adjusted odds ratio increases as the correlation of each confounder with exposure increases and as the correlations between pairs of confounders decrease. The largest adjusted odds ratio of 2.81 is observed when the ICC equals 0.5, the confounders are uncorrelated, and the confounder-exposure correlation is 0.5. Figure 3 shows that exposure effects may be estimated with substantial bias because of residual confounding alone.
The effect of different numbers of unmeasured confounders on the estimated exposure-outcome odds ratio is displayed in figure 4 . For simplicity, all confounders are assumed to be measured without error, and the correlations between each confounder and exposure are assumed to be equal, except when the confounders have a correlation of 0.5, in which case the correlation between E and X 4 is 0.3 while all other confounders have a correlation of 0.5 with exposure. The estimated odds ratio increases as the number of confounders controlled for decreases and as the correlation between confounders and exposure increases. Bias due to unmeasured confounding is worse when the confounders are uncorrelated. When the exposure-confounder correlation is 0.5, there is serious bias in the estimated exposureoutcome odds ratio of 2.22, even when three confounders are controlled for. 
DISCUSSION
The validity of an epidemiologic study may be threatened by both residual and unmeasured confounding. With plausible assumptions about residual and unmeasured confounding, effect sizes of the magnitude frequently reported in observational epidemiologic studies can be generated. This study has shown that if the confounders are uncorrelated, bias in the estimated exposure-outcome odds ratio increases as error in the measured confounders increases, as the number of unmeasured confounders increases, and as the correlation of the confounders with exposure increases. If the confounders are correlated, bias in the estimated odds ratio can decrease as measurement error increases, as the correlation between confounders and exposure increases, and as unmeasured confounding increases. Unmeasured confounding is a more serious problem when the confounders are uncorrelated, and it can result in substantial bias in the estimated exposure-outcome odds ratio, even when only one confounder is omitted from the analysis.
Usually, when one is analyzing the results of an epidemiologic study, the true model is not known. We do not reliably know which variables are confounders of the association of interest, the form in which they should enter the model, or the time scale over which they act. It has been suggested that confounders can be identified by evaluating the change in the exposure-outcome estimate (36)-for example, if the estimate adjusted for a variable differs by more than 15 percent from the estimate obtained without adjusting for that variable, the variable should be considered a confounder. Strict adherence to such a rule could lead to true confounders' being disregarded. Consider table 1, for example. If the correlations between both E and X 1 and E and X 2 were 0.1, the odds ratio adjusted for each of them separately would only differ from the crude odds ratio by 2.7-5.6 percent, depending on measurement error. This would lead us to believe that X 1 and X 2 were not confounders and that the crude odds ratio was the true exposure effect estimate. Rules such as the change-in-estimate criterion should be applied carefully or not at all (37) .
We have considered only the case in which the errors in confounders are uncorrelated. Returning to the motivating 
The width of the 95% confidence intervals was less than 0.0046.
y ICC, intraclass correlation coefficient; OR, odds ratio.
FIGURE 3.
Relation between the exposure-outcome odds ratio (OR) adjusted for all four confounders and confounder measurement error, correlation between confounders, and confounder-exposure correlation. Measurement error and confounder-exposure correlations are assumed to be equal for all confounders. For a confounderexposure correlation of 0.5, the correlation between E and X 4 is 0.3. The ORs on the y-axis are plotted on a log scale. ICC, intraclass correlation coefficient.
example of the effect of antioxidant vitamins on cardiovascular outcomes, this assumption may not be realistic. If quantities of nutrients are derived from a questionnaire containing questions about the frequency and quantity of consumption of certain food types, errors in variables may well be correlated. Errors in reporting on a type of food that contains two nutrients will result in the errors in the quantities of those two nutrients being correlated. Here, we have used simulation studies to illustrate our results. While analytic results are always desirable, they are not always possible to obtain. As Gustafson stated, ''Unfortunately, closed-form expressions for the bias induced by measurement error in logistic regression do not exist'' (38, p. 24). Our aim here was to examine the effects of unmeasured and residual confounding given parameter combinations representing situations commonly seen in epidemiologic research.
Care should be taken in making generalizations from the results of a simulation study (39) . Here, we assumed that both exposure and confounders were normally distributed with mean 0 and variance 1. Continuous variables in epidemiologic studies may not have a normal distribution, but logarithm or square-root transformations can improve normality (although this can cause added difficulty in interpreting the results of a regression analysis). Our results do not depend on the choice of mean and can be interpreted, without loss of generality, as the effect of a single standarddeviation increase in the exposure and confounders. Often, in epidemiologic studies, some or all of the confounders and/or the exposure are categorical. The results presented here will not generally apply in this situation. Misclassification of categorical (or binary) variables is a more complex problem, since errors will be correlated with the true values (40) . Extensions of this work that addressed the issue of categorical exposures and confounders would be desirable.
Our aim in this study was to show the magnitude of bias that can result from residual and unmeasured confounding. Therefore, we assumed throughout that exposure is measured without error, which may not be a realistic assumption. As Savitz and Barón (17) noted, the effect of measurement error in all variables should be considered. The investigator should consider whether the effects of measurement error in confounders and exposure act in the same direction or in opposite directions. With large numbers of confounders, this is a complex problem.
This study highlights the need to perform sensitivity analyses to assess whether unmeasured and residual confounding are likely problems. We have shown that unmeasured confounders have a cumulative effect on the bias of exposure effect estimates. The possibility of the presence of several unmeasured confounders should be taken into account when performing sensitivity analyses. It may not be enough to state that a single unmeasured confounder would need an implausibly large odds ratio to remove the observed effect. Several unmeasured confounders with small or moderate effects may be able to produce the same effects. Sensitivity analysis methods for assessing the possible effects of selection bias, misclassification of covariates, and unmeasured confounding have been proposed and illustrated by Greenland (41) and Lash and Fink (42) .
If information on confounders is available, it should be used in the estimation of effects. For example, in a study of the relation between plasma ascorbic acid level and mortality, Khaw et al. (5) noted that while information on the social class and physical activity of the participants was recorded, it was not used in the analysis. If these variables were indeed confounders of the relation between ascorbic acid and mortality, even a moderate effect of each would have resulted in sizable residual confounding in the reported estimates, as Lawlor et al. (11) showed. Confounders may be omitted from the analysis because of missing data leading to loss of information. In these situations, methods of dealing with missing data (e.g., multiple imputation (43, 44) ) can be used to avoid bias due to unmeasured confounding.
The effect of measurement error on exposure effect estimates should be explored, either by adjusting the estimates based on knowledge of the likely measurement error or by performing sensitivity analyses. Of course, the ideal circumstance is that the variables are measured without error, but this is unlikely to occur in reality. While efforts should be made to minimize measurement error, the measurement error that has occurred should be quantified and used in the final effect estimate.
