The aim of this paper is to investigate
Introduction and preliminaries
The paper is devoted to the theory of real-analytic solutions of the Beltrami equation
which is directly related to theory of quasi-conformal mappings. The function A (z) is, in general, assumed to be measurable with |A (z)| C < 1 almost everywhere in the domain D ⊂ C. Solutions of equation (1) are often referred to as A-analytic functions in the literature.
The solutions of equation (1) , as well as quasi-conformal homeomorphisms in the complex plane C, have been studied in sufficient details. Here we confine ourselves to giving the references ( [1, 4, 5, [8] [9] [10] ) and formulating the following three theorems: Note that if the function |A(z)| C < 1 is defined only in the domain D ⊂ C, then it can be extended to the whole C by setting A ≡ 0 outside D, so Theorem 1.1 holds for any domain D ⊂ C. The aim of this paper is to investigate A-analytic functions in a special case when the function A is an anti-analytic function in a domain. We prove that a continuous function satisfying the integral condition of the Cauchy theorem is A-analytic (an analog of Morera's theorem, Sec. 2). In Sec. 3 we prove an analog of the Weierstrass theorem for functional series of A-analytic functions and the expansion of A-analytic functions into functional series (Sec. 4).
Theorem 1.1 ( [1]). For any measurable on the complex plane function A(z)
:
Theorem 1.2 ( [4, 5]). All generalized solutions of equation (1) have the form f (z) = Φ[χ(z)], where χ(z) is a homeomorphic solution in Theorem 1.1, and Φ(ξ) is a holomorphic function in the domain χ(D)
The study of A-analytic functions was inspired by their applications in tomography problems. In a series of papers by A. Bukhgeim and S. G. Kazantsev (see [6, 7] ) the Radon problem is interpreted as a boundary value problem for an infinite-dimensional analog of the equation fz − Af z = 0, where f is a function of complex argument z with values in some Banach space X, and A is a linear continuous operator A : X → X, ||A|| < 1.
A-analytic functions can be applied in the theory of elliptic equations (see [11, 16] ), when A is a continuous linear operator in a finite or infinite-dimensional space. In papers [11, 16] A is a linear continuous operator in X. In case when X = C the function A is a constant.
We put
Theorem 1.4 (an analog of Cauchy's theorem, see [16] 
Now we assume that the domain D ⊂ C is convex, and ξ ∈ D is a fixed point in it. Consider the function
where γ(ξ, z) is a smooth curve which connects points ξ and z in D. Since the domain is simply connected and the functionĀ(z) is holomorphic, the integral
does not depend on a path of integration; it coincides with a primitive, i.e. I ′ (z) =Ā(z).
has a simple pole.
Remark 1. If a simply connected domain D ⊂ C is not convex, then the function
ψ(z, ξ) = z − ξ + ∫ γ(ξ, z)Ā (τ )dτ , although well defined in D, may have other isolated zeros except for ξ: ψ(z, ξ) = 0 for z ∈ P = {ξ, ξ 1 , ξ 2 , . . . }. Consequently, ψ ∈ O A (D), ψ(z, ξ) ̸ = 0 when z / ∈ P ,
and K(z, ξ) is an A-analytic function only in D P , it has poles at the points of P . Due to this fact we consider the class of A-analytic functions only in convex domains.
According to Theorem 1.2, the function ψ(z, ξ) ∈ O A (D) carries out an internal mapping. In particular, the set
For sufficiently small r > 0 it compactly belongs to D and contains the point ξ. This set is called an A-lemniscate with the center ξ and denoted by L(ξ, r). It is a simply connected domain (see [13] ). Theorem 1.6 (the Cauchy formula, see [13] ). Let D ⊂ C be a convex domain and G ⊂ D be its subdomain with piecewise smooth boundary ∂G. Then for any function
Let A(z) be an anti-analytic function. The following theorem holds, which, as is not difficult to see, without the condition of anti-analyticity A(z) does not hold.
The proof of the theorem follows easily from the relation thatD A ∂f = ∂D A f , wherē
In fact, direct calculation shows thatD 
An analog of Morera's theorem
As in the classical case, for A-analytic functions the inverse of the Cauchy theorem holds. Proof. Let the function f (z) = u(x, y) + iv(x, y) and A(z) = a(x, y) + ib(x, y). Then condition (4) can be rewritten in the form of contour integrals of the 2nd type:
Hence,
We fix a point a ∈ D and consider the following integral
where Γ(a, z) is a smooth curve connecting the points a and z ∈ D. According to (4), the integrals (5) do not depend on the path of integration Γ(a, z). We write the function F (z) in the form
where
and according to (6) , each of these integrals do not depend on the path of integration, and the following equalities hold
According to (8) f = ∂F ∂z and by Theorem 1.7 f ∈ O A (D). The theorem is proved.
Functional series Lemma 1. Let D ⊂ C be a bounded domain with a smooth boundary and f, g ∈ C 1 (D ×D), then the function
is differentiable with respect to z and the following equality holds
The rule of differentiation of an integral depending on a parameter implies
Using now
we have
We can similarly prove that∂
Now we consider an A(z)-analytic function f (z) in a simply-connected domain D. We fix a point a ∈ D and a lemniscate L(a, r) = {ξ : |ψ(a, ξ)| < r} D. Then we have

Lemma 2. In L(a, r) the following equality holds
where we recall
Proof. By the Cauchy integral formula we have
We use the obvious relation
.
We have
Theorem 3.1 (an analog of the Weierstrass theorem). If a series of A-analytic functions in the domain
converges uniformly on any compact subset of this domain, then
2) the series (11) can be differentiated term by term:
3) the series (12) converge uniformly on any compact subset of D.
Proof. We fix an arbitrary simply connected domain G D. By the hypothesis of the theorem the series (11) converges uniformly inḠ, i.e. its sum f (z) is continuous in G. We can integrate the series term by term along any closed curve γ ⊂ G:
Since f n (z) is an A-analytic function in G, then by the Cauchy theorem (Theorem 1.4) all the integrals on the right-hand side are zero. Therefore, the integral of f (z) along γ is also zero. Morera's theorem (Theorem 2.1) implies that f (z) is A-analytic, which proves statement 1. We now prove statement 2. We choose an arbitrary point a ∈ D and construct a lemniscate L(a, r) = {|ψ(z, a)| < r} D. According to Lemma 2 we have
Since the series
converges uniformly on ∂L(a, r), then we can substitute (14) into the integral (13) and interchange the sum and the integral:
∂f n . Uniform convergence of the series
∂f n (z) on any compact subset of the domain D follows from Cauchy's formula and from the uniform convergence of the series (11) . Similarly, we can prove∂
We have∂
and
(z)∂f n (z) converges uniformly and absolutely inside D, then all the series participating in these relations also converge uniformly and absolutely inside D.
Here it is pertinent to note that from uniform convergence of the series, its differentiability in general does not follow. For this, the series of differentials must also be uniformly convergent.
Expansion of A-analytic functions into power series
First we note that the analog of power series for A-analytic functions are the following series
where c j are constants. The domain of convergence of the series (15) is the lemniscate L(a, R) = {|ψ(z, a)| < R}, where the radius of convergence is given by the Cauchy-Hadamard formula:
We show that the series (15) follows from (18).
For completeness of the presentation of the material, we give the expansion of functions into 'Laurent' series. The Cauchy inequalities (see [14] ). 
