I. INTRODUCTION
The image is always an important approach to convey information and has penetrated into all aspects of our life. In particular, with the development of the Internet and multi-media technology nowadays, the digital image has become an import media for modern information, and its increasing rate makes traditional management method of manual labeling more and more infeasible [1] . Thus, many researchers have started to work on automatic image classification by computers to sort images into different semantic classes according to people's comprehension. Problems in image classification, including scene detection, object detection and so on, are hot and difficult issues in modern computer vision and multi-media information. Due to the wide application of images and videos, we are in bad need of excellent and accurate image comprehension algorithms to address problems in image classification. Computer vision aimed at image comprehension emphasizes on the function of computers to visually comprehend images. Vision is an essential approach for human to observe and cognize the world. According to statistics, a big portion of information people obtained from the outside world stem from the visual system. Narrowly speaking, the final target of vision is to reasonably explain and describe the image to the observant. Generally speaking, vision even includes action plan according to the explanation, description, environment and the will of the observant. Therefore, computer vision aimed at image comprehension is the realization of human vision via computers, and it is an important step for artificial intelligence to accurately comprehend the world, which can percept, cognize and comprehend the 2D scenes of the world.
For the time being, this research area mainly focuses on object detection, object description and scene comprehension. Therein, object detection serves for accurate description of scene and is the basis of scene description and comprehension. In turn, scene description and comprehension provide priory knowledge for object detection and guide the process by giving background knowledge and context information. In the light of computers, image comprehension is to input the image (mainly digital image) from vision via a series of computational analysis and perceptive learning, which outputs the detected objects in the scene and their relations, while the overall description and comprehension of the scene as well as the comprehensive image semantic description. All in all, image content detection and classification not only include the overall knowledge of an image, but also provide the context under which the objects appear on it and thus lay the foundation of further comprehension, which is widely applicable to many aspects. When application is considered, image classification techniques are nowadays potentially applicable to a variety of areas, such as image and video retrieval, computer vision and so on.
Image retrieval [2] based on content is the simplest and most direct application of object detection which can provide effective aids and evidence for image information retrieval and procession. With the popularization of electronic digital cameras, the number of digital images are increasing astonishingly and comprehension based on objects is helpful to efficiently organize and browse database, so the result of object detection is valuable to image retrieval. Therefore, image classification and object detection have a promising application perspective. Apart from the application on computer sciences such as image engineering and artificial intelligence, its research products can be applied to studies on human visual system and its mechanism, the psychology and physiology of human brain and so on. With the development of interdisciplinary basic research and the improvement of computer performance, image comprehension will be widely used in more complicated application. Image classification needs different kinds of features to describe the image contents. Such classification methods based on bottom features have been studied for years in the area of image and video retrieval. These works usually perform supervised learning via images features such as colors, textures and boundaries, and thus sort the images into different semantic classes.
The color [3] is an important feature of images and one of the most widely used features in image retrieval. It is usually highly emphasized and deeply studied. Compared to geometric feature, the color is more stable and less sensitive to the size and the orientation. In many cases, it is the simplest feature to describe an image. Color histogram is a widely used color feature in many studies on image content detection. The values in color histogram, measured via statistics, show the numerical features about colors in the image and reflect their statistical distribution and the basic hues. The histogram only contains the frequency that a certain color appears, but leaves out the spatial information of a pixel. Each image corresponds to a unique histogram, but different images may have the same color distribution and therefore the same histogram. So there is a one-to-many relation between histograms and images. Traditional color histogram only depicted the ratio of the number of pixels of a certain color to that of all pixels, which is only a global statistical relation. On the other hand, color correlogram describes the distribution of colors related to distances, which reflects the spatial relations between pairs of pixels and the distribution relations between local and global pixels. It is easy to calculate, restricted in range and well-performed, so some researches use it as the key feature for describing image content. The texture is also an important visual feature for describing the homogeneity of images [4] . It is used to depict the smoothness, coarseness and arrangement of images and is not uniformly defined currently. It is essentially the description of the spatial distribution of pixels in neighboring grey space. The methods of texture description can be divided into four classes: statistical, structural, modelling and frequency spectral. Textures are often shown as locally irregular and globally regular features, such as the highly textured region on a tree and the vertical or horizontal boundary information of a city. The texture reflects the structural arrangement on the surface of an object and its relation with the surrounding environment, which is also widely applied in content based image retrieval.
In the area of object detection, sometimes global features such as colors and textures can not effectively detect objects of the same kind. Objects with the same semantic may have different colors, such as cars with various colors. It is the same with cars of different textures. Therefore, the shape has been paid more and more attention. It is typically local feature that depict the shapes of objects in an image and generally are extracted from the corners in the image, which keep important information of the objects. And the features will not be influenced by light and have important properties such as spatial invariance and rotational invariance.
Due to the low accuracy of image object detection based on global features, researchers have changed the focus of research to local features of images recently. There are three kinds of local features based on points, boundaries and regions but most researches today focus on those based on points. The extraction of local features based on points is generally divided into two steps: 1) key point detection and 2) generation of feature descriptor. Harris Corner Detector is a widely used method of key point detection based on the eigenvalues of a two-order matrix. However, it is not scale invariant. Lindeberg forwarded the concept of automatic scale selection to detect key points on the specific scale of the image. He used Laplacian method of the determinant and trace of Hessian matrix to detect the spotted structure in the image. Mikolajczyk [5] etc. improved this method by proposing key points detector with robustness and scale invariance: Harris-Laplace and Hessian-Laplace. They used Harris method or the trace of Hessian matrix to select locations and Laplacian method to select scales. Lowe [6] employed a method similar to LOG operator, i.e. Difference of Gaussians (DOG), to improve the detection rate. Bay etc employed fast Hessian matrix for key points detection and further improved the detection rate.
Moment invariants and phased-based local features etc. are the early feature descriptors, whose performances are not satisfying. In later studies of descriptors, Lowe proposed the famous scale invariant feature transformation description. SIFT is proved to be the best through literature. SIFT has many variants such as PCA-SIFT [7] , GLOH and so on, but their detective performances are not as good as SIFT. Bay etc. proposed Speeded-up Robust Features (SURF) descriptor [8] , which describes Harris-wavelet responses with the key point region. Although the detective performance of SURF is slightly worse than SIFT, but it's much faster than the latter. SIFT and SURF are the most widely used local features in researches on image content detection.
Bag of Visual Words model [9] is the most famous image classification method, which is derived from Bag of Words model in text retrieval. Recently, Bag of Visual Words model is extensively applied to quantitative local features for image description and its performance is good. However, it has two main limitations: one is that this model leaves out the spatial information of images, i.e. each block in an image is related to a visual word in the word library, but its location in this image is neglected; the other is the method of presenting an image block by one or several approximated visual words, which is not accurate for image classification. Lazebnik etc. proposed Spatial Pyramid Matching (SPM) [10] algorithm to address the spatial limitation of Bag of Visual Words model. This method divides an image into several regions along three scales, and intertwines Bag of Visual Words model with the local features of each regions, which in a way adds spatial information. Softweighting method searches for several nearest words and reduces greatly the increased value on each word, which addresses the second limitation. However, the problems such as vocabulary generation and features coding still confine the performance of image classification.
In the area of multi-kernel learning [11] , many researchers have applied this model to a variety of algorithms, especially in the area of image object detection. Bosch etc. described the shapes of objects in a multi-kernel way under the frame of pyramid. Lampert etc. used multi-kernel method to automatically obtain a strategy based sparse depending graph of a related object class, which realized multi-object associative detection and improved object detection rate. Considering the strong distinguish ability of sparse classifier from multikernel linear combination, Damoulas etc. performed fast solution by combining multi object descriptors in feature spaces.
With the development of SVM theory, more attention is paid to kernel method. It is an effective method to solve problems in non-linear mode analysis. However, a single kernel function often cannot meet complicated application requirements for example image classification and object recognition. It is also proved that multi-kernel model performs better than sole-kernel models or their combination. Multi-kernel model is a sort of kernel based on learning which is more flexible. The paper proposes a weighed multi-kernel function, which is used in image classification. Due to the weighted multi-kernel learning, kernel function parameters can be better adjusted according to images from different classes and the simple BOVW histogram is substituted by pyramid histogram of visual words (PHOW), which adds the ability of distinguishing spatial distribution to the former. In this article, we research the popular algorithms in the area of image classification and object recognition. And present an image classification algorithm based on BOVW models and multi-kernel. For feature extraction, we employ D-SIFT which is robust, efficient and has more extraction speed compared to traditional methods. For feature coding, we using Bag of Words model and Spatial Pyramid model, which is state-of-the-art method in the fields. For classifier, we are the first to forward the weighed multi-kernel function. This function has outperformed classification performance among multikernel learning classifier based on Support Vector Machine (SVM). The effectiveness of the methods in this article is proved by experiments.
II. RELATED WORKS

A. SIFT Feature
In content based image classification, the principle basis is the contents of the image. Results of classification are given based on the similarity of image contents, and image contents are described via image features. The extraction of visual features is the first step to image classification and the basis of image content analysis. It exists in all processing procedures in image analysis and influences directly the ability of describing image. Therefore, it makes a huge difference to the quality of further analysis and the effectiveness of application systems.
SIFT operator is an image local feature descriptor forwarded by David G Lowe in 2004. It is one of the most popular local features, based on scale space and invariant to scaling, rotation and even affine transformation. Firstly, SIFT algorithm detects features in the scale space and confirms the location and scale of key points. Then, it sets the direction of gradient as the direction of the point. Thus the scale and direction invariance of the operator are realized. SIFT is a local feature, which is invariant to rotation, scaling and change of light and stable in a certain extent of changes in visual angle, affine transformation and noise. It ensures specificity and abundance, so it is applicable to fast and accurate matching among mass feature data. Its large quantity ensures that even a few objects can generate a number of SIFT features, high-speed satisfies the requirement of real-time, and extensibility makes it easy to combine with other feature vectors.
For an image, the general algorithm to calculate its SIFT feature vector has four steps:
(1) The detection of extreme values in scale space to tentatively determine the locations and scales of key points. During this process, the candidate pixel need to be compared with 26 pixels, which are 8 neighboring pixels in the same scale and 9×2 neighboring pixels around the corresponding position of adjacent scales.
(2) Accurately determine the locations and scales of key points via fitting three dimensional quadratic functions, meanwhile delete the low-contrast key points and unstable skirt response points (for DOG algorithm will generate strong skirt responses).
(3) Set the direction parameters for each key point via the direction of gradient of its neighboring pixels to ensure the rotation invariance of the operator. Actually, the algorithm samples in the window centered at the key point and calculate the direction of gradient in the neighboring area via histogram. A key point may be assigned to several directions (one principal and more than one auxiliary), which can increase the robustness of matching. Up to now, the detection of key points is completed. Each key point has three parameters: location, scale and direction. Thus an SIFT feature region can be determined.
(4) Generation of SIFT feature vector. First of all, rotate the axis to the direction of key point to ensure rotation invariance. In actual calculation, Lowe suggests to describe each key point using 4×4 seed points to increase the stability of matching. Thus, 128 data points, i.e. a 128-dimensional SIFT vector, are generated for one key point. Now SIFT vector is free from the influence of geometric transformations such as scale changes and rotation. Normalize the length of the feature vector, and the influence of light is eliminated.
B. Bag of Visual Words Model
With the widely application of local features in computer vision, more attention is placed on methods ofStanford University were the first to phase Bag of Words model into computer image process as a sort of features [12] . Using Bag of Words model in image classification not only solves the problem brought by the disunity of local features, but also brings the advantages of easy expression. Now the method is extensively used in image classification and retrieval [13] . The main steps are as following:
(1) Detect key points though image division or random sampling etc.
(2) Extract the local features (SIFT) of the image and generate the descriptor.
(3) Cluster these feature related descriptor (usually via K-means) and generate visual vocabulary, in which each clustering center is a visual word.
(4) Summarize the frequency of each visual word in a histogram.
Images are presented only by the frequency of visual words, which avoids complicated calculation during matching of image local features and shows obvious superiority in image classification with a large number of classes and requiring a lot of training. Despite the effectiveness of image classification based on Bag of Words model, the accuracy of visual vocabulary directly influences the precision of classification and the size of vocabulary (i.e. the number of clusters) can only be adjusted empirically by experiments. In addition, Bag of Words model leaves out spatial relations of local features and loses some important information, which causes the incompleteness of visual vocabulary and poor results.
C. SVM and Multi-Kernel Learning Method
Support Vector Machine (SVM) was a major achievement in machine learning proposed by Corte and Vapnik in 1995 [14] . It was developed from VC dimension theory and structural risk minimization in statistical learning, rather than empirical risk minimization in traditional statistics. The excellence of SVM is its ability to search for the optimal tradeoff between complicated model and learning ability to reach the best extensibility based on limited sample information. With the development of researches, multi-kernel learning has become a new focus in machine learning. The so-called kernel method is effective to solve problems in non-linear mode analysis. However, in some complicated situations, sole-kernel machine cannot meet various and ever-changing application requirements, such as data isomerism and irregularity, large size of samples and uneven sample distribution. Therefore, it is an inevitable choice to combine multiple kernel functions for better results. In addition, up to now there is no complete theory about the construction and selection of kernel functions. Moreover, when facing sample isomerism, large sample, irregular high-dimensional data or uneven data distribution in high-dimensional feature space, it is inappropriate to employ a simple kernel to map all samples. To solve these problems, there are a large number of recent researches on kernel combination, i.e. multi-kernel learning.
Multi-kernel model is a sort of kernel based learning which is more flexible. Recently the interpretability of substitution of sole kernel by multi-kernel has been proved by both theories and applications. It is also proved that multi-kernel model performs better than sole-kernel models or their combination. When constructing multikernel model, the simplest and most common method is to consider the convex combination if basic kernel functions, as:
In this formula, k j is a basic kernel function, M is the total number of basic functions, β j is the weighing factor. Therefore, under the frame of multi-kernel function, the problem of presenting samples in the feature space is converted to the selection of basic kernels and their weighs. In this combined space constructed from multiple spaces, the selection of kernels as well as parameters and models related kernel target alignment (KTA) is addressed successfully because the feature mapping ability of every kernel is utilized. Multi-kernel learning overcomes the shortcomings in sole-kernel function, and has become a focus in machine learning. 
III. IMAGE CLASSIFICATION BASED
A. Feature Extraction and Organization
The algorithm uses D-SIFT feature extracted from grids. It is similar in properties with SIFT feature, except for the key point detection method during feature extraction. During key point detection, in SIFT the first step is to detect key point in scale space, which is usually Gaussian Feature Space, then the location and scale of a key points are determined, and finally the direction of a key point is set as the principal direction of gradient in its neighboring region, thus the scale and direction invariance of the operator are realized. However, a large amount of calculation is involved in this process, and plenty of time is spent on searching and comparison during Gaussian difference space calculation and extreme value detection in Gaussian difference space. These calculations are costly in situations with low scale and direction invariance. For example, when classifying Caltech-101 images, the images in this dataset are preprocessed so that objects are rotated to the right orientation. D-SIFT algorithm has two important features. First of all, it is free from extreme detection in Gaussian difference space because it is extracted from grids, so the algorithm can skip a time-consuming step during calculation. Secondary, rotational normalization is no longer needed owing to the lack of extreme detection.
Thus it is free of rotational calculation during direction extraction, and only operations on the proper grids in the original images are needed. Generally, when extraction D-SIFT descriptor, features are calculated on grids separated by M pixels (M is typically 5 to 15) and calculations are performed on several values respectively. For each SIFT grid, extract SIFT feature in the circle block centered on the grid with the radius of r pixels (r is typically 4-16). Similar to normal SIFT, a 128-dimensioanl SIFT feature is generated. SIFT is a local feature, which is invariant to rotation, scaling and change of light and stable in a certain extent of changes in visual angle, affine transformation and noise. It ensures specificity and abundance, so it is applicable to fast and accurate matching among mass feature data. As a variant of SIFT, D-SIFT can greatly increase the efficiency as well as maintain the former invariance.
In traditional SIFT algorithm, massive features will be extracted from each image after key point detection in Gaussian feature space. In D-SIFT, although key point detection is not needed and feature extraction is carried out according to fixed intervals and scales, there are still a large number of SIFT features in an image, which are even munch more than traditional SIFT algorithm. The organization of these features is critical for the following procedures such as machine learning and classification. Bag of Words model at first appeared in text detection and have achieved great success in text processing. Probabilistic Latent Semantic Analysis model mines the concentrated theme from the text via non-supervise methods, i.e. it can extracts semantic features from bottom. Bag of Words model neglects the connections and relative positions of features. Although this results in the loss of some information, but it makes model construction convenient and fast. Traditional neighborhood feature extraction techniques in images and videos mainly focus on the global distributions of colors, textures, etc. from the bottom layer, such as color histogram and Gabor Filter. For a specific object, always only one feature vector is generated, and Bag of Words model is not necessary in such application. However, recent works have showed that global features alone cannot reflect some detailed features of images or videos. So more and more researchers have proposed kinds of local features, such as SIFT. This feature descriptor of key points are effective in local region matching, but when applied to global classification, the weak coupled features of each key points cannot effectively represent the entire image or video. Therefore researchers have phased Bag of Words model from text classification into image description. The analysis of the relation between text classification and image classification is helpful to adapt all kinds of mature methods in the former to the latter. Comparing text classification to image classification, we assume that an image contains several visual words, similar to a text containing several text words. The values of key points in an image contain abundant local information. A visual word is similar to a word in text detection. Clustering these features into groups so that the difference between two groups is obvious, and the clustering center of each group is a visual word. In other images, group the extracted local features according to the distance of words and a specific feature vector of an image is generated based on a particular group of words. Such descriptive method is suitable to work with linear classifiers such as SVM. In this method, we at first summarize D-SIFT features formerly extracted, and then obtain the centers of Bag of Words via K-means, which reflect the spatial aggregation of D-SIFT features and meanwhile serve as the Bag of Words basis for training and test samples. According to the algorithm in the article, the image features are shown as the histogram vector of these Bags of Words.
B. Kernel Function and Classifier Designing
With the development of SVM theory, more attention is paid to kernel method. It is an effective method to solve problems in non-linear mode analysis. However, a single kernel function often cannot meet complicated application requirements. Thus more people have started to combine multiple kernel functions and multi-kernel learning method has become a new focus in machine learning. Multi-kernel model is a sort of kernel based learning which is more flexible. Recently the interpretability of substitution of sole kernel by multikernel has been proved by both theories and applications. It is also proved that multi-kernel model performs better than sole-kernel models or their combination. Kernel learning can effectively solve the problems of classification, regression and so on, and it has greatly improved the performance of classifier. When constructing multi-kernel model, the simplest and most common method is to consider the convex combination if basic kernel functions, as:
In this formula, k m (x, y) is a basic kernel function, F is the total number of basic functions, β m is the related weighing factor and the object to be optimized. This optimization process can be constructed via Lagrange function.
Multi-kernel learning automatically works out the combination of kernel function during the training stage. It can optimize combinatory parameters of kernel function in SVM. First of all, extracting features from the input data. Then perform spatial transformation to these features by mapping them to the kernel function space, which is the same as in traditional SVM kernel function. The third step is to summarize all former features by combinatory parameters β 1 , β 2 …β M and get the combined JOURNAL OF MULTIMEDIA, VOL. 9, NO. 2, FEBRUARY 2014 273 kernel through linear combination. At last, classification or regression is complete by classifier and the final result is given. In traditional SVM, the most common kernel function is Radial Basic Kernel function, also called Gaussian Kernel function, which is:
Gaussian kernel function treats each dimension of feature x and y equally and often cannot represent the inner structure of features. Multi-kernel learning theory can solve this problem. For Multi-kernel learning, suppose divide a pyramid feature into m blocks, each of the length L so that n=ML. Here each block corresponds to a block in certain layer of grid in the pyramid. Assign the initial values d1, d2…dm to the blocks, then the following Gaussian Kernel function is obtained:
In Gaussian Multi-kernel learning, sum of RBF and product of RBF are two common kernel functions, they are shown as following:
Due to the introduction of multi-kernel learning, image classification can better adjust kernel function parameters according to different semantic of images. So in many occasions, the simple BOW histogram is substituted by Pyramid Histogram of Visual Words (PHOW), which added the ability of distinguishing spatial distribution to the former spatial disorder features in the histogram. Meanwhile, the former ordinary kernel function is substituted by corresponding Pyramid matching kernel function during training, and training and test are performed by multi-kernel classifier. The histogram of visual words in this method presents images as the histogram of a series of visual key words, which are extracted from D-SIFT features of training images via Kmeans. Then a series of key words of different resolution are extracted via pyramid method to get the structural features of the images. In pyramid expression, an image is presented in several layers, each containing some feature blocks. Therein, the feature block of the 0 th layer is the image itself, and in the latter layers until the L th layer, each block of the previous one is divided into four non-overlapping parts. At last, join the features of each block together as the final descriptor. In pyramid model, the feature of the 0th layer is presented by a vdimensional vector, corresponding to V blocks in the histogram, then that of the 1 th layer is presented by a 4v-dimensional vector, and so forth. 
The matches found in the I th layer are also found in the I+1 th layer, so the number of new matches should be
as L l and assign its weight as 1/2L, which is reciprocal to the width of this layer. All in all, the final version of pyramid kernel matching function is:
By now, this article has proposed a generalized Gaussian Combinatory kernel function on the basis of present kernel function, according to the properties of multi-kernel functions and the distinguish ability of pyramid features in image spatial information. This method provides traditional pyramid kernel function with fixed weight distribution and obtains the integration parameters of each part automatically via multi-kernel learning. The kernel function in Formula (4) has more parameters than traditional function, but it leaves out the inner structure of features and is determined only via the relations between blocks. In Formula (5) and (6), the weight of each dimension in the feature in considered in the kernel function, but the structure of blocks are neglected. Integrating the advantages of both kernel functions, we have proposed a generalized Gaussian combinatory kernel function. It comprehensively takes block relations and inner structures into consideration, and the integration parameters are given automatically by multi-kernel learning classifier. In this function, n+m parameters are taken for optimization. Therein, d 1 , d 2 …d n are the weights among each feature block, and d n+1 , d n+2 …d n+m are those between different blocks. The function is shown as:
As shown in the above formula, this kernel function essentially combined Gaussian Sum and Gaussian Product. Meanwhile, it takes the inner structure of features into consideration and distinguishes geometric presentations of images via blocks. The function has simplified calculation as well as observes Mercer Condition.
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C. Image Classification Algorithm in This Article
In this section, we will introduce the overall framework of image classification system. In this framework, we extract D-SIFT feature from an image, organize it via BOW method and obtain the final blocked histogram descriptor via Spatial Pyramid model. During the training stage, generalized Gaussian Combinatory Kernel function is employed and combined with Gaussian Multi-kernel learning classifier for classification. The procedure of the algorithm is:
1. Divide an image into grids and extract D-SIFT feature;
2. Obtain the vocabulary via K-means training; 3. Organize the statistical histogram of D-SIFT by Spatial Pyramid model;
4. Process the former features via generalized Gaussian Combinatory Kernel function;
5. Use GMKL as classifier, optimize kernel function parameters and obtain the final classifier.
In this method, the first step is to extract D-SIFT feature. Compared to traditional SIFT feature, it is free from key point detection and grids are drawn as extraction regions, which is more efficient. During D-SIFT extraction of our experiments, the sizes of grids are set to 4, 8, 12 and 16 pixels, increasing 10 pixels each time. Then, Bag of Words method is applied. In this method, all previous image features are clustered via Kmeans to get the center of every cluster. There are c=300 centers, so in the end we obtain the feature vocabulary with the length of 300. After the generation of the vocabulary, we organize the features via Spatial Pyramid model mentioned previously and assign corresponding weights so that the histograms of large blocks are assigned with large weights and that of small blocks with small weights. In the experiments, set L to 2 so there are 3 layers and 21 feature blocks during classification. Next, process the spatial pyramid histograms previously generated via generalized Gaussian Combinatory Kernel function. The parameters are undefined, so the calculated kernel function needs optimization, which is combined with GMKL classifier. Optimize the selected kernel function by gradient descent algorithm step by step, and finally obtain the optimal solution and corresponding SVM model. Up to now, the training process is completed. The feature extraction step is the same in testing process, and the same vocabulary is used in BOW feature summarization. For different semantic, use different kernel function parameters and SVM model for judgment and get the final results.
IV. STIMULATORY EXPERIEMNTS AND ANALYSIS
The dataset used in these experiments is Caltech-101 collected by Professor feifei Li from Princeton University in 2003. It contains 101 groups of objects, each consists of 31 to 800 images and the resolution of most images is 300×200 pixels. This dataset features in big intergroup difference and is used by many researchers to test the effectiveness their algorithms. In experiments, we analyze the time consumption of our algorithm at first. Then, we test on the size of vocabulary and pick out a proper size. Next, we compare the combinatory kernel function we have proposed with the original one. Finally, we test our algorithm on the entire Caltech-101 dataset, selecting respectively 15 and 30 images from each group for training and conducting the test.
In the experiments, we extract features via the opensource library Vlfeat [15] . It is an open-source image processing library established by Andrea Vedaldi and Brian Fulkerson and contains some common computer vision algorithms such as SIFT, MSER, K-means and so on. The library is realized in C and MATLAB, C Language is more efficient and MATLAB more convenient. Vlfeat 0.9.9 is used in the experiment and we mainly use SIFT algorithm realized in MATLAB and Kmeans algorithm for clustering.
As mentioned before, we select GMKL ( 
A. Calculating Speed Analysis
We compare our kernel function with existing ones in same conditions. In this experiment, the CPU is Intel(R) Core(TM) i5-2410M with dual cores of 2.30-2.80GHz, the Memory is 8.00GB and the OS is Windows 7 Ultimate. First of all, we measure and compare the training duration of every group of images, and average them to get the following data: This tables shows that the time consumption of Sum of RBF and Product of RBF is nearly the same, they are 45.5s and 43.7s respectively, while that of GGC, 63.4s, is slightly higher than the former two but still in the same level.
To improve the accuracy, the algorithm proposed in this article includes more weighting factors. It is shown in Formula 12 that it has more weighting factors than other two algorithms and the exceeding parameters are those for feature blocks. The first two algorithms are merely the exchange of addition and multiplication and the there is no need of additional operation when calculating kernel functions and gradients, so it consumes more time than the former. Even though, the time consumptions of these algorithms are at the same level and stay stable to the introduction of more calculations. Because their complexity is on the same level, we will compare their effectiveness from accuracy of classification.
B. Relationship Between Size of Vocabulary and Accuracy
Randomly select some image from the dataset and calculate the D-SIFT feature vectors of all key points. Cluster these vectors via k-means and get the clustering centers as words. Each cluster center is a word, and the size of Bag of Words is determined by the number of Kmeans clusters. The number of words has a huge influence on the accuracy of final results, so in this section we focus on the selection of proper size of vocabulary. In this experiment, we randomly pick two images from each of the first 10 groups in Caltech-101 for feature extraction. We test in small dataset and sum up the D-SIFT features of these images in all scales as the input for K-means clustering. Employing the classification framework proposed in this article to different sizes, we test six different sizes of vocabularies (50, 75, 150, 300, 500 and 800) and observe the influence of size to the accuracy of results. The above table shows that the accuracy of classification varies with the change in vocabulary size. When the size is small, the accuracy increases as the size increases; when the size is large, the accuracy decrease as the size increases. In this change that first increases then decreases, it is shown that when the size reaches 300, we can get the maximum accuracy of 88.23%. The data show that generally speaking, the larger the vocabulary is, the longer the histogram becomes, which will increase the amount of calculation and slow down the operation. Meanwhile, over large vocabulary will cause the over dense of clustering centers and assign the same sort of key points into different groups, i.e. different words, thus the images will not be well presented. In contrast, too small vocabulary size will cause under fitting that many features are not well separated but rather grouped in to one BOVW block, which will influence the accuracy of classification. Therefore, we select 300 as the size of vocabulary to trade off efficiency and accuracy and reach the optimal classification results without too large amount of calculation. The data show that only when the size of vocabulary is 300, the accuracy is 88.23%, which is over 88%. The accuracies under other vocabulary sizes are all less than 88%.
C. Comparing with the Existing Kernel Function
We compare GCC kernel proposed in this article with Sum of Gaussian Kernel and Product of Gaussian Kernel using the same overall framework and features. In this experiment, we select the first 10 groups in Caltech-101 for comparison and focus on the groups on which our kernel function has better optimization and classification results. These 10 groups are: Background Google, Faces, Faces Easy, Leopards, Motorbikes, Accordion, Airplanes, Anchors, Ants and Barrels. The results are shown in Table 3:   TABLE III The above table shows that the accuracies of kernel function in proposed in this article is maintained in many groups, which proves that this method can maintain the effectiveness of traditional methods (Sum of Gaussian and Product of Gaussian). On the other hand, its accuracies have been improved in many groups. Regarding Faces Easy, Motorbikes and Airplanes, experimental data show that our method of GGC Kernel function has increased the accuracies greatly from86.3%(86.7%) and87.2%(87.4%) to 92.4%, 91.7%(91.7%) to 95.8%. After observation on the three groups of images, we can discover that the common feature of them is that the objects in those images remain at a certain position. In these cases, our kernel function has certain advantages in region matching due to the combination with pyramid model. So generalized Gaussian Combinatory Kernel function has exceeding advantage when deal with such problems. For other groups, the results of different kernel functions are basically the same, except for the first group Background Google, whose result of our method is slightly worse than other two methods. Nevertheless, this group is typically selected as reference and barely has classification value.
As to the overall accuracy, GGC is 87.79%, which is higher than other two. The accuracy of Sum of Gaussian is 86.97% and that of Product of Gaussian is 86.91%.
D. Comparing with the Existing Image Classification Algorithm
Many researchers use Caltech-101 as the testing dataset of their algorithms, so we can conveniently compare our algorithm to others. In [16] the author designed an image presentation method with high discovery rate and robustness, which integrated a number of shape, color and texture feature. In the article, a variety of classification models were compared, including basic methods and some multi-kernel learning methods. This method was aimed at searching for the combinations of different training data features, in which Boosting reached the best result. In [12] the extraction of middle layer features is divided in two steps, i.e. coding and V. CONCLUSIONS
In this article we have propose an image classification algorithm based on Bag of Visual Words model and Multi-kernel learning. It is relatively efficient during classification and can well present the spatial information contained in Spatial Pyramid features. We use D-SIFT feature as an example to construct image word vocabulary and form Bag of Words to describe the images. It has been proved by experiments that our algorithm is not only highly efficient, but also more accurate than previous algorithm during detection.
