Recent advances in wireless networks have prompted much research attention in the area of wireless sensor network (WSN). Sensor network consists of hundreds to thousands of low power multifunctioning sensor nodes operating in hostile environment with limited computational and sensing capabilities. These sensor devices are susceptible to various attacks such as selective forwarding or sinkhole attacks when operated in a wireless medium. Reactive routing protocols such as ad-hoc on demand distance vector routing (AODV) of sensor networks have been developed without considering security aspects against these attacks. In this paper, a secure routing protocol named secured ad hoc on demand distance vector routing (S-AODV) is proposed for mobile sensor networks by incorporating trust based mechanism in the existing AODV. Zigbee hardware prototype is also implemented and tested by increasing the sizes of data and distances in indoor and outdoor environment. Simulation results prove that S-AODV outperforms the AODV by reducing the overhead and improving the delivery ratio of the networks.
INTRODUCTION
Recently wireless sensor networks have drawn a lot of interest due to broad applications in military and civilian operations. Sensor nodes in the network are characterized by severely constrained, energy resources and communicational capabilities. Due to small size and unattention of the deployed nodes, attackers can easily capture and rework them as malicious nodes. Karlof and Wagner [1] also have revealed that routing protocols of sensor networks are insecure and highly vulnerable to malicious nodes. It can either join the network externally or may originate internally by compromising an existing benevolent node [2] . These compromised nodes can also carry out both passive and active attacks against the networks [3] . In passive attack a malicious node only eavesdrops upon the packet contents, while in active attacks it may imitate, drop or modify legitimate packets [4] . Sinkhole is one of the common types of active attack in which a node can deceitfully modify the routing packets [5] . So, it may lure other sensor nodes to route all traffic through it. The impact of sinkhole is to launch further active attacks on the traffic, which is routed through it.
Due to limited capabilities of sensor nodes, providing security and privacy against these attacks is a challenging issue to sensor networks. In order to protect network against malicious attackers, number of routing protocols have been developed to improve network performance with the help of cryptographic techniques.
Security mechanisms used in these routing protocols of sensor networks detect the compromised node and then revoke the cryptographic keys of the network. But, requirements of such secure routing protocols include configuration of the nodes with encryption keys [6] , the creation of a centralized or distributed key repository to realize different security services [7] and clock synchronisation in the network.
In addition, secure routing protocols utilising cryptographic methods also require excessive overheads. However, only few routing protocols such as secured dynamic source routing protocols (S-DSR) for wireless sensor networks address the security mechanism by using trust based model against various attacks [8] . S-DSR forwards the packets to successive nodes given in the source node route header by checking its trust levels rather than the shortest route only. Moreover, S-DSR chooses the most trustworthy path computed by the source node using the trust based model to a particular destination by circumventing intermediate malicious nodes. However the performance of S-DSR will be degraded for higher malicious nodes and mobility conditions. In contrast, in AODV the header of packet transmitted from source node contains only the next hop address for a desired destination to improve the performance for larger mobile nodes situations. AODV selects the routing path by using two methods for routing such as route discovery and route maintenance to transmit data from source to destination. But the selected shortest routing path of AODV includes malicious or selfish nodes which is not aware by source node. In this paper, secured ad-hoc on demand distance vector routing (S-AODV) is proposed by including trust based framework mechanism which uses node trust and route trust in AODV to protect nodes from sinkhole attacks in sensor network with mobility model for nodes and Zigbee hardware model using AODV is also implemented. This S-AODV is simulated by using ns-2.32 for different coverage areas of 300m×300m and 500m×500m with 150 and 200 numbers of nodes considering mobile nodes in the network. The paper is organized as follows: Section 2 explains about the ad-hoc on demand distance vector routing. Section 3 describes about the proposed secured ad-hoc on demand distance vector routing of wireless sensor network. Section 4 deals with the implementation of Zigbee hardware model with AODV protocol. Results are discussed in Section 5 to obtain delay measurement using hardware prototype , delivery ratio, delay and routing overhead of the proposed security mechanism and conclusions are drawn in Section 6.
AD-HOC ON DEMAND VECTOR ROUTING
Routing protocols of WSN can be classified as reactive and proactive. In reactive routing protocols the routes are created only when source wants to send data to destination whereas proactive routing protocols are table driven. AODV routing protocol is one of the most popular reactive routing protocols of wireless sensor networks. Being a reactive routing protocol AODV uses traditional routing tables, one entry per destination and destination sequence numbers (DSN) are used to determine whether routing information is up-to-date and to prevent routing loops [9] . This will greatly increase the efficiency of routing processes. AODV consist of two routing phases such as discovery and maintenance. Various types of control messages are used in the routing process of AODV.
Control Messages in AODV
Route Request Message (RREQ), Route Reply Message (RREP), Route Error Message (RERR) and HELLO Messages are the control messages used for the discovery and breakage of route.
Route Discovery and Route Maintenance
AODV has two basic operations: route discovery and route maintenance. Route discovery is initiated when a source node wants to find a route to a new destination or when the lifetime of an existing route to a destination has expired. The process is initiated by broadcasting of RREQ as shown in Figure. 1.The source node broadcasts an RREQ packet which is in turn rebroadcasted by the neighbour nodes until the sought route is discovered. Upon receiving an RREQ, an intermediate node with a "fresh enough" route to the destination or the destination node itself unicasts an RREP packet back to the source node. This is possible because each node receiving the RREQ caches the route back to the originator of RREQ. A route is said to "fresh enough" when the DSN of the sought route in the recipient node"s routing table is greater than the DSN in the RREQ packet itself. A G flag is set in the RREQ for establishing a reverse route between destination node D and source node S. If a node forwards an RREP over a link that is likely to have errors, the node should set the "A" flag in the RREP. This would require an RREP acknowledgement (RREP-ACK) from the RREP recipient to its immediate sender/forwarder [10] .
There are two modes of route maintenance. To maintain connectivity, nodes may: (a) Periodically broadcast HELLO packets to their neighbors, and (b) Use acknowledgement based mechanisms at the link or network layers. Upon detecting a link break, a node could choose to repair the link locally (if the destination is no farther than MAX_REPAIR_TTL hops away) or send an RERR packet to notify its upstream nodes. An RERR message contains the list of those destinations which are not reachable due the loss of connectivity. 
SECURED AD HOC ON DEMAND DISTANCE VECTOR ROUTING
In S-AODV, the trust levels are incorporated in packet header of source node to create the most trusted route rather than the default shortest route. To compute direct trust in a node, an effort-return based trust model [11] is used in the existing AODV protocol. The salient changes made in AODV to function as S-AODV are
Each node maintains an additional data structure called the neighbours" trust 
Trust Framework and Computation
There are two trust values associated with the S-AODV protocol. They are route trust and node trust [12] . 
3.1.1Route trust

Node trust
Every node also maintains node trust on each of its neighbours. Node trust helps a node X incredibly in evaluating the recommendation of a neighbour N"s trust on a route passing through N. The current number of route requests (r) generated by N that will be entertained by X is directly proportional to X"s node trust on N. Initially when the network is setup, the proposed scheme functions almost like AODV. In the beginning, a node does not have any information about the credibility of its neighbours, i.e., nodes can neither be fully trusted nor be fully distrusted. So all nodes have 50% initial node trust with r = R/2 and this trust remains unchanged until a initial time t init. Node trust is computed based on the difference between the nodes" ATV to the destination and the observed trust value (OTV) computed for the current data transfer. When a node X forwards or generates an RREP, X advertises its trust on the route under consideration to its immediate upstream node P. Node P caches this route trust value as ATV of node X on that route and compares it with the OTV. The node X receives an incentive if the OTV is within an admissible range of ATV. Otherwise, it is penalized. The penalties and the incentives are inversely proportional to the node"s distance from the destination: the farther a node from the destination, lesser is the information it has on the downstream nodes" behaviour. A node which is only one-hop from the destination is solely responsible for packets reaching the destination. So its trust on the route is based on only its own behaviour and link between itself and the destination. But a node which is, say, three hops away from the destination, would have less information about the downstream route conditions and node behaviour.
Route Selection Criteria
The node S may get several RREP packets in response to its RREQ packet to D. The route selection criterion is dependent on node trust on the immediate downstream neighbour N that recommended the route which has trusted route on the sought route. The route selection criterion is inversely proportional to the number of hops in the route. Many methods can be devised for selecting a route from the available routes. A source node calculates the RSV for all its available routes to the destination and it finally chooses the route which has the highest RSV. If two routes have the same RSV then the following criteria are used to break the tie: i) the routes with highest trusted route are selected. ii) If the routes have same route trust values then the route with the highest immediate downstream neighbours" node trust (as perceived by the source/immediate upstream node) is chosen. iii) If the immediate downstream neighbours" node trust is also the same, then the shortest route is chosen. iv) If all the above are same then it will choose randomly among those routes with same RSVs.
ZIGBEE HARDWARE PROTOTYPE MODEL USING AODV
The ZigBee hardware model is implemented to transfer data from one PC to another in indoor and outdoor model. The block diagram of the entire model is shown in Figure. 2. The system consists of two PCs which are connected by a wireless link using ZigBee technology. The data from the PC is fed to the source node which is connected to the PC using a RS232 cable through the serial port of the PC. The source node in turn receives it and transmits it to the second node or the relay node .The second node upon receiving the data transmits it to the third node (relay node) and third node in turn transmits it to the fourth node which is the destination node.
Figure 2. Block diagram of the hardware prototype
The ZigBee hardware prototype is built with one source, one destination and two relay nodes. Each node of the hardware prototype model is equipped with a ZigBee transceiver [13] which receives the data from the previous node and transmits it to the next node. ZigBee module operates within the industrial, scientific and medical (ISM) 2.4 GHz frequency band. This module requires minimal power and provides reliable delivery of data between remote devices. AODV routing is done in ZigBee module. The specifications of ZigBee are given in Table. 1. 
Source and Destination Node Architecture
SIMULATION RESULTS AND DISCUSSION
Results using S-AODV
The trust and mobility model is implemented in the existing AODV protocol to obtain the S-AODV protocol. The S-AODV protocol is simulated using Network Simulator-2.32 to emulate selective forwarding and sinkhole attacks in the mobile sensor network. The performance parameters such as delivery ratio, delay and routing overhead are calculated for two different number of nodes (150 and 200) by varying the number of malicious nodes from 5 to 25 with various coverage areas such as 300×300 (m 2 ) and 500×500(m 2 ). The parameters used in the simulation are listed in Table 2. PC Table 2 . Simulation Parameters
Delivery ratio
Delivery ratio of S-AODV is higher than that of AODV for 150 and 200 nodes with different coverage area of 300×300(m 2 ) and 500×500 (m 2 ) which is shown in Figure 8 S-AODV improves the delivery ratio by increasing the forwarding rate by preferring the trusted routes for transmitting the packets from source to destination. Moreover, S-AODV selects or deselects the neighbour node for routing process based on their node trust and route trust levels to avoid the malicious node. 
Routing overhead
S-AODV has an overall lower routing overhead compared to that of AODV which is revealed through the results shown in Figure 9 (a), Figure 9 (b), Figure 9 (c) and Figure 9 (d). The routing overhead of S-AODV is lesser by roughly 65 % (average) than that of AODV for 150 nodes and 200 nodes with coverage area 300×300(m 2 ) which is shown in Figure 9 (a) and Figure 9 (c).
Simulation Parameters Values
Number However routing overhead of S-AODV and AODV increases, S-AODV achieves significant reduction in routing overhead by 68% nearly for increased values of malicious nodes, compared to that of AODV. The reduced overhead is due to less number of control packets generated for each data packet transmitted by trusted route in S-AODV. Delay of S-AODV protocol is higher than that of AODV protocol which is verified through simulation results shown in Figure  10 
Observations done using ZigBee Prototype Model
The hardware prototype has been tested in indoor and outdoor environments by transferring data of different byte sizes and varying distances. The delay measurement obtained for increased values of distances with data sizes of 5000 and 10000 bytes in indoor and outdoor regions are shown in Figure 11 (a), Figure  11 (b), Figure 11 (c) and Figure 11(d) . When the distance and data size increase, delay increases both in indoor and outdoor environments which are proved through the results revealed in Figure 11 (a), Figure 11 (b), Figure 11 (c) and Figure 11(d) . In indoor, data has been transferred to a maximum distance of 25m without any packet loss successfully which is shown in Figure  11 (a) and Figure 11 (b). Figure 11 (c) and 11(d) illustrate that data of 5000 and 10000 bytes have been delivered fruitfully to a distance of 100m in outdoor region. 
CONCLUSION
The prototype of the ZigBee network was built with four nodes and data was transferred from one PC to another via the ZigBee module. The hardware prototype was tested under various indoor and outdoor environments and the delay measurements were done by varying data size and distance. Observations done using ZigBee network model prove that if distance and data size are increased, delay also increases. It is also demonstrated through observations that data has been delivered effectively without any loss of data for a maximum distance of 25m and 100m in indoor and outdoor environment. Secured ad hoc on demand distance vector routing protocol is implemented for mobile sensor networks with different coverage areas considering 150 and 200 numbers of nodes for simulation. It is compared with ad hoc on demand distance vector routing protocol for different number of malicious nodes. The results show that on the average, the routing overhead achieved using the S-AODV protocol was 65% less than the standard AODV protocol. Further more, an improvement of 18-28% in the delivery ratio have been achieved in the S-AODV protocol. The improvement in the above mentioned network performance is mainly due to trusted route and less number of control packets taken by the trust based model which is implemented in AODV to get rid of the malicious nodes that were acting as selective forwarding or sinkhole attackers.
