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Abstract
Decomposition spaces are a class of function spaces constructed out of “well-behaved” coverings
and partitions of unity of a set. The structure of the covering of the set determines the properties
of the decomposition space. Besov spaces, shearlet spaces and modulation spaces are well-known
decomposition spaces. In this paper we focus on the geometric aspects of decomposition spaces and
utilize that these are naturally captured by the large scale properties of a metric space, the covered
space, associated to a covering of a set. We demonstrate that decomposition spaces constructed out
of quasi-isometric covered spaces have many geometric features in common. The notion of geometric
embedding is introduced to formalize the way one decomposition space can be embedded into another
decomposition space while respecting the geometric features of the coverings. Some consequences of
the large scale approach to decomposition spaces are (i) comparison of coverings of different sets, (ii)
study of embeddings of decomposition spaces based on the geometric features and the symmetries of
the coverings and (iii) the use of notions from large scale geometry, such as asymptotic dimension or
hyperbolicity, to study the properties of decomposition spaces.
We draw some consequences of our general investigations for the modulation spaces and for a new
class of decomposition spaces based on the special linear group of the Euclidean plane. These results
are based on considerations of the large scale properties of stratified Lie groups, locally compact
groups and Euclidean spaces, where we utilize the growth type of a group as a large scale invariant.
1 Introduction
Large scale geometry has its origins in the seminal work of Gromov in [Gro87, Gro93] and has led to
substantial progress in group theory, operator algebras and geometry. In this paper we add another
item to the long list of applications of large scale geometry: the theory of function spaces, in particular
the decomposition spaces of Feichtinger and Gro¨bner [FG85, Fei87]. The link between decomposition
spaces and coarse geometry has also been pointed out in the Ph.D. thesis of Koch [Koc18].
Several function spaces in time-frequency analysis and harmonic analysis possess a description
through a geometric decomposition of the domain space. These spaces are referred to as decomposition
spaces and contain among them Besov spaces and modulation spaces. Since the inception of decompo-
sition spaces in [FG85], a fundamental question has been to decide whether one decomposition space
embeds into another decomposition space. These investigations have mostly been considered when the
two decomposition spaces in question consist of functions/distributions on the same underlying space;
an exception is the tour de force paper [Voi16] where many results treat the case where the underlying
spaces are different open subsets of the same ambient Euclidean space with non-empty intersection. We
will investigate embeddings of a geometric nature between decomposition spaces defined on different
sets by utilizing methods from large scale geometry.
Let us briefly sketch the construction of decomposition spaces, see Section 4. Let Q = (Qi)i∈I be
a well-behaved covering on a set X and consider a partition of unity Φ = (ϕi)i∈I subordinate to the
covering Q. Decomposition spaces consist of functions f : X → C that have nice local behaviour with
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respect to the partition Φ measured in terms of a Banach space (B, ‖ · ‖B): This local information is
encoded in the sequence
fi := ‖f · ϕi‖B , i ∈ I.
Furthermore we want to ensure global regularity of f , which we obtain by imposing the sequence
(fi)i∈I to be an element of a suitably chosen sequence space (Y, ‖ · ‖Y ). Hence, the decomposition space
D(Q, B, Y ) is the space of functions such that the norm
‖f‖D(Q,B,Y ) := ‖(fi)i∈I‖Y , (1.1)
is finite.
The way to relate decomposition spaces with large scale geometry is to associate to any well-behaved
covering Q on X a metric space (X, dQ). The metric dQ(x, y) essentially counts the minimum number
of borders of the sets Qi one need to cross when going from x to y. The important features of the
covering Q are encapsulated in the metric space structure of (X, dQ).
Recall that a map f : (X, dX )→ (Z, dZ) between metric spaces is called a quasi-isometric embedding
if there exist constants L,C > 0 such that
1
L
dX(x, y)− C ≤ dZ(f(x), f(y)) ≤ LdX(x, y) + C,
for all x, y ∈ X. Quasi-isometric embeddings are generalizations of isometric embeddings that allow the
spaces to be locally different as long as they have the same global behavior. This leads us to consider
maps φ : (X,Q) → (Z,P) between sets equipped with well-behaved coverings that are quasi-isometric
embeddings with respect to the distances dQ and dP .
There is a standard notion of equivalence between coverings Q,P on the same space X present in the
literature on decomposition spaces [LMN13, FG85, Voi16, CF16]. We give a new proof of Proposition 2.7
stating that the coverings Q and P are equivalent if and only if the identity map IdX : (X, dQ)→ (X, dP )
is a bijective quasi-isometric embedding, that is, a quasi-isometry. The statement goes back to the paper
[FG85] and has been recently proved in a special case in the Ph.D. thesis of Koch [Koc18] where its
purpose was to compare decomposition spaces with coarse geometric methods. This framework provides
a natural extension of equivalent coverings to coverings defined on different sets.
The functorial way of associating the metric space (X, dQ) to the space X equipped with the well-
behaved covering Q allows us to consider quasi-isometric invariant properties of the covering Q. In
particular, we discuss the asymptotic dimension, growth type, and quasi-hyperbolicity of a well-behaved
covering. These properties will be used time and time again in later sections to simplify arguments
already present in the literature.
There is a canonical way of associating to a path-connected, locally compact group G a covering
U(G) reflecting the group operation introduced in [Fei87]. We will show in Theorem 3.2 that we can
reduce the problem of understanding the covering U(G) to the study of the asymptotic dimension, the
growth type, or the hyperbolicity of certain finitely generated subgroups of G. This is explored in
more detail for stratified Lie groups in Proposition 3.4 and solvable groups in Proposition 3.10, where
the finitely generated subgroups are respectively nilpotent and strongly polycyclic. For a stratified Lie
group G and a lattice N in G, we establish in Theorem 3.6 a correspondence between the growth type
of the metric space (N, dU(G)) and the homogeneous dimension of the stratified Lie group G.
Consider two decomposition spaces D(Q, B1, Y1) and D(P, B2, Y2) related to the coverings Q and
P on the locally compact spaces X and Z, respectively. We will investigate the existence of Banach
space embeddings F : D(Q, B1, Y1) → D(P, B2, Y2) that induce a quasi-isometric embedding between
the metric spaces (X, dQ) and (P, dP ). These embeddings are called geometric embeddings and are
introduced in Section 4.2. The rest of the paper is devoted to give criteria for when geometric embeddings
exist and to examine examples. This relies crucially on the material developed in Section 2 and Section
3.
2
Two highlights are Proposition 4.6, showing that geometric embeddings induce quasi-isometric em-
beddings of the underlying coverings, and Theorem 4.8, showing when quasi-isometries between the
metric spaces (X, dQ) and (Z, dP ) can induce geometric embeddings between the decomposition spaces
D(Q, B1, Y1) and D(P, B2, Y2).
In the final section we look at geometric embeddings between well-known decomposition spaces
such as the modulation spaces Mp,q(Rn). In Theorem 5.2 we show that there is a tower of compatible
geometric embeddings
Mp,q(R)
Γ21−→Mp,q(R2)
Γ32−→ . . .
Γnn−1
−−−→Mp,q(Rn)
Γn+1n−−−→ . . . ,
where there are no geometric embeddings in the other direction. Combining this result with [Gr01,
Theorem 12.2.2] shows that there exists a geometric embedding from the Feichtinger algebra S0(R) :=
M1,1(R) to any of the modulation spaces Mp,q(Rn).
Finally, we consider in Subsection 5.3 the decomposition space
Dp,q (SL(2,R)) := D(U(SL(2,R)), Lp, lq)
on the semisimple Lie group SL(2,R). The associated metric space (SL(2,R), dU ) is quasi-hyperbolic
by Proposition 3.11 and we show in Proposition 5.7 that the decomposition space Dp,q (SL(2,R)) is
radically different from the modulation spaces and Besov spaces.
In order to make this paper accessible for a broad audience we have included basic results and
definitions from large scale geometry. These are given when they are needed rather than including them
in an appendix since there are several excellent introductory texts available [NY12, Lo¨h17].
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2 From Admissible Coverings to the Large Scale Setting
2.1 Covered Spaces and Associated Metric Spaces
The first order of business is to associate a metric space to any sufficiently nice covering. Let X be a
non-empty set. A collection of non-empty subsets Q = (Qi)i∈I of X is called an admissible covering if
it is a covering of X such that
NQ := sup
i∈I
|i∗| <∞, i∗ :=
{
j ∈ I
∣∣∣Qi ∩Qj 6= ∅} .
We will call the constant NQ the admissibility constant of the covering, while i
∗ is called the neighbours
of the index i. Analogously, the sets Qj for j ∈ i
∗ are called the neighbours of the set Qi. This notion
can be inductively extended by ik∗ := (i(k−1)∗)∗ for k ≥ 2. Moreover, the abbreviations
Q∗i :=
⋃
j∈i∗
Qj, Q
k∗ :=
(
Q(k−1)∗
)∗
, k ≥ 2 (2.1)
will be used to ease the notation. Note that i ∈ jk∗ if and only if j ∈ ik∗ for all k ≥ 1. Other elementary
properties of neighbours can be found in [FG85, Lemma 2.1] 1.
1The reader should be aware that first statement in [FG85, Lemma 2.1] is false.
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We call a sequence Qi1 , . . . , Qik ∈ Q with x ∈ Qi1 and y ∈ Qik a Q-chain from x to y of length k
whenever Qil ∩ Qil+1 6= ∅ for every 1 ≤ l ≤ k − 1. The notation Q(k, x, y) will be used to denote all
Q-chains of length k from x to y. We will need one additional assumption on admissible coverings so
that we can associate to them metric spaces in a natural manner.
Definition 2.1. An admissible covering Q on a set X will be called a concatenation if for every pair of
points x, y ∈ X there exists a positive number k ∈ N such that Q(k, x, y) 6= ∅. We will refer to the pair
(X,Q) as a covered space whenever Q is a concatenation on X.
The notion of a concatenation first appeared in [FG85] and is equivalent to the requirement that
X =
∞⋃
k=1
Qk∗i ,
for some (and hence all) Qi ∈ Q.
Definition 2.2. Define the metric dQ on the covered space (X,Q) by the rule
dQ(x, x) = 0, dQ(x, y) = inf {k : Q(k, x, y) 6= ∅} , x, y ∈ X, x 6= y.
The defining properties of a covered space ensure that (X, dQ) is a metric space. We will refer to (X, dQ)
as the associated metric space to the covered space (X,Q).
The metric space (X, dQ) was introduced in [FG85] together with a few basic properties. Notice that
(X, dQ) is a uniformly discrete metric space since dQ(x, y) ≥ 1 whenever x and y are distinct points.
A common way of comparing two coverings on the same space is as follows: Let X be a set equipped
with two admissible coverings Q = (Qi)i∈I and P = (Pj)j∈J . We say that Q is almost subordinate to
P and write Q ≤ P if there exists a k ∈ N such that for every i ∈ I there is a j ∈ J with Qi ⊂ P
k∗
j .
The coverings Q and P are said to be equivalent if both Q ≤ P and P ≤ Q hold. It follows that any
admissible covering Q on a set X is equivalent to the covering Qk∗ := {Qk∗i | i ∈ I} for any k ≥ 1. So
far in the study of decomposition spaces, only coverings on the same set have been compared in the
literature.
Definition 2.3. A (metric) net in a metric space (X, dX) is a subset N of X such that there exists a
constant M > 0 with
inf
y∈N
dX (x, y) ≤M,
for every x ∈ X. A map f : (X, dX) → (Z, dZ) between metric spaces is called a quasi-isometric
embedding if there exist constants L,C > 0 such that
1
L
dX(x, y)− C ≤ dZ(f(x), f(y)) ≤ LdX(x, y) + C,
for all x, y ∈ X. The constants L,C are called the parameters of the quasi-isometric embedding. The
map f will be called a quasi-isometry if it in addition satisfies that f(X) is a net in Z.
The notation (X, dX ) ≃ (Z, dZ) indicates that there exists a quasi-isometry between the metric
spaces (X, dX ) and (Z, dZ). It is common to refer to the quasi-isometry class of a metric space as its
large scale geometry. A quasi-isometric embedding can have discontinuities; they are however controlled
in a uniform manner. We can always choose the parameters L and C of a quasi-isometric embedding
to be integers by enlarging them. Two maps f, g : (X, dX )→ (Z, dZ) between metric spaces are said to
be close if there exists a constant C > 0 such that
dZ(f(x), g(x)) < C,
for every x ∈ X. It follows from [Lo¨h17, Proposition 5.1.10] that a quasi-isometric embedding f :
(X, dX ) → (Z, dZ) is a quasi-isometry if and only if there exists a quasi-isometric embedding g :
(Z, dZ)→ (X, dX ) such that g ◦ f and f ◦ g are close to their respective identity maps.
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Example 2.4. It is illustrative to see that the class of metric spaces that can be obtained as the
associated metric space of a covered space is rather large. Let G be a finitely generated group with a
symmetric generating set Σ that contains the identity element of G. We obtain a left-invariant metric
dG on G by defining
dG(g, h) = min
{
n
∣∣∣ g−1h = σ1 · · · σn, σi ∈ Σ} . (2.2)
Consider the covering Q = (gΣ)g∈G on G. The admissibility condition is satisfied due the cardinality of
the generating set Σ. To see that Q is a concatenation it suffices to connect the identity to an arbitrary
element g = σ1 · · · σk where σi ∈ Σ for i = 1, . . . , k. The chain
Σ, σ1Σ, σ1σ2Σ, . . . , gΣ
connects the identity to g and we have
σ1 · · · σs+1 ∈ (σ1 · · · σsΣ) ∩ (σ1 · · · σs+1Σ) ,
for every 1 ≤ s ≤ k − 1. Hence (G,Q) is a covered space where the identity IdG : (G, dQ) → (G, dG)
is a quasi-isometry. Moreover, it follows from [NY12, Theorem 1.3.12] that any other choice of finite
generating set than Σ in (2.2) would give a quasi-isometric metric space.
Proposition 2.5. Let (X,Q) and (Z,P) be covered spaces. Then a map f : (X, dQ) → (Z, dP ) is a
quasi-isometric embedding if and only if there exist constants L,C ∈ N such that
Q(L(k + C), x, y) 6= ∅, Q
(⌊
k − C
L
⌋
, x, y
)
= ∅, (2.3)
for every x, y ∈ X, where k is the smallest natural number such that P(k, f(x), f(y)) 6= ∅.
Proof. Let f : (X,Q) → (Z,P) be a map that satisfies (2.3). Fix x, y ∈ X and choose the smallest
k ∈ N such that dP (f(x), f(y)) ≤ k. Then P(k, f(x), f(y)) 6= ∅ and it follows that
Q(L(k + C), x, y) 6= ∅.
Hence dQ(x, y) ≤ L(k+C). The upper bound in the definition of a quasi-isometric embedding is verified
similarly. Conversely, let f : (X, dQ)→ (Z, dP ) be a quasi-isometric embedding with integer parameters
L,C > 0. Fix x, y ∈ X and let k := dP(f(x), f(y)). Then we have
L(k + C) ≥ dQ(x, y) ≥
k − C
L
.
These inequalities imply that f satisfies (2.3) by the definition of the distance function dQ.
A metric space (X, d) is coarsely connected if there exists a constant c > 0 such that for any
two points x, y ∈ X there exists a sequence x = x0, x1, . . . , xn = y such that d(xi, xi+1) ≤ c for
i = 0, . . . , n− 1. Coarse connectedness is a property that is invariant under quasi-isometries. It is clear
from the construction that the associated metric space (X, dQ) of a covered space (X,Q) is coarsely
connected.
Example 2.6. Consider N0 with the metric
d(n,m) = max{n,m}, whenn 6= m
and d(n, n) = 0 for any n,m ∈ N0. Clearly (N0, d) is a uniformly discrete metric space. However, for
m > 1 we have d(1,m) = m and d(n,m) ≥ m for every n ∈ N0. Since we can pick m arbitrary large the
metric space (N0, d) is not coarsely connected. Therefore, the metric space (N0, d) is not quasi-isometric
to any associated metric space of a covered space.
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Remark. Let (X,Q) be a covered space with associated metric space (X, dQ). It is often more convenient
to work with a smaller metric space; we do this by considering a net N in (X, dQ). The inclusion N →֒ X
is then a quasi-isometry when we restrict the metric dQ to the set N . We will usually consider nets in
X with bounded geometry, that is, nets N such that
|BN (x, r)| ≤ ψ(r), r > 0,
for some function ψ that does not depend on the point x ∈ N . One option for a bounded geometry net
N in (X, dQ) is picking a uniformly finite number F of points in each Qi ∈ Q. Then we have
|BN (x, r)| ≤ FN
r
Q, x ∈ N, r > 0.
The following proposition originates in the paper [FG85, Proposition 3.8 C)] where it was formu-
lated in terms of bi-Lipschitz equivalences. The fact that any bijective quasi-isometry on a uniformly
discrete, bounded geometry metric space is a bi-Lipschitz equivalence [Lo¨h17, Proposition 9.4.2] gives
the transition between their statement and the one below. Prior to our investigations, a special case of
the result [FG85, Proposition 3.8 C)] was proved in the Ph.D. thesis of Rene´ Koch [Koc18, Theorem
5.2.6] containing more details than the original source. We will give a new proof since a detailed proof
of the general version of the statement is lacking in the literature.
Proposition 2.7. Let (X,Q) and (X,P) be covered spaces. Then Q ≤ P if and only if the identity
map IdX : (X, dQ) → (X, dP ) is Lipschitz continuous. Hence the coverings Q and P are equivalent if
and only if the identity map IdX : (X, dQ)→ (X, dP ) is a quasi-isometry.
Proof. We start by assuming that Q is almost subordinate to P. For two distinct points x, y ∈ X, there
exists a number M ∈ N such that Q(M,x, y) 6= ∅. Pick a Q-chain Qi1 , Qi2 , . . . , QiM from x to y of
length M . Then there exists a k ∈ N such that for each l = 1, . . . ,M we can find an Pj(l) ∈ P such that
Qil ⊂ P
k∗
j(l).
Since P k∗j(1) has non-empty intersection with P
k∗
j(2) we know that
diamP
(
P k∗j(1) ∪ P
k∗
j(2)
)
≤ 2k.
Continuing this, we obtain by iteration that
diamP
(
M⋃
l=1
P k∗j(l)
)
≤Mk.
Hence we can find a P-chain between x and y with length at most Mk. This shows that
dP(x, y) ≤ kdQ(x, y),
and hence the identity map IdX : (X, dQ)→ (X, dP ) is Lipschitz continuous.
Conversely, assume that dP(x, y) ≤MdQ(x, y) for every x, y ∈ X and some M > 0. We can assume
that M is an integer by enlarging it. Fix x0 ∈ X and choose Qi ∈ Q and Pj ∈ P such that x0 ∈ Qi∩Pj .
Then for any y ∈ Qi we have dQ(x0, y) ≤ 1 and thus dP(x, y) ≤M. Hence there is a P-chain
Pj = Pj1 , Pj2 , . . . , PjM
from x0 to y. This shows that y ∈ P
M∗
j for any y ∈ Qi and so Qi ⊂ P
M∗
j . Since the constant M does
not depend on x and y we have that Q is almost subordinate to P.
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The notion of quasi-isometries between associated metric spaces of covered spaces is more flexible
than the notion of equivalent coverings since we can compare coverings on different sets. This will allow
us to consider quasi-isometric invariant properties of covered spaces through the associated metric space
in Subsection 2.3. The motivation for considering this is to show that certain decomposition spaces can
not embed nicely into other decomposition spaces in Section 4 and Section 5.
Example 2.8. Consider the uniform covering
U = (Qn1,...,nk)n1,...,nk∈Z, Qn1,...,nk := [0, 1]
k + (n1, . . . , nk),
on Rk. It is straightforward to check that U is a concatenation. We will call the resulting metric space
(Rk, dU ) the uniform metric space on R
k. The set Zk is a net in (Rk, dU ) and we have
dU ((n1, . . . , nk), (m1, . . . ,mk)) = max{|m1 − n1|, . . . , |mk − nk|}, (n1, . . . , nk), (m1, . . . ,mk) ∈ Z
k.
In this example a special feature emerges; the integer lattice Zk is also a group that acts on itself by
isometries when equipped with the metric dU . Hence the symmetries of the uniform covering U on R
k
is incorporated in the metric dU through being left (and right) invariant under the action of Z
k.
Example 2.9. Consider the dyadic covering B := B(Rn) = (Dm)m∈N0 on R
n given by the dyadic
intervals
D0 =
{
x ∈ Rn
∣∣∣ ‖x‖2 ≤ 2} , Dm = {x ∈ Rn ∣∣∣ 2m−1 ≤ ‖x‖2 ≤ 2m+1} , m ∈ N,
where ‖ · ‖2 denotes the Euclidean norm. As only the magnitude of elements in R
n determines which
dyadic interval they are in, the covering is inherently one-dimensional. Hence by picking the net
N :=
{
(2n, . . . , 0)
∣∣∣ n ∈ N0} ,
we have that (Rn, dB(Rn)) ≃ (N, dB(Rn)) is quasi-isometric to N0 with its usual metric. In particular, the
metric spaces (Rn, dB(Rn)) and (R
m, dB(Rm)) are quasi-isometric for all n,m ≥ 1.
2.2 Incorporating the Symmetries of a Covering
We take a closer look into the symmetries of a covering implemented by group actions, as seen in
Example 2.8. First we have to introduce some terminology to describe the setting. Let G be a finitely
generated group acting on a metric space (X, dX ) by isometries. For x ∈ X and R > 0, the R-stabilizer
StabR(x) is the set
StabR(x) :=
{
g ∈ G
∣∣∣ dX(gx, x) ≤ R} .
We will call the action of G on (X, dX ) large scale stable if any non-identity element g ∈ G satisfies
0 < sup
x∈X
dX(gx, x) <∞.
Note that a large scale stable action is actually effective due to the lower bound, that is, gx = x for
every x ∈ X implies that g is the identity element of G. We call a point x0 ∈ X almost transitive if for
every x ∈ X there exists a g ∈ G such that
dX(gx0, x) ≤ C,
where C > 0 does not depend on the point x ∈ X. This is a large scale analogue of a transitive action
where one allows for some uniform error. Finally, recall that a finitely generated group N is nilpotent
if its lower central series terminates; there should exist n ∈ N0 such that
N = C0(N)⊲ C1(N)⊲ · · ·⊲ Cn(N) = {e}, Ci(N) := [N,Ci−1(N)], i = 1, . . . , n.
7
Theorem 2.10. Let (X,Q) be a covered space with associated metric space (X, dQ). Assume there is
a large scale stable action of a finitely generated group G on (X, dQ).
(a) The function
dG(g, h) := sup
x∈X
dQ(gx, hx), g, h ∈ G,
defines a left-invariant metric on G.
(b) Assume that there exists an almost transitive point x0 ∈ X such that
sup
x∈X
dQ(gx, x) ≤ LdQ(gx0, x0) + C (2.4)
holds for arbitrary g ∈ G and uniform constants L,C > 0. Then (G, dG) is quasi-isometric to
(X, dQ).
(c) Assume that we have the bound
|Stabn(x)| ≤ p(n) (2.5)
for every x ∈ X and n ∈ N, where p is a polynomial with integer coefficients. Then G is quasi-
isometric to a finitely generated nilpotent group.
Proof. (a) The function dG is well-defined by the upper bound in the definition of a large scale stable
action. If dG(g, h) = 0, then we have dQ(gx, hx) = 0 for every x ∈ X and the positivity of dQ
implies that h−1gx = x for every x ∈ X. Since the action is effective we conclude that g = h. The
left-invariance of the metric dG is a reformulation of the fact the G acts by isometries on X.
(b) Assume there exists an almost transitive point x0 ∈ X such that (2.4) is satisfied and consider
the map φ : G→ X defined by φ(g) = gx0. We want to show that φ is a quasi-isometry between
(G, dG) and (X, dQ). It is tautological that
dQ(φ(g), φ(h)) ≤ dG(g, h).
Moreover, the estimate (2.4) is a simplification of the lower-bound estimate for a quasi-isometric
embedding with parameters L,C > 0 where the isometry property is incorporated. Finally, the
image of φ is a net because x0 is transitive point.
(c) The n-stabilizer bound (2.5) implies in particular that the metric dG is proper, that is,
|BG(e, n)| <∞, for every n ∈ N.
It follows from [NY12, Theorem 1.3.12] that all proper, left-invariant metrics on G give quasi-
isometric metric spaces. Moreover, Gromov’s celebrated Polynomial Growth Theorem [Gro81]
implies that the bound (2.5) is equivalent with G being virtually nilpotent, that is, possessing a
nilpotent subgroup N ⊂ G with finite index. The result follows from [Lo¨h17, Corollary 5.4.5]
stating that finite index subgroups of finitely generated groups are nets.
Example 2.11. Let P = (Pn,m,l)n,m,l∈Z be the concatenation on R
3 given by
Pn,m,l = (n,m, l) ∗ [0, 1]
3, (n,m, l) ∗ (n′,m′, l′) := (n+ n′,m+m′, l + l′ + nm′).
This is almost the same as the uniform covering U on R3 introduced in Example 2.8, except for the
intertwining in the third component. It is straightforward to check that the discrete Heisenberg group
H3(Z) := (Z
3, ∗) acts on the metric space (R3, dP ) by isometries. It satisfies all the assumptions in
Theorem 2.10 (b) and we deduce that the associated metric space (R3, dP ) is quasi-isometric to the
discrete Heisenberg group with any proper, left-invariant metric. We will see after Example 3.5 that
the concatenation P on R3 is not equivalent to the uniform covering U on R3.
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2.3 Large Scale Invariants of a Covered Space
Let P denote a quasi-isometric invariant property of a metric space. We say that the covered space
(X,Q) has property P if the associated metric space (X, dQ) has property P. The first property we will
introduce for covered spaces is a variant of topological dimension adapted to the quasi-isometric setting.
2.3.1 Asymptotic Dimension
Definition 2.12. Let U be a covering of a metric space (X, dX ). The R-multiplicity of U for R > 0
is the smallest integer n such that each ball B(x,R) intersects at most n elements of U for all x ∈ X.
The asymptotic dimension of X is the smallest number n ∈ N0 such that for each R > 0 there exists a
covering U = (Ui)i∈I with uniformly bounded diameters and with R-multiplicity n + 1. If no n ∈ N0
satisfies the condition, then the metric space (X, dX ) is said to have infinite asymptotic dimension. We
use the notation asdim(X, dX ) or simply asdim(X) if the metric is clear from the context.
The asymptotic dimension is invariant under quasi-isometries, see [NY12, Theorem 2.2.5]. In par-
ticular, if Q and P are two concatenations on a set X such that asdim(X, dQ) 6= asdim(X, dP ), then
Proposition 2.7 implies that Q and P are not equivalent coverings.
Example 2.13. As an illustration we will show that a covered space has asymptotic dimension zero if
and only if it is quasi-isometric to a point. Let (X,Q) be a covered space with asymptotic dimension
zero. Consider a net N ⊂ X formed by picking one element xi ∈ Qi for each i ∈ I. It suffices to
consider (N,Q) since asymptotic dimension is invariant under quasi-isometries. For R = 2 there exists
a covering U = (Uj)j∈J with uniformly bounded diameters such that B(xi, 2) only intersects one of the
Ui’s for xi ∈ N . Since U is a covering it follows that B(xi, 2) ⊂ Uj for some j ∈ J . If xk ∈ N with
dQ(xk, xi) = 1, then B(xk, 2) also has to be contained in the same Uj. Continuing this way shows that
N ⊂ Uj since Q is a concatenation. Since Uj is bounded it follows that (N, dQ), and hence (X, dQ),
is quasi-isometric to a point. Conversely, any bounded metric space clearly has asymptotic dimension
zero.
We emphasize that the argument in Example 2.13 relies on that (X, dQ) is coarsely connected. The
set if p-adic numbers Qp for a prime p has asymptotic dimension zero as a consequence of the inequality
dQp(x, z) ≤ max
{
dQp(x, y), dQp(y, z)
}
, x, y, z ∈ Qp,
without being bounded as a metric space.
Proposition 2.14. The uniform metric spaces (Rn, dU ) and (R
m, dU ) considered in Example 2.8 are
quasi-isometric only when n = m. Moreover, there exists a quasi-isometric embedding from (Rn, dU ) to
(Rm, dU ) precisely when n ≤ m.
Proof. We have already established in Example 2.8 that (Rn, dU ) is quasi-isometric to the integer lattice
Zn with its usual left-invariant metric. A standard fact in large scale geometry [NY12, Example 2.2.6]
states that the asymptotic dimension of Zn is n. Hence the first statement follows from the quasi-
isometric invariance of asymptotic dimension.
For the second statement, assume that there is a quasi-isometric embedding φ : Zn → Zm. The
subspace φ(Zn) ⊂ Zm has to have asymptotic dimension less than m by restricting any covering fulfilling
the definition of asymptotic dimension. Hence Zn ≃ φ(Zn) implies the necessity of n ≤ m. If n ≤ m,
the inclusion Zn →֒ Zm into the first n coordinates is easily seen to be a quasi-isometric embedding.
Example 2.15. The associated metric space of the dyadic covered space (Rn,B(Rn)) considered in
Example 2.9 is quasi-isomorphic to N0 with its usual metric. Since N0 ⊂ Z and N0 is not bounded,
we can conclude from Example 2.13 that the asymptotic dimension of (Rn,B(Rn)) is one. Hence the
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dyadic covering B (Rn) and the uniform covering U (Rn) considered in Example 2.8 are not equivalent
as coverings unless possibly when n = 1. However, it follows from a straightforward calculation that
there are no quasi-isometries between N0 and Z with their usual metrics. Hence the associated metric
spaces (Rn, dU ) and (R
l, dB(Rl)) are not quasi-isometric for any values n, l ≥ 1. Although this is rather
straightforward to show directly as well, it showcases the potential of the large scale approach.
We showed in Example 2.4 that every finitely generated group may be considered as the associated
metric space of a covered space. There are examples of finitely generated groups that do not have finite
asymptotic dimension, such as the wreath product Z ≀ Z. We refer the reader to [NY12, Proposition
2.6.3] for the definition of wreath product and the calculation giving that Z ≀ Z has infinite asymptotic
dimension.
2.3.2 Representations as Graphs
We will associate a graph to any covered space and demonstrate how this makes certain properties of
covered spaces more apparent. Consider a covered space (X,Q) and form a net N = (xi)i∈I ⊂ X where
xi ∈ Qi for each i ∈ I. We can consider the graph G(N) whose vertices are indexed by the points
in N . We declare that there is an edge between the vertices xi and xj if and only if dQ(xi, xj) ≤ 2.
Then the metric space (N, dQ) is quasi-isometric to the usual graph metric on the vertices of G(N),
see [NY12, Example 1.1.10]. Moreover, we can extend the graph metric to the edges by identifying
each edge e = xixj with the interval [0, 1]. The resulting metric space (G(N), dG) is quasi-isometric to
(X, dQ).
Definition 2.16. A metric space (X, dX ) is said to be (quasi-)geodesic if there exist constants L,C > 0
such that for every two points x, y ∈ X we can find a (quasi-)isometric embedding γ : [0, dX (x, y)]→ X
with parameters L,C where γ(0) = x and γ(dX(x, y)) = y.
Since (G(N), dG) is a geodesic metric space it follows that (X, dQ) is a quasi-geodesic metric space.
The relationship between covered spaces and graph theory is more than superficial, and there is par-
allel terminology in the two subjects. Recall that the degree of a vertex in a graph is the number of
neighbouring vertices. A connected graph is said to have bounded geometry if the degrees of the vertices
are uniformly bounded. Hence the associated metric space of any covered space is quasi-isometric to
a connected graph with bounded geometry. This allows us to borrow results from the well established
theory of graphs, a connection that to our knowledge has not been made before. In particular, we have
the following result from [Woe00, Example 3.8].
Proposition 2.17. Let (X,Q) be any covered space with admissibility constant NQ ≥ 3. Then (X, dQ)
is quasi-isometric to a connected graph (G, d) equipped with the graph metric and with degrees bounded
above by 3.
If the number of elements in each Qi is larger than NQ, then it is clear from the construction in
[Woe00, Example 3.8] that we can take the vertices of G to be elements in X in Proposition 2.17. The
number 3 is clearly sharp, as any concatenation Q with NQ = 2 can only have two elements.
Remark. There is a more general notion than quasi-isometries present in the large scale literature known
as coarse equivalences, see [NY12, Definition 1.4.1]. The reason we consider quasi-isometries rather than
coarse equivalences follows from the fact that the two definitions coincide between quasi-geodesic metric
spaces by [NY12, Theorem 1.4.13].
2.3.3 Hyperbolicity
There is a notion of hyperbolicity of a quasi-geodesic metric space that we will use as an invariant
of a covered space similarly to asymptotic dimension. First of all, a (L,C) quasi-geodesic triangle
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in a metric space (X, dX ) is a triple (γ1, γ2, γ3) of quasi-isometric embeddings γi : [0, Li] → X with
parameters L,C > 0 such that
γ1(L1) = γ2(0), γ2(L2) = γ3(0), γ3(L3) = γ1(0).
We call such a quasi-geodesic triangle δ-slim if there exists δ > 0 such that
Im(γi) ⊂
⋃
x∈Im(γj)∪Im(γk)
B(x, δ),
where i, j, k ∈ {1, 2, 3} are all distinct.
Definition 2.18. Let (X, dX ) be a quasi-geodesic metric space. We say that (X, dX ) is quasi-hyperbolic
if there exist constants L,C, δ > 0 such that every (L′, C ′) quasi-geodesic triangle in (X, dX ) is δ-slim
for all L′ ≥ L and C ′ ≥ C.
Note that quasi-hyperbolicity is a quasi-isometric invariant by [Lo¨h17, Proposition 7.2.9]. Hence
we can declare a covered space (X,Q) to be quasi-hyperbolic if the associated metric space (X, dQ) is
quasi-hyperbolic. If a finitely generated group G is quasi-hyperbolic with any (hence all) proper, left-
invariant metric, it is common in the literature to simply call it a hyperbolic group and we will follow
this convention. We will now present basic results regarding quasi-hyperbolic metric space assembled
from [Lo¨h17, Chapter 7] that will be used in Subsection 3.3 and Subsection 5.3.
Lemma 2.19. (a) Let (X, dX ) be a quasi-geodesic metric space and (Z, dZ) a quasi-hyperbolic metric
space. Then the existence of a quasi-isometric embedding φ : (X, dX ) → (Z, dZ) implies that
(X, dX ) is also quasi-hyperbolic.
(b) The hyperbolic plane H2 = {(x, y) ∈ R2 | y > 0} with its usual hyperbolic metric is quasi-hyperbolic.
(c) Among the groups Zn, only the group Z is hyperbolic. Moreover, if G is any hyperbolic group and
g ∈ G has infinite order, then the map
ψ : (Z, dZ) −→ (G, dG), n 7−→ g
n
is a quasi-isometric embedding.
(d) Any group that contain a subgroup isomorphic to Z2 is not hyperbolic.
3 Uniform Metric Spaces on Locally Compact Groups
In this section we investigate coverings on path-connected, locally compact groups that reflect the group
structure. While starting generally, we quickly focus in on stratified Lie groups and solvable Lie groups
to obtain concrete examples. Finally, we examine a hyperbolic covering on the special linear group
SL(2,R). In Section 4 we will start to build decomposition spaces on top of these coverings. The
metric space machinery developed in Section 2 together with results in this section will be used in
Subsection 4.2 and Section 5 to show that certain embeddings between different decomposition spaces
are impossible.
3.1 Uniform Metric Spaces
We begin by recalling some basic definitions related to locally compact groups. A locally compact group
G is a locally compact Hausdorff space with a group structure such that the multiplication and inversion
are continuous maps. A subset A ⊂ G is called symmetric if A−1 = A, where A−1 := {y−1 | y ∈ A}.
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One can always find a symmetric and precompact neighbourhood of the identity on a locally compact
group G by considering U−1U , where U is a precompact neighbourhood of the identity.
On any locally compact group G there exists a unique left Haar measure µ up to scaling, that is,
a non-zero Radon measure satisfying µ(gE) = µ(E) for E ⊂ G and g ∈ G. The analogous statement
also holds true for right Haar measures. Locally compact groups where the right and left Haar measure
coincide are called unimodular. We will later consider the spaces Lp(G) := Lp(G,B, µ) for p ∈ [1,∞),
where B is the Borel sigma-algebra and µ is a fixed left Haar measure.
In Subsections 3.2 and 3.3 we will consider lattices in locally compact groups G; they are discrete
subgroups Γ in G such that there exists a G-invariant Borel measure µG/Γ on the quotient G/Γ with
µG/Γ(G/Γ) <∞. The prototypical example to have in mind is the lattice Z
n inside the locally compact
group Rn. The concrete examples considered in Section 5 will all be Lie groups. We refer the readers
to [Fol16] and [War83] for basic material about locally compact groups and Lie groups, respectively.
Let G be a locally compact group that is path-connected and fix a Haar measure µ on G. We will
associate to G a metric space that will reflect the group structure. Pick a precompact and symmetric set
Q0 ⊂ G with non-void interior called a reference set and consider the continuous covering {gQ0}g∈G in
the language of [Fei87]. The precompactness of Q0 insures that µ(Q0) <∞ while the non-void interior
guarantees that 0 < µ(Q0). It follows from the symmetry of Q0 and [Fei87, Theorem 4.1 (A)] that there
exist elements {gi}i∈I in G such that U := U(G) := {giQ0}i∈I defines an admissible covering on G.
We simplify the notation Qi := giQ0 and assume without loss of generality that g0 = e to make the
notation compatible with the one already in place for the reference set Q0. Furthermore, we have from
[Fei87, Theorem 4.1 (B)] that any other family {hj}j∈J in G with the same property defines an equivalent
covering. Moreover, the specific choice of the reference set Q0 is easily seen to be irrelevant. Hence
we can always choose Q0, and hence Qi, to be open if we so desire. We refer to U(G) as the uniform
covering of the path-connected, locally compact group G. Notice that this notation is compatible with
Example 2.8 since U(Rn) is the uniform covering on Rn.
Lemma 3.1. The uniform covering of any path-connected, locally compact group G is a concatenation.
Proof. Fix g, h ∈ G and let γ : [0, 1] → G denote a continuous path such that γ(0) = g and γ(1) = h.
We choose Q0 to be open and consider the sets
Ui := γ
−1(Qi ∩ Im(γ)), i ∈ I.
The collection (Ui)i∈I form an open covering of [0, 1] and the compactness of the interval [0, 1] implies
that there exists a finite sub-covering Ui1 , . . . , Uin . Thus
Im(γ) ⊂
n⋃
l=1
Qil ,
and we have that U(x, y, n) 6= ∅. The necessity of requiring that G is path-connected follows from
considering G = Z2.
In our language, we obtain that (G,U) is a covered space such that the quasi-isometry class of (G, dU )
does not depend on the construction. We will call the resulting metric space (G, dU ) the uniform metric
space on the path-connected, locally compact group G. We make the convention that a covering U on a
path-connected, locally compact group G is assumed to be the uniform covering unless stated otherwise.
Remark. Uniform metric spaces have also been considered by Rene´ Koch in his Ph.D. Thesis [Koc18]
through a slightly different construction: The author defines a metric dW on any locally compact group
G by fixing a symmetric and precompact unit neighbourhood W and defining the distance dW (x, y)
between two distinct points x, y ∈ G to be the minimal number m such that yx−1 ∈ Wm. This
description is convenient and makes it obvious that the resulting metric dW on G is left-invariant. The
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reader should be aware that [Koc18] allows the metric to take infinite values as he also consider locally
compact groups that are not necessarily path-connected.
A metric d on a set X is said to be proper if the balls induced by d are precompact. This coincides
with our use of the term proper in the proof of Theorem 2.10 and in Example 2.11. The following result
shows that we can sometimes understand the uniform metric space on path-connected, locally compact
groups by understanding the large scale geometry of a finitely generated subgroup.
Theorem 3.2. Let G be a path-connected, locally compact group and let d be a proper, left-invariant
metric on G that is compatible with the topology on G. Assume N is a finitely generated subgroup of G
that is a net in G and that d restricts to a locally finite metric on N . Then the uniform metric space
(G, dU ) is quasi-isometric to the space (N, d) where d is any proper, left-invariant metric on N .
Proof. Since N is a net in G we can find a constant M > 0 such that
U = {nB(e,M)}n∈N = {B(n,M)}n∈N
is a covering on G. By picking a left Haar measure µ on G it follows that 0 < µ(B(n,M)) < ∞ since
the balls B(n,M) for n ∈ N are precompact due to the properness of the metric. If we can show that
U is a concatenation, then it follows that U is the uniform covering on G.
Since d restricts to a locally finite left-invariant metric on N we have
|B(n,R) ∩N | = |B(e,R) ∩N | <∞
for every R ≥ 0. Assume that B(n,M) ∩ B(m,M) 6= ∅ for n,m ∈ N . Then the triangle inequality
implies that m ∈ B(n, 2M) and we have the bound
NU ≤ |B(e, 2M) ∩N | <∞,
where NU is the admissibility constant of the covering U . Hence U is admissible and it is straightforward
to see that U is a concatenation since
B(e, kM) ⊂ B(e,M)k∗,
∞⋃
k=1
B(e, kM) = G.
By picking n ∈ B(n,M) we conclude that (N, dU ) is quasi-isometric to the uniform metric space
(G, dU ). Moreover, it is clear that dU is a left-invariant metric on N by construction. The result follows
since the quasi-isometry class of a finitely generated group does not depend on the choice of a proper,
left-invariant metric.
Note that the uniform metric space (G, dU ) is also quasi-isometric to (G, d) since N was a net in G.
However, two left-invariant and compatible metrics on G are not necessarily quasi-isometric. While the
uniform metric space is quasi-isometric to N with any proper, left-invariant metric, this does not hold
for G.
Although the number of assumptions in Theorem 3.2 might look overwhelming at first, there are
many settings of this type. In particular, any left-invariant Riemannian metric on a connected Lie group
G induces a left-invariant and proper metric d on G. Notice that any two left-invariant Riemannian
metrics on a Lie group induce quasi-isometric distances.
It is important to keep in mind that an arbitrary locally compact group might not have a proper,
left-invariant metric compatible with its topology. In fact, a classical result of Struble [Str74] gives that
the existence of a compatible, proper, and left-invariant metric on G is equivalent to G being second
countable. Therefore, we restrict our attention to second countable and path-connected locally compact
groups to avoid pathological examples.
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3.2 Stratified Lie Groups
We will now investigate a large class of examples within nilpotent Lie groups called stratified Lie groups.
In this setting, we will obtain stronger statements in Proposition 3.4 and Theorem 3.6 than what was
possible for general path-connected, locally compact groups.
Definition 3.3. A stratified Lie group G is a connected and simply connected Lie group such that its
Lie algebra g has a stratification
g = V1 ⊕ · · · ⊕ Vs, [V1, Vj ] = Vj+1, j = 1, . . . , s − 1, [V1, Vs] = 0.
The homogeneous dimension of a stratified Lie algebra is defined to be
Q :=
s∑
j=1
j · dimR(Vj).
The homogeneous dimension of a stratified Lie group is by definition the homogeneous dimension of
its Lie algebra and is independent of the chosen stratification of the Lie algebra by [Don16, Proposition
1.17]. The Lie group exponential map from g to G is a diffeomorphism for stratified Lie groups.
Moreover, the Haar measure on G is simply the push-forward of the Lebesgue measure on g under the
exponential map. In particular, every stratified Lie group is unimodular and diffeomorphic to Euclidean
space.
On stratified Lie groups there is a class of metrics that are intimately tied with the stratification of
the Lie algebra: Fix an inner product 〈·, ·〉 on V1 and left translate this to obtain a Riemannian metric
g on G that is only defined on the subbundle
H ⊂ TM, Hx := dLxV1, x ∈ G.
The metric g is called a sub-Riemannian metric on G. An absolutely continuous curve γ : [a, b]→ G is
called horizontal if
dL−1γ(t)(γ(t)) ∈ V1 ⊂ g,
for almost every t ∈ [a, b]. This gives a left-invariant distance function dCC by considering the infimum
over horizontal curves: For x, y ∈ G we define
dCC(x, y) := inf
γ
∫ b
a
|γ˙(t)| dt,
where the infimum is taken over all horizontal curves such that γ(a) = x and γ(b) = y. The distance
function dCC is called the Carnot-Carathe´odory distance on G. The completeness of (G, dCC ) follows
from Chow’s Theorem [Mon02, Chapter 2] in sub-Riemannian geometry. It is also common to refer to a
stratified Lie group G together with the data (H, g) as a Carnot group in the sub-Riemannian literature.
Finally, recall that if X1, . . . ,Xn is a basis for g then the numbers {c
k
ij} defined by
[Xi,Xj ] =
n∑
k=1
ckijXk, i, j, k = 1, . . . , n,
are called the structure constants of the Lie algebra g in the basis X1, . . . ,Xn. We call a Lie group
realizable over the rationals if there exists a basis for its Lie algebra such that the resulting structure
constants are rational numbers.
Proposition 3.4. Let G be a stratified Lie group that is realizable over the rationals and let N ⊂ G
be any lattice in G. Then the uniform metric space (G, dU ) is quasi-isometric to (N, d), where d is any
proper, left-invariant metric on N .
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Proof. Fix a stratification g = V1 ⊕ · · · ⊕ Vs for the Lie algebra g of G. The existence of a lattice N
in G is equivalent to the requirement that G is realizable over the rationals by [Rag72, Theorem 2.12].
Moreover, every lattice in a stratified Lie group is a finitely generated nilpotent group [Rag72, Theorem
2.10] that is uniform [Rag72, Theorem 2.1], that is, the quotient space G/N is compact.
Fix a Carnot-Carathe´odory distance dCC on G arising from an inner product on V1 and notice that
N is then a net since we can write
G =
⋃
n∈N
nC,
where C is some compact subset. Moreover, it follows from [Lo¨h17, Corollary 5.5.9] that the quasi-
isometry class of (N, dCC) does not depend on the choice of the lattice. The inclusion
BdCC (e,R) ∩N ⊂ BdCC (e,R)
together with the properness of dCC implies that BdCC (e,R) ∩N is finite due to the discreteness of N .
Hence the metric dCC restricted to N is locally finite and the result follows from Theorem 3.2.
Remark. Whenever the dimension of the Lie group is less than seven, the assumption that the Lie
group is realizable over the rationals is automatically satisfied. This follows from the classification of
real nilpotent Lie algebras with low dimension given in [dG07].
Another useful invariant of a finitely generated group is its growth type. We will not go into the
explicit definition of this since it slightly cumbersome and is well explained in [Lo¨h17, Chapter 6].
The idea is that the number of elements in B(e, n) for a finitely generated group N with proper, left-
invariant metric is not a quasi-isometric invariant. However, the growth type (e.g. if it grows linearly,
quadratically, or exponentially) is a quasi-isometric invariant of the group. We will illustrate how this
can be used in the following example.
Example 3.5. For n ∈ N we consider the Heisenberg group (H2n+1, ∗) consisting of all matrices on the
form 
1 a c0 In×n b
0 0 1
 ∣∣∣a,b ∈ Rn, c ∈ R
 ,
where the operation ∗ denotes the usual matrix multiplication. It is a connected and simply connected
Lie group whose Lie algebra g2n+1 can be identified as a vector space with R
2n+1 = R2n ⊕ R. If
e1, . . . , e2n+1 is the standard basis for R
2n+1 then the Lie bracket satisfies
[ei, ej ] = δi+n,je2n+1, i ≤ j < 2n+ 1, [ei, e2n+1] = 0.
Fix an inner product 〈·, ·〉 on R2n ⊂ g2n+1 making the basis e1, . . . , e2n orthonormal. We can equip
(H2n+1, ∗) with a sub-Riemannian metric g by left translating 〈·, ·〉. The subset Z
2n+1 ⊂ H2n+1 is a
finitely generated subgroup. The metric dCC restricts to a locally finite metric on Z
2n+1 such that Z2n+1
is a net in H2n+1 due to the reasons pointed out in the proof of Proposition 3.4. Hence by Theorem 3.2
it follows that the uniform metric space (H2n+1, dU ) is quasi-isometric to (Z
2n+1, ∗) with any proper,
left-invariant metric. A tedious but straightforward computation shows that the group (Z2n+1, ∗) has
polynomial growth of order 2n + 2 while (Zk,+) has polynomial growth of order k. Since growth type
is a quasi-isometric invariant by [Lo¨h17, Corollary 6.2.6] we have that
(H2n+1, dU ) 6≃ (H2m+1, dU ), m 6= n, (H2s+1, dU ) 6≃ (R
k, dU ), k 6= 2s+ 2.
However, since (Z2n+1, ∗) and (Z2n+2,+) have the same polynomial growth we need a different approach
to show that (H2n+1, dU ) is not quasi-isometric to (R
2n+2, dU ).
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Assume by contradiction that (H2n+1, dU ) ≃ (R
2n+2, dU ). It follows from [Lo¨h17, Corollary 6.3.16]
that (Z2n+1, ∗) then would have a finite index subgroup isomorphic to (Z2n+2,+). By intersecting all
the conjugates of (Z2n+2,+) in (Z2n+1, ∗) one can assure that there exists a normal abelian subgroup
of (Z2n+1, ∗) with finite index. The reason the intersection still has finite index is due to the easily
verifiable formula
|G : B ∩ C| ≤ |G : B| · |G : C|,
when B,C are subgroups of G with finite index. However, since (Z2n+1, ∗) is nilpotent and torsion free,
it follows from [Kob10, Lemma 3.1] that this forces (Z2n+1, ∗) to be abelian. Since this is not the case
the claim follows.
Remark. The uniform covering U(H3) is can be considered on R
3 since H3 is diffeomorphic to R
3. There,
it is precisely the covering P introduced in Example 2.11. It thus follows from Example 3.5 that the
two coverings P and U in Example 2.11 are not equivalent coverings.
Given a stratified Lie group G with Lie algebra g = V1 ⊕ · · · ⊕ Vs, we call the multi-index
G(G) := (n1, . . . , ns),
the growth vector of G, where ni := dimR(Vi) for i = 1, . . . , s. The argument we used in the last part
of Example 3.5 does not generalize easily. We remedy this by proving a stronger statement about when
two uniform metric spaces on different stratified Lie groups can not be quasi-isometric.
Theorem 3.6. Let G be a stratified Lie group and assume that N ⊂ G is a lattice in G. Then N has
polynomial growth type of order equal to the homogeneous dimension of G. Let H be another stratified
Lie group that is realizable over the rationals such that the uniform metric spaces (G, dU ) and (H, dU )
are quasi-isometric. Then their growth vectors G(G) and G(H) have to be equal.
Proof. We will build a correspondence between the lower central series of N and the stratification on
the Lie algebra g = V1 ⊕ · · · ⊕ Vs. Consider the commutator subgroup [G,G] ⊂ G. Then [War83,
Theorem 3.50] implies that [G,G] is a Lie subgroup of G whose corresponding Lie algebra is isomorphic
to [g, g] = V2 ⊕ · · · ⊕ Vs. Denote the projection onto the quotient by π : G→ G/[G,G].
It is straightforward to check that G/[G,G] is isomorphic as a Lie group to Euclidean space and
π(N) is a lattice in G/[G,G]. However, lattices in Euclidean spaces are finitely generated abelian groups
whose rank is equal to the dimension of the ambient Euclidean space. Hence it follows that π(N) is
generated by dim(G/[G,G]) = dim(g/[g, g]) = dim(V1) elements. This gives
rankZC0(N)/C1(N) = dimR(V1),
where Ci(N) denotes the i’th term in the lower central series of N . We can proceed inductively to
obtain that
rankZ (Ci(N)/Ci+1(N)) = dimR(Vi+1), i = 0, . . . , s− 1. (3.1)
The first statement of the theorem now follows from the Bass - Guivarc’h formula [Bas72, Theorem 2],
stating that the polynomial growth of a finitely generated nilpotent group N is precisely
n∑
k=1
k · rankZ (Ck−1(N)/Ck(N)) .
Let H be another stratified Lie group that is realizable over the rationals and pick a lattice M in H.
A quasi-isometry between the uniform spaces on G and H induce a quasi-isometry between (N, dN ) and
(M,dM ), where dN and dM are any proper, left-invariant metrics. Since the rank of the the quotients
in the lower central series of a finitely generated nilpotent group are quasi-isometric invariants, we have
that
rankZ (Ci(N)/Ci+1(N)) = rankZ (Ci(M)/Ci+1(M)) .
The correspondence (3.1) gives that the growth vectors G(G) and G(H) are the same.
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Example 3.7. Let g be the nilpotent Lie algebra spanned by the elements X1,X2,X3,X4 with non-
trivial bracket relations
[X1,X2] = X3, [X1,X3] = X4.
We call g the Engel algebra and it is has a stratification given by
g = spanR{X1,X2} ⊕ spanR{X3} ⊕ spanR{X4}.
The connected and simply connected Lie group G corresponding to g is called the Engel group and
appears for instance in [DB12]. Since G is diffeomorphic to R4 through the exponential map, we can
consider the two coverings U(G) and U
(
R4
)
on R4.
To check that two coverings are not equivalent is not a complete triviality from a computational
perspective. However, their uniform metric spaces are not quasi-isometric by Theorem 3.6 since their
growth vectors are different. Hence the coverings they induce on R4 are non-equivalent by Proposition
2.7. This illustrates the novelty of the large scale approach, even when the coverings are on the same
space.
3.3 More Examples
3.3.1 Solvable Groups
We will now consider the more general class of solvable Lie groups and we begin by recalling the definition
of an (abstract) solvable group. The derived series of a group N is defined by
N (0) := N, N (i) := [N (i−1), N (i−1)],
for i ≥ 1. A group N is said to be solvable if its derived series eventually reaches the trivial group.
Every nilpotent group is solvable, although the converse is false. A group N is called virtually solvable
if it contains a solvable subgroup of finite index.
To see that virtually solvable groups play a prominent role in the setting of uniform metric spaces
on Lie groups, consider a connected Lie subgroup G of GL(n,R) for n ≥ 1. Assume that d is a proper,
left-invariant metric on G and that N is a finitely generated subgroup of G such that d restricts to a
locally finite metric on N . Then Theorem 3.2 shows that (G, dU ) ≃ (N, dN ), where dN is any proper,
left-invariant metric on N . Since N is a finitely generated subgroup of GL(n,R) we can apply the
famous Tits Alternative [Lo¨h17, Theorem 4.4.7] in group theory to conclude that N is either virtually
solvable or has a free subgroup of rank two as a finite index subgroup. Motivated by this, we examine
the uniform metric spaces on solvable Lie groups more closely.
Definition 3.8. A solvable Lie group is a connected Lie group such that its Lie algebra g satisfies
gn = {0} for some n ∈ N0, where
g0 := g, gi := [gi−1, gi−1], i ≥ 1.
An example of a solvable Lie group is all upper-triangular n×n matrices with positive determinant.
As we will be interested in lattices in solvable Lie groups so that we can apply Theorem 3.2, let us remark
that the existence of lattices in solvable Lie groups are more complicated that in the nilpotent case.
Unlike a stratified Lie group, a solvable Lie group does not need to be unimodular, that is, the right
and left Haar measures might be different. There are no lattices in a non-unimodular locally compact
group by [Rag72, Remark 1.9]. In particular, the affine group (also known as the Ax+ b group) given
by
Aff :=
{(
a b
0 1
) ∣∣∣ a > 0, b ∈ R}
does not admit lattices even though it is solvable. We will relate the uniform metric spaces on solvable
Lie groups admitting lattices to the following subclass of finitely generated solvable groups.
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Definition 3.9. A group Γ is polycyclic if it admits a chain of subgroups
Γ = Γ0 ⊇ Γ1 ⊇ · · · ⊇ Γk = {e},
where each term in the chain is a normal subgroup of the previous term and the quotients Γi−1/Γi
are cyclic groups for i = 1, . . . , k. It is called strongly polycyclic if it admits such a chain where each
quotient Γi−1/Γi is infinitely cyclic.
Proposition 3.10. Let G be a connected and simply connected solvable Lie group and assume there
exists a lattice Γ in G. Then the uniform metric space (G, dU ) is quasi-isometric to (Γ, d) where d is
any proper, left-invariant metric on Γ. Moreover, Γ is strongly polycyclic.
Proof. Any lattice in a solvable Lie group is uniform by [Rag72, Theorem 3.1]. It follows from [Rag72,
Proposition 3.7] that any lattice in a simply connected solvable Lie group is strongly polycyclic and
hence finitely generated. By fixing a Riemannian metric g on G by left translating an inner product on
the Lie algebra, it is clear that all the conditions in Theorem 3.2 are satisfied and the result follows.
3.3.2 The Special Linear Group and the Hyperbolic Plane
We will illustrate a uniform metric space that has fundamentally different properties than those built
on solvable Lie groups. Consider the Lie group SL(2,R) of 2×2 matrices with real coefficients and unit
determinant. It is related to the hyperbolic plane H2 with the usual hyperbolic distance by the fact
that SL(2,R) acts on H2 by Mo¨bius transformations(
a b
c d
)
· z :=
az + b
cz + d
, A =
(
a b
c d
)
∈ SL(2,R), z ∈ H2.
Notice that both A and −A induce the same transformation.
An action of a discrete group G on a topological space X is said to be properly discontinuous if
every point x ∈ X has a neighbourhood U such that g ·U ∩U = ∅ for every non-identity element g ∈ G.
Finally, recall that a group action is said to be free if g · x = x for some x ∈ X and g ∈ G implies that
g is the identity element of the group G.
Theorem 3.11. The uniform metric space (SL(2,R), dU ) is quasi-isometric to the fundamental group of
any compact Riemann surface of genus g ≥ 2. Moreover, this is again quasi-isometric to the hyperbolic
space H2 with its usual hyperbolic distance. In particular, the uniform metric space (SL(2,R), dU ) is
quasi-hyperbolic.
Proof. Fix an inner product 〈·, ·〉 on the Lie algebra sl(2,R) of SL(2,R) consisting of 2 × 2 matrices
with real coefficients and zero trace. Left translate this to obtain a Riemannian metric on SL(2,R) and
consider the Carnot-Carathe´odory metric dCC associated to it. Then (SL(2,R), dCC ) satisfies all the
initial assumptions in Theorem 3.2.
Let X be a compact Riemann surface of genus g ≥ 2. The fundamental group π1(X) of X can be
realized as a uniform and torsion free discrete subgroup Γ of SL(2,R). Conversely, any uniform and
torsion free discrete subgroup Γ of SL(2,R) acts on H2 freely and properly discontinuously such that the
orbit space H2/Γ is a compact Riemann surface. These observations are are built up of several standard
results about compact Riemannian surfaces and they can all be found in the lecture notes [Fun04].
Fix such a uniform and torsion free discrete subgroup Γ of SL(2,R). Then Γ acts on SL(2,R) by
left translations and it follows from the Milnor-Sˇvarc lemma [NY12, Proposition 1.3.13] that Γ is finitely
generated. The fact that Γ is uniform implies that it is a net in (SL(2,R), dCC ). The discreteness of Γ
implies that dCC is locally finite on Γ. We can conclude by Theorem 3.2 that the uniform metric space
(SL(2,R), dU ) is quasi-isometric to Γ with any proper, left-invariant metric. The choice of Γ does not
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matter since [Lo¨h17, Corollary 5.5.9] implies that any two uniform, discrete subgroups of SL(2,R) are
quasi-isometric. The quasi-isometry between the fundamental group π1(X) and the hyperbolic plane H
2
is well-known and can be found in [Lo¨h17, Corollary 5.4.10]. The final statement follows from Lemma
2.19 (b).
Remark. In the proof of Theorem 3.11 it is tempting to consider the lattice SL(2,Z) in SL(2,R) instead
of Γ. However, SL(2,Z) has a free group of rank two as a finite index subgroup as showed in [Lo¨h17,
Example 4.4.1]. This implies together with [BK05, Theorem 1] that SL(2,Z) is not quasi-isometric to H2.
The reason for this failure lies with the non-compactness of the homogeneous space SL(2,R)/SL(2,Z).
Proposition 3.12. The uniform metric space (SL(2,R), dU ) is not quasi-isometric to (H2n+1, dU ) or
(Rk, dU ) for any k, s ∈ N. In fact, there are no quasi-isometric embeddings
(Rk, dU ) −→ (SL(2,R), dU ), (H2n+1, dU ) −→ (SL(2,R), dU ),
unless k = 1.
Proof. Consider the elements
A =
1 e1 00 In×n 0
0 0 1
 , B =
1 0 10 In×n 0
0 0 1
 ∈ H2n+1,
where e1 = (1, 0, . . . , 0). The subgroup 〈A,B〉 generated by A and B is commutative and the mapping
φ : 〈A,B〉 −→ Z2
ArBs 7−→ (r, s)
gives an isomorphism between 〈A,B〉 and Z2. Hence it follows from Lemma 2.19 (d) that the Heisenberg
groups are not hyperbolic. We mentioned in Lemma 2.19 (c) that Zk is not a hyperbolic group unless
k = 1. Hence neither of the quasi-isometric embeddings (Rk, dU ) −→ (SL(2,R), dU ) or (H2n+1, dU ) −→
(SL(2,R), dU ) are possible due to Lemma 2.19 (a) for n ∈ N and k ≥ 2.
For k = 1 one obtain several quasi-isometric embeddings (R, dU ) −→ (SL(2,R), dU ) from Lemma
2.19 (c). We can not use hyperbolicity to conclude that (R, dU ) is not quasi-isometric to (SL(2,R), dU ).
However, we can consider their asymptotic dimensions together with Theorem 3.11 to derive
asdim(SL(2,R), dU ) = asdim(H
2) = 2 6= 1 = asdim(Z) = asdim(R, dU ).
Here we have used that the asymptotic dimension of H2 is equal to two, a result going back to Gromov
[Gro93]. Hence the claim follows from the quasi-isometric invariance of asymptotic dimension.
Notice that we used both asymptotic dimension and hyperbolicity in the proof of Proposition 3.12.
Arguments such as these are our main motivation for considering invariants from large scale geometry.
For another class of examples, we refer the reader interested in shearlet groups to the Ph.D. thesis
of Rene´ Koch [Koc18, Section 5.4] where novel results regarding the relationship between admissible
groups, dual orbits and quasi-isometries are proved.
4 Decomposition Spaces and Geometric Embeddings
This section is devoted to introducing embeddings between decomposition spaces that induce quasi-
isometric embeddings between the underlying coverings called geometric embeddings. In Subsection
4.3 we will give some criteria for when quasi-isometries between the underlying coverings can induce
geometric embeddings between decomposition spaces.
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4.1 Definitions and Basic Properties
We will start by reviewing basic definitions and results regarding decomposition spaces given in [FG85].
This is done to make our exposition complete as well as to fix notation and settle our conventions.
Throughout this section, we let X denote an arbitrary locally compact topological space and denote by
(A, ‖ · ‖A) a subspace of Cb(X,C) with a norm ‖ · ‖A making it into a Banach algebra under pointwise
multiplication. Moreover, we additionally stipulate that (A, ‖ · ‖A) is closed under complex conjugation
and that it is regular, that is, (A, ‖ · ‖A) is sufficiently large to separate points from closed sets by
continuous functions. A partition of unity Φ = (ϕi)i∈I on X subordinate to an admissible covering
Q = (Qi)i∈I is a collection of non-negative continuous functions such that
supp(ϕi) ⊂ Qi,
∑
i∈I
ϕi ≡ 1. (4.1)
Since the covering Q is assumed to be admissible, there is no convergence issue in the sum (4.1).
Definition 4.1. Let Q = (Qi)i∈I be an admissible covering on X. A bounded admissible partition of
unity (BAPU) in A subordinate to Q is a partition of unity Φ = (ϕi)i∈I subordinate to Q where ϕi ∈ A
for every i ∈ I and
sup
i∈I
‖ϕi‖A <∞. (4.2)
It is common to refer to Φ as a Q-BAPU to emphasize the covering Q in question.
We denote by A0 the elements of A that have compact support. When forming the decomposition
space D(Q, B, Y ) in Definition 4.2, we need some weak assumptions on the Banach spaces (B, ‖ · ‖B)
and (Y, ‖ · ‖Y ) to deduce nice properties of the decomposition spaces D(Q, B, Y ).
Our standing assumptions are that B is continuously embedded into the dual A∗0, contains A0 as a
dense subspace, and is a Banach module over A under pointwise operations. We assume that (Y, ‖ · ‖Y )
is a Banach space consisting of sequences on the index set I. Moreover, the finitely supported sequences
are required to form a dense subspace of Y . Define the clustering map ΓQ : Y −→ Y by
(ai)i∈I 7−→
∑
j∈i∗
aj

i∈I
.
It will henceforth be assumed that the clustering map ΓQ is well-defined and bounded on Y . Finally,
we impose that Y should be solid, meaning that if x = (xi)i∈I is a sequence in Y and y = (yi)i∈I is a
sequence in CI such that |yi| ≤ |xi| for every i ∈ I, then y ∈ Y with ‖y‖Y ≤ ‖x‖Y . We refer the reader
to [FG85, Section 2] for a more thorough discussion of these assumptions.
Definition 4.2. Let B and Y be Banach spaces satisfying the standing assumptions above. Moreover,
let Φ = (ϕi)i∈I be a Q-BAPU in A corresponding to an admissible covering Q on X. The decomposition
(function) space D(Q, B, Y ) consists of all elements f ∈ A∗0 such that∥∥∥ (‖f · ϕi‖B)i∈I ∥∥∥
Y
<∞. (4.3)
We call B the local component and Y the global component of the decomposition space D(Q, B, Y ).
By equipping D(Q, B, Y ) with the norm given by (4.3) we have that D(Q, B, Y ) is a Banach space
by [FG85, Theorem 2.2 A]. The observant reader will have noticed that we have excluded the Q-BAPU
Φ = (ϕi)i∈I from the notation D(Q, B, Y ). This is because [FG85, Theorem 2.3] implies that different
Q-BAPU’s give rise to equivalent norms. We summarize some well known properties of decomposition
spaces in Proposition 4.3 below. The last statement of Proposition 4.3 is a straightforward extension of
[FG85, Corollary 2.6].
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Proposition 4.3. The (continuous) dual space of D(Q, B, Y ) can be identified with the decomposition
space D(Q, B∗, Y ∗). In particular, reflexivity of the local and global components gives reflexivity of the
corresponding decomposition space. Moreover, we have the norm convergence
f =
∑
i∈I
f · ϕi,
in D(Q, B, Y ) where Φ = (ϕi)i∈I is any Q-BAPU for D(Q, B, Y ). Finally, a function f belongs to
D(Q, B, Y ) if and only if there exist k ∈ N and fi ∈ B with supp(fi) ⊂ Q
k∗
i such that {‖fi‖B}i∈I ∈ Y
and f =
∑
i∈I fi in A
∗
0.
Remark. The requirement that A0 is dense in B is only needed for the duality statement in Proposition
4.3, while the requirement that the finite sequences are dense in Y is required for both the duality
statement and the norm convergence statement in Proposition 4.3. The reader interested in cases where
these requirements does not hold, such as Y = l∞(I), can safely use all subsequent results that does
not invoke these properties.
Many of the decomposition spaces appearing in the literature such as modulation spaces and Besov
spaces are built on open subsets of some Euclidean space. However, they are not precisely decomposition
spaces as defined in [FG85], but rather a variation that incorporates the Fourier transform. We briefly
outline this distinction and refer the reader to the paper [Voi16] for more details.
Let Q = (Qi)i∈I be an admissible covering for the open set ∅ 6= O ⊂ R
k with a Q-BAPU Φ = (ϕi)i∈I .
Moreover, let B and Y be Banach spaces satisfying the standing assumptions where A = FL1 is the
Fourier transform of all integrable functions. Then the decomposition space D(Q,FLp, Y ) consists of
all elements f ∈ A∗0 such that∥∥∥(∥∥∥f · ϕi∥∥∥
FLp
)
i∈I
∥∥∥
Y
=
∥∥∥(∥∥∥F−1 (f · ϕi)∥∥∥
Lp
)
i∈I
∥∥∥
Y
<∞. (4.4)
The local component FLp is a Banach module under pointwise multiplication over A since
‖f · a‖FLp = ‖F
−1 (f · a) ‖Lp = ‖F
−1(f) ∗ F−1(a)‖Lp ≤ ‖f‖FLp · ‖a‖A,
for a ∈ A and f ∈ FLp. The expression (4.4) is well-defined by the uniform bound (4.2).
Definition 4.4. The F-type decomposition space DF (Q, Lp, Y ) is defined by
DF(Q, Lp, Y ) := F−1 (D(Q,FLp, Y )) .
Hence f ∈ DF (Q, Lp, Y ) if and only if F(f) ∈ A∗0 and∥∥∥(∥∥∥F−1 (F(f) · ϕi)∥∥∥
Lp
)
i∈I
∥∥∥
Y
<∞.
If we want to indicate that a decomposition space in a statement can be either a F-type decompo-
sition space or a standard decomposition space, we refer to it as a (F-type) decomposition space.
Remark. One avenue that we have not pursued is to consider the quasi-Banach setting, that is, where
the local component (B, ‖·‖B) and the global component (Y, ‖·‖Y ) of (F-type) decomposition spaces are
quasi-Banach spaces. The most common examples are B = Lp and Y = lq for 0 < p, q < 1. Although
these have received increased interest in the last few years, we will avoid this more technical case since
the underlying geometry of the coverings are not affected by this extension. We refer the interested
reader to [Voi16] for the most comprehensive exposition on decomposition spaces with quasi-Banach
spaces as local and global components.
21
4.2 Geometric Embeddings
We now take up the question of whether one (F-type) decomposition space embeds nicely into another
(F-type) decomposition space. As the (F-type) decomposition spaces are Banach spaces, they can
embed into each other as Banach spaces without this actually reflecting the underlying geometry of the
coverings. Moreover, the embedding may then be artificial and not readily available. Hence we will
consider a refined notion of embeddings between (F-type) decomposition spaces that incorporates the
underlying coverings.
Recall that an embedding between Banach spaces (B1, ‖ · ‖B1) and (B2, ‖ · ‖B2) is an injective linear
map F : B1 → B2 such that ‖F (f)‖B2 ≤ A‖f‖B1 for some constant A > 0 not depending on f ∈ B1.
Let (X,Q) be a covered space and consider a decomposition space D(Q, B, Y ). We define the adapted
support of an element f ∈ D(Q, B, Y ) with respect to the Q-BAPU Φ = (ϕi)i∈I to be
C[f ] :=
⋃
i∈I
{
Qi
∣∣∣ ‖f · ϕi‖B 6= 0} .
Notice that fi :=
∑
j∈i∗ ϕi ∈ D(Q, B, Y ) is a non-zero function satisfying C[fi] ⊂ Q
2∗
i . If we are
considering F-type decomposition spaces, then the adapted support of f ∈ DF(Q, Lp, Y ) with respect
to the Q-BAPU Φ = (ϕi)i∈I is defined to be
C[f ] :=
⋃
i∈I
{
Qi
∣∣∣ ‖F(f) · ϕi‖FLp 6= 0} .
Notice that the adapted support might depend on the choice of Q-BAPU. However, it will be clear
when we use the adapted support in Definition 4.5 below that the choice of Q-BAPU is irrelevant.
Definition 4.5. Let D(Q, B1, Y1) and D(P, B2, Y2) be (F-type) decomposition spaces with underlying
covered spaces (X,Q) and (Z,P). We say that a map F : D(Q, B1, Y1) → D(P, B2, Y2) is a geo-
metric embedding of decomposition spaces if it is an embedding of Banach spaces with the following
additional requirement: There should exists constants L,C > 0 such that for any k ∈ N0 and any
f, g ∈ D(Q, B1, Y1) with C[f ] ⊂ Q
k∗
i and C[g] ⊂ Q
k∗
j , we have
1
L
dQ(x, y)− C ≤ dP (z, w) ≤ LdQ(x, y) + C, (4.5)
where x ∈ Qk∗i , y ∈ Q
k∗
j , z ∈ C[F (f)] and w ∈ C[F (g)] are arbitrary. Two decomposition spaces
D(Q, B1, Y1) and D(P, B2, Y2) are said to be geometrically isomorphic if there exists an invertible
geometric embedding from D(Q, B1, Y1) to D(P, B2, Y2) whose inverse is also a geometric embedding.
Although it would seem more convenient to require (4.5) only for f = χQi and g = χQj , this is
often not sufficient for the simple reason that χQi might not be in D(Q, B1, Y1). An example where
this happens is the modulation space M1(Rn) defined in Subsection 5.1 since every element in M1(Rn)
is continuous. Moreover, we will give an example at the end of Subsection 5.2 showing that two
decomposition spaces D(Q, B1, Y1) and D(P, B2, Y2) can be equal as Banach spaces without being
geometrically isomorphic.
To see why the definition of geometric embeddings encodes the geometry of the decomposition space,
we consider the case where X = Z. Assume that the identity mapping
D(Q, B1, Y1) ∋ f 7−→ f ∈ D(P, B2, Y2)
is a geometric isomorphism. Then the identity map from (X, dQ) to (X, dP ) is a quasi-isometry by
(4.5). Hence it follows from Proposition 2.7 that the coverings Q and P are equivalent. Conversely, if
the identity map f : (X, dQ) → (X, dP ) is a quasi-isometry, then the identity map acting on functions
f : X → C satisfies the estimate (4.5). However, it is not guaranteed that the identity f 7→ f maps
D(Q, B1, Y1) continuously into D(P, B2, Y2).
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Proposition 4.6. Let D(Q, B1, Y1) and D(P, B2, Y2) be (F-type) decomposition spaces with underlying
covered spaces (X,Q) and (Z,P). If F : D(Q, B1, Y1) → D(P, B2, Y2) is a geometric embedding, then
F induces a quasi-isometric embedding between the metric spaces (X, dQ) and (Z, dP ). In particular,
the decomposition spaces D(Q, B1, Y1) and D(P, B2, Y2) can be geometrically isomorphic only when the
associated metric spaces (X, dQ) and (Z, dP ) are quasi-isometric.
Proof. Assume that F : D(Q, B1, Y1) → D(P, B2, Y2) is a geometric embedding. We define a map
η : (X, dQ) → (Z, dP ) as follows: For x ∈ X we have x ∈ Qi for some i ∈ I. Choose a non-zero
function f ∈ D(Q, B1, Y1) with C[f ] ⊂ Q
k∗
i for some k ∈ N0. Since F is injective there exists an element
y ∈ C [F (f)]. Define η(x) = y. The estimate (4.5) gives that η is a quasi-isometric embedding.
We can now use results we have developed for covered spaces to deduce obstructions about geometric
embeddings between (F-type) decomposition spaces. Whenever we consider the uniform covering U(G)
on a path-connected, locally compact group G, we use the simplified notation
D(G,B, Y ) := D(U(G), B, Y ), DF (G,B, Y ) := DF (U(G), B, Y ).
Proposition 4.7. There are no geometric embeddings
D(Rk, B1, Y1) −→ D(R
l, B2, Y2), l < k,
D(H2m+1, B3, Y3) −→ D(H2n+1, B4, Y4), n < m,
D(Rk, B1, Y1) −→ D(H2n+1, B4, Y4), 2n+ 1 < k,
D(H2m+1, B3, Y3) −→ D(R
l, B2, Y2), l < 2m+ 1,
where B1, . . . , B4 and Y1, . . . , Y4 are arbitrary Banach spaces satisfying the standing assumptions. More-
over, the decomposition spaces D(Rk, B1, Y1) and D(H2n+1, B4, Y4) are not geometrically isomorphic for
any n, k ∈ N.
Proof. It follows from Proposition 4.6 that it suffices to show that there are no quasi-isometric em-
beddings between the underlying uniform metric spaces. Assume by contradiction that there exists a
quasi-isometric embedding φ : (H2m+1, dU )→ (H2n+1, dU ) when n < m. Then
asdim(H2m+1, dU ) ≤ asdim(H2n+1, dU ).
However, this contradicts [CG04, Theorem 3.5] stating that the asymptotic dimension of the net
(Z2n+1, ∗) in H2n+1 is equal to 2n+ 1. Since we know that
asdim(Rk, dU ) = asdim(Z
k,+) = k,
the other statements follows as well. Finally, the last claim follows from Example 3.5.
Remark. Since H2m+1 is diffeomorphic to R
2m+1 we can consider the uniform covering U on H2m+1
as a covering on R2m+1. Hence DF (H2m+1, L
q, Y2) is well-defined. The statements in Proposition 4.7
also hold if we consider the F-type decomposition spaces DF(Rk, Lp, Y1) and D
F(H2m+1, L
q, Y2) for
1 ≤ p, q <∞.
4.3 Spatially Implemented Geometric Embeddings
In Proposition 4.6 we showed that geometric embeddings F : D(Q, B1, Y1)→ D(P, B2, Y2) between (F-
type) decomposition spaces induce quasi-isometric embeddings between the associated metric spaces
(X, dQ) and (Z, dP ) of the underlying coverings. A question that naturally arises is whether the op-
posite might be true in certain situations: Does a quasi-isometric embedding between (X, dQ) and
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(Z, dP ) induce a geometric embedding between the (F-type) decomposition spaces D(Q, B1, Y1) and
D(P, B2, Y2)? Although the answer in general is no, we present criteria for when this holds and examine
an illustrative example.
Firstly, we need to examine how a quasi-isometric embedding affects the global components of
decomposition spaces. Let Y be a sequence space on the countable index set I satisfying the standard
assumptions given in Subsection 4.1. Consider two admissible coverings Q = (Qi)i∈I ,P = (Pj)j∈J on
the sets X and Z, respectively. Assume that φ : (Z, dP ) → (X, dQ) is a surjective quasi-isometric
embedding. For each j ∈ J we pick an i ∈ I, denoted by φ(j), such that φ(Pj)∩Qi 6= ∅. If this selection
can be performed such that each i ∈ I is picked precisely once, then we say that φ induces a bijection
between index sets. If this is so, we define the normed sequence space (Yφ, ‖ · ‖Yφ) by
Yφ :=
{
(xj)j∈J ∈ C
J
∣∣∣ (xφ−1(i))i∈I ∈ Y } with norm ‖(xj)j∈J‖Yφ := ∥∥∥(xφ−1(i))i∈I∥∥∥Y .
Let us see why the sequence space Yφ does not depend on the precise choice of bijection that φ
induces: Consider two induced bijections φ1, φ0 : J → I and let i ∈ I be arbitrary. Then for j := φ
−1
1 (i)
and l = φ−10 (i) we have φ1(Pj) ∩Qi 6= ∅ and φ0(Pl) ∩Qi 6= ∅. For x ∈ φ1(Pj) ∩Qi and y ∈ φ0(Pl) ∩Qi
we use that φ is a quasi-isometric embedding to obtain
dP(zx, zy) ≤ L+ C, zx ∈ φ
−1(x), zy ∈ φ
−1(y).
Hence there exists a k = k(L,C) ∈ N such that j ∈ lk∗. The fact that the clustering map ΓQ is bounded
on Y ensures the required independence. It is straightforward to check that all properties required of
the global component of a decomposition space are satisfied for Yφ if they are satisfied for Y .
Theorem 4.8. Let φ : (Z, dP )→ (X, dQ) be a surjective quasi-isometric embedding between the associ-
ated metric space of two covered spaces (X,Q) and (Z,P) that induces a bijection between index sets.
Consider two (F-type) decomposition spaces D(Q, B1, Y ) and D(P, B2, Yφ) where the local components
B1 and B2 consist of functions on X and Z, respectively. Assume that the mapping
φ∗f(y) = f(φ(y))
between B1 and B2 is bounded. Then φ induces a geometric embedding from D(Q, B1, Y ) to D(P, B2, Yφ)
on the form
φ∗f :=
∑
i∈I
φ∗(f · ϕi),
where Φ = (ϕi)i∈I is any choice of Q-BAPU.
Proof. Let us fix a Q-BAPU Φ = (ϕi)i∈I and write f =
∑
i∈I f · ϕi for each f ∈ D(Q, B1, Y ) by
Proposition 4.3. Then using that φ induces a bijection between the index sets allows us to write
φ∗f =
∑
i∈I
φ∗(f · ϕi) =
∑
j∈J
φ∗(f · ϕφ(j)),
where φ∗(f · ϕφ(j)) ∈ B2 by the boundedness of φ
∗. We want to apply the last statement Proposition
4.3 to conclude that φ∗f ∈ D(P, B2, Yφ). To do this, we need to first check that the support condition
is satisfied.
We denote as usual the quasi-isometric parameters of φ by L,C > 0. Let j ∈ J be arbitrary and
set i := φ(j). Since φ(Pj) ∩Qi 6= ∅ we can find yi ∈ Pj ⊂ Z such that φ(yi) ∈ Qi. Then the constraint
dP(y, yi) > L(C + 1) on y ∈ Z ensures that φ(y) 6∈ Qi since we have
dQ(φ(y), φ(yi)) ≥
1
L
dP (y, yi)− C > 1.
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Hence
supp
(
φ∗(f · ϕφ(j))
)
= supp (φ∗(f · ϕi)) ⊂
{
y ∈ Z
∣∣∣ dP(y, yi) ≤ L(C + 1)} ⊂ P k∗j ,
for some fixed k = k(C,L) ∈ N. The equivalence(
‖φ∗(f · ϕφ(j))‖B2
)
j∈J
∈ Yφ ⇔ (‖φ
∗(f · ϕi)‖B2)i∈I ∈ Y
together with the boundedness of φ∗ : B1 → B2 ensure that we can apply the last statement of
Proposition 4.3 to obtain φ∗f ∈ D(P, B2, Yφ). Moreover, the boundedness of φ implies that there exists
a constant S > 0 such that
‖φ∗f‖D(P,B2,Yφ) ≤ S‖f‖D(Q,B1,Y ).
To show injectivity of φ∗ we make the following observation: For f ∈ D(Q, B1, Y ) we have f ·ϕi ∈ B1
as a genuine function. Since
∑
i∈I f · ϕi = f in the norm of D(Q, B1, Y ) by Proposition 4.3, we can
make sense of f as a function on X. Assume that φ∗f = 0. Then
0 =
∑
i∈I
φ∗(f · ϕi) =
∑
i∈I
(f ◦ φ) · (ϕi ◦ φ).
Since (ϕi ◦ φ)i∈I is a partition of unity on Z we have that f ◦ φ is the zero function on Z. Thus the
surjectivity of φ implies that f is the zero function on X. Hence f = 0 in B1 and injectivity follows.
Remark. There are several ways of modifying the statement in Theorem 4.8 to obtain useful variants.
To illustrate this, let us consider B1 = L
p and B2 = L
q for 1 ≤ p, q < ∞ on the spaces X = Rn
and Z = Rm. Since the spaces B1 and B2 consist of equivalence classes of functions and not functions
themselves, we can not apply Theorem 4.8 in this setting. A closer look at the proof of injectivity of φ∗
above shows that we the only thing we can conclude from the statement φ∗f = 0 in B2 = L
q is that φ∗f
is zero almost everywhere as a function on Rm. If we add the assumption that φ : Z = Rm → X = Rn
should map sets with measure zero to sets with measure zero (with respect to the respective Lebesgue
measures), then the following argument carries through: If φ∗f = 0 in B2 then f ◦ φ is zero on a set
Z \ N ⊂ Z where N has measure zero. Then X = φ (Z \N) ∪ φ(N) due to the surjectivity of φ and
φ(N) has measure zero. Hence f is zero almost everywhere and hence represents the equivalence class
of the zero function in Lp. Therefore φ∗ is injective. The assumption that φ should preserve sets with
Lebesgue measure zero is easily satisfied in concrete situations.
We will refer to the geometric embeddings arising from the procedure in Theorem 4.8 as being
spatially implemented. It should be remarked that not all geometric embeddings need to be spatially
implemented; an example will be given in Theorem 5.2. Since surjective quasi-isometric embeddings
are quasi-isometries, we can only hope to find spatially implemented geometric embeddings between
decomposition spaces D(Q, B1, Y1) and D(P, B2, Y2) whenever (X, dQ) ≃ (Z, dP ). Looking back at
Example 2.9 gives an obvious candidate that we now examine.
Consider the decomposition space
Bsp,q(R
n) := D
(
B, Lp, lqω(s)
)
, (4.6)
for 1 ≤ p, q < ∞ where B(Rn) is the dyadic covering on Rn given in Example 2.9 and ω(s) is the
weight ω(s)(j) = 2js for j ∈ N0. We denote by B
s
p,q(R+) the decomposition space whose underlying
covered space (R+,B(R+)) is the positive line with the restricted dyadic covering and the local and
global components are the same as in (4.6). The notation Bsp,q(R
n) is motivated by the fact that
the (inhomogeneous) Besov spaces Bsp,q(R
n) appearing in classical harmonic analysis have the F-type
decomposition space description
Bsp,q(R
n) = DF
(
B, Lp, lqω(s)
)
.
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The reason we consider Bsp,q(R
n) instead of the Besov spaces Bsp,q(R
n) is because we can then use
Theorem 4.8 to obtain a spatially implemented geometric embedding.
Proposition 4.9. There is a spatially implemented geometric embedding from Bsp,q(R+) to B
ns
p,q(R
n) for
any n ≥ 1.
Proof. To invoke Theorem 4.8 we define a map
φ : Rn −→ R+
x = (x1, . . . , xn) 7−→ (x
2
1 + · · · + x
2
n)
n
2 = ‖x‖n2 .
The first step is to show that φ is a quasi-isometry. Associate to any x ∈ Rn the smallest number
m(x) ∈ N0 such that ‖x‖2 ≤ 2
m(x). It is clear that the distance dB(Rn)(x, y) between two points
x, y ∈ Rn satisfies
dB(Rn)(x, y) = dB(Rn)((2
m(x), . . . , 0), (2m(y) , . . . , 0)) + α = |m(x)−m(y)|+ α,
where α will denote a constant that is either one or zero (consider when x and y are in the same dyadic
interval to see the necessity of α). Then we have
dB(R+)(φ(x), φ(y)) = dB(R+)
(
2m(x)n, 2m(y)n
)
+ α = n|m(x)−m(y)|+ α.
This is clearly a quasi-isometric embedding with parameters L = n and C = 1. It is also clear that
φ(Rn) is all of R+ by considering the image of any line through the origin. Hence φ is a surjective
quasi-isometry.
However, φ induces the map N0 ∋ m 7→ nm ∈ N0 between the index sets. Since this is not a bijection
(unless n = 1) we need to make the following modification: Scale the dyadic covering on Rn so that the
dyadic intervals have the form
D˜0 :=
{
x ∈ Rn
∣∣∣ ‖x‖2 ≤ 2 1n} , D˜m := {x ∈ Rn ∣∣∣ 2m−1n ≤ ‖x‖2 ≤ 2m+1n } .
The scaled dyadic covering still defines the same decomposition space Bsp,q(R
n) and the map φ satisfies
φ(D˜l) = Dl for all l ∈ N0. Hence we obtain that φ induces a bijection between index sets and the correct
sequence space on Rn is
(
lqω(s)
)
φ
= lqω(ns).
We can apply Theorem 4.8 as longs as we can show that the mapping φ∗f(y) = f(φ(y)) between
Lp(R+) and L
p(Rn) is both bounded above and below. A computation using spherical coordinates gives
that
‖φ∗(f)‖Lp(Rn) =
(∫
Rn
∣∣∣f ((x21 + · · ·+ x2n)n2 )∣∣∣p dx1 · · · dxn) 1p
=
(∫ 2pi
0
∫ pi
0
· · ·
∫ pi
0
∫ ∞
0
|f(rn)|prn−1 sinn−2(ψ1) · · · sin(ψn−2) drdψ1 · · · dψn−1
) 1
p
=
(
nπ
n
2
Γ(1 + n2 )
) 1
p (∫ ∞
0
|f(rn)|prn−1dr
) 1
p
=
(
π
n
2
Γ(1 + n2 )
) 1
p
‖f‖Lp(R+),
where Γ denotes the Gamma function. Hence Theorem 4.8 implies that φ∗ is a spatially implemented
geometric embedding from Bsp,q(R+) to B
ns
p,q(R
n).
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5 Examples
In this final section we will put our developed machinery to the test in concrete settings. We will
consider the modulation spaces, both on Rn and on the Heisenberg group H2n+1; the latter case was
recently considered in [FRR18]. Finally, we describe a class of decomposition spaces in Subsection 5.3
where the underlying covering is quasi-hyperbolic.
5.1 Euclidean Modulation Spaces
Modulation spaces are a class of function spaces in time-frequency analysis that have been extensively
studied in the last decades. They were introduced by Hans Feichtinger and is widely recognized as the
correct setting for theoretical time-frequency analysis after its appearance in the standard reference on
the topic [Gr01]. The original description was given by Feichtinger in the language of decomposition
spaces, while the modern approach is usually through integrability of the short-time Fourier transform.
We will begin by giving a brief review of the modern approach and relate it to the decomposition space
picture. In Theorem 5.2 we show that geometric embeddings between modulation spaces in different
dimensions can only exist when the dimension is increasing.
The two fundamental operators in time-frequency analysis are the time-shift operator Tx and the
frequency-shift operator Mω. They act on f ∈ L
2(Rn) by
Txf(t) = f(t− x), Mωf(t) = e
2piit·ωf(t), x, ω ∈ Rn.
Given two functions f, g ∈ L2(Rn) where g 6= 0 we define the short-time Fourier transform (STFT) of
f with respect to g to be
Vgf(x, ω) =
∫
Rn
f(t)g(t− x)e−2piit·ω dt = 〈f,MωTxg〉L2(Rn). (5.1)
This gives us localized frequency information about f by looking through the “window” g. It is clear from
the inner-product interpretation in (5.1) that we can extend the STFT to the setting where f ∈ S ′(Rn)
and g ∈ S(Rn) by duality.
Definition 5.1. Fix g ∈ S(Rn)\{0} and constants 1 ≤ p, q <∞. The (non-weighted) modulation space
Mp,q(Rn) consists of all tempered distributions f ∈ S ′(Rn) that satisfies ‖f‖Mp,q(Rn) <∞, where
‖f‖Mp,q(Rn) := ‖Vgf‖Lp,q =
(∫
Rn
(∫
Rn
|Vgf(x, ω)|
p dx
) q
p
dω
) 1
q
. (5.2)
It follows from [Gr01, Proposition 11.3.2] that different choices of functions g ∈ S(Rn) \ {0} yield
equivalent norms. Moreover, the spaces Mp,q(Rn) are Banach spaces where the time-shift operators and
the frequency-shift operators act by isometries [Gr01, Theorem 11.3.5].
The modulation spaces have, in addition to their STFT-description, a presentation as F-type de-
composition spaces
Mp,q(Rn) ≃ DF (Rn, Lp, lq). (5.3)
One refers to the description of Mp,q(Rn) given in Definition 5.1 as the coorbit description of Mp,q(Rn),
while (5.3) is referred to as the decomposition description of Mp,q(Rn).
Theorem 5.2. There is a tower of compatible geometric embeddings
Mp,q(R)
Γ2
1−→Mp,q(R2)
Γ3
2−→ . . .
Γnn−1
−−−→Mp,q(Rn)
Γn+1n−−−→ . . . ,
where there are no geometric embeddings in the other direction.
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Proof. It follows from Proposition 4.7 and Remark 4.2 that there are no geometric embeddings from
Mp,q(Rn) to Mp,q(Rm) whenever n > m. We will now show that Mp,q(Rn) can be geometrically
embedded into Mp,q(Rm) as long as n ≤ m.
Define a map
Γmn : S (R
n) ⊂Mp,q (Rn) −→Mp,q (Rm)
f 7−→ Γmn (f)(ξ1, . . . , ξm) := F
−1
m (Fn(f)(ξ1, . . . , ξn)η(ξn+1) · · · η(ξm)) ,
where 0 6= η ∈ C∞c (R) and Fn denotes the n-dimensional Fourier transform. It is clear that the
condition (4.5) is satisfied. Since S(Rn) is dense in Mp,q(Rn) by [Gr01, Theorem 12.2.2] it suffices
to show boundedness of Γmn . To show this, we utilize the coorbit description of M
p,q(Rn). Since the
Fourier transform interchanges time-shift operators and frequency-shift operators, it follows that Fn
maps Mp,q(Rn) boundedly into M q,p(Rn). Hence it suffices to show that the map f 7→ f ⊗ η is a
bounded map from S(Rn) ⊂Mp,q(Rn) to Mp,q(Rn+1) whenever 0 6= η ∈ C∞c (R) and 1 ≤ p, q <∞.
The standard Gaussian gn+1(x) := e
−pix2 on Rn+1 splits as gn+1(x) = (gn⊗g1)(x) := gn(x¯)g1(xn+1),
where x = (x1, . . . , xn+1) and x¯ = (x1, . . . , xn). Hence
Vgn+1(f ⊗ η)(x, ω) = Vgn⊗g1(f ⊗ η)(x, ω) = Vgnf(x¯, ω¯) · Vg1η(xn+1, ωn+1),
and a straightforward calculation gives that
‖f ⊗ η‖Mp,q(Rn+1) =
(∫
Rn+1
(∫
Rn+1
∣∣Vgn+1(f ⊗ η)(x, ω)∣∣p dx) qp dω
) 1
q
=
(∫
Rn+1
(∫
Rn
|Vgnf(x¯, ω¯)|
p dx¯
∫
R
|Vg1η(xn+1, ωn+1)|
p dxn+1
) q
p
dω
) 1
q
=
(∫
R
(∫
R
|Vg1η(xn+1, ωn+1)|
p dxn+1
) q
p
dωn+1
) 1
q
· ‖f‖Mp,q(Rn).
Since 0 6= η ∈ C∞c (R) ⊂ S(R) ⊂ M
p,q(R) it follows that Γmn is a bounded map from M
p,q(Rn) to
Mp,q(Rm).
The reason Γ is injective when viewed as a mapping from Mp,q(Rn) to Mp,q(Rm) is because the
Fourier transform is an injective map from Mp,q(Rn) to M q,p(Rn) and that η 6= 0. Hence Γmn extends to
a geometric embedding from Mp,q(Rn) to Mp,q(Rm) for n ≤ m. Finally, the embeddings we constructed
respect composition Γlm ◦ Γ
m
n = Γ
l
n for all l ≥ m ≥ n ≥ 1.
We can say even more by allowing the indices 1 ≤ p, q <∞ to vary. It follows from [Gr01, Theorem
12.2.2] that we have the estimate
‖f‖Mp2,q2 (Rk) ≤ A‖f‖Mp1,q1 (Rk)
for some A > 0, whenever p1 ≤ p2 and q1 ≤ q2.
Corollary 5.3. There exists a geometric embedding from Mp1,q1(Rn) to Mp2,q2(Rm) whenever p1 ≤ p2,
q1 ≤ q2 and n ≤ m. In particular, there exists a geometric embedding from the Feichtinger algebra
S0(R) :=M
1,1(R) to any modulation space Mp,q(Rn).
Hence the Feichtinger algebra is universal in the class of (non-weighted) modulation spaces on
Euclidean spaces. Therefore, any (F-type) decomposition space that embeds geometrically into S0(R)
does in fact embed geometrically into all the modulation spaces Mp,q(Rn).
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5.2 Heisenberg Modulation Spaces
The STFT introduced in (5.1) is intimately related to the Heisenberg group H2n+1 in the following way:
Define the Schro¨dinger representation ρ : H2n+1 → U(L
2(Rn)) by
ρ(x, ω, t) = epii(2t+x·ω)TxMω,
where x, ω ∈ Rn, t ∈ R and U(L2(Rn)) denotes the unitary operators on L2(Rn). Then a short
computations shows that the matrix coefficients of the Schro¨dinger representation are (up to a phase
factor) the STFT. The Stone-von Neumann theorem [Gr01, Theorem 9.3.1] emphasizes the importance of
the Schro¨dinger representation as it is essentially the only interesting irreducible unitary representation
of the Heisenberg group.
Although it is clear from Definition 5.1 that the Heisenberg group H2n+1 play a role in the traditional
modulation spaces, the underlying covering of Mp,q(Rn) has Zn as its associated metric space and not
the discrete Heisenberg groups. Recently, decomposition spaces originating from a coorbit description of
a certain nilpotent Lie group have been investigated in [FRR18]. These decomposition spaces are truly
related to the large scale geometry of the Heisenberg group. We outline their construction and extend
one of their main results [FRR18, Theorem 7.6] to geometric embeddings in Proposition 5.4 since all
the hard work has already been done in Section 3 and Section 4. We believe that our approach can
make arguments clearer and emphasize the importance of viewing coverings from a metric perspective.
Thus we are able to approach some of the novel results in [FRR18] from a different angle because of our
large scale machinery.
The (abstract) Dynin-Folland Lie algebra hn,2 is the nilpotent Lie algebra with basis
〈Xu1 , . . . ,Xun ,Xv1 , . . . ,Xvn ,Xw,Xx1 , . . . ,Xxn ,Xy1 , . . . ,Xyn ,Xz ,Xs〉, (5.4)
and with non-vanishing commutation relations
[Xuj ,Xvk ]hn,2 = δj,kXw, [Xuj ,Xxk ]hn,2 = δj,kXs, [Xuj ,Xz ]hn,2 = −
1
2
Xyj ,
[Xvj ,Xyk ]hn,2 = δj,kXs, [Xvj ,Xz]hn,2 =
1
2
Xxj , [Xw,Xz]hn,2 = Xs,
where j, k = 1, . . . , n. The first 2n+1 basis vectors in (5.4) generate a subalgebra that is isomorphic to
the Lie algebra of the Heisenberg group H2n+1. We denote by Hn,2 the connected and simply connected
Lie group corresponding to hn,2 called the Dynin-Folland group.
In [FRR18, Theorem 4.5 and Corollary 4.7] the authors classify all the irreducible and projective
representations of the Dynin-Folland group by using Kirillov’s orbit method. One of these projective
representations is used to define the Heisenberg modulation spaces similarly to how the Schro¨dinger
representation is used to define the modulation spaces Mp,q(Rn). We refer the reader to [FRR18] for
the explicit description as we will only need the decomposition space description of the Heisenberg
modulation spaces.
In [FRR18] they consider the lattice in H2n+1 ≃ R
2n+1 defined by
Γ :=
{
(a, b, c) ∈ R2n+1
∣∣∣ a, b ∈ (2Z)n, c ∈ 2Z} .
From this a covering P on H2n+1 ≃ R
2n+1 is induced by defining
P :=
{
P ∗ γ
∣∣∣P = (−ǫ, 2 + ǫ)2n+1, γ ∈ Γ} ,
where ǫ ∈ (0, 12 ) and the multiplication P ∗ γ is with the Heisenberg group structure. Define the F-type
decomposition spaces
Ep,q (H2n+1) := D
F(P, Lp, lq),
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where 1 ≤ p, q <∞ and the reservoir is the tempered distributions.
We remark that [FRR18] consider the spaces with weights derived from the homogeneous Cygan-
Koranyi norm
(p, q, t) 7−→
(
(|p|2 + |q|2)2 + 16t2
) 1
4 .
We omit this extension as all the geometric features are already present in the case without weights.
Moreover, we refer the reader to [FRR18, Theorem 7.3] where the authors show that the spaces
Ep,q (H2n+1) coincide with the Heisenberg modulation spaces arising from the projective representa-
tions of the Dynin-Folland group Hn,2.
Proposition 5.4. None of the spaces Ep,q (H2n+1) ,M
p,q(Rk), and Bsp,q(R
l) are geometrically isomor-
phic for any values n, k, l ≥ 1, p, q ∈ [1,∞).
Proof. It is clear from the results in Section 3 that the covering P is the uniform covering on H2n+1. Since
any lattice in a stratified Lie group is uniform, the lattice Γ is a net in (H2n+1, dP ). Thus Proposition
3.4 implies that the uniform metric space (H2n+1, dP ) is quasi-isometric Γ equipped with any proper,
left-invariant metric.
The fact that Ep,q (H2n+1) and M
p,q(Rk) are not geometrically isomorphic follows from Proposition
4.7. The order of the polynomial growth of Γ is 2n + 2 by Theorem 3.6, while the growth of the
underlying covering of the Besov space Bp,q(Rl) is linear. Hence the spaces Ep,q (H2n+1) and B
s
p,q(R
l)
are not geometrically isomorphic by Proposition 4.6 since growth type is a quasi-isometric invariant.
Finally, the modulation spaces Mp,q(Rk) and Besov spaces Bsp,q(R
l) are not geometrically isomorphic
by Proposition 4.6 and Example 2.15.
Notice that for p = q = 2, all three spaces M2,2(R2n+1), B2,2(R
2n+1) and E2,2 (H2n+1) are all simply
L2(R2n+1) as Banach spaces by [Voi16, Lemma 6.10]. However, the identity map
Id :M2,2(R2n+1) −→ E2,2 (H2n+1)
is not a geometric isomorphism between F-type decomposition spaces since the associated metric spaces
of the underlying coverings are not quasi-isometric. Hence geometric isomorphisms incorporate the
coverings and thus treat decomposition spaces as more than Banach spaces.
5.3 A Decomposition Space of Hyperbolic Type
So far, we have looked at several examples of decomposition spaces that have already been present in
the literature. We conclude by examining a new decomposition space having an underlying covering
whose associated metric space is quasi-hyperbolic (and not infinite cyclic).
Definition 5.5. We call the space
Dp,q (SL(2,R)) := D(SL(2,R), Lp, lq)
the hyperbolic decomposition space with parameters 1 ≤ p, q < ∞. Here Lp denotes the (equivalence
classes of) p’th integrable functions on SL(2,R) with respect to the Haar measure on SL(2,R). When-
ever p = q = 1, we call D (SL(2,R)) := D1,1 (SL(2,R)) the standard hyperbolic decomposition space.
A few remarks are in order: Since the group SL(2,R) is unimodular we do not need to distinguish be-
tween the left and right Haar measure on SL(2,R). Secondly, the terminology hyperbolic decomposition
space is motivated by Theorem 3.11. Finally, we can take the reservoir to be A = Cb(SL(2,R),C) as this
is of minor importance by [Fei83, Theorem 1 (ii)]. It follows from Proposition 4.3 that Dp,q (SL(2,R))
is reflexive as a Banach space whenever 1 < p, q <∞.
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Example 5.6. Let us, for the sake of concreteness, give an example of an element in the standard hy-
perbolic decomposition space D (SL(2,R)). Every element α ∈ SL(2,R) has an Iwasawa decomposition
α =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
y x
0 1y
)
,
for 0 ≤ θ < 2π, x ∈ R, and y > 0 [Bum13, Chapter 26]. We will write elements in SL(2,R) as (θ, x, y)
according to their Iwasawa decomposition. In these coordinates, the Haar measure on SL(2,R) is given
by y−2dxdydθ.
Consider the function f : SL(2,R)→ R+ given by
f(θ, x, y) = y3e−y−x
2
.
Then a short computation shows that
‖f‖L1 =
∫
SL(2,R)
f(z)dµ(z) =
∫ 2pi
0
∫ ∞
0
∫ ∞
−∞
y3e−y−x
2 dx dy dθ
y2
= 2π
3
2 ,
by utilizing the value of the Gamma function at zero. Since f is positive, we have the trivial estimate
‖f‖D(SL(2,R)) ≤ NU2π
3
2 ,
where NU is the admissibility constant of the uniform covering U . Hence f ∈ D (SL(2,R)).
We will now show that the hyperbolic decomposition space Dp,q (SL(2,R)) is fundamentally different
from the decomposition spaces we previously examined.
Proposition 5.7. There are no geometric embeddings
φn : M
p,q(Rn) −→ Dp,q (SL(2,R)) , ηk : D
p,q (SL(2,R)) −→Mp,q(Rk),
ψm : E
p,q (H2m+1) −→ D
p,q (SL(2,R)) , τl : D
p,q (SL(2,R)) −→ Ep,q (H2l+1) ,
θd : B
s
p,q(R
d) −→ Dp,q (SL(2,R)) , σr : D
p,q (SL(2,R)) −→ Bsp,q(R
r),
for n ≥ 2 and m,d, k, l, r ≥ 1. However, for n = 1 the Feichtinger algebra S0(R) := M
1,1(R) embeds
geometrically into the standard hyperbolic decomposition space D (SL(2,R)).
Proof. The fact that φn, ψm, and θd can not be geometric embeddings (unless n = 1) follows from the
hyperbolicity of (SL(2,R), dU ) together with Proposition 4.6 and Lemma 2.19 (a). If we assume that ηk
is a geometric embedding, then Proposition 4.6 and Theorem 3.11 imply that there is a quasi-isometric
embedding between the hyperbolic plane H2 and Rk. Since Rk is quasi-isometric to Zk and H2 is quasi-
isometric to π1(X) by Proposition 3.11, where X is a compact Riemann surface of genus g ≥ 2, we then
have a quasi-isometric embedding
η˜k : π1(X) −→ Z
k.
Any hyperbolic group that is not finite or contain Z as a finite index subgroup does contains the
free group on two generators as a subgroup [Gro87]. The free group is easily seen to have exponential
growth type. Hence it follows that π1(X) also has exponential growth type since any finitely generated
group can have at most exponential growth type. On the other hand, the growth type of Zk is, as we
have mentioned previously, polynomial. Hence the impossibility of η˜k follows from [Lo¨h17, Proposition
6.2.4]. The same argument works for τl and σr since the growth types of H2l+1(Z) and N0 are both
polynomial.
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For the case n = p = q = 1, we can define a map φ1 : S0(R) −→ D (SL(2,R)) given by
φ1(f)(α) = φ1(f)
((
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
y x
0 1y
))
= f(x)η(y), (5.5)
where 0 6= η ∈ C∞c (R) is supported in
[
1
2 , 1
]
and we have used the Iwasawa decomposition of α ∈
SL(2,R). The pointwise evaluation in (5.5) is well-defined since every element in S0(R) is a contin-
uous function [Gr01, Proposition 12.1.4]. Let Φ = (ϕi)i∈I be a U -BAPU for the uniform covering
U on SL(2,R). Then a straightforward computation similar to Example 5.6 shows that φ1(f) · ϕi ∈
L1 (SL(2,R)) for every i ∈ I and{
‖φ1(f) · ϕi‖L1(SL(2,R))
}
i∈I
∈ l1,
∑
i∈I
φ1(f) · ϕi = φ1(f).
Hence we can conclude from the last statement in Proposition 4.3 that φ1(f) ∈ D (SL(2,R)) and we
have
‖φ1(f)‖D(SL(2,R)) ≤ A‖f‖S0(R),
where the constant A > 0 does not depend on f ∈ S0(R). If f ∈ S0(R) with C[f ] ⊂ [n − k, n + k] for
n ∈ Z and k ∈ N then
C [φ1(f)] ⊂ (0, 2π) × [n− k, n+ k]×
[
1
2
, 1
]
,
with respect to the Iwasawa decomposition. Hence φ1 satisfies (4.5) since the map
Z ∋ n 7−→
(
1 n
0 1
)
=
(
1 1
0 1
)n
∈ SL(2,R)
is a quasi-isometric embedding by Proposition 2.19 (c).
Finally, the map φ1 is injective since the bump function η is assumed to be non-zero. Thus φ1 is
a geometric embedding. It is not a geometric isomorphism since the image of φ1 does not contain any
function that depends on the variable θ with respect to the Iwasawa decomposition. Moreover, φ1 is not
a spatially implemented geometric embedding since Z is not quasi-isometric to H2 as they have different
asymptotic dimension.
Since every stratified Lie group G is diffeomorphic to Rn for some n ∈ N we can identify the uniform
covering U(G) with a covering on Rn where the Fourier transform makes sense. Hence we can consider
the decomposition space DF (G,Lp, lq). Both Mp,q(Rn) and Ep,q(H2m+1) are particular examples in this
class, and one might refer to them as F-type stratified decomposition spaces.
In the case where the stratified Lie group is realizable over the rationals, we know from Theorem 3.6
that the uniform metric space (G, dU ) is quasi-isometric to a finitely generated group N with polynomial
growth type. Hence the argument used in the first part of the proof of Proposition 5.7 carries through
to show that N is not hyperbolic unless N is quasi-isometric to Z. This is only possible for G = R, so
Mp,q(R) is the only F-type stratified decomposition space built on a quasi-hyperbolic covering.
Thus a straightforward extension of Proposition 5.7 shows that there are no geometric embeddings
from DF (G,Lp, lq) to Dp,q(SL(2,R)) or vice versa when G is a stratified Lie group realizable over the
rationals that is not R. In particular, this holds for the F-type stratified decomposition space where
the stratified Lie group is the Engel group introduced in Example 3.7. Showing statements such as
these without using invariants from large scale geometry seems highly non-trivial and highlights the
usefulness of our approach.
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