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ABSTRACT:
Cultural Heritage (CH) resources are partial, heterogeneous, discontinuous, and subject to ongoing updates and revisions. The use of
semantic web technologies associated with 3D graphical tools is proposed to improve access, exploration, exploitation and enrichment
of these CH data in a standardized and more structured form. This article presents the monitoring work developed for more than
ten years on the excavation of the Xlendi site. Around an exceptional shipwreck, the oldest from the Archaic period in the Western
Mediterranean, we have set up a unique excavation at a depth of 110m assisted by a rigorous and continuous photogrammetry campaign.
All the collected results are modelled by an ontology and visualized with virtual and augmented reality tools that allow a bidirectional
link between the proposed graphical representations and the non-graphical archaeological data. It is also important to highlight the
development of an innovative 3D mobile app that lets users study and understand the site as well as experience sensations close to those
of a diver visiting the site.
1. INTRODUCTION
Archaeological sites are complex and evolving systems, where
heterogeneous components coexist in a delicate balance that is
constantly being questioned by the excavation activities them-
selves. As the excavation progresses, new information is ac-
quired and enriches and sometimes revises the knowledge base
under construction. This complex dynamic requires an appropri-
ate knowledge and information management system, which must
meet a number of requirements: (i) deal with heterogeneous data,
(ii) be flexible to integrate newly acquired information and update
or revise previous knowledge accordingly, (iii) be intelligible, ex-
ploitable and shareable by and between those involved as well
as interested researchers. The link between knowledge base and
visualisation tools is very promising and this is definitely the dir-
ection we have taken and present in this article (Dris et al., 2018),
(Kim et al., 2016).
Building Information Modeling (BIM) and especially Heritage
BIM (HBIM) can partially meet some of these criteria. For ex-
ample, these approaches have the considerable advantage of be-
ing based on an ontological model which is well suited to our
problem (Cheng et al., 2021).
However, a critical step in HBIM is the geometric modelling of
architectural features, which requires substantial geometric sim-
plification through parametric modelling (Scianna et al., 2020),
(Kıvılcım and Duran, 2021). Such a simplification is often pro-
hibitive for the in-depth analysis of artefacts in an underwater
context where the objects, after decades under water, are heav-
ily eroded or covered by the local fauna. Indeed, in underwater
or naval archaeology, the aim of geometric modelling is often to
∗ Corresponding author
report on the progress of the excavation and to propose a model
supporting the geometry surveyed in order to evaluate the diver-
gences of the observed artefacts from the theoretical models. The
aim of this geometric modelling is to foster the development of
new archaeological hypotheses to better understand the site.
These considerations led us to choose a representation and know-
ledge information system developed ad-hoc for the complex ap-
plication of our interest. Our focus is on a very complex ar-
chaeological excavation, being an underwater wreck at a depth
of 110m.
The developed system is based on two independent back-end
blocks and a single front-end that allows their integration. Spe-
cifically, the first back-end is a knowledge base constrained by a
domain ontology relative to photogrammetry and archaeological
concepts concerned with the study of the wreck as detailed in
Section 4. The second back-end is used to visualize the geo-
metry of the archaeological site, which can be done using vir-
tual or augmented reality applications, as discussed in Sections
5. and 6. The interactive 3D visualization tool based on virtual
and augmented reality techniques allows, with a limited budget,
a comparison of the surveys over time, a visualization of the
modifications of the site and an access to archaeological inform-
ation related to the present and modelled artifacts. The adoption
of immersive visualisation techniques is consistent with the new
holistic paradigm for cultural heritage (CH) management (Gust-
afsson, 2019), (Aliprantis and Caridakis, 2019), where CH as-
sets and sites are recognised as precious resources. This new
paradigm requires an interdisciplinary and integrated approach,
to properly understand and exploit the value of the heritage asset,
for one side, and embed the knowledge and its cultural value on
the other.
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Virtualization is the process of producing a digital replica of the
asset of interest, aggregating data from different sources of in-
formation and knowledge, providing a unique representation ac-
cessible to all the possible interested actors. Communication
tools based on a multimedia approach, i.e. the use of new and
combined communication and dissemination media, have proved
to foster the diffusion and exploitation of CH (Bekele et al.,
2018). Today, virtual (VR), augmented (AR), and mixed-reality
(MR) technologies can be found in many different applications
including education, exhibition enhancement, exploration, recon-
struction, and virtual museums (Bekele et al., 2018). VR tech-
nologies have been widely investigated as a means to improve
public awareness about underwater CH (Chapman et al., 2010),
(Bruno et al., 2017), (Bruno et al., 2019), (Cejka et al., 2020),
(Cejka et al., 2021). Here we explore the use of advanced visu-
alization methods for a three-fold aim: (i) to communicate and
share the virtualized site with the project’s partners and interested
parties; (ii) to collect all the meaningful information (knowledge)
about the site and its assets; (iii) to monitor the excavation pro-
cess maintaining an updated knowledge system on the basis of
surveys carried out over time.
This paper starts by presenting the archaeological site and its sur-
veys carried out on a temporal span of more than ten years. This
part is instrumental in understanding the complexity of the site,
the archaeological interest, the evolution of surveying techniques
and the understanding of the site itself (see section 2. and 3.).
All of them are important parts that benefit from the knowledge,
visualization, and sharing system developed and presented here.
2. XLENDI WRECK, THE FIRST SURVEY
This work is based on the excavation of the oldest shipwreck dis-
covered from the Archaic period, a mixed cargo from Phoenicia
named Xlendi after the small town on the coast of Gozo in Malta
where it was found. The wreck was discovered by Aurora Trust,
a company specializing in the inspection of offshore installations,
during surveys conducted in 2009 (Gambin, 2015).
The archaeological site is located near a coastline famous for its
limestone cliffs plunging into the sea, the bases of which rest on
a continental shelf at a depth of approximately 100 m. The first
layer of amphorae shows a mixed cargo of western Phoenician
and Tyrrhenian vessels, both well suited to the period between
the end of the 8th century and the first half of the 7th century BC.
Two aspects of this exceptional wreck, the purely archaeological
point of view as well as its state of conservation, have led the
University of Malta to push its research further to test and de-
velop new approaches of 3D survey and archaeological excav-
ations at much greater depths. The first survey campaign took
place in 2014 with the cooperation of COMEX1 and CNRS. This
work was funded by the French Agence Nationale de la Recher-
che (ANR) as part of the GROPLAN project led by CNRS. A
publication presents the results obtained then (Drap et al., 2015).
The 2014 photogrammetric survey was performed with the pro-
totype of the current COMEX ORUS3D photogrammetry system
operated from the Remora 2000 submarine.
The photogrammetric surveys were of particularly good quality
and the use of the submarine allowed us to manoeuvre over the
whole area to be able to survey the few isolated amphorae present
at a few tens of meters from the wreck. The use of the COMEX
trifocal system allowed us to obtain a scale result without requir-
ing any contact with the wreck. Nevertheless, while the results
1 https://comex.fr/
were appreciable, we quickly highlighted the weaknesses of such
an approach: the first being its cost. The trifocal system is oper-
ated from a submarine which requires, beyond its own cost and
maintenance, a large oceanographic vessel. A feasibility study
was made possible by the project’s founder, but an annual survey
and a continuity of investigations were impossible.
Likewise, to work at this depth, the use of an ROV would have
required the presence of a large surface vessel equipped with dy-
namic positioning as well as a team specialized in handling the
system. Finally, the main obstacle to the use of robotic systems
for the 3D survey was the clear desire of Prof. Timmy Gambin,
University of Malta, to carry out a real archaeological excavation
in order to learn more about the ship and its cargo (see Figure 3).
Such an excavation with artifact removal and sediment clearing
is not possible at this depth from remotely operated vehicles. The
University of Malta therefore assembled a team of highly qual-
ified professional divers to excavate the site with particular em-
phasis on 3D photogrammetric documentation at each stage of
the archaeological excavation. Since then, excavations and sur-
veys have been carried out every year by a team of exceptional
divers who carry out a unique task: the excavation of the site at
a depth of more than 100 meters and a daily and exhaustive pho-
togrammetric survey documenting in detail the evolution of the
work. The following section presents in more detail the evolution
of the surveys and the archaeological excavation over time.
3. EXCAVATION AND SURVEYS OVER THE TIME
It is thanks to the work and determination of the University of
Malta that we have since 2009 more than thirty photogrammetric
surveys representing the site and its evolution for over ten years.
This constitutes a unique documentation on an exceptional site.
The surveys of 2009 and 2014 are distinctive; the first one be-
cause it is a partial photographic coverage made from the Au-
rora Trust ROV during the finding of the site, and the second
one because it is an operation dedicated only to the photogram-
metric survey. The other photogrammetric surveys from 2017 to
2020 are carried out by divers and accompanying and document-
ing the archaeological excavation. A daily survey is carried out
before the excavation operations on site. In the framework of
this work, we have used only one survey per year, the one car-
ried out on the last day of the excavation and showing the work
done by the team during this annual mission. Since the first pho-
togrammetric surveys in 2014 using COMEX’s (then prototype)
ORUS3D underwater photogrammetry solution, we have used the
Agisoft Metashape photogrammetric processing software, bene-
fiting from their improvements over the years. Flexible and suf-
ficiently efficient for our application, the Metashape software is
highly customizable and can easily be automated thanks to the
availability of Python and Java APIs. At the same time, it is easy
to use, a crucial factor in a multidisciplinary project such as this
one, where non-experts in topography must be able to manipu-
late and understand the results of the photogrammetric process.
In practical terms, the University of Malta team is currently com-
pletely self-sufficient in terms of photogrammetric surveys. Pho-
togrammetry has become one of the many tools that this team
masters.
The solutions implemented by the University of Malta solved sev-
eral problems identified during the first campaign. First, the un-
derwater divers drastically reduced the cost of the mission and
the simultaneous presence of a team of four professional divers
allowed the acquisition of high-quality images with optimal light
management (see Figure 1). Cement blocks with coded targets
were placed around the excavation site to provide a stable local
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Figure 1. Shooting images: one diver holds the camera and the
other two handle the lights. Photo: J. Wood (2018).
reference system; a stable tripod with a spirit level and coded tar-
gets was also installed as a vertical reference (see Figure 2).
The final survey was conducted in the summer of 2020, a true
archaeological excavation was conducted at a depth of 110 meters
with a a water dredge (with submerged pump at 20 meters), 2x2
meter quadrants, photogrammetric tracking, artifact removal, and
the access to lower layers (see Figure 3).
Figure 2. The tripod with spirit level and coded target. Photo:
Dave Gration (2018).
Using this method, we were able to obtain consistent surveys and
excavations over the years (2009 - 2020) (Gambin et al., 2018).
The photogrammetric campaigns have led to the creation of 2D
and 3D models expressed in a single reference system and cur-
rently visible on the project’s website (Ben-Ellefi et al., 2019).
The alignment of photogrammetric surveys over time required
the development of an ad-hoc procedure. In an ever-changing,
uncertain, and challenging environment such as the ocean floor,
one cannot rely solely on conventional survey approaches. An
approximate recalibration was therefore carried out using the ref-
erence system with the concrete blocks whenever they were vis-
ible. For the other campaigns and to improve the quality of the
recorded data, a model approach was preferred. The geometry
of recognizable artifacts (amphorae and grinding stone) was used
to define the significant points, i.e. their centers of gravity, on
which a rigid transformation was adjusted. The next step of the
project was the formalization of an ontology modeling the multi-
Figure 3. Excavation on Xlendi by divers with rebreathers at 110
meters depth. Photo: K. Hyttinen (2018).
temporal surveys in 2D and 3D. This ontology considers the man-
ufactured objects studied, as well as the method used to meas-
ure them, in this case, photogrammetry (photogrammetric data in
the form of oriented photographs, cameras, 3D points and their
projections, as well as camera distortion and precision estimat-
ors). The surveyed features are thus represented from the point
of view of the measurement and are linked to all photogrammet-
ric data that contributed to their measurement in space. A 2D and
3D web interface, accessible on the original project website, is
available to access all these data and to perform semantic quer-
ies. Moreover, in this paper, we also present a multi-user aug-
mented reality mobile app that lets users access these geometric
and qualitative data from an Android device.
4. LINK WITH KNOWLEDGE
Cultural heritage data is inherently heterogeneous, incomplete,
and subject to revision, and due to the presence of actors from
different disciplines it may have different and ambiguous descrip-
tions and definitions. Providing a common conceptualization to
all actors will probably be the most difficult task that metadata de-
velopers must face in the context of cultural heritage. This shared
conceptual model can be used to provide a knowledge represent-
ation on which data mining systems can interact by aggregating
or inferring new knowledge. This requires a conceptualization
intelligible to experts from different domains; in other words, an
ontology. As reported by Nigam Shah and Mark Musen :“The
challenge then is to bridge the conceptual framework and the
ontology to create the formal representation.” (Shah and Musen,
2009).
An ontology is a set of data elements within a domain that are
linked together to denote the types, properties, and relationships
between them. Ontologies can be used to cover different termino-
logies and to represent a clear specification of the different mean-
ings. Hence, having an associated ontology where each term has
a corresponding construct in the conceptual framework allows
this distinction to be made in the conceptual model as well (Shah
and Musen, 2009). This type of conceptual framework along with
the associated ontology is the optimal way to create a formal rep-
resentation fitting different abstraction levels.
We have developed an ontology to manage photogrammetry and
an aligned domain ontology to manage heritage data related to
the Xlendi wreck. A fine-grained description of these ontologies
has been published by Ben Ellefi, where the archaeological part
can be cited in (Ben-Ellefi et al., 2018a), (Ben-Ellefi et al., 2018b)
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and (Ben-Ellefi et al., 2019) and the linked photogrammetry part
in (Ben-Ellefi and Drap, 2019) as depicted in Figure 4.
The ontology dedicated to the archaeological aspects used on
Xlendi is aligned with modeling photogrammetry and the ’Arpen-
teur’ ontology developed at the CNRS. Arpenteur is aligned itself
with the well-known CIDOC-CRM ontology often used in the
CH context (Niccolucci, 2017), (Niccolucci and Hermon, 2017)
and (Gaitanou et al., 2016). The Xlendi artifact dataset is made
available as open data on the datahub under the name Xlendi Am-
phorae (XlendiDataHub, 2020).
Since an ontology enables the unambiguous representation of the
entities and relationships among cultural heritage resources, it
can guide the design of the knowledge bases that store the vari-
ous experimental data as well as the measurement process in a
knowledge manner. Furthermore, the use of ontologies will help
in maintaining a strict distinction between observable data and an
interpretation based on the data.
The presented knowledge base is in the form of a Linked Open
Data (LOD) dataset, also known as a knowledge graph (Hogan
et al., 2020). Dedicated to the excavation of the Xlendi ship-
wreck, this dataset contains morphological data of the artifacts
individualized at the site as well as all the geometric data that
led to the restitution of the site over the years. The artifacts are
classified into two main types of morphological categories: either
the object has been seen and recorded on the site by photogram-
metry, or it has been only partially seen and is defined by a set of
geometric attributes consisting of measurements made by photo-
grammetry as well as others that are deduced based on previous
observations. The unobservable attributes are deduced from the
objective measurements made by photogrammetry and from the
hypothesis made by the archaeologists on the typology of the ob-
ject. Deductions are based on numerous previous works done by
the CNRS team (Drap et al., 2003), (Drap, 2012). For the arti-
facts that have been brought to the surface, an exhaustive survey
is carried out by photogrammetry and structured light scanning
in order to deduce all the observable geometric attributes.
Successive dives on the Xlendi wreck have resulted in seven tem-
poral datasets corresponding to the survey dates listed in (Ben-
Ellefi et al., 2018b). For each annual survey, a LOD dataset is
generated containing all the geometric data involved in the cal-
culation of the 3D model of the site: photographs, camera calib-
ration, 2D points measured on the photographs, 3D points calcu-
lated from the 2D points, quality estimator of the 3D points. This
represents approximately 20 million triples per survey.
The LOD dataset is published following the best practices of the
semantic web (Rudolph et al., 2013) (Loscio et al. 2017), and
the principles of Linked Data (invented by Tim Berners-Lee):
(i) URIs to identify “things” in your data, (ii) HTTP:// URIs for
people (and machines) to search for them on the web, (iii) when a
URI is searched, return a description of the “thing” in the W3C’s
semantic web format (typically RDF, RDF-Schema, OWL), (iiii)
include links to related things. We used the Apache Jena Fuseki2
as an open-source storage system for the different Xlendi LOD
datasets. This storage system also offers an accessible SPARQL
endpoint. (The URI at which a SPARQL Protocol service3 listens
for requests from SPARQL Protocol clients.)
A YASGUI-SPARQL client (Rietveld and Hoekstra, 2016) is





dataset via a user interface. The LOD datasets are accessible from
the Virtual Reality and Augmented Reality applications using the
SPARQL protocol.
Figure 4. Partial View of the Photogrammetry Pro-
file in ontology. Arpenteur Ontology visualization by
http://www.visualdataweb.de/webvowl/#iri=http:
//www.arpenteur.org/ontology/Arpenteur.owl
Arpenteur Ontlology location : http://www.arpenteur.org/
ontology/Arpenteur.owl
5. VIRTUAL REALITY
A previous work on Xlendi VR was achieved in the framework of
the Imareculture project (imareculture, 2018) funded by the EU.
It is possible to visit the Xlendi shipwreck while staying dry via
the project’s website.
The Virtual Reality tour of the Xlendi site, carried out by the team
of Prof. Fabio Bruno (Bruno et al., 2017) was based on the pho-
togrammetric surveys conducted in 2014 by COMEX and CNRS.
These surveys were chosen because they cover the largest area of
the site as the overflight was done with the Remora 2000 submar-
ine. On the other hand, this visit does not show the reconstruc-
ted artifacts, does not allow interaction with the ontology serv-
ers, nor allows seeing the site evolution over the time. Further-
more, we proposed in a precedent work (Ben-Ellefi et al., 2019)
a web interface that visualizes the site either as a 3D model or as
an orthophoto, a double interaction between the system and the
user is possible. The graphical interface reacts to textual requests
and it also reacts to mouse picking and selection. An interaction
with the ontology describing the site is also possible thanks to the
YASGUI client (XlendiKBAccess, 2021).
However, we have thought about other types of interaction in or-
der to reach a wider audience. Indeed, the studied site presents a
remarkably high archaeological interest and it is essential to pro-
pose innovative and more attractive virtual exploration tools. At
the same time, the use of immersive tools, for example, must not
in any way overshadow the knowledge component related to such
a site. We have therefore developed two tools allowing a virtual
exploration of the site using VR and AR techniques, both related
to the archaeological data.
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The VR tool is based on the most recent version of Epic Games’s
Unreal Engine (Unreal Engine, 2021). This choice was jus-
tified by Epic’s acquisition of CapturingReality and their very
good photogrammetry software, Reality Capture (Reality Cap-
ture, 2021). Indeed, the virtual reality engine Unreal Engine, pro-
posed by EPIC, will integrate from this year, 2021, the support of
very large 3D point clouds generated by photogrammetry. Un-
til now, the visualization of a scene in Virtual Reality required a
significant reduction in the number of points obtained, a meshing
phase and a good texturing phase in order to obtain a sensation
close to reality. This was done at the drastic expense of the geo-
metry which was extremely reduced and simplified. The new ap-
proach is to visualize colored point clouds without any notion of
surface or texture. If the cloud is dense enough, the impression
of continuity works well and this without loss of geometry (see
Figure 5). We have close examples with the Potree library (Adim-
oolam et al., 2019) but the real advantage of using Unreal is the
performance of its VR engine. The official version using these
3D point clouds obtained by photogrammetry is not yet available
at the time of writing this article but a plugin already allows to
import these point clouds in the current version. We think that
this approach is very promising and we have already used it to
visualize the various photogrammetric surveys carried out on the
Xlendi shipwreck: managing several tens of millions of 3D points
is not a problem. The tests we have done with more than a billion
points have remained acceptable in terms of performance.
Listing 1. A SPARQL query to retrieve the name and height
(in meters) for arp:Amphorae1029128976. This query can be
performed on the UI interface http://www.arpenteur.org/
ontology/sparql.html
PREFIX a r p : <h t t p : / / www. a r p e n t e u r . o rg /
o n t o l o g y / A r p e n t e u r . owl #>
SELECT ?Name (STR ( ? h ) a s ? He i gh t ) WHERE {
a r p : Amphorae1029128976 a r p : hasName ?Name ;
a r p : h a s H e i g h t ? h .
} 
Listing 2. Answer to the query in Listing 1
Name Height
Amphore A77 0.41375673170004745 
We rely on Unreal Engine platform to deploy our VR solution,
using a Vive HTC headset. Users can interact with the artifacts
through its virtual laser pointer’s selection feature; point the laser
at an object (here amphora and grinding stones) to display re-
lated archaeological information. The archaeological data are re-
trieved from the LOD temporal datasets via the SPARQL protocol
(an HTTP-based protocol for performing SPARQL operations
against data via SPARQL Endpoints). Each artifact in Xlendi
is identified by its unique name which allows to map the artifact
from the VR to its correspondence in the LOD dataset. For ex-
ample, Amphore A77 in the VR is the name of the OWL instance
identified by the URI arp:Amphorae1029128976 where the in-
formation of this amphorae can be retrieved via the SPARQL
query in Listing 1 and the response is in Listing 2 . Mapping
the VR to the LOD datasets via the SPARQL protocol is the mas-
ter key in the presented knowledge-based VR system. Hence the
mapped resources in the VR system can be queried in the know-
ledge. A realistic representation of diving at this depth has been
made possible using multiple features of the Unreal Engine. Nev-
ertheless, users can modify the level of underwater visibility ef-
fects to display the site in its entirety, something that divers can
only dream about doing.
This is indeed an aspect that we wanted to highlight, it is a tool
to study and understand the site, but also to experience sensations
close to those experienced by a diver going to the site.
Figure 5. Xlendi 2014 survey represented with over one hundred
million points. The recalculated artifacts are represented with a
lower density of points.
The three-dimensional VR navigation technique was designed to
represent as close as possible a diver’s movements at the Xlendi
site. The vertical movement due to the lung-ballast effect is
rendered by a single action on one controller while the horizontal
movement, in X, Y is activated by the second controller.
As teleportation is not possible in the VR environment and the
fact that the site is relatively small (30m long), the user explores
the shipwreck site like a deepsea diver. In addition to displaying
information about each annual photogrammetric survey, a model
of the amphorae and other artefacts present is available in order
to obtain a complete 3D model (see Figure 5). This model is
based on the typology of the amphora, determined by archaeolo-
gists’ findings, and the partial measurements made on the pho-
togrammetric survey. Several projects have been performed over
the years to obtain these 3D models of artifacts where physical
measurements and archaeological knowledge coexist (Drap et al.,
2003) (Drap et al., 2015) (Pasquet et al., 2017). This modeling
of the artefacts present on the site and studied by the archaeolo-
gists makes it possible to create a dynamic and bidirectional link
between the 3D representations of the artefacts in the scene and
the archaeological and photogrammetric data modeled in the on-
tology. Simple queries in SPARQL are accessible from the RV
interface from the simple interaction using virtual pointing tech-
niques such as raycasting obtained from a controller to predefined
queries accessible from a tablet in the scene.
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“In that Empire, the Art of Cartography attained such Perfection
that the map of a single Province occupied the entirety of a City,
and the map of the Empire, the entirety of a Province. In time,
those Unconscionable Maps no longer satisfied, and the Carto-
graphers Guilds struck a Map of the Empire whose size was that
of the Empire, and which coincided point for point with it. The
following Generations, who were not so fond of the Study of Car-
tography as their Forebears had been, saw that that vast Map
was Useless, and not without some Pitilessness was it, that they
delivered it up to the Inclemencies of Sun and Winters. In the
Deserts of the West, still today, there are Tattered Ruins of that
Map, inhabited by Animals and Beggars; in all the Land there is
no other Relic of the Disciplines of Geography.” (Borges, 1944).
Often commented on by geographers, this short text entitled “On
Exactitude in Science”, which Borges attributes to Suarez Mir-
anda, a fictional author from the 17th century, underlines the
fact that maps are never the mimetic representation of a territ-
ory. Maps use symbols and are an interpretation of the world rep-
resented. Even the remnants of 1:1 scale maps that exist in our
daily lives are symbols. For example, the milestones along the
Roman roads marking the kilometers are relative and symbolic
traces of a 1:1 scale map, but there are also absolute traces, the
Chinese wall running for thousands of kilometres to mark a bor-
der, and still in our world too many walls are physically repres-
enting borders between states on a 1:1 scale. Here we are using
AR not to make a pre-calculated model appearing in a repres-
entation of reality that we would be positioned correctly thanks
to coded targets, a recognition mechanism or another approach
but here we are completely superimposing the calculated model
on the model observed by the device. The calculated model is a
complete substitute for the reality observed by the camera and the
device, a tablet or smartphone, and shows the calculated model in
place of the observed reality. The tablet behaves like a window
on the Borges’s map, showing a virtual space that overlaps point
by point with the real space in which the operator is moving.
In order to be able to move around as if one were on the site,
a capture of the real space and the tracking of the user’s cam-
era are essential. The movement in the virtual world must be
perfectly aligned with the real world. It is therefore necessary
to accurately estimate the position and orientation of the digital
camera. The purpose of the tracking system is to determine the
position of the camera in real time. Each time the user moves
the camera, the tracking system recalculates the new position in
real time and the virtual content must therefore remain consist-
ent with the movement in the real world. The camera pose is
calculated with six degrees of freedom, three translation para-
meters x, y and z, and three orientation parameters yaw, pitch
and roll. Vision-based tracking is a widely used AR method for
camera tracking. This method calculates the camera pose from
the information read from the camera images. Some methods are
based on the detection of coded targets previously positioned in
the scene but here we use the detection of natural features in a
scene coupled with several sensors present on the device. The
camera and the various sensors in the device are used for SLAM
(simultaneous localization and mapping) which allows to evalu-
ate the movements of the user and then adjusting accordingly the
point of view in the 3D model of the scene (Yeh and Lin, 2018).
The visualization tool being at the same time an entertainment
tool and a collaborative work tool, it was important to propose
a non-immersive approach to be able to exchange information in
real time on the observed scene for users in the same room for
example. We have therefore developed an application running
on Android (tablet or mid-range cell phone) (Blanco-Pons et al.,
2019). There is a wide range of libraries available for the de-
velopment of AR applications using natural features (Amin and
Govilkar, 2015) (Lotfi et al., 2019).We have chosen the ARCore
SDK (Google Play Services for AR) in order to detect the ground
plane as a reference and then the use of SLAM for tracking move-
ments. A client-server plugin was developed and inserted into the
application in order to allow parallel communication between the
connected users. This aspect will be developed in the next sec-
tion.
6.1 Interaction with the virtual world
Once a user is logged in, he can interact with Xlendi models.
First of all, a pseudo-realistic representation (at the scale of the
graphic capacities of the device) reproduces the poor light that
a diver could have at a depth of 100m and thus the low visibility
that he can have of the site. This is adjustable with a simple slider
in order to observe the site in its entirety. Then a drop-down list
allows it to display the state of the site according to the year in
which the surveys were carried out. Seven years are available,
and the excavated areas can be seen. We have chosen to leave
all the artefacts in place during the excavation, only the terrain
evolves graphically. However, once an amphora has been brought
up during an excavation, it will appear completely textured when
a more recent year is selected. Having been restored and scanned,
we now have a more complete model which is substituted for the
original theoretical model (see Figure 6).
Figure 6. Timeline visualization. Site evolution between 2014
and 2018: Four amphorae were recovered from the wreck before
2018, scanned in laboratory and are now represented fully tex-
tured. The other amphorae, still partially covered with sediment
are not textured.
6.1.1 Interaction with the SPARQL server A virtual real-
ity or augmented reality application must interact with the user
and seek to go further than simply naming or reading labels or
metadata related to the objects represented. In recent years, more
and more applications are linking the 3D models used in AR to
Artificial Intelligence, Deep Learning or Semantic Network ap-
proaches (Lampropoulos et al., 2020). This is mainly the case
when the application behaves like a dashboard, an instrument to
help with decision-making and steering.
The amphorae represented in the scene are selectable, either as a
plain object if they have not been brought up during the excava-
tion and therefore whose geometry is based on the hypotheses of
the archaeologists’ typologies, or textured when they have been
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brought up, analyzed and measured. (An Internet connection may
be required to obtain additional data from the server.) Moreover,
the user can launch predefined parameterized requests such as (a
small pop-up screen may be displayed to enter certain values):
1. “Show me the amphorae of the same typology in the scene”
2. “Select similar artifacts having a Hausdorff distance to the
source artifact = x”
3. “Select similar artifacts having a <height, length, width,
volume> difference to the source artifact = x”
4. “Similar concepts in external linked open datasets”
Linked Open Data (LOD) projects are expanding around the
world and are spreading to the field of cultural heritage, gradu-
ally changing the way we access and share our knowledge of this
heritage (Marden et al., 2013) (Simou et al., 2017).
Even if LODs are currently mainly used by libraries, museums
and archives, they tend to broaden the way we access cultural
heritage. We are part of this dynamic (Ben-Ellefi et al., 2018a)
even if the particular case study of this work does not easily lend
itself to exchanges and parallels with other sites or museums, in-
deed the exceptional character of this wreck means that the site
alone probably contains more amphorae from the Archaic period
than in all the museums in the world. This explains why Query
4, concerning the external LOD, will almost always return a null
answer.
6.1.2 Interaction between users Originally designed to help
the dive team during the daily debriefing, the tool makes it easy
to observe the work done during the day and to plan the activities
for the next day. It is possible to calculate the new survey during
the day and publish it locally for the team in the evening. Finally,
we decided to open the application to the general public as well
and it is also an easy way to share data between experts. The
team itself is very international and this approach makes sense
to continue working together after the mission. The application
is therefore connected to two servers, the first one manages the
SPARQL queries and the second one manages the user access. It
is possible to create an account and join certain predefined chat
rooms depending on your login but also on your device’s unique
identifier. Once in a room, messages can be sent to other users to
share information or meet at a given location to observe the same
area or discuss the same artifact.
These last aspects are recent, it is only after a few months of use
that we will decide on implementing future improvements to the
application.
7. CONCLUSIONS
This work highlights the recent advances in our interdisciplinary
approach dedicated to the monitoring of a complex underwater
excavation, unique in the world both by the site’s depth and by
the accumulation of photogrammetric surveys over the last ten
years. This work is in constant evolution, and the next campaign
of underwater excavations is already being organized and the next
surveys will be integrated. We are working on different aspects:
the user interface for managing and writing SPARQL queries on
the ontologies, management of user accounts and the way they
communicate with each other, the evolution of the Unreal En-
gine platform for managing the huge 3D point clouds that will be
provided by the photogrammetric surveys. As this work is based
on the development of a domain ontology modeling the photo-
grammetric process, we decided to support the OpenCV library
in order to be able to include future application resources such as
mobile robotics, for example. Moreover, by extending the onto-
logy to this library, it will be easier to migrate from one platform
to another.
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arokapis, F., Agrafiotis, P., Skarlatos, D., Philpin-Briscoe, O.,
Poullis, C., Mudur, S. and Simon, B., 2017. Development and
integration of digital technologies addressed to raise awareness
and access to european underwater cultural heritage. an overview
of the h2020 i-mareculture project. OCEANS 2017 - Aberdeen.
Cejka, J., Mangeruga, M., Bruno, F., Skarlatos, D. and Li-
arokapis, F., 2021. Evaluating the potential of augmented reality
interfaces for exploring underwater historical sites. IEEE Access
PP, pp. 1–1.
Cejka, J., Zsı́ros, A. and Liarokapis, F., 2020. A hybrid augmen-
ted reality guide for underwater cultural heritage sites. Personal
and Ubiquitous Computing 24, pp. 1–14.
Chapman, P., Bale, K. and Drap, P., 2010. We All Live in a
Virtual Submarine. IEEE Computer Graphics and Applications
30, pp. 85–89.
Cheng, Y.-M., Kuo, C.-l. and Mou, C.-C., 2021. Ontology-based
hbim for historic buildings with traditional woodwork in taiwan.
JOURNAL OF CIVIL ENGINEERING AND MANAGEMENT
27, pp. 27–44.
Drap, P., 2012. Underwater Photogrammetry for Archaeology.
In: E. by Daniel Carneiro da Silva (ed.), Special Applications of
Photogrammetry, InTech, pp. 111–136.
Drap, P., Merad, D., Hijazi, B., Gaoua, L., Nawaf, M. M., Sac-
cone, M., Chemisky, B., Seinturier, J., Sourisseau, J.-C., Gambin,
T. and Castro, F., 2015. Underwater photogrammetry and object
modeling: A case study of xlendi wreck in malta. Sensors 15(12),
pp. 30351–30384.
Drap, P., Seinturier, J. and Long, L., 2003. Archaeological 3d
modelling using digital photogrammetry and expert system. the
case study of etruscan amphorae. In: proceding of The Sixth In-
ternational Conference on Computer Graphics and Artificial In-
telligence 2008.
Dris, A.-S., Lehericey, F., Gouranton, V. and Arnaldi, B., 2018.
OpenBIM Based IVE Ontology: an ontological approach to im-
prove interoperability for Virtual Reality Applications. In: 35th
CIB W78 Conference, Chicago, United States, pp. 1–10.
Gaitanou, P., Gergatsoulis, M., Spanoudakis, D., Bountouri, L.
and Papatheodorou, C., 2016. Mapping the hierarchy of ead to
vra core 4.0 through cidoc crm. In: MTSR.
Gambin, T., 2015. A phoenician shipwreck off gozo, malta.
Malta Archaeological Review pp. 69–71.
Gambin, T., Chemisky, B. and Drap, P., 2018. Exploring the
phoenician shipwreck off xlendi bay, gozo. a report on methodo-
logies used for the study of a deep-water site. Underwater Tech-
nology The International Journal of the Society for Underwater
p. 71–86.
Gustafsson, C., 2019. Conservation 3.0 – cultural heritage as a
driver for regional growth. SCIRES-IT : SCIentific RESearch and
Information Technology 9, pp. 21–32.
Hogan, A., Blomqvist, E., Cochez, M., d’Amato, C., de Melo,
G., Gutierrez, C., Gayo, J. E. L., Kirrane, S., Neumaier, S.,
Polleres, A. et al., 2020. Knowledge graphs. arXiv preprint
arXiv:2003.02320.
imareculture, 2018. https://imareculture.eu/. Accessed:
2021-04-15.
Kim, H., Matuszka, T., Kim, J., Kim, J. and Woo, W., 2016. An
ontology-based augmented reality application exploring contex-
tual data of cultural heritage sites. In: 2016 12th International
Conference on Signal-Image Technology Internet-Based Systems
(SITIS), pp. 468–475.
Kıvılcım, C. and Duran, Z., 2021. Parametric architectural ele-
ments from point clouds for hbim applications. International
Journal of Environment and Geoinformatics 8, pp. 144–149.
Lampropoulos, G., Keramopoulos, E. and Diamantaras, K., 2020.
Enhancing the functionality of augmented reality using deep
learning, semantic web and knowledge graphs: A review. Visual
Informatics 4(1), pp. 32–42.
Lotfi, E., Bouhorma, M. and Hanafi, A., 2019. A comparative
study of augmented reality sdks to develop an educational applic-
ation in chemical field. In: Conference: The 2nd International
Conference on Networking, Information Systems and Security
At: Rabat.
Marden, J., Li-Madeo, C., Whysel, N. and Edelstein, J., 2013.
Linked open data for cultural heritage: Evolution of an inform-
ation technology. In: Proceedings of the 31st ACM Interna-
tional Conference on Design of Communication, SIGDOC ’13,
Association for Computing Machinery, New York, NY, USA,
p. 107–112.
Niccolucci, F., 2017. Documenting archaeological science with
cidoc crm. International Journal on Digital Libraries.
Niccolucci, F. and Hermon, S., 2017. Expressing reliability with
cidoc crm. International Journal on Digital Libraries.
Pasquet, J., Demesticha, S., Skarlatos, D., Merad, D. and Drap,
P., 2017. Amphora detection based on a gradient weighted er-
ror in a convolution neuronal network. In: IMEKO International
Conference on Metrology for Archaeology and Cultural Heritage,
MetroArchaeo 2017, pp. 691–695.
Reality Capture, 2021. https://www.capturingreality.
com/. Accessed: 2021-04-15.
Rietveld, L. and Hoekstra, R., 2016. The yasgui family of sparql
clients1. Semantic Web 8, pp. 373–383.
Rudolph, S., Gottlob, G., Horrocks, I. and Harmelen, F., 2013.
Reasoning Web. Semantic Technologies for Intelligent Data Ac-
cess: 9th International Summer School 2013, Mannheim, Ger-
many, July 30 – August 2, 2013. Proceedings. InTech.
Scianna, A., Gaglio, G. F. and La Guardia, M., 2020. Hbim data
management in historical and archaeological buildings. Arche-
ologia e Calcolatori.
Shah, N. and Musen, M., 2009. Ontologies for Formal Represent-
ation of Biological Systems. Springer Berlin Heidelberg, Berlin,
Heidelberg, pp. 445–461.
Simou, N., Chortaras, A., Stamou, G. and Kollias, S., 2017. En-
riching and Publishing Cultural Heritage as Linked Open Data.
Springer International Publishing, Cham, pp. 201–223.






Yeh, Y.-J. and Lin, H.-Y., 2018. 3d reconstruction and visual slam
of indoor scenes for augmented reality application. In: Confer-
ence: 2018 IEEE 14th International Conference on Control and
Automation (ICCA), pp. 94–99.
ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume VIII-M-1-2021 
28th CIPA Symposium “Great Learning & Digital Emotion”, 28 August–1 September 2021, Beijing, China
This contribution has been peer-reviewed. The double-blind peer-review was conducted on the basis of the full paper. 
https://doi.org/10.5194/isprs-annals-VIII-M-1-2021-117-2021 | © Author(s) 2021. CC BY 4.0 License.
 
124
