ABSTRACT This paper investigates the issues of the distributed energy management problem (EMP) of Microgrids in the presence of communication delays. To address this issue, a consensus-based distributed algorithm is proposed to integrate the economic dispatch and demand response, which can optimally assign the energy among generation units and load units with the objective of maximizing the total social welfare of the power system. Different from existing energy management algorithms, a nonuniform time-varying delays model is considered and embedded into the design of our algorithm, such that each unit can achieve collaborative optimization without the requirement of fixed delays information, which has both theoretical merits and practical engineering value for the efficient and stable operation of Microgrids. Moreover, it is proved that the proposed algorithm can converge to the optimal solution under some sufficient conditions. Finally, the correctness and effectiveness of the proposed method are validated by several simulation results.
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I. INTRODUCTION
The higher reliability and flexibility, increasing use of renewable energy, and timely response to changing demands are the requirements for Microgrids in future development. The increasingly permeating renewable generators (RGs) (wind, solar, etc.) and distributed traditional generators (TGs) integrated into power system bring new challenges of Microgrids [1] , [2] . One of the challenges is the economic operation. Due to the existence of multiple power generation equipments as well as flexible loads in power grid, economic operation of Microgrids needs to optimize the management on both supply and demand sides. In general, economic dispatch (ED) and demand respond (DR) are studied separately.
The ED aims at minimizing the operating cost while meeting the total demand requirements and respecting capacity constraints of each generation unit. Conventionally, the load demands are usually assumed to be constant in ED. In fact, DR is becoming an important part of Microgrids and market operation, where users can make decisions regarding their power consumption based on their own profit functions to maximize the profits [3] . Both the ED and DR are involved in the energy market, and the implementation of one of them will affect the other. Hence, since both the ED and DR are coupled and participating in the power market, it is meaningful to consider the ED and DR together in economic operation of Microgrids.
Typically, energy management problem (EMP) is formulated as an optimization problem [4] . A number of centralized algorithms have been studied to solve the problem, such as Lagrange multiplier [5] , gradient search method [6] , genetic algorithm [8] and linear programming [7] , and so on. However, centralized algorithms require to collect the global information of the entire power grid and conduct the optimization in a date processing center. As a result, they are susceptible to suffer from single-point failures and face huge amounts of communication and computation burden. In addition, centralized algorithms need to be reestablished when some generators and loads are added or removed in Microgrids such that the plug and play function is not supported. To overcome the shortcomings of the centralized algorithms, the distributed algorithms based on consensus theory of multi-agent system [10] - [14] have been studied widely in recently years, which possess better robustness, stability, and flexibility. The authors in [15] first proposed a λ-consensus algorithm to solve ED problem in a fully distributed fashion. In order to solve the non-quadratic cost function, a distributed bisection method was proposed in [16] . Moreover, the ramping rate limits [17] , event-trigger [18] , finite-time [19] , renewable sources [20] , and transmission losses [21] have been further taken into consideration and researched in economic operation.
Note that in distributed optimization algorithms, the communication among agents plays a vital role, and each agent only has access to its local function and needs information exchange with its neighbors. In practice, due to the distance among agents, communication delays are inevitable, and it is necessary to considered in information transmission among agents. However, only few papers investigate the distributed energy management with communication delays. The authors in [24] and [25] studied the economic dispatch with communication delays. However, they emphasized on simulations and lacked theoretical analysis. In [26] , a novel distributed algorithm considering communication delays was presented, and the upper permissible delay bound was obtained by frequency domain analysis. However, communication delays of each channel are fixed in above papers. In practical, due to the complicated working environment, fixed delays are very hard to guarantee. Hence, it is more appropriate to assume that link delays vary randomly with time.
With mainly the aforementioned inspirations, aiming at maximizing the total social welfare of power system, the paper focuses on the cooperative EMP of Microgrids with traditional generators, renewable generators, flexible loads, and power losses, where a novel distributed-consensus algorithm with time-varying delays is presented to solve the problem in a fully distributed fashion. The main contributions of this paper are summarized as follows:
• Nonuniform time-varying delays of the communication links among units are overcomed effectively by implementing our algorithm. With this effort, each unit can obtain the global optimal solution without the requirement of fixed delays information. Hence, the proposed algorithm is more suitable for actual operations of Microgrids.
• By implementing the proposed algorithm, ED and DR are integrated and solved in a distributed manner such that the proposed algorithm possesses plug-and-play property, better flexibility, reliability and scalability, etc., and is beneficial for privacy protection.
• The proposed distributed algorithm is analyzed strictly. Some sufficient conditions are derived in form of linear matrix inequality (LMI) to ascertain the convergence to the optimal solution. The structure for the rest of the paper is organized as follows. In Section II, some necessary preparations are provided. Section III introduces a distributed solution considering communication delays and some theoretical analyses. Some simulations are presented to testify the theoretical results in Section IV. Finally, Section V summarizes the investigation of the paper.
II. PRELIMINARY
In this section, the preliminaries of graph theory and some lemmas are introduced in advance. Afterward, the basic EMP is described, and optimal conditions analysis is discussed. Lemma 1 (Jensen's Inequality) [31] : For any real differentiable vector function x(t) ∈ R n and any n × n constant positive matrix M = M T , the following inequation is
for t ≥ 0 and 0 ≤ τ k (t) < τ k .
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Lemma 2 (Schur Complements) [32] : Given matrix
, where Z 11 , Z 12 , and Z 22 are compatible dimension matrices, Z 11 = Z T 11 , Z 22 = Z T 22 , then the following conditions are equivalent:
B. ENERGY MANAGEMENT PROBLEM STATEMENT
In this paper, the target of EMP is to maximize the total social welfare in Microgrids. We assume the cost function of the traditional generators is given as [15] :
Since the renewable generators do not consume any resources (coal, oil, etc.), the cost for renewable generations is assumed to be zero here. On the demand side, the utility function of flexible loads can be presented as [28] ,
The objective function of EMP can be expressed as
C. OPTIMAL CONDITIONS ANALYSIS Firstly, we do not consider the capacity constraints of each unit. By using the Lagrange multiplier method, the problem (7) is formulated as:
where λ is the Lagrange multiplier for the equality constraint in (7). According to [29] , we have the approximate relation between network power losses and active power,
From formula (9), the network losses can be written as,
γ Dj P Dj (10) From the first-order optimality conditions, the optimal solutions for (8) are determined by the following conditions:
The partial derivatives of the (3) and (5) are
From (11) and (12), we get
We substitute P Gi and P Dj into the generation-demand equality constraint in (7) and can get the centralized optimal solution without the inequality constraints
Next, the inequality constraints for each unit are considered. If the traditional generator or flexible load does not violate their bounds, we calculate P Gi or P Dj according to (13) . If the unit exceeds its upper or lower bound, then we set P Gi = P max Gi , P Dj = P max Dj or P Gi = P min Gi , P Dj = P min Dj . Thus, the unit can be calculated as
Let 1 and 2 denote the set of traditional generators and flexible loads that violate their limits, respectively. Then the centralized optimal solution satisfying both equality constraints and inequality constraints can be rewritten as where
III. DISTRIBUTED OPTIMAL ENERGY MANAGEMENT
In this section, a multiagent system consisting of some agents is introduced. Each agent has access to its local information, and only needs information exchange with its neighbors. The purpose for all agents is to maximize the social welfare while meeting the supply and demand balance via cooperation. A distributed optimal energy management solution, and some theoretical analyses are proposed.
A. DISTRIBUTED SOLUTION FOR EMP WITHOUT INEQUALITY CONSTRAINTS
The model of Microgrids for energy management is shown in Fig.1 . The Microgrids contain traditional generators (TG), renewable generators (RG), and flexible loads(FL). The static transfer switch (STS) connects the Microgrids to the main grid. The Microgrids can work in either grid-connected mode or island mode. In our paper, we assume the Microgrids operate in island mode. As showed in Fig.1 , the Microgrids have two networks: a power network (solid line) and communication network (dotted line). The information data among agents is transmitted in real time through the information network. Each agent can communicate with its neighbors through the information network. Each agent has two modules: the distributed dispatch module (DDM) and control module (CM). The DDM is used to measure and predict local power generation or local power consumption, and calculates the optimal power generation/consumption reference. The CM receives the active power generation/consumption references from the corresponding DDM and tracks by controlling the electronic equipment. First, by introducing some auxiliary variables ς i , the active power generation and the power consumption can be presented:
where τ ij (t) denotes the communication delays between the agent i and agent j and τ ij (t) = τ ji (t); q i is constant.
Remark 1: Currently, renewable generators are not dispatchable because of the intermittent nature, so we assume that the power of renewable generator keep constant during the dispatching. The design of parameter q i in our distributed algorithm is exactly to solve this problem. In communication network, the renewable generator communicates with the nearest agent i (traditional generator or flexible load), and the value of corresponding q i is the power generation of the renewable generator. The q i of the agent which does not communicate with renewable generator is set as 0.
Furthermore, formula (17-1) is summed with formula (17-2), and we have
i.e., (20) which implies the supply-demand balance is always satisfied.
Then a fully distributed algorithm is presented to solve the energy management problem (7) as follows:
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Remark 2: The EMP is transformed into a consensus problem with second order dynamics to meet the power balance. Different from the existing algorithms [15] - [19] , the network power losses, renewable generators, and flexible loads are considered in our equality constraint. Moreover, the proposed algorithms consider the time-varying delays, which is different from the fixed time delays in [24] - [26] . Hence, our algorithms have more practical engineering application value.
In what follows, we will first prove that the consensus variables λ i can converge the optimal value λ * , i.e., the proposed algorithm (22)- (25) can solve the EMP. Then, some sufficient conditions are presented to ascertain convergence to the optimal solution in the cases of slow-varying delays (τ ij (t) < 1) and fast-varying delays (τ ij (t) ≥ 1).
Theorem 1: Let the communication topology in Microgrids be strongly connected and undirected, the initial value i ∈ G,
Under the proposed algorithm (22)- (25), consensus variables λ i can converge to the centralized result λ * in the end.
Proof: Substitute formula (23) into formula (22) and formula (25) into formula (24) , respectively, and we havė
Multiplying both sides of (26) by 1 T n 1 +n 3 , we have
Considering the communication graph is strongly connected and undirected, we have (28) i.e.,
The above equation implies the
Substitute k i into (30), we can get
From the property L1 n = 0 n of the Laplacian matrix, we have λ
at the stable point. Furthermore, we get that
which shows that the distributed algorithm can converge to the centralized result, i.e., the proposed algorithm can solve the EMP. Next, to ensure the proposed algorithms (22)- (25) can converge to the stable point, some sufficient conditions are presented. Rewrite (26) in matrix form aṡ
where 
The distributed algorithm (33) is equivalent tȯ
Then, construct the Lyapunov-Krasovskii function as the following:
. We can rewrite the system (37) aṡ
The function V is positive definite and radially unbounded. Then, we take the time derivative of V i , {i=1,2,3}
Then, considering the first term inV 3 , we have
where
Based on Lemma 1, for the second term inV 3 , it follows that:
In light of Lemma 2 and the conditions (35), we havė V (t) < 0. Based on Lyapunov stable theory, the state is asymptotically stable at the origin, which means the consensus variables λ i converge to the optimal solution λ * . The proof is complete.
Remark 3:
The maximum allowable communication delay τ k in Theorem 2 can be given as the following optimization problem:
and (35).
The toolbox in Matlab can solve this optimization problem. Note that the Theorem 2 requires the rate of change of the communication delays is less than 1. For the cases ρ k ≥ 1 or nothing has been known about the dynamics of τ k (t), the following conditions without ρ k can be obtained. 
12 and 22 are the same as in the Theorem 2.
Proof:
We construct the following LyapunovKrasovskii function
By following the similar discussion as the Theorem 2, we can easily prove the results.
B. DISTRIBUTED SOLUTION FOR EMP WITH INEQUALITY CONSTRAINTS
When the inequality constraints are considered, the proposed algorithm needs further modification and expansion. First we investigate the relationship between λ * and λ and can get
To solve the EMP under this scenario, we calculate along the following three steps.
Step 1: Calculate the optimal solution λ * , the optimal generation P * Gi , and the optimal consumption P * Dj by implementing the distributed algorithm (22)- (25) . Then, compare P * Gi and P * Dj with its lower and upper bounds. If the power do not exceeds its corresponding limits, the calculations end; otherwise, we go to Step 2.
Step 2: If P Gi > P max Gi , P Dj > P max Dj or P Gi < P min Gi , P Dj < P min Dj , then we set P Gi = P max Gi , P Dj = P max Dj or P Gi = P min Gi , P Dj = P min Dj , respectively. Then we introduce two auxiliary x i and y i as follows:
and
Then we use the following algorithm to get the average values of x i and y i , respectively,
where µ is a positive parameter. According to the average consensus theory, we have
From (52), the new optimal incremental cost λ is
and the new optimal power values:
Step 3: Compare the new optimal power P * Gi , P * Dj with its power bounds. If there still exist some units exceeds the limits, go to the step 2. Otherwise, the calculations end, and we get the final optimal solution λ.
IV. SIMULATION RESULTS
In this section, several simulations are discussed in order to validate the effectiveness of our method. The communication graph is shown in Fig.2 .
We assume that the G1 ∼ G3 are traditional generators and G4 is renewable generator and its generation is assumed to be constant during the dispatching period. D4 and D5 are flexible loads. Considering that the power losses only account for a small percentage, we define the power loss coefficients for G1 ∼ G4, D5, D6 as 0.02. The parameters of the traditional generators and flexible loads are shown in Table 1 .
We assume that the initial generation value of G1 ∼ G3 is set as 50MW , the initial consumption power value of D5 and D6 is set as 100MW , and the initial generation value of G4 is set as 58MW . For simplicity, we assume that τ ij = τ 1 (t), i.e. r = 1. According to the LMIs in Theorem 2, we get τ 1 ≤ 2.545s for ρ 1 = 0.6. Next, we present details about how to get the bound of communication delays.
Step1: Set τ 1 = τ 0 ,τ 1 = ρ 1 , step size ε, L, and , where τ 0 , ρ 1 , ε, L and are specified constants.
Step2: According to LMI approach, search the positive definite matrices Q 1 , W 1 which satisfy the linear matrix inequality (35). If Q 1 and W 1 can be found, then set τ 1 = τ 0 + ε and restart the step 2. Otherwise, the calculation ends, and the bound of communication delays is τ 1 . Fig.3 shows the variation diagram of communication delays τ 1 (t). Then, three case studies are provided to show the effectiveness of our algorithm under communication delays, the plug and play property, and the impacts of increasing communication delays. 
A. CASE STUDY 1: WITH CONSTRAINTS UNDER COMMUNICATION DELAYS TEXT
In this case, we set τ 1 = 1.8s and the communication delays are less than the estimated upper bound. The simulation results are presented in Fig.4 . The specific operations of are as follows: Step 1: First, by running the distributed algorithm (22)- (25), we have the optimal unconstraint's value 15.8201$/MWh during the first 60s, which is approximately equal to the centralized solution 15.8202$/MWh. Step 2: Since P * G1 < P min G1 , P * G2 > P max G2 , the optimal output of G1, G2 violates the generation limit, its generation is set as the corresponding bound, i.e., P * G1 = P min G1 , P * G2 = P max G2 and 1 = {1, 2}. According to (49) and (50) Fig.4(c) and Fig.4(d) clearly show that variables x i and y i achieve average consensus respectively. Then, the new optimal solution is 15.161$/MWh by using (53). The corresponding optimal generations are given in Fig.4(b) . These optimal values do not violate the capacity limits, so they are the final setpoints for the generators and loads. Fig.4(e) shows that the summation of the generation powers, the total demand of flexible loads, and power losses. It is not hard to see that the total generated power is higher than the total demand, and the extra part represents the power losses of the system.
B. CASE STUDY 2: THE PLUG AND PLAY PROPERTY TEST
In this case, the focus is on the property of the plug and play. We consider the same communication delays as in case Fig.5(a) , which is the same as case study 1, and the power system satisfies the balance of supply and demand in Fig.5(c) during the first 50s. At t = 50s, G2 is disconnected from the system, and the variables λ 2 and P G2 are set to zero. Then, the remaining traditional generators and flexible loads converge to a new value 22.0150$/MWh after a short time. Fig.5(b) shows the corresponding optimal generation values of each traditional generator and optimal consumption values of each flexible loads. The optimal values are equal to the solutions calculated by the centralized algorithm. It is showed that the balance of supply and demand is guaranteed again after G2 exiting the system. At t = 100s, the traditional generator G2 is connected to the power system again, and the units reach the same value prior before G2 s disconnection after a short period of time. Therefore, this case study shows that the proposed algorithm supports the plug and play function.
C. CASE STUDY 3: THE IMPACTS OF INCREASING COMMUNICATION DELAYS TEXT
In this case, the impacts of increasing communication delays is discussed. We guarantee that the change rate of communication delays is still 0.6, and gradually increase the upper bound of communication delays. The simulation results are showed in Fig.6 . The upper bound of communication delays in Fig.6(a)-Fig.6(d) is τ 1 = 0s, τ 1 = 1s, τ 1 = 2s, and τ 1 = 2.9s, respectively. The upper bound of communication delays are less than the maximum allowable delay bound based on Theorem 2, and the consensus variables can converge to the same optimal value 15.8201$/MWh under different communication delays in Fig.6(a)-Fig.6(c) . However, it is found that the convergence rates become slower and the fluctuations become bigger with the increasing of communication delays. In Fig.6(d) , the communication delays are larger than the estimated upper bound and destabilize the algorithm. The consensus variables cannot converge due to the impacts of delays.
V. CONCLUSION
This paper proposed a fully distributed algorithm to solve the energy management problem of Microgrids, which could integrate economic dispatch of generators and demand respond of users. It was worth emphasizing that nonuniform time-varying communication delays are enabled into the design of the proposed algorithm for more practical engineering application value. Furthermore, based on the Lyapunov theory, it was proved that the proposed algorithm can converge to the optimal solution under some sufficient conditions. Some case studies verified the effectiveness of our algorithm and showed its promising applications in Microgrids.
It should be noted that there still exist some restrictions on the proposed algorithm. Especially, if all components violate their corresponding bounds in the step of checking inequality constraints, then the proposed algorithm cannot continue, and the optimal solution cannot be obtained. Moreover, the volatility of renewable generation has not been taken into account. Therefore, we will further improve the algorithm and consider more factors in the future work, such as the random fluctuation of renewable energy, energy storage, time-of-use price, etc.. His current research interests include neural dynamics analysis, complex networks, multiagents systems, and their applications in smart-grid and energy internet.
LINING LIU was born in Heilongjiang, China, in 1993. He received the B.S. degree in electrical engineering and automation from the China University of Petroleum, Qingdao, China, in 2016. He is currently pursuing the master's degree in electrical engineering with the School of Information Science and Engineering, Northeastern University, Shenyang, China.
His current research interests include distributed optimization and its applications in microgrids, smart grid, and the energy internet.
YUSHUAI LI received the B.S. degree in electrical engineering and automation and the Ph.D. degree in control theory and control engineering from Northeastern University, Shenyang, China, in 2014 and 2019, respectively, where he is currently with the School of Information Science and Engineering. He is also a Postdoctoral Research Scholar with the Department of Electrical and Computer Engineering, University of Denver, Denver, CO, USA. His current research interests include distributed control and optimization, and machine learning with applications in microgrids, smart grid, and the energy internet.
HUAGUANG ZHANG received the B.S. and M.S. degrees in control engineering from Northeast Dianli University, in 1982 and 1985, respectively, and the Ph.D. degree in thermal power engineering and automation from Southeast University, Nanjing, China, in 1991.
He is currently with the School of Information Science and Engineering, Northeastern University, Shenyang, China. He is also with the Key Laboratory of Integrated Automation of Process Industry, National Education Ministry, Northeastern University. He has authored or coauthored over 280 journal and conference papers, six monographs, and co-invented 90 patents. His main research interests include fuzzy control, stochastic system control, neural networks-based control, nonlinear control, and their applications. 
