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Abstract
A Majorana algebra is a commutative nonassociative real algebra
generated by a finite set of idempotents, called Majorana axes, that
satisfy some of the properties of the 2A-axes of the Monster Griess
algebra. The term was introduced by A. A. Ivanov in 2009 inspired
by the work of S. Sakuma and M. Miyamoto. In the present paper,
we revisit Mayer and Neutsch’s theorem on associative subalgebras of
the Griess algebra in the context of Majorana theory. We apply this
result to determine all the maximal associative subalgebras of some
low-dimensional Majorana algebras; namely, the Majorana algebras
generated by two Majorana axes and the Majorana representations of
the symmetric group of degree 4 involving 3C-algebras.
Keywords: Majorana representation, Monster group, Griess al-
gebra.
1 Introduction
The largest of the sporadic simple groups, the Monster group M, was con-
structed by Griess [G82] as a group of automorphisms of a 196, 884-dimensional
∗Funded by the Universidad de Guadalajara and an Imperial College International
Scholarship.
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commutative nonassociative real algebra VM.
One of the major obstacles in the examination of the Griess algebra is its
nonassociativity. A natural approach to deal with this issue is the study of
the associative subalgebras of VM; the seminal work in this direction was done
by Meyer and Neutsch [MN93], who proved that every maximal associative
subalgebra of VM has an orthogonal basis of indecomposable idempotents.
Furthermore, they conjectured that 48 is the largest possible dimension of
an associative subalgebra of VM. By showing that the length of any idempo-
tent of VM is at least 1 (with respect to our scaling), Miyamoto [Mi96] proved
this conjecture. After this, connections between Virasoro frames, root sys-
tems, Niemeier lattices and maximal associative subalgebras of VM have been
explored in [DLMN98].
Inspired by Sakuma’s theorem [Sa07], Ivanov [Iv09, Ch. 8] introduced
the following terminology. Suppose that V is a commutative nonassociative
real algebra with inner product generated by a finite set Ω of idempotents
of length 1. We say that V is a Majorana algebra with Majorana axes Ω if
axioms M1-M7 of [IPSS10, p. 2433] are satisfied (with Ω in the place of A).
The Majorana involutions of V , which correspond to the restriction of the
Miyamoto involutions [Mi96], are the automorphisms of V defined by axiom
M6. If G is a finite group generated by a set of involutions T such that
T g = T , for all g ∈ G, a Majorana representation of (G, T ) on a Majorana
algebra V is a linear representation of G on V together with a compatible
injection of T into the Majorana axes of V (see [IPSS10, Sec. 3]). We denote
by at the Majorana axis corresponding to t ∈ T .
The prototypical example of a Majorana algebra is VM (see [Iv09, Ch. 8]).
In [IPSS10], Sakuma’s theorem was proved for Majorana algebras: this es-
tablishes that the Majorana algebras generated by two Majorana axes have
eight possible isomorphism types. Majorana representations of various fi-
nite groups have been described in [IPSS10], [IS12], [Iv11b], [Iv11a] and [IS].
Notably, Seress [Se12] designed and implemented an algorithm for the con-
struction of 2-closed Majorana representations.
In this paper, we discuss Meyer and Neutsch’s theorem [MN93] in the con-
text of Majorana algebras, and we apply it to some low-dimensional cases.
In particular, we find all the maximal associative subalgebras of the Ma-
jorana algebras generated by two Majorana axes using the information on
idempotents obtained in [CR13, LYY05]. Furthermore, we obtain all the
idempotents and maximal associative subalgebras of the Majorana represen-
tations of S4 of shapes (2B, 3C) and (2A, 3C) described in [IPSS10, Sec. 4].
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In the context of Vertex Operator Algebras (VOAs), the sets of idempo-
tents generating maximal associative subalgebras of VM are relevant because
they determine distinct Virasoro frames, which are sets of vectors in the
Moonshine module that generate framed sub-VOAs (see [DGH98]). Few of
the maximal associative subalgebras described in this paper have been pre-
viously obtained in [LYY05, Appendix A] in the VOA context.
2 Associative subalgebras of Majorana rep-
resentations
Let V = (V, . , ( , )) be a commutative nonassociative real algebra with
inner product. For S ⊆ V , denote by 〈〈S〉〉 the smallest subalgebra of V
containing S. If 〈〈S〉〉 = V , we say that S generates the algebra V . If v ∈ V ,
the length of v is the non-negative real number l(v) := (v, v). Say that v ∈ V
is idempotent if v · v = v.
Throughout this section, we assume that V is a Majorana algebra with
identity id ∈ V . As we shall constantly use axioms M1 and M2 of [IPSS10,
p. 2433], we rewrite them below:
M1 The inner and algebra products associate in V : (u, v · w) = (u · v, w),
for every u, v, w ∈ V .
M2 The Norton inequality holds in V : (u · u, v · v) ≥ (u · v, u · v), for every
u, v ∈ V .
Define the adjoint transformation of v ∈ V as the endomorphism adv of
V that maps u ∈ V to v · u.
Lemma 2.1. For any v ∈ V , the adjoint transformation adv ∈ End(V ) is
orthogonally diagonalisable (i.e. there is an ( , )-orthogonal basis of V of
eigenvectors of adv).
Proof. By M1, the adjoint transformation of v ∈ V is a self-adjoint endo-
morphism of V , so the result follows by the Spectral Theorem (see [R08,
Sec. 10]).
The following is another elementary consequence of M1.
3
Lemma 2.2. Let {xi ∈ V : 1 ≤ i ≤ k} be a finite set of idempotents. Let
λi ∈ R and suppose that
x =
k∑
i=1
λixi
is also an idempotent. Then,
l(x) =
k∑
i=1
λil(xi).
Proof. The lemma follows by M1 and the linearity of the inner product:
l(x) = (x, x) = (x · x, id) = (x, id) =
k∑
i=1
λi(xi, id) =
k∑
i=1
λil(xi).
Lemma 2.3. Let x, y ∈ V be idempotents. The following are equivalent:
(i) (x, y) = 0.
(ii) x · y = 0.
(iii) x+ y is idempotent.
Proof. If (x, y) = 0, M2 implies that
(x · y, x · y) ≤ (x · x, y · y) = (x, y) = 0.
Hence x · y = 0 by the positive-definiteness of the inner product. It is clear
that part (ii) implies (iii). Lemma 2.2 shows that (iii) implies (i).
We say that two idempotents are orthogonal if they satisfy the equivalent
statements (i)-(iii) of Lemma 2.3.
Notation 1. For µ ∈ R and v ∈ V , denote by V (v)µ the µ-eigenspace of adv,
and
dµ(v) := dim(V
(v)
µ ).
We say that µ ∈ R is an eigenvalue of v ∈ V if µ is an eigenvalue of the
adjoint transformation of v. Let Aut(V ) be the set of distance-preserving
endomorphisms φ of V such that vφ · uφ = (v · u)φ, for all u, v ∈ V .
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Lemma 2.4. Let x ∈ V be a non-zero non-identity idempotent. Then:
(i) dµ(x) 6= 0, for µ ∈ {0, 1}.
(ii) For every g ∈ Aut(V ), the spectrum of xg is equal to the spectrum of x.
(iii) If {µi : 1 ≤ i ≤ k} is the spectrum of x, then {1−µi : 1 ≤ i ≤ k} is the
spectrum of the idempotent id− x.
Proof. Part (i) follows because x and id−x are 1- and 0-eigenvectors of adx,
respectively. Part (ii) follows since, for any g ∈ Aut(V ), v is an eigenvector of
adx if and only if v
g is an eigenvector of adxg . Part (iii) is straightforward.
The main results of this paper hold for Majorana algebras that satisfy
the following stronger version of axiom M2:
M2′ The Norton inequality holds for every u, v ∈ V , with equality precisely
when the adjoint transformations adu and adv commute.
It was shown in [C84, Sec. 15] that M2′ holds in VM. The importance of
M2′ in our discussion lies in the following lemma.
Lemma 2.5. Let V be a Majorana algebra that satisfies M2′. Let x ∈ V be
an idempotent and µ ∈ {0, 1}. Then:
(i) The eigenspace V
(x)
µ is a subalgebra of V .
(ii) The number of idempotents in V
(x)
µ is either infinite or at most 2dµ(x).
Proof. Let y ∈ V (x)µ . Observe that
(x · x, y · y) = (x · y, y) = (µy, y) = (µy, µy) = (x · y, x · y).
Therefore, M2′ implies that adx and ady commute, and so, for any y′ ∈ V (x)µ ,
x · (y · y′) = y · (x · y′) = µ(y · y′).
This shows that (y · y′) ∈ V (x)µ . Part (i) follows.
As V
(x)
µ is a subalgebra of V , its idempotents are in a bijective correspon-
dence with the solutions of the system of dµ(x)× dµ(x) quadratic equations
determined by the coordinates of the relation v · v − v = 0. Therefore, if the
system has finitely many solutions, Be´zout’s theorem implies that V
(x)
µ has
at most 2dµ(x) idempotents. Part (ii) follows.
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An idempotent is decomposable if it may be expressed as a sum of at least
two non-zero idempotents; otherwise, the idempotent is indecomposable.
The following results were obtained in [MN93] with V = VM; however,
their proof applies, without change, to Majorana algebras that satisfy M2′.
Theorem 2.6 (Meyer, Neutsch). Let V be a Majorana algebra with identity
that satisfies M2′. An idempotent x ∈ V is indecomposable if and only if
d1(x) = 1.
Theorem 2.7 (Meyer, Neutsch). Let V be a Majorana algebra with identity
that satisfies M2′. Let U be a finite-dimensional subalgebra of V . Then:
(i) U is associative if and only if U has an orthogonal basis of idempotents.
(ii) U is maximal associative if and only if id ∈ U and U has an orthogonal
basis of indecomposable idempotents.
Notice that if B := {xi ∈ V : 1 ≤ i ≤ k} is a set of pairwise orthogonal
idempotents, then the associative subalgebra U := 〈〈B〉〉 coincides with the
linear span of B; in particular, the dimension of U is k. If the idempotents
of B are indecomposable, all the non-zero idempotents of U are finite sums
of the idempotents of B; in particular, U may have at most one orthogonal
basis of indecomposable idempotents.
When x ∈ V is a non-zero non-identity idempotent, {x, id − x} is an
orthogonal basis of a two-dimensional associative subalgebra
Vx := 〈〈x, id− x〉〉 ≤ V.
Define V0 := 〈〈0〉〉 and Vid := 〈〈id〉〉.
Definition 1. We say that an associative subalgebra U of V is trivial asso-
ciative if U = Vx for some idempotent x ∈ V .
Corollary 2.8. Let x ∈ V be an idempotent. The trivial associative subal-
gebra Vx ≤ V is maximal associative if and only if d0(x) = d1(x) = 1.
Proof. The result follows by Lemma 2.4 (iii), Theorems 2.6 and 2.7 (ii).
Corollary 2.9. Let B := {xi ∈ V : 1 ≤ i ≤ k} be a finite set of indecompos-
able idempotents. The subalgebra U := 〈〈B〉〉 is maximal associative if and
only if id =
k∑
i=1
xi.
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Proof. If U is maximal associative, then id =
k∑
i=1
xi by Theorem 2.7 (ii) and
the uniqueness of the identity in a commutative algebra. Suppose id =
k∑
i=1
xi.
Note that M2 and the positive-definiteness of the inner product imply that
(x, y) ≥ 0, for every pair of idempotents x, y ∈ V . By Lemma 2.2,
l(id) =
k∑
i=1
l(xi) =
k∑
i=1
l(xi) +
∑
i 6=j
(xi, xj).
Therefore (xi, xj) = 0, for any i 6= j. Hence, U is maximal associative by
Theorem 2.7 (ii).
The following lemmas will be useful in our discussion of low-dimensional
Majorana algebras.
Lemma 2.10. Let x ∈ V be an indecomposable idempotent and suppose that
V
(x)
0 has finitely many idempotents. Then:
(i) If d0(x) = 1, then x is not contained in any three-dimensional associative
subalgebra of V .
(ii) If d0(x) ≥ 2, then x is contained in at most 2d0(x)−1−1 three-dimensional
maximal associative subalgebras of V .
Proof. Part (i) follows by Corollary 2.9. Let d0(x) ≥ 2 and let U ≤ V be
a three-dimensional maximal associative subalgebra such that x ∈ U . By
Theorem 2.7 (ii), we may find an orthogonal basis of U of indecomposable
idempotents: {x, y, z}, where y, z ∈ V (x)0 . If there is an idempotent w ∈ V (x)0
such that 〈〈x, y, w〉〉 is maximal associative, then Theorem 2.7 (ii) implies
that
x+ y + z = id = x+ y + w,
so z = w. This shows that distinct three-dimensional maximal associative
subalgebras of V containing x correspond to distinct disjoint two-sets of
non-zero idempotents of V
(x)
0 . Lemma 2.5 (ii) implies that there are at most
1
2
(2d0(x) − 2) disjoint two-sets of non-zero idempotents in V (x)0 .
Lemma 2.11. Suppose that, for every idempotent x ∈ V , the space V (x)0
has finitely many idempotents, and d0(x) ≤ 2. Then the dimension of every
associative subalgebra of V is at most three.
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Proof. If {x, y, z, w} is a set of four pairwise idempotents of V , then x is
orthogonal to 7 non-zero idempotents: y, z, w, y + z, y + w, z + w and
y + z + w. However, as V
(x)
0 has finitely many idempotents, and d0(x) ≤ 2,
Lemma 2.5 (ii) implies that x is orthogonal to at most 2d0(x)−1 ≤ 3 non-zero
idempotents. The result follows.
If U is a subalgebra of V , we introduce the notation
[U ] := {Ug : g ∈ Aut(V )}.
Because of Lemma 2.1, we know that, for every v ∈ V , the geometric and
algebraic multiplicities of the eigenvalues of adv coincide. In the following sec-
tions, we calculate the spectrum of every idempotent of some low-dimensional
Majorana algebras in order to obtain all their maximal associative subalge-
bras. Because of Lemma 2.4 (ii), we organise these spectra in terms of
Aut(V )-orbits. We consider only half of the non-zero non-identity idem-
potents, as the spectra of the remaining idempotents may be found using
Lemma 2.4 (iii). Although we require only the multiplicities of 0 and 1, we
believe that the full spectrum of each idempotent may be of general interest.
3 The Norton-Sakuma Algebras
If t, g are 2A-involutions of M, it is known (see [C84, GMS89]) that the
product tg lies in one of the following conjugacy classes of M:
1A, 2A, 2B, 3A, 3C, 4A, 4B, 5A, 6A.
In [C84, N96], Norton described the subalgebras of VM generated by the
2A-axes corresponding to t and g, and he labelled them according to the
conjugacy class of tg.
Let V be a Majorana algebra. Say that V is a Norton-Sakuma algebra if
V is generated by exactly two of its Majorana axes. As proved in [IPSS10],
Sakuma’s theorem implies that the Norton-Sakuma algebras coincide with
the non-trivial subalgebras of VM described by Norton. In this context, the
Norton-Sakuma algebras are described in [IPSS10, Table 3].
Denote by VNX the Norton-Sakuma algebra of type NX . Denote by
Aut(NX) and idNX the automorphism group and identity of VNX , respec-
tively. The groups Aut(NX) are described explicitly in [CR13, Theorem 4.1],
while the identities idNX are given by [CR13, Table 2]. Note that, except
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for V2B, none of the Norton-Sakuma algebras is associative. As VNX may be
embedded in VM, the Norton-Sakuma algebras clearly satisfy axiom M2
′.
The complete list of idempotents of all the Norton-Sakuma algebras was
obtained in [CR13]. We shall constantly use this information to prove the
results of this section.
3.1 Associative Subalgebras of V2A, V3A and V3C
The following result examines the Norton-Sakuma algebras of types 2A, 3A
and 3C.
Lemma 3.1. Let NX ∈ {2A, 3A, 3C}. A subalgebra of VNX is maximal
associative if and only if it is trivial associative.
Proof. All the idempotents of VNX are described in [CR13, 429–431]. Direct
calculations show that d0(x) = d1(x) = 1 for every non-zero non-identity
idempotent x ∈ VNX . The result follows by Corollary 2.8.
3.2 Associative Subalgebras of V4A
Let {a0, a1, a−1, a2, vρ} be the basis of V4A as in [IPSS10, Table 3]. It was
shown in [CR13, Sec. 3.2] that V4A has an infinite family of idempotents of
length 2: for any λ ∈ [−3
5
, 1], there is an idempotent y
(1)
4A(λ) ∈ V4A. Direct
calculations show that the spectrum of y
(1)
4A(λ) is
{0, 1, 1
2
, h (λ) , h (λ)},
where h (λ) is the conjugate in Q
(√−15λ2 + 6λ+ 9) of
h(λ) :=
1
25
(17− 5λ− 5
√
−15λ2 + 6λ+ 9).
Lemma 3.2. Consider the infinite family {y(1)4A(λ) : λ ∈ [−35 , 1]} of idempo-
tents of V4A.
(i) For any λ ∈ [−3
5
, 1], λ /∈ {0, 2
5
}, the trivial associative algebra V
y
(1)
4A(λ)
is
maximal associative.
(ii) The idempotent y
(1)
4A
(
2
5
)
is indecomposable with a two-dimensional 0-
eigenspace.
9
Proof. The equation h(λ) = 1 has no solutions, while h (λ) = 1 has the
unique solution λ = 0. On the other hand, the equation h(λ) = 0 has
the unique solution λ = 2
5
, while h (λ) = 0 has no solutions. Therefore
d0(y
(1)
4A(λ)) = d1(y
(1)
4A(λ)) = 1 for any λ ∈ [−35 , 1], λ /∈ {0, 25}. Hence, part (i)
follows by Corollary 2.8. Part (ii) follows by the previous description of the
spectrum of y
(1)
4A
(
2
5
)
.
Table 1 gives the spectra of the Aut(4A)-orbits of the non-zero non-
identity idempotents of V4A, where y
(2)
4A is defined in [CR13, Sec. 3.3].
Orbit Size Length Spectrum
[a0] 4 1
{
0, 0, 1, 1
4
, 1
32
}
[y
(1)
4A(λ)] 2 2 {0, 1, h(λ), h (λ)}
[y
(2)
4A ] 4
12
7
{
0, 1, 1
14
, 5
14
, 6
7
}
Table 1: Spectra of the idempotents of V4A.
Lemma 3.3. The following subalgebras of V4A are maximal associative:
〈〈a0, a2, id4A − a0 − a2〉〉 and 〈〈a1, a−1, id4A − a1 − a−1〉〉 .
Proof. The sum of the idempotents generating each subalgebra is id4A. Ob-
serve that
y
(1)
4A
(
2
5
)
= id4A − a0 − a2 and y(1)4A
(
2
5
)φ4A
= id4A − a1 − a−1,
where φ4A is the automorphism of V4A that transposes a0 and a1. Therefore,
these idempotents are indecomposable by Table 1 and Theorem 2.6. The
result follows by Corollary 2.9.
Lemma 3.4. The dimension of every associative subalgebra of V4A is at most
three.
Proof. Because {y(1)4A(λ) : λ ∈ [−35 , 1]} is the only infinite family of idempo-
tents in V4A (see [CR13, Proposition 3.9]), Lemma 3.2 implies that, for every
idempotent x ∈ V4A, the algebra V (x)0 has finitely many idempotents. As we
see in Table 1, d0(x) ≤ 2 for every idempotent x ∈ V4A, so the result follows
by Lemma 2.11.
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Lemma 3.5. The Norton-Sakuma algebra of type 4A contains infinitely
many maximal associative subalgebras. However, it contains only two non-
trivial maximal associative subalgebras.
Proof. The first part of this lemma follows by Lemma 3.2. By Table 1 and
Lemma 2.1, only the indecomposable idempotents [a0]∪ [id4A−a0−a2] have
a two-dimensional 0-eigenspace, so these are the only idempotents whose
trivial associative subalgebra is not maximal. By Lemma 2.10, each one of
these idempotents is contained in at most one three-dimensional maximal
associative subalgebra. Lemma 3.3 describes such subalgebras. The result
follows by Lemma 3.4, as there are no associative subalgebras of V4A of
dimension greater than 3.
3.3 Associative Subalgebras of V4B
Let {a0, a1, a−1, a2, aρ2} be the basis of V4B as in [IPSS10, Table 3]. It is
known that V4B contains a Norton-Sakuma subalgebra of type 2A with basis
{a0, a2, aρ2} (see [IPSS10, Lemma 2.20]). Let id2A be the identity of this
subalgebra. Table 2 gives the spectra of the Aut(4B)-orbits of half of the
non-zero non-identity idempotents of V4B, where y4B is defined in [CR13,
Sec. 3.2].
Orbit Size Length Spectrum
[a0] 4 1
{
0, 0, 1, 1
4
, 1
32
}
[aρ2 ] 1 1
{
0, 0, 1, 1
4
, 1
4
}
[id2A] 2
12
5
{
0, 1, 1, 1, 1
4
}
[id2A − a0] 4 75
{
0, 0, 1, 3
4
, 7
32
}
[y4B] 4
21
11
{
0, 1, 1
11
, 21
22
, 9
22
}
Table 2: Spectra of the idempotents of V4B.
Lemma 3.6. The following subalgebras of V4B are maximal associative:
U
(1)
4B := 〈〈a0, id2A − a0, idφ4B2A − aρ2〉〉,
U
(2)
4B := 〈〈aρ2, id2A − aρ2 , idφ4B2A − aρ2〉〉,
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where φ4B ∈ Aut(4B) is the automorphism that transposes a0 and a1.
Proof. Because of the relation id4B = id2A + id
φ4B
2A − aρ2 , we verify that
id4B = a0 + (id2A − a0) + (idφ4B2A − aρ2),
id4B = aρ2 + (id2A − aρ2) + (idφ4B2A − aρ2).
By Table 2 and Theorem 2.6, the idempotents generating U
(1)
4B and U
(2)
4B are
indecomposable, so the result follows by Corollary 2.9.
Lemma 3.7. The dimension of every associative subalgebra of V4B is at most
three.
Proof. Suppose that U is an associative subalgebra of V4B of dimension k ≥ 4.
Without loss of generality, we may assume that U is maximal associative. Let
B := {xi : 1 ≤ i ≤ k} be the orthogonal basis of indecomposable idempotents
of U . By Theorem 2.7,
k∑
i=1
xi = id4B. Lemma 2.2 implies that
k∑
i=1
l(xi) = l(id4B) =
19
5
, (1)
as may be read from [CR13, Table 2]. Since there is no pair of orthogonal
idempotents of length 1 in V4B, the set B contains at most one idempotent of
length 1. By Table 2, 7
5
is the smallest length different from 1 of a non-zero
idempotent of V4B. Therefore,
k∑
i=1
l(xi) ≥ 1 + 3 · 7
5
=
26
5
>
19
5
,
which contradicts (1).
Lemma 3.8. The Norton-Sakuma algebra of type 4B contains exactly 9
maximal associative subalgebras; 4 of these subalgebras are trivial associa-
tive while 5 are three-dimensional.
Proof. The 4 trivial maximal associative subalgebras are contained in the
orbit [Vy4B ]. With the notation of Lemma 3.6, the orbits [U
(1)
4B ] and [U
(2)
4B ]
contain 4 and 1 maximal associative subalgebras, respectively. We shall
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Idempotent x d0(x) Nx Idempotent x d0(x) Nx
a0 2 1 id2A − a0 2 1
aρ2 2 1 id2A − aρ2 3 3
Table 3: Values of d0(x) and Nx for idempotents x ∈ V4B with d0(x) ≥ 2.
show that there are no more maximal associative subalgebras. Let x ∈ V4B
be an indecomposable idempotent with d0(x) ≥ 2. Let Nx be the number of
algebras in [U
(1)
4B ] ∪ [U (2)4B ] containing x. Table 3 gives the values of d0(x) and
Nx for the orbit representatives of idempotents x with d0(x) ≥ 2.
IfMx is the number of three-dimensional maximal associative subalgebras
of V4B containing x, Lemma 2.10 shows that Nx ≤ Mx ≤ 2d0(x)−1 − 1. But
Table 3 shows that Nx = 2
d0(x)−1 − 1, for every x with d0(x) ≥ 2, so we
obtain that Nx = Mx. The result follows by Lemma 3.7.
3.4 Associative Subalgebras of V5A
Let {a−2, a−1, a0, a1, a2, wρ} be the basis of V5A as in [IPSS10, Table 3]. Table
4 gives the spectra of the Aut(5A)-orbits of half of the non-zero non-identity
idempotents of V5A, where y
(i)
5A, 1 ≤ i ≤ 3, are defined in [CR13, Sec. 3.4].
Orbit Size Length Spectrum
[a0] 5 1
{
0, 0, 1, 1
4
, 1
32
, 1
32
}
[y
(1)
5A ] 2
16
7
{
0, 1, 3
5
, 3
5
, 2
5
, 2
5
}
[y
(2)
5A ] 10
25
14
{
0, 0, 1, 5
64
, 57
64
, 3
8
}
[y
(3)
5A ] 10
16
7
{
0, 1, 7
8
, 3
5
, 2
5
, 1
8
}
Table 4: Spectra of the idempotents of V5A.
Lemma 3.9. The subalgebra U5A := 〈〈a0, y(2)5A , (y(2)5A)φ5A〉〉 of V5A is maximal
associative, where φ5A is the automorphism of V5A that maps a1 to a2 and
fixes a0.
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Proof. Since
id5A = a0 + y
(2)
5A + (y
(2)
5A)
φ5A ,
the result follows by Table 4, Theorem 2.6 and Corollary 2.9.
Lemma 3.10. The Norton-Sakuma algebra of type 5A contains exactly 11
maximal associative subalgebras; 6 of these algebras are trivial associative
while 5 are three-dimensional.
Proof. By Table 4 and Corollary 2.8, all the trivial maximal associative sub-
algebras of V5A are contained in [Vy(1)5A
] ∪ [V
y
(3)
5A
], so there are 6 of them. The
orbit [U5A] contains 5 three-dimensional maximal associative subalgebras of
V5A. Using the same technique as in the proof of Lemma 3.8, we show that
there are no more maximal associative subalgebras of V5A.
3.5 Associative Subalgebras of V6A
Let {a−2, a−1, a0, a1, a2, a3, aρ3 , uρ2} be the basis of V6A as in [IPSS10, Ta-
ble 3]. Table 5 gives the spectra of the Aut(6A)-orbits of half of the non-zero
non-identity idempotents of V6A. In this table, id2A and id3A are the identi-
ties of the Norton-Sakuma subalgebras of V6A of types 2A and 3A with bases
{a0, a3, aρ3} and {a0, a2, a−2, uρ2}, respectively (see [IPSS10, Lemma 2.20]).
The idempotents y
(i)
6A, 1 ≤ i ≤ 8, are defined in [CR13, Sec. 3.5].
Lemma 3.11. The dimension of every associative subalgebra of V6A is at
most three.
Proof. The result follows by a similar argument to the one used in the proof
of Lemma 3.7, since 7
5
is the smallest length different from 1 of a non-zero
idempotent of V6A and l(id6A) =
51
10
.
Lemma 3.12. The subalgebras of V6A given in Table 6 are maximal asso-
ciative, where φ6A ∈ Aut(V6A) transposes a0 and a1, and τ1 is the Majorana
involution corresponding to a1.
Proof. This follows by Theorem 2.6, Table 5 and Corollary 2.9.
Lemma 3.13. The Norton-Sakuma algebra of type 6A contains exactly 75
maximal associative subalgebras; 30 of these algebras are trivial associative
while 45 are three-dimensional.
14
Orbit Size Length Spectrum
[a0] 6 1 {0, 0, 0, 1, 14 , 14 , 132 , 132}
[aρ3 ] 1 1 {0, 0, 0, 0, 1, 14 , 14 , 14}
[uρ2 ] 1
8
5
{0, 0, 0, 1, 1
3
, 1
3
, 1
3
, 1
3
}
[aρ3 + uρ2] 1
13
5
{0, 1, 1, 1
4
, 1
3
, 1
3
, 7
12
, 7
12
}
[id2A] 3
12
5
{0, 1, 1, 1, 1
4
, 3
10
, 3
10
, 1
20
}
[id2A − a0] 6 75 {0, 0, 1, 34 , 310 , 120 , 732 , 3160}
[id2A − aρ3 ] 3 75 {0, 0, 0, 1, 34 , 310 , 120 , 120}
[id3A] 2
116
35
{0, 1, 1, 1, 1, 5
14
, 5
14
, 5
14
}
[id3A − a0] 6 8135 {0, 0, 1, 34 , 514 , 328 , 3132 , 73224}
[id3A − uρ2] 2 127 {0, 0, 1, 23 , 23 , 142 , 142 , 514}
[y3A] 6
8
5
{0, 0, 0, 1, 1
3
, 1
3
, 1
16
, 13
16
}
[id3A − y3A] 6 127 {0, 0, 1, 23 , 316 , 514 , 142 , 33112}
[y
(1)
6A ] 3
116
35
{0, 1, 1, 1, 23
28
, 23
28
, 5
14
, 5
14
}
[y
(1)
6A − aρ2 ] 3 8135 {0, 0, 1, 47 , 514 , 34 , 328 , 2328}
[y
(2)
6A ] 6
13
5
{0, 1, 1, 1
4
, 1
3
, 3
32
, 27
32
, 7
12
}
[y
(3)
6A ] 6
12
7
{0, 0, 1, 2
3
, 5
14
, 1
42
, 1
112
, 85
112
}
[y
(4)
6A ] 6
11
6
{0, 0, 1, 1
12
, 1
12
, 11
12
, 7
18
, 7
18
}
[y
(5)
6A ] 6
97
30
{0, 1, 1, 5
6
, 31
45
, 2
15
, 29
30
, 7
18
}
[y
(6)
6A ] 6
21
11
{0, 1, 3
11
, 1
22
, 13
22
, 1
44
, 7
44
, 35
44
}
[y
(7)
6A ] 12 l(y
(7)
6A) d0(y
(7)
6A) = d1(y
(7)
6A) = 1
[y
(8)
6A ] 12 l(y
(8)
6A) d0(y
(8)
6A) = d1(y
(8)
6A) = 1
Table 5: Spectra of the idempotents of V6A.
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Associative subalgebra U |[U ]| Associative subalgebra U |[U ]|
〈〈aρ3, uρ2, id6A − aρ3 − uρ2〉〉 1 〈〈aρ3 , id6A − id2A, id2A − aρ3〉〉 3
〈〈aρ3, y(1)6A − aρ3 , id6A − y(1)6A〉〉 3 〈〈uρ2, id3A − uρ2, id6A − id3A〉〉 2
〈〈a0, id2A − a0, id6A − id2A〉〉 6 〈〈a0, id3A − a0, id6A − id3A〉〉 6
〈〈a0, id6A − y(2)6A , (y3A)φ6A〉〉 6 〈〈y3A, id3A − y3A, id6A − id3A〉〉 6
〈〈y(3)6A , (y3A)φ6A, id6A − y(1)6A〉〉 6 〈〈y(4)6A , id6A − y(5)6A , idτ12A − aρ3〉〉 6
Table 6: Non-trivial maximal associative subalgebras of V6A.
Proof. All the trivial maximal associative subalgebras of V6A are contained
in the orbits [V
y
(i)
6A
], for i = 6, 7, 8, which have sizes 6, 12 and 12, respec-
tively. Using the action of Aut(6A), Table 6 defines 45 non-trivial maximal
associative subalgebras of V6A. Using a similar technique as in the proof of
Lemma 3.8, we show that there are no more three-dimensional associative
subalgebras in V6A. The result follows by Lemma 3.11.
4 Associative Subalgebras of the Majorana
representations of S4 involving V3C
Let S4 be the symmetric group of degree 4. If T is the set of all involutions in
S4, or if T is the set of all transpositions in S4, then T is a generating set of
S4 that is closed under conjugation. In both cases, Majorana representations
that contain V3C as subalgebra were constructed in [IPSS10, Sec. 4.3–4.4].
These are called the Majorana representations of S4 of shapes (2B, 3C) and
(2A, 3C), and they are denoted by V(2B,3C) and V(2A,3C), respectively. It was
also established in [IPSS10] that V(2B,3C) and V(2A,3C) may be embedded in
VM, so they satisfy axiomM2
′. In this last section, we obtain the idempotents
and the maximal associative subalgebras of V(2B,3C) and V(2A,3C) using the
techniques developed in the previous sections.
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Consider the following Majorana axes corresponding to involutions of S4:
a1 := a(1,2), a2 := a(1,3), a3 := a(1,4),
a4 := a(2,3), a5 := a(2,4), a6 := a(3,4),
a7 := a(1,2)(3,4), a8 := a(1,3)(2,4), a9 := a(1,4)(2,3).
The algebra V(2B,3C) has dimension 6 and basis {ai : 1 ≤ i ≤ 6}, while
V(2A,3C) has dimension 9 and basis {ai : 1 ≤ i ≤ 9}. As V(2B,3C) involves
Norton-Sakuma subalgebras of type 2B, it may not be embedded in V(2A,3C).
5 Associative Subalgebras of V(2B,3C)
Let id(2B,3C) be the identity of V(2B,3C). Let id2B and id3C be the identi-
ties of the Norton-Sakuma subalgebras of V(2B,3C) with bases {a1, a6} and
{a1, a2, a4}, respectively. Direct calculations show that the following is an
idempotent of V(2B,3C):
y(2B,3C) :=
2
255
[
(60 +
√
3570)a1 + (60−
√
3570)a6
]
+
8
255
[
(15 +
√
255)(a2 + a5) + (15−
√
255)(a3 + a4)
]
.
By solving the system of quadratic equations determined by the relation
v · v − v = 0, we verify in [MAP] that the algebra V(2B,3C) has exactly 64
idempotents. Table 7 contains the spectra of the Aut(V(2B,3C))-orbits of half
of the non-zero non-identity idempotents of V(2B,3C).
Lemma 5.1. The following subalgebras of V(2B,3C) are maximal associative:
U
(1)
(2B,3C) := 〈〈a1, id3C − a1, id(2B,3C) − id3C〉〉,
U
(2)
(2B,3C) := 〈〈a1, a6, id(2B,3C) − a1 − a6〉〉.
Proof. This follows by Theorem 2.6, Table 7 and Corollary 2.9.
Lemma 5.2. The dimension of every associative subalgebra of V(2B,3C) is at
most three.
Proof. The result follows by a similar argument to the one used in the proof
of Lemma 3.7, since 21
11
is the smallest length different from 1 of a non-zero
idempotent of V(2B,3C) and l(id(2B,3C)) =
96
17
.
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Orbit Size Length Spectrum
[a1] 6 1 {0, 0, 0, 1, 132 , 132}
[a1 + a6] 3 2 {0, 1, 1, 116 , 132 , 132}
[id3C ] 4
32
11
{0, 1, 1, 1, 1
22
, 1
22
}
[id3C − a1] 12 2111 {0, 0, 1, 122 , 3132 , 5352}[
y(2B,3C)
]
12 48
17
d0(y(2B,3C)) = d1(y(2B,3C)) = 1
Table 7: Spectra of idempotents of V(2B,3C).
Lemma 5.3. The algebra V(2B,3C) contains exactly 21 maximal associative
subalgebras; 6 of these algebras are trivial associative while 15 are three-
dimensional.
Proof. The orbit [Vy(2B,3C) ] contains all the trivial maximal associative sub-
algebras of V(2B,3C). The orbits [U
(1)
(2B,3C)] and [U
(2)
(2B,3C)] contain 12 and 3
maximal associative subalgebras, respectively. The result follows by a simi-
lar argument to the one used in the proof of Lemma 3.13.
6 Associative Subalgebras of V(2A,3C)
Let id(2A,3C) be the identity of V(2A,3C). Let id2A, id
′
2A, id3C and id4B be the
identities of the Norton-Sakuma subalgebras of V(2A,3C) with bases {a1, a6, a7},
{a7, a8, a9}, {a1, a2, a4} and {a1, a6, a7, a8, a9}, respectively.
By solving the system of quadratic equations determined by the relation
v · v− v = 0 in [MAP], we found that V(2A,3C) has precisely 512 idempotents.
We obtained radical expressions for 464 of these idempotents, and numerical
approximations for the remaining ones. The coefficients of these idempotents
are too lengthy to be displayed here.
Table 8 contains the values of d0(x) and d1(x) of the Aut(V(2A,3C))-orbits
of half the non-zero non-identity idempotents of V(2A,3C), where c√d denotes
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Orbit Size Length d0(x) d1(x)
[a1] 6 1 4 1
[a7] 3 1 4 1
[id2A] 3
12
5
2 2
[id2A − a1] 6 75 3 1
[id2A − a7] 3 75 4 1
[id′2A] 1
12
5
3 3
[id′2A − a7] 3 75 5 1
[id3C ] 4
32
11
1 3
[id3C − a1] 12 2111 2 1
[id4B] 3
19
5
1 5
[id4B − a1] 6 145 2 2
[id4B − a8] 6 145 2 2
[id4B − a7] 3 145 2 2
[id4B − id2A + a1] 6 125 2 2
[id4B − id′2A + a8] 6 125 2 2
[y4B] 12
21
11
2 1
[id4B − y4B] 12 10455 2 1
[x1] 12
4
5
(4− 3δ1) 1 1
[x2] 4
4
5
(4− 3δ1) 1 1
[x3] 12
1
10
(27 + 499δ2) 2 1
[x
cδ2
3 ] 12
1
10
(27− 499δ2)) 2 1
[x4] 12
4
5
(4− δ3) 1 1
[x
c√3
4 ] 12
4
5
(4− δ3) 1 1
[x5] 12
4
5
(4 + δ3) 1 1
[x
c√11
5 ] 12
4
5
(4 + δ3) 1 1
[x6] 12
1
2
(5 + 33δ4) 2 1
[x
cδ4
6 ] 12
1
2
(5− 33δ4) 2 1
[x8] 24 l(x8) 1 1
[x9] 24 l(x9) 1 1
Table 8: Idempotents of V(2A,3C).
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the conjugation automorphism of Q(
√
d), and
δ1 :=
√
19009
19009
, δ2 :=
√
1621
1621
and δ3 :=
√
5321
5321
.
Lemma 6.1. The subalgebras of V(2A,3C) given by Table 9 are maximal as-
sociative.
Proof. This may be verified directly using Theorem 2.6, Table 8 and Corol-
lary 2.9.
Lemma 6.2. The dimension of every associative subalgebra of V(2A,3C) is at
most four.
Proof. The result follows by a similar argument to the one used in the proof
of Lemma 3.7, since 7
5
is the smallest length different from 1 of a non-zero
idempotent of V(2A,3C) and l(id(2A,3C)) =
32
5
.
Associative subalgebra U |[U ]| dim(U)
〈〈a1, id′2A − a7, id2A − a1, id(2A,3C) − id4B〉〉 6 4
〈〈a7, id′2A − a7, id2A − a7, id(2A,3C) − id4B〉〉 3 4
〈〈a8, id′2A − a8, id2A − a7, id(2A,3C) − id4B〉〉 3 4
〈〈a9, id′2A − a9, id2A − a7, id(2A,3C) − id4B〉〉 3 4
〈〈a1, id3C − a1, id(2A,3C) − id3C〉〉 12 3
〈〈y4B, id(2A,3C) − id4B, id4B − y4B〉〉 3 3
〈〈a1, x3, xcδ23 〉〉 12 3
〈〈id′2A − a7, x6, x
cδ4
6 〉〉 12 3
Table 9: Non-trivial maximal associative subalgebras of V(2A,3C).
Lemma 6.3. The algebra V(2A,3C) contains exactly 166 maximal associative
subalgebras; in particular, exactly 54 of these subalgebras are non-trivial, as
given by Table 9.
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Proof. In order to find all the maximal associative subalgebras of V(2A,3C),
we consider the indecomposable idempotents of V(2A,3C).
As may be seen from Table 8, there are 112 indecomposable idempotents
x ∈ V(2A,3C) with d0(x) = 1, so there are 112 trivial maximal associative
subalgebras.
If x ∈ V(2A,3C) is an indecomposable idempotent with d0(x) = 2, then x
is in one of the orbits
[id3C − a1], [y4B], [id4B − y4B], [x3], [xcδ23 ], [x6] or [x
cδ4
6 ].
Table 9 shows that each one of these idempotents is contained in a three-
dimensional maximal associative subalgebra, and the proof of Lemma 2.11
shows that such idempotents cannot be contained in any other maximal
associative subalgebra.
If x ∈ V(2A,3C) is an indecomposable idempotent with d0(x) > 2, then x
is contained in one of the orbits
[a1], [a7], [id2A−a1], [id2A−a7], [id′2A−a7], [id(2A,3C)−id3C ] or [id(2A,3C)−id4B].
Direct calculations allow us to conclude that all the maximal associative
subalgebras containing these idempotents are given by Table 9.
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