The successful integration of data from autonomous and heterogeneous systems calls for the resolution of semantic con icts that may be present. Such con icts are often re ected by discrepancies in attribute values of the same data object. In this paper, we describe a recently developed prototype system, DIRECT DIscovering and REconciling Con icTs. The system mines data value conversion rules in the process of integrating business data from multiple sources. The system architecture and functional modules are described. The process of discovering conversion rules from sales data of a trading company is presented as an illustrative example.
Introduction
Traditional approaches to achieving semantic interoperability among heterogeneous and autonomous systems can be identi ed as either tightly-coupled or loosely-coupled SYE + 90 . In tightly-coupled systems, semantic con icts are identi ed and reconciled a priori in one or more shared schema, against which all user queries are formulated. This is typically accomplished by the system integrator or DBA who is responsible for the integration project. In a loosely-coupled system, con ict detection and resolution is the responsibility of users, who must construct queries that take i n to account potential con icts and identify operations needed to circumvent them. In general, con ict detection and reconciliation is known to be a di cult and tedious process since the semantics of data are usually present implicitly and often ambiguous. This problem poses even greater di culty when the number of sources increases The work is supported by Academic Research Grant RP970627 of National University of Singapore exponentially and when semantics of data in underlying sources changes over time. To provide support for information exchange data among heterogeneous and autonomous systems, one approach i s t o use context associated with the data GBMS96, B F G + 97 . The basic idea is to partition data sources databases, web-sites, or data feeds into groups, each of which shares the same context, the latter allowing the semantics of data in each group to be codi ed in the form of meta-data. A context mediator takes on the responsibility for detecting and reconciling semantic con icts that arise when information is exchanged between systems data sources or receivers. This is accomplished through the comparison of the contexts associated with sources and receivers engaged in data exchange BGMS97 .
As attractive as the above approach m a y seem, it requires data sources and receivers participating in information exchange to provide the required contexts. In the absence of other alternatives, this codi cation will have to be performed by the system integrator. This, however, is an arduous process, since data semantics are not always explicitly documented, and often evolves with the passage of time. This motivated our work reported in this paper: discovering and reconciling con icts in disparate information sources by mining the data themselves. The rationale is simple. Most semantic con icts, such as di erent data types and formats, units, granularity, synonyms, di erent coding schemes, etc., exist because data from di erent sources are stored and manipulated under di erent context, de ned by the systems and applications. Therefore, those con icts should be uniformly present in the data. That is, for a real world entity, although the values for the same attribute may be di erent since they are obtained from di erent sources, such di erence should be present similarly in all entities. It would be reasonable to expect that such discrepancies can be identi ed and the relationship between con ict attributes can be discovered.
This paper reports the results of the rst phase of our work during which a prototype mining system heas been developed to mine data value conversion rules mainly for business data. There are a number of reasons to start with business data. First, such data are easily available. Second, the relationships among the attribute values for business data are relatively simple compared to engineering or scienti c data. Most of such relationships are linear or product of attributes. On the other hand, business data do have some complex factors. For example, monetary gures are often rounded yp to the unit of currencies. Such rounding errors are in fact random noises that are mixed with the value con icts caused by di erent context. While the basic techniques implemented in the prototype system are known, our contribution is to integrate various techniques with necessary modi cations and extensions to provide a solution to a practical problem which has been thought di cult to solve.
The remainder of the paper is organized as follows. We rst de ne data value con icts conversion rules in Section 2. Section 3 describes the architecture and the functional modules of DIRECT. Section 4 brie y describes the techniques implemented in various modules. Section 5 presents an example process of mining conversion rules from a set of sales related data from a trading company. Section 5 concludes the paper.
2 Data value con icts and conversion rules
In this section, we de ne data value con icts and conversion rules. We will use the relational model for ease of explanation without losing generality. F urthermore, we assume that the entity identi cation problem, i.e., identifying the records representing the same real world entity from multiple data sources is solved using other methods WM89, LSSR93 . Therefore, attributes of di erent sources can be merged into one relation with the attributes modelling the properties of the entity. Each tuple in the relation represents a real world entity. If semantic con icts exist among the data sources, the values of those attributes that model the same property o f a n e n tity will be di erent. We call such di erence in data attribute values data value con ict. As an illustrative example, Table 1 where relation stk rpt is produced from stock by stock brokers for its clients based on the daily quotation of stock prices. As mentioned earlier, we assume that the entity identi cation problem has been largely solved. Therefore, stocks with the same code refer to the same company's stock. For example, tuple with stock = 100 in relation stock and tuple with stock = 100 in relation stk rpt refer to the same stock. If we know that both stk rpt:price and stock:close are the closing price of a stock of the days, and similarly, both stock:volume and stk rpt:volume are the number of shares traded during the day, it will be reasonable to expect that, for a tuple sjs 2 stock and a tuple tjt 2 stk rpt, i f s:stock = t:stock, then s:close = t:price and s:volume = t:volume. H o wever, from the sample data, this does not hold. In other words, by analyzing the data, we can get the conclusion that, data value con icts exist between the two data sources. A bit formally, w e can de ne data value con icts as follows:
De nition Given two data sources DS 1 and DS 2 and two attributes A 1 and A 2 modelling the same property of a real world entity t ype in DS 1 and DS 2 respectively, i f t 1 2 DS 1 and t 2 2 DS 2 represent the same real world instance of the object but t 1 :A 1 6 = t 2 :A 2 , then we say that a data value con ict exists between DS 1 and DS 2 .
To resolve data value con icts, we need to not only identify such con icts, but also discover the quantitative relationships among the attribute values involving such con icts. For ease of explanation, we adopt the notation of Datalog rules for representing such relationship and call them data value conversion rules or simply conversion rules which take the form head body. The head of the rule is a predicate representing a relation in one data source. The body of a rule is a conjunction of a number of predicates, which can either be extensional relations present in underlying data sources, or built-in predicates representing arithmetic or aggregate functions. Some examples of data conversion rules are described below.
Example: For the example given above, we can have the following data value conversion rule: stk rptstock, price, volume, value exchange-ratecurrency, rate, stockstock, currency, = volume in K, high, low, close, price = close * rate, volume = volume in K * 1000, value = price * volume.
where exchange-rate is another relation in the data source of stock. 1 Example: For con icts caused by synonyms or di erent representations, it is always possible to create lookup tables which form part of the conversion rules. For example, to integrate the data from two relations D 1 .studentsid, sname, major and D 2 .employeeeid, ename, salary, i n to a new relation D 1 .std empid, name, major, salary, w e can have a rule D 1 .std empid, name, major, salary D 1 .studentid, name, major, D 2 .employeeeid, name, salary, D 1 .same personid,eid.
where same person is a relation that de nes the correspondence between the student id and employee id. Note that, when the size of the lookup table is small, it can be de ned as rules without bodies. One widely cited example of con icts among student grade points and scores can be speci ed by the following set of rules: D 1 .studentid, name, grade D 2 .studentid, name, score, score gradescore, grade. score-grade4, 'A'. score-grade3, 'B'. score-grade2, 'C'. 1 In fact, the relation of exchange-rate can be discovered from the given relation stock and stk-rpt.
One important t ype of con icts mentioned in literature in business applications is aggregation con ict KS96 . Aggregation con icts arise when an aggregation is used in one database to identify a set of entities in another database. For example, in a transactional database, there is a relation salesdate, customer, part, amount that stores the sales of parts during the year. In an executive information system, relation sales summarypart, sales captures total sales for each part. In some sense, we can think sales in relation sales summary and amount in sales are attributes with the same semantics both are the sales amount of a particular part. But there are con icts as the sales in sales summary is the summation of the amount in the sales relation. To be able to de ne conversion rules for attributes involving such con icts, we can extend the traditional datalog to include aggregate functions. In this example, we can have the following rules sales summarypart, sales salesdate, customer, part, amount, sales = SUMpart, amount.
where SUMpart; amount is an aggregate function with two arguments. Attribute part is the group, by attribute and amount is the attribute on which the aggregate function applies. In general, an aggregate function can take n + 1 attributes where the last attribute is used in the aggregation and others represent the group-by" attributes. For example, if the sales summary is de ned as the relation containing the total sales of di erent parts to di erent customers. The conversion rule could be de ned as follows: sales summarypart, customer, sales salesdate, customer, part, amount, sales = SUMpart, customer, amount.
We like to emphasise that it is not our intention to argue about appropriate notations for data value conversion rules and their respective expressive p o wer. For di erent application domains, the complexity of quantitative relationships among con icting attributes could vary dramatically and this will require conversion rules having di erent expressive p o wer and complexity. The research reported here is primarily driven by problems reported for the nancial and business domains; for these types of applications, a simple Datalog-like representation has been shown to provide more than adequate representations. For other applications e.g., in the realm of scienti c data, the form of rules could be extended. Whatever the case may be, the framework set forth here can be used pro tably to identify conversion rules that are used for specifying the relationships among attribute values involving con icts.
3 DIRECT: the system architecture In this section, we brie y describe the architecture of the system, DIRECT DIscovering and REconciling Con icTs, developed at NUS with the objective of mining data value conversion rules. As shown in Figure 1 , the system consists of a data visualisation module and a set of conversion rule discovery modules. Conversion rule discovery modules of DIRECT include Relevant Attribute Analysis, Candidate Model Selection, Conversion Function Generation, Conversion Function Selection, Conversion Rule Formation and some planned future modules, like aggregation rule discovery, etc.. In case no satisfactory conversion functions are discovered, training data is reorganised and the mining process is re-applied to con rm that there are indeed no conversion functions. The system also tries to learn from the mining process by storing used model and discovered functions in database the Model Base to assist later mining activities. Figure 2 depicts the rule discovery process. Figure 2: Discovering data value conversion rules from data Relevant attribute analysis is rst step of the data value conversion rule mining process. For a given attribute in the integrated data set, the relevant attribute analysis module will determine the other attributes in the data set that are semantically equivalent or required for determining the values of semantically equivalent attributes. In the previous stock and stk rptexample, stock:close and stk rpt:price are semantically equivalent attributes because both of them represent the last trading price of the day. If we w ant to nd the attributes that are related with stock:close, relevant attribute analysis module will nd that it is related with stk rpt:price and one latent attribute exchange rate. As shown in Figure 2 , meta data about the data sources may be used to help the relevance analysis. For example, data types of attributes, an easily available type of meta data, can be used to reduce the search space for semantically relevant attributes.
Rule Mining
Candidate model selection is the second module of the conversion rule mining process. To nd a data value conversion rule among semantically-related attributes, various models must rst be assigned to specify their quantitative relationships. Since the model space may b e o f a v ery large size, 2 it's essential that we can limit the model search space to make our approach viable and practical in real practice. Candidate model selection is such a module to nd the best potential models for the data from which the conversion functions will be generated.
Conversion function generation is a module that can e ciently estimate the model parameters and goodness of those candidate models which are generated by the candidate model selection module. Note that the data set may contain a lot of outliers, or error data points, the conversion function generation module must have a v ery robust property against those outliers. That is, it should still give good estimations of the model parameters even in a contaminated environment.
Conversion function selection and Conversion rule formation It is often the case that the mining process generates more than one conversion functions because it is usually di cult for the system to determine the optimal ones. The conversion function selection module needs to develop some measurement or heuristics to select the best conversion functions from the candidates. With the selected functions, some syntactic transformations are applied to form the data conversion rules as speci ed in Section 2.
System implementation
In this section, we give a detailed description of the implementation of our DIRECT system. Most of techniques we used are from statistics eld, with modi cation to meet our special needs of conversion rule mining.
Data visualisation
Data visualisation is one of the most important modules of the system. Before the users start the mining process, they can rst use the data visualisation module to visualise their data and gain some idea about the distribution of their values. As shown in Figure 3 , we provide several statistics-lines on the visualisation diagram: minimum, maximum and mean value lines to help users to quickly identify the required information. Data visualisation is complementary to the whole conversion rule discovery modules. A typical example is the relevant attribute analysis, which is described in a separate section. As shown in Figure 4 , scatter plot, which i s v ery powerful in examining the relationship among two attributes, is also provided to help users to further determine which attributes should be included in the nal model. This can help to restrain the model search space, and thus can greatly improve the system's performance in terms of both speed and accuracy.
Relevant attribute analysis
The basic techniques used to measure the linear association among numerical variables in statistics is correlation analysis and regression. Given two v ariables, X and Y and their measurements x i ; y i ; i = 1; 2; : : : ; n , the strength of association between them can be measured by correlation coe cient r x;y . r x;y = P x i , xy i , y p P x i , x 2 p y i , y 2 1 where x and y are the mean of X and Y , respectively. The value of r is between -1 and +1 with r = 0 indicating the absence of any linear association between X and Y . I n tuitively, larger values of r indicate a stronger association between the variables being examined. A value of r equal to -1 or 1 implies a perfect linear relation. While correlation analysis can reveal the strength of linear association, it is based on an assumption that X and Y are the only two v ariables under the study. If there are more than two v ariables, other variables may h a ve some e ects on the association between X and Y . Partial Correlation Analysis PCA, is a technique that provides us with a single measure of linear association between two v ariables while adjusting for the linear e ects of one or more additional variables. Properly used, partial correlation analysis can uncover spurious relationships, identify intervening variables, and detect hidden relationships that are present in a data set.
It is true that correlation and semantic equivalence are two di erent concepts. A person's height and weight m a y be highly correlated, but it is obvious that height and weight are di erent in their semantics. However, since semantic con icts arise from di erences in the representation schemes and these di erences are uniformly applied to each e n tity, w e expect a high correlation to exist among the values of semantically equivalent attributes. Partial correlation analysis can at least isolate the attributes that are likely to be related to one another for further analysis.
The limitation of correlation analysis is that it can only reveal linear associations among numerical data. For non-linear associations or categorical data, other measures of correlation are available and will be integrated into the system in the near future.
A snap-shot of output of relevant attribute analysis is shown in Figure 4 .
Candidate model selection
As discussed above, a model is required before performing regression. Given a set of relevant attributes, a model speci es the number of attributes that should actually be included and the basic relationship among them. A n umb e r o f t e c hniques have been developed to automatically select and rank models from a set of attributes Mil90 . We adopt the approach proposed by Raftery Raf95 . To assess a model, Raftery introduced the BIC, Bayesian Information Criterion, an approximate to Bayes factors used to compare two models based on Bayes's theorem. For di erent regression functions, the BIC takes di erent forms. where N is the number of data points, R 2 k is the value of adjusted R 2 for model M k and p k is the number of independent attributes. Using the BIC values of models, we can rank the models. The smaller the BIC is, the better the model is to t the data. One important principle in comparing two nested models M k and M k+1 , where k is the number of independent attributes, is so called Occam's Window. The essential idea is that, if M k is better than M k+1 , model M k+1 is removed. However, if model M k+1 is better, it requires a certain "di erence" between two models to cause M k to be removed. That is, there is an area, the Occam's Window, where M k+1 is better than M k but not better enough to cause M k being removed. The size of Occam's Window can be adjusted. Smaller Occam's Window size will cause more models to be removed.
Conversion function generation
With a given set of relevant attributes, fA 1 ; :::A k ; B 1 ; :::B l g with A 1 and B 1 being semantically equivalent attributes, the conversion function to be discovered A 1 = fB 1 ; :::; B l ; A 2 ; :::; A k 3
should hold for all tuples in the training data set. The conversion function should also hold for other unseen data from the same sources. This problem is essentially the same as the problem of learning quantitative l a ws from the given data set. One of the basic techniques for discovering such quantitative relationships among variables from a data set is a statistical technique known as regression analysis when the correlation between attributes is linear. If we view the database attributes as variables, the conversion functions we are looking for among the attributes are nothing more than regression functions. The most frequently used regression method is Least Squares LS Regression. However, it is only e cient and e ective for the case where there are no outliers in the data set. To deal with outliers, various robust resistant regression methods were proposed RL87 , including Least Median Squares LMS Regression Rou84 , Least Quartile Squares LQS Regression and Least Trimmed Squares LTS Regression RH97 . We implemented the LTS regression method. LTS regression, unlike the traditional LS regression that tries to minimize the sum of squared residuals of all data points, minimizes a subset of the ordered squared residuals, and leaves out those large squared residuals, thereby allowing the t to stay a way from those outliers and leverage points. Compared with other robust techniques, like LMS, LTS also has a very high breakdown point: 50. That is, it can still give a good estimation of model parameters even half of the data points are contaminated. More importantly, a faster algorithm exists to estimate the parameters Bur92 .
Conversion function selection
To select the best conversion functions, we de ned a measure, support, t o e v aluate the goodness of a discovered regression function conversion function based on recent w ork of Hoeting, Raftery and Madigan HRM95 . A function generated from the regression analysis is accepted as a conversion function only if its support is greater than a user speci ed threshold . The support of a regression function is de ned as where i 2 1; N , y i is the actual value of the dependent attributes for the i th point, y 0 i is the predicted value of the dependent v alue using the function for the i th point, is a user-de ned parameter that represents the required prediction accuracy, N is the number of the total points in the data set and Count is a function that returns the number of data points satisfying the conditions. scale in Equation 4 is a robust estimate of the residuals from the regression function, de ned as follows:
where median is a function that returns the median value of its vector. Y and Y 0 are the vector of the actual value and the predicted value using the regression function for the dependent attribute respectively.
The support indicates the percentage of data points whose residuals are within certain range of the scale estimate, scale. In other words, those points with residuals greater than scale are identi ed as outliers. To determine whether a regression function should be accepted, user speci es a minimum support, . The system only generates those functions with support . T w o parameters, and have di erent meanings. in fact speci es the requirement of the conversion precision required in our case. Depending on whether the detected outliers are genuine outliers or data points still with acceptable accuracy, the value of and can be adjusted.
Conversion rule formation
We h a ve brie y discussed the major techniques currently implemented in DIRECT. The last step, conversion rule formation, is merely a syntactic transformation and the details are omitted here. A snap-shot of the conversion rule formation is shown in Figure 5 .
Training data reorganisation
It is possible that no satisfactory conversion function is discovered with a given relevant attribute set because no such conversion function exists. However, there is another possibility from our observations: the con ict cannot be reconciled using a single function, but is reconcilable using a suitable collection of di erent functions. To accommodate for this possibility, our approach includes a training data reorganisation module. The training data set is reorganised whenever a single suitable conversion function cannot be found. The reorganisation process usually partitions the data int o a n umber of partitions. The mining process is then applied in attempting to identify appropriate functions for each of the partition taken one at a time. This partitioning can be done in a number of di erent w ays by using simple heuristics or complex clustering techniques. Currently we h a ve implemented a simple heuristic that partitions the data set based on categorical attributes present in the data set. The rationale is, if multiple functions exist for di erent partitions of data, data records in the same partition must have some common property, which m a y be re ected by v alues assumed by some attributes within the data being investigated. 5 An example of mining process using a real world data set
In this section, we describe an example mining process using DIRECT in which a set of real world data collected from a small trading company is used. To allow us to focus on mining data value conversion rules, a program was written to extract data from the database into a single data sets with the 10 attributes shown in Table 2 . Attribute A1 t o A8 are from a transaction database, T , which records the details of each i n voice billed, hence all the amounts involved are in the original currency. A ttribute A9 is from a system for cost pro t analysis, C, which captures the sales gure in local currency exclusive of tax. Attribute A10 is from the accounting department, A, where all the monetary gures are in the local currency. Therefore, although attributes A3; A 9 and A10 have the same semantics, i.e., all refer to the amount billed in an invoice, their values are di erent. In the experiment, we tried to discover the conversion functions among those con icting attributes.
From the context of the business, the following relationship among the attributes should exist:
A:amount = T:amount T:exchange rate: 6 The goods and service tax GST, is computed based on the amount c harged for the sales of goods or services. As C:amount is in the local currency and all transaction data are in the original currency, w e have the following relationship:
T:GST amount = C:amount=T:exchange rate T:GST rate 9 where GST rate depends on the nature of business and clients. For example, exports are exempted from GST tax rate is 0 and domestic sales are taxed in a xed rate of 3 in our case. The data set collected contains 7,898 tuples corresponding to the invoices issued during the rst 6 months of a nancial year. The discovering process and the results are summarised in the following subsections.
Transaction data versus analysis data
Relevant attribute analysis: As our current system only works for numeric data, the categorical attributes are not included in analysis. That is, among eight attributes from data source T , only attributes A3, A5, A7 and A8 are taken into the relevant attribute analysis. The results of the partial correlation analysis are shown in Table 3 .
Note that, the correlation coe cients between A10 and A5, A10 and A7 are rather small in the zero-order test. However, this alone is not su cient to conclude that A10 is not related to A5 and A7. By the PCA test with controlling A3, the correlation between A10 and A7 became rather obvious and the correlation coe cient b e t ween A10 and A5 also increased. With one more PCA test that controls A8, the correlation between A10 and A5 became more obvious. Thus, all the four attributes Similarly, tests were conducted among attribute A9 and A3, A5, A7 and A8 to discover the relationship among A:amount and T:amount. T able 4 listed the correlation coe cients obtained from the partial correlation analysis. In the above results, we did not nd any relationship involving attribute A5 which shows high correlation with both A9 and A10. Since the analysis on the whole data set did not generate any functions, we partitioned the data according to categorical attributes. One categorical attribute, A4 is named as sales type, and is used to partition the data set rst. There are two v alues for sales type: 1, 2. The results obtained from the partitioned data are listed in Table 5 . 100.00 0
The functions with higher support in each group, i.e., Function 1 and 3 are selected as the conversion functions. We can see that they in fact represent the same function. Using the attribute numbers instead of the name, we can rewrite Equation 8 What seems unnatural is that the support of Function 1 is not 100 as it should be. We found the following two tuples listed in Table 6 that were identi ed as the outliers. They are indeed the tuples with errors contained in the original data: Both tuples have incorrect value of GST amount. 3 In this paper, we described a system designed for discovering and reconciling data value con icts for data integration. The system has been tested using both synthetic and real world data set. The result is very promising. It can not only be used to discover the underlying data value conversion rules interactively, it can also be used as a tool to improve the quality of the data because of its ability to identify outliers presented in the data set. What reported in this paper is the result of the rst phase of our project. Further developments of DIRECT include:
Design and implement a module that can discover conversion rules involving aggregate functions that are often presented in business and nancial data.
For some applications, the underlying models among related attributes may be non-linear. A new and e cient algorithm need to be constructed to nd non-linear data value conversion rules.
Data value rules are now de ned among data sources. It has the drawback that a large number of such rules have to be de ned if we are to integrate data from a large number of sources. With discovered conversion rules, context information can be extracted automatically or semiautomatically.
