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This paper proposes two compressive sampling based time of arrival (TOA)
estimation algorithms using a sub-Nyquist rate receiver. We also describe a novel
compressive sampling dictionary design for the compact representation of the
received UWB signal. One of the proposed algorithm exploits the a-priori
information with regard to the channel and range of the target. The performance
of the algorithms are compared against the maximum likelihood (ML) based
receiver using IEEE 802.15.4a CM1 line of sight (LOS) UWB channel model. The
proposed algorithm yields performance similar to the ML TOA estimation at high
SNRs. However, the computational complexity and the sampling rate
requirements are lesser compared to the ML estimator. Simulation results show
that the proposed algorithms can match ML estimator performance with only
1/4-th the sampling rate at 25 dB SNR. We analyze the performance of the
algorithm with respect to practical constraints like size of the holographic
dictionary and sampling rates. We also propose a new algorithm which can
exploit the a-priori information regarding the UWB channel and the geographical
constraints on the target that may be available at the receiver. This algorithm
can substantially boost the performance compared to the algorithm without
a-priori information at low SNRs.
Keywords: Time of arrival (TOA); Ultra wideband (UWB); UWB ranging;
Commpressive sampling; Sparse signal processing
1 Introduction
Compressive sampling (CS) technology has far reaching implications and concern
a number of varied applications such as data compression, channel coding, medical
imaging, etc. New applications for this technology are emerging constantly. In this
paper, we address a classical estimation problem concerning ultra-wideband (UWB)
time of arrival (TOA) using compressive sampling technique. The compressive sam-
pling theory suggests that from a fewer number of acquisition samples, which is
less than that advocated by the Nyquist theory, an approximate reconstruction of
the original signal is possible. This involves choosing an appropriate measurement
matrix for efficiently representing the received signal in lower dimension [1, 2]. The
choice of reducing the sampling rate of the overall system is important as this
enables digital designs for wideband systems like UWB.
An UWB system is based on spreading a low power signal into large bandwidth.
Impulse radio based UWB (IR-UWB) schemes are the most popular UWB tech-
nique. Narrow impulse like pulses used in IR-UWB schemes can yield very high
time resolution and thus, can be used for accurate measurement of TOA [3, 4].
Availability of unlicensed frequency spectrum at frequency band less than 10 GHz
created a lot of excitement for employing UWB for various applications including
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TOA. However, there are several challenges in adopting UWB at these frequency
bands. The two main challenges include the stringent emission regulations by the
regulatory bodies like federal communications commission (FCC) [5, 6]. This had
a direct impact on the range and rate of the system. Secondly, wide bandwidth
requirement of UWB created bottleneck in the ADC design.
Availability of the mmWave spectrum without stringent emission requirements has
benefited the evolution of UWB technology in the 30− 50 GHz spectrum. This has
improved the range and rate problems discussed earlier. However, large bandwidth
coupled with high time and amplitude resolution requirements for ADCs still persist
and pose significant challenge in the design of the digital UWB system.
A digital UWB transceiver can offer flexibility and scalability. Moore’s law gives
us processing power for “free”, and we can make savings by using a cheaper digital
front-end. However, UWB signal occupies extremely wide bandwidth, thus requiring
high sampling rate. For example, TOA estimation using the proposed rake receiver
structure in [7], would require sampling rates in excess of 25 GHz. The ADC design
for wideband systems face several challenges in order to support wide bandwidth
which include among others amplitude resolution, sampling rate, analog bandwidth,
cost, etc. [8, 9]. High speed ADCs for UWB TOA systems can be designed using
an interleaved flash ADC or bank of poly-phase ADCs [10, 11]. However, they
are sensitive to timing jitter, their amplitude resolution is generally poor and are
expensive in terms of the cost.
In this paper, we propose a sub-sampled UWB receiver based on compressive
sampling. With IEEE 802.15.4a CM1 as the channel model [12, 13] and the Nyquist
sampled maximum likelihood based UWB TOA receiver as a starting point, we show
that the requirements on RF front-end sampling rate can be significantly loosened by
employing recent theories on compressive sampling, without any significant loss in
performance at high SNR. To accomplished this, we will represent the received UWB
signal in a compact form using the columns of a carefully chosen dictionary leading
to a sparse signal representation. We propose a TOA estimation method, which can
estimate the TOA from this sparse representation. We also analyze the performance
trade-off of the proposed algorithm in terms of the dictionary size, sampling rate
and sparsity level. To the authors knowledge, compressive sampling has not before
been applied to the considered problem, which is a main motivation for the paper.
In addition, we also show that a-priori properties of the IEEE 802.15.4a channel
model opens up for improvement of the receiver performance by taking statistical
channel properties into account. This is a contribution that is believed to have an
interest for the reader in its own right.
Reminder of this paper is organized as follows. In Section 2, we provide the back-
ground to TOA estimation and an overview of state of the art TOA estimation
methods. In Section 3, we will discuss the received multipath signal. In Section 4,
we will discuss the maximum likelihood (ML) based TOA estimation. Section 5,
introduces the UWB channels and discusses the challenges in estimating the TOA
in multipath UWB channels. We use IEEE 802.15.4a CM1 line of sight (LOS) chan-
nel model as a reference. In Section 6, we briefly discuss the compressive sampling
theory and present a method for sparse representation of the received UWB signal.
This enables us to faithfully represent the received UWB signal at lower sampling
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rate. Section 7, discusses two TOA estimation algorithms. Section 8, provides the
simulation results for TOA estimation under different practical scenarios. Finally,
Section 9, discusses the conclusions from the results presented.
2 Background
TOA estimation involves estimating the propagation time between transmitter and
receiver. Accurate estimation of TOA is essential in several applications including
positioning and communication. In many communication systems, the message in-
formation is embedded in the location of the pulse. For example, TOA estimation
methods can be used to demodulate pulse position modulated (PPM), IR-UWB
symbols [14, 15]. Another application of TOA is in the estimation of the position
of mobile nodes in a wireless sensor network (WSN). Here, TOA values are used
to calculate the range from the anchor nodes using which the location information
can be derived [16, 17].
There are several works concerning TOA estimation. Broadly, they can be clas-
sified as frequency-domain and time-domain methods. Frequency-domain methods,
typically involve estimating the frequency domain channel response by sweeping the
channel using a multi-carrier modulation schemes such as OFDM. Then applying a
super-resolution algorithm such as root multiple signal classification (MUSIC) [18]
or total least square-estimation of signal parameter via rotational invariance tech-
niques (TLS-ESPRIT) [19] on the channel frequency response [20]. Due to the large
number of multi-paths in the UWB propagation environment, the implementation
complexity of this method is extremely high [21].
In the time-domain TOA estimation methods, the TOA is estimated directly from
the received time-domain signal by identifying the first multipath. UWB based po-
sitioning systems uses wide bandwidth and provides high time resolution, therefore
TOA estimation using time-based ranging is the method of choice in these systems.
The simplest of these methods include choosing the location of the peak in the re-
ceived signal as the TOA estimate [22, 23]. The main source of error in these TOA
estimation methods is due to the strongest mutipath components arriving later than
the first path. In UWB channels this can happen because each multipath compo-
nent show delay dispersion by itself. That means a short pulse that, for example,
undergoes only a single diffraction may arrive at the receiver with a larger support
compared to the direct path due to NLOS and antenna effects [24, 22]. This problem
is addressed using techniques such as thresholding [25], using channel information
[26], etc. When these algorithms are implemented using digital transceivers, they
require sampling rate much higher than the Nyquist rate. Our purpose in this paper,
is to develop a method which can operate at lower sampling rate using compressive
sampling technique.
IR-UWB based TOA estimation using ML approach is described in [22]. We will
discuss this in greater detail in later section and use this method to compare the
proposed schemes in this paper. When implemented digitally, ML based TOA es-
timator requires Nyquist-rate sampling. Estimating the TOA in a sparse domain
using the received IR-UWB signal is the main theme of the paper.
Before we continue the discussion, the main claims of the paper are summarized
as follows.
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• We propose novel compressive sampling algorithms for the IR-UWB based
TOA estimation.
• We propose a compressive sampling dictionary design, so that the received
UWB signal can be efficiently expressed as a linear combination of the columns
of this dictionary. This results in compact representation of the received UWB
signal.
• We modify the proposed TOA estimation algorithm to exploit the a-priori
channel information that may be available.
• We provide a performance comparison of the proposed methods with ML
based TOA estimation methods.
• We analyze the performance of the methods under practical scenarios for
different dictionary parameters and sampling rates.
Consequence of these claims indicate that a cost effective digital UWB TOA es-
timators can be developed for the practical UWB applications, thus leading to a
progress beyond the state-of-the-art. Besides the achievement over the state-of-the-
art, this paper compliments the current trend in the research pertaining to UWB
domain including [27, 28, 29, 30].
3 Signal Model
We consider a single user UWB system. The signal model comprises of Nf frames
each having an unit energy pulse, s(t), given by
ωtr(t) =
Nf−1∑
j=0
djs(t− jTf − cjTc), (1)
where each frame is of duration, Tf , and the frame index is represented by j. The
chip duration is represented by Tc and cj ∈ {0 . . .Nc} indicates the time-hopping
code. The dj ∈ {±1} is the polarity code, which can be used along with time-
hopping to smooth the signal spectrum.
The received signal is the distorted version of the transmit pulse with multipaths.
The TOA is defined as the time elapsed for the first arrival path to reach the receiver
from the transmitter. The received signal can be represented by
ωrx(t) =
Nf−1∑
j=0
djr(t − jTf − cjTc) + n(t), (2)
where,
r(t) =
√
Eb
Nf
L∑
ℓ=1
αℓs(t− τl). (3)
Here, Eb, is the captured energy and
L∑
ℓ=1
α2ℓ = 1. The gain for the ℓ-th tap is given by
αℓ. The n(t) is the AWGN process with zero mean and double-sided power spectral
density of N0/2. Without loss of generality, and for simplicity of analysis, we assume
cj = 0, Nf = 1, and dj = 1. The TOA estimation problem involves estimating the
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first arrival path, τ1 = τtoa, in the received signal (2). The frame duration, Tf , is
chosen sufficiently larger than the delay spread of the channel to avoid any inter
pulse interference, that is Tf ≫ Td, where, Td, is the delay spread of the channel.
4 ML based TOA estimation
In order to be self-contained, in this section, a short review of ML based UWB TOA
estimation is given [21, 22, 31]. Consider a direct sampling receiver generating the
sampled output of (2), defined by r, such that r(i) = ωrx(iTs). The N = Tf/Ts, is
the number of samples corresponding to a frame and r ∈ RN . The received samples
can be written as
r =W(τ )α+ n, (4)
where, α = [α1, . . . , αL]
T , represents the path-gain, n ∈ RN , are the noise samples
with its elements, n(i) = n(iTs) and W(τ ) = [wd1 ,wd2 , . . . ,wdL ] ∈ R
N×L. The
wdi , is an N dimensional vector defined as
wdi =
[
0Tdi ,w
T ,0TN−P−di
]T
,
where, w denotes a vector of discrete samples representing the transmit pulse s(t),
with its i-th element, w(i) = s(iTs), i = 0, . . . , P − 1. The 0di is a zero vector of
size, di = ⌊τi/Ts⌋.
The ML estimation for the unknown parameter set ν =
[
α
T , τT
]T
, can be ob-
tained by solving the following optimization problem
νˆ = argmin
ν
{
1
N
‖r− rˆ‖22
}
, (5)
where the elements of rˆ are given by
rˆ(i) =
L∑
ℓ=1
αˆℓs(iTs − τˆℓ). (6)
Solving the optimization (5) is computationally intensive as it requires a search over
entire parameter space ν. However, if the mutipaths in the channel are separable,
then the unknown parameter estimation simplifies to [21, 31][1]
τˆ = argmax
τ
{
L∑
i=1
(
wTdir
)2}
, (7)
αˆ = W(τˆ )T r. (8)
In this case the estimation of the TOA, τ1, is decoupled from the estimation of
the other channel parameters. The optimization of (7), can be accomplished by
maximizing each term of the sum independently. We use this method to compare
the performance of the proposed algorithms.
[1]Energy of the received pulse is assumed to be one.
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5 UWB Channels
One of the most widely used channel models for indoor propagation was proposed by
Saleh and Valenzuela [32]. This model is adopted in IEEE 802.15.4a CM1 standard
for providing stochastic channel model for LOS residential conditions [12, 13]. As
per this model, the discrete-time impulse-response of the UWB channel has clusters
arriving in the Poisson distributed way and the multipath components (MPCs)
within the cluster follows a Laplacian model. A model with C clusters having R
rays (MPCs) can be expressed as
h(t) =
C∑
i=1
R∑
j=1
ai,jδ(t− Ti − γi,j), (9)
where, Ti represents the arrival time of the i-th cluster and γi,j represents the j-th
ray in the i-th cluster. In (3), we have combined the cluster and ray arrivals, such
that
[α1, . . . , αL] = [a1,1, . . . , aC,R] ,
[τ1, . . . , τL] = [(T1 + γ1,1), . . . , (TC + γC,R)] ,
where, L = CR. Note that by definition γi,1 = 0. Therefore, T1 = τ1 = τtoa,
denotes the arrival time of first ray of the first cluster and is the TOA for the LOS
UWB channel. For details about the cluster and ray arrival rates, refer to the IEEE
802.15.4a CM1 model described in [33].
Below, we will derive new statistical parameters for the IEEE 802.15.4.a CM1
model, which can be utilized by the TOA estimation algorithm to improve the
performance. For a multipath residential LOS channel proposed in IEEE 802.15.4a
CM1 model, if we consider all the significant paths that constitutes 80% of the to-
tal energy, then the probability mass function (PMF) for the number of significant
paths, λ, that arrives before the strongest path is shown in the Fig. 1(a). Approx-
imately 50% of the time the first arriving path is weaker than the strongest path.
If we define τpld as the peak to first path delay, that is, τpld = τpeak − τ1, where,
τpeak, is the location of the peak, then the probability density function of the τpld
is shown in Fig.1(b).
Channel a-priori information shown in Fig. 1(a) and Fig. 1(b) combined with
the geographic constraint on the range can be used to improve the performance
of the proposed compressive sampling algorithms. We will discuss this in the later
section. In the next section, we will briefly introduce compressive sampling theory
and discuss the representation of the received UWB signal, r, in a sparse domain.
6 Sparse representation of UWB signal
Consider an N -point Nyquist sampled discrete-time representation of the received
UWB signal, r ∈ RN obtained by sampling the received signal, r(t) using an ADC
at rate Fs. We propose to modify the signal acquisition hardware as shown in Fig. 2,
where the signal is acquired at a lower sampling rate, (Fs/U), where, U = N/M , is
the under-sampling ratio. The acquired signal, y, can be viewed as a projection of
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Figure 1 The PMF and PDF of λ and τpld respectively for IEEE 802.15.4a CM1 model. The
sampling frequency of 8 GHz and 100 distinct channel realization are employed.
r on a measurement matrix, Φ. The elements of Φ are i.i.ds drawn from a normal
distribution. That is,
y = Φr, (10)
and Φ is a M ×N matrix, with M = N/U . As shown in Fig. 2, y ∈ RM , is fed to
the sparse optimization routine, which will represent y in a compact form using the
columns of a carefully chosen dictionary leading to a sparser signal representation.
We consider a dictionary, DT , whose dimension is N ×Z, whose columns, di, are
the basis vectors in space RN , in which, r is sparse, that is
r =
S∑
i=0
θℓidi, (11)
where S ≪ Z, is the sparsity of the received UWB signal in the dictionary domain.
The ℓi is the support of vector θ ∈ RZ and θℓi denotes the non-zero value at the
support. The sparse optimization block of Fig. 2, typically solves an optimization
problem to represent y, using a sparse vector θˆ ∈ RZ . For example, a basis pursuit
type of algorithm solves,
θˆ =argmin ‖θ‖1 , (12)
subject to y = Hθ,
where, H = ΦD, is called holographic dictionary. From the sparse representation,
an estimate of the TOA, τˆtoa needs to be estimated.
In the reminder of the paper, for the proposed structure in Fig. 2, we will discuss
how to design a compressive sampling dictionary. Then we will propose a TOA
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(p(λ), p(τpld))
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Dictionary
Compressive Sampling Front End
Figure 2 Block diagram of the compressive sampling (CS) system for TOA estimation. The
Φi(t), i = 1, . . . ,M , denotes the continuous time i.i.d normal processes with zero mean and unit
variance.
estimation algorithm, which will utilize the sparse representation of the received
UWB signal in the chosen dictionary domain to estimate the TOA. We will modify
the algorithm to utilize the a-priori information regarding the channel and the geo-
graphical constraints to improve the performance of the proposed TOA estimation
algorithm.
7 Method for sub-Nyquist TOA Estimation
In this section, first, in Section 7.1, we design the compressive sampling dictionary
for the TOA algorithms. Subsequently, two main contributions of the paper which
uses the above designed dictionary for TOA estimation are discussed in some detail.
In Section 7.2, we discuss the TOA estimation using a modified greedy search al-
gorithm, then the TOA estimation based on a-priori channel information is studied
in Section 7.3.
7.1 Compressive sampling dictionary
As shown in (2), the received UWB signal is a scaled, and delayed version of the
transmit pulse. The transmit pulse, s(t), is typically chosen as first or second order
Gaussian derivative pulse [14]. To construct the dictionary, we choose each column
of the dictionary, CT (t,∆), as shifted versions of the transmit pulse, that is
C
T (t,∆) = [p0(t), · · · , pZ−1(t)] , (13)
where
pℓ(t) = s(t−∆ℓ), ℓ = 0, 2, · · · , Z − 1. (14)
The Z, defines the number of atoms (columns) in the dictionary. The offset, ∆,
needs to be controlled to strike a compromise between the number of atoms needed
to faithfully represent the received UWB pulse and the size of the dictionary. The
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∆ and Z are chosen such that Tf = Z∆. Equation (14), is expressed in terms of
continuous t and ∆. In practice, both these parameters are discretized such that,
t, is sampled at a particular sampling period, Ts, and ∆, is a multiple of Ts. We
define D as uniform sampling of the dictionary C, and is of dimension Z × N as
each atom (pℓ(t)) in the dictionary is now a vector of length N . That is
D
T = [w0, . . . ,wZ ] ∈ R
N×Z , (15)
where,
wℓ = [0ℓN0 ,w,0N−P−ℓN0]
T ∈ RN , (16)
with ℓ = [0, . . . , Z − 1] and ∆ = N0Ts, where, N0, is an integer constant, which can
be used to control the size of the dictionary.
7.2 TOA estimation algorithm
Consider discrete samples of the received UWB signal sampled at Fs represented
as a time-domain vector, r. Let y = Φr, denote the random projection of r on
the measurement matrix, Φ (refer to Fig.2), where, Φ, is a M ×N matrix with its
elements φi,j drawn from N (0, 1). As shown in Fig. 1(a), for a LOS UWB channel
the first arrival path can be weaker than the strongest path. To locate the true
TOA, one has to search backward from the peak location to locate any possible
significant energy paths, which may not be strongest. To accomplish this in sub-
Nyquist domain, we propose a TOA algorithm as shown in Algorithm 1.
Input to the Algorithm is the vector y, Holographic dictionary, H, and the pa-
rameter, K, which defines the number of paths to be searched. In line-7,HIk , de-
notes the matrix composed of the columns defined in the set Ik. The H
†
Ik
indi-
cates the pseudo inverse of HIk . Also, all columns of H, are normalized, that is
‖hi‖
2
2 = 1, ∀i ∈ [1, · · · , Z], where hi denotes the i-th column of the matrix H. It
can be noticed that in each iteration, the holographic dictionary, H, is searched
for the strongest delayed version of the transmitted signal, that is contained in the
residual signal, ek. After K iteration, the lowest indexed column of the holographic
dictionary, ℓ, is identified. Since each column in the dictionary is offset by ∆, the
TOA is estimated as τˆtoa = ℓ∆.
The performance of the algorithm depends on the offset, ∆, if ∆ is small, the
accuracy of the TOA estimation will be better, as the atoms of the dictionary
can resolve the TOA better. However, this will increase the dictionary size, Z as
Z = Tf/∆, thereby increasing the memory requirements for the system.
If the number of paths searched, K, in the algorithm is too high then, there is a
potential problem of picking the wrong atom in the dictionary due to the noise and
if K is too small then there is a possibility of missing the atom which correspond
to the weaker first path. There exists an optimal K, at which the performance of
the estimator is maximum.
The TOA estimation performance can be improved by increasing the number
of random projections of UWB signal, since it aids better reconstruction [34, 35].
However, this leads to higher sampling rate and increases the demands on ADC
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Algorithm 1: TOA estimation algorithm
Input: y,H,K,∆, e0 = y, k = 0, Ik = {∅}
Output: TOA estimate, τˆtoa.
1 repeat
2 t = argmax |〈hi, ek〉|, i = 1, · · · , Z
3 if k==0 then ℓ = t; else if t<l then ℓ = t; k = k + 1
4 Ik = Ik ∪ t
5 ek = y −HIkH
†
Ik
y
6 until k ≤ K
7 return τˆtoa = ℓ∆
Algorithm 2: TOA estimation algorithm (with a-priori information)
Input: y,H,K,∆, e0 = y, k = 0, Ik = {∅}, τ
max
toa , τ
max
pld
Output: TOA estimate, τˆtoa.
// Search only in ⌊τmaxtoa /∆⌋ columns of H
1 H=H(:, 1 : ⌊τmaxtoa /∆⌋)
// Bound the first path in relation to peak
2 Ω = ⌊τmaxpld /∆⌋
3 repeat
4 t = argmax |〈hi, ek〉|, i = 1, · · · , ⌊τ
max
toa /∆⌋
5 if k==0 then ℓ = t; else if t<l and t>l+Ω then ℓ = t; k = k + 1
6 Ik = Ik ∪ t
7 ek = y −HIkH
†
Ik
y
8 until k ≤ K
9 return τˆtoa = ℓ∆
resources, there by increasing the cost of the transceiver as discussed in Section 1.
In Section 8, the performance of Algorithm 1 is studied as well as the rules-of-thumb
is provided for its configuration.
7.3 TOA estimation with a-priori information
If we know certain statistical properties of the channel beforehand, then we can
exploit this information to improve the performance of the TOA estimator. For
example, for IEEE 802.15.4a CM1 channel model, the probability distributions of
number of significant paths before peak-path, λ, and peak-to-first path delay, τpld,
are as shown in Fig.1(a) and Fig.1(b). From this we can notice that more than 50%
of the time the peak path is the first path, and also probability that the first path
is more than 20 ns away from the peak location is negligible. Another important
a-priori information could be the from the geographic constraints on the range of
the target, resulting in TOA values being τtoa < τ
max
toa .
The above a-priori information can be handled by modifying Algorithm 1, such
that, only the paths within a window interval before the peak are considered for
the TOA estimation. The modified algorithm is as shown in Algorithm. 2. In the
later section, we will show that the modified algorithm with a-priori information
outperforms the Algorithm 1, which is agnostic to this information.
In the next section, we will assess the performance of the proposed algorithm in
simulations.
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Figure 3 The block diagram of the simulation bed for the performance evaluation of TOA
estimation algorithms.
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Figure 4 The performance of the proposed method with number of paths searched, K, and
under-sampling ratio, U , for a fixed SNR = 24 dB. U = N/M = 4, and K = 5, is employed in (a)
and (b) respectively.
8 Simulation Study
In this section, the performance of the proposed methods are investigated by numer-
ical simulations that mimic a realistic UWB link. Residential LOS UWB channels
can vary depending on the environmental aspects such as plan of the building, type
of walls, obstacles, etc. The IEEE 802.15.4a UWB stochastic channel models, which
are developed based on actual measurements from the measurement setup described
in [12, 13] represents the practical UWB channels. Based on this channel model, a
simulation bed for a single user UWB system is developed for the evaluation of the
proposed TOA algorithms. The block diagram of this is as shown in the Fig. 3. We
choose Fs = 8 GHz, Tf = 200 ns, and Nf = 1. We used a second order Gaussian
pulse of width of 1 ns as defined in [22] as the transmit pulse. Thousand distinct
TOA values, drawn from a uniform distribution of [0 ns − 50 ns], is employed in
the simulation. The TOA modulated pulses are received using 1000, distinct re-
alizations of IEEE 802.15.4a CM1 channel. We use the mean square error (MSE),
ǫ = E[(τtoa − τˆtoa)2], as the metric to assess performance. Here, τtoa, is the true TOA
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Figure 5 The Performance of the proposed and ML based TOA estimation algorithms. The
second order Gaussian pulse of width of 1 ns is employed in the simulation and ∆ = Ts is
considered for the dictionary construction.
and τˆtoa, is the estimated TOA. To give a full picture, we compare the performance
of the proposed algorithm with the ML estimation method described in Section 4.
The optimization described in (7) is evaluated, with L = 10 and Fs = 8 GHz.
8.1 Choice of K and ∆
As discussed earlier, the choice ofK and∆ plays a significant role in the performance
of the algorithm. If the number of paths searched, K, in the algorithm is high then
there is a potential problem of picking the wrong atom (column) in the dictionary
due to the noise, however, if the K, is too small then we may miss the true TOA,
due to the possibility of earlier paths being weaker than the first path. Typically K
can be selected by solving the optimization problem
argmin
K
E{(τtoa − τˆtoa)
2}, (17)
for a fixed, U , SNR. For a LOS UWB channel models like IEEE 802.15.4a model,
it is difficult to arrive at the closed form equation. We measure MSE, ǫ, for various
value of K as shown in Fig. 4a, to pick optimal K.
The performance of the proposed algorithm depends on the resolution, ∆, of the
dictionary. This is illustrated in the Fig. 4b. The smaller resolution yields better
performance, however this requires larger dictionary size.
8.2 Performance with no a-priori information
Below, we present one of the main result of this paper. The performance of the
Algorithm 1 is evaluated for various SNRs, under different practical settings such
as dictionary size, sampling frequency, etc. We use the simulation setup as discussed
in the beginning of this section. Note that Algorithm 1 does not assume any prior
knowledge regarding the TOA range or the UWB channel.
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Figure 6 Performance of the proposed and ML based TOA estimation algorithms. The ML
algorithm with sampling frequency, Fs = 8 GHz, and proposed method with under-sampling ratio,
U = 4, i.e., Fu = Fs/U = 2 GHz, are compared with different ∆s.
In Fig. 5, the performance of the algorithm is evaluated for various under-sampling
ratio, U . As described above second order Gaussian pulse of width of 1 ns and
∆ = Ts are considered for the dictionary construction. As expected, the performance
degrades with the decrease of the sampling rate Fu = Fs/U .
In the Fig. 6, the performance of the algorithm is compared with the ML estima-
tion method described in Section 4 for various ∆s at under-sampling ratio, U = 4.
As described in Section 7.1, the larger ∆, will ease the memory requirement of the
TOA system due to the reduced dictionary size, however, this will result in inferior
performance as shown in Fig. 6.
The plots indicate that the proposed algorithm can yield similar performance as
ML estimation, with only fraction of the sampling rate at high SNRs. Based on the
environment, engineering trade offs between, ∆, U and K need to be done while
employing the proposed compressive sampling TOA algorithm for TOA estimation.
8.3 Performance with a-priori information
We use the same setup for the simulation as described in the beginning of this
section. Notice that in our simulation setup the TOA ranges are uniformly dis-
tributed between [0 ns− 50 ns]. We also know that the channel model employed is
IEEE 802.15.4a CM1 model. From Section 5, we notice that for this channel the
probability that τpld > 20 ns is negligible.
We evaluates the TOA estimation performance using Algorithm 2 with τmaxtoa set
to 50 ns and τmaxpld set to 20 ns. The variation of MSE, ǫ, with SNR is given in Fig. 7.
Notice that by exploiting the channel and geographical constraints performance of
the estimation at low SNR can be significantly improved.
To summarize, we have shown that the proposed TOA estimation algorithm, to-
gether with the proposed compressive sampling dictionary, can achieve performance
comparable to ML algorithm with only a fraction of the sampling frequency at high
SNRs. TOA algorithms require a reasonable range to error ratio for it to be viable
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Figure 7 Performance comparison of Algorithm 2 and Algorithm 1 in the presence of a-priori
information such as τmaxpld and τ
max
toa . In the Algorithm 2, we exploited a-priori information that
τmaxtoa = 50 ns and from the probability distribution of τ
max
pld for IEEE 802.15.4a channel model
(refer to Fig. 1(b)), we set τmaxpld = 20 ns.
for many applications, having a slight loss of performance (<5%), compared to ML
estimator with a significant savings in the ADC resources make the proposed meth-
ods pertinent for many applications. At low SNRs, the performance of the proposed
method can be improved by exploiting the a-priori information.
9 Conclusions
A compressive sampling based TOA algorithm is proposed in this paper. The pro-
posed algorithm along with the proposed dictionary can yield the same performance
as the ML based TOA estimation with only 1/4-th the sampling rate at 25 dB SNR
as shown in Fig. 6 for IEEE 802.15.4a CM1 channel model. We also analyzed, how
the performance of the algorithm varies with the choice K and ∆. This is shown in
Fig. 4. From Fig. 4a, we notice that there exists an optimal K, which maximizes the
performance for the choice of algorithm parameters. The trade off between the size
of the dictionary and the performance is shown in Fig. 4b. Impact of the sampling
rate on the performance is shown in the Fig. 5. As expected, the performance of
the proposed method degrades with the decrease of the sampling rate, Fu = Fs/U .
In certain TOA estimation scenarios, where the a-priori information is available
then the performance of the proposed algorithm can be improved. In many scenarios
this can originate from the geographical constraints on the range of the target
which can upper bound the TOA so that τtoa < τ
max
toa or the channel model from
which we can limit the search interval by exploiting peak-to-first path lag, τmaxpld .
We modified the Algorithm 1 to Algorithm 2 to exploit these a-priori information
and demonstrated the benefits through Fig. 7.
The results are encouraging for the UWB TOA estimators working in the high
SNR scenarios. The consumption of ADC resources can be significantly reduced
thereby reducing the cost of the transceiver. In a typical UWB residential LOS
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channels, high SNRs in excess of 25 dB can be achieved by averaging over many
independent received frames. The proposed TOA estimation method is sub-optimal
as it does not take in to consideration the frequency selective characteristics of the
UWB antenna. We intend to further develop the work to address these practical
issues.
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