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UNIFORM POSITIVE EXISTENTIAL INTERPRETATION OF
THE INTEGERS IN RINGS OF ENTIRE FUNCTIONS OF
POSITIVE CHARACTERISTIC
NATALIA GARCIA-FRITZ AND HECTOR PASTEN
Abstract. We prove a negative solution to the analogue of Hilbert’s tenth
problem for rings of one variable non-Archimedean entire functions in any
characteristic. In the positive characteristic case we prove more: the ring of
rational integers is uniformly positive existentially interpretable in the class
of {0, 1, t,+, ·,=}-structures consisting of positive characteristic rings of entire
functions on the variable t. From this we deduce uniform undecidability results
for the positive existential theory of such structures. As a key intermediate
step, we prove a rationality result for the solutions of certain Pell equation
(which a priori could be transcendental entire functions).
1. Introduction and results
In this work we establish a negative solution to the analogue of Hilbert’s tenth
problem for rings of one variable non-Archimedean entire functions in any charac-
teristic (such a result for one variable non-Archimedean entire functions was only
known in characteristic zero, see [8]). Moreover, we prove that the ring Z is uni-
formly positive existentially interpretable in the class of rings of one variable entire
functions in positive characteristic, which leads to uniform undecidability results in
the positive characteristic case (extending some results from [12]). Let us introduce
some notation before stating our results in a precise way.
Let R be an integral domain endowed with an absolute value | · |. We denote
by AR entire functions defined over R, by which we mean the ring of power series
in the variable t with coefficients in R and infinite radius of convergence. More
precisely, when | · | is Archimedean this ring is defined as
AR =

∑
n≥0
cnt
n : ∀r ∈ R+, lim
M→∞
∑
n≥M
|cn|rn = 0


while when | · | is non-Archimedean this ring is defined as
AR =

∑
n≥0
cnt
n : ∀r ∈ R+, lim
M→∞
|cM |rM = 0

 .
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We remark that the elements of AR define (by evaluation) functions R → R when
R is complete, but not in general. Also, there is a slight abuse of notation (the
absolute value is not explicit in AR) but this should not lead to any confusion in
the present work.
For different choices of R one recovers some familiar examples of AR. For in-
stance, AC is the ring H of holomorphic functions on C, while ACp is the ring of
analytic functions Hp on Cp (as usual, Cp denotes the completion of the algebraic
closure of Qp). Also, observe that any ring R can be given the trivial absolute value,
in which case AR = R[t]. The next example shows that when the absolute value
is non-trivial, AR can contain R[t] strictly, even in positive characteristic (which is
the most relevant case for our purposes).
Example 1. Let p be a prime, and let R = Fp[[q]] where q is a variable. We
denote by v : R → Z ∪ {∞} the valuation defined by the order at q, and consider
the absolute value defined for f ∈ R as |f | = p−v(f). The power series
Θ(t) =
∞∑
n=1
qn
2
tn ∈ R[[t]]
is an element of AR and it is not in R[t]. Incidentally, note that Θ(t) is essentially
the same as the (formal) reduction modulo p Jacobi’s theta function
ϑ(q, t) :=
∑
n∈Z
qn
2
tn = Θ(t) + 1 + Θ(1/t).
The arithmetic of AR shares many similarities with the arithmetic of Z. This
analogy is classically known in the case of AFq = Fq[t]. For R = C, and for non-
Archimedean (complete, algebraically closed) fields R in any characteristic with
non-trivial absolute value, this analogy is the object of much of current research
in the context of Nevanlinna theory and Vojta’s analogy in both the complex [21]
and the non-Archimedean cases [1, 6]. Therefore, in view of the negative answer
to Hilbert’s tenth problem on Z, it is natural to ask whether the solvability of
Diophantine equations over AR is decidable or not. More precisely, if we consider
the language Lt = {0, 1, t,+, ·,=} and regard AR as an Lt-structure in the obvious
way, then one can formulate the following problem.
Problem 1.1. Let R be an integral domain endowed with an absolute value | · |. Is
the positive existential theory of AR over Lt decidable?
See [19] for a reference on Hilbert’s tenth problem over other rings of functions
(specially Sections 5-9 for rings of analytic functions), and see Section 8 below
for some related open problems. We remark that working over the language Lt
corresponds to considering Diophantine equations with coefficients in R′[t] ⊆ AR
where R′ is the image of Z in R ⊆ AR; this is a natural setting for Hilbert’s
tenth problem over rings of functions on the variable t because R′[t] is not ‘too
large’ meaning that it is a recursive ring (in particular, the decidability problem for
equations with coefficients in R′[t] makes sense) and it is not ‘too small’ meaning
that it contains elements of AR that are transcendental over R. This last point is
relevant because polynomial equations with coefficients in R′ (or even in R) have
a solution in AR if and only if they have a solution in R (indeed, any solution in R
is also in AR, and any solution in AR gives a solution in R by setting t = 0), which
in many natural cases leads to a decidable Diophantine problem (for instance, if
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R is an algebraically closed field). We also mention that the decidability problem
of existence of solutions for for single Diophantine equations with coefficients in
R′[t] or for systems of Diophantine equations with coefficients in R′[t] (which is
equivalent to Problem 1.1) are indeed equivalent, because one can verify that the
fraction field of AR is not algebraically closed (see Lemma 1.6 in [19]).
Let us briefly recall what is known for Problem 1.1.
One can consider two cases: the absolute value is Archimedean, or it is non-
Archimedean. In the first case the problem remains wide open (despite the efforts
in [14] which contains an unfortunate mistake, see [19]). In the second case, Denef
has proved [4, 5] that the Diophantine problem of polynomial rings in one variable
over an integral domain on the language Lt is undecidable; this covers the case
when | · | is trivial. Lipshitz and Pheidas [8] proved that the Diophantine problem
of Hp on the language Lt is undecidable, while no result in positive characteristic
has been established when | · | is non-trivial.
Our first result covers all cases when the absolute value is non-Archimedean.
Theorem 1.1. Let R be an integral domain endowed with a non-Archimedean
absolute value | · |. The positive existential theory of AR in the language Lt is
undecidable.
This theorem is proved in Section 5.
It is not incorrect to say that the same proof of [8] works whenever charR = 0
and | · | is non-Archimedean, not just for Cp (see also Theorem 5.1). Therefore,
our main contribution is the case of positive characteristic. Actually, the next
theorem (which is our main theorem) gives a much more precise result for positive
characteristic (see Section 2 for a brief review of uniform interpretability).
Theorem 1.2. The ring of rational integers (Z; 0, 1,+, ·,=) is uniformly positive
existentially interpretable in the class of Lt-structures consisting of all AR, as R
ranges over integral domains of positive characteristic with a non-Archimedean ab-
solute value.
This result is proved in Section 7.
Theorem 1.2 extends part of the main results of [12] (namely, Theorem 1.1, Item
2) from the polynomial case to the analytic case of entire functions, because the
latter contains the polynomial case by using trivial absolute values.
As in [12], one can deduce strong undecidability results from uniform inter-
pretability. Since the positive existential theory of the ring Z is undecidable (by
Matijasevic, after Davis, Putnam and Robinson [9]), the following uniform unde-
cidability result follows (see Corollary 2.2).
Theorem 1.3. The following problems are undecidable:
Let C be a given non-empty collection of rings R of positive characteristic with
a non-Archimedean absolute value. Given a closed positive existential Lt-formula
φ, decide whether or not AR satisfies φ for
• each R ∈ C;
• at least one R ∈ C;
• all but finitely many R ∈ C (assuming that C is infinite);
• infinitely many R ∈ C (assuming that C is infinite).
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In particular, when C is a singleton we recover Theorem 1.1 in the positive
characteristic case, and when C only contains positive characteristic rings with the
trivial absolute value we recover Item 2 of Theorem 1.2 [12].
Although it is equivalent, it might be convenient to reformulate the previous
theorem in terms of systems of equations instead of Lt-formulas.
Theorem 1.4. The following problems are undecidable:
Let C be a given non-empty collection of rings R of positive characteristic with
a non-Archimedean absolute value. Given a system S of polynomial equations with
coefficients in Z[t], decide whether or not S has solutions in AR (after reducing the
coefficients modulo charR) for
• each R ∈ C;
• at least one R ∈ C;
• all but finitely many R ∈ C (assuming that C is infinite);
• infinitely many R ∈ C (assuming that C is infinite).
As pointed out in [12], results of this type are in strong contrast with results such
as Ax’s theorem [2] about the existence of an algorithm that decides the solvability
modulo every prime of systems of Diophantine equations with coefficients in Z.
Let us briefly describe the plan of the proof. As a starting point, we prove that
the entire solutions of a certain Pell equation X2 − (t2 − 1)Y 2 = 1 are actually
polynomials (see Theorem 4.1 – this result can be of independent interest, and
the analogue for complex entire functions is false). Note that the characteristic
zero results of [8] are also based on this fact (proved in [8] for characteristic zero),
however, our analysis of the Pell equation is substantially different and works in
positive characteristic. Unlike the characteristic zero case [8], the previously men-
tioned result on the equation X2−(t2−1)Y 2 = 1 is not enough for invoking Denef’s
proofs from [4, 5] since the positive characteristic case would require us to analyze
a more general Pell equation which seems to be beyond our methods, so, this idea
does not work directly. Instead, we use our result on Pell equations to define a
suitable set, which allows us to apply the main result of Pheidas [15] (see Theorem
5.2). Unfortunately, Pheidas’ result from [15] is not uniform in the characteristic
and more work is needed for proving Theorem 1.2. In order to obtain uniformity,
we go back to the idea of applying Denef’s proof from [5] and replace the use of
more general Pell equations by an application of Bu¨chi’s problem for polynomials
in positive characteristic (see Section 6 for the latter). However, this approach only
works for characteristic p ≥ 17 (Theorem 7.3). Actually this is not a serious prob-
lem since we can cover the finitely many remaining characteristics using Theorem
5.2 (the application of Pheidas’ results [15] discussed above).
2. Uniform interpretation
In this section we briefly recall the notion of uniform interpretation. For a more
detailed discussion on the material in this section, the reader can consult [12].
Given a language L and an L-structure M we will denote the base set of M by
|M|.
The language L has three types of symbols; constant, relation and function
symbols. We recall the notion of realization of a formula. If c ∈ L is a constant
symbol, then we denote its realization by cM which is a singleton subset of |M|
whose only element is the interpretation of c. If R ∈ L is an n-ary relation symbol,
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its realization RM is the subset of |M|n given by the interpretation of R. If f ∈ L
is an n-ary function symbol, its realization fM is the subset of |M|n+1 given by
the graph of the interpretation of f . In general, the realization of an L-formula
φ = φ(x1, . . . , xn) is
φM = {(m1, . . . ,mn) ∈ |M|n : M satisfies φ(m1, . . . ,mn)}.
Let L,L′ be languages, M an L-structure and N a class of L′-structures (which
we always assume non-empty). We say that M is uniformly interpretable (without
parameters) in the class N if there is an L′-formula φL, and for each symbol s ∈ L
there is an L′-formula φs such that, for each N ∈ N there is a surjective map
θN : φ
N
L → |M|
which satisfies the following conditions:
• φNc ⊆ φNL and θ−1N (cM) = φNc for each constant symbol c,
• φNR ⊆ (φNL )n and (θnN)−1(RM) = φNR for each n-ary relation symbol R, and
• φNf ⊆ (φNL )n+1 and (θn+1N )−1(fM) = φNf for each symbol of n-ary function.
One can explicitly refer to these formulas by saying that M is uniformly inter-
pretable in N by the set of formulas Φ = {φs}s∈L∪{L}. We say that this interpre-
tation is positive existential if each formula in Φ is positive existential.
One of the main applications of uniform interpretations is related to uniform
undecidability results (here we need to assume that the languages are encoded in
the integers; this is not a problem since in our applications we only consider finite
languages).
Theorem 2.1. Suppose that the L-structure M is uniformly interpretable in a
class of L′-structures N . There is a Turing machine T that takes as input closed
L-formulas φ and gives as output closed L′-formulas T (φ) such that the following
three items are equivalent:
• M satisfies φ,
• there is some N in N such that N satisfies T (φ),
• for all N in N we have that N satisfies T (φ).
Moreover, if the uniform interpretation is positive existential, then T takes positive
existential L-formulas to positive existential L′-formulas.
Corollary 2.2. Suppose that the L-structureM is uniformly (positive existentially)
interpretable in a class of L′-structures N . Assume that the (positive existential)
theory of M over L is undecidable. Then the following four problems are undecid-
able:
Let N ′ be a non-empty subclass of N . Given a closed (positive existential) L′-
formula φ, decide whether or not N satisfies φ for
• at least one N in N ′;
• each N in N ′;
• all but finitely many N in N ′ (this requires N ′ infinite);
• infinitely many N in N ′ (this requires N ′ infinite).
The four problems in the previous corollary do not exhaust all possible undecid-
ability consequences, but they seem to be the most natural ones.
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3. Non-Archimedean analytic functions
As a general reference on non-Archimedean analytic functions including the case
of positive characteristic, the reader might find useful [6]. However, we prefer to give
mostly a self-contained presentation of preliminary material for our applications in
this section.
3.1. One variable analytic functions and Newton polygons. Let R be an
integral domain, complete with respect to a non-Archimedean absolute value | · |.
Given real numbers 0 ≤ a < b define AR[a, b] as the ring of formal series in the
variable t ∑
n∈Z
cnt
n
with coefficients in R and such that for every r ∈ [a, b] one has
lim
|n|→∞
|cn|rn = 0.
Here, of course, we follow the convention that if a = 0 then cn = 0 for n < 0. The
completeness of R is needed for the multiplication to be defined on A[a, b], but this
requirement is no longer necessary when a = 0. The next lemma is well-known but
we were not able to find a reference.
Lemma 3.1. For every r ∈ [a, b] with r > 0, the absolute value on R extends to a
non-Archimedean absolute value | · |r on AR[a, b] as follows: if h =
∑
n cnt
n then
|h|r = max
n
|cn|rn.
In particular, AR[a, b] is an integral domain.
Proof. That |h|r = 0 if and only if h = 0 is clear. Let g =
∑
n ant
n. For the strong
triangle inequality we have
|h+g|r = max
n
|cn+an|rn ≤ max
n
max{|cn|, |an|}rn = max{max
n
|cn|rn,max
n
|an|rn}.
The function r 7→ |h|r is continuous, hence, it suffices to prove |fg|r = |f |r|g|r for
r away from a numerable set. So we can assume that there are unique i and j
(depending on r) such that |h|r = |ci|ri and |g|r = |aj|rj . Note that hg =
∑
n bnt
n
where
bn =
∑
u+v=n
cuav
(this can be a convergent infinite series when a > 0). The strong triangle inequality
gives for each n
|bn|rn ≤ rnmax
u
|cuan−u| = max
u
|cu|ru · |an−u|rn−u ≤ |ci|ri · |aj |rj = |h|r|g|r
hence |hg|r ≤ |h|r|g|r. However, among the pairs (u, v) with u+ v = i+ j we have
that (u, v) = (i, j) gives a strict maximum for the quantity |cuav| thanks to our
assumptions on i and j. The strong triangle inequality then gives
|bi+j |ri+j =
∣∣∣∣∣∣
∑
u+v=i+j
cuav
∣∣∣∣∣∣ ri+j = |ciaj|ri+j = |h|r|g|r
and hence |hg|r ≥ |h|r|g|r. This proves |hg|r = |h|r|g|r. 
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Given any h ∈ AR[a, b]− {0} the Newton polygon is defined to be the function
nh : (log a, log b]→ R given by
πh(x) = log |h|expx = max
n∈Z
(nx+ log |cn|)
(if cn = 0 we take log |cn| = −∞). Here we list some of the basic properties of
Newton polygons. For the convenience of the reader we give a proof.
Lemma 3.2. Let h, g ∈ AR[a, b]− {0}. The function πh(x) is continuous, convex,
and piecewise linear with integer slopes. Moreover, we have πh(1/t)(x) = πh(t)(−x)
and πhg(x) = πh(x) + πg(x).
Proof. That πh(x) is continuous, convex and piecewise linear with integer slopes
is clear from the expression πh(x) = maxn∈Z(nx + log |cn|). To show πh(1/t)(x) =
πh(t)(−x), expand h(t) and h(1/t) as series
h(t) =
∑
n∈Z
cnt
n, h(1/t) =
∑
ant
n
and observe that an = c−n. Hence
πh(1/t)(x) = max
n
(nx + log |an|) = max
n
((−n)x+ log |cn|) = πh(t)(x).
Finally, πhg(x) = πh(x) + πg(x) follows from πh(x) = log |h|expx and the fact that
h is an absolute value. 
3.2. Analytic functions on A1 and Gm. Define AR(A1) = ∩n>0AR[0, n] and
AR(Gm) = ∩n>0A[1/n, n]. We think about AR(A1) and AR(Gm) as rings of ana-
lytic functions on the affine line and the punctured affine line (hence the notation
involving A1 and Gm) although we will not use any particular property of A
1 and
Gm as geometric objects.
Observe that AR(A1) is the same AR defined in the introduction (except from
the fact that in this section we assume that R is complete), while AR(Gm) is the
ring of power series
∑
cnt
n with cnr
|n| → 0 as |n| → ∞ for every r ∈ R+. In both
cases, given a non-zero h one obtains a Newton polygon πh defined on all R.
The following lemma is well-known (for instance, it follows from Lemma 4.5.2 in
[3]).
Lemma 3.3. The group of units of AR(A1) is AR(A1)× = R×.
In AR(Gm) we have the automorphism τ ∈ AutRAR(Gm) defined by the substi-
tution t 7→ t−1. For analyzing this automorphism we need an elementary fact.
Lemma 3.4. If the function f : R → R is convex and odd, then f must be of the
form f(x) = mx for some m ∈ R.
Then we have:
Lemma 3.5. Let h ∈ AR(Gm). Suppose that τ(h) ·h = 1. Then h = ±tn for some
integer n.
Proof. We have h(t)h(t−1) = 1. Thus, for all x ∈ R we get
0 = π1(x) = πh(t)h(t−1)(x) = πh(t)(x) + πh(t−1)(x) = πh(t)(x) + πh(t)(−x)
and hence πh(x) is an odd function. But it is also convex, so it is of the form
πh(x) = nx for some n ∈ R. Recalling that πh(x) is piecewise linear with integer
slopes we see that n ∈ Z, and therefore h = antn for some n ∈ Z. Using the relation
τ(h) · h = 1 again, we obtain a2n = 1, hence an ∈ {−1, 1}. 
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3.3. Analytic functions in two variables. In this section we assume that R is a
complete field. The ring of analytic functions on the variables t, u with coefficients
in R, denoted by R{t, u}, is defined to be the ring of all power series∑
m,n≥0
cmnt
mun
with coefficients in R such that limm+n→∞ |cmn|rm+n = 0 for every r ∈ R+ (this is
indeed a ring under the usual addition and multiplication of power series, because
R is complete). We will be interested in quotients of this ring.
Lemma 3.6. The rule t 7→ t, u 7→ t−1 extends to an isomorphism of R-algebras
µ :
R{t, u}
(tu− 1)R{t, u} → AR(Gm).
Proof. Consider the map M : R{t, u} → AR(Gm) given by M(f(t, u)) = f(t, t−1).
We will check that this map is well defined, that it is an R-algebra morphism, it is
surjective and its kernel is (tu − 1)R{t, u}. After all this is checked, µ will be the
map induced by M and the result will be proved.
M is well defined: Let f(t, u) =
∑
m,n≥0 cmnt
mun ∈ R{t, u}. Computing M(f)
formally we find M(f) =
∑
d adt
d where
ad =
∑
m−n=d
cmn, d ∈ Z.
It suffices to show that each ad is a convergent series (that is, ad ∈ R) and that for
any given r > 0 we have
(3.1) lim
|d|→∞
|ad|rd = 0.
For fixed d, the pairs (m,n) with m−n = d satisfy m+n→∞, hence |cmn| → 0
as m− n = d because f ∈ R{t, u}. Therefore ad ∈ R.
Given d let (md, nd) be a pair with md − nd = d that maximizes the quantity
|cmn|. Note that md + nd ≥ |d| because md, nd ≥ 0 and md − nd = d. Therefore
|ad| ≤ maxm−n=d |cmn| = |cmdnd | → 0 as |d| → ∞ (again, because f ∈ R{t, u}).
This proves (3.1) for r = 1. In particular, there is K > 0 such that |ad| < K for all
d.
We now prove (3.1) when r > 1 (the case 0 < r < 1 is similar). If d→ −∞ then
|ad|rd ≤ Krd → 0. On the other hand, if d→ +∞ then
|ad|rd ≤ |cmdnd |rd ≤ |cmdnd |rmd+nd → 0
because md + nd ≥ |d| = d and f ∈ R{t, u}. This proves (3.1) for all r > 0.
M is an R-algebra morphism: R-linearity is clear, so we only need to check that
M(fg) = M(f)M(g) for all f, g ∈ R{t, u}. Write f(t, u) = ∑m,n≥0 bmntmun and
f(t, u) =
∑
m,n≥0 cmnt
mun. Using the formula for the coefficients of M(f) proved
in the previous item, we find M(fg) =
∑
d adt
d where
ad =
∑
m−n=d
∑
(i,j)+(r,s)=(m,n)
bijcrs
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and M(f)M(g) =
∑
d a
′
dt
d where
a′d =
∑
d1+d2=d

 ∑
i−j=d1
bij

( ∑
r−s=d2
crs
)
.
The series for both ad and a
′
d are absolutely convergent by the computations in the
previous item (namely, the verification that M is well-defined) and because R{u, t}
and A(Gm) are closed under multiplication. Thus we can rearrange the summands
to conclude ad = a
′
d for all d, which proves M(fg) = M(f)M(g).
M is surjective: Given h ∈ AR(Gm) we can separate terms with negative expo-
nent on t, and terms with non-negative exponent on t, to conclude that there are
g1, g2 ∈ AR(A1) such that h(t) = g1(t) + g2(t−1). Let f(t, u) = g1(t) + g2(u), then
f ∈ R{t, u} and M(f) = h.
The kernel of M is (tu − 1)R{t, u}: Clearly (tu − 1)R{t, u} ⊆ ker(M), and we
will show the converse inclusion. Let f =
∑
m,n≥0 cmnt
mun ∈ ker(M). For integers
m,n we define γm,n ∈ R recursively as follows:
• γmn = 0 if m < 0 or n < 0.
• γmn = γm−1,n−1 − cmn for m,n ≥ 0.
Considering the points (m,n) ∈ Z2 it can be seen that these conditions uniquely
define elements γmn ∈ R, which are non-zero only if m,n ≥ 0. Indeed, if m,n ≥ 0
we can iterate the second condition to obtain
γmn = −
min{m,n}∑
j=0
cm−j,n−j.
Moreover, since M(f) = 0 we know
∑
m−n=d cmn = 0 for all d, so we deduce
γmn =
∑
j≥1
cm+j,n+j .
Consider the formal power series F =
∑
γmnt
mun. We claim that F ∈ R{t, u}.
Indeed, we have
|γmn| =
∣∣∣∣∣∣
∑
j≥1
cm+j,n+j
∣∣∣∣∣∣ ≤ maxj≥1 |cm+j,n+j |.
Therefore, for any given large r (actually r ≥ 1 suffices) we get
|γmn|rm+n ≤
(
max
j≥1
|cm+j,n+j |
)
rm+n ≤ max
v+w≥m+n
|cvw|rv+w → 0
as m+ n→∞, because limv+w→∞ |cvw|rv+w = 0. This shows F ∈ R{t, u}.
From the definition of the elements γmn we find f = (tu − 1)F and therefore
f ∈ (tu− 1)R{t, u}.
This concludes the proof. 
There is a canonical injection of the polynomial ring AR[u] into R{t, u}. This is
preserved under suitable quotients.
Lemma 3.7. Let F ∈ AR[u] be a monic polynomial which is non-constant in u.
The natural map
q : AR[u]→ R{t, u}/FR{t, u}
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induces an injective AR-algebra morphism
AR[u]/FAR[u]→ R{t, u}/FR{t, u}.
Proof. One has to show that ker(q) = FAR[u], or equivalently, that
AR[u] ∩ FR{t, u} = FAR[u].
The inclusion AR[u] ∩ FR{t, u} ⊇ FAR[u] is clear. For the reciprocal inclusion,
let h ∈ R{t, u} be such that Fh = G ∈ AR[u]. Let Q,H ∈ AR[u] be such that
G = FQ +H and degH < degF (they exist because F is monic). We claim that
h = Q. For otherwise, we have H = (h − Q)F = trgF for some r ≥ 0 and some
g ∈ R{t, u} with g(0, u) 6= 0. We may assume that r = 0 (after dividing by tr
the coefficients of H if necessary) and therefore substituting t = 0 in H = gF we
reach a contradiction (F is monic and we can compare degrees in u). Therefore
h = Q ∈ AR[u]. 
4. Analytic solutions of Pell equations
4.1. Analytic solutions are actually polynomials. In [4], Denef studied the
solutions of the Pell equation
X2 − (t2 − 1)Y 2 = 1
over a polynomial ring R[t] when R is an integral domain of characteristic zero. He
proved that the only solutions in R[t] are of the form (±xn, yn) where xn, yn ∈ R[t]
are defined by
(4.1) xn + yn
√
t2 − 1 = (t+
√
t2 − 1)n, n ∈ Z.
Then in [5], Denef proved that the same is true whenever R is an integral domain of
characteristic p > 2. Moreover, when charR = 2 he proved that the only solutions
in R[t] of
X2 + tXY + Y 2 = 1
are given by the pairs (±xn, yn) defined by
(4.2) xn + ynα = α
n n ∈ Z
where α is a root of Z2 + tZ + 1 = 0. In this section we establish the following
theorem.
Theorem 4.1. Let R be an integral domain endowed with a non-Archimedean
absolute value | · |. If charR 6= 2, then the only solutions in AR of the Pell equation
(4.3) X2 − (t2 − 1)Y 2 = 1
are the pairs of polynomials (±xn, yn) defined by (4.1). If charR = 2, then the only
solutions in AR of the Pell equation
(4.4) X2 + tXY + Y 2 = 1
are the pairs of polynomials (xn, yn) defined by (4.2). In all cases, the polynomials
xn and yn have coefficients in the sub-ring of R generated by 1 (that is, Z or Fp
depending on the characteristic).
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Of course, it is not hard to see that xn, yn indeed give solutions and they are
polynomials with coefficients in Z or Fp according to the characteristic (this is al-
ready in Denef’s work); the difficult part is showing that these are the only solutions
in AR.
We remark that the case R = Cp (hence AR = Hp) was first established by Lip-
shitz and Pheidas in [8]. Our proof is different and makes no use of differentiation,
hence, it works even in positive characteristic. On the other hand, the analogue for
complex entire functions is easily seen to be false, see [19].
Before proving Theorem 4.1, let us state what we can obtain from it if we combine
it with Denef’s results on polynomial solutions of Pell equations. For simplicity, we
only consider the case of characteristic p > 2; the case of characteristic 2 is similar
and can be deduced from Lemma 3.1 in [5]
Corollary 4.2. Assume that charR = p > 2. The polynomials xn, yn defined by
(4.1) satisfy the following:
(1) xn has degree |n| for n ∈ Z, and yn has degree |n| − 1 for n 6= 0.
(2) All solutions of X2 − (t2 − 1)Y 2 = 1 in AR are given by the pairs (xn, yn)
and (−xn, yn) for n ∈ Z.
(3) xm+n = xmxn + (t
2 − 1)ymyn and ym+n = xmyn + xnym.
(4) m divides n in Z if and only if ym divides yn in AR.
(5) For r ≥ 0 we have xmpr = xprm , in particular xpr = tp
r
.
(6) xm(t+ 1) = xm(t) + 1 if and only if m = ±pr for some r ≥ 0.
(7) xm ≡ 1 mod (t− 1), congruence in AR.
Proof. After Theorem 4.1, this is a consequence of Lemma 2.1 [5]. The only fact
that requires some attention is the following: if 0 6= P ∈ R[t] and h ∈ AR divides
P in AR, then actually h ∈ R[t] (this is needed in items 4 and 7). Indeed, let
d = degP and suppose that P = hg ∈ R[t], then as x→ +∞ we have
πh(x) + πg(x) = πP (x) < dx+ C
for some constant C. Both πh(x) and πg(x) are bounded from below as x→ +∞,
hence they have at most linear growth. Therefore h and g are polynomials. 
4.2. Characteristic different from 2. Let us prove Theorem 4.1 when charR 6=
2. We can assume that R is a complete field by enlarging R if necessary. Put
α =
√
t2 − 1.
Lemma 4.3. Let MR be the fraction field of AR. Then α /∈ MR, hence α is
algebraic of degree 2 over MR.
Proof. We can assume that R is an algebraically closed complete field. Assume
towards a contradiction, that α ∈ MR. Then actually α ∈ AR because α2 = t2 − 1
has no poles. We have 1 = t2 − α2 = (t + α)(t − α) with both t± α ∈ AR, hence
in R because A×R = R×, from which we conclude that 2t = (t+α) + (t−α) ∈ R, a
contradiction. 
In particular, we have an automorphism σ ∈ AutARAR[α] defined by σ(α) = −α
(that is, interchanging the roots of Z2− t2+1). If (a, b) ∈ A2R is a solution of (4.3)
then ω = a+ αb ∈ AR[α] satisfies ωσ(ω) = 1.
The natural map
i : AR[α] = AR[u]
(t2 − u2 − 1)AR[u] → B :=
R{t, u}
(t2 − u2 − 1)R{t, u}
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is injective by Lemma 3.7. Under this inclusion, the map σ is a restriction of the
automorphism ǫ ∈ AutRB defined by the substitution u 7→ −u.
Lemma 4.4. The rule t 7→ (z + w)/2, u 7→ (z − w)/2 extends (by substitution) to
an R-isomorphism
δ : B → R{z, w}
(zw − 1)R{z, w}
whose inverse δ′ is determined by z 7→ t+ u, w 7→ t− u.
Proof. To check that δ and δ′ take convergent power series to convergent power
series is a straightforward application of the strong triangle inequality. One checks
that δ and δ′ are well defined by substituting the variables in t2 − u2 − 1 = (t +
u)(t− u)− 1 and in zw − 1. That δ and δ′ are inverses of each other is clear. 
By Lemma 3.6, the map δ′ induces an R-isomorphism
d′ : AR(Gm)→ B
given by z 7→ t+ u, z−1 7→ t − u, with inverse denoted by d. Under these isomor-
phisms, the automorphism ǫ on B corresponds to τ ∈ AutRAR(Gm) defined by
z 7→ z−1, namely τd = dǫ.
Observe that
di(ω) · τdi(ω) = di(ω) · dǫi(ω) = di(ω) · diσ(ω) = di(ωσ(ω)) = di(1) = 1.
Lemma 3.5 implies di(ω) = ±zn for some integer n, hence ω = ±(t + α)n. This
concludes the proof of Theorem 4.1 when charR 6= 2
4.3. Characteristic 2. Now we prove Theorem 4.1 when charR = 2. Again we
can assume that R is a complete field. This time we define α as a solution of
Z2 + tZ + 1 = 0. One can show that α /∈ AR and similarly as before we let
σ ∈ AutARAR[α] be defined by σ(α) = t+ α (that is, we interchange the roots of
Z2 + tZ + 1).
With this setup, the proof goes exactly as in the previous section, except that
the ring B should be defined as
B =
R{t, u}
(u2 + tu+ 1)R{t, u}
and Lemma 4.4 should be replaced by
Lemma 4.5. The rule t 7→ z + w, u 7→ z extends (by substitution) to an R-
isomorphism
δ : B → R{z, w}
(zw − 1)R{z, w}
whose inverse δ′ is determined by z 7→ u, w 7→ t+ u.
We leave the remaining details to the reader.
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5. The case of fixed characteristic
In this section we discuss how to interpret in a positive existential way the ring
of rational integers in the Lt-structure AR when charR = p ≥ 0 is given. That is,
the interpretation in this section will not be uniform in the characteristic. However,
this is enough for proving Theorem 1.1, and indeed it is a relevant step in our final
goal of interpreting the integers uniformly as we will see in Section 7.
Before going to the positive characteristic case, first we prove
Theorem 5.1. The ring of integers (Z; 0, 1,+, ·,=) is uniformly positive existen-
tially interpretable in the class of Lt-structures AR as R ranges over the integral
domains of characteristic zero with a non-Archimedean absolute value.
Proof. By Theorem 4.1, the argument of [4] applies directly. Indeed, this is the
same way to proceed as in [8], once one knows that the analytic solutions of the
Pell equation X2 − (t2 − 1)Y 2 = 1 are exactly the same polynomial solutions from
[4]. In a nutshell, one recovers the integers as the values yn(1) = n (here, (±xn, yn)
are the solutions of the Pell equation). 
When the characteristic is positive, we would like to say that thanks to Theorem
4.1 the argument is the same as in [5], but actually we can’t. The reason is that
we only considered the Pell equation X2 − (t2 − 1)Y 2 = 1 (when p 6= 2), but
for the argument in [5] to work one would need that the analytic solutions of
X2− (a2−1)Y 2 = 1 are polynomials whenever a is a non-constant polynomial. We
do not know if the latter is true and our techniques from Section 4 do not apply
directly to this more general Pell equation. We can circumvent this difficulty by
invoking the general results of [15].
Theorem 5.2. Let p be a prime. The ring (Z; 0, 1,+, ·,=) is uniformly positive
existentially interpretable in the class of Lt-structures AR as R ranges over the
integral domains of characteristic p with a non-Archimedean absolute value.
Proof. It suffices to prove the theorem for the semi-ring (N; 0, 1,+, ·,=) instead
of the ring (Z; 0, 1,+, ·,=). After analyzing the arguments in [15], we see that it
suffices to find a positive existential Lt-definition of the set
P = {t, t2, t3, t4, . . .} ⊆ AR
which is uniform on the ring R, although it can depend on p (indeed, this is imme-
diate from the main theorem of [15] if uniformity on R is ignored, but actually for
fixed p the formulas in [15] do not depend on R).
Fix p > 0. Let us first give a positive existential Lt-definition of the set
F = {t, tp2 , tp3 , tp4 , . . .} ⊆ AR
which is uniform on the ring R.
Assume p > 2. Consider the formula
φ(f) : ∃y, h, u, v, g,(f2 − (t2 − 1)y2 = 1) ∧ (f = 1 + (t− 1)h)∧
(u2 − ((t+ 1)2 − 1)v2 = 1) ∧ (u = 1 + tg) ∧ (u = f + 1).
Theorem 4.1 applies to the Pell equation X2 − ((t + 1)2 − 1)Y 2 = 1 (that is, this
equation has only polynomial solutions) because the substitution t 7→ t+ 1 defines
an automorphism of AR˜ where R˜ is the completion of R. Therefore, we can apply
Lemma 2.1 [5] in the special case a = t (specially items 5, 6 and 7) to conclude
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that the formula φ(f) defines the set F . This gives the desired definition for F in
the case p > 2. When p = 2 we proceed similarly, but we use Lemma 3.1 from [5]
instead (specially items 5 and 6).
Finally, we claim that the formula
ψ(f) : ∃h, φ(h) ∧ (f |h) ∧ (t|f) ∧ (t− 1|f − 1)
defines P in AR (here, the symbol | stands for divisibility in AR, which is Lt-
definable in a uniform positive existential way). Indeed, ψ(f) holds if and only
if
• h = tpn for some n ≥ 1, and
• f divides tpn in AR,
• t divides f in AR, and
• f(1) = 1 (this makes sense even if R is not complete, because any f satis-
fying the second item is a polynomial; see the proof of Corollary 4.2),
but these items hold if and only if f ∈ P . 
As the reader can check, the formulas φ(f) and ψ(f) do not depend on the
characteristic when p > 2. The reason for the previous theorem to be non-uniform
in the characteristic is due to the use of Pheidas’ results from [15]. We do not know
how to make Pheidas’ theorem uniform, and a different approach is necessary.
Instead, we will resurrect Denef’s approach from [5] in this context, replacing the
use of the more general Pell equation X2 − (a2 − 1)Y 2 = 1 by an application of
Bu¨chi’s problem.
Although we do not have uniformity in the characteristic at this point, Theorem
5.1 and Theorem 5.2 already prove Theorem 1.1 thanks to Matijasevich’s result [9].
6. Bu¨chi’s problem and the pr-th power relation
Let us recall the following theorem from [17] (see also [16], [20] and [13]). It
gives a solution to Bu¨chi’s n squares problem for polynomial rings in positive char-
acteristic.
Theorem 6.1. Let k be an algebraically closed field of characteristic p ≥ 17. Sup-
pose that u1, . . . , u17 are squares in the polynomial ring k[t] such that at least one of
them is not in k, and such that for each 1 ≤ n ≤ 15 we have un+2−2un+1+un = 2.
Then there is v ∈ k[t] and r ≥ 0 such that for each n
un = (n+ v)
pr+1.
Bu¨chi’s problem was originally formulated by J. Bu¨chi on Z, and remains open.
It states the following:
Problem 6.1. There is a constant M with the following property:
Suppose that u1, . . . , uM are integer squares such that for each 1 ≤ n ≤ M − 2
we have un+2 − 2un+1 + un = 2. Then there is v ∈ Z such that un = (n + v)2 for
each n.
The original intended application was to obtain a strong form of the negative
solution of Hilbert’s tenth problem: undecidability for the problem of simultaneous
representation of integers by diagonal quadratic forms. See [7] or [10] for details on
Bu¨chi’s original problem. Subsequent analogues of this problem have found similar
applications for diagonal quadratic forms, see for instance [11]. The application of
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Theorem 6.1 that we give here, however, is different; it is closer to the application
given in [12].
Consider the following relation on AR, for R of characteristic p > 0: we say that
u ≥p v if there is r ≥ 0 such that u = vpr .
We will use Theorem 6.1 for expressing the relation u ≥p v uniformly in the
language Lt, in very much the same way as in [12] (although in [12] it was used
a symmetrized version of ≥p). Actually we are not able to fully define ≥p in AR
because we do not know if the analogue of Theorem 6.1 holds for AR. However, we
will be able to partially define ≥p in a way that is sufficient for our purposes (using
the fact that R[t] ⊆ AR).
Theorem 6.2. There is a positive existential Lt-formula β(x, y) with the following
property:
Let R be an integral domain of characteristic p ≥ 17 endowed with a non-
Archimedean absolute value. Let f, g ∈ AR. If actually f, g ∈ R[t] then the following
two items are equivalent
(a) AR satisfies β(f, g),
(b) f ≥p g.
Proof. We claim that the formula
β′(x, y) : ∃u1, . . . , u17, z,
15∧
n=1
(un+2 − 2un+1 + un = 2) ∧ (xy = u1)∧
(x+ y = u2 − u1 − 1) ∧ (x = yz)
has the next property: for charR = p ≥ 17, if f, g ∈ R[t] and f or g is non-constant,
then AR satisfies β′(f, g) if and only if f ≥p g.
Suppose that f ≥p g, say, f = gpr . Taking un = (n− 1 + g)pr+1 and z = gpr−1
we see that AR satisfies β′(f, g).
Conversely, if AR satisfies β′(f, g) then u1 = fg and u2 = f+g+u1+1 belong to
R[t]. Solving the second order recurrence imposed by
∧15
n=1(un+2−2un+1+un = 2)
we can express each un in terms of u1 and u2 showing that for each n we have
un ∈ R[t]. Moreover, since f or g has positive degree so does u1 or u2, hence we
can apply Theorem 6.1 to conclude that there is v ∈ k[t] and r ≥ 0 such that for
each n we have un = (n+v)
pr+1 (here, k is the algebraic closure of the fraction field
of R). One can directly check that the pairs (v+1, (v+1)p
r
) and ((v+1)p
r
, v+1)
are solutions of the system of equations{
XY = u1
X + Y = u2 − u1 − 1
which has exactly two solutions counting multiplicity, hence, it has no other solu-
tions (the case r = 0 requires to check that there is just one double solution, which
is true because the discriminant of the polynomial
Z2 − (u2 − u1 − 1)Z + u1 = Z2 − ((v + 2)2 − (v + 1)2 − 1)Z + (v + 1)2
is 0). However, the pairs (f, g) and (g, f) are also solutions because AR satisfies
β′(f, g), hence, (f, g) = (v + 1, (v + 1)p
r
) or (f, g) = ((v + 1)p
r
, v + 1). The clause
(f = zg) implies g|f and therefore we conclude (f, g) = ((v + 1)pr , v + 1). Thus
f ≥p g.
16 NATALIA GARCIA-FRITZ AND HECTOR PASTEN
Finally, we take
β(x, y) : ∃u, v, (u2 − (t2 − 1)v2 = 1) ∧ β′(u, t) ∧ β′(ux, ty) ∧ β′(x, y).
Let us check that this formula works. Let f, g ∈ R[t].
If (b) holds, say f = gp
r
, then we take u = tp
r
and v = (t2 − 1)(pr−1)/2. It is
straightforward to check that AR satisfies β(f, g) with these choices of u, v thanks
to our previous work on β′(x, y), hence (a) holds.
Conversely, if (a) holds then Theorem 4.1 implies that u, v ∈ R[t]. Since u, t ∈
R[t] and t has positive degree, the fact that AR satisfies β′(u, t) implies that u = tpr
for some r ≥ 0. We observe that uf and tg belong to R[t]. If both f, g are 0 then
f ≥p g immediately, so we can assume that f or g is not 0. Then at least one of
uf or tg has positive degree, and the fact that AR satisfies β′(uf, tg) implies that
uf = (tg)p
s
for some s ≥ 0. Hence tprf = tpsgps and we want to conclude that (b)
holds. If both f, g belong to R then r = s and f = gp
r
. On the other hand, if f
or g has positive degree then the fact that they are polynomials and AR satisfies
β′(f, g) implies that f ≥p g. Therefore (b) holds. 
7. Uniform interpretation of the integers
7.1. Outline of the proof of Theorem 1.2. In this section we prove our main
result, Theorem 1.2. For this it will be useful to introduce a collection of auxiliary
structures.
Consider the language L∗ = {0, 1,+, |, |∗, 6=} and for each prime p we define the
the L∗-structure
Zp = (Z; 0, 1,+, |, |p, 6=)
where n|pm means that there is r ≥ 0 such that m = ±prn.
The proof of Theorem 1.2 is done in three steps.
Step 1. For p ≥ 17, we give a uniform positive existential interpretation of Zp on
the class of Lt structures AR when charR = p. The key point is that the
formulas will be independent of p.
Step 2. Using results of [12], we will deduce that the ring Z is uniformly positive
existentially interpretable in the class of Lt-structures AR, for charR ≥ 17.
Step 3. Finally, we cover the finitely many remaining characteristics using the re-
sults of Section 5.
The rest of this section is devoted to these steps.
7.2. Step 1. We need the next result.
Lemma 7.1. There is a positive existential Lt-formula ν(x) with the following
property:
Let R be an integral domain of characteristic p > 0 with a non-Archimedean
absolute value. For all f ∈ Fp[t] ⊆ AR we have that: AR satisfies ν(f) if and only
if f 6= 0.
Proof. We claim that the formula
ν(x) : ∃a, b, c, (ta+ 1)((t− 1)b+ 1) = fc
works. Let us remark that this formula is known to work in the polynomial case,
but here the variables under quantifiers range over AR.
Assume first that AR satisfies ν(f), then ta 6= −1 and (t − 1)b 6= −1 because
t and t − 1 are not invertible in AR (this can be seen in a number of ways, for
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instance, looking at Newton polygons). Hence fc 6= 0 because AR is an integral
domain, and we conclude that f 6= 0.
Conversely, assume that f 6= 0, where f ∈ Fp[t] ⊆ AR. Let us factor f in Fp[t]
as f = tα(t − 1)βΓ where t, t− 1 do not divide Γ in Fp[t]. Put F = (t − 1)βΓ and
G = tαΓ. Since (t, F ) = 1 in Fp[t] we see that there are u, v ∈ Fp[t] such that
tu + Fv = 1. Similarly, there are r, s ∈ Fp[t] such that (t − 1)s + Gr = 1. From
these equations we deduce (−tu + 1)(−(t − 1)s + 1) = FvGr = fΓvr, so we can
take a = −u, b = −s and c = Γvr which belong to Fp[t] ⊆ AR. 
The goal of the present step is achieved by the following result.
Lemma 7.2. There is a set of positive existential Lt-formulas Φ = {φs}s∈L∗∪{L∗}
with the following property:
Let p ≥ 17. The L∗-structure Zp is uniformly interpretable by Φ in the class
of Lt structures AR as R ranges over all the integral domains of characteristic p
endowed with a non-Archimedean absolute value.
Proof. First we list the formulas of Φ:
φL∗(x, y) : ∃z, (x2 − (t2 − 1)y2 = 1) ∧ (x = 1 + (t− 1)z)
φ0(x, y) : x = 1 ∧ y = 0
φ1(x, y) : x = t ∧ y = 1
φ+(x, y, u, v, f, g) : φL∗(x, y) ∧ φL∗(u, v)∧
(f = xu+ (t2 − 1)yv) ∧ (g = xv + yu)
φ|(x, y, u, v) : ∃z, φL∗(x, y) ∧ φL∗(u, v) ∧ (v = yz)
φ|∗(x, y, u, v) : φL∗(x, y) ∧ φL∗(u, v) ∧ β(u, x)
φ=(x, y, u, v) : φL∗(x, y) ∧ φL∗(u, v) ∧ (x = u) ∧ (y = v)
φ6=(x, y, u, v) : φL∗(x, y) ∧ φL∗(u, v) ∧ (ν(x − u) ∨ ν(y − v))
with β(x, y) as in Theorem 6.2, and ν(x) as in the previous lemma.
Let us check that these formulas work. By Theorem 4.1 and Item 7 of Corollary
4.2, we see that for each R as in the statement we have
φARL∗ = {(xn, yn) : n ∈ Z, xn + yn
√
t2 − 1 = (t+
√
t2 − 1)n}.
Then we take
θAR : φ
AR
L∗ → Z = |Zp|, (xn, yn) 7→ n.
Finally, φ0 and φ1 work because (x0, y0) = (1, 0) and (x1, y1) = (t, 1); φ+ works by
Item 3 of Corollary 4.2; φ| works by Item 4 of Corollary 4.2; φ|∗ works by Theorem
6.2 along with Item 5 of Corollary 4.2; φ= works because θAR is bijective, and φ6=
works by Lemma 7.1 and by the last assertion of Theorem 4.1. 
We remark that the previous proof is the same as the arguments of [5] with
respect to φL∗ , φ0, φ1, φ+, φ| (of course, after we know Theorem 4.1), but the
argument is different for φ|∗ . Moreover, for our purposes we also need φ6=.
7.3. Step 2. Note that the relation |p in Z used in [12] is the simetrization of the
relation |p used by us. Hence, |p can be defined over L∗ by
x|py if and only if Zp satisfies x|∗y ∨ y|∗x
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which gives a uniform positive existential L∗-definition. Similarly, the relation T
on Z (that is, Z− {−1, 0, 1}) used in [12] can be defined over L∗ by
T (x) if and only if Zp satisfies x+ 1 6= 0 ∧ x 6= 0 ∧ x 6= 1
which gives a uniform positive existential L∗-definition. Therefore Lemma 7.2 im-
plies that, for each given p ≥ 17, the structures Dp = (Z; 0, 1,+, |, |p,=, T ) from
[12] are uniformly positive existentially interpretable in the class of Lt structures
AR as R ranges over all the integral domains of characteristic p ≥ 17 endowed with
a non-Archimedean absolute value, by a set of formulas Φ′ which is independent of
p.
On the other hand, the ring (Z; 0, 1,+, ·,=) is uniformly positive existentially
interpretable in the structures Dp by Theorem 4.3 from [12]. Therefore, by the
transitivity property of uniform interpretability (cf. Section 3.3 [12]) we conclude:
Theorem 7.3. The ring (Z; 0, 1,+, ·,=) is uniformly positive existentially inter-
pretable in the class of Lt structures AR as R ranges over all the integral domains
of characteristic p ≥ 17 endowed with a non-Archimedean absolute value.
7.4. Step 3 and conclusion of the proof. Consider for each p the class of Lt
structures Up that consists of all AR with charR = p. The positive existential
Lt-formula
κp : 1 + 1 + · · ·+ 1︸ ︷︷ ︸
p times
= 0
is satisfied by each structure in Up, and it is false in each AR with charR 6= p. On
the other hand, consider the class of Lt-structures U≥p which is the union of the
Uq for all primes q ≥ p. For p > 2 given let p1, . . . , pr be the primes smaller than
p. The positive existential Lt-formula
κ≥p : ∃z1, . . . , zr,
r∧
j=1
zj + zj + · · ·+ zj︸ ︷︷ ︸
pj times
= 1
is satisfied by each structure in U≥p, and it is false in each AR with 0 < charR < p.
Let U be the class of Lt-structures AR where R ranges over all integral domains
R of positive characteristic endowed with a non-Archimedean absolute value. Note
that U is the union of U2, U3, ..., U13, U≥17. By Theorem 5.2 we know that the ring
(Z; 0, 1,+, ·,=) is uniformly positive existentially interpretable in each of U2, U3, ...,
U13, while Theorem 7.3 shows that (Z; 0, 1,+, ·,=) is uniformly positive existentially
interpretable in U≥17. The formulas κ2, ..., κ13, κ≥17 allow us to apply Fact 3.5
from [12], and we conclude that (Z; 0, 1,+, ·,=) is uniformly positive existentially
interpretable in U . This concludes the proof of Theorem 1.2.
8. Open problems
In this section we briefly present two open problems naturally related to the
topics discussed in this work.
8.1. The Archimedean case. After Theorem 1.1, the only case of Hilbert’s tenth
problem (with coefficients in Z[t]) for entire analytic functions in one variable that
remains unsolved is the Archimedean case. In particular, the following problem is
open (with the notation introduced in Section 1).
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Problem 8.1. Is the positive existential theory of the ring of complex entire func-
tions H over the language Lt decidable?
For additional information on this problem, see [19] (specially sections 6 and 8)
and the references therein.
8.2. More general Pell equations. The Pell equation X2− (t2−1)Y 2 = 1 plays
a central role in our arguments. In the case of entire functions in characteristic
zero, analyzing this equation is enough for solving Hilbert’s tenth problem (see
[8] or Theorem 5.1) in the same way as in the work of Denef for polynomials in
characteristic zero [4]. For the case of positive characteristic discussed in the present
work, this equation is not enough for applying Denef’s argument for polynomials
in positive characteristic [5], but we found a different approach without considering
more general Pell equations. Nevertheless, the following problem is interesting on
its own right:
Problem 8.2. Suppose that charR 6= 0. Let xn(t), yn(t) ∈ R[t] be the polynomials
defined by xn+
√
t2 − 1yn = (t+
√
t2 − 1)n. Let f ∈ AR be non-constant. Is it true
that the only solutions of X2 − (f2 − 1)Y 2 = 1 in AR are (±xn(f), yn(f))?
A similar question can be asked when charR = 2. This problem is solved
(affirmatively) when R has the trivial valuation, that is, when AR = R[t] (see
[5, 18]). In the Archimedean case R = C this problem has a negative answer
already when f = t (for instance, see Lemma C.6 in [19]). To the best of our
knowledge, Problem 8.2 is open in all other cases, namely, when R has a non-trivial
non-Archimedean absolute value.
If Problem 8.2 has a positive answer for suitable R, then the arguments of [18]
could be adapted to show undecidability of the positive existential theory of AR
over the ‘geometric’ language LT = {0, 1,+, ·,=, T }, where T (f) means ‘f is non-
constant’.
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