In this paper, we consider the exact/approximate general joint block diagonalization (GJBD) problem of a matrix set {A i } p i=0 (p ≥ 1), where a nonsingular matrix W (often referred to as diagonalizer) needs to be found such that the matrices W H A i W 's are all exactly/approximately block diagonal matrices with as many diagonal blocks as possible. We show that the diagonalizer of the exact GJBD problem can be given by W = [x 1 , x 2 , . . . , x n ]Π, where Π is a permutation matrix, x i 's are eigenvectors of the matrix polynomial P (λ) = p i=0 λ i A i , satisfying that [x 1 , x 2 , . . . , x n ] is nonsingular, and the geometric multiplicity of each λ i corresponding with x i equals one. And the equivalence of all solutions to the exact GJBD problem is established. Moreover, theoretical proof is given to show why the approximate GJBD problem can be solved similarly to the exact GJBD problem. Based on the theoretical results, a three-stage method is proposed and numerical results show the merits of the method.
Introduction
The problem of joint block diagonalization of matrices (also called simultaneously block diagonalization problem), is a particular decomposition of a third order tensor in block terms [17] , [18] , [21] , [34] . Over the past two decades, such a decomposition has found many applications in independent component analysis (e.g., [9] , [20] , [38] , [39] ) and semidefinite programming (e.g., [4] , [15] , [16] , [22] ). For example, in blind source separation (BSS), people aim to recover source signals from the observed mixtures, without knowing either the distribution of the sources or the mixing process [13] , [14] , [24] . Different assumptions on the source signals lead to different models and methods. Typically, there are three cases: first, the source signals are mutually statistically independent, the mixing system can be estimated by joint diagonalization (JD), e.g., JADE [10] , eJADE [31] , SOBI [5] and Hessian ICA [37] , [42] ; second, there are several groups of signals, in which components from different groups are mutually statistically independent and statistical dependence occurs between components in the same group (known as multidimensional BSS or group BSS), the mixing system can be estimated by joint block diagonalization (JBD) [9] , [38] ; third, the number of groups and the size of each group are unknown, the mixing system can be estimated by general joint block diagonalization (GJBD).
To proceed, in what follows we introduce some definitions and notations, then formulate the JBD problem and the GJBD problem mathematically. is n j -by-n j for j = 1, 2, . . . , t, the symbol (·) ⋆ stands for the transpose of a real matrix or the conjugate transpose of a complex matrix. The GJBD problem. Given a matrix set A = {A i } p i=0 with A i ∈ A n . Find a partition τ ′ n = (n ′ 1 , n ′ 2 , . . . , n ′ t ) ∈ T n and a matrix W = W (τ ′ n ) ∈ W n such that card(τ ′ n ) = max{card(τ n ) there exists a W = W (τ n ) which solves JBD}.
The transformation matrix W is often referred to as a diagonalizer. The (G)JBD problem is called symmetric/Hermitian (G)JBD if A n = S n /H n ; exact/approximate (G)JBD if (1.1) is satisfied exactly/approximately; orthogonal/ non-orthogonal (G)JBD if A n = R n×n and W n = O n /GL(n, R); similarly, unitary/non-unitary (G)JBD if A n = C n×n and W n = U n /GL(n, C).
In practical applications, the matrices A i 's are usually constructed from empirical data, as a result, the exact JBD problem has no solutions and the exact GJBD problem has only trivial solution ((n), I n ). Consequently, the approximate (G)JBD problem is considered instead. For the JBD problem, it is natural to formulate it as a constrained optimization problem C(W ) = min, where C(·) is a cost function used to measure the off-block diagonal parts of A i 's, W is a diagonalizer in certain feasible set. Different cost functions and feasible sets together with various optimization methods lead to many numerical methods. Since this paper mainly concentrates on algebraic methods, we will not list the detailed literature on the optimization methods, we refer the readers to [11] , [19] , [40] and references therein. For the GJBD problem, one needs to minimize the off-block diagonal parts of A i 's and maximize the number of diagonal blocks simultaneously, it is difficult to formulate it as a simple optimization problem that can be easily solved. By assuming that the GJBD problem shares the same local minima with the JD problem, the GJBD problem is simply solved with a JD algorithm, followed by a permutation, which is used to reveal the block structure [1] , [39] .
Without good initial guesses, optimization methods may suffer from slow convergence, or converge to degenerate solutions. Algebraic methods, on the other hand, are able to find a solution in finite steps with predictable computational costs. And even if the solutions returned by algebraic methods are "low quality", they are usually good initial guesses for optimization methods. In current literature, the algebraic methods for the GJBD problem fall into two categories: one is based on matrix * -algebra (see [25] , [28] , [29] , [32] , for the orthogonal GJBD problem and a recent generation [7] for the non-orthogonal GJBD problem), the other is based on matrix polynomial (see [8] for the Hermitian GJBD problem). In the former category, a null space of a linear operator needs to be computed, which requires O(n 6 ) flops, thus, for problems with large n, such an approach will be quite expensive for both storage and computation. In this paper, we will focus on the latter category, which we will show later that it only requires O(n 3 ) flops.
As the results in this paper is an extension of those in [8] , in what follows, we summarize some related results therein. For a Hermitian matrix set {A i } p i=0 , the corresponding matrix polynomial is constructed as P A (λ) = p i=0 λ i A i . Assuming that P A (λ) is regular and has only simple eigenvalues, and using the spectral decomposition of the Hermitian matrix polynomial, theoretically, it is shown that the column vectors of the diagonalizer of the exact Hermitian GJBD problem of {A i } p i=0
can be given by n linearly independent eigenvectors (in a certain order) of P A (λ) ([8, Corollary 3.5]); all solutions to the Hermitian GJBD problem are equivalent, i.e., all solutions are unique up to block permutations and block diagonal transformations ( [8, Theorem 3.8] ). Therefore, one can solve the Hermitian GJBD problem by finding n linearly independent eigenvectors x 1 , x 2 , . . . , x n of P A (λ), followed by determining a permutation Π via revealing the block diagonal structure of
Numerically, it is shown that MPSA-II, though designed to solve the exact Hermitian GJBD problem, is able to deal with the approximate Hermitian GJBD problem to some extent. However, the approach in [8] suffers from the following three disadvantages: first, the proofs are difficult to follow if the readers are unfamiliar with the spectral decomposition of a matrix polynomial; second, there is no theoretical proof to show why the approach is applicable for the approximate Hermitian GJBD problem; third, the approach can not be used to solve general (A i 's are not necessarily Hermitian) GJBD problem directly. 1 In this paper, we try to give a remedy. For a matrix set A = {A i } p i=0 , we still construct the matrix polynomial as
. . , x n be n linearly independent eigenvectors of P A (λ). Under the assumption that the geometric multiplicities of the corresponding eigenvalues equal one (much weaker than that "P A (λ) is regular and all eigenvalues are simple"), we show that the diagonalizer of the exact GJBD problem can be written as XΠ = [x 1 , x 2 , . . . , x n ]Π, where Π is a permutation matrix; all solutions to the exact GJBD problem are equivalent. The proofs of these results are easy to follow, without using the spectral decomposition of a matrix polynomial. Furthermore, using perturbation theory, we give a theoretical proof for using XΠ as the diagonalizer for the approximate GJBD problem. Lastly, a three-stage method, which is modified from MPAS-II in [8] , is proposed. Numerical examples show that the proposed method is effective and efficient.
The rest of the paper is organized as follows. In section 2, we give some preliminary results on matrix polynomials and motivations for using a matrix polynomial to solve the GJBD problem. In section 3, the main results are presented. Numerical method and numerical examples are given in sections 4 and 5, respectively. Finally, we present some concluding remarks in section 6.
Notations.
The imaginary unit √ −1 is denoted by ı. For a matrix A = [a ij ], |A|, A 2 and A F denote [|a ij |], the 2-norm and Frobinius norm, respectively. The eigenvalue sets of a square matrix A and a matrix polynomial P (λ) are denoted by λ(A) and λ(P ), respectively. The MATLAB convention is adopted to access the entries of vectors and matrices. The set of integers from i to j inclusive is i : j. For a matrix A, its submatrices A(k : ℓ, i : j), A(k : ℓ, :), A(:, i : j) consist of intersections of row k to row ℓ and column i to column j, row k to row ℓ and all columns, all rows and column i to column j, respectively.
1 By constructing a Hermitian matrix polynomial PA(λ) λ
, one can still follow the approach in [8] to solve the general GJBD problem of {Ai} p i=0 , but the degree of PA(λ) is 2p + 1, almost twice as many as the degree of PA(λ).
Preliminary and motivation
A matrix polynomial of degree p is defined as
where the coefficient matrices A i 's are all n-by-n matrices and A p = 0. A scalar λ is called an eigenvalue of P (λ) if det(P (λ)) = 0. A nonzero vector is called the corresponding eigenvector if P (λ)x = 0. Such λ together with x are called an eigenpair of P (λ), denoted by (λ, x). The polynomial eigenvalue problem (PEP) P (λ)x = 0 is equivalent to a generalized eigenvalue problem (GEP) (λM + N )u = 0, where
L and M are some np-by-np matrices. Such a transformation is called linearization. Linearizations are not unique, among which, the commonly used one can be given by
For more linearizations and some structure preserving linearizations for structured matrix polynomials, we refer the readers to [23] , [26] , [30] . The eigenvalues and eigenvectors of PEP can be obtained via those of GEP, vice versa.
At first glance, it seems that the matrix polynomial is not related to the GJBD problem at all. But in fact, they are closely related. Let us consider the GJBD problem of three matrices {A 0 , A 1 , A 2 } with By calculations, we can show that the 2-by-2 blocks in
This example shows that the GJBD problem can be indeed solved via linearly independent eigenvectors of a matrix polynomial, in the proceeding sections, we will present the theoretical proofs.
Given a matrix set A = {A i } p i=0 , the matrix polynomial P A (λ) is constructed in a particular order of the matrices in A. However, the matrices are not ordered in any way for the GJBD problem of A. Later, we will see that the results in this paper do not depend on such an order. So it suffices to show the results for only one matrix polynomial, say P A (λ).
Main results
In this section, we give our main results for the exact and approximate GJBD problems in subsections 3.1 and 3.2, respectively.
On exact GJBD problem
In this subsection, we first characterize the diagonalizer W , then show the equivalence of the solutions.
Assume that X is nonsingular and the geometric multiplicities of λ 1 , λ 2 , . . . , λ n all equal one. If (τ n , W ) solves the GJBD problem, then there exist a permutation matrix Π and a nonsingular matrix D ∈ D τn such that W D = XΠ, i.e., (τ n , XΠ) also solves the GJBD problem.
Proof. As (τ n , W ) is a solution to the GJBD problem, we have
Since (λ j , x j ) for j = 1, 2, . . . , n are eigenpairs of P A (λ), we also have
Pre-multiplying (3.2) by W H and using (3.1), we get
, and the geometric multiplicities of λ j 's, as eigenvalues of P (D), all equal one. Denote
, we know that for each λ j , it belongs to a unique λ(
and the geometric multiplicities of λ j 's all equal one. Let n ′ 1 , n ′ 2 , . . . , n ′ t be the numbers of λ j 's in λ(P A 1 ), λ(P A 2 ), . . . , λ(P At ), respectively. Then there exists a permutation matrix Π such that
where
The assumption that the geometric multiplicities of λ 1 , λ 2 , . . . , λ n all equal one implies that λ(T j ) ∩ λ(P A k ) = ∅ for j = k, therefore, by (3.3), we have Y jk = 0 for j = k. Thus, for any 1 ≤ k ≤ t, it holds that
is a nonsingular τ n -block diagonal matrix. The conclusion follows.
Based on Theorem 3.1, we can solve the exact GJBD problem by finding n linearly independent eigenvectors X of P A (λ), then determining a permutation Π by revealing the block structure of Π T X H A i XΠ. We will discuss the details in section 4.
Let τ n = (n 1 , n 2 , . . . , n t ) ∈ T n , (τ n , W ) be a solution to the GJBD problem, then (τ n Π t , W DΠ) also solves the GJBD problem, where Π t ∈ R t×t is a permutation matrix, Π ∈ R n×n is a block permutation matrix corresponding with Π t , which can be obtained by replacing the "1" and "0" elements in ith row of Π t by a permutation matrix of order n i and zero matrices of right sizes, respectively, D ∈ D τn is nonsingular. For two solutions (τ n , W ), (τ n , W ) to the GJBD problem, we say that (τ n , W ) is equivalent to (τ n , W ) if there exist a permutation matrix Π t and a nonsingular matrix D ∈ D τn such that (τ n , W ) = (τ n Π t , W DΠ), where Π is the block permutation matrix corresponding with Π t .
Next, we show that all solutions to the GJBD problem are equivalent, under mild conditions.
. . , x n ] is nonsingular and the geometric multiplicities of λ 1 , λ 2 , . . . , λ n all equal one, then all solutions to the GJBD problem of A are equivalent.
Proof. First, by Theorem 3.1, for any two solutions (τ n , W ), (τ n , W ) to the GJBD problem of B, there exist two permutation matrices Π and Π and two nonsingular matrices D ∈ D τn and D ∈ Dτ n such that W D = XΠ and
where h ij is the (i, j) entry of H. On one hand, using the fact that (τ n , W ) and (τ n , W ) are both solutions to the GJBD problem, we know that Π T HΠ ∈ D τn and Π T H Π ∈ Dτ n , and card(τ n ) = card(τ n ). On the other hand, notice that H is a vertex-adjacency matrix of a graph G, and G has t components G 1 , G 2 , . . . , G t , and G i is connected with n i vertices for i = 1, 2, . . . , t, where n i is the ith entry of τ n . No matter how we relabel the vertices of G, the collection of the numbers of vertices of all connected components of G remains invariant. Therefore, there exists a permutation matrix Π t 2 The space spanned by several matrices is defined as span{A0, A1, .
of order t such thatτ n = τ n Π t and Π = Π T Π is the block permutation matrix corresponding with Π t . Then it follows that
In other words, all solutions to the GJBD problem of B are equivalent. Second, notice that for a partition τ n , W is a diagonalizer of the JBD problem of A if and only if W is a diagonalizer of the JBD problem of B, since span{B 0 , B 1 , . . . , B q } = span{A 0 , A 1 , . . . , A p }. The conclusion follows immediately.
Theorem 3.2 implies that the solution to the GJBD problem does not depend on the choices of the matrix polynomials, neither the choices of n linearly independent eigenvectors.
On approximate GJBD problem
In this subsection, we show that the solution to the approximate GJBD problem can also be written in the form (τ n , XΠ), where τ n is some partition of n, X is a nonsingular matrix whose columns are eigenvectors of P A (λ), Π is some permutation matrix. The following two lemmas are needed for the proof.
Lemma 3.1. Let x, y ∈ C n be two nonzero vectors, then
where ∠(x, y) is the angle between the subspaces spanned by x and y, respectively.
The proof of Lemma 3.1 is simple, we will omit it here. The following lemma is rewritten from Theorem 4.1 in [33] .
Lemma 3.2. Let (λ,x) be an approximate eigenpair of P (λ) = p i=0 λ i A i with residual P (λ)x = 0. Suppose L(λ) = λM + N is a linearization of P (λ) given by (2.3), and L(λ) has a generalized Schur form
in which M 1 , N 1 are both upper-triangular. Then the eigenvector x 1 of P (λ) corresponding with λ 1 satisfies
where g = g(λ 1 ,λ; P (λ)) 1
Define a matrix set W as
Now we are ready to present the third main theorem.
. For a partition τ n = (n 1 , . . . , n t ), assume that there exists a matrix W ∈ W such that
Then there exists a permutation matrix Π such that
Proof. First, using the assumption that (τ n , I n ) is a solution to the exact GJBD problem of D, together with Theorem 3.1, we know that there exists a permutation matrix Π such that Y Π ∈ D τn . Second, for each 1 ≤ j ≤ n, take (λ j , W −1 x j ) as an approximate eigenpair of P D (λ). Using Lemma 3.2, we have
Then it follows from (3.7) and (3.10) that
By Lemma 3.1, there exists a t j ∈ C such that
Finally, direct calculations give rise to
where (3.12a) uses
. This completes the proof.
Several remarks follow.
Remark 3.1. The assumption that "(τ n , I n ) is a solution to the exact GJBD problem of D " is equivalent to say that "D can not be further block diagonalized".
Remark 3.2. If µ = 0, the approximate GJBD problem becomes the exact GJBD problem. The conclusion in Theorem 3.3 agrees with that in Theorem 3.1.
Remark 3.3. The inequality (3.9) implies that XΠ is a "sub-optimal" diagonalizer. The constant C plays a crucial role in bounding the off-block diagonal part of Π T X H A i XΠ. Notice that the condition number of W −1 X dominates the value of C. When W and X are good conditioned, κ 2 (W −1 X) is small. However, if W or X is ill-conditioned, κ 2 (W −1 X) can be quite large, which means that XΠ can be "low-quality". In fact, from the perturbation theory of JBD problem [6] (see also perturbation theory of JD problem in [36] , [2] ), the diagonalizer is sensitive to the perturbation when it is illconditioned. Therefore, it is not surprising to draw the conclusion that C can be large when W or X is ill-conditioned.
Numerical Method
According to Theorems 3.1 and 3.3, solutions to the exact/approximate GJBD problem can be obtained by the following three-stage procedure:
Stage 1 -eigenproblem solving stage. Compute n linearly independent eigenvectors x 1 , . . . , x n of the matrix polynomial P A (λ), and let X = [x 1 , . . . , x n ];
Stage 2 -block structure revealing stage. Determine τ n and a permutation matrix Π such that Π T X H A i XΠ for i = 0, 1, . . . , p are all approximately τ n -block diagonal and card(τ n ) is maximized.
Stage 3 -refinement stage. Refine XΠ to improve the quality of the diagonalizer.
We call the above three-stage method a partial eigenvector approach with refinement (PEAR) method for the GJBD problem. Next, we will discuss the implement details of each stage of the above procedure.
Stage 1.
In this stage, we compute n linearly independent eigenvectors of PEP P A (λ). By [35, Section 3] , the number of choices for n linearly independent eigenvectors is no less than p. How shall we make such a choice? To answer this question, let us consider the following GJBD problem first. Let W be a 3-by-3 matrix whose columns are selected from the columns of X. Define
For four different choices of W , we compute the condition number of W , f (τ n , W ) and θ(W, W ), and the results are listed in Table 4 .1.
From Example 5.1 we can see that the qualities of the four approximate diagonalizers W are quite different although they are all consisted of linearly independent eigenvectors: W in Cases 1 and 2 are good in the sense that f (τ n , W ) and θ(W, W ) are small, and W in Case 1 is better; W in Case 3 is not good though f (τ n , W ) is small; W in Case 4 is even not an approximate diagonalizer.
Based on the above observations and also Remark 3.3, it is reasonable to choose n linearly independent eigenvectors x 1 , x 2 , . . . , x n such that the condition number of [x 1 , x 2 , . . . , x n ] is as small as possible. Then the task of Stage 1 is reduced to find such n linearly independent eigenvectors. Classic eigensolvers for PEP concentrate on computing extreme eigenvalues or eigenvalues close to a prescribed number (and their corresponding eigenvectors), which are not suitable for the task. In this paper, we use the following two steps to accomplish the task:
Step 1. Compute k unit length eigenvectors x 1 , . . . , x k of the PEP by certain eigensolvers, where k is larger than n, say a multiple of n, k = 2n, 4n. In our numerical tests, we first transform the PEP into the GEP (λM + N )u = 0, where u, M and N are given by (2.2), (2.3), respectively. Then when p is small, we use QZ method to find all eigenvectors of the GEP; When p is large, we use Arnoldi method to compute k largest magnitude eigenvalues and the corresponding eigenvectors of the GEP. Finally, the eigenvectors of the PEP can be obtained via those of the GEP.
Step 2. Compute the QR decomposition of [x 1 , . . . , x k ] with column pivoting, i.e., [x 1 , . . . , x k ]P = QR, where P is a permutation matrix of order k, Q is unitary, R is upper triangular with main diagonal entries in a decreasing order. If the (n, n) entry of R is small, 3 return to Step 1 to find more eigenvectors, else set X as the first n columns of [x 1 , . . . , x k ]P . The above two-step procedure is perhaps the simplest way to accomplish the task of Stage 1, but it maybe still worth developing some particular eigensolvers for it.
Stage 2.
In this stage, we need to determine a partition τ n and a permutation matrix Π such that Π T X H A i XΠ's are all approximately τ n -block diagonal and card(τ n ) is maximized. This stage is of great importance for determining the solutions to the GJBD problem, but without knowing the number of the diagonal blocks, determining a correct τ n can be very tricky, especially when the noise is high and the block diagonal structure is fussy. From our numerical experience, the spectral clustering method [41] is powerful and efficient for finding τ n and Π. Let
we can define some (normalized) graph Laplacian matrix L from H. For example, in this paper, we set
Then the number of diagonal blocks equal the multiplicity of zero as an eigenvalue of L, using kmeans method [3] [27], τ n and Π can be determined by clustering the eigenvectors corresponding to eigenvalue zero.
Stage 3.
Theorem 3.3 only ensures that W = XΠ is a "sub-optimal" diagonalizer. In order to improve the quality of the diagonalizer, we propose the following refinement procedure. Let (τ n , W ) be an approximate solution to the GJBD problem produced by the first two stages of PEAR. Suppose τ n = (n 1 , . . . , n t ), W = [ W 1 , . . . , W t ] with W j ∈ C n×n j for j = 1, . . . , t. Denote
if A j 's are Hermitian;
by updating W j as V j , where the column vectors of V j are the n j right singular vectors of B j corresponding with the n j smallest singular values. For j = 1, 2, . . . , t, we update W j as above, we call it a refinement loop. We can repeat the refinement loop until the diagonalizer is sufficiently good. In our numerical test, three refinement loops are sufficient.
Note that the effectiveness of this refinement procedure is built on the assumption that τ n obtained in Stage 2 is correct. Without such an assumption, the refinement procedure may make the diagonalizer even more worse.
It is also worth mentioning here that the above refinement procedure can be used to update any approximate diagonalizer, not necessarily the one produced by Stage 2. As a matter of fact, the procedure itself can be used to find a diagonalizer, but without a good initial guess, the convergence can be quite slow.
Remark 4.1. In Stage 1, assuming each eigenpair can be found in O(1) steps, then k = O(n) eigenpairs can be obtained in O(n 3 ) steps. In Stage 2, first a symmetric eigenvalue problem needs to be solved, which can be done in O(n 3 ) flops; second, k-means needs to be performed, which is so fast in practice that we can ignore its cost. Stage 3 requires O(n 3 ) flops, including the matrix-matrix multiplications and singular value decomposition (SVD), etc. So the overall computational cost of PEAR is O(n 3 ) flops.
When the matrices A i 's are all real, a real diagonalizer is required. But the diagonalizer returned by PEAR is in general complex. Can we make some simple modifications to PEAR to get a real diagonalizer? The answer is positive. In fact, we can add the following "Stage 2.5" to get a real diagonalizer from PEAR.
Stage 2.5
Let W = [ W 1 , . . . , W t ] be the approximate diagonalizer at the beginning of Stage 3, where W j ∈ C n×n j for j = 1, . . . , t. For each j, denote W j = W jR + ı W jI , where W jR , W jI ∈ R n×n j are the real and imaginary parts of W j , respectively . Let the SVD of
j , where U j ∈ R n×n , V j ∈ R 2n j ×2n j are orthogonal, Σ j ∈ R n×2n j is diagonal with its main diagonal nonnegative and in a decreasing order. Then we update W j as W j = U j (:, 1 : n j ). As a consequence, W = [ W 1 , . . . , W t ] will be a real diagonalizer.
The mechanic behind the above procedure is the following critical assumption: A.) All solutions to the GJBD problem of A are equivalent, and the intersection of all diagonalizers and R n×n is nonempty.
Based on the above assumption, for the diagonalizer W ∈ C n×n at the beginning of 
is of full row rank. Therefore, updating W j as U j (:, 1 : n j ), we know that W = [U 1 (:, 1 : n 1 ), . . . , U t (:, 1 : n t )] is a real diagonalizer.
The assumption A.) in general holds, but not always. For example, consider the GJBD problem of {A 0 , A 1 }, where
Then by calculations, we know that ((1, 2),
) and ((1, 1, 1),
) are two inequivalent solutions to the GJBD problem with the diagonalizers in R n×n and C n×n , respectively. How to find a real diagonalizer when assumption A.) does not hold is difficult and needs further investigations. In our numerical tests (subsection 5.2), Stage 2.5 works perfectly for finding a real diagonalizer.
Numerical Examples
In this section, we present several examples to illustrate the performance of PEAR. All the numerical examples were carried out on a quad-core Intel R Xeon R Processor E5-2643 running at 3.30GHz with 31.3GB AM, using MATLAB R2014b with machine ǫ = 2.2 × 10 −16 .
We compare the performance of PEAR (with and without refinement) with the second GJBD algorithm in [7] , namely, ⋆-commuting based method with a conservative strategy, SCMC for short, and also two algorithms for the JBD problem, namely, JBD-LM [12] and JBD-NCG [34] . For PEAR, three refinement loops are used to improve the quality of the diagonalizer. For SCMC, the tolerance is set as 3n 2 10 −SNR/20 , where SNR is the signal-to-noise ratio defined below. For the JBD-LM method, the stopping criteria are W k+1 − W k F < 10 −12 , or | [34] ) are used to iterate 20 steps first, and then the iteration which produces the smallest value of the cost function proceeds until one of the stopping criteria is satisfied.
Random data
Let τ n = (n 1 , n 2 , . . . , n t ) be a partition of n, we will generate the matrix set A = {A i } p i=0 by the following model:
where V and D i are, respectively, the mixing matrix and the approximate τ n -block diagonal matrices. The elements in V and Bdiag τn (D i ) are all complex numbers whose real and imaginary parts are drawn from a standard normal distribution, while the elements in OffBdiag τn (D i ) are all complex numbers whose real and imaginary parts are drawn from a normal distribution with mean zero and variance σ 2 . The signal-to-noise ratio is defined as SNR = 10 log(1/σ 2 ). For model (5.1), we define the following performance index to measure the quality of the computed diagonalizer W , which is used in [7] and [8] :
. . , t, the vector (π(1), π(2), . . . , π(t)) is a permutation of {1, 2, . . . t} satisfying (n π(1) , n π(2) , . . . , n π(t) ) = τ n , the expression subspace(E, F ) denotes the angle between two subspaces specified by the columns of E and F , which can be computed by MATLAB function "subspace".
In what follows, we generate the matrix set by model (5.1) with the following parameters:
P1. n = 9, τ n = (3, 3, 3), p + 1 = 25.
P2. n = 9, τ n = (2, 3, 4), p + 1 = 25.
P3. n = 9, τ n = (2, 3, 4), p + 1 = 20, 40, . . . , 200, SNR=80.
P4. n = 9m, τ n = (2m, 3m, 4m) for m = 1, 2, . . . , 6, p + 1 = 10, SNR=80.
Experiment 1.
For different SNRs, we generate the data with parameters P1 and P2, respectively. Then for each matrix set generated by those parameters, we perform PEAR for 1000 independent runs. It is known that when the SNR is small, PEAR may fail, specifically, the block diagonal structure in Stage 2 of PEAR is fuzzy, the computedτ n may not be consistent with the true τ n , namely, there is no (0, 1) matrix N such that τ n =τ n N . In Table 5 Table 5 .2: The percentages of successful runs of PEAR over 1000 independent runs Experiment 2. For SNR= 40, 60, 80, 100, we generate the data with parameters P1 and P2, respectively. For each matrix set generated by those parameters, we perform JBD-LM, JBD-NCG, SCMC, PEA (PEAR without refinement) and PEAR for 50 independent runs, then compare their performance indices. The box plot (generated by MATLAB function "boxplot") of the results are displayed in Figures 5.1 and 5.2 .
We can see from Figure 5 .1 and Figure 5 .2 that for both cases, when SNR equals 40, 60, 80 or 100, the performance indices produced by JBD-LM, JBD-NCG, SCMC and PEAR are almost the same; the performance indices produced by PEA are larger than those of other four methods, which indicates that the diagonalizers produced by the first two stages of PEAR indeed suffer from low quality, and the refinement stage of PEAR is effective. For all methods, the performance indices decrease as the SNR increases.
Experiment 3. We generate the data with the parameters in P3 and P4, respectively. 50 independent trials are performed for each matrix set. The average CPU time of two algebraic methods -SCMC and PEAR are displayed in Figures 5.3 . From the left figure we can see that the CPU time of the two methods increase almost linearly with increased matrix number. And from the right figure we can see that the CPU time of SCMC increases dramatically as matrix size increases, meanwhile, the CPU time of PEAR increases much slower. 
Separation of convolutive mixtures of source
We consider example 4.2 in [7] , where a real diagonalizer is required. All settings are kept the same. In Figure 5 .4, for different SNRs, we plot the correlations between the source signals and the extracted signals obtained from computed solutions by JBD-LM, JBD-NCG, SCMC and PEAR, respectively. All displayed results have been averaged over 50 independent trials. We can see from Figure 5 .4 that when SNR is larger than 60, the recovered signals obtained from all four methods are all good approximations of the source signals; when SNR is less than 60, SCMC is the best, PEAR is the second best. The reason why SCMC is better than PEAR in this example is that PEAR fails to find the correct partition in Stage 2 when SNR is small, meanwhile, with a large tolerance for SCMC, SCMC is able to find a consistent partition with the correct one. In Stage 2 of PEAR, if we use some normalized Laplacian to find the partition, the numerical results of PEAR can be improved.
Conclusion
In this paper, we show how the GJBD problem of a matrix set is related to a matrix polynomial eigenvalue problem. Theoretically, under mild conditions, we show that (a) the GJBD problem of {A i } p i=0 can be solved by n linearly independent eigenvectors of the matrix polynomial P (λ) = approximate GJBD problem can also be given by n linearly independent eigenvectors. Algorithmically, we proposed a three-stage method -PEAR to solve the GJBD problem. Numerical experiments show that PEAR is effective and efficient. Finally, it is worth mentioning here that the GJBD problem discussed in the paper, compared with the BTD of tensors, is limited in several aspects [7] : the matrices are square rather than general nonsquare ones; the matrices are factorized via a congruence transformation rather than a general one, etc. Is it possible to use the matrix polynomial approach in this paper to compute a blind BTD (BTD without knowing the number of terms and the size of each term) of tensors? We will try to answer this question in our further work.
