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IDEALS GENERATED BY 2-MINORS, COLLECTIONS OF CELLS
AND STACK POLYOMINOES
AYESHA ASLOOB QURESHI
Abstract. In this paper we study ideals generated by quite general sets of 2-
minors of an m × n-matrix of indeterminates. The sets of 2-minors are defined
by collections of cells and include 2-sided ladders. For convex collections of cells
it is shown that the attached ideal of 2-minors is a Cohen–Macaulay prime ideal.
Primality is also shown for collections of cells whose connected components are row
or column convex. Finally the class group of the ring attached to a stack polyomino
and its canonical class is computed, and a classification of the Gorenstein stack
polyominoes is given.
Introduction
Let K be a field and X = (xij) i=1,...,m
j=1,...,n
be a matrix of indeterminates. In this paper
we study ideals generated by quite general sets of 2-minors of X. For any integer
1 ≤ t ≤ min{m,n}, the ideal generated by all t-minors of X is well understood, see
[6] and [13], and more generally the ideals generated by all t-minors of a one and two
sided ladders, see for example [2]. Motivated by applications in algebraic statistics,
ideals generated by even more general sets of minors have been investigated, includ-
ing ideals generated by adjacent 2-minors, see [7], [5] and [9], or ideals generated by
an arbitrary set of 2-minors in an 2× n-matrix [4].
Given an ideal I generated by an arbitrary set of 2-minors of X, the question
arises when I is a prime or a radical ideal and what are its primary components.
As shown in [4], I is always radical if X is a 2× n matrix and the authors give the
explicit primary decomposition of such ideals. The problem becomes already much
more complicated if m,n ≥ 3. Easy examples show that I need not to be radical in
general.
In this paper we study ideals generated by inner 2-minors of a collection of cells.
A cell is a unit square of R2 whose corners are elements in N2. A collection P
of cells is a finite union of cells. We denote by V (P) the set of corners belonging
to the cells of P. In order to define the ideal of inner 2-minors of a collection of
cells P we introduce some terminology. First we introduce the partial order on N2
given by (i, j) ≤ (k, l) if and only if i ≤ k and j ≤ l. The set N2 together with
this partial order is a distributive lattice. Let a, b ∈ N2 with a ≤ b, then the set
[a, b] = {c ∈ N2| a ≤ c ≤ b} is an interval of N2. If a = (i, j) and b = (k, l), then the
interval [a, b] is called a proper interval if i < k and j < l and the elements a, b, c, d
are called the corners of the proper interval [a, b] where c = (k, j) and d = (i, l). In
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particular, we call a, b the diagonal corners of [a, b] and c, d the anti-diagonal corners
of [a, b]. To each collection of cells P ⊂ N2, we attach an ideal IP as follows. Let K
be a field and S be the polynomial ring over K in the variables xa with a ∈ V (P).
To each proper interval [a, b] of N2, we assign the binomial fa,b = xaxb−xcxd, where
c and d are the anti-diagonal corners of [a, b]. A proper interval [a, b] is called an
inner interval of P if all cells of [a, b] belong to P. The binomial fa,b is called an
inner 2-minor of P, if [a, b] is an inner interval of P. We denote by IP ⊂ S the ideal
generated by the inner 2-minors of P and by K[P] the quotient ring S/IP .
The class of ideals attached to a collection of cells includes, for example, the
ideals of 2-minors of two sided ladders, but it is much more general. Interesting
classes of collections of cells are the so-called polyominoes that are well studied in
various combinatorial contexts. A collection of cells P is called a polyomino if it is
a connected collection of cells which means that for any two cells A,B ∈ P there
exists a sequence of cells C1, . . . , Cm with C1 = A, Cm = B, and for all i, the cells
Ci and Ci+1 have an edge in common.
In Section 1 of this paper we introduce some basic concepts related to collection
of cells. In particular we introduce column convex, row convex and convex collection
of cells. The first main result of this paper is stated in Section 2 where it is shown
that K[P] is a normal Cohen–Macaulay domain of dimension |V (P)| − |P|, if P is
convex.
In Section 3, we define for any collection of cells P a natural toric ring TP and
a natural K-algebra homomorphism K[P] → TP . We denote by C the class of
collection of cells for which this K-algebra homomorphism is an isomorphism. It is
shown in Corollary 3.6 that K[P] is domain if and only if P ∈ C. We conjecture
that P ∈ C, if P is a simple collection of cells. Roughly speaking P is simple if it
is connected and has no holes, see Section 1 for the precise definition. As a partial
result we obtain in Theorem 3.10 that a simple collection of cells P belongs to C if
each connected component is row or column convex.
As shown in Section 2, K[P] is a normal domain if P is convex, and hence it is of
interest to compute the class group of K[P] in this case. In Section 4, this is done
for a special class of convex collection of cells, namely for stack polyominoes. In a
first step we show in Corollary 4.3, that IP has a quadratic Gro¨bner basis if P is a
stack polyomino. Then in Corollary 4.10 it is shown that Cl(K[P]) is free. Its rank
is determined by the inner corners of P. Finally in Theorem 4.11, we determine the
canonical class of K[P]. As a consequence, all Gorenstein stack polyominoes are
classified.
1. Collections of cells
In this section we consider collections of cells and polyominoes to which in the
following sections binomial ideals will attached. For this purpose and for later
applications we have to introduce some concepts and notation.
We consider on N2 the natural partial order defined as follows: (i, j) ≤ (k, l) if and
only if i ≤ k and j ≤ l. The set N2 together with this partial order is a distributive
lattice. Let a, b ∈ N2 with a ≤ b, then the set [a, b] = {c ∈ N2| a ≤ b ≤ c} is an
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interval of N2. If a = (i, j) and b = (k, l), then the interval [a, b] is called a proper
interval if i < k and j < l, and the elements a, b together with the elements c = (k, j)
and d = (i, l) are called the corners of the proper interval [a, b]. The elements a, b
are the diagonal corners and the elements c, d the anti-diagonal corners of [a, b]. We
say that a and b are in horizontal (vertical) position, if j = l (i = k).
The interval C = [a, b] with b = a + (1, 1) is called a cell of N2 (with lower left
corner a). It may be viewed as a unit square of R2 whose corners are positive integer
vectors. The elements (corners) of [a, b] are called the vertices of C. We denote the
set of vertices of C by V (C). Let c, d be the anti-diagonal corners of C, then the
edges of C are the sets {a, c}, {a, d}, {b, c} and {b, d}. We denote the set of edges
of C by E(C).
Let [a, b] be a proper interval in N2 with a = (i, j) and b = (k, l). We say a cell C
with lower left corner (r, s) belongs to [a, b] if
i ≤ r ≤ k − 1 and j ≤ s ≤ l − 1.(1)
The cell C is called a border cell of [a, b] if one of the inequalities in (1) is an equality.
Let A and B be two cells of N2 with lower left corners (i, j) and (k, l). Then the
cell interval, denoted by [A,B], is the set
[A,B] = {E : E ∈ N2 with lower left corner (r, s), for i ≤ r ≤ k, j ≤ s ≤ l}
If (i, j) and (k, l) are in horizontal position, then the cell interval [A,B] is called a
horizontal cell interval. Similarly one defines a vertical cell interval.
Let P be a finite collection of cells of N2. We set V (P) =
⋃
C∈P V (C) and call it
the vertex set of P, and we set E(P) =
⋃
C∈P E(C) and call it the edge set of P. In
this paper, we consider only finite collection of cells of N2.
A vertex a ∈ V (P) is called an interior vertex of P if a is a vertex of four distinct
cells of P, otherwise it is called boundary vertex of P. The interior of P , denoted
by int(P), is the set of all interior vertices of P. The set ∂P = V (P) \ int(P) is
called the boundary of P. In Figure 1,the fat dots mark the interior vertices of P,
the other vertices are the boundary vertices of P.
•
• •
•
Figure 1. Interior and boundary of P
We call P row convex, if the horizontal cell interval [A,B] is contained in P for any
two cells A and B of P whose lower left corners are in horizontal position. Similarly
one defines column convex. A collection of cells P is called convex if it is row and
column convex.
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Let C and D be two cells of P. Then C and D are connected, if there is a
sequence of cells of P given by C = C1, . . . , Cm = D such that Ci ∩ Ci+1 is an edge
for i = 1, . . . , m − 1. If in addition, Ci 6= Cj for all i 6= j, then C is called a path
(connecting C and D). The collection of cells P is called a polyomino if any two
cells of P are connected, see Figure 2. We notice that each connected component of
a finite collection of cells P is a polyomino.
Figure 2. A polyomino
Since P consists of finitely many cells, there exists a proper interval [a, b] ⊂ N2
such that V (P) ⊂ int([a, b]). The collection of cells P is called simple if any cell C
of [a, b] which does not belong to P is connected to a border cell D of [a, b] by a
path C = C1, . . . , Cm = D such that Ci /∈ P for all i = 1, . . . , m. Intuitively this
means that a simple collection of cells has no holes, see Figure 3.
Not simple Simple
Figure 3.
We call P weakly connected if for any two cells C and D of P, there exists a
sequence of cells of P given by C = C1, . . . , Cm = D such that Ci ∩ Ci+1 6= ∅, for
i = 1, . . . , m − 1. Figure 4 displays a weakly connected collection of cells with two
connected components.
C D
Figure 4. A weakly connected collection of cells
The following lemmata on collections of cells will be needed in the later sections.
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Lemma 1.1. Let P be a weakly connected and convex collection of cells, and let
a, b ∈ V (P) be two vertices which are in horizontal or vertical position. Then [a, b] ⊂
V (P).
Proof. Let a, b ∈ V (P) in horizontal position. We may assume that |[a, b]| > 2,
otherwise there is nothing to show. There exist two cells C and D in P such that
a is a vertex of C and b is a vertex of D. The horizontal line L which contains the
interval [a, b] divides P in a lower and upper part. If the cells C and D both belong
to the upper or to the lower part, then convexity of P gives [C,D] ⊂ P. It shows
[a, b] ⊂ V (P).
Otherwise we may assume that C belongs to the lower part and D belongs to
the upper part of P. We then use the fact that there exists a sequence of cells
C = C1, C2 . . . , Cr = D such that V (Ci) ∩ V (Ci+1) 6= ∅ for i = 1, . . . , r − 1. This
sequence has to cross the line L, that is, there exists an index i such that Ci belongs
to the lower part of P and Ci+1 belongs to the upper part of P. In particular,
both Ci and Ci+1 have an edge whose vertices belong to L. If V (Ci) ∩ [a, b] 6= ∅ or
V (Ci+1)∩ [a, b] 6= ∅, then there exists c ∈ [a, b] with c 6= a, b which belongs to V (P).
Induction on the length of the interval, concludes the proof in this case. Otherwise,
by using convexity of P we see that [Ci, C] and [D,Ci+1] are horizontal cell intervals
of P such that either [a, b] ⊂ V ([Ci, C]) or [a, b] ⊂ V ([D,Ci+1]). This completes the
proof.
The arguments are similar for the case when a and b are in vertical position. 
Lemma 1.2. Let P be a weakly connected and convex, and [g, h] be a proper interval
in N2. If the corners of [g, h] belong to V (P), then the cells of [g, h] belong to P.
Proof. It is clear by Lemma 1.1 that if the corners of [g, h] belong to V (P), then
[g, h] ⊂ V (P). Suppose that there exists a cell E of [g, h] which does not belong to
P. Let a = (i, j), b = (i+1, j), c = (i+ 1, j + 1), d = (i, j + 1) be the vertices of E.
Since these vertices belong to V (P), there exist cells A,B,C,D in P such that a ∈ A,
b ∈ B, c ∈ C and d ∈ D. If two of these cells are in horizontal or vertical positions
then from the fact that P is convex one easily deduces that E ∈ P. Otherwise,
up to rotation, the only possible configuration of the cells A,B,C,D is shown in
Figure 5.
A
B
D=C
•
• •
•a
d c
b
Figure 5.
By using the assumption that P is weakly connected there exists a sequence of
cells A = F1, F2 . . . , Fm = C such that V (Fi) ∩ V (Fi+1) 6= ∅ for i = 1, . . . , m − 1.
It implies that there exists at least one Fi such that [Fi, C] is a vertical cell interval
of P or [Fi, B] is a horizontal cell interval of P. Again, by using the fact that P is
convex, we have E ∈ P , a contradiction. 
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Lemma 1.3. Let P be a simple collection of cells and P1 and P2 be two connected
components of P. Then |P1 ∩ P2| ≤ 1.
Proof. Let [a, b] ⊂ N2 such that V (P) ⊂ [a, b]. We may assume that P1 and P2
meet at least at one point, say p. Then there exist C ∈ P1 and D ∈ P2 such that
C ∩ D = {p}, and two distinct uniquely determined cells E and F in [a, b] not
belonging to P such that p is a vertex of E and F . Since P is simple, each of the
cells E and F are connected to a border cell of [a, b] by the paths E : E1, . . . , Er and
F : F1, . . . , Fs, respectively, where each Ei and Fj do not belong to P.
Let R be the collection of cells of [a, b] and Q = R \ E ∪ F . If E ∩ F = ∅, then
Q consists of two connected components Q1 and Q2 such that V (Q1) ∩ V (Q2) = p.
Let C ∈ Q1 and D ∈ Q2. Then P1 ⊂ Q1 and P2 ⊂ Q2, because P1 and P2 are
connected components of P. Hence |P1 ∩ P2| = 1
If E ∩ F 6= ∅, then let i and j be the smallest integer such that Ei = Fj. We
can replace by E by the path E ′ = E1, . . . , Ei, Fj+1, . . . , Fs that connects E to a
border cell of [a, b]. Then again, by letting Q = R \ E ∪ F , we obtain the desired
conclusion. 
Let P be a weakly connected collection of cells with connected components P1, . . . ,Pr.
We assign to P a graph G with vertex set V (G) = [r] and edge set E(G) as follows:
{i, j} ∈ E(G) is and only if Pi ∩ Pj 6= ∅.
Lemma 1.4. Let P be a weakly connected, simple collection of cells. Then the graph
G attached to P is a tree.
Proof. Let P1, . . . ,Pm be the connected components of P. Suppose that the graph
G attached to P is not a tree. Then G contains a cycle W with no chords. We may
assume that E(W ) = {r, 1} ∪ {{i, i+ 1} : i = 1, . . . , r − 1}. Let P ′ = P1 ∪ . . . ∪ Pr,
and [a, b] ⊂ N2 be an interval containing V (P). First we show that P ′ is also simple.
Let C ∈ R \ P ′. If C /∈ P then C can be connected to a border cell of [a, b] by a
path of cells outside P which are also outside P ′. Now suppose that C ∈ P. Then
C ∈ Pj for some j 6∈ {1, . . . , r}. Let D ∈ R \ P such that D has a common edge
with a cell, say A, of Pj . Since Pj is connected, C can be connected to A by a path
E of cells in Pj . Let F be a path of cells outside P which connects D to a border
cell of [a, b]. Such a path exists because P is simple. By adjoining E , D and F , we
obtain a path of cells outside P ′ that connects C to a border cell of [a, b]. Thus any
cell in [a, b] which does not belong to P ′ can be connected to a border cell of [a, b].
This shows that P ′ is simple.
Let R be the collection of cells of [a, b]. Then R \ P ′ = Q1 ∪ Q2 such that Q1
and Q2 are not connected. Choosing [a, b] large enough we have that Q1 and Q2
are non-empty. Let A ∈ Q1 and B ∈ Q2. Since P
′ is simple, the cells A and B
are connected to border cells of [a, b] by paths whose cells do not belong to P ′.
Choosing [a, b] even bigger if needed, these two border cells can be connected by a
path whose cells also do not belong to P ′. It follows that Q1 and Q2 are connected,
a contradiction. 
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2. Convex collections of cells and inner minors
Let P ⊂ N2 be a collection of cells. We attach to P an ideal IP as follows. Let K
be a field and S the polynomial ring over K in the variables xa with a ∈ V (P). To
each proper interval [a, b] of N2, we assign the binomial fa,b = xbxa − xcxd, where
c and d are the anti-diagonals corners of [a, b]. A proper interval [a, b] is called an
inner interval of P if all cells of [a, b] belong to P. The binomial fa,b is called an
inner 2-minor of P, if [a, b] is an inner interval of P. Then IP ⊂ S be the ideal
generated by inner 2-minors of P. We denote by K[P] the quotient ring S/IP .
We will compare IP with a toric ideal which is naturally given by P. Let [a, b] ⊂ N2
be the smallest interval which contains V (P). After a shift of coordinates, we
may assume that a = (1, 1) and b = (m,n). To P we attach the toric ring R =
K[sitj | (i, j) ∈ V (P)] ⊂ K[s1, . . . , sm, t1, . . . , tn]. We associate a bipartite graph G
with vertex set {s1, . . . , sm} ∪ {t1, . . . , tn} to P such that each vertex (i, j) ∈ V (P)
determines the edge {si, tj} in G. The toric ring R can then be viewed as the edge
ring of G. For the sake of convenience, in this section we denote for a = (i, j) ∈ V (P)
the variable xa in S by xij .
A cycle w of G is a subset {si1, tj1, si2 , tj2, . . . , sir−1, tjr−1, sir , tjr} of the vertex
set of G such that for k = 1, . . . , r, each {sik , tjk} and {tjk , sjk+1} is an edge
of G, where ir+1 = i1. To each such cycle w we associate the binomial fw =
xi1j1xi2j2 . . . xir−1jr−1xirjr − xi2j1xi3j2 . . . xirjr−1xi1jr . Observe that a binomial f is at-
tached to a cycle of length 4 if and only if f = fa,b where [a, b] is a proper interval
of V (P).
Let ϕ : S → R be the K-algebra homomorphism defined by ϕ(xij) = sitj , for
all (i, j) ∈ V (P) and set JP = Kerϕ. It is known, see [8, Lemma 1.1] and [14,
Proposition 8.1.2], that the kernel JP of ϕ is generated by the binomial fw, where w
is an (even) cycle of G. Since each generator of IP corresponds to a cycle of length
4, we have IP ⊂ JP .
Theorem 2.1. Let P be a collection of cells. Then the following holds:
(a) If IP = JP , then P is convex.
(b) If P is convex and weakly connected, then IP = JP .
Proof. (a) Suppose that we have the equality IP = JP . Let C and D be two cells
of P with lower left corner a = (i, j) and b = (k, j) with i < k. Then the corners of
the interval [a, e] belong to V (P), where e = (k + 1, j + 1). Therefore, the binomial
fa,e belongs to JP , and hence fa,e ∈ IP . It shows that fa,e is a linear combination
of inner 2-minors of P. Thus there is an inner 2-minor fg,h of P which contains the
term xijxk+1,j+1. This is possible if and only if g = a and h = e. This implies that
[a, e] is an inner interval of P. Hence P is row convex. Similarly one shows that P
is column convex and hence P is convex.
(b) Suppose that P is convex and weakly connected. First observe that each
cycle v = {si, tj , sk, tl} with i < k and j < l of length 4 in G determines the four
vertices (i, j), (k, l), (k, j), (i, l) of V (P). It follows by Lemma 1.2, that the cells of
[(i, j), (k, l)] belong to P. In other words, any binomial fa,b with [a, b] ⊂ V (P) is
an inner 2-minor of P. With this observation it suffices to show that for a cycle w
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of length 2r with r > 2 of G, the associated binomial fw can be written as a linear
combination of binomials fp and fq, where q and p are cycles of G of length 4 and
2(r − 1) respectively.
Let w be a cycle of G of length 2r with r ≥ 3 given by
{si1 , tj1, si2 , tj2, . . . sir−1, tjr−1, sir , tjr}
and let fw = xi1j1xi2j2 . . . xir−1jr−1xirjr − xi2j1xi3j2 . . . xirjr−1xi1jr be its associated
binomial in JP . Moreover, we may assume that i1 ≤ ik for all k.
Assume i2 > ir. Then Lemma 1.1 implies that xirj1 ∈ V (P), because xi1j1 and
xi2j1 belong to V (P) (horizontal position). Take
q = {si1 , tj1, sir , tjr}
and
p = {sir , tj1, si2, tj2, . . . , sir−1, tjr−1}
with associated binomials fq = xi1j1xirjr −xirj1xi1jr and fp = xirj1xi2j2 . . . xir−1jr−1 −
xi2j1xi3j2 . . . xirjr−1, respectively. Then fw = xi2j2 . . . xir−1jr−1fq+xi1jrfp, as required.
Now assume ir > i2. Applying again Lemma 1.1 we see that xi2jr ∈ V (P), because
xi1jr and xirjr belong to V (P) (horizontal position). Take
q = {si1 , tj1, si2, tjr}
and
p = {si2 , tj2, si3 , tj3, . . . , sir , tjr}
with associated binomials fq = xi1j1xi2jr − xi2j1xi1jr and fp = xi2j2xi3j3 . . . xirjr −
xi3j2xi4j3 . . . xirjr−1xi2jr Then fw = xi1j1fp + xi3j2xi4j3 . . . xirjr−1fq, as required. 
In order to formulate the main result of this section we introduce the following
definition. Let [a, b] be an interval in N2 with a = (i, j) and b = (k, l). Then the
size of [a, b] is defined to be the number k + l − (i+ j) and denoted by size([a, b]).
Theorem 2.2. Let P be a convex collection of cells. Then K[P] is a normal Cohen–
Macaulay domain of dimension |V (P)|−|P|. In particular, if P is weakly connected
and [a, b] ⊂ N2 is the smallest interval with the property that V (P) ⊂ [a, b]. Then
K[P] is a Cohen–Macaulay domain with dimK[P] = size([a, b]) + 1.
Proof. Let P1, . . . ,Pr be the weakly connected component of P. Then V (P) is the
disjoint union of the V (Pj), j = i, . . . , r, and IP =
∑r
j=1 IPj . It follows that K[P]
is a normal Cohen–Macaulay domain if and only if each K[Pj] is a normal Cohen–
Macaulay domain. Hence we may assume that the P is weakly connected. It follows
from Theorem 2.1 that IP = JP . This implies that K[P] is a domain. We know from
[8, Lemma 1.1] and [14, Proposition 8.1.2] that binomials corresponding to the even
cycles of the graph G attached to P form the universal Gro¨bner basis of JP . This
implies that the initial ideal of IP with respect to any monomial order is squarefree.
By theorem of Sturmfels [11], one obtains that K[P] is normal and by a theorem of
Hochster [1, Theorem 6.3.5] (see also [1]), we obtain that K[P] is Cohen–Macaulay.
For the computation of the dimension of K[P], we may again assume that P
is weakly connected because |V (P)| − |P | =
∑r
j=1(|V (Pj)| − |Pj|). Since K[P] is
isomorphic to K[G], the edge ring of the bipartite graph G, we may apply the [14,
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Corollary 8.2.13] of Villarreal, which says that if G is a connected bipartite graph
then dimK[G] = |V (G)| − 1. For simplicity we may assume that the smallest
interval with the property that V (P) ⊂ [a, b] is given by a = (1, 1) and b = (m,n).
Then [a, b] = [m] × [n]. It follows from the identification of K[G] with K[P] that
V (G) = {s1, . . . , sm} ∪ {t1, . . . , tn}. Therefore, dimK[P] = size([a, b]) + 1.
It remains to show that |V (P)|−|P | = size([a, b])+1. We prove this by induction
on the number of columns of P. If P consists of only one column then the assertion
is trivial. Now assume that number of columns of P is bigger than one, and let Q be
the collection of cells which is obtained from P by removing the right most column
S of P. Let [a′, b′] be the smallest interval containing V (Q), and t be the number
of cells in S which have a common edge with a cell in Q and let r be the number of
the remaining cells in S. Then |V (P)| = |V (Q)|+ 2r + t+ 1 and |P| = |Q|+ r + t,
and size([a, b]) = size([a′, b′]) + r + 1. Hence we obtain the desired formula. 
As an immediate consequence of Theorem 2.2 we get
Corollary 2.3. Let P be a convex collection of cells. Then height IP = |P|.
3. A natural toric ring associated with a collection of cells
Let P be a collection of cells. An element of V (P) is called a free vertex if it is
not a lower left corner of any cell of P and we denote the set of free vertices of P
by F (P).
Let K be a field and as before S = K[xa : a ∈ V (P)]. Consider the Laurent
polynomial ring T = K[y±1c : c ∈ F (P)]. We define a K-algebra homomorphism
ψ : S → T by xa 7→ ua, where ua is a monomial in T . The monomials ua are
recursively defined as follows: For each free vertex a ∈ F (P), we set ua = ya. Let
k = max{|a| : a = (i, j) ∈ V (P)} where |a| = i+ j for a = (i, j). If |a| = k, then a
is a free vertex in P and ua is already defined. Suppose now that |a| < k and a is
not a free vertex. Then a = (i, j) is the lower left corner of the (unique) cell whose
other vertices are b = (i + 1, j), c = (i, j + 1) and d = (i + 1, j + 1). In this case
we set ua = ubucu
−1
d . Observe that for any a ∈ V (P) and y
±1
b ∈ supp(ua), we have
a ≤ b.
The image of ψ is a toric ring and we set LP = Kerψ. We denote by C the class
of collection of cells for which ψ is an isomorphism.
Lemma 3.1. Let [a, b] be an inner interval of P. Then ua = ucudu
−1
b , where c and
d are the anti-diagonals of [a, b].
Proof. We apply induction on the size of the inner interval [a, b] of V (P). The
smallest possible size of an inner interval is 2, in which case [a, b] is a cell. Then the
assertion follows from the definition of the monomials ua. Let size([a, b]) > 2, and
a = (i, j) and b = (k, l). Then we may assume that k > i + 1. Let e = (k − 1, j)
and f = (k−1, l), then [a, f ] and [e, b] are two inner interval of V (P) of smaller size
than the interval [a, b]. Therefore by induction hypothesis we have ua = ucueu
−1
f
and ue = udufu
−1
b . Substituting the second formula into the first one we get desired
result. 
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Theorem 3.2. With the notation introduced we have, IP ⊂ LP ⊂ JP. Moreover,
the following cases are possible.
(1) IP = LP ( JP
(2) IP ( LP ( JP
(3) LP = JP .
If LP = JP , then P is convex. In addition, if P is weakly connected then IP = JP .
Proof. Let [a, b] be an inner interval of P with anti-diagonal corners c and d, and
fa,b = xbxa − xcxd be the corresponding generator in IP . By Lemma 3.1, we have
uaub = ucud. From this it follows that fa,b ∈ LP . Hence IP ⊂ LP .
In order to show that LP ⊂ JP , we let W = K[{s
±1
i , t
±i
j } : (i, j) ∈ V (P)] and de-
fine the K-algebra homomorphism α : T → W by α(y±1c ) = (sitj)
±1 where c = (i, j).
Let ϕ : S → R be the K-algebra homomorphism as defined in before Theorem 2.1.
For simplicity we again denote by ϕ the composition of ϕ with the natural inclusion
of R into W . We claim that ϕ = α ◦ ψ. This claim will imply that LP ⊂ JP .
In order to prove the claim, let a = (i, j) ∈ V (P). If a is a free vertex of V (P),
then
α ◦ ψ(xa) = α(ya) = sitj = ϕ(xa).
Let k = max{|a| : a = (i, j) ∈ V (P)}. If |a| = k, then a is a free vertex, and the
assertion is true as we have just seen. Suppose now that |a| < k and a is not a free
vertex. Then a is the lower left corner of the (unique) cell with vertices b = (i+1, j),
c = (i, j +1) and d = (i+1, j+1), and ua = ubucu
−1
d . We may assume that for any
e = (p, q) with |e| > |a| we have α(ue) = α ◦ ψ(xe) = ϕ(xe) = sptq. Then
α ◦ ψ(xa) = α(ua) = α(ubucu
−1
d ) = α(ub)α(uc)α(u
−1
d )
= si+1tjsitj+1s
−1
i+1t
−1
j+1 = sitj = ϕ(xa).
Case (1) happens for example when we let P be the collection of cells given in
Figure 6.
a c
d b
Figure 6. IP = LP ( JP
The binomial fa,b belongs to JP but not to LP . Also IP = LP because of Corol-
lary 3.6 and Theorem 3.10.
Case(2) happens for example when we let P be the collection of cells given in
Figure 7.
The binomial xaxfxgxl−xbxcxjxk belongs to LP but not to IP , and the binomial
xexh − xdxi belongs to JP but not to LP .
Case (3) happens for example when we let P be the collection of cells given in
Figure 8.
10
a b
c d e f
g h i j
k l
Figure 7. IP ( LP ( JP
Figure 8. LP = JP
Now suppose that LP = JP . First observe that by Theorem 3.4, the second
degree component of IP and LP are equal. Therefore, our assumption implies that
second degree component of IP and JP are equal as well. Hence as in the proof of
Theorem 2.1 (a) we conclude P is convex. Let P1, . . . ,Pr be the weakly connected
components of P. Then it follows from the definition of LP that LP =
∑r
i=1 LPi .
If in addition P is weakly connected, we apply Theorem 2.1 (b) and obtain the
equality IP = LP = JP . 
We do not know of any example for which IP ( LP = JP .
For the proof of the next theorem we need the following lemma.
Lemma 3.3. Let P be a collection of cells. If fa,b ∈ LP , then [a, b] is an inner
interval of P.
Proof. Let fa,b = xbxa − xcxd where c and d are the anti-diagonal corners of [a, b].
The vertex a ∈ V (P) is not a free vertex, otherwise ua = ya and y
±1
a /∈ supp(ucud)
and y−1a /∈ supp(ub). This implies that fa,b /∈ LP , a contradiction.
Assume that [a, b] is not an inner interval. Then there exists an inner interval
[a, e] of V (P) with e < b such that e is a free vertex in P and y±1e /∈ supp(ub). By
Lemma 3.1, we have y±1e ∈ supp(ua). On the other hand, since c  e, d  e, it
follows that y±1e /∈ supp(ucud), contradicting the fact that uaub = ucud. 
Let I be a graded ideal. The kth graded component of I will be denoted by Ik.
Theorem 3.4. Let P be a collection of cells. Then (IP)2 = (LP)2.
Proof. Let f ∈ (LP)2. By Theorem 3.2, we have f ∈ JP . It shows that f is a
binomial associated to a cycle of length 4 in the bipartite graph G attached to P,
or equivalently, f = fa,b, where [a, b] is a proper interval of V (P). By Lemma 3.3,
we obtain that [a, b] is an inner interval of P. Therefore, f ∈ (IP)2. Hence (LP)2 ⊂
(IP)2. The other inclusion follows from Theorem 3.2. 
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We shall need some concepts related to lattice ideals. Let Λ ⊂ Zn be a lattice. Let
K be a field. The lattice ideal attached to Λ is the binomial ideal IΛ ⊂ K[x1, . . . , xn]
generated by all binomials
xa − xb with a− b ∈ Λ and a, b ∈ Nn.
Λ is called saturated if for all a ∈ Zn and c ∈ Z such that ca ∈ Λ it follows that
a ∈ Λ. The lattice ideal IΛ is a prime ideal if and only if Λ is saturated. Let
v1, . . . , vm be a basis of Λ. Hosten and Shapiro [10] call the ideal generated by
the binomials xv
+
i − xv
−
i , i = 1, . . . , m, a lattice basis ideal of Λ. Here v+ denotes
the vector obtained from v by replacing all negative components of v by zero, and
v− = −(v − v+). It is known from [12] that the ideal generated by all adjacent
2-minors of an m × n matrix X of indeterminates is a lattice basis ideal, and that
the corresponding lattice ideal is just the ideal of all 2-minors of X. It follows that
an ideal which is generated by any set of adjacent 2-minors of X is again a lattice
basis ideal and that its corresponding lattice Λ is saturated. Therefore its lattice
ideal IΛ is a prime ideal.
Theorem 3.5. Let P be a collection of cells. Then there exists a saturated lattice
Λ such that LP = IΛ.
Proof. Let [a, b] be the smallest proper interval of N2 which contains V (P). After a
shift of coordinates, we may assume that a = (1, 1) and b = (m,n). Let C1, . . . , Cr
be the cells of P. To each cell Ck with lower left corner (i, j), we assign a vector
bk = eij + ei+1,j+1 − ei+1,j − ei,j+1 ∈ Zm×n, where eij, i = 1, . . . , m, j = 1, . . . , n
is the canonical basis of Zm×n. Let W be the sublattice of Zm×n spanned by the
basis vector eij with (i, j) ∈ V (P), then W ∼= Zs where s = |V (P)|. As explained
before, the vectors b1, . . . , br form a basis of a saturated lattice Λ in Zm×n. Since all
bi belong to W , it follows that Λ ⊂ W . Therefore, we can complete b1, . . . , br to a
basis b1, . . . , br, br+1, . . . , bs ofW . Let V be a sublattice ofW spanned by br+1, . . . , bs,
and let pi : W → V be the projection map which assigns to v =
∑s
i=1 vibi the vector∑s
i=r+1 vibi. Then Λ = Ker pi. Hence x
a − xb ∈ IΛ if and only if pi(a) = pi(b).
Let ψ′ : S → K[{yk : k = r + 1, . . . , s}] be K-algebra homomorphism with
ψ′(xij) =
∏s
k=r+1 y
vij,k
k where the exponents vij,k are determined by the equation
eij =
∑s
k=1 vij,kbk. It follows from the above discussion that Kerψ
′ = IΛ. Let
a1 = (i1, j1), . . . , at = (it, jt) be the free vertices of P. It is clear that t = s− r. We
claim that the set B = {b1, . . . , br, ei1,j1, . . . , eit,jt} is linearly independent and hence
forms a basis of W . We order the basis elements ei,j lexicographically. Then we
see that the leading term of the bk is eij , where (i, j) is the lower left corner of Ck.
Thus we see that all leading terms of the elements of B are linearly independent,
which implies that elements of B are linearly independent. Let br+k = eik ,jk. Then
the map ψ′ coincides with K-algebra homomorphism ψ defined in beginning of
Section 3. Therefore, IΛ = Kerψ
′ = Kerψ = LP . 
Corollary 3.6. Let P be a collection of cells. Then IP is a prime ideal if and only
if IP = LP .
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Proof. By Theorem 3.2 we have IP ⊂ LP , and by Theorem 3.5 we have IΛ = LP
where Λ is the lattice with basis B = b1, . . . , br corresponding to the cells C1, . . . , Cr
as described in the previous theorem. Hence IP ⊂ IΛ. Let J be the lattice basis
ideal corresponding to B. Then the generators of J are precisely the 2-adjacent
minors in IP . In particular, it follows that J ⊂ IP ⊂ IΛ. It is known from [10,
Proposition 1.1], that IΛ = J : x
∞ where x =
∏
a∈V (P) xa. Thus if f ∈ IΛ, then there
exists an integer k such that fxk ∈ J ⊂ IP . Assuming that IP is a prime ideal, it
follows that f ∈ IP since x 6∈ IP . Hence we see that IP = LP , if IP is a prime ideal.
On the other hand, it is clear that if IP = LP , then IP is a prime ideal. 
In order to describe the binomials in IΛ, we introduce some notation. Let P be
a collection of cells. We define horizontal and vertical intervals attached to P. Let
a = (i, k) and b = (j, k) with i < j be in horizontal position. Then [a, b] is called a
horizontal interval of P if {(l, k), (l+1, k)} ∈ E(P) for l = i, . . . , j− 1. In addition,
if {(i−1, k), (i, k)} and {(j, k), (j+1, k)} do not belong to E(P), then [a, b] is called
maximal horizontal interval of P. Similarly we define the vertical intervals attached
to P. In the Figure 9, fat dot marks indicate a maximal horizontal interval [a, b] of
P.
a b• • •
Figure 9. A maximal horizontal interval
A labeling of P is a function α : V (P)→ Z. The function α is called an admissible
labeling of P if α([a, b]) :=
∑
c∈[a,b] α(c) = 0, for all maximal horizontal and vertical
intervals attached to P. An example of an admissible labeling of a collection of cells
is shown in Figure 3.8.
4 -2 0 -3 1
-4 2 1 2 -1
-1 0 3 -2
1 -1 -2 2
Figure 10. An admissible labeling
Lemma 3.7. Let X be an m×n integer matrix with the property that all its column
sums are zero. Let i be an integer with 1 ≤ i ≤ m, and suppose that for all j 6= i
the row sum for the j-th row is zero. Then the row sum of the i-th row is also zero.
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Proof. Adding all the rows vectors we obtain a vector v whose components are zero,
except possibly at the i-th component. Now, because all column sums of X are zero,
it follows that sum of the component of v is zero. Hence, the i-th component of v
must be zero. 
Theorem 3.8. Let P be a collection of cells and Λ be the lattice attached to P.
(a) If an irreducible binomial belongs to IΛ, then it is of the form
fα =
∏
a∈V (P)
α(a)>0
xα(a)a −
∏
a∈V (P)
α(a)<0
xα(a)a ,
where α is an admissible labeling of P.
(b) If P is a simple collection of cells and α is an admissible labeling, then
fα ∈ IΛ.
Proof. The lattice Λ ⊂ ZV (P) attached to P consists of all integer vectors v ∈ ZV (P)
which are linear combination of the basis vectors b1, . . . , br corresponding to the
cells of P, see the proof of Theorem 3.5. We claim that if v = (va)a∈V (P) ∈ Λ, then
α : V (P) → Z, a 7→ va, is an admissible labeling, and the converse holds if P is
simple.
Let bi = (bi,a)a∈V (P). Then αi : V (P) → Z defined by a 7→ bi,a is an admissible
labeling. Now let v =
∑r
i=1 λibi, λi ∈ Z. If we let α : V (P)→ Z be the map a 7→ va,
then it follows that α =
∑r
i=1 λiαi. Consequently, α is admissible.
Now suppose that P is simple. Let α : V (P)→ Z be an admissible labeling, and
let v = (va)a∈V (P), where va = α(a). We want to show that v ∈ Λ. We may assume
that P is weakly connected. Let a = (i, j) ∈ V (P) such that |a| = i+ j is minimal.
Then a is a lower left corner of a cell C. Let λ = α(a). Then the admissible labeling
α′ = α − λαi has the property that α
′(a) = 0. We claim that α′ is an admissible
labeling for P ′ = P/{C}. Assuming this, by induction on the number of cells we
obtain the desired conclusion, since P ′ is again simple.
In order to prove the claim, we first observe the any maximal horizontal or vertical
interval of P which has no common vertex with C is also a maximal interval of P ′,
and α′([a, b]) = 0 for any such interval. An interval [a, b] of P is no longer an interval
of P ′ in the cases indicated in the Figure 11. The cells marked as dark region, for
example C and E, represent cells of P.
We discuss only the first case when [a, b] is the horizontal interval. The argument
for the case when [a, b] is the vertical interval is similar. As indicated in Figure 11,
the interval [a, b] splits into two intervals, namely [a, c] and [d, b]. We need to show
that α′([a, c]) = 0 and α′([d, b]) = 0. Since α′ is an admissible labeling of P, we have
that α′([a, b]) = 0. Hence, α′([d, b]) = 0 if and only if α′([a, c]) = 0. This is the case
if and only if α′(a) = −α′(c). Since D /∈ P, and P is simple, it follows that D is
connected to a border cell of a proper interval in N2 whose interior contains V (P).
It follows that P ′ consists of two weakly connected components. We denote by Q
the weakly connected component of P ′ which contains E. Any horizontal or vertical
interval [e, f ] of Q different from [a, c] has the property that α′([e, f ]) = 0. Let I
be the smallest interval of N2 containing Q. We extend α′ to αˆ : I → Z by setting
αˆ(g) = 0, if g /∈ Q. Then, we obtain an integer matrix whose entries are indexed by
14
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· · ·
a c d bC
DE
A horizontal interval
A vertical interval
E
C D
a
c
d
b
...
...
Figure 11.
vertices of I with the property that all column sums and row sums are zero, except
the bottom row. By Lemma 3.7, it follows that the row sum of the bottom row of
this matrix is zero. This implies that α′(a) = −α′(c).
Finally, if f is an irreducible binomial in IΛ, then f = x
v+ − xv− where v ∈ Λ.
Therefore, the assertion of the theorem follows from the above discussion. 
Let α : V (P)→ Z be an admissible labeling of P and [a, b] be an inner interval of
P with corners a, b, c and d. Suppose α(a)α(b) > 0. Now, we define two admissible
labelings of P as follows
β(e) =


1, if e = a or e = b,
−1, if e = c or e = d,
0, elsewhere.
and
α′ =
{
α− β, if α(a) > 0,
α + β, if α(a) < 0.
We say that α′ is obtained from α by a single move. Similarly, one can define a
single move if α(c)α(d) > 0 by replacing a, b by c, d in the definition of β and α′.
We say an admissible labeling α of P reduces to 0 if there exists a sequence
α = α0, α1, . . . , αk = 0
where each αi is an admissible labeling of P, and αi+1 is obtained from αi by a
single move for i = 0, . . . , k − 1.
Corollary 3.9. Let P be a simple collection of cells. Then IP is a prime ideal if
and only if each admissible labeling on P reduces to 0 by a finite number of moves.
Proof. By Corollary 3.6 we know that IP is a prime ideal if and only if IP = LP and
by Theorem 3.4, this is the case if and only if LP is generated in degree 2. Since the
generators of degree 2 of LP correspond to simple moves, the assertion follows from
Theorem 3.8. 
Theorem 3.10. Let P be a simple collection of cells such that each connected com-
ponent of P is row or column convex. Then IP is a prime ideal.
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Proof. Let α be an admissible labeling of P, then by Corollary 3.9 it is enough to
show that α can be reduced to 0 by a finite number of moves. We may assume that
P is weakly connected. By Lemma 1.4, we know that the graph G attached to P
is a tree. Let Pr be a connected component of P such that r is a free vertex of G,
in other words r is a vertex of order 1. Let s be the unique element in V (G) such
that {r, s} ∈ E(G). Then |Pr ∩ Ps| = 1 and Pr ∩ Pj = ∅, for j 6= r, s. We may
assume that Pr is column convex with columns C1, . . . , Cn such that Ci ∩ Ci+1 6= ∅,
i = 1, . . . , n− 1.
We distinguish two cases. In the first case we assume that n = 1. Then Pr =
[A,B] with the lower left corner a = (i, j) of the cell A and b = (i, k) the lower left
corner of the cell B. We may assume that Pr ∩ Ps = {(i, j)}. Let c = (i, k + 1),
d = (i+ 1, k+ 1) and e = (i+ 1, k) be the corners of B. If α(c) = 0, then α(d) = 0,
because α is an admissible labeling. It follows that α restricted to P/{B} is again an
admissible labeling. Then by applying induction on the number of cells, we obtain
the desired conclusion. Now assume that α(c) 6= 0. Without loss of generality we
assume that α(c) > 0. Then α(d) = −α(c) < 0. Since [f, d] is a vertical interval of
P where f = (i+1, j), we have α([f, d]) = 0. This shows that there exists g ∈ [f, d],
g 6= d with α(g) > 0. Then there exists a single move α1 obtained from α such that
α1(c) = α(c) − 1 and α1(g) = α(g)− 1. Proceeding in this way, we obtain a finite
sequence of moves α = α0, α1, . . . , αr, such that αr(c) = 0. Then we can remove the
cell B as we discussed before.
Now we consider the case when n ≥ 2. Then either C1 or Cn is disjoint with
Ps. We may assume that C1 ∩ Ps = ∅ and that C1 is the left most column of Pr.
Let C1 = [A,B], and let a be the lower left corner of A. We may assume that the
maximal horizontal interval containing a is contained in V (Pr). Indeed, if this is not
the case and b is the upper left corner of B, then the maximal horizontal interval
containing b will be contained in V (Pr), and we may replace a by b in the following
discussions.
Suppose that α(a) = 0. Then by similar arguments as in the case when n = 1,
it follows that α restricted to P \ {A} is again an admissible labeling. Applying
induction on the number of cells, we obtain the desired conclusion. Now we may
assume that α(a) > 0. Let [a, f ] and [a, e] be the maximal horizontal and vertical
intervals of P containing a. Since α([a, e]) = 0 and α([a, f ]) = 0, there exist b ∈ [a, e]
and c ∈ [a, f ] such that α(b), α(c) < 0. Let [b, g] be the maximal horizontal interval
of P which contains b. Then there exists a vertex h ∈ [b, g] such that α(h) > 0. If
size([b, g]) ≤ size([a, f ]), then by using the fact that Pr is column convex, we obtain
that [a, h] is an inner interval of P, for example, see Figure 12. Hence α(a)α(h) > 0.
If size([b, g]) ≥ size([a, f ]), then by using column convexity of Pr, we see that
b and c are anti-diagonal corners of an inner interval of Pr, for example, see the
Figure 13. Hence we have α(b)α(c) < 0.
In both cases we obtain α1 from α by a single move such that α1(a) = α(a)− 1.
Then, by repeating the same argument as before we obtain a finite sequence of
α = α0, α1, . . . , αr, such that α(a) reduces to 0. It shows that the case when α(a) > 0
can be reduced to the case when α(a) = 0. Hence we obtain the desired result. 
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4. Stack polyominoes
Let P =
⋃r
i=1[Ai, Bi] be a convex collection of cells, where each [Ai, Bi] is a vertical
cell interval. Let ai be the lower left corner of Ai for i = 1, . . . , r. Then P is called
stack polyomino if [a1, ar] is a horizontal interval of P with ai = a1 + (i − 1, j)
for i = 1, . . . , r and some j. In other words, a collection of cells P is called stack
polyomino if it is a row convex bargraph, see Figure 14. The maximal horizontal
interval of P containing a1 is called bottom interval of P, and denoted by BP .
Figure 14. A stack polyomino
We are going to show that the ideal IP of a stack polyomino P has a quadratic
Gro¨bner basis. More generally, let P be an arbitrary collection of cells. We define
a total order on the variables xa, a ∈ V (P) as follows: xa > xb with a = (i, j) and
b = (k, l), if i > k, or i = k and j > l. Let <1lex be the lexicographical order induced
by this order of the variables. Similarly, we denote by <2lex the lexicographical order
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induced by the total order of the variables defined as follows: xa > xb with a = (i, j)
and b = (k, l), if i < k, or i = k and j > l. Then we have the following result.
Theorem 4.1. Let P be a collection of cells. Then the set of inner 2-minors of P
form a reduced (quadratic) Gro¨bner basis with respect to <1lex if and only if for any
two inner intervals [a, b] and [b, c] of P, either [e, c] or [d, c] is an inner interval of
P, where d and e are the anti-diagonal corners of [a, b], see Figure 19.
•c
•d •b
•a •e
Figure 15.
Proof. Let P be a collection of cells and M be the set of inner 2-minors of IP . For
any binomial, we always write the leading term as the first term. The set M forms
a reduced Gro¨bner basis of IP with respect to <
1
lex if and only if all S-polynomials
of inner 2-minors of IP reduce to 0. Take fa,b, fr,s ∈ M given by fa,b = xbxa − xcxd
and fr,s = xsxr − xpxq, where c, d are anti-diagonal corners of [a, b], and p, q are
anti-diagonal corners of [r, s], as shown in Figure 16.
c
a
b
d
p
r
s
q
Figure 16.
We consider the non-trivial case when gcd(in<(fa,b), in<(fr,s)) 6= 1. We may have
one of the following possibilities : (i) a = r, (ii) b = s, (iii) a = s ( or b = r).
Consider the case when a = r. Without loss of generality, we may assume that
xb > xs. Then fa,s = xsxa − xpxq and S(fa,b, fa,s) = xbxpxq − xsxcxd. Also we may
assume that p 6= c and q 6= d, otherwise S(fa,b, fa,s) reduces to 0 trivially. We have
two possible situation, as shown in Figure 17.
When s < b, we have
S(fa,b, fa,s) = xq(xbxp − xcxh) + xc(xhxq − xsxd)
When s  b, we have
S(fa,b, fa,s) = xq(xbxp − xcxh)− xc(xsxd − xhxq)
It shows that in both situations S(fa,b, fa,s) reduces to 0 with respect to the inner
2-minors fp,b and fq,h (or fd,s) of P, where h ∈ [b, d] as shown in Figure 17. Similarly,
one shows that S(fa,b, fr,s) reduces to 0 when b = s.
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Figure 18.
Now we discuss the only critical case when a = s, see Figure 18.
Then S(fa,b, fr,a) = xbxpxq−xcxdxr reduces to 0 if and only if either [q, b] or [p, b]
is an inner interval of P. This completes the proof. 
Remark 4.2. Similarly one can prove the following statement: Let P be a collection
of cells. Then the set of inner 2-minors of P form a reduced (quadratic) Gro¨bner
basis with respect to <2lex if and only if for any two inner intervals [b, a] and [d, c] of
P with anti-diagonal corners e, f and f, g as shown in Figure 19, either b, g or e, c
are anti-diagonal corners of an inner interval of P.
•e •a
•b •
f
•c
•
d
•g
Figure 19.
Corollary 4.3. Let P be a stack polyomino. Then the reduced Gro¨bner basis of IP
with respect to both monomial orders <1lex and <
2
lex consists of all inner 2-minors of
P.
Proof. Let a < b < c in V (P) such that fa,b and fb,c are inner 2-minors of P. Let d
and e be the anti-diagonal corners of the interval [a, b], and f and g be anti-diagonal
corners of the interval [b, c]. We may assume that [d, g] is a horizontal interval and
[e, f ] is a vertical interval. It follows from the definition of the stack polyomino that
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[e, c] is an inner interval of P. By applying Theorem 4.1, we obtain that the reduced
Gro¨bner basis of IP with respect to <
1
lex consists of all inner 2-minors of IP . Similarly
one can derive the same conclusion for <2lex by applying Theorem 4.2. 
Let P be a stack polyomino. Now we define a special total order on the variables
xa, a ∈ V (P). Let [c, d] be a vertical interval of maximal size in P and c = (i, j).
For any a, b ∈ V (P) with a = (k, l), b = (p, q), we let xa > xb if either (1) l > q , or
(2) l = q, k ≥ i, and k < p or p < i, or (3) l = q, k < i, and p < k.
We denote by <′lex, the lexicographical term order induced by above order of
variables.
Example 4.4. Let P be the stack polyomino as shown in Figure 20.
•p •q •r •s •t •u
•c
•
d
Figure 20.
Then for the horizontal interval indicated by fat dot marks, the order of the
variables is given as s > t > u > r > q > p.
Remark 4.5. Let P be a stack polyomino and [c, d] be a vertical interval of maximal
size in P with c = (i, j). Take fg,h = xhxg − xpxq be an inner 2-minor of P and
g = (r, s). Then we have the following
(1) in<(fg,h) = xhxg if r < i, see Figure 21.
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Figure 21.
(2) in<(fg,h) = xpxq if r ≥ i, see Figure 22.
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Theorem 4.6. Let P be a stack polyomino and [c, d] be a vertical interval of maximal
size in P, as shown in Figure 23.
Then the ideal (IP , xc) has a squarefree quadratic Gro¨bner basis with respect to
<′lex introduced before.
Proof. Let [a, b] and [c, d] be the maximal horizontal and vertical interval of P con-
taining c and set I = (IP , xc). First observe that I is minimally generated by xc
and the set M consisting of the following elements:
(1) Those inner 2-minors fg,h of P such that xc /∈ supp fg,h
(2) The degree 2 monomials xexf with e ∈ [a, b], f ∈ [c, d] and e and f are
different from c such that either [e, f ] is an inner interval of P or e and f are
anti-diagonal corners of an inner interval in P.
To show that M∪{xc} is a reduced Gro¨bner basis of I with respect to <
′
lex, it is
enough to show that all S-polynomials S(m,m′) , m,m′ ∈ M reduce to 0, because
the S-polynomial S(m, xc), m ∈ M trivially reduces to 0. Take m,m
′ ∈ M and
consider the non-trivial case when gcd(in<(m), in<(m
′)) 6= 1.
If m and m′ are both monomials, then the S-polynomial S(m,m′) reduces to 0
trivially. Next we consider the case when m is an inner 2-minor and m′ is a monomial
in M. Let m = fg,h = xhxg − xpxq be an inner 2-minor of P and m
′ = xexf with
e ∈ [a, b], f ∈ [c, d]. Let c = (i, j), h = (k, l), g = (r, s), p = (r, l), and q = (k, s).
We have following two possibilities:
(a) in<(fg,h) = xhxg, which gives r < i
(b) in<(fg,h) = xpxq, which gives r ≥ i
If in< fg,h = xhxg,then we either have xh = xf or xg = xe. If xh = xf , then
q ∈ [c, d] and xexq ∈M, and hence the S-polynomial S(m,m
′) = xexpxq reduces to
0. If xg = xe, then q ∈ [a, b] and xfxq ∈M, and the S-polynomial S(m,m
′) = xfxpxq
reduces to 0.
If in<(fg,h) = xpxq, then we either have xp = xf or xq = xe. If xp = xf ,
then g ∈ [c, d] and xexg ∈ M, and hence the S-polynomial S(m,m
′) = xexhxg
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reduces to 0. If xq = xe, then g ∈ [a, b] and xfxg ∈ M, and the S-polynomial
S(m,m′) = xfxhxg reduces to 0.
Now we consider the case when m and m′ are inner 2-minors of P. Let m = fg,h =
xhxg − xpxq and m
′ = fu,t = xtxu − xvxw. There are three possibilities:
(a) in<(fg,h) = xhxg and in<(fu,t) = xtxu
(b) in<(fg,h) = xpxq and in<(fu,t) = xvxw
(c) in<(fg,h) = xhxg and in<(fu,t) = xvxw
If (a) holds, then as we have seen in Theorem 4.1, the only non-trivial case to be
discusses is when t = g, as shown in Figure 24.
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Figure 24.
It follows from the definition of stack polyominoes that fw,h ∈ IP . If xc /∈
supp(fw,h) then fw,h ∈M and as in Theorem 4.1, we see that S-polynomial S(fg,h, fu,g)
reduces to 0. If xc ∈ supp(fw,h), then h, q ∈ [c, d] and u, w ∈ [a, b]. It shows that
the S-polynomial S(fg,h, fu,g) = xhxvxw − xuxpxq reduces to 0 in I, because xhxw
and xuxq belong to M.
If (b) holds, one can argue in a similar way by applying Remark 4.2.
Now suppose that (c) holds, then for c = (i, j), g = (r, s) and u = (m,n), we get
r < i ≤ m. In this case we either have w = h or v = h.
Let w = h, then S(fg,h, fu,t) = xvxpxq − xtxuxg. By definition of stack, there
exists z ∈ V (P) such that fz,t = xtxz − xvxq ∈ IP . If xc /∈ supp(fz,t), then fz,t ∈M
and S(fg,h, fu,t) = xp(xvxq − xtxz)− xt(xuxg − xpxz) reduces to 0, see Figure 25.
If xc ∈ supp(fz,t), then xvxq, xuxg ∈M and again S(fg,h, fu,t) reduces to 0.
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Figure 25.
Now, let v = h. Then S(fg,h, fu,t) = xgxtxu − xwxpxq. Again, by definition of
stack, there exists l ∈ V (P) such that fg,t = xtxg − xlxp ∈ IP , see Figure 26. It
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Figure 26.
is clear that xc /∈ supp(fg,t), and S(fg,h, fu,t) = xu(xgxt − xlxp) + xp(xuxl − xwxq)
reduces to 0. 
Corollary 4.7. With the notation introduced in Theorem 4.6, we have that (IP , xc)
is a radical ideal.
Proof. It is a known fact, see for example [4, Proof of Cor. 2.2], that an ideal
is reduced if it has a squarefree initial ideal. Hence the assertion follows from
Theorem 4.6. 
Next, we are going to determine the minimal prime ideals of (IP , xc) where c
is chosen as in Theorem 4.6. To this end we introduce some notation. For each
element a ∈ V (P) there exists a unique element pi(a) ∈ BP such that a and pi(a) are
in vertical position, see Figure 27.
pi(a)
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•
•
Figure 27.
Theorem 4.8. With the notation and assumptions introduced in Theorem 4.6, let
P be a prime ideal containing (IP , xc), and let [c, e] be the maximal subinterval of
[c, d] with the property that xf ∈ P for all f ∈ [c, e]. Assume that e 6= d. Let
[g, h] be the smallest horizontal interval of P with e ∈ [g, h] and g, h ∈ ∂P. Then
Qe = (IP , {xp : p ∈ [pi(g), h]}) is a prime ideal with (IP , xc) ⊂ Qe ⊂ P .
Figure 28 displays the situation as described in Theorem 4.8.
Proof of Theorem 4.8. We first show the inclusions (IP , xc) ⊂ Qe ⊂ P . Obviously,
(IP , xc) ⊂ Q. Let p ∈ [pi(g), h]. If p ∈ [c, e], then xp ∈ P . Assume now that
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p /∈ [c, e]. Let e = (i, j), and define e′ = (i, j + 1). Then xe′ /∈ P . We consider the
smallest interval I of V (P) containing e′ and p. Let e′, p, q and r be the corners of
I. Then I is an inner interval of P and either q or r belongs to the interval [c, e].
Say, q ∈ [c, e]. Then xe′xp−xqxr ∈ IP ⊂ P and xq ∈ P. Therefore, xe′xp ∈ P. Since
xe′ /∈ P and P is a prime ideal, it follows that xp ∈ P . It shows Qe ⊂ P.
It remains to be shown that Qe is a prime ideal. Observe that Qe = (J, {xp : p ∈
[pi(g), h]}) where J is generated by the minors of the form
(i) fa,b ∈ IP with a = (k, l) and l > j.
(ii) fa,b ∈ IP with a = (k, l) and l < j and a, b /∈ [pi(g), h]
The ideal J1 generated by the minors in (i) is the ideal of inner 2-minors of a
stack polyomino P ′ which consists of cells of P with lower left corner a = (k, l) with
l > j. Hence J1 is a prime ideal.
Let V = {a ∈ V (P) : a = (r, s), s ≤ j and a /∈ [pi(g), h]}, and pi(g) = (i1, t),
pi(h) = (i2, t). We define a map α : V → V given by
α(a) =
{
a, if r < i1,
(r − (i2 − i1 + 1), s), if r > i2.
With the new co-ordinate assigned by α, the ideal J2 generated by the inner 2-minors
in (ii) may again be identified by the ideal of inner 2-minors of a stack polyomino
whose vertex set is contained in α(V ). Furthermore, the generator of J1 and J2 have
disjoint support. This implies that (J1, J2) is a prime ideal. Since J = (J1, J2), we
conclude that Qe is a prime ideal. 
A vertex a ∈ ∂P is called an inside (outside) corner of the stack polyomino P if
it belongs to exactly three (one) different cells of P, see Figure 29 in which inside
and outside corners are shown by fat dots.
In the situation of Theorem 4.8, we define the following prime ideals.
(1) P1 = (IP , {xl : l ∈ BP}), P2 = (IP , {xl : l ∈ [c, d]})
(2) Let e1, . . . , es be the elements of [c, d] with the property that the maximal
horizontal interval of P which contains ei also contains an inside corner of
P. For simplicity, we set Qi = Qei, where Qei is defined as in Theorem 4.8.
Corollary 4.9. The minimal prime ideals of (IP , xc) are P1, P2 and Q1, Q2, . . . , Qs.
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Proof. Since P1 = Qc, it follows that P1 is a prime ideal. Observe that P2 =
(J, {xl : l ∈ [c, d]}) where J is the ideal generated by inner 2-minors fa,b ∈ IP with
a, b /∈ [c, d]. With the same argument as in the proof of Theorem 4.8, it follows that
P2 is a prime ideal.
Suppose P1 is not a minimal prime ideal of (IP , xc) and let P be a prime ideal
such that (IP , xc) ⊂ P ( P1. Then there exists a vertex a ∈ BP such that xa /∈ P ,
and an inner 2-minor xaxh − xcxg of P where g, h /∈ BP . Since xc ∈ P and xa /∈ P ,
it follows that xh ∈ P and hence xh ∈ P1, a contradiction. Similarly one shows that
P2 is a minimal prime ideal of (IP , xc).
Let Q be a minimal prime ideal of (IP , xc) different from P1 and P2. Then there
exists k ∈ [c, d] such that xk /∈ J . We let [c, e] be the maximal subinterval of
[c, d] with the property that xf ∈ Q, for all f ∈ [c, e]. Since e 6= d, by applying
Theorem 4.8 we see that Qe ⊂ Q. Minimality of Q implies that Qe = Q. Now we
show that Q = Qi, for some 1 ≤ i ≤ s.
Let Qe = (IP , {xp : p ∈ [pi(g), h]}) as described in Theorem 4.8, and suppose that
neither g nor h is an inside corner of P. If [pi(g), g] and [pi(h), h] do not contain any
inside corner of P, then P1 ⊂ Qe, and Qe is not a minimal prime ideal of (IP , xc).
Otherwise, we may assume that there exists an inside corner in either [pi(g), g] or
[pi(h), h]. If both intervals contain an inside corner then we let p be the inside
corner with greater y-coordinate. We may assume that p ∈ [pi(g), g]. Observe that
p is uniquely determined. Moreover, there exist two uniquely determined vertices
f ∈ [c, d] and q ∈ [pi(h), h] such that f , p and q are in horizontal position. Since
pi(g) = pi(p) and pi(h) = pi(q) which implies that [pi(p), q] ⊂ [pi(g), h], and that
Qf ( Qe. Hence Qe is not a minimal prime ideal if none of g and h is an inside
corner of P.
Let Qi = (IP , {xp : p ∈ [pi(g), h]}) as described in (2) such that either g or h is an
inside corner of P. We may assume that g is an inside corner of P and g = (k, l).
Assume that Qi is not a minimal prime ideal and P be a prime ideal such that
(IP , xc) ⊂ P ( Qi. Then there exists a vertex r ∈ [pi(g), h] such that xr /∈ P . Let I1
and I2 be the vertical and horizontal intervals respectively such that r ∈ I1, I2 and
I1, I2 ⊂ [pi(g), h], and I1 and I2 are maximal with this property. Since g is an inside
corner, the vertices g′ = (k − 1, l) and g′′ = (k, l + 1) belong to ∂P. We see that
r has the property that for any vertex s ∈ I1, s 6= r,there exists an inner 2-minor
xuxs − xrxt of P where t, u ∈ [pi(g
′), g′]. Since P is a prime ideal and xr, xt /∈ P ,
we obtain that xs /∈ P , for all s ∈ I1. In particular c /∈ I1, because xc ∈ P . Also
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for any s′ ∈ I2, there exists an inner 2-minor xrxt′ − xs′xu′ of P such that u
′, t′ and
g′′ are in horizontal position. Again, because P is a prime ideal and xr, xt′ /∈ P , we
conclude that x′s /∈ P for all s
′ ∈ I2. On the other hand, since c /∈ I1 there exist
s ∈ I1 and s
′ ∈ I2 such that xrxc−xsxs′ is an inner 2-minor of P. By using xc ∈ P ,
it follows that either xs or xs′ belongs to P , a contradiction. Hence we conclude
that Qi is a minimal prime ideal of (IP , xc). 
In Figure 30 we display a stack polyomino P and all the minimal prime ideals of
(IP , xc) as described above. The fat dots mark the interval attached to the minimal
prime ideals and the dark shadowed areas, the region where the inner 2-minor have
to be taken.
•c
P
• • • • •
P1
•
•
•
•
•
P2
• • •
• • •
Q1
• •
• •
• •
• •
Q2
Figure 30. The minimal prime ideals of a stack polyomino
Let qi = Qi/IP and pj = Pj/IP , for i = 1, . . . , s and j = 1, 2 be the residue classes
Qi and Pj in K[P].
Corollary 4.10. The class group Cl(K[P]) of K[P] is free of rank s+ 1 with basis
cl(q1), . . . , cl(qs), cl(p1).
Proof. Let [c, d] be a vertical interval of P of maximal size and [a, b] = BP . Then
for any p ∈ P \ ([a, b]∪ [c, d]), there exists an inner 2-minor xcxp − xrxs of P where
r ∈ [a, b] and s ∈ [c, d]. Thus, in K[P]xs we have xp = xrxsx
−1
c . It follows that
K[P]xc = K[{xl : l ∈ [a, b]∪[c, d]]xc . From Theorem 2.2, we know that dimK[P]xc =
dimK[P] = |[a, b]|+ |[c, d]|−1. Hence K[{xl : l ∈ [a, b]∪ [c, d]}] is a polynomial ring.
Consequently, K[P]xc is factorial. By applying Nagata’s Lemma [3, Corollary 7.2],
Corollary 4.9 implies that Cl(K[P]) is generated by cl(q1), . . . , cl(qs), cl(p1), cl(p2).
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Since (xc) =
⋂s
i=1 qi ∩ p1 ∩ p2, it follows that
r∑
i=1
cl(qi) + cl(p1) + cl(p2) = 0
We claim that the above relation generates the relation module of the class group.
Then the claim yields the desired assertion.
Let
∑r
i=1 vi cl(qi) + u1 cl(p1) + u2 cl(p2) = 0 be an arbitrary relation in the class
group Cl(K[P]). Then
∑r
i=1 vi div(qi) + u1 div(p1) + u2 div(p2) is a principal divisor
div(g) in Div(K[P]). Since xc ∈ qi, pj for all i and j, the divisors div(qi) and div(pj)
are mapped to 0 under the canonical map Div(K[P])→ Div(K[P]xc). This implies
that div(g) is also mapped to 0. Hence g is a unit in K[P]xc . The only units in
K[P]xc are scalar multiples of powers of xc, say g = λx
t
c with t ∈ Z. Therefore,
r∑
i=1
vi div(qi) + u1 div(p1) + u2 div(p2) = div(g) = div(x
t
c) = t div(xc).
Since div(xc) =
∑r
i=1 div(qi) + div(p1) + div(p2), the claim holds. 
First, we fix some notation. As before, let [c, d] be a vertical interval of P of
maximal size, and e1, . . . , es be the elements of [c, d] with the property that the
maximal horizontal interval [gi, hi] of P with ei ∈ [gi, hi] contains an inside corner
of P. We furthermore let e0 = c and es+1 = d, and for i = 0 and i = s + 1,
we let [gi, hi] be the maximal interval of P with ei ∈ [gi, hi]. Now we introduce
the following numbers. We set mj = size([gj, hj]), for j = 0, . . . , s and ms+1 = 0.
Finally we set nj = size[ej, ej+1], for j = 0, . . . , s. For the sake of uniformity, we set
q0 = p1.
Theorem 4.11. Let cl(ω) be the canonical class of K[P]. Then
s∑
j=0
(mj −
s∑
i=j
ni) cl(qj) for j = 0, . . . , s
is the representation of cl(ω) with respect to the basis of Cl(K[P]) given in Corol-
lary 4.10.
Proof. We proceed by induction on s. If s = 0, then P has no inside corners and
desired formula follows from [13, Theorem 8.8]. Now suppose that s > 0. Localizing
K[P] at xhs+1 , we see that K[P]xhs+1 is isomorphic to the localization at xhs+1 of the
polynomial ring extension K[P ′][X] where X = {xa : {a ∈ [gs+1,hs+1]∪ [hs, hs+1], a 6=
hs}}, and where P
′ is again a stack polyominoe with n′i = ni and m
′
i = mi−ms, for
i = 1, . . . , s− 1, see Figure 31.
Since Cl(K[P ′][X]xhs+! ) = Cl(K[P
′]), we obtain a natural map α : Cl(K[P]) →
Cl(K[P ′]). Let p′1 = q
′
0, . . . , q
′
s−1, p
′
2 be the corresponding generators of Cl(K[P
′]).
Then α(cl(qi)) = cl(q
′
i) for i = 0, . . . , s− 1, and α(cl(qs)) = cl(p
′
2) = −
∑s−1
i=0 cl(q
′
i).
Let cl(ω) =
∑s
i=0 µi cl(qi). Since the canonical cl(ω) of K[P] is mapped to the
canonical class cl(ω′) of K[P ′], we have
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cl(ω′) =
s−1∑
j=0
µi cl(q
′
i) + µs cl(q
′
s) =
s−1∑
i=0
(µi − µs) cl(q
′
i).
Applying the induction hypothesis we have
µi − µs = m
′
i −
s−1∑
j=i
n′i = mi −ms −
s−1∑
i=1
ni(2)
LocalizingK[P] at the variables corresponding to the outside corners of P different
from g0, h0, gs+1 and hs+1 and using again [13, Theorem 8.8], we see that µs =
ms − ns. Hence the desired formula follows from (2). 
As an immediate consequence of Theorem 4.11, we have the following
Corollary 4.12. The K-algebra K[P ] is Gorenstein if and only if mi =
∑s
j=i nj,
for i = 0, . . . , s.
Figure 32 shows example of a Gorenstein stack polyomino and a non-Gorenstein
stack polyomino.
Gorenstein Not Gorenstein
Figure 32.
28
References
[1] W. Bruns, J. Herzog, Cohen–Macaulay rings, Cambridge University Press, London, Cambridge,
New York, (1993)
[2] A. Conca, Ladder determinantal rings, J. Pure Appl. Algebra 98, 119–134 (1995)
[3] R. Fossum, The Divisor Class of Group of a Krull Domain, Springer, (1973)
[4] J. Herzog, T. Hibi, F. Hreinsdo´ttir, T. Kahle, J. Rauh. Binomial edge ideals and conditional
independence statements, Adv. Appl. Math. 45, 317–333 (2010).
[5] J. Herzog, T. Hibi, Ideals generated by adjacent 2–minors, Preprint 2010, arXiv:1012.5789v3
[6] M. Hochster and J.A. Eagon, Cohen–Macaulay rings, invariant theory and the generic perfec-
tion of determinantal loci. Amer.J.Math. 93, 1020–1058 (1971)
[7] S. Hos¸ten, S. Sullivant, Ideals of adjacent minors, J. Algebra 277 , 615–642 (2004)
[8] H. Ohsugi, T. Hibi, Toric ideals generated by quadratic binomials. J. Algebra 218, 509–527
(1999)
[9] H. Ohsugi, T. Hibi, Special simplices and gorenstein toric rings. J. Combinatorial Theory Series
A 113, (2006)
[10] J. Shapiro, S. Hos¸ten, Primary decomposition of lattice basis ideals. J.Symbolic Computation
29, 625–639 (2000)
[11] B. Sturmfels, Gro¨bner Bases and Convex Polytopes, Amer. Math. Soc., Providence, RI, (1995)
[12] B. Sturmfels, D. Eisenbud, Binomial ideals, Duke Math. J. 84 , 1–45 (1996)
[13] U. Vetter, W. Bruns, Determinantal rings, Lecture Notes in Mathematics, Springer, (1988)
[14] R. Villarreal, Monomial Algebras. Marcel Dekker
Ayesha Asloob Qureshi, Abdus Salam School of Mathematical Sciences, GC Uni-
versity, Lahore. 68-B, New Muslim Town, Lahore 54600, Pakistan
E-mail address: ayesqi@gmail.com
29
