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Abstract 
DuBose, D.A. Determinacy and the sharp function on the reals, Annals of Pure and Applied 
Logic 54 (1991) 59-85. 
We characterize in terms of determinacy, the existence of the least inner model of “every real 
has a sharp”. We let #, be the (partial) sharp function on the reals and define two classes of 
sets, (II’,))* and (II(;):, which lie strictly between UBtoz (B-II:) and A(w’-I7;). We show that 
the determinacy of (II(,))* follows from L[#,] k “every real has a sharp”; and we show that the 
existence of indiscernibles for L[#,] is equivalent to a slightly stronger determinacy hypothesis, 
the determinacy of (fl:):. 
Introduction 
For any collection A of functions f~ I0 o, we associate a two-person, infinite 
game which we denote by either GA or G(A): 
I f(O) f(2) f(4) 
II fU> f(3) f(5) 
The game GA has two players, I and II, 
First player I chooses f (0) E o and then 
. . . 
who alternately choose elements of w. 
player II chooses f (1) E cc). In general, 
once f(O),f(l),fW, . . . , f (2n - 1) have been chosen, player I chooses f (2n) 
and then player II chooses f (2n + 1). Player I wins G, if f E A, whereas, player II 
wins GA if f $ A. The notions of strategy and winning strategy (abbreviated w.s.) 
for player I [resp. II] have the natural meanings-we refer the reader to Section 
6A of [lo] for their definitions. We say that the game G is determined if one of 
the players has a w.s., and we denote this by Det(G). Similarly, if Det(G,) for 
any A E r, then we denote this by Det(T). 
By the middle 1970’s, Martin showed that the determinacy of w’-IIi follows 
from the existence of L!,, the least inner model of a measurable cardinal. During 
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the early 1970’s, he showed that all lJs<,z (/3-n:) games are determined iff O* 
exists; Harrington [5] further showed O# exists if all n: games are determined. 
Thus, the existence of Op is equivalent to the existence of Det(P-n:) for some 
(all) p < 13~. 
In [l], DuBose defines for each k E to, two classes of sets, (k * J$)* and 
(k * g)T, which lie strictly between lJp<,z (P-n:) and A(02-#). He shows that 
if we define Ok* to be the kth interated sharp (i.e., let O’# be Op and OCk+*)# be 
(Ok#)*, then the existence of OCk+l)* is equivalent to the determinacy of 
((k + 1) *E(i))* as well as to the determinacy of (k * _T$‘)S_. 
In this paper, we characterize the existence of the least inner model of “every 
real has a sharp” in terms of determinacy-by a real, we mean a subset of w. We 
define #i to be the (partial) sharp function on the reals and then relate the 
following to determinacy: 
(i) L[#,] k “every real has a sharp”, and 
(ii) indiscernibles for L[#J exist. 
We show that a certain determinacy hypothesis, Det(fl)*, follows from (i) and 
that a slightly stronger determinacy hypothesis, Det(@)T, is equivalent to (ii). 
The proofs of these results combine Martin’s proof of Bore1 determinacy [9] with 
his proof of 
“all lJ (/3-n:) games are determined if O# exists”. 
fi<W* 
We generalize the results of this paper in [2]. In that paper, we charactize the 
existence of the least inner model of “every object of type k has a sharp” in terms 
of determinacy. We define #k to be the (partial) sharp function on objects of type 
k and then relate the following to determinacy: 
(iii) L[#k] L “every object of type k has a sharp”, and 
(iv) indiscernibles for L[#fk] exists. 
We show that a certain determinacy hypothesis, Det(n”)*, follows from (iii) and 
that a slightly stronger determinacy hypothesis, Det(n”,)T, is equivalent to (iv). 
However, the proof found in [2] depends on the proof given in this paper. (i), 
(ii), (iii), (iv), Det(n”,)*, and Det(n”,)t are each stronger than the existence of 
all o’* (which were characterized in terms of determinacy in [l]) but are each 
weaker than the determinacy of A(w2-II:) (and therefore weaker than the 
existence of a measurable cardinal). We illustrate the above relationships in Fig. 
1. 
As mentioned earlier, in many of the proofs found in this paper, we shall use 
the proof of Martin’s Theorem [8]: If OS exists, then Det(lJp,,l@n:). The 
proof of this theorem can be found in [l]. Since we need some of the terminology 
found in that proof, we give a condensed version of that proof in the 
Preliminaries. Also in the Preliminaries, we define the concept of ‘the ordinal of a 
position’ (for an open game), use it to define canonical W.S. for open games, and 
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Fig. 1. Equivalences of certain large cardinal hypotheses (given in the left column) with the 
determinacy of certain classes of sets (given in the right column) are indicated by the symbol ‘+-+‘. 
Similarly, the symbol ‘+’ is used to indicate an implication. SH, denotes “every real has 
indiscernibles”, and SH, denotes “every object of type k has indiscernibles”. #k is the partial sharp 
function on objects of type k. 0 ‘# is defined as 0” and O(“+ ‘jar is defined as (Ok*)“. 
for A a subset of w, list some well-known conditions equivalent to the existence 
of A#. 
In Section 1, we show that Det(fli)* follows from 
L[#,] k “every real has a sharp”, 
and that Det(fl): follows from the existence of indiscernibles for L[#,]. In 
Section 2, we first show that 
L[#,] k “every real has a sharp” if Det(n’:)r, 
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and then show that indiscernibles for L[#,] exist if Det(n’:)T. The proof of 
Martin’s Theorem is used in Section 1. Furthermore, to read Section 2, one only 
needs 0.5 from the Preliminaries and Definitions 1.1, 1.2, and 1.6 from Section 1. 
For each k E w, the pointclasses (fl’)* and (n’;): are both subsets of 
A((& - 1)-n:), where (w” - 1)-n; is defined as 02-fl! except the intersection of 
the sequence of the fll sets is required to be empty. However, DuBose [3] shows 
that A((w2 - 1)-n!) and A(u2-I71) are equal. 
Often we consider games in which the players’ moves are not necessarily 
integers, but instead elements from some set X. Given f(O), f(l), f(2), . . . , 
f(n - 1) E X, we may restrict the move f(n) to be an element of some particular 
subset X~(o).f.(l),f(~),...~~~~-,~ of X. In the case in which Xf(0),f(l).f(Z)....,f(n--l) = 0, 
there is no possible f(n) to be played and the player who was to play f(n) loses. 
Each f(2n) is called a move of player I; whereas, f(2n + 1) is a move of player II. 
We refer the reader to Chapter 6 of [lo] for the basic notions associated with 
games. 
Also, fix a Godel numbering of the formulas in the language {E} such that if n 
is the Giidel number of a formula r/j, then I# = I/J(v,~, vi, v2, . . . , v,-,), i.e., the 
free variables of 11, are amongst vo, vi, v2, . . . , v,-,. Let no. II, be the Giidel 
number of v. 
We use the following notation: wj is the ith cardinal of V, and gy is the ith 
cardinal of the model M. pi is the ith prime with p,, = 2, and if u = 
p~;‘p~‘p;’ . . ./f_‘,, then (u);=t;. If z E “w and i E w, define Z(i) to be 
r((‘) z(2) . . 
PO P2 . pfp and define (Z)i E “‘u by (z);(n) = (z(n)),. Whenever no 
confusion may arise, we shall sometimes use the number Z(i) for the sequence 
(z(O), z(l), z(2), . . . 9 z(i - 1)). 
0. Preliminaries 
In this section, we define /I-nf for p a recursive ordinal and for A G w, we list 
some conditions equivalent to the existence of A#. We also give a condensed 
version of the proof found in [l] of 
Martin’s Theorem. If O# exists, then Det(IJ,,,,z /3-n]). 
(Martin also proved the converse.) 
For an arbitrary set X, define a topology on “‘X by letting B be a basic open set 
of ‘“X iff there exist x0, xi, x2, . . . , x,-i E X such that 
B={f~‘~X~V’i<nf(i)=x;}. 
If A is an open set in “X, then GA is an open game. We now define the notion 
of ‘the ordinal of a position’, which we shall use to obtain canonical W.S. for open 
games. 
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Definition 0.1. Let G be an open game. By induction, we define for each ordinal 
(Y the positions (in G) with ordinal (Y: A position p in G has ordinal 0 if any play 
which is consistent with p is a win for I. If p = (y(O), y(l), y(Z), . . . , y(2i)) is a 
legal position in G of odd length, then p has ordinal (Y iff for any move y(2i + l), 
(Y(O), Y(l)? Y(2), . . . 1 y(2i + 1)) has ordinal less than or equal to (Y. If p = 
(y(O), y(l), ~(2)~ . . . , YP - 1)) is a legal position in G of even length, then p 
has ordinal a iff a move y(2i) exists such that 
(y(O), y(l), y(2), . . , y(2i)) has ordinal less then LY. 
We denote the set of all positions with ordinal (Y by P,(G), or sometimes just by 
P,; and we let P = UwsON P,. 
In the proof of the following lemma, for each open game, a canonical W.S. s is 
constructed such that s is a W.S. for I iff ( ) E P. 
Lemma 0.2 (Gale-Stewart* [4]). Let G be an open game (on an arbitrary set) 
and let E be the set of all legal positions p for the game G such that there is a play 
extending p that is won by II. Let i be a well-ordering of E. Then there is a W.S. s 
definable from -C in every inner model M of ZF such that -C E M and E c M. 
Next we define P-ZZ: and then for /I a recursive ordinal, we define 6-n:. 
Definition 0.3. Let p be an ordinal. A G mm is /?-l7] iff there exist Hi sets A, for 
CY 6 /3 such that A, = 0 and 
crisoddandxc n A,\A, . 
Y<Ly >I 
Definition 0.4. Let p be a recursive ordinal. A E Ow is P-n: iff A, s mm exists for 
each (Y s /I with A, = 0, and th ere exists a recursive well-ordering of a subset E of 
w with order type /-I such that if InI is the order type of n E w in this well-ordering, 
then {(k, x) E E X ww ) x E Alk,} E II: and 
cuisodd&xE nA,\A, . 
Y<a 
In this case, we say that (A, 1 a -=c p) witnesses A E P-II!. 
One should note that, in the definition above, if we replace “there exists a 
recursive well-ordering” with “for every recursive well-ordering”, we get an 
equivalent definition. Furthermore, whenever we refer to such a recursive 
ordering, InI will denote the order type of n E w in the ordering. 
In our next lemma, we list some well-known conditions which are equivalent to 
the existence of A#. 
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Lemma 0.5. ZfA E w, then conditions (i), (ii), (iii), and (iv) below are equivalent. 
(i) A# exists. 
(ii) There exists an uncountable class of indiscernibles for L[A]. 
(iii) L,,[A] has an uncountable class of indiscernibles, i.e., there exists an 
uncountable set C’ c w1 such that for any formula ~YJ, for any two increasing 
sequences 
of elements from C’, 
bo,[Al I- d-4, 50, ~51, 52, .. . , En-J 07 -&JAI b VP, Co, Cl, L, . . , L-J 
(iv) There exists a (unique) class C of ordinals such that 
(1) C contains all uncountable cardinals and is closed, 
(2) every a E L[A] is definable in L[A] form A and elements of C, 
(3) if E is an ordinal definable in L[A] f rom A and an increasing sequence 
TO, f*, 52, * . . ? L+, of ordinals in C and E < 5;, +1, then c < 1; for any g E C such 
that 5, < c, 
(4) if CO, (1, 1;~~. . . , Cm+, and G, CL G, . . . , CA,+, are increasing 
sequences from C such that I;i = f,! for i < n, Q, is any formula, 
and 
E < l&, is the least ordinal such that L[A] k cp[A, E, co, cl, c2, . . . , cm+,], 
f’ < c,!, is the least ordinal such that L[A] k cp[A, Zj’, f& ig;, f;, . . . , Z,L+,], 
C is unique if it exists and is in fact the class C of Silver indiscernibles for L[A]. 
Whenever A E w and A# exists, A’ is defined as a partial subset of w; in fact, as 
a set of Godel numbers of certain formulas. One can consult Section 30 of [6] for 
a treatment on the theory of “A? exists” (for x s V,). 
In the first theorem of this section, Theorem 0.7, we define a game c with 
ordinal auxiliary moves. We show that if O# exists, G has a W.S. S E L. We use the 
properties (l)-(4) of Silver indiscernibles given in the above lemma to ‘integrate’ 
S with respect to these ordinal auxiliary moves. These ordinal auxiliary moves 
provide the players with a way to show that a particular real x E Ow is in a given 
L7: set iff a certain ordering, determined by X, is a well-ordering. 
Lemma 0.6 (Kleene [7]). Let f3 b e a recursive ordinal and (A, 1 (Y < p) witness 
A E P-IT: (so that there exists a recursive well-ordering of a subset E of w with 
order type p such that 
{(k x) E E x Ow 1 x E Alk,} E II;). 
Determinacy and the sharp function on the reals 65 
Then there exists a recursive function F with domain E x {X(i) 1 x E “w and i E o} 
such that 
(1) F(n, X(i)) is a linear ordering of 0, 1, 2, 3, . . . , i - 1 with largest element 0, 
(2) F(n, X(i)) is a subordering of F(n, z(j)) if i s j, and 
(3) x E A,,, iff lJiEo F(n, X(i)) is a well-ordering. 
In the above situation, let F,,,, be the function with domain {X(i) ( i E o and 
x E “o} such that F,,,,(j) = F(n, j) so that 
XEA, iff lJ F,(X(i)) is a well-ording. 
isw 
Theorem 0.7 (Martin [S]). Zf O# exists and D E lJBCo2 /3-n:, then Go has a W.S. 
s E LIOS]. 
Proof. W.1.o.g. D is w * m-n:. Let A,., = 0. Let F be a recursive function as in 
the above lemma for the case /3 = w . m so that x EA, iff lJiew F@(i)) is a 
well-ordering. In an auxiliary game G (to be later defined), player I tries to 
verify, for (Y even, x E A, by playing auxiliary ordinal moves cy such that j ++ 5; 
is an order preserving map from IJ,,, F,@(n)) into the ordinals and player II 
does the same for (Y odd. In c’, an ordinal 5; is played with each integer move 
x(i): 
I x(O), 50 4% E2 x(4), 55 
II x(l), 51 x(3)9 63 x(5), E5 * * * . 
Certain restrictions are placed on each & and each Ei is thought of as some 
particular g,?. We now define for a < o - m, JC,: o+ o with certain properties 
and set Ey = &_(i). 
Let Ed : o + w . m be recursive such that n(2n) is even and n(2n + 1) is odd for 
n E w, Y’(n) is infinite for each (Y < w * m and if i <j < o, then for each n E w, 
the least element of ~d-‘(o - n + i) is less than the least element of ~d-‘(o * n +j). 
Let n,: w--, n-‘(a) be the bijection defined by “n&i) is the least element of 
n-‘(a)\ {nab 1 j <i}“. Then 
{nay(i) 1 a < co . m, a is even, i E w} is the set of even integers, 
{n,(i) I (Y < o * m, a is odd, i E w} is the set of odd integers, 
no.n+k(0) < 3d,.,+k+1(0) for n <m and k E CO, 
na(i)#np((j) if cu#Por i#j, and 
n,(i)<n,(j) if i<j. 
Finally, we let Z$ abbreviate ,&,(i,. 
Notice that 5: is played before Ey+i and gt’“+k is played before EgW’n+k+l for 
n < m and k E w. Furthermore, E,F is palyed by I if (Y is even and by II if (Y is odd. 
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In G, the players may only play cy= En,(j) such that 
(i) E.YE On+1 if a=o*n+k, and 
(ii) the map from F,(X(j)) into the ordinals defined by k H Er is order 
preserving. 
Since X(j) and Et, EP, &T, . . . , &T,Yl are played before c$,?, we know if E,F satisfies 
(i) and (ii) exactly when it is played. Since the players may only play ordinals & 
which satisfy (i) and (ii), if a position in G is ever reached such that a player 
cannot make an ordinal auxiliary move (which satisfies (i) and (ii)), then that 
player loses G. In fact, I wins G iff a position is reached at which II cannot make 
an ordinal auxiliary move (which satisfies (i) and (ii)). Since ( w~+~ ( n Cm) E L, 
by Lemma 0.2 L contains a W.S. S for G definable in L from ( cun+i ) n <m)_ 
We shall define a W.S. s for CD using S and indiscernibles for L. Whenever S is a 
W.S. for I, we want to consider possible positions in G in which II plays &+i’s 
which satisfy more stringent conditions than (i) and (ii). It will be convenient to 
have the following terminology: 
Let us say that (Ci, &, &, . . , , &2i--1) is nicely ordered for II with respect to 
X(2i) whenever the following conditions hold: 
(iii) cr.nc2k+1 E ~,+i\(~~‘~+~~-’ + 1) if ~r~.,+~~+i(O) C 2i - 1 and <g’“-’ 
means w,, 
(iv) ~~;+U+l E 500’n+2k+l\(~O0’“+2k-I 
+ 1) if ~r,.,+~~+i(j + 1) s 2i - 1, and 
(v) for any IX odd and j E w such that n,(j) 6 2i - 1, the map from &(X(j)) 
into 50” + 1 defined by k ++ 5; is order preserving. 
Similarly, define (&, &, &,, . . . , Ezi) is nicely ordered for I with respect to 
_C(2i + 1). 
We say that (&, E3, Es, . . . , L-1) is nicely ordered for II with respect to 
(x(l), x(3)1 x(5), . . . > x(2i - 1)) and J whenever it is nicely ordered for II with 
respect to X(2i), where 
Wj), 52j) =S(x(l), 51;X(3), 53;X(5), 5%;. . . ;X(zj - I), EZj-1) 
for j<i. We similarly define (&,, &, &, . . . , c2i) is nicely ordered for I with 
respect to (x(O), x(2), x(4), . . . , x(2i)) and i. 
Now let us assume S is a W.S. for II and define a W.S. s for II in the game CD. 
Since S E L is definable in L from the sequence ( o,+~ 1 n < m ) of indiscernibles, 
by Lemma 0.5, we have the following: 
Lemma 0.7.1. Suppose (go, &, ~5, . . . , &) and (&, E;, 5;, . . . , i$) are two 
sequences of indiscernibles for L which are nicely ordered for I with respect to 
(x(O), x(2), x(4), . . . , x(29) and S. Let 
(x(2i + I), &+I) = WO), &x(2), E2;x(4), E4; . . . ;x(2i), E2J, 
@‘Pi + 11, G+I> = Sb(O), G; x(2), 5% x(4), G; . . . ; x(2i), EL), 
and let & and k be such that x2(k) = 2i + 1 (so that @ is an abbreviation for 
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&i+l). Then x’(2i + 1) = x(2i + 1). Moreover, El;+, = &i+l if the following 
condition holds: 
Whenever LY < & is even (so that n,(j) is even for j E w) and n,(j) 6 2i, we have 
El,(j) = En,(j). 
By this lemma, we define s(x(O), x(2), x(4), . . . , x(2i)) to be the unique 
interger x(2i + 1) such that for any sequence (co, E2, &, . . . , 52i) of indiscer- 
nibles for L which is nicely ordered for I with respect to 
(X(O), x(2), x(4), . . . ) x(2i)) and S, and for some &i+l, we have 
(x(2i + I), E2i+l) = f@(O), Eo; X(2), 52; X(4), 6%; . . . ; 4% E2;). 
Moreover, whenever x is a play consistent with S, by Lemma 0.7.1 we have for 
each odd a < m . m x E nPCaAB implies x E A, -see [l] for the appropriate 
argument. Therefore, since A,., = 0, for any play x consistent with s, there exists 
an even IX < o . m such that x E npCa A,j\A,; that is, x $ D. Thus, s is a W.S. for 
II (whenever S is a W.S. for II). Similarly, one shows that player I has a W.S. 
s E L[O#] for G, if S is a W.S. for I. Thus, s E L[O#] is a W.S. for CD of the player 
for whom S E L is a W.S. and CD is determined. 0 
1. Getting determinacy from the sharp function on reals 
In this and the next section, we characterize in terms of determinacy, the 
existence of the least inner model of “every real has a sharp”; that is, the least 
inner model of “VA s o: A# exists”. In this section, we show that a certain 
determinacy hypothesis, Det(II$*, follows from the existence of such a model, 
and we also show that a slightly stronger determinacy hypothesis, Det(fl)z, is 
equivalent to the existence of indiscernibles for such a model. We now construct 
this model: 
Definition 1.1. (1) Let #, be the function with domain {A G o 1 A# exists} 
defined by A ++A#. We refer to #, as the sharp function on reals. 
(2) For any set M, we define Def(M) as the set of all y c M such that for some 
formula q and x1, x2, xj, . . , , x,-, EM, 
y = {x EM 1 M k q[x,,, ~1, xz, . . . , x,-l, xl>. 
(3) By transfinite recursion, we define L,[#,] = 0, 
LE[#,] = q&JE L,[#,] if E is a limit ordinal, and 
L~+d#~l= Def(Ld#Il U {A” 1 A E LdSfJ n dom[#Il>). 
Finally, we let L[#,] = USEON L,[#J. 
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Eventually, we shall have an exact characterization for the existence of 
indiscernibles for L[#l] in terms of determinacy. However, we shall first show 
that if L[#,] L “every real has a sharp” (i.e., L[#,] k “VA E wAlt exists”), then 
Det(fl)*. 
Definition 1.2. A E w. is (fl,)* iff there exists B 5 (“w) x o which is I$, there 
exists (A, 1 (Y < co’), and there exists a recursive well-ordering of o of order type 
w* such that if 112) is the order type of n E w in this ordering and AZ., is the 
w . (n + 1)-n: set 
(,,-w ]3a<w*(n+l)(nisodd&re(IQ-JAg\A,)}, 
determined by (A, 1 (Y < w*), then 
{(x, n) e (“0) x w 1 x E A,,,) E n: 
and 
A = {x E Ow ( 3n [B( x, n) & Vm <n lB(x, m) &x E ATU.,]}. 
In this case, we say that B and (A, 1 a: < w’) witness A E (II@*. 
We use the notation ]lt( and AZ.,, as above, whenever no confusion may arise. 
Furthermore, one may assume w.1.o.g. that any A E (II$* has some additional 
properties: 
Lemma 1.3. If A E (I@*, then B and (A, I (Y < w’) exist which witness 
A E (a)* and such that 
(i) Ag~AA,if/3-=Ccu<w2, 
(ii) n,,,z A, = 0, and 
(iii) x E A:., wx E AZ.,,, whenever B(x, n) and n s m (so that x EA *x E AZ., 
whenever 3n cm B(x, n)). 
In this case, we say that B and (A, 1 cy< w”) strongly witness A E (n”,)*. 
Proof. Let B’ and (A& I a < co’) witness that A E (I$)*. Let 
AL.,, = {x EA:.~ I Vm <n lB(x, m) and 31 B(x, I)} 
and otherwise AL is AL. Now set A, = &_A;. Since B E A:, each {(x, n) E 
(“w)x w IxEA,~,}EI~;. 0 
We extensively use the proof of Theorem 0.7 in this section. In that proof, 
ordinal auxiliary moves Ei are played in an auxiliary game to see if x is in a 
w . m-II: set D. In the proofs of each of the theorems in this section, we have a 
given sequence (A, ) (Y < co’) which witnesses that some set is w*-II: and we 
similarly want to know if x E @w is in the w . (n + 1)-n: set A:., - in each case, x 
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will be a play of a certain game. Therefore, we define an auxiliary game with 
ordinal auxiliary moves 5; which we then use to determine if x E A,.,. It will be 
convenient to have the following terminology: 
Definition 1.4. Let (A, ) a< co. m) witness that D is o mm-ZI:, (go, E,, &, 
. . . 7 &,) be a sequence of ordinals, and x(O), x(l), x(2), . . . , x(i - 1) E o. 
Define F, (F, ( a< w . m), JC, and E@ as in Theorem 0.7, and whenever 
J&(j) < i, let ET = Err.(j). Notice that, as in Theorem 0.7, whenever n,(j) < i, we 
have: n(j + 1) is defined (since j s n,(j) <i) and Et, f:, cg, . . . , ET are defined 
(since n=(O) < 3ra(1) < n,(2) < . * . < n,(i)). We say that (50, El, Ez, . . . , Ei-1) is 
propertly ordered with respect to 
(x(O), x(l), x(2), . . . , x(i - 1)) (or just X(i)) and (A, ( (Y < o . m) 
using (~~+r 1i < m) iff whenever n,(j) < i, we have 
(i) EYE K,+i if (Y = o - n + k for some k E w (and n < m), and 
(ii) the map from Fn(_f(j + 1)) into the ordinals defined by k * EF is order 
preserving. 
Usually, (A, 1 (Y < w - m) is clear from the context. Moreover, often we 
describe a game G with integer moves x(i) E w and ordinal auxiliary moves & 
such that we require the players to only play so that (& E1, &, . . . , ci-1) is 
properly ordered with respect to X(i) using some particular sequence (~~+i 1i < 
m). For example, in Theorem 0.7, we require the players to play & such that 
(&J> 51, !%, . f . , &1) is properly ordered with respect to X(i) using ( wi+i ) i < 
m). In such games, X(i) is usually clear from the context so that we may just say 
that the (auxiliary ordinal moves) ~j must be properly ordered using (Ki+l 1 i < 
m). In Theorem 1.5, we describe an auxiliary game G’ in which auxiliary moves 
& are played to determine if x is in some w . (n + 1)-n: set AZ.,, and in fact, & 
will be required to be properly ordered using ( w~>~l(To~T1zES...VT.)) 1 i s n), where 
T,, T,, T2, . . . , T, E I!,[#,] are defined in the proof of Theorem 1.5. 
In Theorem 1.5, we show 
Det(fl)* follows from L[#,] k “every real has a sharp”. 
Our original proof of this result combined the use of indiscernibles to integrate 
with respect to ordinal auxiliary moves (as done in Theorem 0.7) with Wolfe’s 
proof [lo] of Det(Z’$. We combine such use of indiscernibles with Martin’s proof 
of Bore1 determinacy to get this result and more. 
In the proof of Theorem 1.5, we define an open auxiliary game G’ for some 
game GA such that A G Ow. We use ‘the ordinal of a position’ - defined in the 
Preliminaries-to define a canonical W.S. for G’. In G’, the players make two 
different types of auxiliary moves (described in the theorem). Player I sometimes 
plays in G’ a set T of positions in GA such that if X(2i + 1) E T, then f(2i + 2) E T 
for any x(2i + 1) E w. We say that T is an Z-imposed subgame of the game G if T 
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is a set of positions of G such that p E T whenever p is a position of even length, 
say of length 2i + 2, which extends some position p’ E T of length 2i + 1. Thus, an 
I-imposed subgame of G is a set of positions which restricts I’s moves but does 
not restrict II’s moves. If p is a legal position of the game G’, then let CL be the 
game in which both players are required to play so that all positions are consistent 
with p, and if neither player loses by failing to meet this requirement, then the 
winning conditions for GL are exactly the same as for G’. If q,, q2, . . . , qn are 
legal positions of the game G’ and qi extends all of the positions q,, q2, . . . , q,,, 
define G’(q,, q2, . . . , q,J to be the game Gi,. 
Theorem 1.5. If L[#,] k “every real has a sharp”, then Det(fl)*. 
Proof. Assume L[#,] k “every real has a sharp”. Let B E fl: and (A, 1 a < co’) 
strongly witness A E (fl)*. Then 3R E AT such that B(x, n) *Vk R(_f(k), n) and 
such that 
(i) if lR(.f(k), n) & Vj <k R@(j), n), then k is odd. 
Condition (i) helps to simplify the proof. We describe an open game G’ which 
has a W.S. that we integrate to get a W.S. for GA. G’ will have two types of 
auxiliary moves: Bore1 auxiliary moves and ordinal auxiliary moves. The Bore1 
auxiliary moves are of the form ?I, ($, ti) (described below) and are played 
before any ordinal auxiliary moves pi are played. Each pi is either 0 or 1, and the 
Bore1 auxiliary moves continue to be played until some $ = 1 is played, at which 
point the ordinal auxiliary moves Ei start being played. Unless all ii = 0, a typical 
play of G ’ is 
I To 49 c 43 
II (0, to) 41) (0, t,) x(3) .’ 
C-1(0, t,_,) 
x(2n - 2) T, x(2n), F,, x(2n + 2), 52 
x(2n - 1) (1, -) .+I + I), 5, x(2n + 3), 5, . 
If all li = 0, then no ordinal auxiliary moves are ever played and the Bore1 
auxiliary moves T, ($, ti) are played forever; in this case, the play of G’ is 
I To x(O) F x(2) 
II (09 64 x(l) (0, t1> X(3) . *** 
We shall use the Bore1 auxiliary moves 7;, ($, ti) to determine if B(x, i). If there 
is an it such that Zn = 1, we shall integrate a W.S. for G’ with respect to the ordinal 
auxiliary moves & to determine if x E AZ.,. 
The Bore1 and ordinal auxiliary moves must satisfy the following conditions: 
(ii) Player I may only play T E L[#i] such that I; is an I-imposed subgame of 
G,4(429, to, tl, t2, . . . , ti-1). 
(iii) II must play 0 for 2, if the integer moves which are played before $ 
witness lB(x, n) (i.e., 3j s 2n lR(f(j), n)). 
(iv) If T, = 0, II must play t,, E T, of odd length which is compatible with x(2n) 
and ‘witnesses’ lB(x, n); that is, if t, = .f(2i + l), then 3j s 2i + 1 lR(f(j), n). 
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(v) If I, = 0, both players may only play integer moves x(i) such that X(i + 1) 
and t, are compatible (i.e., every position y(j) in 7; is consistent with X(2i)). 
(vi) If II plays 2, = 1, then II plays f,, = ( ) and only integer moves x(j - 1) 
such that X(j) E T, may be palyed in G’. 
(vii) If II plays 1, = 1, then only integer moves x(j - 1) such that R@(j), n) 
may be played in G’. 
(viii) Once ?,, = 1 is played, both players start playing ordinal auxiliary moves 
gi which are properly ordered with respect to (A, 1 (Y < o . (n + 1)) using 
((+U%(fi.T13T2 ,...* T,)) ( i sn). 
Condition (iv) reflects that player II is promising that lB(x, n) whenever he 
plays I,, = 0. Condition (vii) reflects that player II is promising B(x, n) whenever 
he plays 2, = 1. In fact, if lR(I(j), n) and Vi < jR(X(i), n), then j is odd so that 
x(j - 1) is a move of player I and hence, there is no legal move x(j) for II to play. 
Player I wins G’ iff a (legal) position (of odd length) is reached at which II 
cannot make a (legal) move. Since G’ is an open game, define, for each ordinal 
(Y, P, as the set of positions with ordinal & and let P = lJncON P,. The set of legal 
positions for G’ is in L[#,], and if p is a legal position in G’ such that 2, = 1 for 
some move (i,,, t,) included in p, then the set 1, of legal positions consistent with 
p is definable in (L[T,], E, T,) from ( w,L!~‘(~~~~,~~...,~)) 1 i G n). In fact, L[#,] has 
a definable well-ordering < of the legal positions for G’ such that for any legal 
position p in G’ which includes some i, that is equal to 1, < 1 1, is a well-ordering 
of the legal positions of G’ consistent with p and is definable in L[T,] from 
(W;U~1(7;1J.TZ . . . .. T,)) 1 i s n). Therefore, by Lemma 0.2, G’ has a W.S. s’ definable 
in L[#,]. Moreover, if p is a position which includes some 1, that is equal to 1, 
then s’ 1 1, is a W.S. for CL definable from ( w,?~FI(~‘*~.~,---,~)) 1 i =S n) in any inner 
model of ZF in which i 1 lP is definable. Besides L[#,], L[ T,] is such an inner 
model, and we will integrate s’ with respect to the original auxiliary moves E, by 
using indiscernibles for (L[T,], E, T,) if I,, = 1. We will use s’ E L[#,] to define a 
W.S. s E L[#,] for GA. 
Let us first consider the case in which ( ) E P. Then s’ E ,!,[#,I is a W.S. for I. 
We use s’ to define a W.S. s for I in GA. Let 2;, = s’(( )), i,, = 1, and 
PO= (% (1, -)). A s mentioned earlier, s’ 1 f,,,) is a W.S. for Gh,, and is definable in 
L[T,]. Since To E L[#,] is a set of integers and L[#,] k “every real has a sharp”, 
(,!,[?;,I, E, 7;,) has indiscernibles. In Theorem 0.7, player I’s W.S. s E L for G is 
integrated with respect to the &+,‘s using indiscernibles for L to get a W.S. 
s E L[O#] for G,. Analogous to this, define I’s W.S. s for GA by integrating 
s’ 1 I,, E L[T,] with respect to the ordinal auxiliary moves gzi+, in G’ using the 
indiscernibles for (L[ T,,], E, To). If II does not lose G’ by -S@(i), 0) holding for 
some i, then x EAT.,, (just as x E D in Theorem 0.7). 
So assume x(i - 1) is played such that 
%(2(i), 0) while Vj < i R@(j), 0). 
Disregard (?,, -) d an instead let 2, = 0. Since i is odd by (i), let t, = X(i) and 
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define s(( )) to be ~‘((0, to)). Let I, = 1 and 
p1= (TJ; (0, kl);49;~(l); T,; (1, -)>. 
Analogous to the case & = 1, define s by integrating s’ 1 l,, using indiscernibles for 
(L[TJ, E, Z’J. Since II plays (0, to) and II’s initial integer moves are 
x(l) = (r&t 43) = (f&, . . . > (h)lh(t,,)--2, 
s’ will have I play x(O), x(2), . . . , x(lh(t,) - 1); hence, 
s(.K(l), X(3), X(5), . . . ) x(2j - 1)) = X(2j) 
whenever 2j zz lh(t,) - 1. Furthermore, we get x E AZ., unless lB(x, 1) is verified 
at some position, at which point we let i, = 0, pick t, to witness lB(x, 1) (exactly 
as to witnessed lB(x, 0)), and define s by integrating s’ ) lp2, where p2 is the 
position 
(T,; (0, P”)~~(O)~W~ T; (0, P~);x(~);x(~); T,; (1, -)) 
consistent with s’. We continue in this manner and obtain a strategy s E L[#,] for 
I in GA. 
We now show that s is in fact a W.S. for I. Whenever any ?n was changed to 0, it 
was because lB(x, n) had been verified by t,; whereas if I, remained 1, 
R@(i), n) held for each i so that B(x, n). Thus, 2,, was changed to 0 iff lB(x, n); 
hence Z,, = 1 iff B(x, n). Moreover, if all the &‘s were changed to 0, then II 
always made a legal move, which contradicts s’ being a W.S. for I. Therefore, 
some I,, remained 1, and in this case, x EA:.,. Thus, 23(x, n) &+ EA:., so that 
x EA. Consequently, s is a W.S. for I. 
Now let us consider the case in which ( ) $ P. Then s’ E L[#,] is a W.S. for II. 
We shall integrate s’ to get a W.S. s E L[#,] for II in GA. Let 
TJ = {positions p in GA 1 VT’ E L[#i] (0, p) #s’(T’)} E L[#,]. 
If (0, p) = s’(T)), then by the definition of &, p $ To so that the position 
(To; (0,~)) is a loss for II, contradicting (0,~) =s’(T,) and S’ is a W.S. for II. 
Thus, s’(TJ = (1, -) and so we let p. = (To, (1, -)). Since T, E L[#,] is a set of 
integers and 
L[#i ] k “every real has a sharp”, 
(L[T,], E, To) has indiscernibles. Define s by integrating s’ ( Ip,, with respect to the 
&‘s; use the indiscernibles for (L[T,], E, To) to integrate s’ 1 lpo with respect to 
the Ezi’s. If X(2i + 1) E ‘I, for all i E w, then since s’ is a W.S. for II, B(x, 0) and 
x I$ Az.o (just as x 4 D in Theorem 0.7); therefore, II wins GA in this case. 
So assume we reach a position X(2i + 1) such that X(2i + 1) $ & while X(j) E To 
for all js2i. Then, by the definition of To, there exists T:, E L[#,] such that 
(0, .f(2i + 1)) = s’( T,‘J. Now disregard ?;,. Let x(1) = s’(T& x(O)), 8” = 0, to = 
f(2i + l), and 
T, = {positions p in G,@(2), to) 1 VT’ E L[#,] (0, p) #s’(Th;x(O); T’)}. 
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Then s’(Th; x(O); T,) = (1, -), just as s’(G) = (1, -). Let 
p1= (G; (0, wi + l));m;41); r,; (1, -)I, 
and define s by integrating s’ ) lp, with respect to the new gzi’s using indiscernibles 
for (L[T,], E, T,). Since (0, f(2i + 1)) =s’(T;,) and I’s initial integer moves are 
x(O), x(2), x(4), . . . > x(2i), s’ will have II again play 
x(l), x(3), . . . , x(2i - 1). 
If X(2j + 1) E & for all j E w, then B(x, l), x $A:.,, and II has won GA. If I plays 
some x(2j) (for j > i) such that X(2j + 1) $ T,, then analogous to the case where 
we reached a X(2i + 1) 4 T,, let t, =X(2j + l), get a position 
P*=(G; (O~Po);~(O);~(I); T;; (O,P,);X(~);X(~); T2; (I, -)) 
consistent with s’, define s by integrating s’ 1 lp2, and either reach a position not in 
q or show B(x, 2) and x 4 Ai.2 so that II wins GA. Continue in this manner, thus 
providing II with a strategy s E L[#,] for GA. 
We show that s is a W.S. for II. If for some n E w, the Bore1 auxiliary move T, 
was never changed to TA (and hence I, was never changed from 1 to 0), then 
B(x, n) and x $ A:.,, so that x $ A and II wins GA. So consider the case in which 
each Bore1 auxiliary move T, was changed to TA (and hence each fX was changed 
from 1 to 0). Then the play of G’ is 
I T;, x(O) T; x(2) T; 
II (0?4l> x(l) (O,h> X(3) (0, t2) . . . . 
For each n E o, f, witnesses lB(x, n), and since Vn 3 t,, =X(2i + l), we have 
Vn lB(x, n) so that II wins GA. Thus, in either case, II wins GA and hence, 
s E L[#,] is II’s W.S. for GA (whenever s’ is II’s w.s.). Cl 
From [l], we know that Ok# exists iff Det(k * 2:‘):. Furthermore, (k * Z:‘)S_ E 
(Z7$* for all k. Therefore, since the existence of Ock+‘jat doesn’t follow from the 
existence of Okff, Det(fl’:)* cannot follow from the existence of any Ok#. 
Now that we have shown Det(n’i)* is no stronger than 
L[#,] b “every real has a sharp”, 
we would like to define some r slightly larger than (n’,‘)* such that Det(r) 
implies L[ #l] k “every real has sharp”. There can be no r whose determinacy is 
equivalent to this. However, we define (n’i): whose determinacy is equivalent to 
the existence of indiscernibles for L[#,]. 
Definition 1.6. A E “‘co is (n’!): iff there exists B and (A, 1 (Y < to”) which 
witness some A’ is (pi)* and there exists D E o * m-IZ~ (for some m E co) such 
that x EA ox EA’ or (Vn lB(x, n) &x E D). In this case, we denote A by 
B*((& 1 a< w2>, D) 
and we say that B, (A, 1 (Y < w2), and D witness that A E (fl!):. 
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In the next theorem, we show that Det(fl)z follows from the existence of 
indiscernibles for L[#,]. Assume L[#J has an uncountable set C of indiscer- 
nibles. First we show that 
L[#,] k “every real has a sharp”. 
If not, then the least real in L[#,] which does not have a sharp is definable in 
L[#,] so that C is a set of indiscernibles for this real and therefore it has a sharp. 
Thus, as Menachem Magidor pointed out (with the preceding argument), if L[#,] 
has indiscernibles, then ,!_,[#,I k “every real has a sharp”. 
If B, (A, ( a < m2), and D witness that A is (fl):, then player I can still win 
GA even if Vn lB(x, n). In fact, if Vn ~B(.K, n), then x EA iff x E D; whereas, if 
3n B(x, n), then x EA iff x E B*((A, 1 LY < co”)). In the proof of the following 
theorem, we use Bore1 auxiliary moves (as we did in Theroem 1.5) to try to 
ascertain when B(x, n) holds, and once these Bore1 auxiliary moves ‘indicate’ that 
B(x, n) holds, we can use the fact that L[#,] k “every real has a sharp” to 
‘determine’ if x EAZ., as we did in Theorem 1.5. However, if the Bore1 auxiliary 
moves ‘indicate’ that Vn lB(x, n), then we use the indiscernibles for L[#,] to 
‘determine’ if x E D. 
Theorem 1.7. 1f I!,[#,] h as indiscernibles, then Det(tii’)z. 
Proof. Assume ,!,[#,I has uncountable set C of indiscernibles. Then, as men- 
tioned earlier, L[#,] k “every real has a sharp”. Let B, (A, 1 LX < co’), and D 
witness that A is (rr’:):, and let (D, 1 (Y < w + m) witness that D is w . m-l7:. 
Furthermore, let R E A:’ such that B(x, n) *Vi R(.f(i), n) and i is odd if 
lR(,f(i), n). We show Det(G,). 
This proof is similar to the proof of Theorem 1.5. We describe an open game 
G* which has a W.S. s* E L[#,] that we integrate to get a W.S. for GA. The only 
difference between the play of G* and that of G’ from Theorem 1.5 is that in G* 
ordinal auxiliary moves A2; and A,,+, are respectively played with the integer 
moves x(2i) and x(2i + 1) whenever Vj G i 1, = 0. The ;l,‘s are properly ordered 
with respect to X(i+l) and (D,la<w*m) using (q+,li<m). The Bore1 
auxiliary moves T and (I,, ti) and the ordinal auxiliary moves & of G* must 
satisfy conditions (ii) through (vii) of Theorem 1.5 with G’ replaced by G*. If 
some f,, = 1 is played, then the play of G* is 
I ?;, 4% 4, x(2), A2 
II (0, to) x(l), 4 T (0, t,> n(3), A, . . . 
K-1 42n - 21, &--2 . . . 
(0, c-1 > x(2n-l),IZ,,_, T”(l,-) 
42n), E. 42n + 2) E2 
42n + 1)) E1 x(2n + 3), E3 . . . ’ 
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If II plays & = 0 for all i, then A,, is played with each x(n) and the play of G* will 
be 
I 7;) 44, 4, 
x(l), 1, T (0, t,) 
4% A-z 
x(3), A, T2 (0, tz) 
X(4)? A4 
x(S), A, . II (0, to) 
As in Theorem 1.5, the Bore1 auxiliary moves I;, (ii, tj) are used to 
‘determine’ if B(x, n) and the auxiliary ordinal moves & are used to show 
whether x E AZ.,. However, if Vn lB(x, n), then player I does not necessary lose 
GA as he did GA of Theorem 1.5; in fact, I wins GA (in this case) iff x E D. If 
Vn iB(x, n) and II correctly plays i, = 0 for each n, we will use the auxiliary 
ordinal moves Ai to ‘determine’ if x E D. 
I wins G* iff a position is reached at which II cannot make a (legal) move. G* 
is an open game and therefore we define, for each ordinal LX, P, as the set of 
positions with ordinal cy and let P = IJacON P,, Since ( oi+i ( i <m) E L[#,], the 
set of legal positions for G* is in L[#,]. Moreover, as in Theorem 1.5, we have: 
(i) If p is a legal position which includes some i, = 1, then the set 1, of legal 
positions of G’ consistent with p is in L[T,]. 
(ii) G* has a W.S. s* E L[#,] definable in L[#,] such that if p is any legal 
position of G* which includes some I,, = 1, then s* 1 f,, E L[T,] and s* 1 f, is a W.S. 
for G,*. 
We integrate s* with respect to the Bore1 auxiliary moves and the 5,‘s exactly 
U#Il as we did in Theorem 1.5. Since s* E L[#,], we use the indiscernibles for 
and the lemma below to integrate s* with respect to the &‘s. 
Lemma 1.7.1. Let 
p = CT,; (0, to); 4% 4,; x(l), 4; T > (0, t, >; x(2), A,; x(3), A,; 
and 
Tz, (0, t,); . . ;.Gn - l), L-J 
p’= (Tb; (0, tb);x’(o), Ab;x’(l), A;; T;, (0, t;) 
T;, (0, t;); , . . ; x’(2n - l), &,_I) 
be legal positions of G* consistent with s*. 
; x’(2), A;; x’(3), A;; 
(iii) Ifs* is a W.S. for I, the ordinal auxiliary moves ?Q-, and h;;_, are elements 
of C (i.e., are indiscernibles for L[#,]) for i d n, and II’s Bore1 auxiliary and 
integer moves are the same for both p and p’ (i.e., x(2i - 1) = x’(2i - 1) and t, = t,! 
for i < n), then I’s Bore1 auxiliary and integer moves are the same for p and p’ 
(i.e., x(24 =x’(2i) and T, = T:). 
(iv) Ifs* is a W.S. for II, the ordinal auxiliary moves A-z; and ;lhi are elements of 
C for i s n, and Bore1 auxiliary and integer moves of player I are the same for p 
and p’ (i.e., x(2i - 2) = x’(2i - 2) and 7; = T]), then II’s Boref auxiliary and 
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integer moves are the same for both p and p’ (i.e., x(2i + 1) = x’(2i + 1) and ti = t,! 
for i <n). 
Analogous to the integration of s’ in Theorem 1.5, integrate s* with respect the 
Bore1 auxiliary moves and the &‘s, using Lemma 1.7.1, so that the following 
hold: 
(v) If & = 0, then lB(x, n). 
(vi) If i,, = 1, then B(x, n) and 
x EA:.,, iff s* is a w.s. for player I. 
Analogous to the integration in Theorem 0.7 of S with respect to the ordinal 
auxiliary moves using indiscernibles for L, integrate s* with respect to the &‘s 
using indiscernibles for L[#,] so as to obtain the following: 
Lemma 1.7.2. Suppose for every n E w, there exists (&’ 1 i < 2n ) such that 
A&+, E C for i <n ifs* is a W.S. for I, A;, E C for i < n ifs* is a W.S. for II, and the 
position 
PA = G; (0, to); 40), G; x(l), A;; T,; (0, Cl >; x(2), A;; x(3), n;; 
7-z; (0, fz); 4% G; x(4), 6; . . . ; T,; (0, t,, )) 
is consistent with s*. Then x E D iff s* is a W.S. for I. 
Integrating s* so that (v), (vi), and Lemma 1.7.2 hold, obtain a strategy s for 
GA such that s is a strategy of the player for whom s* is a W.S. and if x is a play 
consistent with s, then the following hold: 
(vii) If B(n, n) &Vi <n lB(x, i), then x E A:., iff s* is a W.S. for I. 
(viii) If VnlB(x, n), x ED iff s* is a W.S. for I. 
Since s and s* are strategies of the same player, by (vii) and (viii) s is a W.S. for 
G 0 A. 
2. Determinacy yields an inner model of the sharp function on reals 
Now having shown Det(fl)T follows from the existence of indiscernibles for 
L[#,], we prove the converse: If Det(@)T, then L[#,] has indiscernibles. 
However, we first need to show that if Det(G)T, then L[#,] k “every real has a 
sharp”. 
The types of games we define in this section were introduced by Solovay in his 
proof that the axiom of determinacy implies that w, is a measurable cardinal. 
Martin (see [l]) applied these types of games during the beginning of the 1970’s, 
to show that indiscernibles for L exist if all /3-n: games are determined for 
/3 < w*. We similarly use these types of games to obtain indiscernibles (for 
various inner models). 
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the hypothesis of the Main Theorem. The hypothesis that there be infinitely many 
binary relation symbols can be weakened to require only some bounded number 
of binary relation symbols; the precise number required depends on the size of a 
diophantine equation which defines an r.e. complete set. 
There are of course many ways to formalize first-order logic other than the 
sequent calculus. Unfortunately, our proof does not seem to apply immediately to 
all usual first-order logics; however, our technique could probably be adapted to a 
lot of other specific first-order logics. It would be desirable to improve our 
methods in this paper to be readily applicable to a wide range of formalizations of 
first-order logic. 
M. Baaz has announced an approach towards proving Kreisel’s conjecture; but 
the details have not been fully worked out yet. Baaz’s method avoids the 
undecidability of k-provability for the Gentzen sequent calculus firstly by 
translating proofs into a Hilbert-style c-calculus and secondly by circumventing 
the need to solve the k-decidability problem for the c-calculus. 
In Section 2 below we introduce a variant of second-order unification and show 
that it is undecidable. In Section 3 we review the sequent calculus and develop a 
tool called the ‘logical flow graph’ for analyzing sequent proofs. In Section 4 we 
prove the Main Theorem. 
2. Undecidability of second-order unification with partial substitution 
Goldfarb [4] proved that second-order unification is undecidable; see 
KrajiEek-Pudlak [6] for a simplified proof. We show here that a variant of 
second-order unification which allows partial substitution is also undecidable. 
First some notation: a, 6, c, . . . , possibly with subscripts, are first-order 
variables (not metavariables); S is a unary function symbol and 0 is a binary 
function symbol; both S and 0 act on first-order objects. Other function symbols 
may be present and will not affect the results. The usual conventions on 
parentheses and term formation apply; we will usually omit parentheses and it is 
understood that 0 associates from right to left. Symbols T, s, t, . . . will be used to 
denote first-order terms. Greek letters CY, /3, y will be second order variables 
which will range over first-order terms. Finally, the symbols p, u, t will be used 
to denote second-order terms built from S, 0 and first- and second-order 
variables. Note that a, b, c, S, 0, CY, /3, y are symbols of a formal language 
whereas r, s, t, p, u, y are metasymbols. For k 2 0, we write Skp to denote the 
term consisting of S applied k times to p; e.g., S’a is SSSa. 
If r and s are first-order terms we write ,(~/a) to denote the result of replacing 
every occurrence of a in r by the term s. Similarly, r(sl/ul, s,/u,) denotes the 
simultaneous substitution of s, and s2 for a, and u2. Note that this is not in 
general the same as T(s,/u~)(s~/u~) if u2 occurs in s,. A second-order unification 
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problem is a finite set of equations 
for i=l,..., m. Recall that ai, and pi, are specific first- and second-order 
variables and pj and oj are metavariables for second-order terms. A solution to 
the second-order unification problem is an assignment of first-order terms to 
second-order variables such that, when all the second-order variables are replaced 
by their assigned terms, the equalities become true. For example, the unification 
problem consisting of the two equations /3(a 0 b/u) = y 0 b and y(Su/u) = Sy has as 
unique solution y = a and /3 = a. 
We shall write r(s//u) to denote the result of a partial substitution of s for a in 
r. Actually, r(s//u) by itself is not uniquely defined and represents one of finitely 
many possible terms; we shall use this notation only in an equation of the form 
r(s//u) = t. 
Such an equation is true if and only if I can be obtained by replacing some 
(perhaps all or none) of the u’s in r by s. A second-order unification problem with 
partial substitution is a finite set of equations of the form 
Pi, (Pjll”i,) = Oj 
forj=l,..., m and a solution to this system of equations is an assignment of 
first-order terms to second-order variables that makes all of the equations true. 
For example, p(u oh//u) = yob and y(Su//u) = Sy has an infinite number of 
solutions: (1) /3 = y = a and (2) y = S&u and /I = (,!?a) 0 b for k = 0, 1, 2, . . . . To 
see this, note that the only solutions to the second equations are y = Sku for 
k 20. 
Theorem 2. The second-order unification problem with partial substitution is 
undecidable. 
In [4] and [6] second-order unification (without partial substitution) is shown 
undecidable by use of MatijaceviE’s theorem; we shall use a similar technique to 
prove Theorem 2. In order to express the solvability of a diophantine equation as 
a second-order unification problem with partial substitution, we need to have a 
representation for integers and a way to force the correctness of addition and 
multiplication. A term of the form Sku will represent the nonnegative integer k. 
The following equation can be used to guarantee that p represents an integer: 
(I) KS+) = SP. 
The only solutions to (1) are /3 = Sku for k 2 0. To prove this note that either 
/I = a or /3 = S/I, where /3r is a solution to &(Su//u) = Sp,. Arguing inductively 
shows fi = Sku for some k 2 0. 
The undecidability of k-provability 19 
To express addition we need a set of equations whose only solutions are 
#I1 = SkIa, /& = Sk2a, /3, = Skl+kza. This is accomplished by: 
(2) (i) &(Sa//a> = SP,, j = 1, 2, 3, 
(ii) N&//a) = rS3, 
(iii) /3&S&//a) = S/L 
By (2.i), pi = SkJa for j = 1, 2, 3. By (2.ii), depending on whether the substitution 
is performed, either k3 = k, + k2 or k3 = kl. By (2.iii), either k3 = kl + k2 or 
k3 + 1= kl. Hence, k, = kl + kZ. 
Multiplication is more complicated. Consider the following set of equations: 
(3) (i) &(Sa//a) = S/3,, j = 1, 2, 3, 
(ii) /3&b//b) = SP4, 
(iii) #(Sa’//a’) = S/3;, j = 1, 3, 
(iv) P;(Sb ‘/lb ‘) = S/3;, 
(V) pj(a'//a)= P;, i= 1,3, 
(vi) /&(b ‘l/b) = Pi, 
(vii) /Mb//a) = A, 
(viii) &3Jla, Sbllb, Pi/la’, Sb’llb’, aoboa’ob’ocllc) = /&0/3~0/3;0/3;0(~, 
(ix) a(P;l,Ja, Sb’llb, alla’, b/b’, a’ob’ocllc) = P;o/~;QcY. 
(Recall that 0 associates from right to left.) Any solution to (3.i)-(3.vii) must 
have bj = S&a and fi,! = S&a’ for j = 1,2,3 and have #I., = Sk2b and 8: = SkZb’. We 
need to show that (3.viii) and (3.ix) are also satisfiable if and only if k, . k2 = k3. 
In fact we claim that the only solution has (Y equal to 
S(kz-l)kla.Skz-lb.S(kz-l)kla)OSk2-lblg. . .O 
where k, * k2 = k3. 
It is obvious that when k, . k2 = k3 this value for (Y is a solution with all possible 
substitutions being made. It remains to see that this is the only possible solution. 
Suppose that values have been assigned to (Y and the p’s which satisfy the 
equations. First of all, cr might be set equal to the term c; in this case k2 = k3 = 0. 
Otherwise. a must be of the form 
S”‘a~S”‘b~S”ia’~S”;b’~~ 
2. 
This follows from equation (3.viii) since we can write (Y uniquely in the form 
P1°PZ0P3”’ . *c-p, and because of the form of the partial substitutions. From 
/3r = Skna and p3 = Sk3a it follows that pi must be either Sk”a or Sk3-kla. Similarly 
p2 must be either Skza or Sk2-‘a, and similarly for p3 and p4. Thus we have m, 
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and m; are either k3 or k3 - k, but not necessarily equal, and n, and ni are k2 or 
k2 - 1 and again not necessarily equal. Furthermore, m2 satisfies the equation 
&3111a, SbNb, pilla’, Sb’llb’, a 0 b 0 a’ 0 b’ 0 cl/c) 
=SmlaoS”~b~S”ia’~S”ib’~~2 
which is identical in form to (3.viii). Reasoning inductively shows that LY must be 
of the form 
S”‘aoS”‘b~S”‘a’~S”ib’~. - .~S”~a~S”lb~S”~a’~S”;b’~c 
where m, and rn; are k3 or k3 - kl, nl and nl are k, or k2 - 1, m,+l is mi or 
mi - kr, ml+, is m,f or ml - kl, ni+, is ni or Iti - 1, n]+r is nl or n] - 1, and 
m, = n, = m: = n: = 0. Note that in each case the first choice of values holds when 
the corresponding instance of the substitution is not carried out; when the 
substitution is made, the second value applies. 
Now consider the fact that equation (3.ix) is also satisfied. The right-hand side 
of the equation has the form 
Sk3a’.Skzb’oSmla oS”I~ ~,‘j”ia’~S”ib’~ (y2. 
The substitution must case the first a, b, a’, and b’ of a to be replaced by SkIa’, 
Sb’, a and b respectively and thus k3= m, + kl, k2=nl + 1, m, =m;, and 
n1 = n;. Furthermore a2 satisfies the equation 
a@;IIa, Sb’llb, alla', b//b’, a’ob’ocllc) = Smiar~Snib’~ Ly2 
which, by the same reasoning, implies that m; = m2 + kl, n; = n2 + 1, m2 = m;, 
n2 = n;. Continuing inductively we have that ml = m; = k3 - k,, n1 = n; = kz - 1, 
= ml,, 
iyL2. 
= mi - ki and Iti+* = n:+l= ni - 1, SO mi = kl - ni for all i and k3 = 
We have established that equation (3) correctly prescribes multiplication; 
however, the last two equations allow simultaneous partial substitutions in five 
variables and our definition of unification problems did not allow equations 
involving simultaneous ubstitutions. Fortunately, equation (3.viii) can easily be 
replaced by five single partial substitutions using new intermediate variables and 
equation (3.ix) can be equivalently replaced by two equations 
a(a”lla’, b’llb ‘) = cd, 
a’(j3;//a, Sb’llb, alla”, b/lb”, a’0 b’ocllc) = /3;oj3;0 cx 
and these two simultaneous partial substitutions can be replaced by seven 
equations using more intermediate variables. 
Given the above equations for defining the integers and addition and 
multiplication it is easy to effectively transform any diophantine equation into a 
second-order unification problem with partial substitution so that the unification 
problem has a solution if and only if the diophantine equation has a zero. So 
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Let us show that C satisfies the other properties, (i) and (ii), given in the 
lemma. Choose an arbitrary increasing sequence (pi 1 i < o) from C. Let x E -o 
be such that each (~o.i+j(X) 1 j e w) is an increasing sequence converging to pi. 
Let z be any play of G consistent with s1 in which II plays x2 = x. Since z is a win 
for I, Yw.i+j(Xl) must exist for any j E o and any i such that either 3k >i 
B(z, k) & Vk’ < k lB(z, k’) or i c 21& Vk lB(z, k); furthermore, for any such i, 
yo.i+j(X1) < Pi since each Pi E C. Thus, we have (i) and (ii). We similarly handle 
the other cases (in which either sE is a W.S. for II or 5 = 2). 0 
Theorem 2.3. Zf Det(fl)T, then L[#,] k “every real has a sharp”. 
Proof. Assume Det( fl) T. Fix a formula q, let r E L[#,] be a subset of w, and 
assume for every subset r’ E L[#,] of o such that r’ cLLar,, r, r’ has a sharp. 
r E L,,[#,] by the usual Skolem hull argument. By Lemma 0.5, it suffices to show 
that there exists a closed unbounded subset of wi such that for any increasing 
sequence p0 < p, < p2 < - . . < pzf from C, 
&Jr1 k cp[r, PO, PI, P2, . . . j Pl-~le v[r, PI, Pl+], p1+2, . . . , p21--11. 
Since Det(fl)T, the W.S. s1 for the game G, exists (see Definition 2.1) and the 
closed unbounded set C of Lemma 2.2 exists. W.1.o.g. assume the following: 
(*) for any subset r’ E L,,[#,] of w such that r’ <LI#,lr, C is a set of 
indiscernibles for L,,[r’] and for any p E C, LJr’] and LJr] respectively 
are elementary submodels of L,,[r’] and L,,[r]. 
This follows from there being only countably many such r’ and for each such r’, 
L[r’] has a closed, unbounded subset of w, of indiscernibles. 
We prove this theorem for the case in which s1 is a W.S. for II. The proof of this 
theorem for the case in which s1 is a W.S. for I is similar and is left to the reader. 
Since the proof would be complete if L,,[r] klcp[r, p,,, pl, p2, . . . , pr_,] for 
every increasing sequence pO < p1 < p2 < . ..<pI-, from C, let po<p1<p2< 
. * - < P,_~ be any increasing sequence of elements from C such that 
LJrl k dr, pop plj pz7 . . . j pI-il. 
Since &,[r] is an elementary submodel of L,,[r], it is enough to pick an arbitrary 
increasing sequence p, < pl+ 1 < P,+~ < . * - < pzr from C such that p/-l < pI and 
show 
(S) &&l~dr, po, ply p2, . . . , pI-J~v[r, PI, plcl, p1+2r . . . , P~~-J 
Let x be as in Lemma 2.2 and let x1 =x. Define M, S1, E,, and r, E o so that 
the following hold: 
(i) M is (a code for) LPO[#,]. 
(ii) S1 is the set of (m, m’) E o x w such that 
M k “rn and m’ are subsets of o such that m’ is the sharp of m”. 
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(iii) El is the set of (k, m) E o x w such that for some j E o, k is the order type 
of {i E w ) M k i is an element of o less than j} and M kj E,+, m. 
(iv) ?i = r, where 4 is defined to be {j E o 1 (j, ri) E Ei} for i = 1, 2 as in 
Definition 2.1. 
Let z be the play of Gi consistent with s1 in which I plays xi, M, S,, El, and r,. 
Since pO E C, by Lemma 2.2, L,,,,[#i] is an elementary submodel of ,!,,,[#,I so 
that if p”(z) is defined, then M is (a code for) a model of V = L[#,] whose 
ordinals have order type p O. From our definitions of M, r,, S,, and E,, it is easy 
to see that properties (a) and (4) of Definition 2.1 are satisfied if pO(z) is defined. 
Since r = FI, p2 E C, and 
L,,[rl F vtr, PO, PI, P2, . . . , PI-~, 
by (*) we have 
&&I b @1, PO, Pl, P2, . . . 9 PI-J 
Therefore, property (c) is satisfied if pi(z) is defined for all j < 21. Similarly, by 
(*) and Lemma 2.2, we get that (2) and (b) are satisfied. 
Now we show VilB(z, i). Suppose 
B(z, i) and Vj < i lB(z, j). 
Then, by Lemma 2.2, for each j <i, pi(Z) is defined and equal to pi. Since (2) 
holds, I wins Gi, contradicting that the play z (which is consistent with II’s W.S. 
si) is a win for II. Thus, ViiB(z, i). Furthermore, (4), (a), (b), and (c) hold so 
that, since z is a win for II, (6), (d), (e), and (f) hold while (g) fails. Since (g) 
fails, ?i < L,ft,l t2. Since (c) and (f) hold, ?i # 4. Therefore, ?i <L,at,l 4, and by (e), 
&&I k dfI> PO, Pl> P2, * . . ? PI-11 * dh, PI, Pi+12 P1+29 . . . J P2,--11. 
Thus, ($) has been shown since 4 = r. 0 
Now that we have shown 
Det(fl)T implies L[#,] k “every real has a sharp”, 
we show in Theorem 2.6 that Det(fl)T implies L[#J has indiscernibles. We use 
the following two lemmas to get the desired result. 
Lemma 2.4. Assume Det(I$)T. W.1.o.g. one may assume that the closed 
unbounded subset C of Lemma 2.2 also satisfies the following: 
(iv) For any p E C and for any subset r E L,[#J of o, C\ (p + 1) is an 
(uncountable) set of indiscernibles for L[r]. 
Proof. Assume Det(@)T. Since the intersection of two closed unbounded 
subsets of o1 is a closed unbounded subset of o,, it is sufficient to show that a 
closed unbounded subset D of w1 with property (iv) exists. Using Theroem 2.3, 
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choose for each p < ol, a closed unbounded subset C, of o, such that for any 
subset r E L,[#,] of w, C, is a set of indiscernibles for L[r]. Then the diagonal 
intersection D of the CP’s is a closed unbounded subset of 0,. Furthermore, if 
p ED and r E L,[#J, then for any p’ E D\(p + l), p’ E C, and is therefore an 
indiscernible for L[r]. Thus, D satisfies property (iv). q 
Lemma 2.5. The following are equivalent: 
(i) L[#,] has an uncountable class of indiscernibles. 
(ii) L,,[#,] has an uncountable set of indiscernibles. 
(iii) There exists an uncountable subset K of o, such that for any formula q and 
for any two increasing sequences 
~O<~1<~2<~~~<~t_1 and &<5;;<&<...<Zj;_1 
of elements from K, we have 
(iv) For each formula cp there exists a closed unbounded subset C = C, of w, 
such that either 
(4 LJ#J k SPOT plJ fh . . . y p,_,] for any increasing sequence p. < p, < 
pz<“’ < pr-1 of elements from C, or 
(b) L,[#,l ~T[PO, PI, ~2, . . . , pt_,] for any increasing sequence pO < p1 < 
Pz<*- . < pIW1 of elements from C. 
Proof. Use the fact that every set in L[#,] is ordinal definable in L[#,] to show 
that condition (iii) implies (ii). To show (iv) implies (iii), let K be the intersection 
of the C,‘s. 0 
In the proof of Theorem 2.6, we show Det(@)T implies condition (iv). Then 
by the above lemma, Det(tij)T implies ,!,[#,I has indiscernibles. The proof of 
Theorem 2.6 is similar to that of Theorem 2.3. In fact, we could have described 
one (n’l): game G and used the determinacy of C? to show both L[#,] k “every 
real has a sharp” and L[#,] has indiscernibles. However, G would have been 
more complicated than the games G, and G2. We now prove the converse of 
Theorem 1.7. 
Theorem 2.6. Zf Det(fl)T, then L[#,] has indiscernibles. 
Proof. Assume Det(n’:)T. Then by Theorem 2.3, 
L[#,] k “every real has a sharp”. 
We would like to show L[#,] has indiscernibles. Fix an arbitrary formula Q.X It is 
enough to show that C, of condition (iv) in Lemma 2.5 exists. 
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Since Det(fl)z, the W.S. s2 of the game G2 exists as does the closed 
unbounded subset C from Lemma 2.4. 
We complete the proof of this theorem by showing: 
Lemma 2.6.1. For any pot pl, p2, . . . , P[._~ E C, 
(9 &,[#I] k ~[Po, PI, p2, . . . , PI-I] ifs2 is a w.s. for I, and 
(ii) L,,[#J klq[pO, pl, p2, . . . , pr_,] ifs2 is a W.S. for II. 
Let (pi 1 i < co) be any sequence of elements from C. Since this lemma is 
slightly easier to prove for the case in which s2 is I’s w.s., let us consider the case 
in which s2 is a W.S. for II. Let x be as in Lemma 2.2 and let X, =x. Let M be (a 
code for) LP,[#,] and define S,, El, and the play z of G2 analogous to how they 
are defined in Theorem 2.3. 
As in the proof of Theorem 2.3, VilB(r, i). Since we have defined M, Si, and 
El so that (3) and (4) (of Definition 2.1) are satisfied, (5) and (6) hold. 
Therefore, M and N are each well-founded models of “V = L[#,] and every real 
has a sharp” such that p, is the order type of ordinals. Since VilB(z, i), for any 
real o c w which is in both the transitive model &f which M codes and the 
transitive model N which N codes, &! and & agree about what real is the sharp of 
(T. Therefore, from the construction of L[#i] given in (3) of Definition 3.1, one 
can show that fi = &’ by induction. Since ti = ,!,,,[#,I, N = L,,[#,], and since (4) 
holds, N~-v[pol ply p2, . . , PI-J so that 
~,,[JwT[Po7 Pl, P2, . . . f PI-J 
By Lemma 2.2, .L.J#i] is an elementary submodel of L,,[#,]. Thus, L,,[#,] b 
T[PO, Pl, P2, ’ . . J p,-,I. Therefore, we have (ii) of Lemma 2.6.1. The proof of 
the lemma for the case in which s2 is I’s W.S. is essentially the same as the case 
just completed. 0 
By Theorems 1.7 and 2.6, we have: 
Theorem 2.7. L[#I] h as indiscernibfes ifs Det(fl)z. 
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