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Abstract 
This report concludes the proof of the addition formula for 
Jacobi polynomials P~a,S)(x), which was initiated in the previous 
paper (Math. Centrurn Amsterdam Report TW 133 (1?72)). The results 
are obtained by interpreting Jacobi polynomials P(q-2 ,o)(x) as 
n 
spherical functions on the homogeneous space U(q)/U(q-1). 
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group; decomposition of harmonics with respect 
to the stationary subgroup; addition formula 
for disk polynomials; addition formula for 
Jacobi polynomials 
-1-
5. Decomposition of surface harmonics with respect to the sub-
group U(q-1).(*) 
At the end of section 3 we obtained the second stage of the 
addition theorem (theorem 3.8), which was formulated in terms of an 
arbitrary orthonormal base of harm(m,n). In this section we will de-
compose the class harm (m,n) with respect to the subgroup U(q-1). 
Thus a canonical orthonormal base can be chosen for harm (m,n) and 
the addition formula (3.17) can be written in a more explicit way. 
The result is an addition formula for the polynomials R(a)(x+iy), 
m,n 
defined in (3.15), which are orthogonal in the circle, and which 
include the Jacobi polyDomials P(a,O). We call this result the third 
n 
stage of the addition theorem. 
Like in formula (2.16) we will write a vectors E n2q as 
S =COS 8 ei<j> e + Sln 8 s' , s' E 12 1 2q-2 
(*)In this report we continue the numbering of sections, formulas 
and theorems as started in our previous paper "The addition formula 
for Jacobi polynomials, II, The Laplace type integral representation 
and the product formula" (lv!ath. Centrum Amsterdam Report TW 133 (1972)). 
Whenever in the present paper references are given to section 1,2,3 
or 4 these have to be understood as references to the corresponding 
place in report TW 133, Numbers between square brackets in the pre-
sent paper refer to the list of references at the end of report 
TW 133, Reference [11] appeared in Nederl. Akad. Wetensch. Proc. 
Ser. A 75 and Indag. Math. 34 (1972), pp. 188-191. See also the 
note added in proof at p. 11 of the present report. 
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Recall that by theorem 3.3 and formula (3.15) the zonal functions in 
harm (m,n) are constant multiples of 
R(q-2 )(cos 8 
m,n 
Theorem 5.1. Let k, 1 be integers such that 0 ~ k $ m and O $ 1 ~ n. 
Let the class harm (m,n;k,l) consist of the functions 
( 5, 1 ) s ( t:;) ( . )k+l R(q-2+k+l)( iq,) , ( , ) = Sln 0 COS 8 e 8 t 
m-k,n-1 k,l ~ ' 
where s~,l is a surface harmonic of type (k,l) on ri2q-?.· Then the 
classes harm (m,n;k,l) are contained in harm (m,n), they are invari-
ant and irreducible under U(q-1), and there is the orthogonal decom-
position 
m n ffi 
harm(m,n) = l l harm (m,n;k,l). 
k=O l=O 
Proof. The orthogonality follows from formula (2.18) and proposition 
2.1. The invariance a.nd irreducibility follow from theorem 3.4. By 
formula (3.14) we have 
m n 
dim.(harm(m,n)) = l J. dim.(harm(m,n;k,l)). 
k=O l=O 
It is only left to prove that the functions S(~) given by (5.1) be-
long to harm(m,n). 
(a)( -) First observe that the polynomial H z,z = 
m,n 
(a) - -
= H (z 1 , ..• ,z ,z 1, ••• ,z ) defined by m,n q q 
-
( 5. 2) 
z z -z z - ... -z z 
R (rx ,m-n) ( -~- 1 +· 2 _ 2 -9...:-11) 
n z 1z 1 z2z2 + ... +zqzq 
H( rd (., - ) 
'" 'z m,n 
fer m ~ n, 
- -( ) z z -z z - ... -z z 
- )m R a,n-m ( 1_1 2_2 o_q) 
+ ... +z z + + + z q q m z1z 1 z2z2 ... zq q 
for n 2: m 
is homogeneous od degree m in z and homogeneous of degree n in Z. For 
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a = q-2 it is a solid harmonic of type (m,n) by theorem 3,3, By putting 
" = z2z 2 +. · .+ zqzq and by using t5l, § 10.8 ( 16) it follows that for 
all integers m, n > O 
~m -n F ( 1 2=--) = ~ 1 z 1 2 1 -m,-n;a+ ;-
ll"An (-m). (-n) 
= ) (a+ 1) j I 
J=O j . 
z1z1 
J w . 
From this expansion we derive that 
3 (a) ( - mn H(a+1) ~ H z,z) = - (z,z). 
u · m,n a+1 m-1 ,n-1 
Let a2 ,a3 , ... ,aq,b2 ,b 3 , ... ,bq be complex numbers such that a2b2+ ... +aqbq = o. 
Let 0 < k < m and 0 .::._ 1 < n. Then it follows easily that the polynomial 
(b2 a _3_)1 ( a2 a a k H ( q-2) I - 'l 3z 2 
+ ... + b + ... +a a=-l q dZ a- q z m+l,n+k\z,z, q z2 q 
lS a solid harmonic of type (m ,n) and equals 
(a2z2 + ... + aqzq)k (b2z2 + ... + b z )1 (_§_)k+l H(q-2) (z z) = q q Clw m+l,n+k ' 
k - ) 1 ( a-2+k+ 1 ) ( -
+ .•. + aqzq) ( b2z2 + ... + b z H -k , z, z) , q q m- ,n--'-
where the constant is non-zero. 
( )k ( - - )1 The polynomials a 2z2 + ... +a z b2z2 + ... + b z for which q q q q a-1 
a2b 2 + ... + aqbq = 0 are solid harmonics of type (k,l) on c- and 'they 
span this class of solid harmonics because the class is irreducible under 
( ( - - ) (q-2+k+l)( -) U q-1). Hence the polynomials F z2 , ... ,zq,z2 , ... ,zq Hm-k,n-l z,z, is 
a solid harmonic of type (m,n) on Cq if F is a solid harmonic of type (k,l) 
on Cq-l. By restricting this polynomial to~~ and by using (5.2), (2.16) 
cq 
and (3.15) it follows that the functions given by (5.1) are in the class 
harm (m,n). This proves the theorem. 
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By repeated application of theorem 5.1 to classes of surface 
harmonics on n2q-2' n2q-4•···' n2, respectively, we can obtain an ex-
plicit base for harm (m,n). Such an explicit base is given by Ikeda and 
Kayama [9]. They obtained the result by solving the partial differential 
equation (2.10) for solid harmonics, introducing suitable coordinates 
and applying the method of separation of variables. Our theorem 5.1 can 
also be proved as a corollary of their results. 
We will need the L2-norm of the functions Sin (5. 1). By formulas 
(2.18), (3.15), (2.21) and by [51, § 10.8 (4) it follows that 
( 5. 3) J Is(~) 1 2 dw2q(~) = 
n2q 
d 1T J21T 
J JR(q-2+k+l) (cos e ei<P)j 2 (sin e) 2q+2k+2l-3 cos 8 d8 d<P. 0 0 m-k,n-1 
f Jsk,l(~' )[2 dw2q-2(~') = 
~2q-2 
n(m-k)! (n-1)! J J · )12 ( ) (q-1+m+n) (q-l+k+l)m-k (q-l+k+l)n-1 . 8k,l(~' dw2q-2 ~' . 
rl2q-2 
Let the functions S~(~') (j = 1, ... , N(q-l;k,l)) form an ortho-
J 
normal base for the surface harmonics of type (k,l) on ~2q_2 Then, by 
theorem 5.1 and formula (5.3), the functions 
( (q-1+m+n) (q-1+k+l)m-k (q-l+k+l)n-10~ ( . )k+l sin e . 
TT ( m-k) ! ( n-1) ! 
R(q-2+k+l) (cos B ei<P) S'.(~'), j = 1, ... , N(q-l;k,l), 
m-k,n-1 J 
form an orthonormal base for harm (m,n;k,l).By using theorem 3.8 we can 
conclude the following. 
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Corollary 5. 2. Let the functions S. ( E,) ( j = 1 ' ••• , N(q-1 ;k,l)) form J 
an orthonormal base of harm (m,n;k,l). Let for E,, n E 0 2q 
., = cos e 
i <P 1 
1 e e1 + sin e 1 E,' ,E,' E 0 2q-2 and 
-i<P 
n = 82 2 + sin e n' n' 0 . cos e e1 E 2 ' 2q-2 
Then 
\N(q-1;k,l) s.(0 s.(n) = 
lj=1 J J canst. 
R~: ~ 3 ) ( ( E, ' , n ' ) ) . 
Here the constant equals 
N(q-1 ;k,l) (q-1+m+n) (q-1+k+l) k (q-1+k+l) 1 m- n-
w TI (m-k) ! (n-1) ! 2q-2 
Combination of theorem 3.8, theorem 5.1 and corollary 5.2 gives 
the formula 
sin 8 (E, 1 ,11 1 )) = 2 
= 
m 
l 
k=O 
n 
l 
l=O 
e )k+l (q-2+k+l)( i<P, ck 1 (sin R cos e1 e ). 
, 1 m-k,n-1 
(sin )k+l (q-2+k+l)( 8 8 R cos 2 m-k,n-1 2 
w2 N(q-1 ;k,l) (q-1+k+l)m-k (q-l+k+l)n-l (q-l+m+n) q 
where ck ,1 = _...__ N(,, ·m n) (m-k .) ! ( n-1) ! 
7TW2q-2 "-' ' 
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By putting (s' ,n') = r eil)i, 
this formula i.s reduced to 
a= q-2 and by using (2.13) and (3.12) 
( 5. 4) 
= ~ ~ (a) ( . )k+l R(a+ k+l)( icpl 
l l cm,n,k,l sine, m-k,n-1 cos e, e ). 
k=O l=O 
k+l ( k 1) icp2 ( ) . ( . 8 ) Ra++ (cos e2 e ) Rka,l-l (r il)i) 
· sin 2 m-k,n-1 e ' 
Cl= 1,2, ... , where 
(a+n+1 )k (a+m+1)1 
( a+l \ ( a+k) 1 
We call this formula the third stage of the addition theorem.(*) 
6. The addition formula for Jacobi polynomials in the general case. 
The addition formula (5.4) was proved by interpreting the 
functions in (5.4) as functions on the homogeneous space 
U(q)/U(q-1 ). Next we can obtain some corollaries of (5.4) by con-
sidering the formula just as an analytic formula and by using such 
simple methods as differentiation and analytic continuation. 
Thus we will prove the fourth (final) stage of the addition 
theorem , i.e. the result for Jacobi polynomials P(a,B)(x) 
n 
with a and 8 arbitrary. It will turn out that this general result 
already follows from the special case of (5.4) for which 
a= 1 and m = n· In other words, the addition formula for general 
Jacobi polynomials can be obtained by doing analysis on the homo-
geneous space SU(3)/U(2), which is the simplest non-trivial complex 
(*)See note added in proof at p. 11. 
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projective space. 
We proved in the previous section that formula ( 5. 4') is true 
for positive integer values of a. We will show that the formula 
holds for arbitrary complex values of a. Using (2.20) and the iden-
tity P(a,B)(x) = (-1)n P(B,a)(-x) we have form~ n 
n n 
( 6. 1 ) R(a) (z) = 
m,n 
= 
(m-n+1 ) 
n 
( a+1 ) 
n 
= 
(m-n+1 ) 
n 
(a+ 1 ) 
n 
R(a,m-n)(2zz -1) 
n 
m-n 
z = 
(-1)n R(m-n,a)(1-2zz) z 
n 
m-n 
= 
n (-n )k (m+a+1 )k k+m-n (-1)nl z 
k=O (m-n+1 \ k! 
-k 
z 
Similarly, for m :;; n 
(-6.2) = cn-m+1)m(-l)m I (-m)k (n+a+1)k zk zk+n-m 
(a+1) k=1 (n-m+1) k! 
m k 
It follows that R(a)(z) is a rational function of a. Hence, both 
m,n 
sides of (5.4) are rational functions of a. After multiplication of 
both sides of (5.4) with a suitable factor we obtain a polynomial 
identity in a, which holds for a= 1,2,3, .•.. Therefore formula 
(5.4) is true for all complex values of a. 
We want to apply (6.1) and (6.2) in another way. It follows 
easily from these formulas that for all integers m,n ~ 0 
(6.3) = m(n+o.+1) R(a+l)(z), 
m-1 ,n 
o.+1 
( 6. 4) = n(m+a+1) R(a+ 1)(z). 
m,n-1 
a+1 
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i·'· After putting z = r e ~ in (5.4) it turns out that differentiation 
of both sides of (5.4) with respect to z gives the same formula 
with a replaced by a+l and m by m-1. Similarly a is raised and 
n is lowered in (5.4) by differentiation with respect to z. 
Hence, if formula (5.4) is known for one value of a (for instance 
for a = 1) and for all values of m,n , then repeated differentiation 
of (5.4) with respect to z and z gives the addition formula for 
a+1, a+2, a+3, ... and the case of general a follows again by analytic 
continuation. 
Differentiation of both sides of (5.4) with respect to 
iljJ - -iljJ 
z = r e or z = r e gives the recursion formulas 
(a+l)(a+l) (k+1) 
a ( a+n+l) m 
(a+l)(a+k) (1+1) 
a ( a+m+1) m 
( Cl) 
c 
m,n,k+1,l 
( Cl) 
c 
m,n,k,1+1 
(a+ 1 ) 
= c 
m-1,n,k,l 
(a+ 1 ) 
= c 
m,n-1 ,k,l 
and 
' . 
respectively 
By putting e2 = 0, ~ 2 = 0 in (5.4) it is evident that c(a) = 1. m,n,0,0 
This provides another method to compute the coefficients 
(a) . ( 4) 
c k 1 in 5. . m,n, , 
The right hand side of the addition formula (5.4) can be 
considered as an orthogonal expansion of the left hand side with 
respect to the measure 
2 a-1 (1-r ) r dr dtjJ , a> 0. By integration both sides of (5.4) with 
respect to this measure the product formula (4.11) can be obtained. 
Putting m = n, ~ 1 = ~ 2 = 0 and taking the terms (k,l) and 
(l,k) together in (5.4) we can reduce this formula to 
( 6. 5) 
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+ sin281 sin282 r cosw-1) = 
= l~=O l~=O a 
a+k+l 
(n) (n)(a+n+1\ (a+n+1) 1 
k \1 (a+l)k (a+k) 1 
( . )k+l ( )k-1 R( a+k+l ,k-1) ( 28 ) s1ne 1 cose 1 n-k cos 1 · 
( . )k+l ( )k-1 R( a+k+l ,k-1) ( 28 ) s1ne 2 cose 2 n-k cos 2 . 
R(a-l ,k-l)(2r2-1) rk-l E(k-1) cos(k-1)~, 1 
where E(k-1) =1 for k=l, 
=2 for k;tl. 
Let c"(x) = 
n 
T (x) = R(-~,-~)(x) = cos(n arccos x) denote a Gegenbauer poly-n n 
nomial and a Chebyshev polynomial, respectively. 
Ey r5,. ~10.9(6) and §10.11(5) we have the limit 
formula lim >.+n c"(x) = E(n)T (x). We conclude with the final t.~o -;- n n 
stage of the addition theorem. 
Theorem 6.1. For all complex a and S (S;t0) the formula 
( 6. 6) 
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P(a,6)( 2 28 28 2 . 28 . 28 2 + n cos 1 cos 2 + sin 1 sin 2 r 
+ sin28 1 sin28 2 r cosw -1) = 
p(a+k+l,S+k-1)( 28 ) p(a+k+l,B+k-1)( 28 ) n-k cos 1 n-k cos 2 . 
Pia-B-1,S+k-1)(2r2-1) rk-1 B+~-1 Ck~l(cosw) 
is valid, where C(a,B) = 
n,k,l 
= (a+k+l)r(a+B+n+k+1)r(a+k)r(s+1)r(s+n+1)r(n-k+1). 
r(a+B+n+1)r(a+n+1+1 )r(S+k+1 )r(s+n-1+1) 
For B=O the same formula holds with B+k-lc 6 (cosw) replaced by 
- 6- k-1 
E(k-l)Tk-l (cos~). 
Proof. For 6=0 the formula follows from (6.5), by using (2.20) and 
(2.21 ). For 6=1 ,2,3, ... the result follows by differentiating both 
sides of (6.6) with respect to cosw. 
Here we use the formulas 
P(rt,S)(x) 
n 
= 2-m r(a+B+n+m+1) P(a+m,B+m)(x) 
·r( a+B+n+1) n-m 
(a~r Tn (x) = 
(see I 5!, §10.8(17) and §10.11(26)). 
For general B the formula is proved by analytic continuation with 
respect to s. This is permitted because both sides of (6.6) are 
rational functions in s. 
q.e.d. 
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Note. added .{J1 p!too 6. A recent review 1n Zbl. Math. called the 
author's attention to the following two papers. 
[17] Vilenkin, N.Ja. and R.L.Sapiro, 
Irreducible representations of the group SU(n) o~ class 
one with respect to SU(n-1 ), Izv. Vys~. U~ebn. Zaved. 
Matematika 62(1967), 9-20 (Russian). 
[18] Sapiro, R.L., 
The special functions connected with the representations 
of the group SU(n) of class one with respect to SU(n-1) 
(n ~ 3), ibidem 71(1968), 97-107 (Russian). 
These two papers anticipate the author's work and derive some of 
our results along the same lines. In particular, our formula (5.4), 
1.e. the third stage of the addition theorem, is the same as for-
mula (1 .20) in [18]. It seems that these two papers were completely 
unknown outside the Soviet Union until the present day. Probably 
our final addition theorem 6.1 is new. 
