Abstract. The stochastic variational inequality (SVI) has been used widely, in engineering and economics, as an effective mathematical model for a number of equilibrium problems involving uncertain data. This paper presents a new expected residual minimization (ERM) formulation for a class of SVI. The objective of the ERM-formulation is Lipschitz continuous and semismooth which helps us guarantee the existence of a solution and convergence of approximation methods. We propose, a globally convergent (a.s.) smoothing sample average approximation (SSAA) method to minimize the residual function; this minimization problem is convex for linear SVI if the expected matrix is positive semi-definite. We show that the ERM problem and its SSAA problems have minimizers in a compact set and any cluster point of minimizers and stationary points of the SSAA problems is a minimizer and a stationary point of the ERM problem (a.s.). Our examples come from applications involving traffic flow problems. We show that the conditions we impose are satisfied and that the solutions, efficiently generated by the SSAA-procedure, have desirable properties.
1. Introduction. In a deterministic environment, one refers to the problem of finding x ∈ X that satisfies the inclusion −F (x) ∈ N X (x) as a variational inequality, also written as,
here F : R n → R n is a continuous function, X ⊆ R n a (nonempty) closed, convex set and N X (x) is the normal cone to X at x. A good formulation of a variational inequality, in a stochastic environment, when either F , or X, or both, depend on stochastic parameters is not straightforward. Even, when just F involves stochastic parameters, say ξ, one might be led to consider a variety of formulations: find x ∈ X such that prob − F (ξ, x) ∈ N X (x) ≥ α, or − F (ξ, x) ∈ N X (x) (1.1) or
where α ∈ (0, 1],ξ stands for a guess of the future and E[·] denotes the expected value over Ξ ⊆ R L , a set representing future states of knowledge. The last two formulations are essentially deterministic variational inequalities, the only issues being how to calculate E[−F (ξ, x)] for the last one and having an undeniable capability to know the future for the second one; one might consider settingξ = E [ξ] but that has been discredited repeatedly including in this article. The first formulation with α = 1 could be converted to a large variational inequality, involving an infinite number of inequalities when ξ is continuously distributed, that only exceptionally would have a solution. When α ∈ (0, 1), the problem takes on the form of a 'chance constraint' and would actually be quite challenging to come to grips with theoretically and computationally and this, in addition to having to validate the choice of the α. When, also the set X depends on ξ, a meaning can still be attached to the first two of these formulations but the comments made earlier about such formulations remain valid, even more so. When seeking to mimic the third formulation one runs quickly into difficulties when trying to justify replacing X ξ by its expectation or try to compute E[N X ξ (x) + F (ξ, x)].
There is another way to formulate the problem, even when both F and X are stochastic, that comes with a 'natural' interpretation and leads, at least in the case we shall consider, to implementable algorithmic procedures. For each realization ξ of the random quantities, let g(ξ, x) be a function that measures the compliance gap, i.e., a nonnegative function such that g(ξ, x) = 0 if and only if −F (ξ, x) ∈ N X ξ (x). The values to assign to g(ξ, x) could depend on the specific application but usually it would be a relative of the gap function [10, Section 1.5.3] and solving the problem would be to minimize E[g(ξ, ·)] or some other risk measure associated with the random variable g(ξ, ·). It is this latter approach that will be developed in this paper for the particular class of variational inequalities described below.
Consider the stochastic VI where F : Ξ × R n → R n is continuously differentiable in x for every ξ ∈ Ξ ⊆ R L and measurable in ξ for every x ∈ R n and
with a given matrix A ∈ R m×n and a random vector b ξ taking values in R m . If X ξ = R n + , the stochastic VI simplifies to a stochastic nonlinear complementarity problem:
In some applications, A is an incidence matrix whose entries are either 0 or 1 but the function F and the vector b depend on stochastic parameters, e.g., traffic equilibrium problems, Nash-Cournot production/distribution problems, etc. Using mean values or some other estimates for the uncertain parameters in the model may lead to seriously misleading decisions.
The following two deterministic formulations have been studied for the stochastic VI when X is a fixed set X.
• Expected Value EV-formulation [12, 13, 25, 29] : find x ∈ X such that
• Expected Residual Minimization ERM-formulation [1, 5, 7, 11, 15, 16, 33, 34] :
f (ξ, ·) : X → R + is a residual function for the VI(X, F (ξ, ·)) for fixed ξ ∈ Ξ [10, Section 6.1].
As already pointed out earlier, the EV-formulation can be viewed as a deterministic VI(X,F ) with the expectational functionF (x) = E[F (ξ, x)]. The ERMformulation minimizes the expected values of the 'loss' for all possible occurences due to failure of the equilibrium. Mathematical analysis and practical examples show that the ERM-formulation is robust in the sense that its solution has minimum sensitivity with respect to variations in the random parameters [7] .
To allow for the dependence of the set X on ξ ∈ Ξ, one needs to extend the definition of the residual function. 
The 'natural' residual function
is a residual function for the stochastic VI with D = R n and u(ξ, x) = x. Here proj X ξ is the canonical projection of R n onto X ξ and · is the Euclidean norm. When
The ERM-formulation with this 'natural' residual function would be a nonsmooth, nonconvex minimization problem.
In this paper, we rely on the gap function [10, Section 1.5] to define a new residual function
In Section 2, we show that f is a residual function for the stochastic VI. Moreover, in the affine case where
Luo and Lin [16] dealt with an ERM-formulation for the stochastic VI, with X deterministic, by using the regularized gap function as a residual function. Agdeppa, Yamashita and Fukushima [1] showed that the ERM-formulation using the regularized gap function is convex when F (ξ, x) = M ξ x + q ξ and
for some positive constant β 0 .
Obviously, in the affine case, (1.6) implies (1.5). However, the converse is not true. It is worth noting that (1.5) does not imply that the probability prob{ M ξ positive semidefinite} > 0. Example 1.1 in [7] exhibits a stochastic matrix M ξ that satisfies condition (1.5), but there is no ξ ∈ Ξ for which M ξ is positive semidefinite. Hence, condition (1.5) is much weaker than (1.6). Moreover, the new residual function (1.4) can be used when X ξ is a random set.
The main contribution of this paper is to show that the ERM-formulation,
defined by the new residual function (1.4), has various desirable properties and to prove the convergence of smoothing sample average approximation SSAA-methods to solve (1.7) by relying on an epi-convergence argument and the properties of infprojections [23] . Moreover, we provide efficient methods to solve a class of stochastic variational inequalities with applications to traffic flow problems. In particular, we give explicit forms of Q(ξ, u(ξ, x)) and smoothing approximations of f (ξ, x).
In Section 2, we show that the function f is a residual function for the stochastic VI and the objective function ϕ is Lipschitz continuous and semismooth. Moreover, we prove the existence of solutions of (1.7). For the case where
In Section 3, we define the SSAA-function and prove the existence of solution to SSAA minimization problems. Moreover, we show that any sequence of solutions of SSAA minimization problems has a cluster point and any such cluster point is a solution of the ERM-formulation (1.7) (a.s.). We also show that any cluster point of a sequence of stationary points of SSAA minimization problems is a stationary point of the ERM-formulation (1.7) (a.s.).
In Section 4, we use examples coming from traffic equilibrium assignment to illustrate the ERM-formulation (1.7) and the SSAA-method. We derive an explicit expression for Q(ξ, x) and its smoothing approximation for a class of stochastic VI and show that all conditions used in Sections 2 and 3 are satisfied. Moreover, we present numerical results to compare the solution of (1.7) with the EV-formulation.
It is remarkable that for all the applications being considered the only requirement is that the sampling should be independent and identically distributed, (abbreviated iid) whereas related convergence results require strong conditions, for example, uniform convergence of the approximating functions.
Throughout the paper, · represents the Euclidean norm, R n + = {x ∈ R n | x ≥ 0}, e denotes the vector whose elements are all 1, I denotes the identity matrix. For a given matrix A = [a ij ] ∈ R m×n , let A K ∈ R m×|K| be the submatrix of A with column-index in the index set K ⊆ {1, . . . , n} of cardinality |K|. Let proj C denote the orthogonal projection from R n onto C, that is, proj C (x) = argmin y∈C y − x .
2.
A new residual function. For given ξ, the gap function for the VI(
It is easy to see that g(ξ, x) ≥ 0 for x ∈ X ξ and it is known that the VI(X ξ , F (ξ, ·)) is equivalent to the minimization problem [10, Section 1.
This minimization problem (2.1) can be written as a two stage optimization problem
from linear programming duality it follows that Q can also be written,
It is not difficult to verify that u(ξ, x) satisfies the KKT conditions
for a fixed x ∈ D. Hence, for any x ∈ D and almost every ξ ∈ Ξ,
Assumption 1.
Assume that for all x ∈ D and for all ξ ∈ a.s. Ξ,
Rather than assuming that the second stage program is feasible for all u ∈ X ξ , Assumption 1 only requires that it is feasible for a much more restricted class, namely, those u =proj X ξ (x) when x ∈ D. In Section 4, we show that Assumption 1 holds for a class of matrices A and vectors b ξ that arise from traffic equilibrium problems.
, is a residual function for our stochastic VI.
Hence u(ξ, x) ∈ X ξ . By definition of f (ξ, x) and Assumption 1, for almost every ξ ∈ Ξ, there is y(x, ξ) ∈ R n such that
where the last inequality follows from u(ξ, x) ∈ X ξ . Hence, we obtain prob{f (ξ,
It is this residual function f that gets used in our ERM-formulation (1.7) with the objective function:
Hence the "here and now" solution is
where x * is a solution of the ERM-formulation (1.7). By definition of u(ξ, x),
Moreover, the following proposition shows that x ERM is also a solution of our ERMformulation (1.7).
Proposition 2.2. Under Assumption 1, if (1.7) has a solution x
which, together with ϕ(
which in turn yields (2.6).
It is interesting to note that
and observe that for any x ∈ D and ξ ∈ Ξ: u(ξ, x) ∈ U .
Assumption 2.
(i) the range of b ξ is bounded:
Assumption 2(i)-(iii) are pretty standard and are not really restrictive as far as applications are concerned. Assumption 2(iv) is not quite as general but, in particular, is satisfied by the class of problems considered in Section 4.
Moreover, for any fixed ξ ∈ Ξ, the following hold.
(i) F (ξ, u(ξ, x)) is continuously differential with respect to x. (ii) If (ii) and (iii) of Assumption 2 hold, then for all
x ∈ D, F (ξ, u(ξ, x)) ≤ d(ξ) and ∇ x F (ξ, u(ξ, x)) ≤ I − A † A d 1 (ξ).
Theorem 2.4. Assume that Assumption 1 holds. Then, the function f is measurable in ξ for any x ∈ D and locally Lipschitz continuous in x a.s. Moreover, under Assumption 2 (i)-(ii) the following hold. (i) If
Proof. Since u(ξ, x) is linear in x, by Proposition 2.3, we only need to consider
For any u, v ∈ U and almost every ξ ∈ Ξ, there are
. By perturbation error analysis for linear programs in [17] , there is a constant ν A > 0, that only depends on the matrix A, such that
Since for any fixed ξ ∈ Ξ, F (ξ, ·) is continuously differentiable in x, Q(ξ, ·) is locally Lipschitz continuous in x a.s. Moreover, it is easy to see that the two terms in
Now we prove the second part of this theorem.
have solutions. Let z(ξ, u) and z(ξ, v) be solutions of these two problems, respectively. Since the functions
s. Hence, we obtain the convexity of Q(ξ, x),
By conditions (i) and (ii) of Assumption 2, there exists
Taking the expected value of f , we see that ϕ is finite valued and there are a vector c ∈ R n and a constant c 0 such that
Theorem 2.5. Under Assumptions 1 and 2, ϕ is globally Lipschitz on
recall that A is an m × n-matrix and for the constant ν A refer to (2.8) .
Proof. For the first term in ϕ, we have
For the second term, from (2.8), we have
Combining these two inequalities,
completes the proof.
where int X denotes the interior of X and ∂φ denotes the Clarke generalized gradient.
Theorem 2.7. Assume that Assumptions 1 and 2 hold. Then the function ϕ is semismooth on D.
Proof. Following Proposition 1 and (3.1)-(3.2) in [20] , we only need to show that the following three conditions hold:
For (i), as follows from the proof of Theorem 2.5,
for all x, y ∈ D and almost every ξ ∈ Ξ.
For (ii), since F (ξ, ·) is continuously differentiable at x, it suffices to worry about Q(ξ, ·) and by [4, Theorem 5.8, Section 3.1] this function is piecewise smooth. Since piecewise smooth implies semismooth and the addition of semismooth functions is also a semismooth function, f (ξ, ·) is semismooth on D a.s. 
and this yields (iii).

Theorem 2.8. Suppose Assumptions 1 and 2(i-ii, iv) hold. Then, (1.7) has a
Since D 1 is compact and ϕ is continuous, argmin D1 ϕ = ∅ and any y * ∈ argmin D1 ϕ also minimizes ϕ on D since D 1 ⊂ D. Finally, from (2.11) one obtains (2.10).
Smoothing sample average approximation (SSAA).
Let ξ 1 , . . . , ξ N be a sampling of ξ. The Sample Average Approximation (SAA) method has been used to find a solution of the EV-formulation (1.2) over a deterministic feasible set X [12, 13, 29] . The SAA method for the EV-formulation of the stochastic VI uses the sample average valueF
to approximate the expected value E[F (ξ, x)] and solves
The classical law of large numbers ensures thatF N (x) converges with probability 1 to E[F (x, ξ)] when the sample is iid.
Similarly, one can apply the SAA method to the ERM-formulation (1.3) and denote the sample average value bŷ
By the assumption that F is continuously differentiable in x for every ξ ∈ Ξ, E[F (ξ, x)] andF N (x) are continuously differentiable. However, the assumption of continuous differentiability of F does not imply that our (objective) function ϕ and its sample average approximationφ N (x) are differentiable. In what follows, we introduce a smoothing sample average approximation (SSAA)
wheref : Ξ × R n × R ++ is a smoothing approximation of f . 
We consider the existence and the convergence of solutions of the following SAA problems
and SSAA problems Proof. The proof is based on the convergence of inf-projections. Let
Let Q n be the set of rational n-dimensional vectors and Q ++ = R ++ ∩ Q 1 . For any x ∈ Q n , r ∈ Q ++ , since the samples are iid, the random variables {c N x,r } are iid [14] . Proof. By the definition of the smoothing functions of ϕ(x), lim x→x,µ↓0 ϕ µ (x) = ϕ(x) for any x,x ∈ D 1 . Moreover, from Lemma 3.5 and 
Moreover, by the continuity and nonnegativity of ϕ on the compact set D 1 and Theorem 2.8, one also has
Hence, from [23, Theorem 7.31], we obtain
By the compactness of D 1 , the sequence {x N µ } has a cluster point and any such cluster point lies in the solution set of min x∈D1 ϕ(x) a.s. Using Theorem 2.8 again, any such cluster point is also in the solution set of (1.7). The statement (iii) follows from (i) and (ii) of this theorem and the compactness of D 1 .
In some cases, the expectation can be defined by multi-dimensional integrals and we can apply efficient quasi-Monte Carlo methods [26] to find approximate values of the expectation at each point x over a compact set. By error analysis of quasi-Monte Carlo methods for numerical evaluation of continuous integrals, we have
in the sense that for any given > 0, there is aν > 0, such that for any N ≥ν, we have Proof. By definition of the smoothing functions associated with ϕ(x), lim x→x,µ↓0 ϕ µ (x) = ϕ(x) for anyx ∈ D 1 . Moreover, from (3.8) and In the remainder of this section, we analyze the convergence of stationary points, that so far has only received perfunctory attention in the approximation theory for variational problems.
Theorem 3.8. Under assumptions of Theorem 2.8, if (3.8) holds, so do the following. (i) Any sequence {x
For g : R n → R andx at which g(x) is finite, recall [23, Section 8 .A] that the subderivative of a function g : R m → R at a pointx at which it is finite, is the function dg(x; ·) defined by
where ∆ τ g(x; w) is the difference quotient function:
One refers tox ∈ X ⊂ R n as a stationary point of g on a closed set X, if
where T X (x) is the tangent cone of X atx ∈ X [10] . When, X is convex, one can exploit the polarity between the tangent and the normal cones [23, Theorem 6.9] and reformulate this condition as
We work with this latter inequality since our X's, the sets D and D 1 , are convex. Moreover, the functions f (ξ, ·), cf. Theorem 2.4, and, a fortiori,f (ξ, x, µ) that are used to build our sample average approximations are locally Lipschitz (a.s.). We are going to assume that they are also Clarke regular at the points of interest. Of course, this would be the case when Q(ξ, ·) is regular since, by assumption, F (ξ, ·) is continuously differentiable. This occurs in a variety of situations, for example, when F (ξ, ·) is linear, when for i = 1, . . . , n, the functions F i (ξ, ·) are concave and, in particular, when Q(ξ, ·) can be expressed as a max-function as in our applications in Section 4.
In view of [23, Theorem 9.16 ], when g is locally Lipschitz and Clarke regular at x, then the subderivative coincides with the directional derivative, [23, Theorem 9 .16] asserts a bit more but it would not be needed here.
Moreover, dg(·, h) is usc (upper semicontinuous); in fact,
In addition to these properties, the proof of the next theorem relies like Lemma 3.5 on the law of large numbers for random lsc functions, more precisely, random usc functions, and two inequalities: The first one, comes about from the interchange of subdifferentiation and taking expectation, the second one results from the choice of a smoothing function that will satisfy
In Section 4, we show that Q(ξ, ·) is regular and the exponential smoothing function [6, 19] satisfies (3.10) for piecewise maxima functions. Since f is globally Lipschitz in D, there are constantst > 0 and β such that
s. for all h in a neighborhood of 0 and 0 <t ≤ t. By Proposition 2.9 in [28, Section 2], we obtain
By the continuously differentiability off (ξ, x, µ) for µ > 0 and upper semicontinuity of df (ξ, x; h) on x for each fixed h, we deduce that for any fixed µ ∈ [0,μ] and From (3.11) and (3.10), the fifth and fourth terms give
Hence we obtain dϕ(x; h) ≥ 0 as N → ∞ and µ ↓ 0.
Remark 1. From the properties of of smoothing functions, we can definẽ
at any x ∈ D and ξ ∈ Ξ. Hence, we can considerφ 
Application and numerical experiments.
In this section, we use two examples in traffic network analysis to illustrate the new ERM-formulation (1.7) and the theoretical results derived in the preceding sections. We first use an example with 7 links and 6 variables to explain the theory and its application in detail. Next we present numerical results for this example and one more example with 19 links and 25 variables to show the efficiency of the SSAA approach. The link travel time function T (ξ, v) is a stochastic vector and each of its entries T k (ξ, v) is assumed to follow a generalized Bureau of Public Roads (GBPR) function,
where t 0 k and n k are given parameters. The path travel cost function is defined by
where η 1 > 0 is the time-based operating costs factor. If
Note that rank(∆)=5 for any ξ ∈ Ξ. M ξ ∈ R 6×6 is a positive semi-definite matrix with rank(M ξ ) = 5. Obviously, E[M ξ ] is positive semi-definite, but condition (1.6) used in [1] does not hold.
For a fixed ξ ∈ Ξ, the VI formulation for Wardrop's user equilibrium, denoted by VI(X ξ , F (·, ξ)), seeks an equilibrium path flow x ξ ∈ R n such that
which is equivalent to find a solution such that the residual function f (ξ, x) = 0. The residual function is nonnegative and regarded as a cost function.
In a stochastic environment, ξ belongs to a set Ξ representing future states of knowledge. In general, we cannot find a vectorx such that f (ξ,x) = 0 for all ξ ∈ Ξ. The ERM-formulation is to find a vector x * which minimizes the expected value of f (ξ,x) over Ξ. The main role of traffic model is to provide a forecast for future traffic states. The solution of the ERM-formulation is a "here and now" solution which provides a robust forecast and has advantages over other models for long term planning. Now we give sufficient conditions on A and b ξ that guarantee that Assumption 1 and Assumption 2 hold. Such conditions hold for the OD-path incidence matrix and random demand vector. 
Further, if for some κ > 0 and any u(ξ, x) ) and
for any x ∈ D and almost every ξ ∈ Ξ.
Proof. Let P be n × n permutation matrix such that 
This establishes the feasibility of the vector s and the meet semi-sublattice property of S ξ,u .
Let e ∈ R m andẽ ∈ R n be vectors with all of their elements 1. Let t = κ max(1, γ
Hence t ∈ S ξ,u and thus S ξ,u is nonempty, a.s.
Hence S ξ,u is closed and bounded below. By Lemma 4.2, S ξ,u has a unique least element z(ξ, u), a.s. Moreover, by the assumption b ξ > 0 a.s., z(ξ, u) is the unique solution of (2.3) a.s.
Furthermore, using z(ξ, u) ≤ t and (4.7),
s. which completes the proof.
In traffic flow problem [2, 31, 34] , we often have the following constraints (4.9)
where b is a demand vector which comes with uncertainties due to weather, accidents, etc., 
Now, we define a smoothing function of
Consider the following nonsmooth function for a vector
We define a smoothing function of p as follows [19] : for µ > 0,
Lemma 4.4. [6] p is continuously differentiable with respect to x for any fix µ > 0. Moreover, the following hold. 
where ∂p denotes the Clarke generalized gradient.
This completes the proof. The regularity of x) )} follows directly from the Chain Rule [8, Theorem 2.3.9] since b ξ > 0, p is convex and F is continuously differentiable.
Next, we show (3.10) holds. Note that by the regularity of f , df (ξ, x; h) = f (ξ, x; h). Since the first term of f is continuously differentiable, we only need to consider the second term. Without loss of generality, we assume
By continuously differentiability of g, the directional derivative of q satisfies
that follows from Lemma 4.5.
Numerical experiment.
In the following two examples, X ξ is defined by (4.9) andf is defined by (4.13). The EV-formulation for the two examples is to find an
We solve the following minimization problem
and set a minimizer to be x EV .
For the ERM-formulation, we solve the ERM problem (1.7) and set
, where x * is a solution of (1.7).
We use the residual function f and conditional value-at-risk(CVaR) to compare the two formulations; for fixed x, T and the parameters for the beta distribution are α = 2, β = 2.
Results in Table 4.2 and Table 4 .3 were obtained by using the same sampling with size N = 1000. Table 4 .2 gives EV and ERM solutions for different values of n a . Tbale 4.3 lists robustness and risk criteria for the EV and ERM solutions in Table  4 .3; u * ξ means solution of the variational inequalities for each fixed ξ ∈ Ξ. In Figure 4 .2, we graph prob{f (ξ, x) ≤ ε} with different values of ε. We can see the ERM-formulation has higher probability than the EV-formulation for each ε. T .
The link capacity has three possible scenarios which denotes different conditions of the network such as weather, accidents and so on, and we give the three scenarios with probability p 1 = T . We rely on the Monte-Carlo method to randomly generate N samples of (b(ξ i ), Ca(ξ i )) for i = 1, 2, · · · , N , where Ca(ξ i ) is sampled from the three possibilities with given probability and b(ξ i ) is sampled from the beta distribution. 
