ABSTRACT
Introduction
Since the first discoveries of the extrasolar planets, it became clear that the derivation of their fundamental properties was directly linked to the properties of their host stars. Until recently the discovery of extrasolar planets was substantially fed by the radial velocity (RV) technique. In the last years, several space missions such as CoRoT (Baglin et al. 2006) and Kepler (Borucki et al. 2010) , as well as ground based surveys like WASP (Pollacco et al. 2006) ) and HAT-P (Bakos et al. 2004) are successfully using the transit technique. The large number of planets discovered today 1 , allows the study of correlations in the properties of planets and their parent stars, providing strong observational constrains on the theories of planet formation and evolution (Mordasini et al. 2012 , and references therein).
Based on observations collected at the La Silla Observatory, ESO (Chile) with FEROS spectrograph at the 2.2 m telescope (ESO runs ID 089.C-0444(A), 088.C-0892(A)) and HARPS spectrograph at the 3.6 m telescope (ESO runs ID 072.C-0488(E), 079.C-0127(A)), at the Observatoire de Haute-Provence (OHP, CNRS/OAMP), France, with SOPHIE spectrograph at the 1.93 m telescope and at the the Observatoire Midi-Pyrénées (CNRS), France, with NARVAL spectrograph at the 2 m Bernard Lyot Telescope (Run ID L131N1).
1 More than 1800 planets have been discovered up-to-date according to the online catalogue: www.exoplanet.eu
To understand the physical processes involved in the formation and evolution of planetary systems, precise measurements of the fundamental properties of the exoplanets and their hosts are required. From the analysis of the light curve of a transiting planet, the planetary radius determination is always dependent on the stellar radius (R p ∝ R ). Moreover, the mass of the planet, or the minimum mass in case the inclination of the orbit is not known, is calculated from the RV curve only if the mass of the star is known (M p ∝ M 2/3 ). The fundamental stellar parameters of mass and radius, on the other hand, depend on observationally determined parameters such as effective temperature (T eff ), surface gravity (log g), and metallicitity ([Fe/H] , where iron is usually used as a proxy). The latter fundamental parameters are used to deduce stellar mass and radius either from calibrations Santos et al. 2013) or stellar evolution models (e.g. Girardi et al. 2002) .
It is therefore, imperative to derive precise and accurate stellar parameters to avoid the propagation of errors in the planetary properties. For instance, Torres et al. (2012) have shown that unconstrained parameter determinations derived from spectral synthesis techniques introduce considerable systematic errors in the planetary mass and radius. In particular, residual biases of the stellar radius may explain part of the anomalously inflated radii that has been observed for some Jovian planets such as in the cases of HD 209458 b (Burrows et al. 2000) and WASP-12 b (Hebb et al. 2009 ).
There are several teams applying different analysis techniques (e.g. photometric, spectroscopic, interferometric), atomic data, model atmospheres, etc., and their results often yield significant differences (e.g. Torres et al. 2008; Bruntt et al. 2012; Molenda-Żakowicz et al. 2013) . These systematic errors are difficult to assess and are usually the main error contributors within a study. Such problems can be mitigated by a uniform analysis that will yield the precision needed. Apart from minimizing the errors of the stellar/planet parameters, uniformity can enhance the statistical significance of correlations between the presence of planets and the properties of their hosts. For example, an overestimation in the stellar radius has been reported in some samples of Kepler Objects of Interest (Verner et al. 2011; Everett et al. 2013 ) which in turn leads to overestimated planetary radius. In this case, planets are perhaps misclassified in the size range likely for rocky Earth-like bodies, affecting the planet occurrence rate of Earth-sized planets around solar-type stars.
The high quality stellar spectra obtained from RV planet search programs (e.g. Sousa et al. 2008 Sousa et al. , 2011 , make spectroscopy a powerful tool for deriving the fundamental parameters in absence of more direct radius measurements (restricted only to limited stars with the interferometric technique or stars that belong to eclipsing binaries). A typical method of deriving stellar parameters for solar-type stars is based on the excitation and ionization equilibrium by measuring the equivalent widths (EW) of iron lines (hereafter EW method). This method has successfully been applied to RV targets that are restricted to low rotational velocities (υ sin i) to increase the precision of the RV technique (Bouchy et al. 2001) . High rotational velocities also limit the precision of the EW method. Spectral lines are broadened by rotation and therefore neighboring lines become blended, often unable to resolve. Even though the EW is preserved, its correct measurement is not yet possible.
On the other hand, the transit planet-hosts have a wider dispersion in rotation rates when comparing to the slow rotating FGK hosts observed with the RV technique. For moderate/high rotating stars, which may be the case of the transit targets, spectral synthesis is required for the parameter determination. This technique yields stellar parameters by fitting the observed spectrum with a synthetic one (e.g. Valenti & Fischer 2005; Malavolta et al. 2014) or with a library of pre-computed synthetic spectra (e.g. Recio-Blanco et al. 2006) .
In this paper, we propose a refined approach based on the spectral synthesis technique to derive stellar parameters for lowrotating stars (Sect. 2), yielding results on the same scale with the homogeneous analysis of our previous works (Sect. 3). Our method is tested for a sample of moderate/high FGK rotators (Sect. 4) and also is applied to a number of planet-hosts providing new stellar parameters. Their planetary properties are also revised (Sect. 5).
Spectroscopic analysis
Due to severe blending, measuring the EW of stars with high rotational velocity is very difficult, if not impossible (e.g. see Fig. 1 ). In this paper, we are focusing on deriving precise and accurate parameters for stars with higher υ sin i using the spectral synthesis technique. (green) and 20 km/s (red). Blending at these rates due to rotation makes the accurate measurement of the EW very difficult.
Line list
For an accurate spectral synthesis, atomic and molecular data of all lines in the wavelength intervals where the synthesis is conducted must be as accurate as possible. The choice of intervals for our analysis is based on the line list of iron lines as described in Tsantaki et al. (2013) . This list is comprised of weak, isolated iron lines, specifically chosen from the extended line list of Sousa et al. (2008) to exclude blended lines that are commonly found in K-type stars. Effective temperatures derived with this line list are in agreement with the InfraRed-Flux Method (IRFM) for the whole temperature regime of FGK dwarfs. The spectral window around each iron line is set wide enough to include broadened lines of υ sin i ∼ 50 km/s. Following the Doppler law, such a rotational velocity causes a broadening of ± 1 Å, around a line in the middle of the optical wavelength range (∼ 5500 Å).
The original line list contains 137 Fe i and Fe ii lines where we set intervals of 2 Å around them. The atomic data for these intervals were obtained from the Vienna Atomic Line Database 2 (Piskunov et al. 1995; Kupka et al. 1999) . We extracted atomic data for all the expected transitions for a star with solar atmospheric parameters for our wavelength intervals. We also included lines predicted for a K-type star with T eff = 4400 K. The two line lists that correspond to atomic transitions for the two different spectral types were merged into one after removing duplicates. Molecular data of the most abundant molecules in solar-type stars (C 2 , CN, OH, and MgH) were also obtained from VALD using the same requests as for the atomic data.
From the above intervals we selected the optimal ones according to the following procedure. From the first analyses, we noticed that K-type stars show the highest residuals between the observed and the best-fit synthetic spectrum compared to the F and G spectral types. The main reason is that the spectra of Ktype stars include numerous lines but not all appear in our line list after the requested atomic data queries. Therefore, we discarded lines in the bluer part (below 5000 Å) where lines are more crowded. Lines within overlapping intervals were merged into one.
In addition, we checked the behaviour of the remaining lines due to rotation by using the Sun as a reference star convolved with moderate rotation of 20 km/s (see Sect. 4). We excluded lines by eye where there was strong contamination by neighboring lines due to broadening and chopped the intervals were the contamination in the edges was weak. We also excluded lines that showed high residuals between the spectrum and the synthesized one for the solar parameters.
The initial choice of spectral windows was double the length i.e. 4 Å where the iron lines were placed in the center. For these intervals even though the best-fit parameters for the Sun (low rotation) were accurate, for the solar spectrum convolved with rotation (again of 20 km/s), the parameters showed higher deviation (T eff = 5728 K, log g = 4.39 dex, [Fe/H] = -0.03 dex) compared to the standard solar values. For this reason we limited the length of the intervals to 2 Å.
Except for blending, another considerable problem that limits this procedure because of high rotation is the difficulty in distinguishing between the line and the continuum points as the lines become very shallow. In this case, the wings of the lines are miscalculated as continuum, leading to the biases in Sect 4.
Taking all the above into consideration, the final line list is comprised of 47 Fe i and 4 Fe ii lines into 42 wavelength intervals, summing in total of 537 lines of different species. The wavelength intervals and the atomic data of the iron lines are presented at Table 1. 3 Atomic data are usually calculated from laboratory or semiempirical estimates. In order to avoid uncertainties that may arise from such estimations, we determine astrophysical values for the basic atomic and molecular line data namely for the oscillator strengths (log g f ) and the van der Waals damping parameters (Γ 6 ). We used the National Solar Observatory Atlas (Kurucz et al. 1984) to improve the transition probabilities and the broadening parameters of our line list in an inverted analysis using the typical solar parameters fixed (as adopted by Valenti & Fischer (2005) : T eff = 5770 K, log g = 4.44 dex, [Fe/H] = 0.0 dex, υ mic = 0.87 km/s, υ mac = 3.57 km/s, log (Fe) = 7.50 dex).
Initial conditions
All minimization algorithms depend on the initial conditions. In order to make sure that the convergence is achieved for the global minimum, we set the initial conditions as close to the expected ones as possible. For temperature, we use the calibration of Valenti & Fischer (2005) as a function of B -V color. Surface gravities are calculated using Hipparcos parallaxes (van Leeuwen 2007), V magnitudes, bolometric corrections based on Flower (1996) and Torres (2010) , and solar magnitudes from (Bessell et al. 1998) 4 . In cases the parallaxes are not available, we use the literature values. Masses are set to solar value.
Microturbulence (υ mic ) is used to remove possible trends in parameters due to model deficiencies. It has been shown that υ mic correlates mainly with T eff and log g for FGK stars (e.g. Nissen 1981; Adibekyan et al. 2012a; Ramírez et al. 2013) . We therefore, set υ mic according to the correlation discussed in the work of Tsantaki et al. (2013) for a sample of FGK dwarfs. For the giant stars in our sample, we use the empirical calibration of Mortier et al. (2013a) based on the results of Hekker & Meléndez (2007) .
Macroturbulence (υ mac ) is a broadening mechanism that also correlates with T eff (e.g. Saar & Osten 1997) . We set υ mac in our analysis following the relation of Valenti & Fischer (2005) . Initial metallicity ([M/H]) is set to solar and initial rotational velocity to 0.5 km/s.
Spectral synthesis
The spectral synthesis package we use for this analysis is Spectroscopy Made Easy (SME), version 3.3 (Valenti & Piskunov 1996) . Modifications from the first version are described in Valenti et al. (1998) and Valenti & Fischer (2005) .
The adopted model atmospheres are generated by the ATLAS9 program (Kurucz 1993) and local thermodynamic equilibrium is assumed. SME includes the parameter optimization procedure based on the Levenberg-Marquardt algorithm to solve the nonlinear least-squares problem yielding the parameters that minimize the χ 2 . In our case, the free parameters are: T eff , log g, [M/H], and υ sin i. Metallicity in this work refers to the average abundance of all elements producing absorption in our spectral regions. We can safely assume that [M/H] approximately equals to [Fe/H] for our sample of stars as the dominant lines in our regions are the iron ones. Additionally, these stars are not very metal-poor (> -0.58 dex). The overall metallicity in metal-poor stars is enhanced by other elements (relative to iron) and in that case the previous assumption does not hold (e.g. Adibekyan et al. 2012b) .
After a first iteration with the initial conditions described above, we use the output set of parameters to derive stellar masses using the Padova models 5 (da Silva et al. 2006) . Surface gravity is then re-derived with the obtained mass and temperature. The values of υ mic and υ mac are also updated by the new T eff and log g. The final results are obtained after a second iteration with the new initial values. Additional iterations were not required, as the results between the first and second iteration in all cases were very close (for instance the mean differences for the sample in Sect.4 are: ∆T eff = 24 K, ∆ log g = 0.06 dex, ∆[Fe/H] = 0.003 dex and ∆υ sin i = 0.18 km/s).
Internal error analysis
Estimation of the errors is a complex problem for this analysis. One approach is to calculate the errors from the covariance matrix of the best fit solution. Usually these errors are underestimated and do not include deviations depending on the specific choice of initial parameters nor the choice of the wavelength intervals. On the other hand, Monte Carlo approximations are computational expensive when we are dealing with more than a handful of stars. In this section we explore the contribution of different type of errors for reference stars of different spectral types. The errors of these stars will be representative of the errors of the whole group that each one belongs.
We select 3 slow rotating stars of different spectral types: F (HD 61421), G (Sun), and K (HD 20868) as our references. Their stellar parameters are listed in Table A.1. We convolve each of these stars with different rotational profiles (initial, 15, 25, 35, 45 , and 55 km/s) to quantitatively check the errors attributed to different υ sin i (see also Sect 4).
Our aim is to calculate the errors from two different sources: 1) the initial conditions, and 2) the choice of wavelength intervals. Firstly, we check how the initial parameters affect the convergence to the correct ones. For each star we set different initial parameters by changing: T eff ± 100 K, log g ± 0.20 dex, [Fe/H] ± 0.10 dex, and υ sin i ± 0.50 km/s. We calculate the parameters for the total 81 permutations of the above set of initial parameters. This approach is also presented in Valenti & Fischer (2005) for their solar analysis.
The choice of wavelength intervals is also important for the precise determination of stellar parameters. The spectral window of different instruments varies and therefore not all wavelength intervals of a specific line list can be used for the parameter determination. Moreover, there are often other reasons for which discarding a wavelength interval would be wise, such as the presence of cosmic rays. In these cases, the errors which are 5 http://stev.oapd.inaf.it/cgi-bin/param attributed to the discarded wavelength intervals from a defined line list can give an estimation on the homogeneity of our parameters.
We account for such errors by randomly excluding 10% of our total number of intervals (that leaves us with 38 intervals). This percentage is approximately expected for the above cases. Stellar parameters are calculated for the shortened list of intervals and this procedure is repeated 100 times (each time discarding a random 10%). The error of each free parameter is defined as the standard deviation of the results of all repetitions.
For our analysis, we do not include the errors derived from the convariance matrix. The primary reason is that the flux errors of each wavelength element that are required for the precise calculation of the convariance matrix, unfortunately, are not provided for our spectra. Therefore, in such cases one has to be careful with the interpretation of the values of the covariance matrix. Table 2 shows the errors derived from the two different sources described above. The errors in T eff and log g due to the different initial parameters are slightly more significant whereas for [Fe/H] and υ sin i both type of errors are comparable. Finally, we add quadratically the 2 sources of errors that are described above (see Table 3 ). We notice that for higher υ sin i, the uncertainties in all parameters become higher as one would expect. K-type stars have also higher uncertainties compared to Fand G-types. In particular, the uncertainties in υ sin i, for K-type stars, are significantly high for υ sin i > 45 km/s. Fortunately, Ktype stars are typically low rotators since rotational velocity decreases with the spectral type for FGK stars (e.g. Gray 1984; Nielsen et al. 2013 ).
Spectroscopic parameters for low rotating FGK stars
To test the effectiveness of the line list, we use a sample of 48 FGK stars (40 dwarfs and 8 giants) with slow rotation, high S/N and high resolution spectra, most of them taken from the archival data of HARPS (R ∼ 110000) and the rest with UVES (R ∼ 110000) and FEROS (R ∼ 48000) spectrographs. Their stellar parameters range from: 4758 ≤ T eff ≤ 6666 K, 2.82 ≤ log g ≤ 4.58 dex, and -0.58 ≤ [Fe/H] ≤ 0.33 dex and are derived following the method described in Sect. 2. Figure 2 depicts the comparison between the parameters derived in this work and the EW method. All parameters from the EW method were taken from Sousa et al. (2011); Mortier et al. (2013a,b) ; Tsantaki et al. (2013) ; Santos et al. (2013) using the same methodology that provides best possible homogeneity for the comparison. The differences between these methods are presented in Table 4 and the stellar parameters in Table A .1. The effective temperatures derived with the spectral synthesis technique and the EW method are in good agreement. The greatest discrepancies appear for T eff > 6000 K, where the effective temperature derived from this work is systematically cooler. The same systematics are also presented in Molenda-Żakowicz et al. (2013) , where the authors compare the EW method with other spectral synthesis techniques but the explanation for these discrepancies is not yet clear.
The values of metallicitity are in perfect agreement between the two methods.
Surface gravity is a parameter that is the most difficult to constrain with spectroscopy. The comparison of the two methods shows a considerable offset of 0.19 dex, where log g is underestimated compared to the EW method. Interestingly, this off- set is smaller for giant stars (∆ log g = 0.07 dex) than for dwarfs (∆ log g = -0.24 dex).
To further investigate these differences, we compare the spectroscopic log g with surface gravity derived with another method that is less model dependent. For 16 dwarf stars in our sample that have a transiting planet, surface gravity can be derived from the analysis of the transit light curve (see also Sect. 5). We compare log g derived from the transit light curve with the spectroscopic log g from the EW method (both values are taken from Mortier et al. (2013b) ) and this work (see Fig. 3 ).
We show that log g from the EW analysis is overestimated for low log g values and underestimated for high log g values. Fortunately, this trend does not affect T eff and [Fe/H] as shown in the recent work of Torres et al. (2012) . Same systematics were also found between the log g from the EW method and the log g derived with the Hipparcos parallaxes for solar-type stars in Tsantaki et al. (2013) and Bensby et al. (2014) . These results imply that log g from the EW method using iron lines suffers from biases, but there is no clear explanation for the reasons.
On the other hand, log g derived from this work is in very good agreement with the transit log g, for values lower than 4.5 dex. Stars with log g > 4.5 dex correspond to the cooler stars and are also underestimated. The reason for this underestimation is not yet known and further investigation is required to understand this behaviour.
Despite the differences for the log g values of mainly the Ftype stars, the results listed in Table 4 show that for low rotating FGK stars, stellar parameters derived from both methods are on the same scale. This means that for the whole sample the residuals between both methods are small and of the same order of magnitude as are the errors of the parameters. Notes.
(a) The standard errors of the mean (σ M ) are calculated with the following formula:
, σ being the standard deviation.
Spectroscopic parameters for high rotating FGK dwarfs
Testing our method for low FGK rotators does not necessary imply that it will work for higher υ sin i where spectral lines are much broadened and shallower. Our goal is to examine how efficient our method is for moderate/high rotating stars. For this purpose, we derive stellar parameters for reference stars of different spectral type and with low υ sin i. Secondly, these stars are convolved with a set of rotational profiles using the rotin3 routine as part of the SYNSPEC synthesis code 6 (Hubeny et al. 1994) . As a result, each star has 8 different rotational velocities (initial, 5, 10, 15, 20, 25, 30, 40 , 50 km/s). Stellar parameters of all rotational profiles are calculated to investigate how they differ from the non-broadened (unconvolved) star. This test is an indication of how the accuracy of our method is affected by adding a rotational profile.
The selected reference stars are: two F-type, one G-type, and four K-type stars and are presented in boldface in Table A.1. Probably one star per spectral type would be enough but we included more F-and K-type stars because they showed higher uncertainties (especially the K-type stars). In Fig. 4 the differences of stellar parameters between the stars with the unconvolved values (original υ sin i) and the convolved ones are plotted for the 8 different rotational velocities.
As υ sin i increases, K-type stars show the highest differences in the stellar parameters compared to the non-broadened profile. These deviations for high υ sin i are also shown in the error analysis of Sect. 2.4. The temperatures of these stars are systematically underestimated with increasing υ sin i. On the other hand, the parameters of F-and G-type stars are very close to the ones with slow rotation and no distinct trends are observed with rotation. Even for very high υ sin i, temperature and metallicitity can be derived with differences in values of less than 100 K and 0.05 dex respectively. Surface gravity, however, shows high differences that reach up to ∼0.20 dex.
The above discrepancies in the parameters affect in turn the stellar mass and radius. To investigate these offsets, we calculate the mass and radius for all the rotational velocities using the calibration of Torres et al. (2010) but corrected for small offsets to match masses derived from isochrone fits by Santos et al. (2013) . The results in Fig. 5 show that the mass hardly changes as υ sin i increases. Stellar radius however, is affected in the same manner as surface gravity with higher radius differences. For example, the maximum difference in log g (∼0.20 dex) causes a deviation in radius of 0.39 R .
6 http://nova.astro.umd.edu/Synspec43/ Table 5 . Differences in parameters derived with different methods. N indicates the number of stars used for the comparison. 
Application to FGK high rotators
We select a sample of FGK dwarfs with moderate/high υ sin i, that have available several estimates of their parameters from different techniques in the literature (see references in Table A .2). From these references, we included 17 stars with υ sin i up to 54 km/s that have spectra available in the public archives of different high resolution instruments (HARPS, FEROS, ELODIE, and CORALIE). The spectra were already processed with their standard pipeline procedures. We corrected for the radial velocity shifts and in cases of multiple observations, the spectra are summed using the IRAF tools, dopcor and scombine respectively. The stellar parameters are derived with the method of this work and the results and literature properties of the sample are presented in Table A .2. Table 5 shows the differences between the stellar parameters of this work and the different methods used: other spectral synthesis techniques, the EW method (until υ sin i ∼ 10 km/s) and the photometric technique, namely IRFM. The differences between this work and other methods are very small for all parameters.
In Fig. 6 we plot the comparison between literature values and our results. Figure 7 shows the stellar parameters derived with different methods in dependence of rotational velocity from this work. Even though the mean differences in temperature are close to zero, there appears a slight overestimation of our method for high υ sin i. Surface gravity shows the lowest dispersion when compared to trigonometric log g from all methods. Metallicity is also in agreement, excluding perhaps an outlier (HD 49933).
Data and spectroscopic parameters for planet-hosts
We have identified spectra for 10 confirmed planet-hosts that show relatively high υ sin i and we were unable to apply our standard EW method for their spectroscopic analysis. We use the procedure of this work to derive their stellar parameters to update the online SWEET-Cat catalogue where stellar parameters for FGK and M planet-hosts 7 are presented (Santos et al. 2013 ). These stars were observed with high-resolution spectrographs (Table 6 ) gathered by our team (these spectra have never been analyzed before) and by the use of the archive (for the NARVAL spectra). Their spectral type varies from F to G. The spectra were reduced with the standard pipelines and are corrected with the standard IRAF tools for the radial velocity shifts and in cases of multiple exposures of individual observed stars, their spectra are added. Following the procedure presented in this work, we derive their fundamental parameters, which are included in Figs. 6 and 7 (square symbols) and presented in Table 7 . The stellar masses and radii are calculated using the calibration of Torres et al. (2010) with the corrections of Santos et al. (2013) . Table 7 . Spectroscopic parameters of planet-hosts derived in this work and surface gravities derived from the transit light curve are found in the literature for all transiting planet-hosts of our sample.
5924 ± 30 4.28 ± 0.11 0.16 ± 0.03 8.50 ± 0.22 4.33 ± 0.05 (1) 1.13 ± 0.05 1.29 ± 0.05 Kepler-410A 6375 ± 44 4.25 ± 0.15 0.09 ± 0.04 13.24 ± 0.29 4.13 ± 0.11 (2) 1.30 ± 0.07 1.41 ± 0.07 CoRoT-3 6558 ± 44 4.25 ± 0.15 0.14 ± 0.04 18.46 ± 0.29 4.25 ± 0.07 (3) 1.41 ± 0.08 1.44 ± 0.08 XO-3 6781 ± 44 4.23 ± 0.15 -0.08 ± 0.04 18.77 ± 0.29 4.24 ± 0.04 (4) 1.41 ± 0.08 1.49 ± 0.08 HAT-P-41 6479 ± 51 4.39 ± 0.22 0.13 ± 0.05 20.11 ± 1.34 4.22 ± 0.07 (5) 1.28 ± 0.09 1.19 ± 0.08 HAT-P-2 6414 ± 51 4.18 ± 0.22 0.04 ± 0.05 20.50 ± 1.34 4.14 ± 0.03 (6) 1.34 ± 0.09 1.54 ± 0.12 HAT-P-34 6509 ± 51 4.24 ± 0.22 0.08 ± 0.05 24.08 ± 1.34 4.21 ± 0.06 (7) 1.36 ± 0.10 1.45 ± 0.11 HD 8673 6472 ± 51 4.27 ± 0.22 0.14 ± 0.05 26.91 ± 1.34 -- 
Transit analysis
We retrieve from the literature available photometric data for our transiting planet target stars. Our aim is to perform an homogeneous analysis of these objects using our re-determined stellar parameters to guess limb darkening coefficients and average stellar density. The limb darkening coefficients are linearly interpolated in the 4 dimension of the new stellar parameters (T eff , log g, [Fe/H], and υ mac ) from the tables of Claret & Bloemen (2011) to match our stellar parameter values. We obtain as well the stellar density from the mass and radius as described in the previous Section. Transit duration and transit depth are initially taken from the values quoted in the literature. The light curves are all folded with the period known from the literature and out of transit measurements are normalized to one. Since some of the planets in our sample are in eccentric orbits, we adopt the expansion to the fourth order for the normalized projected distance of the planet with respect to the stellar center reported in Pál et al. (2010) and express it as a function of the stellar density (ρ ) and the transit duration (T d ).
For each folded light curve, we fit a transiting planet model using the Mandel & Agol (2002) model and the LevembergMarquardt algorithm (Press et al. 1992) . For eccentric planets we adopt the values of the eccentricity and argument of periastron reported in the literature and add a gaussian prior on both during our error analysis (see below) considering the reported uncertainties.
The uncertainties of the measurements are first expanded by the reduced χ 2 of the fit. We account for correlated noise creating a mock sample of the fit residuals (using the measurement uncertainties) and comparing the scatter in the artificial and in the real light curves re-binning the residuals on increasing timeintervals (up to 30 min). If the ratio of the expected to the real scatter is found larger than one, we further expanded the uncertainties by this factor. Finally, we determine the distributions of the parameter best-fit values bootstrapping the light curves and derived the mode of the resulting distributions, and the 68.3 per cent confidence limits defined by the 15.85th and the 84.15th percentiles in the cumulative distributions.
The results are reported in Table 8 . The photometric densities appear smaller than the values implied by theoretical models. The discrepancy is largest for the case of Kepler-410A where models predict ρ ∼ 1 g cm −3 , whereas the measured value is 0.0937
. The dilution caused by the contamination of a stellar companion (Kepler-410B) and the small size of the planet (2.838 R ⊕ , Van Eylen et al. (2014) ) are the main reasons for the difference in the density derived from the transit fit. Considering the above, we exclude this star from the comparison of the transit fit results.
Discussion
For stars with a transiting planet, surface gravity has been proposed to be independently derived from the light curve with better precision than from spectroscopy (Seager & Mallén-Ornelas 2003; Sozzetti et al. 2007 ). In Torres et al. (2012) , it has been shown that log g derived using SME and the methodology of Valenti & Fischer (2005) is systematically underestimated for hotter stars (T eff > 6000 K) when compared with the log g from transit fits. According to the authors, constraining log g to the transit values, as more reliable, leads to significant biases in the temperature and metallicitity which consequently propagates to biases in stellar (and planetary) mass and radius.
From the planet-hosts in our work, there are 8 stars with transit data and available log g using a light curve analysis. We therefore, compare the log g derived from our spectroscopic analysis with the log g from the transit fits as taken from the literature (red circles in Fig. 8 ). The differences of this comparison are very small (∆ log g = -0.04 with σ= 0.07 dex). On the other hand, a comparison between the log g from the transit light curve and the log g using only the unconstrained Valenti & Fischer (2005) methodology shows difference of 0.18 (σ= 0.27) dex for 5 stars with available measurements (empty squares in Fig. 8 ). We also plot for completeness the log g from our light curve analysis of the previous Section, using the stellar density and mass (asterisks in Fig. 8 ).
Even though the number of stars for this comparison is very small, these results suggest that fixing log g to the transit value is not required with the analysis of this work, avoiding the biases that are described in Torres et al. (2012) . The different approach we adopt in this work, mainly due to the different line list, shows that we obtain a better estimate on surface gravity. However, since our sample is small and limited only to hotter stars, further investigation is advised to check whether following the unconstrained approach is the optimal strategy. The unconstrained analysis is also suggested in Gómez Maqueo Chew et al. (2013) as preferred, after analyzing the transit-host WASP-13 with SME but following different methodology (line list, initial parameters, convergence criteria, fixed parameters) from Valenti & Fischer (2005) . We explore how the literature values of planetary mass and radius are affected with the new stellar parameters. From our analysis we find that the dispersion between the planetary mass derived with our stellar parameters and the literature is 4% (Fig. 9, top panel) . The planet-to-star radius ratio derived from the transit light curve shows same dispersion of 4% (Fig. 9 , middle panel). This consistency with the literature values confirms the accuracy of the transit light curve analysis to derive planetto-star radius ratio. The planetary radius is calculated from this ratio and the stellar radius that is inferred from our spectroscopic values. The comparison of the planetary radius with the literature values shows the highest dispersion of 14% (Fig. 9 , bottom panel). Since we have shown the consistency of the planet-tostar radius ratio, the main source of uncertainty in the derivation of planetary radius is the calculation of the stellar value. We also compare the stellar density derived from the transit analysis with the respective ones from the literature (Fig. 10) . In Fig. 11 , we show the new mass and radius from this work in comparison with the literature values. Planetary radius shows higher discrepancies mainly because of the uncertainties in the stellar radius calculations.
Conclusions
In this paper we are introducing a new approach for the derivation of the fundamental stellar parameters for FGK dwarfs using the spectral synthesis technique. In particular, we focus on stars with moderate/high rotational velocities. Such stars could be transiting planet-hosts as they show high dispersion in their rotational velocities and the determination of their stellar parameters is of principal importance for the planetary studies. The key of our method is the selection of the line list that contains principally iron lines based on previous work. This line list is tested primarily for stars with low rotational velocities. The comparison in temperatures between the EW method and this work for our test sample is in good agreement even though high temperatures (T eff > 6000 K) are underestimated by the synthe- sis technique. Metallicity is in excellent agreement with our test sample and surface gravity shows an offset of -0.19 dex.
Our method is applied to reference stars that are convolved with a set of rotational profiles (up to υ sin i = 50 km/s). The spectrum of each reference star has been broadened with different υ sin i values and for these spectra we calculate the stellar parameters which are compared with the initial unbroadened spectrum in order to check their consistency for high υ sin i. The results show that even for high υ sin i the differences from the ones without broadening is on the same scale as the errors. Table 7 . Circles correspond to the comparison of log g derived in this work. Squares correspond to the methodology applied by Valenti & Fischer (2005) and filled squares to other spectral synthesis methods. Asterisks show the comparison between log g derived from the light curve analysis on the literature and of this work. As a final test we calculate stellar parameters for a sample of stars with high υ sin i and compare with other spectral synthesis methodologies, the EW method (when possible), and the IRFM. The comparison shows very good agreement with all methods with the same dispersion in the mean differences of the parameters as the slow rotating stars.
We also applied our method to 10 planet-hosts with moderate/high rotation, updating their stellar parameters in a uniform way. A new analysis has been conducted to the light curves for the stars that had available photometric observations using our results. From the combination of spectroscopic parameters and the ones derived from the transit fits (namely stellar density), we calculate surface gravity and the comparison with spectroscopic derivations suggests that fixing log g to the transit value is not required using our method. In addition, we present the difference in the planetary mass and radius (expressed as a percentage) with the literature values. Planetary masses agree very well with the literature values. The dispersion in the radii of the planets is higher due to larger errors in the estimation of the stellar radius.
The study of planet-hosts with higher rotational velocities is essential because they expand the planet sample around stars of earlier types (F-and A-type) that are more massive than the Sun. Precise stellar parameters for these stars are necessary to study the frequency of planets around intermediate mass stars and explore their planet formation mechanisms. Additionally, precise (and if possible accurate) stellar parameters are essential for a detailed characterization of the planets to be discovered by the upcoming high precision transit missions such as CHEOPS, TESS, and PLATO 2.0. 
