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Abstract 
The quasi one-dimensional magnets AFeX3 have aroused much interest in recent years 
due to their unique magnetic properties. It has been shown that the magnetic 
excitations in linear chain systems with half-integer and integer spin value differ 
fundamentally. Haldane conjectured that an energy gap will arise in linear chain 
systems with integer spin. The magnetic systems studied in this thesis: CsFeBr3 and 
CsFeCI3 are linear chain compounds which have a singlet ground state and are 
described by an effective spin S = 1 formalism. 
The magnetic character of this type of AFeX3 halide depends in a very sensitive way 
on its crystallographic structure and externally applied environment. CsFeBr3 
possesses al1 antiferromagnetic intrachain superexchange, whereas CsFeCI3 which has 
a larger intrachain superexchange angle, a, has. a ferromagnetic intrachain 
superexchange. The character of the groundstate of the AFeX3 halides is strongly 
dependent on the values of the superexchange parameters J, J' and the single~ion 
anisotropy, D. Slight changes in these parameters can induce a magnetically ordered 
groundstate. 
Inelastic neutron scattering measurements under hydrostatic pressure were performed 
on CsFeCI3 and CsFeBr3• The resultant dispersion curves of the magnetic excitation 
were fitted using Lindgard's RP A theory. The dependence of the intrachain, interchain 
and energy gap (J, J' and D respectively) upon the application of pressure (1.0, 2.0, 35 
and 5.0 kbar) have been obtained. 
CsFeCI3 moves towards magnetic ordering on the application of hydrostatic pressure. 
The energy of the magnetic excitation· of the softmode point Q(l/3 1/3 0) decreases. 
An opposite behaviour has been observed in CsFeBr3• the magnetic excitation at the 
softmode point Q(l/3 1/3 I) increases and the system moves away from magnetic 
ordering. Finally, the magnetic parameters under pressure are compared with the 
corresponding crystallographic data. 
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CHAPTER I 
INTRODUCTION 
1.0 Introduction 
In present day physics it would be impossible to understand the properties of a large 
number of bulk systems without first considering models of lower dimensionality. For 
instance, surfaces, interfaces, polymers and high Tc superconductor materials are 
described by a variety of models with interactions in less than three dimensions. It is 
often found that important theoretical models can only be formulated exactly in one or 
two dimensions. Therefore one finds that theory sometimes outstrips the experimental 
evidence by a few decades, for instance the spin Peierls transition (Peierls 1953, 
deJongh 1985). It was shown by van Hove (van Hove, 1950) that in a one-
dimensional gas with 'hard core' interactions of finite length no phase transition takes 
place. Griffiths (Griffiths, 1964) proved that the Ising model has a long range 
magnetic order at finite temperature only for dimension D=2 and D=3, while for the 
isotopic Heisenberg model , the theorem of Mermin and Wagner (Mermin 1966) 
states that no spontaneous magnetisation will be observed for dimensions D= 1 and 
D=2. It has also been predicted that quantum effects for low spin-numbers are very 
important in low dimensional systems. As such Haldane's conjecture (Haldane, 
1983a,b) can serve as an example, derived with field theoretical methods, it was 
shown that the excitations spectrum of a one-dimensional antiferromagnets with S = 
even and S = odd are different in nature. The half integer spin system shows a gapless 
excitation spectrum while for the integer spin system the excitation spectrum should 
show a gap at the zone centre of the Brillouin zone. 
It was only with the physical realisation of particular types of ionic compounds during 
the mid-sixties that it was realised that model magnetic systems with low dimensional 
interactions were available in different classes of crystal structures and that materials 
with particular magnetic properties could be synthesised (deJongh 1974). However, 
because one is always dealing with a crystal and as such with interactions in three 
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dimensions, these systems are not ideal. At low enough temperatures additional 
interactions: exchange and anisotropy, become important and due to these extra 
factors these systems are always 'quasi' low-dimensional. The physical description of 
these low-dimensional systems gives, however, useful information towards the 
understanding of 3-D systems which is normally not theoretically accessible. 
3-D magnetic systems always undergo a magnetic phase transition to a magnetically 
ordered state at a critical temperature Tc. At temperatures far above Tc the orientation 
of the spins are independent from each other. The spin pair correlation function <S;Sj> 
is in this case close to zero for i I' j. Close to Tc the spins are no longer independent 
and the spin orientation is almost fixed over a long distance, but the total spontaneous 
magnetisation of the bulk of the material is still zero. The distance over which the 
spins are correlated is described by its correlation length (~). At Tc the correlation 
length diverges and the average magnetisation has a finite value and as such 
represents the ferromagnetic case. When the overall magnetisation is still zero the 
system represents the antiferromagnetic (two sublattice) case. 
The nature of this type of phase transition is for the most part of second order type 
(continuous). The magnetic transition for the different type of magnetic systems can 
be described by a set of unique critical exponents (universality classes). These critical 
exponents can be expressed as a linear combination of two others through scaling 
relations. 
In one-dimensional systems this situation is fundamentally different since long range 
order exists only at Tc = 0 K. For T > 0 K, fluctuations destroy the long range 
magnetic ordering. These conclusions of Mermin and Wagner show the importance of 
magnetic fluctuations in low-dimensional magnetic systems and that quantum effects 
have to be taken into account. 
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For the ferromagnetic and the antiferromagnetic one-dimensional chain model the 
ground state behaviour is very different. For the ferromagnetic chain one obtains a 
proper ground state with M = :E Si, while the Nee! state (spin up and down) is not a 
proper ground state (Villain 1974). As a direct consequence one observes in the 3D 
ordered state of a real quasi-one dimensional system that the observed magnetic 
moment of the spin <Jl> is often half the value expected from that of the appropriated 
electronic level scheme. 
Often these zero spin reductions are explained by means of a spin wave approach. For 
the ordered state of a ferromagnetic quasi one-dimensional system one finds that the 
observed magnetic moment <Jl> approaches its conventional value. 
The ground state of a one dimensional magnet is described by following Hamiltonian: 
in the case of S= 1/2 
H = -2 L (J'SfSj+l + JYSjSj+l + JlSfSf+l) 
i 
and for S > 1 
H=-2JI,sisi+l +DI,(sf)2 
i i 
Possible systems are classified according to the sign of their parameter J and D. 
For : J>O one will observe ferromagnetic correlations while 
J<O corresponds to antiferromagnetic correlations. 
and: 
D>O represents an easy plane anisotropy and for 
D<O Isingclike behaviour will be observed. 
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The ferromagnetic chain case has an excitation spectrum with a low energy mode with 
no gap with a dispersion relation: 
liro = 2S { (2J -2J cos 1tqc) (2J -2Jcos 1tqc +D)} 112 
According to Haldane's conjecture (Haldane 1983a,b) the excitation spectrum of the 
ID antiferromagnet 
is gapless, if S = 1/2, 3/2, ... 
and has a gap, ifS = I, 2, .. . 
Support for Haldane's conjecture has been obtain by computer simulations on finite 
chain segments (Botet et a! 1983), (Banner et a! 1984). These calculations resulted in 
an interesting phase diagram for the Ising - Heisenberg chain and is visualised in a 
simplified form in Fig.l.l. 
Figure 1.1. Phase diagram for the 1sing·Heisenberg chain. The different phose boundaries are 
indicated by number 1·6. 
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The single ion anisotropy is depicted on the vertical axis {1), and the anisotropic 
exchange on the horizontal axis (2). This phase diagram will be discussed briefly: 
On the left hand side, with d =negative (3), and on the right-hand side of (4), we have 
conventional ferromagnetic phase and antiferromagnetic Nee! phase respectively. On 
the ferromagnetic exchange side between (3) and {1) one obtains two different phases. 
For large D above the AB part of (5) one gets a phase with a singlet groundstate due 
to the fact the D is too large in order to be compensated by the superexchange. Below 
this line, the superexchange becomes large enough to form a correlated system with 
XY-type anisotropy (D>O), the moments (fluctuations) condense perpendicular to the 
chain. For D<O, the system becomes an !sing-like phase, with the moment direction 
along the chain direction. 
The most interesting part of the phase diagram is found for the antiferromagnetic 
interaction. Again above the AC section of (5), for the same reasons as before, one 
obtains a singlet ground state. However, the area below the AB part of (5) , and in 
between (1) and ( 4) is totally different in character from the area on the ferrromagnetic 
side. This phase has a singlet ground state too. This area includes the pure Heisenberg 
antiferromagnet HAF (D=O, D. = 1) and therefore this phase is known as the HAF or 
Haldane phase because in this area the Haldane prediction applies.As can be seen 
from Fig. 1.1, this phase includes also the possibility of anisotropic exchange. 
The energy of the gap energy versus anisotropy (6), in the case of isotropic exchange 
is given in Fig.l.2. A spinwave approach would give a gapless XY behaviour for 
O<D<I and an increasing gap of an excitonic nature for D > l. While for D < 0, in the 
Ising regime an increasing gap would be observed. The actual picture is, however, 
totally different. For the Haldane approach of the antiferromagnetic chain, one finds 
that a gapless phase is only observed forD = 1 and -1 < D < Dcritical. At the AFM point 
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a maximum in the gap energy is observed (Egap = 0.4 (2J)) and diminishes away from 
the HAF point. 
0.5 
Figure 1.2. Energy of the Haldane gap versus single ion anisotropy (6 in Figure 1.1) 
A further special feature of the phase diagram comprises the phase boundary C-A-B 
(5) • On this line a special type of transition takes place: the Kosterlitz-Thou less (KT) 
type transition (Kosterlitz et a! 1973), which is characterised by a particular critical 
behaviour observed for 2-D XY (anti)-ferromagnets (Als-Neilsen et all993). In these 
systems, the critical behaviour originates from the unbinding of vortex-antivortex 
pairs forT < TkT, into free vortices at T > Tkr· It is not clear if such topological 
structures are present in the 1-D type systems. 
Since the review by Steiner (Steiner 1987) of compounds which might be 
accommodated in this phase diagram only a few more example have been found. 
These materials are listed in Table 1. Sofar the examples are restricted to Ni2+ and 
Fe2+ compounds. Weak anisotropy (D) is found for the Ni2+ compounds. The 
superexchange in these Ni compounds is isotropic. In the case of antiferromagnetic 
exchange these are grouped around the HAF point with CsNiCI3 and RbNiC13 having 
weak !sing anisotropy and NENP and KNiCJ3 being weak XY type systems. The Fe2+ 
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compounds may be accommodated around the KT line. These compounds have a spin 
value different from the expected spin only value of S=2. Due to the orbital 
contribution the Fe2+ and the symmetry of the hexagonal AFeX3 compounds, the 
system can be described by an effective S= I. Subsequently the large anisotropy leads 
to a singlet ground state and a low-lying doublet state. These two states dominate the 
magnetic behaviour at those low temperatures where the anisotropy and interaction 
are comparable in energy. 
Table !.I. Exchange and anisotropy parameters of S =I hexagonal perovskite type ABX3 compounds. 
s J/k (K) D/k(K) TN(K) Reference 
CsNiCl, I -16.6 -0.63 4.85 a 
RbNiCI, I -23.3 -0.08 10.5 b 
KNiC11 I -14.9 6.24 8.5 c 
NENP I -48.0 I <0.3 d 
CsNiF3 I 23.0 -8.9 2.61 e 
CsFeBr, eff I -4.46 21.5 --- f 
RbFeBr, eff I -4.83 -22.6 5.65 f 
CsFeCI, eff I 4.48 19.8 --- f 
RbFeCl, eff I 5.24 22.36 2.55 f 
TlFeCl, eff I 3.14 4.84 2.05 g 
a) Buyers, W. J. L., et al., Phys. Rev. Lett., 56, 371, (1986). 
b) Tun, Z., et al., Phys. Rev. B., 43,13331, (1991). 
c) Petrenko, 0. A., et al., Phys. Rev. B., 51,9015, (1995). 
d) Renard, J. P., et al., J. de Phys., CS, 1425, (1988) and references therein. 
e) Steiner, M., et al., J. Phys., CS, 165, (1975). 
f) Visser, D., Harrison, A., J. de Phys., CS, 1467, (1988) 
g) Visser, D., Knop, W., Pynn, R., Annex ILL report (1981) 
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Magnetic model systems to test predictions such as made by Haldane are not 
commonly available. As shown in Fig.l.l, these compounds are situated at particular 
positions in the phase diagram, examples of compounds with distinct anisotropic 
exchange have not been found. As with the ANiX3 the AFeX3 compounds are 
adequately described by isotropic exchange interactions (Harrison et al 1992). A 
continuous change of anisotropy is not available, the anisotropy is either small (Ni2+) 
or large (Fe2+). All the iron compounds are situated close to the KT line, CsFeCJ3 as 
well as CsFeBr3 are pure singlet ground state systems while RbFeCJ3, TIFeCJ3 and 
RbFeBr3 have an induced moment groundstate (Visser & Harrison, 1988). The 
balance between the anisotropy and superexchange determine the ultimate ground 
state of these systems. It is obvious that the value of these parameters is directly 
related to the crystal structure (Goodenough 1963) and that the magnetic properties 
are very sensitive to small changes in this structure. Therefore a possible experimental 
route to vary D seems to lie in the variation of the crystal structure by applied 
pressure. Such pressure experiments have been performed under hydrostatic 
conditions on the induced moment systems RbFeCJ3 (Visser et al 1996a), TlFeC13 and 
RbFeBr3 (Visser et a! 1996b). and on the singlet ground state systems CsFeC!3 and 
CsFeBr3 (Visser et a! 1996c). These studies are limited to elastic neutron scattering 
experiments only. 
To determine the anisotropy and superexchange constants in the singlet groundstate 
systems, inelastic neutron scattering is required, in comparison with the crystal 
structure data. It may be possible to relate structural data to the magnetic parameters, 
in correction to the compressability of the crystal. 
In this thesis for the first time, pressure dependant inelastic neutron scattering data on 
the magnetic excitations in the singlet ground state systems CsFeBr3 and CsFeCl3 are 
reported. 
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The thesis is organised as follows, in chapter II, the concept of superexchange is 
discussed as well as the theoretical approach to describe the dispersion of the 
magnetic ex citations in a singlet ground state system. A brief resume of the important 
concepts of neutron scattering are presented. 
In chapter m, the electronic and the crystal structure of CsFeX 3 are presented as well 
as the crystal structure of the two compounds under hydrostatic pressure. 
Chapter N describes the experimental conditions and proceedure of the neutron 
scattering experiments which were carried out at the Laboratoire Leon Brillouin, 
CEA, Saclay, France. 
Chapter V gives the results of these experimets in both graphical and tabulated form. 
In Chapter VI the correlation between the structural data and the superexchange 
parameter and anisotropy are discussed. Ideas are outlined for the purpose of further 
research 
10 
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CHAPTERII 
THEORY 
2.1 Mechanism of exchange in insulators 
Magnetic exchange in insulators was first discovered by Kramers (Kramers, 1934) 
who explained the significance of magnetic exchange that exist between magnetic 
atoms separated by one or more diamagnetic atoms by means of a superexchange 
mechanism. The strength and sign of this interaction was found to be very sensitive to 
the nature of the magnetic ions, the geometry of the exchange pathways and the nature 
of the diamagnetic bridging atoms (Goodenough, 1963). This superexchange 
mechanism can be described in its most elementary form by the Hamiltonian : 
H = J ~)i ·Si 
i>j 
..•...•... (2.1) 
Where J is the exchange integral and S represents the spins at positions i and j 
respectively. The origins of the interaction lie in the Coulomb repulsion between 
electrons and the Pauli Exclusion Principle (Atkins, 1983). 
The major contributions towards exchange in insulators are given below: 
1) Direct cation·cation interaction 
This is particularly significant between face-sharing octahedra in the oxides of 
transition metals towards the beginning of the first transition series, where the 
distances between the transition metal ions are relatively small. In our case, for the 
first row transition metal ternary halides, this interaction is not very important due to 
the larger radii of the halide ions. 
2) 'Potential' Superexchange 
This involves orthogonal orbitals on the magnetic and diamagnetic bridging atoms, 
and is necessarily ferromagnetic. 
13 
3) 'Kinetic' Superexchange 
This arises from the virtual transfer between singly occupied orbitals, or into empty 
orbitals on the magnetic ions. For exchange between partially occupied orbitals the 
coupling is antiferromagnetic. 
4) Spin Polarisation Exchange 
Correlations of the electrons on the cations with those on anions leads to different 
energies according to the occupation and symmetry of the cation orbitals. The 
interaction is second order and may be either ferromagnetic or antiferromagnetic. 
I 
:;) Correlation Superexchange 
In addition to the single electron excitation of 2), 3), and 4), double excitations have 
also been proposed. These may be regarded as the simultaneous excitation of two 
electrons in an orbital or an anion into two separate, singly occupied orbitals on either 
adjacent cation. 
A good example of the way in which scientists have managed to exploit the sensitivity 
of the magnetic exchange in insulators, to the length and composition of the 
superexchange pathways, is the design and fabrication of low-dimensional magnets 
(deJongh & Miedema, 1974; Carlin, 1987; Willett et a!, 1985; Delhaes & Drillon, 
1987). 
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2.2 Theoretical Aspects 
The Hamiltonian given in (2.1) is the simplest possible and represents a truly one-
dimensional system, the systems studied in this thesis, CsFeC13 and CsFeBr3, must be 
described in a slightly different manner: 
H=-2i'Lsisi+t-l'Lsisj +D"L<snz 
.......... (2.2) 
i i,j i 
where J represents the exchange integral that exists along the chains of atoms and J' is 
representative of the exchange force which is present between the chains of atoms. 
The parameter D is the gap between the m=O and m=± I states, it is interpreted as the 
' 
anisotropy. If Dispositive then the system becomes an easy plane (X-Y) one, if D is 
negative, then the system becomes of Ising type and if D is strong and positive then no 
long range order will occur even as T ~ 0, the ground state of this system is non-
magnetic. Due to the fact that CsFeC13 and CsFeBr3 are both quasi one-dimensional, it 
follows that J will be much stronger than J', depending on the type of compound this 
will be up to a factor of 1000. In the case of the compounds considered in this thesis, 
the difference between J and J' is approximately a factor of 10. If J is very large with 
respect to J' then we can neglect J' and this gives rise to a Heisenberg system. This is 
considered below with several other variations of the one-dimensional model. 
a) . Heisenberg model: J' = 0, D = 0 
.......... (2.3) 
This Hamiltonian represents a one-dimensional antifferromagnet. Using wave 
mechanics it is possible to calculate the dispersion relation of this system, for both the 
ferromagnetic and antiferromagnetic cases: 
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The ferromagnetic case gives: 
.......... (2.4) 
and the antiferromagnetic case gives: 
.......... (2.5) 
where qc· ~ q(27t/c') 
If qc• · c' << 1 : 
then co(qc·) "'q/ for a ferromagnetic insulator, 
If qc" c' << 1,. 
then eo( qc") "' qc·· for an antiferromagnetic insulator 
Taking the above, one can see that the period of the ferromagnetic dispersion is twice 
that of the antiferromagnetic one, this difference is demonstrated clearly in the plotted 
functions overleaf, (Figs. 2.1 a and 2.1 b). 
b) XY system (antiferromagnetic Heisenberg in one-dimension) 
H = -2/'I.sisi+l + v "'.<sn2 .......... (2.6) 
i i 
Using this model Loveluck and Lovesey (Loveluck, 1975) derived the following 
dispersion relation. 
I 
nm(qc-) = -4Js[ (1- cos(c'qc' + 1t ))(1- cos(c' qc. +1t )+ ~) r .... (2.7) 
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The anisotropy energy D opens up a gap with periodicity 27t/c in the reciprocal lattice 
(Fig. 2.lc). 
c) Local Exciton D >> I J I 
2 H=D( S2 ) .......... (2.8) 
This system is unable to support any exchange interactions, the electronic excitation 
cannot be displaced. Its position in real space is represented by a delta function, thus 
in reciprocal space, it is transformed using a Fourier transformation into a horizontal 
line (Fig. 2.1f). The positive anisotropy (D) produces a fundamental ground state that 
' 
is called a singlet ground state. (SGS). At low temperatures it is only the lowest lying 
singlet and doublet states which are populated (see Figure 3.2 for more information), 
as we have stated the SGS system does not order, even as T ~ 0. (Fig. 2.ld,e) 
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Figure 2.1. Representation of the dispersion curve of a linear chain for different exchange and 
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d) CsFeBr3 (Singlet Ground State system): D > 8 IJI + 121J'I · 
It is the strong anisotropy which is responsible for the SGS, in order to assist in the 
modelling of the excitations, Lindgard (Lindgard, I 983) and Villain (Villian 1974) 
derived the following dispersion relation. 
liro(q);;;;; (D [ D- 2 J(q) · R(T)]) Y2 .......... (2.9) 
with J(q) = 4[ J cos (nqc) + J'y (2nq.L)] 
and y (2nq.J..) = {2 cos (2nqy)[cos (2nqx) +cos (2nqy)] -1} 
where qc is the vector in the chain direction: in reciprocal space units [27t/c] 
( 
q, is the unit vector in the [lOO]: in reciprocal space units [ 4Jt!v3a], 
qy is the vector in the [I IO]direction: in reciprocal space units [4n/a], 
and R(T) is the renormalisation factor which is defined by the equation 
........... (2.10) 
Where n 1 is the occupation factor for the ground state m=O and n2 and n3 are the 
occupation factors for the Zeeman split states m= -1 and m= +1 respectively. Without 
dispersion R' is the difference of the occupation of the ground state minus the 
occupation of the ofthe excited states, thus the limR(T) = I, 
T-'>0 
R' corresponds to the local quadrupole moment of the Fe2+ 
For CsFeBr3, R' has been determined from the experimental data forT~ 0 to be 
R' = R. = 0.64 (Domer 1988), this is the same value as found by Lindgard for 
CsFeCI3 (Lindgard 1975). Knop has also given a complicated formula for the self-
consistent calculation of R including the complete dispersion curves (Knop I 985) 
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By applying pressure to the system one can describe it by equation (2.6) modified with 
the following term to take account of the induced pressure. 
H =-2J I,s1S1+1 + D I,(s:)2 + P I,(s:t-...................... (2.11) 
i i i 
Using the RPA theory of Lindgact the dispersion of the magnetic excitation of (2.11) 
for pressure along the c-axis can be described by the equation: 
ro(q)2 = { (D + P) [ (D + P)- J(q)•R(T)]} .................... (2.12) 
( 
i11 the case of no symmetry breaking the I+ 1) and the 1-1) states remain degenerate, the 
effect of the pressure is to readjust the effective anisotropy as well as the exchange 
J(q). 
For uniaxial pressure, P .le, (2.11).changes to: 
H =-zr I,sisi+l +D I,(s~)2 + P I,[(s~ +srr]. ...................... (Z.I3) 
1 1 ' 
the RPA theory gives for this case 
ro(q)2 = { (D (D- J(q)•R(T)]} 1-2 ± P .................. (2.14) 
In the presence of external pressure perpendicular to the c-axis, the symmetery is 
altered which results in the raising of the degeneracy of the I+ 1) and the 1-1) states. 
Equation (2.9) was used to fit the data gained experimentally from CsFeCI3 and 
CsFeBr3 at the Laboratoire Leon Brillouin, thus giving us the values of J, J' and D for 
the systems under different hydrostatic pressures and allowed us to establish a 
relationship between these variables. 
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2.3 The Neutron and it's application to scattering 
2.3.1 Discovery 
The first official reference to the existence of the neutron was made in the periodical 
Nature dated 27 February 1932. Included in a 'Letter to the Editor' was a letter 
entitled "Possible Existence of a Neutron" from a J. Chadwick of the Cavendish 
Laboratory, Cambridge. At the time this was seen as the culmination of many years 
thought and practical experiment, dating back to lectures first given to the Royal 
Society by E. Rutherford in 1920, speculating the possible existence of a fundamental 
particle of unit mass but with no charge that could not be contained within a sealed 
\ . 
~esse!. 
312 NATURE 
(FEBRUARY 27, 1932 
Letters to the Editor 
[The Editor does twt hold /dmself responsible for 
opinion.B expre.ssed by his correspondents. :Neither 
can he undertake to return, nor to correspond with 
the writers of, re;"ected manuscript-s intended for this 
or any other part of NATV"'ltE. So notice ~·s taken 
of ancm.ym.ou.s communications.] 
Possible Existence of a Neutron 
IT has been shown by Bothe and others that 
beryllium when bombarded by a-particles of polonium 
emits a radiat.ion of great penetrating power, which 
has an absorption coefficient in lead of about0·3 (cm.)-1. ...,~cently :Mme. Curie-Joliot and :-.L Joliot found, ~ measuring the ionisation produced by this 
.-u radiation in a vessel with a thin ""indow, 
"1.isation increased when matter containing 
· placed in front of the windo\V. The 
·" be due to the ejection of protons 
~ mA.ximnm of nearlv 3 x 10' cm. 
\ This again. receives a simple explanation on th 
. neutron hypothesis. e 
If jt be supposed that the radiati.on consists 
quanta. then the capture of the ll-particle by t'hf 
Be' nucleus will form a C13 nucleus. The m e 
defect of C13 is known with sufficient accura-c ass 
show that the energy of the quant\lm emitted inyt~ 
process cannot be greater than about 14 x lOt Volta 
It is difficult to make such a quantum responsibt' 
fOr the effects obsen·ed. e 
It is t~ be expected that many of the effects o[ a 
neutron m passmg through matt.er should resembl 
those of a quant.um of high energy, and it is not ea.s e 
to reach the final decision between the two hyp[. 
theses. Up to the present, all the evidence is in 
favour of the neutron, while the quantum hypothesis 
can only be upheld if the conser\·ation of energy and 
momentum be relinquished at some point. 
Cavendish Laboratory, 
Cambridge, Feb. 17. 
J. CHAD\VICK. 
In the years preceding Chadwick's discovery many groups of research workers were 
studying the effects of bombarding some of the lighter elements with a-particles. 
Beryllium had become a particularly interesting case because it was found to emit 
what appeared to be an exceptionally penetrating radiation. The experiments were set-
up as shown below. 
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Pclo1lium 
:source 
Beeylliwn 
"'' I 
JDJlisa.tioa 
chamber 
Figure 2.1. Chadwick"s original experiment which led to the postulation of the neutron. 
The source ejected a-particles which, upon bombardment of the Beryllium, emitted 
radiation from the disc. This radiation was detected by the ionisation which it 
produced in a chamber containing air at high pressure and was found to be 
~onsiderably more penetrating than any y-radiation which was then known: upon 
passing through a centimetre of lead the intensity of the radiation was found to reduce 
by only 20%. When a sheet of paraffin-wax was place in front of the counter it was 
found that the number of ejections recorded by the oscillograph increased 
considerably. It was deduced from this that the radiation was ejecting particles form 
the paraffin-wax and it was found that these were protons. Various other elements and 
even some gases were studied and in all cases extra ejections were produced and these 
were attributed to recoiling atoms of the various elements produced by the impact of 
the radiation. 
It was Chadwick who proposed the idea that these particles were 'neutrons' 
supposedly a proton and electron in very close combination. Chadwick's idea was that 
the a-particles from the polonium source were knocking neutrons out of the beryllium 
nuclei and these neutral particles in turn were knocking protons out of the paraffin-
wax and ejecting the nuclei, such as nitrogen, from the other materials. 
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2.3.2 Properties 
Of primary importance is the value of the neutron mass, the currently accepted value 
is 1.0086665u ( I u = 1.660437 x 10"27 kg). Many methods can be utilised to obtain the 
exact mass of the neutron, one method uses the precise knowledge of the masses of 
hydrogen and deuterium which can be obtained by using a mass spectrometer. 
It would be quite wrong to suppose that the neutron is no more than a featureless 
body, simply have the mass which we have just determined. It posses angular 
momentum, consistent with the assumption that it is spinning about an axis through 
I 
i:s centre of mass, and also a magnetic moment. 
There are many different physical measurements, particularly a study of the precise 
details of spectra which can only be interpreted by assuming that the nuclei of atoms 
have the characteristic properties of both spinning tops and magnets - on a very 
minute scale, of course. In order to explain the quantitative details of spectra, for 
example, it is necessary to assume also that the constituent particles which build up 
the nucleus, i.e. the protons and the neutrons, also possess these characteristics of a 
spinning motion and a magnetic moment. It turns out that a neutron behaves as though 
it was spinning about an axis through its centre of mass with such a velocity that it 
possesses an angular momentum equal to 5.2 x 10"35 Js. We can picture this angular 
momentum arising simply because the neutron has a finite size and mass and is 
spinning about its axis, like the solid represented in Fig 2. If the sphere in this figure 
had been intended to represent a cloud of electric charge (ii), then its rotation would 
have been equivalent to a circular current (iii) which we know, from elementary 
electrical theory, is equivalent to a magnetic shell or a small magnetic dipole. 
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(i) (ii) (ill) 
Figure 2.2. Diagram to illustrate angular momentum and magnetic moment. 
;,'he surprising thing, from the point of view of our present discussion, is that the 
neutron has a magnetic moment in spite of the fact that it carries no net charge. It is 
believed that the neutron spends part of it's time dissociated into a proton and a 
negatively charged Jt-meson according to the equation: 
n ~ (protont + (n-mesonY 
During this dissociated time the positive and negative centres of the proton and meson 
coincide, but the negative charge is more diffuse. This causes the neutron to act as if it 
is a negative charge rotating in the direction of the spinning neutron top, i.e. negative 
magnetic moment. 
The currently accepted value of the neutron moment is Jln = -1.913148 Bohr 
magnetons. 
The energy and spin characteristics of the neutron further enhance it's effectiveness in 
probing condensed matter. Summarising we can say that the fundamental properties of 
the neutron make it a highly effective probe of condensed matter these are given 
below. 
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1) The neutron has no charge therefore it's interactions with condensed matter are 
confined to the short range and magnetic interaction. 
2) Due to the fact that the kinetic energy and momentum of the neutron is close to 
that of the energy range of elastic and inelastic processes in condensed 
matter it is the ideal and the only tool to measure disepersion throughout the 
Brillouin zone. 
3) The magnetic moment of the neutron makes it a unique probe into the 
I 
magnetisation of condensed matter. Neutrons may be scattered from the 
magnetic moment associated with unpaired electrons in the magnetic 
material. 
4) The neutron has spin 112 and as such when a neutron is scattered from a 
nucleus with a non-zero spin, the strength of the interaction depends on the 
relative orientation of the neutron and nuclear spins. The orientation of the 
neutron may be manipulate by the use of magnetic fields on the neutron beam 
coming from the reactor, thus allowing you to deduce the relative nuclear spin 
of the nucleus. 
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2.3.3 Production 
Virtually all neutrons used for research purposes are obtained by slowing down 
energetic neutrons produced in nuclear reactions by passing them through a 
moderating material containing light atoms. Thus the majority of atom will have 
energies of the order of k8 T where T is the temperature of the moderator and k8 is 
Boltzman's constant. Using simple wave mechanics it is simple to show that 
.......... (2.15) 
where fi = (Plank's constant)/21t and A and m are the wavelength and mass of the 
neutron respectively. 
Substituting the known values and assuming that T = 300K (room temperature), we 
see that A "' 2x 10"8 m. This is comparable to the interatomic separation of atoms in a 
solid or dense fluid, thus neutrons are ideally suited for the study of atomic structure. 
The velocity spectrum of neutrons emerging from a reactor follows a Maxwellian 
distribution described by the equation 
.......... (2.16) 
where !p(v)dv is the number of neutrons with velocity between v and v+dv, m is the 
mass of the neutrons, k8 is Boltzman's constant and T is the temperature of the 
moderator. 
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The maximum of the function occurs where 
.......... (2.17) 
Thus we can see from the equation above that the only variable is T, the temperature 
of the moderator. This gives us an easy way of manipulating the energies of the 
neutrons. If higher energies are required then the neutrons are passed through a heated 
source, such as a heated graphite block, conversely the energies of the neutrons can be 
shifted to lower energies by passing them through a cooled moderator, such as 
, deuterium or liquid helium. In this manner a full range of energies are obtainable from 
< 
a single reactor. 
>< 
.2 25K 
-E 
0 
., 
OJ 
""' 
-
-9-
8 10 
Figure 2.3. Flux distribution in the beam of neutrons from a moderator at 25K and from a moderator 
at 320K. The distributions are normalised to have the same total flux. 
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2.3.4 Energy and Momentum Relations 
It is best to analyse the results of neutron scattering in terms of the reciprocal lattice, 
extending the treatment used for the simpler elastic scattering case. Treatment of a 
typical elastic scattering event is shown in Figure 2.4, fromthe origin (o) a vector is 
drawn parallel to the direction of the incoming neutrons (!C .,12n), defining point A. 
From A, a vector representing the scattered vector is drawn parallel to the direction of 
the scattered neutrons (!C /21t), the same length as the original vector, terminating at 
point B. It is only when point B falls on a reciprocal lattice point (hkT) will coherent 
Bragg reflection take place. 
B 
incoming. wave 
A 0 
Figure 2.4. Reciprocal lattice represemation of an elastic scattering event. IC 0 and IC are the wave 
vectors of the incident and scattered neutrons respectively. 
In this example of the incoming and outgoing neutrons energies were the same (i.e. 
the lengths of 1C 0 and 1C are the same). Thus the kinetic energy E for which 
.......... (2.18) 
is the same before and after scattering. However there will be a momentum transfer to 
the crystal lattice, which is equal to 
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mv1 - mv2 = h(K: 0 -K: )12rt .......... (2.19) 
where v1 and v2 are the velocities of the neutron before and after scattering 
respectively. 
From Figure 2.4 it follows that we can express the conservation of momentum by the 
equation 
(K: ·-11: )=21t't .......... (2.20) 
In the case of inelastic scattering, the situation is modified somewhat to that of Figure 
2.5. The magnitudes of 11: 0 and 11: are no longer equal.. There has been a change of 
neutron energy and a phonon of frequency ro and wave vector q has been generated. 
The energy equation accordingly becomes, 
\ 
' 
.......... (2.21) 
and the momentum equation will be, 
Q=(K: .-K: )=21tt+q .......... (2.22) 
where Q is called the momentum transfer vector. There will be a momentum of li2rtt 
imparted to the crystal as a whole but there will also be the phonon with momentum n 
q. In addition to the energy and momentum laws the phonon will also have to satisfy 
the dispersion law 
.......... (2.23) 
which specifies ro in terms of polarisation i and wave vector q. 
For a given orientation of crystal and a chosen direction of incidence and observation 
there are (in the simplest case of a single acoustic branch) two values of q which give 
solutions to the above set of three equations, corresponding to creation and 
annihilation respectively of a phonon and indicated by q1 and q2 in Figure 2.5. 
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Figure 2.5. Reciprocal lattice representation of an inelastic scattering event. K 0 and x: are the wave 
vectors ojtfte incident and scattered neutrons respectively. 
By examining the energy distribution of the inelasitcally scattered neutrons a great 
deal of information can be gleaned about the lattice vibrations which occur in various 
materials. 
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2.3.4 The Cross Section 
In order to discuss the concept of neutron scattering it is necessary to introduce the 
idea of cross section (cr). We can use a schematic diagram of a neutron scattering 
experiment to introduce this idea, (Figure 2.6). A parallel beam of neutrons with a 
flux of [0 neutrons per unit area and with energy E is incident on a target material. We 
make two assumptions here, one: 
that the target is encompassed by the beam 
and two: 
1 that the size of the target of means that the probability of neutron scattering is small. 
' 
' 
These assumptions are valid when you consider that in practical single crystal 
experiments the size of the crystal is usually I cm3• At a distance d from the target we 
can detect any neutrons that may have been scattered into a small element of solid 
angle dQ with energy E'. 
hu:ident 
neutron ~eam 
Energy E Target 
Flux I, neutrons (area)·l ;1 
Figure 2.6. Schematic diagram of typical scattering event 
scattered ~eam 
into solid a11gle d 
Energy E'' 
We define the cross section for this scattering the number of neutrons per second 
scattered into the solid angle dQ with energy between E' and E' + dE' equal to 
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I 
.......... (2.24) 
The quantity dcr,/ dQdE' is the partial differential cross section. 
If we integrate this equation over dE', we get the number of neutrons scattered into the 
solid angle dO. (regardless of energy) to be 
I dD.J- d2cr, dE'- I dcr, dQ o o dQdE' o dQ .......... (2.25) 
Where the quantity d2crjdQ is the differential cross section. 
If we now integrate over the solid angle, we find that the number of neutrons scattered 
per second is 
.......... (2.26) 
Where cr, is the scattering cross section. 
In a similar way we can put the number of neutrons that are absorbed by the target per 
second equal to 
and cr. is known as the absorption cross section. Finally we can write down the 
number of neutrons per second that have their momentum changed in the target as 
J.cr, 
and cr1 is known as the total cross section. As the only normal events to happen to a 
neutron is are that it will be scattered or absorbed we can write 
.......... (2.27) 
32 
The cross section has the dimensions of area and is usually quoted in barns ( 1 barn = 
10'28m2) for neutron scattering. 
The scattering cross section of a target material can be calculated by quantum 
scattering theory. The initial state of the neutron is designated lkcr), where k is the 
neutron wavevector and cr labels the spin state, and the final state of the neutron is 
designated lk'cr}. The target is initially in state If-) and after scattering is in state If.}. 
The partial differential cross section from scattering from the initial state lkcrf.) of the 
system to the final state lk'cr'J.') is given by 
dfldE' ~·(2;~ 2 Ji(kcr'J.'IVIkcrf.to(E, -E,.+E-E) .......... (2.28) 
where E1 is the energy of the target in the state If-), m is the mass of the neutron and V 
is the interaction potential between the neutron and the target. 
Let us consider the two different cases of scattering, nuclear and magnetic. 
For nuclear scattering we describe the interaction potential by a quantity known as the 
Fermi pseudopotential 
2rcll2 V=-b8(r-R) 
m 
.......... (2.29) 
Where R is the nuclear position and r is the neutron's position. The variable b has the 
dimensions of length and is known as the scattering length. It is typically of the order 
of !Ofm. Inserting this value of V into equation (2.26) and using the relationship 
(k'IVIk) "'J exp(-ik'·r)o(r-R)exp(ik·r)dr 
(k'IVIk) "'exp(ilc · R) 
where K: = k- k'. 
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we get that 
d~;~. == ~· \ 'J..'()?1 exp(i"' · R 1 )If..) 2 o( Ek - Ek. + E- E) .......... (2.30) 
· If we assume that the scattering is elastic and that the quantum state does not alter, i.e. 
lA.)= !A.') 
then E,. = E;.' and 
.......... (2.31) 
This scattering is zero unless E = E', so that the d function is nonzero, then k == k' and 
It follows that 
dcr, = fb 2o(E- E')dE' 
dQ 
= f dcr,dn 
cr, dQ 
Thus the scattering from a single fixed atom is 4ml. 
Looking at the magnetic case, the magnetic scattering arises from the interaction of 
the magnetic moment of the neutron (!ln) with the local magnetic field (B). The local 
field due to an electron at position R with momentum p and magnetic moment 11c 
arising from the electron spin is, 
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.......... (2.32) 
The first tennis due to the electron's spin and the second due to the electron's orbital 
motion. The interaction potential is given by 
In order to calculate the magnetic scattering cross section we must again substitute 
this potential into equation (5) and evaluate the matrix elements (lt lVI k). Doing this 
gives us the result. 
dD.dE' 
Where r0 is the classical radius of the electron (=2.818 fm) and QJ. is the projection of 
a vector Q onto the plane perpendicular to the scattering vector, given by 
.......... (2.34) 
with 
!le= -2f.l.sS 
where !ls(=efz/2m.) is the Bohr magneton, m. is the mass of the electron and s is the 
Pauli spin operator for the electron. The summation is over l electrons of the 
scattering system. 
One makes use of this property in the detennination of the magnetic spin structure as 
well as the detennination of the chatacter of the magnetic fluctuations 
The interested reader is directed to authorative texts on the theory of neutron 
scattering from Marshall & Lovesey (Marshall & Lovesey 1971; Lovesey 1986). 
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CHAPTER Ill 
STRUCTURE 
3.0 Introduction 
The magnets CsFeX3 belong to a large family of compounds with the general formula 
ABX3, where A is a lA group cation, B is a divalent first row transition metal cation 
and X is a halide anion. A wide variety of magnetic properties may be obtained by 
changing the B ion (due to the electronic changes induced) and the A and X ions (due 
to spatial changes). The different properties obtainable are due to the change in 
geometry and nature of the superexchange bridges, and the distortions induced in the 
crystal field by the manipulation of the B ion. 
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3.1 Crystal Structure 
CsFeC13 and CsFeBr3 crystallise with the hexagonal perovskite structure. This 
structure consists of chains of transition metal ions, separated by two triads of halide 
ions, which form a hexagonal packing rotated by 60° and as such form an octahedra. 
These octahedra are face-sharing along the hexagonal c-direction. The univalent 
cations sit out in the unit cell separating the chains and serve to isolate the chains of 
magnetic ions from one another, Figure 3.1. This. structure is isomorphous with the 
room temperat:ure structure of CsMgC13, (McPherson et al 1970). This structure is 
also called the hexagonal perovskite structure and crystalizes in space group P6immc. 
':'he Fe2+ ion has site symmetry D46h. The positions of the constituent ions in the unit 
cell is given below in Table 3.1. 
Table 3.1. Position of constituent elements in CsFeX3 in unit cell dimensions 
X y z X y z 
2aFe 0 0 0 0 0 1/2 
2dCs 1/3 2/3 3/4 2/3 1/3 1/4 
6h Cl X 2x 114 -2x -X 114 
X -X 114 X 2x 3/4 
2x X 3/4 -X X 3/4 
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Figure 3.1. The chemical unit cell of the hexagonal perovskite CsFeX3, where X is Br or Cl. (Shown 
with one chain of X ions missing.for clarity purposes). 
Caesium (Cs) 
Iron (Fe} 
Bromide/Chloride (Br/Cl) 
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Figure 3.2. The chemical unit cell of the hexagonal peravskite CsFeX3, where X is Br or Cl, as viewed 
from the [0 0 11 direction 
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All of the compounds mentioned above give rise to quasi one-dimensional magnetic 
behaviour on account of their chainar like structure, causing a large difference 
between the strength of the intrachain magnetic exchange (J) and the interchain 
exchange (J'). This is quite easy to visualise as J usually involves a superexchange 
mechanism propagating through the orbitals on the three single halide ion bridges, 
whereas J' passes through bridges of two successive halide ions and is typically 
smaller by a factor 10 than J. 
The structural parameters of CsFeCI3 and CsFeBr3 at ambient pressure are given in 
Table 3.2, including unit cell dimensions and bridging angles. 
Table 3.2. Structural parameters ojCsFeC/3 and CsFeBr3 (1) 
Compound Temperature a c a Xsr.Cl 
K A A 0 
CsFeCl3 298 7.237 6.045 74.58 0.1583 
4.2 7.121 5.971 74.90 0.1580 
CsFeBr3 298 7.593 6.374 74.00 0.1608 
4.2 7.507 6.291 73.43 0.1622 
(1) Harrison, A., Thesis, Oxford, (1986) 
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3.1.1 Crystal Structure under hydrostatic pressure. 
In order to understand the magnetic properties under pressure it is first necessary to 
understand the behaviour of the crystal structure under hydrostatic pressure. These 
structure of both compounds had previously been studied under hydrostatic pressure 
(Visser et a! 1996a) and the parameters of the unit cell of CsFeCI3 and CsFeBr3 are 
given below. 
Table 3.3. Structural parameters ojCsFeC/3 and CsFeBr3 under hydrostatic pressure 
' ~:ompound Pressure a c 0: Xsr.Cl 
kbar A A 
CsFeC1 3 
0 7.1764 5.9706 74.19 0.1588 
1.0 7.1681 5.9575 73.89 0.1595 
2.2 7.1530 5.9247 73.74 0.1599 
5.0 7.1213 5.9198 73.42 0.1609 
CsFeBr3 0 7.4762 6.3045 73.91 0.1618 
2.2 7.4527 6.2380 73.36 0.1622 
5.0 7.4167 6.2237 73.36 0.1626 
It is obvious from the results that upon the application of hydrostatic pressure the unit 
cell distorts both along the a and c axes, it can be seen from figures 3.4 & 3.5 that this 
change is not linear but that the crystal is anisotropically compressed in both 
directions. The nature of this compression gives rise to a lengthening of the bond 
between successive Cl or Br ions. 
44 
11' I 'T'I 11' I ' I ' I ' I 
I !-- I 
1-
1- !-M 'I:' c;:$ 
..0 ~ 
"--' 
(") 
1- ll) ;...., 
;...., ;::l 
~ E D (/.) 
0 
(/.) 
~ 1- 1- 1- !-M ll) ;...., 
:n ~ 
u 
1-
-
r--
I' I' I'T 'I' I I' I I 
7 0 \[) C'! 00\D~('.I C'IOOO\D7M 'D7MOOO 
..f ..f (") ("'") '<!: '<!: • '<!: C"'l<'"lNNMN NNNN-. . . . . . 
r-- r-- r-- r-- r--r--r--r-- \0\0\0\0\0\[) \0\0\0\0\0 
._ ....... ___ 
lli.JdiV S!XlH S!X'B-:J ci c>c:i ci ci X 
Figure 3.4. Grapllical representation of 1he structurol parameters of CsFeBr3 uJlder hydrostatic 
pressure, (rhe lines act as a guide to the eye only). 
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Figure 3.5. Graphical representati011 of the structural parameters of CsFeC/3 under hydrostatic 
pressure, (the lines act as a guide ro the eye only). 
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3.2 Electronic Structure 
The elements of the first transition series which includes iron (i.e. B in the ABX3 
compounds), have incomplete 3d shells, as indicated in Table 3.4, which list the 
electronic structures of the free atoms with atomic numbers 19-30. The arrangements 
of the 3d and 4s shells of some free atoms and ions are shown in Table 3.5 which also 
gives the number of unpaired electrons and the spectroscopic ground terms of the 
ions. These unpaired electrons give rise to a resultant magnetic moment. Interaction 
between this and the magnetic moment of the neutron produces the magnetic 
scattering. 
Table3.4. The electronic structure of the element 19·30 in the periodic table. 
L M 
Atomic K N 
Element number Is 2s . 2p 3s 3p 3d 4s 
K 19 2 2 6 2 6 I 
Ca 20 2 2 6 2 6 2 
Se 21 2 2 6 2 6 I 2 
1i 22 2 2 6 2 6 2 2 
V 23 2 2 6 2 6 3 2 
Cr 24 2 2 6 2 6 5 I 
Mn 25 2 2 6 2 6 5 2 
Fe 26 2 2 6 2 6 6 2 
Co 27 2 2 6 2 6 7 2 
Ni 28 2 2 6 2 6 8 2 
Cu 29 2 2 6 2 6 10 I 
Zn 30 2 2 6 2 6 10 2 
Table 3.5. 3d and 4s shell structures of free ions 
Spectra-
Number of scopic 
unpaired ground 
3d ,, electrons 
'""" 
s L 
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• ' V" 
' 
.,, 
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"' 
6 
Crh 4 'D, l l 0 Cr1• 
' 
'F,,J I 
' 
I 
Ma.npnese Mo. I I • ' Mn1• I 1 
' 
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' 
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Looking at the AFeX3 compounds in detail we see that in all cases the cubic 
component of the crystal field splits the free-ion 5D term of the 3d6 configuration into 
an upper orbital doublet (5E) and a lower orbital triplet(5T 2), separated from each other 
by IODq, which is the order of IO,OOOcm-1. The lower term is split by spin-orbit 
coupling into the states 5T za , 5T zb , and 5T zc , spaced according to Lande interval rule 
by 2A. and 3A. respectively. The various terms acting on the 5D term can be seen in 
Figure3.6 
5E 
5 
Tzc 
-
5'1' 
-~ 
5
Tzt 
5 Tz. 
3A. 
'A 
' 
' 
' 
±3 
±2 
±1 
0 
(I 
±1 
+2 
.......... --..... . -.... , 
+1 ' 
' 
• ............. Q ••• ~ 
Figure 3.6 Electronic perturbations acting on the free-ion 5D term of Fi+ in CsFeX3. The successive 
splitting arises from the cubic component q_f the ligand field. ~pin orbit couplinr: and the trigonal 
component ofthe lir:and field. respectively. 
It is the lowest lying singlet and doublet that are of primary interest to us. The most 
important magnetic interactions happen within this region and it is possible to 
ascertain the magnetic excitation structure by focusing on these_ levels only. The 
neutron probes the transition between the lowest lying m = 0 state and the doublet 
m=± 1. The states can be seen more clearly in Figure 3. 7 where they have been 
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magnified for clarity. The gap between these states is called the anisotropy energy (D), 
when this energy is strong and positive the system. 
r---------------------- m= I f------.---------------- m= .1 
D (10-20K) 
•lr 
m=O 
Figure 3.7. Lowest lying singlet and doublet states in the CsFeX3 compounds 
The m= + 1 and m= -1 states are degenerate. These states can be split by the 
application of a magnetic field or by the application of uniaxial pressure. 
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CHAPTER IV 
EXPERIMENTAL 
4.1 Hardware 
4.1.1 The Reactor 
As we have seen in chapter II, the neutrons that are produced in nuclear reactors are 
ideal for use in neutron scattering experiments, their wavelength can be varied in such 
a way that it suits the individual experimental requirements. But of course in order to 
utilise the neutrons one must first extract them from the core of the reactor vessel. 
This is done by simply inserting a tube into the centre of the core and 'siphoning' off 
the neutrons. The neutrons, at this stage, have many different energies and as such 
~1ariy different wavelengths. In order for us to make use of them it is necessary to 
discriminate against those which we do not want, this is done by monochromatisation. 
The neutron beam from the reactor impinges on a crystal which is large enough to 
receive the whole of the beam. Any neutrons reflected will lie within a small band 
whose wavelength satisfies Bragg's equation: 
A. = 2dhkl sin e 
where d is the interplanar spacing of the appropiate hkl reflection surface and e is the 
angle between the crystal (hkl plane) and the incident beam, (see Fig. 4.1) 
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Undevia~d 
main beam 
---~ Incident beam 
~--~Coun~r 
Figure 4.1. Schematic arrangement to produce a monochromatic beam of neutrons 
\In this way we select and determine the· energy of the incoming beam and 
' monochromate the beam to one wavelength. 
In order to improve the resolution of the neutron beam, the neutrons are passed 
through a collimator, Fig. 4.2, before reaching the sample, this eliminates any 
neutrons which are on the edge of acceptability, by absorbing those which come into 
contact with the interior of the collimator. Thus only those neutrons with the correct 
wavelength and the correct 'flight path' will reach the sample. 
Figure 4.2. Sketch of a collimator 
These precautions may seem a· little 
unnecessary and wasteful as only 1% of the 
beam coming from the reactor eventually 
arrives at the sample .. It is completely 
necessary though, in order to minimise the 
background interference at the sample. 
53 
4.1.2 Triple Axis Spectrometer 
There are many different techniques that can be used in the neutron scattering study of 
crystals and powders, perhaps the most versatile and most informative is the use of the 
triple axis spectrometer (TAS), designed by the Nobel Iauret, Brockhouse in I 96 J. 
The design of a typical TAS is seen below in figure 4.3. It consists of a 
monochromator, whose role was defined in the previous section, the sample axis, the 
analyser axis and the detector. Fig. 4.4 shows the layout and Table 4.1 the specific 
characteristics of the triple axis spectrometer 4Fl which was used for the 
measurements reported in this thesis. 
Figure 4.3. Plan View of Typical Triple Axis Specrromerer experimem. (Reproduced by kind 
permission of P. Surrling, ILL. Grcnob/e, France) 
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Barillet comprenant un obturateur -.;~~~~""""""~ 1~:$:1> 
et trois collimateurs 
Premier monochromaleur --{-~;.l.,;;l------....1? 
(interchangeable) 
Collimateur ~--t-_,.,;~;.j----
Second monochromateur ---r~.;.,.!,:,J--.1 / 
Sortie pour monochromateur double · " 
Fi~re ----'"1 
"------ Ana!yseur 
~<J------- Collimateur 
.:::f<t------ Protection 
b:K!ZJf;J------- Detecteur 
Figure 4.4. Layout of the Triple-Axes Spectrometer 4Fl at CE- Sac/ay. 
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COLD NEUTRONS 3 AXES SPECTRO}lETER 
"''idth x height 
Areas are given 
:Su.m tube 
left beam of tangential channel LF, 
ai~ed to cold source SF2 
Radiant surface : 8 x 15- cm2 
Output of the channel : 4 x 1 c~Z 
double monochromator setaup 
~!onochroma tor Mono~hrooator 1 Pyrolitie gr.sphite 1"1 = 0,4° 11 x 8.5 cm2 
a 11~\.'S computer controlled vertica 1 focus sing 
~:onochromator 2 Pyrolitic graphite n = 0.8° 11 x 8.5 c.m.2 
Analysers Pyrolitie graphite n = 0.4° 
Gercanium (111) reflexion n = 0.3° 
Incident ~avelength 
Xonochromator 1 alone 
Double monochro~ator 
Incident energy resolution 
Collimation (horizontal) 
Range of monochromator angle 2 
Range of scattering angle 
Range of analyzer angle 
Range of crystal orientation 
0 
l • 2. 356 /o. 
0 
1.8 <). ( 6.47 A 
300 > oE > 3 GF.t (109) 
in pile 1 SO', 30', 15' 
.between monochroi!I· ; 50', 25' 
others : 60 1 , 40 1 , 10', 10' 
n• < za < 149° 
·20 $ ~ ~ 150° 
0 < 2B A ~ 150° 
0 ~ ~ ~ 360° 
± 20° double gonioneter 
kl • 1 1.55 
3 GHt 13 GHz 
2.66 
80 GHz 
Haximum energy resolution 
(FI>'l!M at £ • 0) 
Maximum wave-vector resolution (FWHM) 
Haximum flux at sample 
12 peV 
3.1o·3 .:.-1 
50 peV 
s.1o·3.1.·1 
300 peV 
9.1o·3.1.·1 
Beam size at specimen 
Detector 
Background 
4 x 8 cm2 
3He 
..... J.Se/mtnute 
Table 4.1. Instrument Specifications of the Cold Neutron TAS 4FJ. 
.... ·. - ·-.. 
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The three independent axes, allow the scientist to probe virtually any area of 
reciprocal space that may be of interest. In normal usage the T AS can be operated in 
two different manners. The specific method chosen depends on several factors, such 
as the required shape of the resolution function of the particular machine that you are 
using, the nature of the dispersion curve and so on. The first method involves the 
measurement through a particular reciprocal lattice point whilst fixing the energy of 
the scan, this is called, unsurprisingly enough 'Constant-E' scanning. The second 
method is often referred to as a 'Constant-Q' scan. This method fixes the position of 
the scan at a certain point in reciprocal space and scans this point using the energy of 
the beam as the variable. 
Within this latter method, there are two variations, the incident wavevector (kD may 
be fixed or the scattered wavevector (kr) may be fixed, whilst varying the energy. The 
method which is generally perferred and that which is used in this thesis is the method 
of constant ki. This is for several reasons: the cooled Beryllium filter which reduces 
the second order contaminations of the scattered beam is held in a fixed position 
between the monochromator and the sample (in order to perform a constant kr scan 
this would need to be placed between the sample and the analyser). The method of 
constant kr is also considerably slower than that of constant ki as the entire apparatus 
must move between each scan, the method of 'constant-Q' is not without it's problems, 
during the fitting of the resultant data allowances must be made for the ' lkp cot eA ' 
factor which governs the scattering efficiency. This allowance is usually built into 
fitting programs that have been specifically designed for analysing single crystal 
neuron scattering data from a specific TAS. 
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4.1.3 Cryostat 
In many applications, particularly the study of magnetism, it is desirable to make 
measurements at reduced temperature in order for the magnetic interactions and 
anisotropy to 'match up' with temperature. This is achieved by using a cryostat, the 
most utilised cryostat in reactors throughout Europe is the well known 'Orange' 
cryostat designed at the Institut Laue Langevin specifically with the purpose of 
neutron scattering in mind. 
Several criteria had to be fulfilled in the designing of the cryostat: it had to have a 
' ligh temperature stability, a wide range of temperatures that it could operate 
effectively at, and it had to have to possibility of modifying the sample environment 
by the use of magnetic field, pressure etc. The ILL cryostat satisfies these criteria and 
using it scientists are routinely able to take neutron diffraction measurements at 
temperatures down to 1.3K. 
As with all cryostats it uses the properties of liquid helium and nitrogen in order to 
cool the sample to this degree. The outer casing of the cryostat is usually made from 
aluminium for both strength and lightness. Inside the cryostat there are several 
compartments, each separated from the other by a vacuum. The sample is mounted on 
a pin, in the case of a single crystal, or on in a canister in the case of a powder and 
attached to the stick which is then inserted into the cryostat. The sample stick has 5-6 
baffles along its length to prevent the flow of heat or radiation to the sample. The 
'tail' of the cryostat where the sample sits is usually made of a vanadium in order to 
minimise the background diffraction pattern from the apparatus. In virtually all cases 
the temperature of the sample can be controlled electronically, temperatures between 
300K and 2K can be maintained to within O.OIK precision. This allows temperature 
dependant measurements to be taken as well as steady state ones. 
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A schematic diagram of a typical Orange cryostat may be seen in figure 4.6. The 
apparatus is designed to become progressively colder as the core of the cryostat is 
approached. The jacket of liquid Nitrogen (LN2) is separated from the outer casing by 
means of a vacuum, reducing the temperature of the surrounding area to the boiling 
point of LN2• The liquid Helium is separated from the LN2 by a vacuum in order to 
minimise the radiation transfer, the helium is boiled off through a heat exchanger. The 
sample and surrounding area is coupled to the heat exchanger, mechanically and by 
some exchange gas in the sample space. The flow of the helium to the heat exchanger 
is controlled by the cold valve. On many cryostats this is done automatically, but the 
trick is to minimise the flow of helium (in order to balance the cooling rate and the 
bwest possible temperature), whist ensuring the temperature is at a constant level. 
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Figure 4.5. Typical Oral!ge cryosrat. 
Orange - Kryostat 
Standard 
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4.1.3 Pressure Cell 
As the measurements in this thesis are concerned with the neutron diffraction 
measurements of singlet ground state systems under hydrostatic pressure, perhaps the 
most important apparatus has yet to be mentioned. We looked for several criteria in 
the pressure cell that was to be used, firstly it must provide a hydrostatic environment 
for the sample as any uniaxial pressure may well have sheared the crystal. Secondly 
we were looking to attain pressure of up to Skbar in order to attempt to magnetically 
order one of the samples (CsFeCI3). 
I 
I: was decided to use the Helium pressure cell which was available in the Orphee 
reactor in Saclay, France. The Helium pressure cell gives a truly hydrostatic pressure 
environment and is capable of attaining pressures of 6kbar. A diagram of the pressure 
cell can be seen in Fig. 4.7. The sample was placed on a flat ended cylinder 16mm in 
diameter within the pressure cell. 
There are 3 main reason why He is used a pressure transmitting medium: 
1) Helium retains it's fluid state down to lower temperatures at a given pressure than 
any other medium. This means that the measurements may be made in a truly 
hydrostatic environment over a wide range of temperatures and pressures. The 
melting curve of Helium is seen below. 
2) After the Helium was solidified within the chamber the pressure loss along an 
isochoric from the melting temperature to OK is smaller than any other solid. This 
is due to the fact that most of the internal pressure is caused by the zero-point 
vibration the Helium, (thus it's relatively insensitive to temperature changes.) 
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Flvod t.cliu" 
SOS070~90o:l 
Tcmpcrcb.trY, tt 
Figure 4.6. A sketch of the extrapolated melting cun•e of helium. Path (a) shows the cooling path with 
freezing occurring under constant pressure conditions at pressure Pm , followed by cooling along an 
isoclwre to fimil pressure P t> Path (b) indicates freezing under constant volume condition, from 
. pressure P,.1 in the fluid phase. Path (c) is an intermediate case, wit it change in both molar volume 
' { . 
and pressure occurring during freezing. ( 1 bar = 1 er Nm'2 ). Source Spain, !. L., Se gal, S., Cryogenics 
(1970) 
3) The shear stress of the rare gases when plotted as a function of T Nrr (T N is the 
absolute melting temperature,) falls on a universal curve, thus Helium should have 
the lowest shear stress of all substances at the same temperature. 
However, there are problems with the use of Helium. It is very difficult to pressurise 
due to it's high compressibility, leak tight seals must also be maintained and this is 
very difficult to do. It was necessary to change the copper washer an the neoprene ring 
on the cell at each stage of the experiment in order to minimise the risk of a leak. 
The actual path taken to cooling and solidification can be seen in figure 4.6, as path 
(a). The freezing was done under constant pressure (i.e. pressure decided upon for 
experimental measurements) with the subsequent cooling following the isochore path 
(a). This was accomplished in the experiment by cooling the experimental vessel such 
that the Helium in the upper tube froze after that in the vessel, this was done by 
cooling from the bottom upwards, minimising the shearing stress on the sample. 
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The solidification process was followed by 
strain gauge measurements to check the 
crystal. The whole process of pressurising 
at room temperature and cooling down to 
l-2K took about 7 hours, much of this time 
was spent cooling the mass of the pressure 
cell. In order to cool the pressure cell 
sufficiently it was inserted into a modified 
Orange cryostat with a larger central core 
to allow for the larger pressure cell insert. 
Figure 4.7. Technical Drawing of the cell used in the pressure experiments on the triple axis 
spectrometer4Fl in the Orphee reactor, Sac/ay, France. 
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4.2 Procedure 
The application of uniaxial pressure along the c-axis (i.e. parallel to the chains) of 
CsFeC13 and CsFeBr3 is likely to cleave the crystal so hydrostatic pressure was 
considered as an alternative. The method that is described in this section was applied 
to both the samples with just minor variations. 
Neutron scattering experiments were performed on CsFeC13 and CsFeBr3 using the 
same triple-axis spectrometer 4Fl, in the Orphee reactor, at the Laboratoire Leon 
Brillouin (LLB), Saclay, France, in conjunction with modified ILL Orange cryostat 
J nd a helium pressure cell. Details of the constituent parts of the hardware used in the 
experiments can be found in section 4.1. The pressure cell allowed pressures of 5kbar 
to be safely reached at temperatures as low as 1.5K. The spectrometer 4Fl was chosen 
for several reasons, firstly all the necessary hardware was readily available, the 
technical support needed for such .an experiment was also available 'in house', the 
flux at the LLB is quite high, with a power output of 14MW and also the physical 
arrangement of the spectrometer allowed us to measure all the necessary points in 
reciprocal space that we wished to measure. 
Samples measuring approx. lcm3 were cut from boules grown by the Bridgeman 
method at 1.3mmlhour. Firstly the crystals' quality was checked using the two-axis 
diffractometer 2Tl adjacent to 4Fl. In all cases the crystal was found to be single with 
mosaic widths ranging from 0.1-0.3°, at IQI = 4nsin8/A. = 2.662 A-1• The crystal was 
.then aligned with the [0 0 I] and [1 1 0] directions in the scattering plane and glued to 
an M4 screw for insertion into the pressure cell. The fixative used to glue the crystal 
was a type of car body filler which has proved itself to be durable and stable at very 
low temperatures, even after multiple cool downs. Helium gas was pumped into the 
sample chamber which totally immersed the sample. The sample and pressure cell was 
then left to cool down to around 40K and the solidification process was undertaken. 
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The sample was then cooled to the lowest temperature the cryostat could sustain. This 
was usually between 1.5-1.7 K. Measurements were taken for both samples at S.Okbar, 
3.5kbar, 2.0kbar and l.Okbar, for all pressures the purpose was to obtain full 
dispersion curves of the magnetic excitations of both samples in all directions of 
reciprocal space. (i.e. [h h I], [1 I 1], [2/3 2/3 !] ). The specific 'constant-q scans that 
were taken over reciprocal space are shown in Figures 4.8(a) and (b) for the two 
compounds. 
t [0 0 1] 
(0 0 1) 6---o---o--o (1 11) 
[11 0] 
(000) o-- -+H!MlHH!H!Q (1 1 o) 
(OOI) 6-- (11 I) 
Figure 4.8(a). Scans taken through reciprocal space for CsFeC/3 at S.Okbar, 3.5kbar, 2.0kbar and 
l.Okbar. 
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(11 1) 
[I 1 0) 
(000) (11 0) 
~ 
(OOl) (11 I) 
Figure 4.8(b). Scans taken through reciprocal space for CsFeBr3 at 5.0kbar, 3.5kbar, 2.0kbar and 
J.Okbar. 
Each scan was taken across a magnetic excitation with the aforementioned method, 
making sure that the entire width of the peak was scanned and that there were several 
background points within each scan in order that a correct fitting may be undertaken. 
The peaks were fitted to a delta peak, modified to take into account the calibration of 
the instrument and the incident wavevector, thus giving a finite width to the peak. A 
typical scan output can be seen in Figure 4.9 fitted with a modified delta. 
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Figure 4.10. Typical scan taken at a magnetic excitation peak, with k; = 1.55 A·1 
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As can be seen clearly from this scan, the 'tail' of the scattering from the incoherent 
peak at zero energy transfer is interfering with the fitting process. As energy of the 
magnetic excitation moves towards lower energy transfers it will become swamped by 
the incoherent scattering. In order to overcome this the incoming wave vector was 
changed to ki=I.55 A-1, as can be seen from Figure 4.1 0, this reduces the width of the 
peaks by a considerable amount, allowing the magnetic excitation to be traced and 
accurately determined to very low energy transfer values. 
As can be seen by comparing the values of 'chi squared' in Figures 4.9 and 4.10 this 
change of ki allows a more accurate fitting to be performed. Unfortunately as well as 
be half-width being reduced, the intensity of the beam at the sample is also reduced; 
in this example the intensity was reduced by a factor of 2, thus it is a compromise 
between the intensity of the beam at the sample and the half-width of the incoherent 
scattering and the excitation. Through experience it has been found that it is necessary 
to change ki from 2.662 A-1 to 1.55 A-1 when the magnetic excitation transfer energy 
falls below approximately 0.4THz. At extremely low energy transfers, such as (2/3 2/3 
0) at 5.0 kbar ki was reduced further to 1.4 A-1 in order to allow an accurate fitting to 
take place, of course this reduced the intensity further and could only be undertaken 
for a number of critical points. 
The results were collated according to pressure and are presented in Chapter V. 
68 
CHAPTER V 
RESULTS 
CsFeBr3 
Below are given the full results obtained for CsFeBr3 at 1.0, 2.0, 3.5 and 5.0kbar 
along all directions of recirocal space. 
Tables 5.1-5.3 give the energy excitations for CsFeBr3 at !.Okbar 
[1 11] 
0.95 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.15 
0.1 
0.05 
0 
[213 2/31] 
I 
. 0.95 
0.9 
0.85 
0.8 
0.75 
0.675 
0.6 
0.5 
0.4 
0.3 
0.15 
0.05 
0 
Excitation 
Energy (THz) 
0.375 
0.4875 
0.5813 
0.6639 
0.7592 
0.8297 
0.9031 
0.9813 
0.9652 
0.9656 
0.9504 
Excitation 
Energy (THz) 
0.1087 
0.1227 
0.1583 
0.2039 
0.313 
0.3501 
0.4956 
0.6167 
0.6999 
0;7568 
. 0.8182 
0.8346 
0.843 
0.843 
Table 5.1 Excitation Energy transfers for CsFeBr3 at Ikbar 
along [!! /]. 
Table 5.2 Excitation Energy transfers for CsFeBr3 at Ikbar 
along [2/3 2/3 /]. 
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[h h 1] Excitation Table 5.3 Excitation Energy transfm for CsFeBr3 at Jkbar 
Energ (THz) along [h h I] 
1 0.382 
0.875 0.3155 
0.825 0.2568 
0.775 0.1948 
. 0.75 0.1665 
0.725 0.1397 
0.7 0.1149 
0.66 0.1087 
. 0.64 0.1144 
0.6 0.1327 
0.55 0.1574 
0.5 0.1705 
·Tables 5.4-5.6 give the energy excitations for CsFeBr3 at 2.0kba r 
[1 11] Excitation Table 5.4 Excitation Energy transfi ers for CsF eBr3 at 2kbar 
Enemv (THz) along [I 1/]. 
0.8 0.4818 
0.7 0.5697 
0.6 0.6639 
0.5 0.7513 
0.4 0.8327 
0.3 0.905 
0.15 0.9855 
0.1 0.967 
0.05 0.966 
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[2/3 2/3 I] 
1 
0.95 
0.85 
0.8 
0.75 
0.675 
0.6 
0.5 
0.4 
0.3 
0.15 
0 
[h h 1] 
1 
0.94 
0.875 
0.825 
0.775 
0.75 
0.725 
0.7 
0.66 
0.64 
0.6 
0.55 
0.5 
Excitation 
Energy (THz) 
0.1111 
0.1247 
0.1983 
0.2303 
0.313 
0.4171 
0.499 
0.6071 
0.6943 
0.7465 
0.8356 
0.8154 
Excitation 
Energy (THz) 
0.387 
0.364 
0.3224 
0.2627 
0.1983 
0.1683 
0.1404 
0.1244 
0.1111 
0.1192 
0.135 
0.1574 
0.1685 
I. 
Table 5.5 Excitation Energy transfers for CsFeBr3 at 2kbar 
along [213 213 1]. 
Table 5.6 Excitation Energy transfers for CsFeBr3 at 2kbar 
along [h h I] 
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[h h 1] 
1 
0.94 
0.875 
0.825 
0.7 
0.66 
0.64 
0.6 
0.55 
0.5 
Excitation 
Energy (THz) 
0.3901 
0.3875 
0.3352 
0.2721 
0.128 
0.113 
0.1189 
0.1408 
0.1687 
0 0.1781 
Table 5.9 Excitation Energy tramfers for CsFeBr3 at 3.5kbar 
along [h h 1]. 
Tables 5.10-5.12 give the energy excitations for CsFeBr3 at 3.5kbar 
[1 1 1] 
1 
0.9 
0.8 
0.75 
0.7 
0.5 
0.3 
0.2 
0.1 
0.05 
0 
Excitation 
Energy (THz) 
0.4625 
0.4759 
0.5203 
0.607 
0.5911 
0.5991 
0.8262 
0.8731 
0.8499 
0.9222 
0.9 
Table 5.10 Excitation Energy transfers for CsFeBr3 at 5kbar 
along [I 11]. 
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[2/3 2/31] 
1 
0.95 
0.85 
0.75 
0.675 
0.6 
0.5 
0.4 
0.3 
0.2 
I 0.1 
1-
0.05 
0 
[h h 1] 
l 
0.94 
0.875 
0.825 
0.775 
0.75 
0.725 
0.7 
0.64 
0.55 
0.5 
Excitation 
Energy (THz) 
0.1574 
0.1366 
0.2047 
0.3105 
0.4172 
0.5 
0.5491 
0.6773 
0.7455 
0.7771 
0.794 
0.74 
0.727 
Excitation 
Energy (THz) 
0.4625 
0.4015 
0.3496 
0.2902 
0.2188 
0.1869 
0.1567 
0.1394 
0.1347 
0.179 
0.1886 
Table 5.11 Excitation Energy transfers for CsFeBr3 at Skbar 
along [213 2/3 !]. 
Table 5.12 Excitation Energy transfers for CsFeBr3 at 5kbar 
along [h h I] 
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Given below for comparison purposes, in the tables 5.13-5.15 are thedata obtained 
previously for CsFeBr3 at ambient pressure (Schmid et a\1989). 
[I I l] 
1 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
< 1.8 
1.9 
2 
[2/3 2/3 I] 
1 
0.95 
0.9 
0.85 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
0 
· Excitation 
Energy (THz) 
0.37 
0.39 
0.45 
0.54 
0.63 
0.71 
0.77 
0.88 
0.9 
0.91 
Excitation 
Energy (THz) 
0.11 
0.12 
0.15 
0.19 
0.24 
0.35 
0.47 
0.57 
0.66 
0.72 
0.77 
0.79 
0.8 
Table 5.13 Excitation Energy tramfers for CsFeBr3 at Okbar 
along [I 11]. 
Table 5.14 Excitation Energy transfers for CsFeBr3 at Okbar 
along [2/3 2/3 1]. 
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[h h 1] 
0 
0.05 
0.1 
0.15 
0.2 
0.25 
0.3 
0.3333 
0.4 
0.5 
Excitation 
Energy (THz) 
0.37 
0.36 
0.33 
0.29 
0.23 
0.17 
0.12 
0.11 
0.14 
0.18 
Table 5.15 Ex~itation Energy transfers for CsFeBr3 at Okbar 
along [h h 1]. 
77 
I 
' 
CsFeCI3 
Below are given the full results obtained for CsFeC!3 at 1.0, 2.0, 3.5 and 5.0kbar 
along all directions of reciprocal space 
Tables 5.16-5.18 give the energy excitations for CsFeC13 at 0 kbar. 
[213 2131] Excitation Table 5.16 Excitation Energy transfers for CsFeC/3 at 
Enerqy (THz) 
0 0.146 
Okbar along [2/3 2/3 ~ 
0.1 0.147 
0.2 0.203 This data in 5.16-5.18 are collated from 
0.3 0.258 
0.4 0.353 
experimental data of Steiner et al (1981) and 
0.5 0.451 Schmid ( 1993) 
0.6 0.546 
0.7 0.63 
0.8 0.685 
0.9 0.738 
1 0.751 
[hhO] Excitation Table 5.17 Excitation Energy transfers for CsFeCl3 at 
Energy (THz) 
0.5 0.187 
Okbar along [h h 0]. 
0.6 0.171 
0.666 0.146 
0.75 . 0.156 
0.8 0.194 
0.85 0.238 
0.9 0.274 
0.95 0.3 
1 0.31 
78 
[1 1/] Excitation Table 5.18 Excitation Energy transfers for CsFeCl3 at 
Energy (THz) Okbar along [I I /] 
0 0.31 
0.05 0.294 
0.2 0.338 
0.3 0.375 
0.4 0.442 
0.5 0.52 
i 0.6 0.603 
0.7 0.684 
0.8 0.726 
0.9 0.77 
1 0.775 
Tables 5.19-5.21 give the energy excitations for CsFeCI3 at 2.0 kbar. 
[1 1/] Excitation 
Ener!!v (THz) Table 5.19 Excitation Energy transfe~~for CsFeC/3 at 
0 0.3218 2kbar along [I I /]. 
0.1 0.3275 
0.2 0.3491 
0.4 0.4592 
0.5 0.5382 
0.6 0.649 
0.7 0.729 
0.8 0.772 
0.9 0.7847 
1 0.8088 
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[2/3 2/3/] Excitation 
Energy (THz) 
Table 5.20 Excitation Energy transfers for CsFeCl3 at 
0 0.1267 2kbar along [213 2/3 1). 
0.05 0.1409 
0.1 0.1515 
0.15 0.175 
0.2 0.204 
0.25 0.217 
) 0.3 0.2832 
0.4 0.3795 
0.5 0.5 
0.6 0.5722 
0.7 0.6744 
0.8 0.74 
. 
0.9 0.7778 
1 0.7999 
[hh 0] Excitation 
Energy (TH~ 
Table 5.21 Excitation Energy transfers for CsFeCl3 at 
0.5 0.1765 2kbar along [h h 0]. 
0.55 0.171 
0.61 0.1478 
0.645 0.133 
0.6667 0.1267 
0.695 0.1223 
0.725 0.1342 
0.8 0.189 
0.85 0.2367 
0.9 0.2723 
0.95 0.3095 
1 0.3218 
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Tables 5.22-5.24 give the energy excitations for CsFeC13 at 3.5 kbar. 
{1 11] Excitation Table 5.22 Excitation Energy transfers for CsFeCl3 at 
Energy (THz) 
1 0.8258 
3.5kbar along [I I /]. 
0.975 0.8131 
0.95 0.8175 
0.9 0.8179 
0.8 0.7893 
0.7 0.7279 
' 0.6 0.6575 
0.5 0.5584 
0.4 0.4689 
0.3 0.3932 
0.2 0.3416 
0.1 0.3169 
0.05 0.3102 
0 0.3163 
{2/3 2/3 /] Excitation Table 5.23 Excitation Energy transfers for CsFeCl3 at 
Enenzv (THz) 
0.975 0.7929 
3.5kbar along [2/3 2/3 /]. 
0.95 0.7854 
0.8 0.7526 
0.7 0.6639 
0.6 0.5707 
0.5 0.4689 
0.4 0.3665 
0.3 0.266 
0.2 0.1876 
0.1 0.1226 
0 0.094 
SI 
[h hO] Excitation Table 5.24 Excitation Energy transfers for CsFeC/3 at 
Energ:v (THz) 
0.5 0.1554 
3.5kbar along [h h 0]. 
0.55 0.1496 
. 0.60 0.1290 
0.65 0.1012 
0.6667 0.0957 
0.675 0.0980 
0.7 0.0991 
0.8 0.1765 
0.85 0.2367 
0.9 0.2574 
0.95 0.2638 
1 0.3163 
Tables 5.25-5.27 give the energy excitations for CsFeCl3 at 5.0 kbar 
[1 1 I] Excitation Table 5.25 Excitation Energy transfers for CsFeCl3 at 
Enemv (THz) 
0 0.318 
5.0kbar along [Ill]. 
0.1 0.3268 
0.2 0.3533 
0.3 0.37 
0.4 0.4573 
0.5 . 0.5507 
0.6 0.65 
0.7 0.7461 
0.85 0.8375 
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[2/3 2131] Excitation 
. 
-
. 
Energy (THz) Table 5.26 Excitation Energy transfers for CsFeCl3 at 
0 0.0884 5.0kbar along [2/3 2/3 l]. 
0.05 0.0937 
0.1 0.1062 
0.15 0.1422 
0.2 0.1885 
0.3 0.2787 
0.4 0.3876 
0.5 0.5013 
0.6 0.6033 
0.7 0.7179 
0.8 0.779 
1 0.8366 
[hh 0] Excitation 
. Table5.27 Excitation Energy transfers jorCsFeC/3 at 
Energy (THz) 
0.5 0.1528 
5.0kbar along [h h 0]. 
0.55 0.1508 
0.6 0.1234 
0.625 0.1091 
0.6667 0.0884 
0.7 0.0906 
0.75 0.124 
0.8 0.1758 
0.9 0.2677 
0.95 0.2962 
1 0.318 
The corresponding graphs for each of the tables above can be seen in Figures 5.1 -
5.27 respectively. 
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The following tables show the data obtained for CsFeCI3 at l.Okbar, upon fitting it 
was found that the number of data points that could be obtained in the limited beam 
time given could not be use to accurately gain values for J, D and J'. The results are 
presented here for comparison purposes. 
[I !I] Excitation Table 5.28 Excitation Energy transfers for CsFeCl3 at 
Energy (THz) 
0 0.3201 
I.Okbar along [Ill]. 
0.05 0.3131 
0.1 0.3191 
0.5 0.5322 
( 0.8 0.7748 
0.9 0.9388 
1 0.9498 
[2/3 2/3 I] Excitaion Table 5.28 Excitation Energy transfers for CsFeCl3 at 
Energy (THz) 
0 0.1285 
l.Okbar along [2/3 2/3 /]. 
0.05 0.1324 
0.1 0.1471 
0.2 0.2 
0.6 0.5305 
0.8 0.6949 
0.9 0.7225 
1 0.7422 
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[h h 0] Excitation Table 5.30 Excitation Energy transfers for CsFeC/3 at 
Energy (THz) 
0.5 0.178 
J.Okbar along [h h 0]. 
0.55 0.1671 
0.6 0.1517 
0.65 0.1304 
0.6667 0.1285 
0.7 0.1293 
0.9 0.2699 
I 0.3201 
The data was fitted to equation (2.9) 
\ 
!iro(q) = (D [ D- 2 J(q) · R(T)]) y2 
with J(q) = 4[ J cos (rrqc) + J'y (2rrq.l)] 
and r (2rrq.l) = { 2 cos (2rrqy) [cos (2rrqx) + cos (2rrqy)] -1 } 
using an data analysis package called Microcal Origin, from the Microcal Software 
Inc. The equation was entered into the program using the appropiate values for the 
variables and fitted to the data. The value of J' was gained from the perpendicular 
direction i.e. [h h I], [h h 0] and was then fixed for both the other directions in order 
to obtain J and D. Looking at the graphs in Figures 5.1-5.27 the best fit line appears as 
a dotted line, where there are two lines present the solid line is equation (2.9) and the 
dotted line, the line of best fit, has had an extra term added to take into account the 
interaction of the next nearest neighbour. 
!iro(q) = (D [ D- 2 J(q) · R(T)]) Y2 
with J(q) = 4[ J cos (rrqc) + J cos (2n qc) + J'y (2rrq..L)] 
and y (2rrq..L) = {2 cos (2rrqy)[cos (2rrqx) +cos (2rrqy)] -1 }. 
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CsFeBr3 at l.Okbar hydrostatic pressure 
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Figure 5.1. Magnetic dispersion curve of CsFcBr3 at I.Okbar hydrostatic pressure. 
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Figure 5.2. Magnetic dispersion curve of CsFcllr3 al l.Okbar hydrostatic pressure. 
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Figure 5.3. Magnetic dispersion curve of CsFcBr3 at I.Okbar hydrostatic pressure. 
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Figure 5.10. Magnetic dispersion curve ofCsFeBr3 at S.Okbar hydrostatic pressure. 
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Figure 5.4. Magnetic dispersion curve of CsFeBr3 at 2.0kbar hydrostatic pressure. 
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Figure 5.5. Magnetic dispersion curve of CsFcDr3 at 2.0kbar hydrostatic pressure. 
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Figure 5.7. Magnetic dispersion curve of CsFeBr3 at 3.5kbar hydrostatic pressure. 
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Figure 5.8. Magnetic dispersion curve of CsFeBr3 at 3.5kbar hydrostatic pressure. 
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Figure 5.9. Magnetic dispersion curve of CsFcllr3 at3.5kbar hydrostatic pressure. 
CsFeBr3 at 5.0kbar hydrostatic pressure 
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Figure 5.11. Magnetic dispersion curve of CsFcBr3 at5.0kbar hydrostatic pressure. 
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Figure 5.12. Magnetic dispersion curve of CsFcBr3 al5.0kbar hydrostatic pressure. 
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Figure 5.13. Magnetic dispersion curve of CsFeBr3 at ambient pressure 
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Figure 5. [4. Magnetic dispersion curve of CsFcBr3 at ambient pressure 
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Figure 5.15. Magnetic dispersion curve of CsFeBr3 at ambient pressure 
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Figure 5.17. Magnetic dispersion curve of CsFcCI3 at ambient pressure 
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Figure 5.18. Magnetic dispersion curve of CsFeCI3 at ambient pressure 
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Figure 5.26. Magnetic dispersion curve of CsFcCI3 at 5.0kbar hydrostatic pressure 
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Figure 5.27. Magnetic dispersion curve of CsFcCl3 al5.0kbar hydrostatic pressure 
The results obtained for the fittings of both compounds are tabulated below: 
CsFeBr3 
Pressure D J J' ], 
0 0.658 -0.0657 -0.0067 ---
1.0 0.6760 -0.07518 -0.0049 ---
0.6831 -0.0705 -0.0053 -0.0487 
2.0 0.7028 -0.07518 -0.0047 ---
3.5 0.6710 -0.06940 -0.0057 ---
\ 
I 5.0 0.6533 -0.06395 -0.0069 ---
Pressure D J J' J 
0 0.5372 0.0624 -0.00387 -0.1614 
2 0.5867 0.0688 -0.00347 -0.1469 
3.5 0.5825 0.0711 -0.00309 -0.1477 
5.0 0.6644 0.0826 -0.00287 -0.1823 
J 1 refers to the intrachain superexchange interaction 
J 2 refers to the next nearest neighbour intracbain superexchange interaction. 
Errors in the above table are calculated to be ±5% given value. 
The significance of these results is discussed in Chapter VI 
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CHAPTER VI 
DISCUSSION 
6.0 Introduction 
In this chapter the pressure dependence of the magnetic excitations in the singlet 
ground state ferromagnet CsFeCI3 and the singlet ground state antiferromagnet 
CsFeBr 3 under hydrostatic pressure are discussed and related to the · structural 
parameters under hydrostatic pressure. 
The application of hydrostatic pressure to crystals of CsFeCI3 and CsFeBr3 has the 
effect as shown in Figure 6.1 & 6.2. For both compounds the compressibility along 
the c-axis is anisotropic while the a-axis compressibility is more or less linear. Since 
tle crystal structure does not change due to the application of hydrostatic pressure no 
symmetry change has been induced and therefore one can describe the magnetic 
excitations with the expression 2.12. 
We see in this case that the pressure induces an effective anisotropy due to the single 
ion anisotropy and the applied pressure term. The single ion anisotropy is related to 
the change of the crystal structure and in particular to the FeCI/-octahedron. It will 
not be possible to separate the contribution due to the single ion anisotropy itself and 
the induced pressure parameter. 
Secondly we have a change in the exchange parameters Jq due to the change in 
distances between the atoms and the angles of the overlap orbitals in the 
superexchange pathways. 
A third change to the system is the due to the pressure dependence of the 
renormalisation factor (R(Q)). This factor is related to the quadrupole moment of the 
Fe2+ ion; 
116 
As in the case of an applied magnetic field the renonnalisation factor (R) is field 
dependent, (Schmid, 1992), (Knop, 1985). In the case of an applied pressure the 
surrounding of the Fe2+ ion is changing and therefore the quadrupole moment will 
change too. At the moment it is not possible to evaluate these parameters and 
therefore it is considered as constant in the present case, (R =1). 
The most effective way of presenting and interpreting the results summarised in the 
tables on page 113 is in graphical fonn. 
6.1 CsFeBr3 
F:gure 6.3 displays the change of the effective anisotropy (D) as a function of 
' 
pressure. The anisotropy is increasing upon applied pressure and seems to reach a 
maximum around 2kbar, after which D decreases. From the rather limited structural 
data on CsFeBr3 under hydrostatic pressure (Table 3.3) it is obvious that the 
superexchange angle for the octahedron, Fe - Br - Fe, decreases by 1.8° for a pressure 
change from 0 to 2.2kbar (0.6% ). Continued compression to 5kbar gives a further 
change of (0.4% ). Strangely enough, the effective an isotropy, having increased due to 
the pressure change from 0 to 2.2kbar decreases upon the application of greater 
hydrostatic pressure. The change in the superexchange Fe - Cl - Fe is directly related 
to the anisotropic compression along the c-axis. Along the a-axis one observes a more 
or less unifonn compression. A similar anisotropic behaviour is observed for the 
exchange parameters J 1 and J' (Figures 6.4 & 6.5). J 1 increases for pressures up to 
2kbars and decreases upon further application of pressure. J' shows the opposite 
behaviour to J 1• At 5.0kbar the effective anisotropy constant and exchange parameters 
D, J 1, J' are similar to the values at ambient pressure. 
This behaviour seems to be at first illogical, the structural data suggests a continual 
compression to a more ideal octahedron shape, therefore one expects that D changes 
continuously moving to a lower or higher value in a linear fashion. One would not 
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expect a change in the sign of D, in the case that there is a change of sign one would 
expect an abrupt magnetic ordering with an Ising-like magnetic structure. In our 
observations we see that the effective anisotropy increases for pressures up to 2.0kbar 
and decreases upon further increase of pressure, such behaviour does not correlate 
with observed changes in the crystal structure under applied pressure. 
The present behaviour can only be explained qualitatively by assuming that the 
change of the anisotropy parameter D is opposite to the change of the induced 
parameter P, (see Equation 2.12). D should diminish in value with increased pressure 
while P should increase. One can see from the structural data that the compressibility 
L changing above 2.2kbar, thus one can indicate two distinct regions with different D 
and P behaviour (Figure 6.6), consequently the differences in compressibility 
behaviour implies a different behaviour in the renormalisation constant R(Q). 
From the comparison of select points in the Brillouin zone (Figures 6.7, 6.8 & 6.9) we 
can obtain an impression of the effect of applied pressure on the different anisotropy 
and exchange parameters. Figure 6. 7 shows the pressure dependence of the magnetic 
excitation at the pivoting point of the dispersion along the c-axis. At this point J1 is 
effectively removed and one observes as a function of pressure at the position Q(l 1 
0.5) the change in effective anisotropy (D+P), due to the fact that J' is very small in 
comparison to D, above 2.0kbar one actually observes a diminishing trend in the 
effective anisotropy (D+P). The magnetic excitations along the [h h I] direction are 
the most sensitive to changes in the interchain superexchange constant J', (see Figure 
6.8). J' varies as a continuous function of 'Y(2nq.~.) in equation 2.9, the value of '\'(21t~) 
varies continuously from; 
I at Q(0.5 0.5 I) to 
-1.5 at Q(2/3 2/3 1) to 
3 at Q(l I 1). 
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From the pressure dependence of the frequency of the excitation at Q(l I 1), a 
continuous increase is observed, however, there seems to be an abrupt change at 
3.5kbar. A similar behaviour is seen for the frequencies of the magnetic excitations at 
Q(2/3 2/3 I) and Q(0.5 0.5 1). Figure 6.9 shows the frequency dependence of the 
magnetic excitation at Q(l I 0.9), Q(2/3 2/3 0.9) at this position in the Brillouin zone 
the magnetic excitation is most sensitive to changes in J1• The pressure dependence as 
shown in Figure 6.9 suggests that J 1 is decreasing in value upon applied pressure. 
From the form of the dispersion curves along the [2/3 2/3 I] and [I I I] directions at 
l.Okbar, it is obvious that next nearest neighbour interaction (J2) has to be taken into 
~ccount in order to explain the shape of the observed dispersion curve (Figures 5.1 & 
5.2), such a line shape has not been observed neither at .Okbar or 2kbar. The applied 
pressure of l.Okbar must induce a next-nearest-neighbour superexchange pathway 
along the chain axis. 
6.2 CsFeC13 
The ferromagnetic singlet ground state system CsFeCI3 shows a more conventional 
behaviour under hydrostatic pressure, the value of the effective anisotropy (D + P) is 
increasing gradually up to 3.5kar (Figure 6.10), there· after D increases more rapidly, 
this indicates a compressibility change in the vicinity of 3.5kbar. The crystal structure 
data (3.3) shows for CsFeCI3 a similar trend as observed for CsFeBr3, in that the a-
axis has a linear compression and the compressibility along the c-axis is anisotropic 
and can be segmented into two distinct regions. 
The intrachain superexchange J1 follows a similar behaviour as the effective 
anisotropy (D + P) (Figure 6.11). The FeCit octahedron in CsFeCI3 is also 
compressed and the structural data show that the distortion of the Fe2+ octahedra 
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follows a similar trend as observed in CsFeBr3• In the case of CsFeCI3 the applied 
pressure parameter P enhances the effect of the increase of D upon applied pressure, 
this as we have seen may well be the direct opposite effect to CsFeBr3• 
For the interchain superexchange one observes a more or less continuous decrease in 
strength upto 3.5kbar, thereafter the rate of change in J' is decreasing (Figure 6.12), at 
5.0kbar J' has dropped by 25% of it's value at ambient pressure. 
The dispersion curves along the directions [2/3 2/3 I] and [I 1 I] cannot be described 
by a single exchange, the data obtained for CsFeCI3 cannot be fitted accurately using 
J' alone, thus a second superexchange interaction (J2) was introduced to account for 
the next-nearest-neighbour interaction (Figures 5.16-5.27), the pressure dependence of 
this new parameter is given in Figure 6.12. A somewhat irregular behaviour is 
observed for J2, in the region of 2-3.5kbar its value seems to decrease to below that 
which is seen at ambient pressure, thereafter in the region around 5kbar J 1 increases 
to values in excess of that which is found at ambient pressure. 
Under pressure it is likely that the exchange parameter J2 is very susceptible to 
changes in the length of the c-axis and the positional parameter X0 , unfortunately due 
to. the dependent nature of the problem it is quite likely that the large value of J2 can 
be accounted for by a diminished value of J1• It has been noted that the values of J2 are 
rather high in comparison with J 1 when one considers the nature of the superexchange 
pathway. Previous results for CsFeCI3 at ambient pressure gave slightly different 
parameter forD, J1, J2 and J' (Steiner 1981). 
The trends displayed in Figures 6.10 - 6.13 can again be verified for specific points in 
the Brillouin zone. From Figure 6.14 it is obvious that the effective anisotropy (D + 
P), therefore the single ion anisotropy is increasing with increased pressure, likewise 
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the intrachain exchange J1 increases (Figure 6.15), again an abrupt change has been 
observed at 3.5kbar. 
The intrachain exchange J' is decreasing upon applied pressure, this behaviour is in 
direct contrast to the observations in CsFeBr 3• Again a distinct difference in pressure 
dependence is noticed for the region between 0 and 3.5kbar and pressures above 
(Figure 6.16). 
6.3 Singlet Ground state Behaviour under Applied Pressure 
As has been shown in Chapter II, the singlet ground state CsFeC13 can be described by 
the Hamiltonian presented in 2.6, or in the present case, where uniform pressure is 
applied, by the Hamiltonian 2.11. These Hamiltonians indicate two possible phases 
which are separated by a phase transition (Lindgard 1975, 1983; Suzuki, 1981; 
Papanicolaou 1989). In the case ofT -70 and 
D<8J + 12J' 
an induced moment system is formed, of X-Y character .. The singlet ground state 
occurs when 
D>8J+12J' 
This criteria has been tested on the pressure induced data for CsFeBr3, D-J(Q) versus 
Pressure is given in Figure 6.17, the underlying state of the system does not change, 
but it is seen that on the application of hydrostatic pressure the system moves away 
from the phase separation line and becomes 'more' singlet ground state like above 
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3.5kbar. Again problems arise with the point at l.Okbar where J2 was taken into 
account during the fitting process. 
A similar trend is seen for CsFeC13 (Figure 6.18), with the system moving towards the 
phase boundary. Because of the problem with the interdependence of the values of J 1 
and J2 upon one another the value of D-J(Q) can vary considerably, but as a general 
trend one sees that CsFeC13 moves towards magnetic ordering. 
6.4 Exchange Interaction 
In the AFeX3 compounds, the two d• orbitals as well as the two d.y orbitals are half 
filled and are directed to the middle points of the edges of the face sharing triangles of 
the infinite linear Fex3- octahedra chain. One of the d. orbitals overlap with a de 
orbital in the neighbouring Fe2+ octahedra, and as such form a direct overlap, this 
type of exchange pathway is also infinite and as such is expected to be of 
ferromagnetic character. Next to this pathway there is the superexchange interaction 
through an orbital set d.y- d. - dy. this interaction should be negative. This pathway is 
partially covalent in character and the two dg orbitals make an angle of approximately 
75° with each other. The two de orbitals make an angle of around 120° with each 
other (Figure 6.19)(Achiwa, 1969). 
In the case of a 90° interaction where one is dealing with an edge-shared octahedra the 
positive 90° superexchange interaction is well explained by the arguments of 
Goodenough (1963). For such an exchange pathway the sign of the superexchange 
changes from positive to negative through zero. 
This compensation point is dependent on the coordination of the X ions. In the case of 
the face sharing octahedra chain we have to consider all the superexchange pathway 
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together, the distance of the Fe- Fe pathway, the Fe- Cl -Fe pathways over each X ion 
of the octahedra, as well as the distance of the Fe - Cl bond. The different type of X 
ion (Cl, Br) will have its own compensation point. The values of the compensation 
point for this type of geometry are in the order of 70° - 85° (Block, Private 
Communication). 
These arguments explain the observed behaviour in the pressure dependence of 
CsFeCI3 and CsFeBr3• The ferromagnet chain character of CsFeCI3 must be due to the 
direct overlap in the de orbitals. In CsFeBr3 the chain character is antiferromagnetic 
and must be due to the fact that the Fe2+ ions are spaced further apart due to the larger 
i1dius of the Br ion. In this case the superexchange pathway is dominant. The 
different compensation point for an FeCit and FeBr t octahedra explains why the 
applied pressure has an opposite behaviour on the values of J 1• Both compounds are 
situated on opposite sides of the compensation point and the structural change is such 
that the exchange constant in CsFeBr3 decreases thus a movement towards the 
compensation point is taking place, whilst for CsFeCI3 the exchange constant 
increases, it is moving away from the compensation point. This indicates that a 
similar compression takes place in both compounds as has been confirmed from the 
structural data under applied hydrostatic pressure. 
At present no theoretical calculations have been published, this area requires urgent 
attention. Similarly the change of value of D on compression should be calculated 
from first principles, possibly by using a point charge model. Such calculations could 
support the interpretion of presented data. 
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CHAPTER VII 
CONCLUSIONS & FURTHER WORK 
7.0 Conclusions 
In this thesis a series of experiments are described where the magnetic excitations of 
the singlet ground state ferromagnet CsFeC13 and the singlet ground state 
antiferromagnet CsFeBr3 are investigated in the presence of an applied hydrostatic 
pressure. Under applied hydrostatic pressures as high as 5 .Okbar both systems remain 
in the singlet ground state. In CsFeCI3 there is a tendency towards magnetic ordering 
as the pressure is increased to 5.0kbar, while the opposite behaviour is observed in 
' I:or CsFeBr3 the single ion anisotropy D works in the opposite sense to the pressure 
dependence of the pressure parameter P. The single ion anisotropy D and the 
intrachain superexchange J 1 decrease in value upon applied pressure. The intrachain 
superexchange parameter J' increases in value upon applied pressure. 
The behaviour in CsFeCI3 when pressure is applied up to 5.0kbar is exactly the 
opposite. Thus, D and J 1 increase while J2 decreases upon applied pressure. 
For both compounds an anisotropic compression of the c-axis has been observed 
while the compression of the a-axis is more or less linear. CsFeBr3 seems to change its 
compressibility along the c-axis at 2.5kbar, while CsFeC13 changes its compressibi!ity 
in the vicinity of 3.5kbar. 
The change in exchange parameters and the sign of the intrachain superexchange can 
be directly related to the superexchange pathways and their angular dependency. 
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7.1 Future Research 
In order to quantify the observations made in this thesis, one has to calculate the 
superexchange in a linear chain of the hexagonal perovskite type from first principles, 
as well as the dependence of D on the distortion of the octahedron. 
It would also be necessary to quantify the renormalisation factor (R(Q)) as a function 
of pressure, therefore one has to obtain information about angular momentum of the 
Fe2+ ion as a function of pressure. Such information may be obtained from 
Mossbauer measurements and NMR measurements. 
i 
' 
' 
Of further interest is the possible ordering of CsFeC13 at higher hydrostatic pressures. 
It was discovered in the course of the experiments in Saclay that the CsFeC13 crystals 
have a relatively high shearing stress. This allows us to consider the possibility of 
uniaxial pressure measurements along the a-axis, the symmetry breaking direction. In 
this case, if such an experiment is feasible one may be able to study the critical 
behaviour around the order-disorder phase boundary. This would supply information 
about possible K-T .behaviour. These experiments can be considered in parallel with 
the magnetic ordering behaviour in an applied magnetic field along the chain 
direction. 
The order-disorder behaviour could also be studied in the mixed systems such as 
Part of these suggestions are already under investigation. 
141 
PUBLICATIONS 
\ 
I 
.. · 
High P~Jsurt Rtstarch, 1995. Vol. 14. pp. 29-34 
Rcprints-a\'ailable directly from the publisher 
Pbotocop)·ing permitted by license only 
otll995 OPA (O,·er.;eas Publishel'$ As~ociation) 
Amsterdam B.V. Published under licen~e by 
Gordon and Breach Sdenee Publishers SA 
Printed in ~lalaysia 
MAGNETIC EXCITA TIONS AND MAGNETIC ORDERING IN TilE HEXAGONAL 
PEROVSKITES AFeX3 UNDER HYDROSTATIC PRESSURE 
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AB SIR ACT 
Uniform high pressure experiments up to 5 kbar on quasi one-dimensional singlet 
ground state and the induced magnetic moment systems AFeX3 are reported. The 
pressure-induced changes in the magnetic ordering vector are related to induced 
structural phase transitions. The anisotropic compression of the lattice may give rise to 
induced moment formation in the CsFeX3 compounds. Inelastic neutron scattering 
experiments show that the anisotropic compression effect on the magnetic excitations is 
not visible. However, structural changes show a marked effect on the magnetic 
excitation spectrum. Predictions are made for the magnetic excitation spectra of the 
induced moment systems RbFeCI3 and TIFeC13• 
!NTRODJ JCTIQN 
The AFeX1 halides with A = Cs, Rb, TI and X= Cl, Br, which crystallise with the hexagonal 
perovskite strUcture, exhibit quasi one~dimensional behaviour at low temperature. The magnetic 
behaviour of the Fe2+ ion can be described by an effective spin of S = 1 and locally with a singlet 
ground state. In this series of compounds the CsFeX3 compounds are pure single ground state 
systems while the Rb and 11 compounds have an induced moment behaviour [1]. Slight structural 
changes upset the balance of the intra and interchain superexchange as well as the single~ion 
anisotropy. Their combined action can tip the balance of the singlet ground state to induced 
moment behaviour. Applied pressure may be, in this case, the appropriate tool to investigate this 
type of phase transition. 
The crystal structure CsFeBr3, CsFeC13 and RbFeC13 were studied in the presence of a 
hydrostatic pressure [2]. The compression of the hexagonal perovskite turns out to be anisotropic. 
The magnetic excitations in the singlet ground state systems have also been measured under 
hydrostatic pressures up to 5 kbar. Again the magnetic excitations change anisotropically with 
applied pressure. 
{n general we observe a trend in the AFeC13 compounds that T N increases, and in the case 
of CsFeC13 that the system is driven towards an induced magnetic ordering. In the case of CsFeBr3 
the system is still behaving as a singlet ground state system at Skbar. An opposite trend to the 
AFeC13 may be present in the AFeBr3 compounds, in the sense that the AFeBr3 systems move 
away from pressure induced magnetic ordering towards a singlet ground state which is less strongly 
coupled by magnetic superexchange. 
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The magnetic ordering process in the AFeX3 compounds is strongly dependent on the 
details of the crystal structure. Therefore structurally induced changes by means of applying 
pressure can change the magnetic structure dramatically. Indications of such a behaviour have 
been found for TIFeCJ3• The effect on the magnetic excitations should also be noticeable and will 
be discussed in this paper. 
Theoretical 
The materials discussed above can be described by the following Hamiltonian 
H =-± IJ,s,s .. +oi(s;)' +P I(s:)' 
• q q 
(!) 
where J is the intrachain superexch.ange parameter and r the interchain superexchange parameter. 
The quasi one-dimensional character of these compounds arises from the fact that J>J'. 
Using RPA theory[l7], the dispersion of the magnetic excitations as solution of (1) is given for 
P//c by: 
ro'={(D+P)[(D+P)-J Q)} 
\ q • 
I 
with Q being the quadrupole moment and the perturbation, due to pressure P, being expressed in 
tenns of magnetic anisotropy. For P .Le, (1) alters slightly to: 
(3) 
The RP A theory gives in this case: 
(4) 
The single ion anisotropy is, for all these compounds, positive which results in an XY·type 
anisotropy. A is the energy gap between the singlet ground state 11> and the low· lying degenerate 
doublet state, 12> and 13>. Thus in the absence of superexchange interaction, this system would 
have a SGS forT~ 0. The last part of (I) comprises the additional term due to applied pressure 
paraiiel to the c·axis. 
In the presence of superexchange, but in the absence of additional factors like magnetic 
field or pressure, there are two regimes which are separated by a second order phase transition. For 
T-> 0 and D < 81Jl + 1211'1, the system has a magnetic ground state. The SOS appears when D> 8111 
+121J'I. 
:· . . 
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When a hydrostatic pressure of 5kbar is applied to TIFeCI3 we see that the 
incommensurate magnetic structure disappears and becomes commensurate, TN1 = 5.8(1)K 
comparable to RbFeCI3 under pressure. However, we observe a second magnetic phase transition 
at T" = 4.2(1)K, fig I. 
100»,-------~~-------------------, 
\ 0 
FIGURE I Sublattice magnetisation of TIFeC!3 at (a) 0 kbar and (b) 5.0 kbar. 
The observed behaviour is similar to that in RbFeBr3 where T NI= 5.5K and T Nl = 2.0K at 
ambient pressure[ll]. The application of pressure is identical to raising the temperature of a 
crystal, therefore we can conclude that the structure of 11FeCl3 at 5 kbar has most probably 
adopted the structure ofKN'iCI3 at RT. The magnetic ordering process passes through two stages. It 
will involve a partially ordered structure between T SI and T sl as well as a modified 120° type 
structure[ 12]. 
Inelasrjc Neutron Scatterino Exnerjments 
The magnetic excitations in the singlet ground state systems CsFeBr3 and CsFeCI3 have been 
studied under hydrostatic pressure conditions at the Institut Lean Brillouin at CEN Saclay on the 
triple axis spectrometer 4Ft. The experimental conditions, the pressure and cryogenic equipment 
used were identical to that used for the elastic neutron scattering experiments. The results are 
shown in figs. 2 and 3. 
Although the lattice is contracting anisotropically it was not possible to observe any 
splitting in the magnon modes. Therefore one should consider the conditions applied to the crystal 
as isotropic. The magnetic excitation can then be treated as a system at ambient pressure but with 
different anisotropy and superexchange constants. The magnetic excitations should in this case be 
described by equation 2. 
For CsFeBr3 we observe that the gap energy at Q(l/3 113 1) increases, fig 2. The system 
retains its singlet ground state behaviour at 5kbar as predicted by theory. 
For CsFeCI3 we observe the gap energy at Q(l/3 1/3 0) decreases fig 3. At S.Okbar the 
system is close to magnetic ordering. We estimate that a further increase of 1-2 kbar will induce 
m_agnetie ordering. 
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Discussjon 
The magnetic ordering behaviour in the undistorted induced moment systems under hydrostatic 
pressure show the same behaviour as observed for the systems at ambient pressure. The magnetic 
dipolar force is the driYing mechanism to form the incommensurate magnetic phases; the helical 
IC1 and the sinusoidal ICz phase. In TIFeCJ3 the dipolar magnetic forces must have a reduced 
influence due to the distortion of the hexagonal ab plane. Incommensurate magnetic ordering may 
be induced too, by the different inter-plane superexchange interactions J' and J". Slight changes in 
these interactions will modify the magnetic structure as is observed for TlFeC13• 
The magnetic excitations in the induced moment systems will change only slightly when 
the structure is not distorted. Such a system (RbFeC13) will be described by modified D, J and J' 
parameter although changes in these parameters can change the intensities of magnetic excitations 
dramatically [5]. In the case that one observes a partially ordered magnetic phase followed by a 
transition to a fuiJy ordered phase, the partially ordered phase will display for one of the chains a 
singlet ground state beha"iour, while the other two chains are magnetically ordered. The number of 
sublattices will be reduced to two. A similar behaviour is expected as that observed in RbFeC13. 
[13] 
The singlet ground state systems Under hydrostatic pressure can also be described by 
modified D,J and J' parameters [14]. For CsFeCI3, the deformation of the FeCI3- octahedron has 
either been. reduced towards an ideal octahedron, or the gap energy is strongly reduced and a 
similar behaviour, strong damping of the magnetic excitations, is present around the soft mode 
point l15,16]. Measurements under increased pressure >5kbar will provide the infonnation to 
verify lne suggestions made. 
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