Abstract. In this paper we consider analytical and numerical solutions to the Dirichlet boundary value problem for the biharmonic partial differential equation, on a disk of finite radius in the plane. The physical interpretation of these solutions is that of the harmonic oscillations of a thin, clamped plate.
Introduction
This paper is concerned with the Dirichlet problem for the biharmonic partial differential equations, on a bounded region of the plane R 2 . In particular, we study this problem when the biharmonic differential expression is represented in polar co-ordinates (r, θ) with r ∈ (0, ∞) and θ ∈ [0, 2π].
In polar co-ordinates the Laplace differential expression ∆ is ( For the Laplace expression ∆ the associated Helmholtz partial differential equation is, where Λ is a spectral parameter, (1.3) −(∆v)(r, θ) = Λv(r, θ) for all r ∈ (0, ∞) and θ ∈ [0, 2π).
For the biharmonic expression the corresponding partial differential equation is (1.4) (∆ 2 v)(r, θ) = Λv(r, θ) for all r ∈ (0, ∞) and θ ∈ [0, 2π).
Here, in both cases, Λ ∈ C is a parameter, which is to play the role of spectral parameter for operators in the Hilbert function space of integrable-square functions L 2 (R 2 ), or a subspace thereof.
In particular, we are concerned with the Dirichlet boundary value problem for the differential equation (1.2) , when the region concerned is the open disk D R , of the plane R 2 , defined by, for some given R ∈ (0, ∞), (1.5) D R := {(r, θ) : r ∈ (0, R) and θ ∈ [0, 2π]}.
In this case the Dirichlet problem is determined by requiring a solution of (1.4) to satisfy the boundary conditions (1.6) v(R, θ) = ∂ ∂n v(R, θ) = 0 for all θ ∈ [0, 2π),
where n denotes the inward drawn unit normal to the boundary ∂D R of the disk D R . We make two essential points concerning the form of our solution of the Dirichlet boundary value problem and the analytical methods adopted in this paper:.
(1) In this paper a complete solution of this biharmonic Dirichlet problem consists of using the symmetric partial differential expression (1.2), the differential equation (1.4) and the boundary conditions (1.6), to construct a self-adjoint differential operator, say T, in the Hilbert function space L 2 (D R ), or some subspace thereof. The properties of the operator T are then considered as the solution of the Dirichlet problem.
For the biharmonic Dirichlet boundary value problem we give two complete examples of such self-adjoint operators in Section 8, and the resulting regularity properties of the boundary value problems in Section 9.
To determine such an operator T we require not only the outer boundary conditions (1.6) but also a boundary condition at the origin of the disk D R ; this requirement is due to the presence of the singular factors r As to the contents of this paper in Section 2 we give some essential properties of the Laplace and biharmonic differential expressions; in Section 3 we state and prove a critical result which is essential to the introduction of the methods of quasi-separation. In Section 4 we give the form of quasi-separated solutions of the biharmonic equation (1.4) ; in Section 5 we introduce the fourth-order Bessel-type ordinary differential equations; in Section 6 we define the Friedrichs and Comparison ordinary differential operators and detail their spectral properties; in Section 7 we connect these spectral properties with Bessel functions of order 2. These results lead to Section 8 where we define two self-adjoint operators, out of a continuum of such operators, which on subspaces of L 2 (D R ) provide solutions to the biharmonic Dirichlet boundary value problem on the disk D R . In Section 9 we comment on some aspects of these solutions in terms of the boundary conditions on the boundary ∂D R of the disk, and on the requirement to introduce a boundary condition at the centre 0 of the disk; also in this section we discuss the regularity of our solutions to the Dirichlet boundary value problem. In Section 10 we present some numerical results for the solutions of the Dirichlet boundary value problem; these results are based on the explicit representation of the eigenvalues and eigenfunctions, of the biharmonic operator, in terms of the classical Bessel functions of order 2; also in this section we relate our results to certain numerical results in the application references quoted at the end of the paper. Finally, in Section 11 we indicate how the methods used in this paper can be applied to consideration of the Dirichlet boundary value problem for other domains of the plane R 2 ; all of these domains are required to have angular symmetry.
Differential expressions
It is known that for the Laplace expression (1.1) the differential equation (1.3) is separable into a product of two factors. These factors give rise to two ordinary differential equations with solutions R(·) and Θ(·) depending, respectively, on the radial variable r and the angular variable θ; the product R(·)Θ(·) is then a solution of the partial differential equation (1.3). These separated differential equations take the form, writing Λ = λ 2 ,
where K is a separation parameter. Both the differential equations (2.1) and (2.2) are examples of Sturm-Liouville equations; the equation (2.1) is a form of the classical Bessel differential equation. Using the solutions of the two differential equations (2.1) and (2.2) it is possible to construct self-adjoint representations of solutions to the Dirichlet boundary value problem for the Laplacian on the disk D R ; for an extensive study of these Laplacian self-adjoint representations see [13, Section 5.2] ; in particular, the results in [13, Section 5.1, pages 82 to 96] where the classical properties of these self-adjoints representations are linked to the corresponding abstract study in the W 2 (D R ) Sobolev spaces. Conversely, it is known that for the biharmonic expression (1.2) the differential equation (1.4) is not separable in this polar co-ordinate system. However, we shall show that a quasiform of separation of the polar biharmonic equation is possible and that this process leads to solutions, for all values of the spectral parameter Λ, which are products of Bessel and trigonometrical functions.
The genesis of the results in this paper stems from the introduction, see the paper [10] , of the structured Bessel-type linear ordinary differential equations of order 2n where n ∈ N; the case n = 1 gives the classical Bessel equation. In particular the case when n = 2 introduced the fourth-order Bessel-type differential equation which has been the subject of significant study in recent years; see the references [5] , [7] , [15] , [16] , [19] and [20] .
The fourth-order case of these Bessel-type differential equations takes the form
where the real parameter γ satisfies γ ≥ 0, and λ ∈ C is a complex-valued parameter. This differential equations (2.3) has been extensively studied for γ > 0 (but with the notation γ = 8M −1 where M ∈ (0, ∞]); see the original definition in [10] , the survey paper [8] and the technical details in [5] .
The particular case of (2.3) when γ = 0, i.e.
has received special study recently, see [16] , of which details are given below in Section 5.
We show below in Section 3 that the Bessel-type ordinary differential equation (2.4) leads to a restricted form of separation, quasi-separation, of the biharmonic partial differential equation (1.4) ; this result compares with the role played by the radial Bessel equation (2.1) in the separation of the second-order partial differential equation (1.3) . However the cost of attempting to implement separation of the fourth-order partial differential equation (1.4), using the radial equation (2.4), leads to a restricted form of the corresponding angular differential equation; to be specific this angular equation is
with general solution
It is to be noted that in comparison with the free separation parameter K in (2.2), the quasi-separation parameter 4 on the right-hand side of (2.5) is fixed; this result is again the cost of the quasi-separation in the biharmonic case. Notwithstanding this restricted form of quasi-separation we show below in Sections 4 and 5 that this method yields interesting, and possibly new, solutions to the biharmonic differential equation (1.4).
As noted above one of the interesting possibilities of studying the Dirichlet problem for differential equations is to seek a self-adjoint realisation of the problem in the Hilbert function space concerned; in the case above this is the space L 2 (D R ). The quasi-separation method does lead to such a realisation but only on a subspace of L 2 (D R ); nevertheless the solution of the problem is defined on the whole of the disk.
The Plum lemma
The results in this paper depend critically on a result obtained by Michael Plum, University of Karlsruhe in Germany, on a visit to the University of Birmingham in 2003; details are given in the manuscript [19] , but the essential features there of are given in this section. This Plum lemma resulted from discussions based on the results in the manuscript [19] ; see also the manuscripts [15] , [20] , [21] and [22] . Let the function u : (0, ∞) → C satisfy the differentiability conditions
Let the Plum factor w A,B (·) be defined by
where A, B ∈ C and |A| 2 + |B| 2 > 0. Then, for almost all (Lebesgue) r ∈ (0, ∞) and all θ ∈ [0, 2π)
Conversely, if the identity (3.3) is satisfied for some factor w : [0, 2π] → C with w ∈ C (4) [0, 2π] and for almost r ∈ (0, ∞), then w has to take the form (3.2) for some A, B ∈ C.
Proof. Firstly, since u (3) ∈ AC loc (0, ∞) it follows that the derivative u (4) is defined almost everywhere on (0, ∞), and thus we can apply the biharmonic differential expression to u. Since u depends only on the radial co-ordinate r a calculation shows, using (1.2), that
Secondly, the terms in (1.2) that contain only differentiation with respect to the variable θ cancel out due to the choice of the factor w A,B , i.e. 
Finally combining (1.2) with (3.4), (3.5) and (3.6) we obtain (3.3). The converse result follows from reversing the argument which gives (3.3).
Solutions to the biharmonic equation
The quasi-separation result of Section 3 suggests that solutions of the biharmonic differential equation (1.4) can to be found in the form
Inserting (4.1) into (1.2) gives, for all r ∈ (0, ∞) and θ ∈ [0, 2π),
Thus we have for any A, B ∈ C, if and only if the radial factor u(·) satisfies the linear ordinary differential equation
Remark 4.1. For any choice of A, B ∈ C the angular factor w A,B (·) has at most a finite number of zeros in the interval [0, 2π); at such points the solution v(r, θ) is null for all r ∈ (0, ∞) and for all Λ ∈ C.
Remark 4.2. In the existing literature biharmonic eigenfunction theory on a disk has been developed mainly by factorising the biharmonic partial differential expression (1.2) into two second-order expressions, see for example [4, Chapter 5, Section 6]; we have commented on this method in Section 5.
In this paper we study the complete fourth-order differential ordinary differential equation given by (4.5).
Bessel-type differential equations
Writing the ordinary equation (4.5) in the form, replacing Λ by λ 4 ,
it follows that this equation is a special case of the family of fourth-order Bessel-type differential equations
where the real parameter γ satisfies γ ≥ 0, and λ ∈ C is a complex-valued parameter. The differential equations (5.2) has been extensively studied for γ > 0 (but with the notation γ = 8M −1 where M ∈ (0, ∞]); see the original definition in [10] , the survey paper [8] and the technical details in [5] .
Considered in the complex plane, i.e. with r ∈ C, both the differential equations (5.1) and (5.2) have a regular singularity at the origin 0 and an irregularity singularity at infinity. The Frobenius indicial roots at 0, for both equations, are {4, 2, 0, −2}; these indices are independent of the parameter λ.
When γ > 0 the establishment of a linearly independent basis of solutions for the equation (5.2) is given in the survey paper [8] . From these studies it may be shown, see [16] and [9, Section 4] , that a solution basis of the differential equation (5.1), is, for all r ∈ (0, ∞) and all λ ∈ C,
involving the classical Bessel functions of the first and second kind, as well as the corresponding modified Bessel functions; see [23, Chapter III] for the properties of these functions. This form of the solutions of the differential equation (5.1) suggests that this fourth-order equation
can be factorised and written as a product of the two second-order Bessel differential equations
This result holds good; it can be checked by hand, but use of the Maple program is recommended. Each of these second-order differential equations can be used in the study of the fourth-order differential equation; see ( 6. Bessel-type differential operators 6.1. Definition. In order to define a self-adjoint operator in a Hilbert function space that represents a solution of the polar biharmonic boundary value problem given in (1.4) and (1.6), we first introduce a self-adjoint operator generated by the Bessel-type differential equation (5.1) and its spectral parameter Λ.This operator is defined in the weighted Hilbert function space L 2 ((0, R); r), where R is the given radius of the disk D R as defined in Section 1, and the variable r ∈ [0, R] acts as the weight. Thus the space L 2 ((0, R); r) is the collection of all Lebesgue measurable functions f : (0, R) → C with norm and inner-product
In this account we follow the details given in the paper [5, Sections 4 to 10] for results and proofs, note that these results hold for the differential equation (5.2); nevertheless all these also hold for the case when γ = 0 and so apply to the equation (5.1).
We note that the differential equation (5.1), as considered on the interval (0, R], has a regular endpoint at R but a singular endpoint at 0 + . To define the required differential operator in this space we first define the differential expression N [·], see (5.1), with domain D(N ) as follows:
and then for all f ∈ D(N )
it follows that
The maximal operator T 1 generated by the differential expression N in L 2 ((0, R); r) is defined by
Lemma 6.1. From the Green's formula (6.4) it follows that at the singular endpoint 0 + the symplectic form (6.5) has a finite limit
From [5, Section 8] we note that all the elements f of D(T 1 ) satisfy, notwithstanding the singularity for N at the singular endpoint 0 + , 
The operators T 0 and T 1 have the adjoint properties, see [18, Chapter V, Section 17], (6.14)
The operator T 0 is closed and symmetric; the operator T 1 is closed in the Hilbert space L 2 ((0, R); r). If T is a self-adjoint operator generated by N [·] in this space then
With this information to hand we can define self-adjoint operators T in L 2 ((0, R); r) which are restrictions of the maximal operator T 1 . These operators are determined by placing boundary conditions on the elements of D(T 1 ), according to the general theory developed in the texts [18 ] to see that we require three independent symmetric boundary conditions to determine any self-adjoint restriction T of the maximal operator T 1 . Here in this paper we take the case of separated conditions with one condition at the singular endpoint 0 + , and two independent conditions at the regular endpoint R.
These boundary conditions are determined by a set of three elements {ϕ 0 , ϕ 1 , ϕ 2 ) taken from the maximal domain D(T 1 ), where ϕ 0 has non-null local support at 0 + , and ϕ 1 , ϕ 2 have linearly independent local support at R − ; together they satisfy the symmetric conditions
The self-adjoint operator T is then determined by
To determine the particular self-adjoint operators required for the biharmonic boundary value problem we choose the boundary conditions as follows:
(1) For the singular endpoint 0 + we impose either the Friedrichs boundary condition (here we invoke the result in [14] and the application thereof as in [5, Section 15] to justify the use of the term Friedrichs) to determine the self-adjoint operator T F ; or the Comparison boundary condition to determine the self-adjoint operator T C .
(i) For the Friedrichs boundary condition to give T F we define (6.19) ϕ 0,F (r) := r 2 16 in some neighbourhood of 0 + , which gives from (6.11) the required condition on elements of D(T 1 )
(ii) For the Comparison boundary condition to give T C we define (6.21) ϕ 0,C (r) := − 1 8 in some neighbourhood of 0 + , which gives, again from (6.11), the required condition on elements of D(T 1 )
(2) At the regular endpoint R, for both the Friedrichs and the Comparison operators, the boundary conditions are determined by taking ϕ 1 , ϕ 2 as real solutions of the differential equation N [ϕ] = 0 with initial conditions at R (6.23)
to give two independent boundary conditions, satisfying the symmetry condition
This choice then gives the required conditions on the elements of D(T 1 )
Taken together these conditions give the explicit form of the boundary conditions, see (6.11) and (6.18), 
Proof. See [5, Section 4, (4.7) and (4.9)]. 6.2. Properties. We now consider the spectral properties of the operators T F and T C in the complex plane C, with complex parameter Λ.
We state the properties of the Friedrichs differential operator T F in the following theorem; the results for the operator T C are similar. R) ; r), be defined by (6.17) with boundary conditions (6.18) (equivalently by the boundary conditions in explicit form (6.26)); then:
, is real, bounded below and has a positive lower bound in this space.
(2) T F has an empty essential spectrum and a discrete spectrum of eigenvalues {Λ F n : n ∈ N 0 } with (allowing for multiplicity) 
Proof.
(1) For the self-adjoint property see Section 6.1 above; from the Dirichlet identity (6.28) we obtain
(2) The proof of this result follows from the analysis in the paper [5] ; see the definition of the operator T L in [5, Section 13, (13.5)], and then the subsequent proof [5, Section 13, (13.9)] that the essential spectrum of the operator T L is empty. These methods apply to the operator T F to give the essential spectrum is empty; the general theory of linear operators in Hilbert space given in [18, Chapter IV, Section 12.5] then implies that the spectrum of T is discrete and consists only of separated eigenvalues; the countable number of the set of eigenvalues follows from the dimension of the Hilbert space L 2 ((0, R); r). The spectrum of T F , as a differential operator, is unbounded above.
The order of the differential expression N [·] implies the spectral multiplicity of any eigenvalue cannot exceed 4; see below when the identification of the eigenvectors {ψ 
Connections
In this section we bring together the results from the Bessel-type differential equation as given in Section 5, and the results from the Bessel-type differential operator in Section 6.
We state this theorem for the Friedrichs operator T F ; there is a similar theorem for the Comparison operator T C . Theorem 7.1.
(1) The eigenvectors {ψ (Note that we refer to both the sets {Λ n : n ∈ N 0 } and {λ n : n ∈ N 0 } as eigenvalues associated with the operator and differential boundary value problems.) (3) The eigenfunctions {ψ F n : n ∈ N 0 }, as solutions of (7.1), are dependent only upon the two Bessel solutions {J 2 (λ 
(5) The multiplicity of any eigenvalue Λ F n of the operator T F does not exceed the number 2.
(1) This result follows from the definition of the self-adjoint operator T F given by (6.7), and the form of the boundary conditions (6.26).
(2) It is also clear from the definition (6.18) of T F and the differential equation (7.1) that we can identify the eigenvalues Λ F n with λ F n , for all n ∈ N 0 ; see again (7.3). (3) For any n ∈ N 0 the eigenvalue λ F n of the operator T F gives the corresponding eigenvector ψ F n as an eigenfunction of the differential equation (7.1), and so can be represented as linearly dependent upon the basis of solutions {J 2 (λr), I 2 (λr), Y 2 (λr), K 2 (λr)}. If ψ F n is to satisfy the singular Frobenius boundary condition (6.20) at the origin, i.e. ψ F n (0 + ) = 0, then it is clear from the properties of the Bessel functions Y 2 (λr) and K 2 (λr) that these two solutions, nor any linear combination of them, cannot be involved in this representation. Thus we can write
, where α n , β n are numbers, not both zero, dependent upon the integer n ∈ N 0 . (4) Given the eigenvalue λ F n then with the representation (7.5) of ψ F n we seek the consequences from the property that ψ F n satisfies the two regular boundary conditions at the endpoint R, i.e.
Substituting from (7.5) into (7.6) we obtain the two linear equations to determine the pair {α n , β n }
This determination thus depends upon consideration of the matrix D n , as dependent upon the integer n ∈ N 0 , defined by
Since we are given the existence of the non-null pair {α n , β n } it follows that
this result gives the required property (7.4).
Conversely, given λ as a positive zero of the analytic function (7.4) then there exists a non-null pair {α, β} such that the solution ψ(r) = αJ 2 (λr) + βI 2 (λr) for all r ∈ (0, R] satisfies the boundary conditions
The boundary condition ψ(0 + ) = 0 is automatically satisfied from the properties of the solutions J 2 and I 2 at the singular endpoint 0 + . Thus ψ is an eigenfunction of the boundary value problem and so, in view of the completeness of the set {ψ F n : n ∈ N 0 } of eigenfunctions in the space L 2 ((0, R]; r), as in Theorem (6.1), the given λ must belong to the set of eigenvalues {λ F n : n ∈ N 0 }. (5) It is clear from the two equations (7.7) and (7.8) that the number of independent solutions to give the pair {α n , β n } to determine the geometric multiplicity of the eigenvalue λ F n , depends upon rank D n as follows:
Geometric multiplicity of λ n Rank of matrix D n 1 1 2 0
This establishes the geometric multiplicity result for Λ F n , and so for the differential operator T F .
We point out that the property (7.4) is also used in [4] and in [24] . It is evident that (7.4) also has a zero at the point 0 ∈ C; however when λ = 0 it may be seen that a solution base for (5.1) is {1, r 2 , r 4 , r −2 } and so 0 is not an eigenvalue for either of the self-adjoint operators T F and T C . 
for some non-null pair {α n , β n }. (ii) In the statement of the theorem part of item 4 is changed to:
The parameter λ is an eigenvalue from the set {λ We define the space L From these definitions it follows that F ∈ L 2 (D R ), and that Proof. Many of these properties of T A,B follow from the corresponding properties of the ordinary differential operator T in Section 6.
The Friedrichs case. We now define the Friedrichs operator in the space
(1) We have from the symmetry of T F in L 2 ((0, R); r) the Hermitian property of T A,B R) ; r); this establishes the symmetry of T A,B . (2) We have, on using (6.32) for the operator T F ,
Since both the symmetric operators T F and T A,B have a positive lower bound the point −1 belongs to the resolvent sets of both operators; since T F is self-adjoint the set
from the definition of T A,B it then follows that the set (6.30) ; from the definition of T A,B it follows that {Λ F n : n ∈ N 0 } are all eigenvalues of T A,B ; this implies that the eigenvalues {Λ : n ∈ N 0 } implies that there can be no additional points in the spectrum of T A,B other than the eigenvalues {Λ Remark 8.2. As in Section 6, see (1) above (6.19), we invoke the result in [14] and the application thereof as in [5, Section 15] , to justify the use of the term Friedrichs for the operator T A,B .
The Comparison case. We now define a Comparison operator in the space
is defined in (6.17) of Section 6.1, and then
The essential spectral properties of the operator S A,B are given in the following theorem:
Theorem 8.2. We have (1) S A,B is a symmetric operator in the Hilbert space L Proof. We omit details of this proof since it follows closely on the proof of Theorem 8.1 for the Friedrichs case. 
Biharmonic boundary value problem
We comment in this section on some aspects of the operator theoretic solution to the biharmonic boundary value problem as considered in Section 1. these Dirichlet boundary conditions translate to conditions on the radial component u given by, see (7.2),
These boundary conditions are given in GKN form in (6.25) involving the two independent local boundary condition functions ϕ 1 and ϕ 2 ; these functions satisfy the GKN symmetric condition
(ii) At the singular endpoint 0 + we require just one boundary condition; there is a continuum of symmetric boundary conditions but the significant conditions are named after Friedrichs and Comparison.
(a) For the Friedrichs case at the singular endpoint 0 + we choose the GKN function to be ϕ 0 , determined locally by ϕ 0 (r) = r 
These results hold if the parameter Λ ∈ {Λ F n : n ∈ N 0 } where the numbers (9.13) Remark 9.1. It is of interest to note that in terms of applications to the physical properties of a thin circular disk, the boundary conditions (9.8) and (9.9) imply that the disk D R is clamped on the edge ∂D R . Additionally, in this the Friedrichs case, the boundary condition (9.11), together with the induced property (9.12), which is not a boundary condition, imply that the disk is also clamped at its centre 0.
(b) In the Comparison case there are entirely similar results with T A,B replaced by S A,B , but in this case the boundary condition (9.11) is replaced by
and the induced property (9.12) still holds.
Remark 9.2. The interest of these results is that it shows that these solutions of the type (9.14) of the biharmonic partial differential equation have classical fourth-order partial derivatives; further that all the partial derivatives used in the differential equation are all classical derivatives; that is no weak derivatives are required in this particular study of this Dirichlet boundary value problem.
Numerical results
We present the first five eigenvalues for the Friedrichs and Comparison extension in the unit disc (R = 1) using (7.4) and (7.12), respectively.
In order to construct these eigenvalues, i.e. to find the positive zeros of (7.4) and (7.12), we employed the Matlab routine fzero and this routine is based on an algorithm presented in [2] . The obtained values for the eigenvalues are rounded-off to three decimals and are presented in Table 1 .
We point out that for the Friedrichs case, these eigenvalues correspond to λ In both cases equation (1.4) can be used to construct the free vibrations of a linear elastic, homogeneous and isotropic plate which has a uniform thickness small in comparison with its other dimensions. Assuming time-harmonic dependence in the free motion, v in (1.4) is (apart from some physical constants) the transverse displacement of the plate, see for example [1, Sect. 11] .
In the context of plate theory the term "clamped" is understood to mean that the plate is not allowed to move and not to bend at specific points. Thus the boundary conditions in Section 9.1 (i) ensures that the (circular) plate is clamped at its outer boundary. In the Friedrichs case, according to Remark 9.1, the physical consequence is that the plate is clamped also at the origin. Classically, the vibrating modes have been calculated for plates clamped only at its outer boundary, see [4, Ch. 5 Sect 6] and [1, Table 11 .1]. However, some of these modes will satisfy the condition of Section 9.3 (ii)(a) at the origin and therefore these eigenvalues will be the same in the classical and the Friedrichs case, see further [3] where 3-D plots are presented for the classical clamped eigenmodes.
For the comparison case a different condition, see Section 9.1 (ii)(b), is imposed at the origin but since we were unable to locate these eigenvalues in the literature, none of the classical clamped vibration modes appear to satisfy this condition. Thus, the comparison case models another physical situation which seems not to have been previously studied. For more information on the applications (in for example fluid dynamics and plate theory) and history of the biharmonic operator, we refer to [17] .
In Figure 1a) and Figure 1b) , we plot the functions (7.4) and (7.12), respectively, divided by the factor e λ (we divide by this factor to ease the large oscillations present which occur due to the growth of the Bessel function I 2 ). In these figures the first 20 zeros of the Friedrichs and Comparison extension, respectively, are presented. This and (7.11) seem to indicate that the corresponding eigenvalues all are simple. Note that both the expressions (7.4) and (7.12) are equal to zero when λ = 0. However, as is seen from (6.30) in Theorem 6.1, λ = 0 is not eigenvalue for the Friedrichs extension, and also not an eigenvalue for the Comparison case.
We also point out that from the numerical simulations it is reasonable to conjecture that both for the Friedrichs and the Comparison extension, the n-th eigenfunction has n zeros in the open interval (0, 1). 
Other domains
In this paper we consider the polar Dirichlet problem for the quasi-separated biharmonic partial differential equation, on the disk D R := {(r, θ) : r ∈ (0, R] and θ ∈ [0, 2π]}.
Other possible domains for which the quasi-separation method yields results are: The Dirichlet problem for the radial biharmonic differential equation (5.1), requires the following boundary conditions applied to the elements of the domain of the corresponding maximal operator T 1 in the space L 2 ((ρ, R); r) see (6.6) and (6.7), u(ρ) = u ′ (ρ) = 0 and u(R) = u ′ (R) = 0.
In this case there is a unique self-adjoint T R ρ generated by these boundary conditions in the radial Hilbert function space L 2 ((ρ, R); r), which leads to a unique self-adjoint operator T A,B in the space L Following the analysis in [5, Section 13] there is no requirement for a GKN boundary condition at the singular end-point +∞.
In this case there is a unique self-adjoint operator T R generated by these boundary conditions in the radial Hilbert function space L 2 ((R, ∞); r), which leads to a unique self-adjoint operator T A,B in the space L For this domain we mention the Friedrichs self-adjoint operator for which we require only one boundary condition at the origin of R 2 , viz the condition
The resulting operator has no eigenvalues and a continuous spectrum on the half-line [0.∞) in C.
