Introduction
A collection of arithmetic progressions (henceforth AP's) is said to cover the integers if each integer belongs to at least one of the AP's in the collection. Erd/Ss [3] has described problems concerned with such coverings as among the most interesting he has ever invented. The two most important unsolved problems in this area are the following:
I. Is there a collection of AP's, with moduli distinct and odd, that covers the integers? Here and elsewhere we will call the common difference of an AP its modulus.
Ho Is it true that for any number N there exists a collection of AP's with moduli distinct and greater than N which covers the integers?
The reader is referred to [4] for a useful and interesting discussion of these problems. In this paper we will consider some similar questions that we can ask about exact covering systems which we define as follows: Definition 1.1. An exact covering system (henceforth ECS) is a collection of AP's such that each integer belongs to exactly one of the AP's.
Definition 1.2. An ECS in which each modulus occurs at most M times is called an ECS(M).
For a given M we may ask questions analogous to I and II above, but applied to ECS(M)'s rather than ordinary covering systems. It isthe purpose of this paper to provide partial answers to these questions. In Section 4 we provide upper and lower bounds on the prime divisors of the moduli of an ECS(M), and an upper bound on the least modulus occurring in an ECS(M).
Section 3 of the paper will be devoted to the proof of our central result, which is as follows. 
This is a generalisation of a result due to Burshtein [1, 2] who studied a special type of ECS called a naturally exact covering system. This is an ECS which can be mapped onto a rooted tree in a way invented by Znam [6] . Many of the ideas in my argument, particularly in Section 4, stem from Burshtein.
In Section 2 we introduce some notation and prove some lemmas needed for Section 3.
Some lemmas
We will write (a, d) for the arithmetic progression consisting of all integers congruent to a modulo d. We introduced the term 'coveting' earlier applied to a collection of AP's covering the integers. Similarly we say that a collection of AP's covers (a, d) if each element of (a, d) belongs to one of the AP's in the collection.
We now gather some elementary results about intersections of AP's. 
via (a, p ~-1).
We can now proceed to the three main lemmas needed in Section 3. 
This bound is best possible and therefore positive.
Proof. We write N(il, i2,..., is) for the number of residue classes modP covered by the intersection of ( ail, dil), • • • , ( ai,, dis). By inclusion-exclusion the number of residue classes covered by A is
We note that if d divides P then the number of residue classes modulo P covered by an AP with modulus d is (2) above we see that the number of residue classes modulo P covered by A equals
where the product is over all pairs ij, ik from i~, i2, i3 and each e equals 0 or 1.
We claim that this expression is minimised when each e equals 1.
To show this we consider the sum of all those terms in (4) which contain a factor e(1, 2). This is
The expression in the brackets is the number of residue classes modulo P which are covered by the intersection of (al, dl) and (a2, d2) and are not covered by any other AP in A. This is clearly non-negative and so the expression in (5) is non-positive. Thus changing the value of e(1, 2) from 0 to 1 can only decrease the value of expression (4). The same argument applies to any e(i, j) so (4) attains its minimum as a function of the e(i, j)'s when each e(i, ]) is set equal to 1. In this case (4) reduces to (1) as required.
Finally we note that it is possible to have each pair of AP's in A intersecting, for instance when all the aj's are equal. In this case (4) coincides with (1) and so (1) 
Proof. (a) It follows from the Chinese Remainder Theorem that if (a, (d, D)) intersects an AP(A, D), then so does (a, d). Hence if (a, (d, D)) intersects an AP(A, D) not belonging to S, then so does (a, d). Thus if (a, (d, D)) is not covered by S, then neither is (a, d). (b) If (a, d) is maximal then by part (a) d=(D, d). So D divides d as required. []

The main theorem
We now use the collection of lemmas obtained in the last section to prove our central result. 
and each modulus appearing in B occurs at most M times. We note that each residue class mod D is either covered by an AP in B and so covered by B or else is disjoint from all AP's in B. Let
S = { (A, D): (A, D) is disjoint from B }.
and note that this is nonempty since C is nonempty and A* is exact. 
We now let 9 = {dz, d2, •.
•, d,} be the set of distinct moduli of maximal AP's covered by S. 9 is clearly nonempty. At this point we outline the ideas of the proof. We will use the set 9 to obtain a lower bound on the number of residue classes modulo ptD that are covered by S. These must be covered by AP's in C, and such AP's have moduli satisfying (8), and (9) and other conditions stated in the first paragraph of this proof. We will introduce a number P which is a large multiple of D and use these conditions to obtain an upper bound on the number of residue classes mod ptP that are covered by C, this bound also being given in terms of the set 9. Each residue class modulo D is the disjoint union of ptP/D residue classes modp,P so the two bounds may be compared. Our contradiction will be obtained when we show that the lower bound exceeds the upper bound.
We now obtain our lower bound. By the definition of 9 there exists a collection of AP's IsI >I
It follows that the number of residue classes modptD not covered by B is at
and these must be covered by AP's in C. We now turn our attention to these AP's, recalling that each has modulus divisible by Pt but not by p2 and each is covered by S. By (8) above, the definition of C and our observation (7) that Pt does not divide D (so that p, does not divide
where the prime factors of A come from the set {Pl, P2, 
On multiplying this expression by M we obtain the required upper bound. That is, the number of residue classes mod p,P covered by C is at most
We now make our final requirement on the size of N. By hypothesis, inequality (6) is not satisfied so
for some 6 > 0. Now define a positive number e by: 
{1
)
The left hand side is approaching the limit from below so we may choose N sufficiently large so that 
< PtP{~ 1
This is an upper bound on the number of residue classes modptP that can be covered by AP's in C. Expression (10) gave a lower bound on the number of residue classes mod ptD that had to be covered by AP's in C. Since each residue class modptD corresponds to P/D residue classes modptP the number of residue classes mod p,P that must be covered by C is at least [a,, 4] Comparing (17) and (18) we see that the number of residue classes modptP that can be covered by C is less than the number that need to be covered. Thus it is not possible to form an ECS(M) not satisfying (6) and we are done. []
