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, $Pr\{X\leq t\}=F_{f}(t)$ . $\lambda_{f}(>0)$ . ,
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. , $T$ , $F_{r}(t)$ , to $(>0)$
. $T$ , ,





$T$ (periodic rejuvenation) , ;Fr(t)





$\mu 0+\mu_{a}F_{f}(t_{0})+\mu_{c}\overline{F}$ $t_{0})+ \int_{0}^{t_{0}}\overline{F}_{f}(t)dt$
. , $\overline{F}_{f}(\cdot)=1-F_{f}(\cdot)$ .
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, . ,






$F_{f}^{-1}(p)= \inf\{t_{0};F_{f}(t_{0})\geq p\}$ , $0\leq p\leq 1$ (4)
. , $F_{f}(t)$ s IFR (DFR)
, $\phi(p)$ $P\in[0,1]$ ( ) . (2)
$F_{f}(t)$ , $[6,7]$ .
1 $A(t_{0})$ ,
$p^{*}(0\leq P^{*}\leq 1)$ .
$\max\underline{\phi(p)+\alpha}$ . (5)
$0\leq p\leq 1$ $p+\eta$
,
$\alpha$ $=$ $\mu_{0}/\lambda_{f}$ , (6)
$\eta$ $=$ $\mu_{c}/(\mu_{a}-\mu_{c})$ . (7)
1 , $F_{f}(t)$ , $t_{0}^{*}=F_{f}^{-1}(p^{*})$
. , $p^{*}(0\leq p^{*}\leq 1)$ 2 $(-\eta, -\alpha)\in(-\infty, 0)x(-\infty, 0)$










$x_{1},$ $x_{2},$ $\cdots$ , $x_{n}$ $f_{f}$ . ,
(kernel density estimator) [14-17].
$\hat{f}_{f_{n.k}}(y)=\frac{1}{nh}\sum_{:=1}^{n}K(\frac{y-x_{i}}{h})$ . (8)
, $h(>0)$ . $K(\cdot)$ (kernel function) ,
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Rectangular $\frac{1}{2}$ for $|t|<1,0$ otherwise
Gaussian $\frac{1}{\sqrt{2\pi}}e^{-(1/2)t^{2}}$
biangular $1-|t|$ for $|t|<1,0$ otherwise
Biweight $\frac{15}{16}(1-t^{2})^{2}$ for $|t|<1,0$ otherwise
Epanechnikov 2 (l–g$t^{2}$ ) $/\sqrt{5}$ for $|t|<\sqrt{5},0$ otherwise
1 , $K(\cdot)$ . ,
,





(mean integrated squares error), MISE
$h$ . MISE .
MISE$( \tilde{f}_{f})=E\int_{-\infty}^{\infty}\{\tilde{f}_{f}(x)-f_{f}(x)\}^{2}dx$ . (10)
$\tilde{f}_{f}$




(11) $h_{idea1}$ , .
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$\int_{-\infty}^{\infty}f_{f}’’(x)^{2}dx=\sigma^{-5}\int_{-\infty}^{\infty}\phi’’(x)^{2}dx=\frac{3}{8}\phi^{-1/2}\sigma^{-5}$ (13)




$h_{ideal}$ $=$ $(4 \pi)^{-1/10}\frac{3}{8}\pi^{-1/2}\sigma n^{-1/5}$









, $i$ $(=1, \cdots, n)$ $f_{f_{n.p}}(x_{i})>0$ ,
$f_{f_{n,p}}(t)$ . , $f_{f_{n.p}}(x_{i})$ $g$
log $g=n^{-1} \sum_{i=1}^{n}\log f_{f_{n,k}}(x_{i})$ (16)
, $i$ $x_{t}$ $\delta_{t}$
$\delta_{i}=\{f_{f_{n,p}}(x:)/g\}^{-\beta}$ (17)
. $\delta_{:}$ .
$f_{f_{n,a}}(y)= \frac{1}{n}\sum_{1=1}^{n}\frac{1}{h\delta_{1}}K(\frac{y-x_{1}}{h\delta_{i}})$ . (18)
, $\beta(0\leq\beta\leq 1)$ , 0.5 [17]. (18)
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$\hat{F}_{f}^{-1}(p)=\inf\{t_{0};\hat{F}_{f}(t_{0})\geq p\}$ , $0\leq p\leq 1$ (20)
6
. $(p, \phi_{AKD}(p))$ $(p, \phi(p))$ , 1
, .
2 $n(>0)$ $x_{1},$ $x_{2},$ $\cdots,$ $x_{n}$ .
$A(t_{0})$ $\hat{t}_{0}^{*}$
$p^{*}(0\leq p^{*}\leq 1)$ .
$0^{\max_{\leq p\leq 1}\frac{\phi_{AKD}(p)+\hat{\alpha}_{n}}{p+\eta}}$ (21)
,
$\hat{\alpha}_{\mathfrak{n}}$ $=$ $\mu_{0}/\hat{\lambda}_{fn}$ , (22)
$\eta$ $=$ $\mu_{c}/(\mu_{a}+\mu_{c})$ (23)
.
2 , $F_{f}(t)$ ,
$\hat{t}_{0}^{*}=\hat{F}_{f}^{-1}(p^{*})$ . . 2
1 .
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. , $\gamma=20$ , $\theta=160.0$ . ,
$\mu_{0}=24.0(h),$ $\mu_{a}=1.0(h),$ $\mu_{c}=0.25(h)$ .
$t_{0}^{*}=72.3(h),$ $A(t_{0}^{*})=0.995626$ .
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