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A supersource is a vertex of a directed graph that has outgoing arcs to all other 
vertices and no incoming arcs; except possibly from itself. Obviously, a graph can 
have at most one supersource. For Exercise 51 we have to write a program that 
determines whether a given graph has a supersource and that, in the positive case, 
identifies it. Amazingly, this exercise allows an O(N) program, although the graph 
is represented by an incidence matrix of N2 elements. I heard this problem from 
Adam Bojaficzyk, who picked it up at a lecture Witold Lipski gave in 1975 at the 
University of Warsaw. 
The other exercise addresses the concept of series-parallel graphs, or SP graphs 
for short. An SP graph is a connected undirected graph of which two distinct vertices, 
called its terminals, are marked as being special, and which is constructed according 
to the following three rules: 
(i) Base. Each graph that consists of just two terminals connected by an edge is 
an SP graph. 
(ii) Serial composition. Two SP graphs with disjoint vertex sets may be combined 
into one new SP graph by identifying (i.e., by making identical) two terminals, viz. 
one from each graph. The two terminals not identified become the terminals of the 
new SP graph. Notice that, as two vertices are identified, the number of vertices of 
the new graph is one smaller than the total number of vertices in the original graphs. 
(iii) Parallel composition. Two SP graphs with disjoint vertex sets may be combined 
into one new SP graph by identifying each terminal with exactly one terminal from 
the other graph. The two resulting vertices are the terminals of the new SP graph. 
Here the total number of vertices is decreased by two. 
Both compositions leave the number of edges invariant, but parallel composition 
may introduce multiple edges. Loops (edges connecting vertices to themselves) are 
not introduced by the rules above. The complete graph of four vertices is an example 
of a graph that is not series-parallel, no matter which two vertices are chosen as 
terminals. 
The problem in Exercise 52 is to determine whether a given graph, represented 
by an incidence matrix, is series-parallel. It may be solved by an O(N*) program, 
where N is the number of vertices. 
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Exercise 51: Supersource 
A directed graph is represented by boolean array E: the graph has an arc from 
vertex i to vertex j whenever E( i, j) holds. It is requested to find a statement list S 
such that 
I[N: int; {Ns 1) 
E(i,j:O<i<NhOsj<N):arrayofbool; 
[[b: bool; c: int; 
&Ii: 0s i< N: SS(i))=%S(c) 
A b = SS( c)} 
II 
II 
where, for 0 s i < N, SS( i) expresses that vertex i is a supersource: 
Exercise 52: Series-parallel graphs 
Graph G is represented by integer array E: vertices i and j are connected by 
E (i, j) edges. We have to solve S in 
I[N,T,U:~~~;{O~T<NAO~U<NAT#U} 
E(i, j: 0~ i< N AOsj< N): array of int; 
{(Ai: OCi< N: E(i, i)=O 
h(Aj:O<j<N:O<E(i,j)=E(j,i)))} 
l[b: bool; 
S 
{b = (graph G with terminals T and U is series-parallel)} 
II 
II 
Solution of Exercise 49 (magic patterns) 
For n 2 1 and k 5 0 a configuration of the n - k-puzzle is an n-tuple with elements 
in the range -k . . . k such that their sum equals zero. Configurations are considered 
equivalent when they can be obtained from each other by 
(a) rotation of the tuple over one or more positions, 
(b) reversal of the tuple, 
(c) sign reversal of all elements, or 
(d) combinations of (a), (b), and (c). 
Small programming exercises 169 
Equivalence classes are called patterns. The problem is to solve S in 
/[FK: int;{N31~KZO} 
r: int; 
s 
{r = (the number of patterns of the N - K-puzzle)} 
II 
II 
The number of patterns can be determined by considering all N-tuples over 
-K . . . K and counting only those that have sum zero and that are lexicographic 
maxima of their equivalence class. Each equivalence class has at most 4N members, 
a small number compared to the number of N-tuples over -K.. . K, which equals 
(3K + l)N. We obtain a more efficient program by generating just the zero-sum 
N-tuples. Since each such tuple has at least one nonnegative element, it is equivalent 
with an N-tuple that starts with a nonnegative element. The latter N-tuples are 
lexicographically larger than those starting with negative elements. Hence, we need 
only consider N-tuples with nonnegative first elements. The lexicographically 
smallest such tuple is the all-zero N-tuple. 
Let T be the set of all zero-sum N-tuples over -K.. . K with nonnegative first 
elements. Since it includes the all-zero tuple, T is nonempty. Let max( T) denote 
the (lexicographically) largest element of T. For t # max( T) we let suc( t) denote 
the smallest element of T that is larger than t. The structure of the program we 
propose is 
t := all-zero N-tuple; r := 1 
;dor#max(T) 
+ t := suc( t) 
; if t is the maximum of its class + r := r + 1 
II otherwise + skip 
fi 
od 
Three problems remain: 
(i) checking whether t = max( T), 
(ii) setting t to sue(t), 
(iii) checking whether t is the maximum of its class. 
We shall tackle them in this order. 
With respect to (i), we observe for t E T that r = max( T) if and only if the first 
Ndiv 2 elements of t are all equal to K. (Notice that this also holds for K = 0 or 
N = 1) Pattern t is recorded in an integer array t(i: OS i< N). We introduce a 
variable m and maintain invariant J? 
P: m=(MAXi:OSiSN:(Aj:OSj<i: t(j)=K)) 
Then t = max( T) is equivalent to m 2 Ndiv 2. (m > Ndiv 2 occurs only if K = 0) 
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For problem (ii) we first determine the right-most element oft that can be increased 
and that has an element that can be decreased to the right of it: 
j:=N-l;dot(i)=-K+j:=i-lad 
{t(i) can be decreased) 
; t: (i)= t(i)-1 
: j:=j-l;dut(j)=K~i:=i-lad 
{t(i) can be increased} 
; t: (i) = t(i)+ 1 
Next we determine the new tail t(j: i+ 1 <j< N), which is now of the form 
K*w(-K)“, where -K G w < K. We obtain the smallest tail with the same sum by 
reversing t(j: i + 1 sj < N): 
i,j:= i+l, N-l 
;doi<j+t:swap(i,j);i,j:=i+l,j-lad 
Also, invariant P must be re-established: 
if t(m)=K+m:=m+lO t(m)<K+skipfi 
Combining the above statements yields SO. 
so: I[i: int; i:=N-l;dot(i)=-K+i:=i-lod 
; t:(j)= t(j)-1 
;j:=j-l;dot(j)=K+j:=j-lad 
; t:(j) = t(j)+ 1 
; I[j: jnt; j,j:= j+ 1, N - 1 
;doi<j+t:swap(i,j);i,j:=i+l,j-lad 
II 
II 
;if t(m)=K+m:=m+llJt(m)<K+skipfi 
To solve problem (iii) we compare t with the (at most) 4N - 1 other members of 
its class: N - 1 tuples obtained from t by rotation, N tuples obtained by rotation 
and sign reversal, N tuples obtained by rotation and reversal, and N tuples obtained 
by rotation, reversal, and sign reversal. In order to express these four cases concisely, 
we define repetition G( a, b), where a E { -1, l} and b E (-1, l}, as follows. 
G(a, b): do h Z N A lg 
+I[i,j: int; i,j:=O, h 
;doifNAt(imodN)=a*t(jmodN) 
+i,j:=i+l,j+b 
od 
;g:=t(imodN)<a*t(jmodN) 
II 
; h:=h+l 
od 
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The program below then solves problem (iii). 
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Sl: I[h: int; g: bool; h, g:= 1,faZse; G(l, 1) 
; h := 0; G(-1, 1) 
; h := 0; G(l, -1) 
; h := 0; G(-1, -1) 
;iflg+r:=r-tlllg+skipfi 
II 
We thus arrive at the following solution of our exercise: 
S: [[m: int; t(i: 0s i< N): array of int; 
I[i:int;i:=O;doi#N+t:(i)=O;i:=i+lod 
;ifK=O+m:=NL3K3l+m:=Ofi 
; r:=l 
;dom<Ndiv2+SO;Slod 
II 
Solution of Exercise 50 (enclosed segments) 
The problem is to find a statement list S such that 
[[N: int; (N20) 
X( i: 0s i < N): array of int; 
I[ r: int; 
S 
{r=(Np,q:OsppqsN:ES(p,q))} 
II 
II 
where, for Ospsqs N, 
ES( p, q) = (Ni: 0 <i<p:X(i)=O)a(Ni:qsi<N:X(i)=l) 
Let, for Osmsns N, 
Q(m,n)=(Np,q:m~p~qsn:ES(p,q)) 
The postcondition is then 
R: r = Q(0, N) 
We introduce variables m and n and propose the following invariant: 
PO: O<m<n<N 
A r+ Q(m, n) = (80, N) 
Invariant PO may be initialized with r, m, n = 0, 0, N. 
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Since we wish to decrease n - m while m < n, we consider expressions Q( m + 1, n) 
and Q(m,n-1). Let m<n. 
Q(m+l, n) 
= 
(Np,q:m+lspsq<n:ES(p,q)) 
= 
Q(m,n)-(Nq:msqsn:ES(m,q)) 
We show that the right-hand term above equals zero if 
(Ni:Osi<m:X(i)=O)<(Ni:n<i<N:X(i)=l) 
If (1) holds and mcqcn, we have 
(Ni:Osi<m: X(i)=O) 
=c W(l)) 
(Ni: n s i < N: X(i) = 1) 
s {since q s n} 
(Ni: qsi<N: X(i)=l) 
and, hence, TES(m, q). We conclude 
Q(m,n)=Q(m+l,n) if(l). 
Conversely, 
Q(m,n-1) 
= 
(NP, 9: rncpsqsn-1: ES(p,q)) 
= 
Q(m,n)-(Np: mspsn: ES(p,n)) 
(1) 
We show that the right-hand side of this formula equals n + 1 - m if (1) does not 
hold. Then, for m s p c n, 
(Ni:Oci<p: X(i)=O) 
2 {since m G p} 
(Ni:O~i<m: X(i)=O) 
2 { (1) does not hold} 
(Ni: n G i < N: X(i) = 1) 
and, hence, ES( p, n). We conclude 
Q(m,n)=Q(m,n-l)+n+l-m ifl(1) 
In order to be able to check whether (1) holds, we introduce variables a and b 
and maintain as a second invariant 
Pl: a=(Ni:Osiim:X(i)=O) 
~b=(Ni:n~i<N:X(i)=l) 
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If PI holds, condition (1) is equivalent to a < b. Invariant Pl may be initialized 
with a, b = 0,O. 
The repetition ends with m = n. By PO A Pl we then have 
r+ O(m, m) = O(0, N) 
ha=(Ni:OSi<m:X(i)=O) 
Ab=(Ni:msi<N:X(i)=l) 
Compare the first conjunct above with postcondition R: they differ only in the term 
Q(m, m). For the vaiue of the latter we find 
Q(m, m) 
= 
(NP, q: m spsq=sm: ES(p,q)) 
= 
(Np, q: p = m A q = m: ES(m, m)) 
= 
(NP, q: P = mAq=m:aab) 
= 0 { 
1 ifaab 
ifa<b 
We thus arrive at the following solution. 
s: [[m, n, a, b: int; r, m, n, a, b:=O, 0, N, 0,O 
;dom#n 
+if a<b+if X(m)=O+a:=a+l 
0 X(m)#O*skip 
fi 
; m:=m+l 
0 az-b-*r,n:=r+n+l-m,n-1 
; if X(n)=l+b:=b+l 
0 X(n)+ l+skip 
fi 
fi 
od 
;ifa~b+r:=r+lOa<b+skipfi 
II 
The execution time of this program is linear in N. 
