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Abstract
In this paper, we present new approaches to handling drift and shift in on-line data
streams with the help of evolving fuzzy systems (EFS), which are characterized
by the fact that their structure (rule base and parameters) is not fixed and not
pre-determined, but is extracted from data streams on-line and in an incremental
manner. When dealing with so-called drifts and shifts in data streams, one needs to
take into account 1) automatic detection of drifts and shifts, and 2) automatic reac-
tion to the drifts and shifts. This is important to avoid interruptions in the learning
process and downtrends in predictive accuracy. To address the first problem, we
propose an approach based on the concept fuzzy rule age. The second problem is
addressed by including gradual forgetting of 1.) antecedent parts and 2.) consequent
parameters. The latter can be achieved by including a forgetting factor in the recur-
sive local learning process of the parameters, whose value is automatically extracted
based on the intensity of the shift/drift. For addressing the former problem, we intro-
duce two alternative methods: one is based on the evolving density-based clustering
(eClustering) used to form the antecedents in the eTS approach; the other is based
on the automatic adaptation of the learning rate of the evolving vector quantization
(eVQ) method used to form the antecedent in the FLEXFIS approach. The paper
concludes with an empirical evaluation of the impact of the proposed approaches in
(on-line) real-world data sets in which drifts and shifts occur.
Key words: drifts and shifts in data streams, evolving fuzzy systems, eTS,
FLEXFIS, detection and reaction to drifts and shifts, age of a cluster/fuzzy rule,
gradual forgetting
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1 Introduction
1.1 Motivation and State of the Art
Nowadays, data-driven fuzzy systems have become popular in many indus-
trial applications, as in contrast to expert-based fuzzy systems, they can be
generated automatically from process data such as measurements, images, and
signal streams. Furthermore, they are proven universal approximators [46] (i.e.
they can model a given problem to any degree of accuracy — theoretically, at
least) that allow some insights in the form of linguistically [15] and visually
[38] [16] interpretable rules.
During the last decade, the field of ’evolving fuzzy systems’ (EFS) has emerged
as an important topic in fuzzy systems research 1 , as they are capable of in-
cluding new information on demand and on-the-fly into models without neces-
sarily using prior knowledge. EFS learn permanently from their environment,
hence they may even be considered as a step towards true computational in-
telligence [6]. Furthermore, they are applicable in fast on-line identification
[5] and modeling processes, and can be used with huge data bases which can-
not be loaded into the virtual memory all at once [31]. Often, off-line data
available in advance is simply not sufficient to build reliable models with high
predictive quality; this may also necessitate the application of EFS as in [37].
Various EFS approaches have been established during the last years. One of
the most popular and pioneering approach among them is the eTS family,
which comes with a regression [4] [5] and a classification variant [2] exploiting
various fuzzy model architectures [8]. These were further advanced in [1] [9]
[3]. Another approach inspired by the evolving vector quantization (eVQ) for
evolution and adaptation of clusters [32] is the so-called FLEXFIS family [34],
in particular FLEXFIS for regression [33] and for classification [35] (referred to
FLEXFIS-Class). The range of other alternative approaches includes ePL [28]
(evolving participatory learning, deduced from Yager’s participatory learning
paradigm [49]), SAFIS [22] (a sequential learning algorithm), and evolving
fuzzy neural networks such as SOFNN [27] or GDFNN [48].
All these methods have in common that they are life-long learning approaches,
which means that they incorporate all data samples into the fuzzy models with
equal weights and in the same order as they are coming in during the on-line
process. Hence, older and newer information are treated equally, and fuzzy
1 Regular International Conferences take place, e.g. IEEE Symposia such as
EFS’06, Ambleside, UK; GEFS’08, Witten-Bommerholz, Germany; ESDIS-2009,
Nashville, TN, USA, and numerous special sessions, tutorials and other activities
that are dedicated to this emerging topic
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models assign equal importance to all the samples seen so far. On-line model
identification is advantageous, especially when convergence to an optimality
criterion or stable state of the model structure can be achieved [34]. However,
this only holds for data streams which are generated from the same under-
lying data distribution and do not show any drift or shift behavior to other
parts of the input/output space [44]. Drift (respectively shift) indicates the
necessity of (gradual) out-dating of previously learned relationships (in terms
of structure and parameters) during the incremental learning process as they
are not valid any longer and should hence be eliminated from the model (for
instance, consider completely new types of images in a surface inspection sys-
tem). An alternative to gradual out-dating is the concept of re-learning, which
can be either done based on all samples seen so far, providing lower weights
for older samples in the learning process, or based on the latest data blocks
only. The first variant slows down the learning process significantly over time,
such that on-line real-time demands are hardly met. The second variant has
the problem that older data is usually completely forgotten when extracting
the models based on the new data blocks from scratch, causing a crisp switch
between two models (from the old to the new). With gradual forgetting, a
smooth transition from an old model to a new one can be achieved instead
of an abrupt switch. Drift handling (in connection with gradual forgetting)
was already applied in other machine learning techniques, e.g. in connection
with Support Vector Machines (SVMs) [25] [26], ensemble classifiers [39], and
instance-based (lazy) learning approaches [14] [18]. However, to the best of our
knowledge, this concept has not yet been applied to fuzzy systems (neither
the concept of re-learning).
1.2 Our Approach
In this paper, we propose approaches to handling drifts and shifts using the
example of EFS, incorporating eTS and FLEXFIS. However, parts of the con-
cept, especially the detection of and reaction to drifts in the consequent parts
of the rules, can be applied to a wider range of approaches. A more detailed
description of drifts/shifts and specific data examples is given in Section 2. To
develop an automatic approach, we investigated the following two issues:
(1) Detecting a drift/shift (Section 3): This includes the tracking of changes in
the age of fuzzy rules during the on-line learning process. utility function
[10] of fuzzy rules.
(2) Reacting to a drift/shift once it is detected (Section 4): 1.) in the an-
tecedent parts of the rules, this is accomplished in eClustering (as applied
in eTS) and in eVQ (as applied in FLEXFIS); and 2.) in the consequent
parts of Takagi-Sugeno fuzzy systems (Section 4.2); this method is appli-
cable to any approach exploiting TS fuzzy model architecture.
3
Fig. 1. Work-flow of using evolving fuzzy systems in connection with drift/shift
handling techniques as proposed in this paper and marked in bold font
Figure 1 demonstrated an overview of the work-flow in an on-line modelling
scenario, using evolving fuzzy systems connected with drift detection and re-
action techniques as proposed in the subsequent section. The concepts marked
with text in bold font are novel ones treated in this paper.
The paper concludes with an empirical evaluation of the impact of the pro-
posed approaches on the predictive accuracy of the evolving fuzzy models when
used with (on-line) real-world data sets in which drifts and shifts occur (Sec-
tion 5). This includes 1.) on-line data from rolling mills, where the resistance
value was to be predicted with high accuracy for each measurement and where
different stitches may cause (slightly) different data distributions, indicating
drifts; 2.) on-line data from surface inspection systems for CD imprints (vari-
ous CD orders may indicate drift/shift in the data) and egg production, and
3.) and on-line data for modelling of the product composition in a distillation
tower. Note that no benchmark data from the Internet or well-known data
bases could be used for empirical evaluation, as these are usually all smooth,
i.e. containing no drifts.
2 Problem Statement
In machine learning literature, they distinguish between different types of
’concept change’ of the underlying distribution of (on-line) data streams: a)
drifts, and b) shifts, see [44]. Drift refers to a gradual evolution of the concept
over time. The concept drift concerns the way the data distribution slides
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Fig. 2. A drift in an evolving cluster (used for learning the antecedent parts of EFS):
Circles represent the underlying data distribution before the drift, squares represent
the underlying data distribution after the drift; the big circles represent the cluster
center of the original data (black), the center wrongly updated by a conventional
learning algorithm (middle-grey) and the correct center of the new data distribution
(light-grey)
smoothly through the data/feature space from one region to another. For
instance, one may consider a data cluster moving from one position to another.
This concept is closely related to the time-space representation of the data
streams. While the concept of (data) density is represented in the data space
domain, drift and shift are concepts in the joint data-time space domain. In
machine learning literature they also recognize so called ’virtual concept drift’
which represents a change in the distribution of the underlying data generating
process instead of the change of the data concept itself [47]. Trends in time
series data denote a specific form of drifts, where for instance periodic patterns
(such as sinusoidal-type wave-forms) are drifting (slightly) away from the x-
axis. In the joint feature space, this may cause drifting regions or clusters
as visualized in Figure 2 (an artificial example, in fact). There, the original
data distribution (in a 2-D data space) is marked by circular samples, which
changes over time into a data distribution marked by rectangular samples. If a
conventional clustering process would be applied that weights all new incoming
samples equally, the cluster center would end up exactly in the middle of the
combined data cloud, averaging old and new data.
To address the drift problem (or trends) in data streams, a mechanism is to be
triggered once such a drift is detected. This may involve an incremental learn-
ing mechanism that assigns higher weights to new than to old data. This is
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Fig. 3. Example of a shift in the output variable; compare the dots (original data
distribution) with the crosses (data distribution after the shift) on the right-hand
side of the graph
accomplished by applying a gradual forgetting process in order to guarantee a
smooth transition from the old state (before the drift) to the new one (after the
drift) and is described in Sections 4.1.1 and 4.1.2. The shift concept refers to
an abrupt change in the underlying concept to be learned. A shift in the input
space opens up a data cloud in an unexplored region and usually causes a new
rule to be evolved by the evolving clustering algorithm. Such an occurrence
can be caused by seasonality in data-streams, i.e. changing patterns occurring
on different levels of one or more input features/variables (for instance, CO2
concentrations are tendentially higher in spring than in autumn), usually ex-
tending the input feature space (when seen as a joint high-dimensional space).
In our evolving fuzzy systems approaches, such occurrences are handled au-
tomatically by extending the model to these new regions in the feature space
through the evolution of a new (local) rule.
In Figure 3 a case of a specific shift, namely a shift in the output/target
variable is shown, where an automatic evolution of new rules is not favorable:
the original trajectory of the 2-dimensional non-linear relationship (consisting
of noisy samples) is indicated with dots, whereas the shift is represented by
the data samples marked as pluses forming a trajectory below the other one in
the middle and right part of the image. In case the consequent parameters are
adapted in the usual way using weighted recursive least squares (as in [13]) and
old data is not forgotten, then the approximation curve of the fuzzy model lies
exactly between these two trajectories. The same is the case when evolving
separate rules for the shifted trajectory (causing two consequent functions,
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one lying over the other). Also, gradual forgetting is recommended here as a
smooth drift (where the surface slides softly from one position to another in
vertical direction) may also occur instead of an abrupt shift. This implies the
use of an adaptive forgetting factor dependent on the intensity of the drift (see
Section 4.2).
In this paper, we demonstrate novel approaches for autonomous drift and shift
detection and handling when using fuzzy rule-based systems of the Takagi-
Sugeno type to learn from on-line data streams in an evolving manner [5]. We
focus on EFS approaches exploiting the Takagi-Sugeno model architecture
[43] but the drift detection and our technique for evolving the antecedent
structure of the fuzzy rule-based methods are applicable more generally to
any type of fuzzy model framework. Therefore, without limiting the scope
of the validity of the conclusions, we consider the following fuzzy rule-based
model assuming that p input features, C fuzzy rules and Gaussian membership
functions describe the fuzzy sets, which are connected by the product t-norm
in the antecedent parts defined as:



















li(~x) = wi0 + wi1x1 + wi2x2 + ...+ wipxp (4)
where cij is the center and σij the width of the Gaussian function appearing
as a fuzzy set in the j-th antecedent part of the i-th rule.
3 Autonomous Detection of Drifts and Shifts in Data Streams Us-
ing EFS
This section describes the method for autonomous detection of shifts and
drifts in data streams based on the age [1] of the cluster/fuzzy rule. This is an
important step in the process of handling non-stationarity in data streams and
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in building autonomous self-developing, self-learning, and evolving models and
systems. Such a technique has already been applied to evolving self-learning
and self-developing classifiers [8]. Here, we present a more detailed analysis.
Drifts occur when there is a significant difference between the distributions of
the old and new data. In [26], drift is detected off-line using an SVM method
[45]. Since we use fuzzy rule-based systems and a neuro-fuzzy model framework
we need to develop an approach to 1.) autonomously detect drifts/shifts in the
data concept on-line and 2.) to react on them in the system/model structure
evolution in a recursive manner.
3.1 Detecting Drifts by the Age of Clusters (Rules)
In [1], the concept of cluster (respectively fuzzy rule) age was introduced, which
is extended in this paper by including the Ψi,l as the membership degree of
the lth sample in the ith rule:





where i is the rule index; ni denotes the support of rule i; Il denotes the time
instance at which the data sample was read; k is the current time instance.
Since
∑ni
l=1 IlΨi,l can also be accumulated recursively, the age can be calculated
easily when necessary. The age of the cluster/rule changes with each new data
sample being read. If the sample does not fall into that cluster (does not
support that fuzzy rule), resp. supports the ith fuzzy rule with a low or even 0
value of Ψi,l, the age increases by the rate of one sample at a time. That means,
if a cluster (fuzzy rule) is supported only slightly by any future samples after
being initiated (say at time instance, ti), then its age at any time instance, k
will be approximately k − ti. However, if a new data sample (between ti and
k) supports that fuzzy rule with a high value of Ψi,l, the age does not increase
at the same rate, but at a smaller one; in other words, the cluster (fuzzy rule)
is being refreshed.
Generally, the age of a cluster (fuzzy rule) has a range [0, k]. Figure 4 shows
a curve representing age evolution - a process called ageing. Rules that are
older are used and supported less by future data samples and become less
important. The example depicted is based on a real application (propylene
production data) and contains two drifts.
The cluster (fuzzy rule) age is important and closely linked to the data streams
(which are sequences of data in time) and to the concept drift. We propose
analyzing the age of clusters (respectively, fuzzy rules) on-line by using both,
the gradient of the ageing curve and its second derivative, which indicate a
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Fig. 4. A typical example of the development of rule ages from a real production
system in which shifts and drifts occur (as outlined by the markers in the plots)
change in the slope of the ageing curve. Indeed, the rate of ageing is equivalent
to the gradient of the age variable. We can evaluate the average ageing rate
by calculating the mean value of the age variables and can then compare the
current ageing rate to the mean ageing [10] to detect drift/shift in the data
stream autonomously and on-line. When the change in ageing, and hence also
in the slope, is significant, then obviously the second derivative of the age
curve will be indicative of these inflection points. The right-hand side plot
in Figure 5 shows an example in which the drift and activation phases are
indicated in the right plot for a specific rule. In general, different rules may,
of course, cause a different appearance of the corresponding age curves.
Please note that originally the concept of rule age was defined without includ-
ing the membership degree Ψ, as used for deleting old rules from the rule base
[1]. In case of smaller drifts as shown in Figure 2, the inclusion is necessary as
otherwise the rule (cluster) is still always attached with data samples from the
new distribution as still being the nearest cluster. Hence, no increase in the
rule age curves would be visible. Instead, when using the membership degree,
the rule age (of the ith rule) will increase as the numerator in (5) decreases
due to the lower weights Ψi,l. In this sense, it is also possible to distinguish
between drift and shift cases, as drifts will cause slight increases of the gradi-
ent in the rule age curves, and shifts more intense ones (as causing nearly 0
values of Ψi,l). In case of shifts, usually new rule/cluster centers are evolved
not disturbing already generated clusters and occupying the new situation
or other clusters are attached (shift away from one cluster often triggers as
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Fig. 5. Left: Evolving process where no drift for a specific cluster/rule occurs over
time (x-axis); right: evolving process where two drift phases and two confirmation
phases occur for a specific rule.
shift towards another cluster - as shown in Figure 4). In case of drifts the
rule/cluster centers are forced to stronger movements in order to help them
out from the converged situation within the old data distribution and being
able to follow the new one (recall Figure 2). In the case when there is a shift
only in the output variable, no new rule should be evolved, but the output
trajectory of the function shifted (recall Figure 3), which can be forced by
a forgetting approach in the rule consequent parameters (see Section 4.2).
We can detect shifts of the output variable by virtually excluding it in the
clustering process and see whether the input features alone are triggering a
shift: if this is not the case, but it happens when the output is included (as
usually done in the incremental product space clustering methods in our EFS
approaches, eClustering in eTS and eVQ in FLEXFIS), then obviously a shift
in the output variable takes place.
An alternative approach for discriminating between drifts and shifts is simply
by calculating the rule ages just over the number of samples belonging to
a certain rule (i.e. for which the rule was the nearest one) and not over all
samples seen so far. Then, an increase in the gradient of the age curves always
indicates a drift; shift cases (in the output) have to be treated separately as
mentioned above.
4 Reactions by EFS to Drifts and Shifts in Data Streams
4.1 Reaction to Drifts and Shifts in the Antecedents
In this section, we introduce methods for addressing both drifts and shifts in
data streams by adapting learning mechanisms for consequent parts and by
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Fig. 6. Shift in the time domain representation and two new rules evolved as a
reaction to it.
evolving antecedent parts. We demonstrate this using the example of the pop-
ular eTS method [5] and on FLEXFIS [33]. Whereas our method of reacting
to drifts and shifts in the consequents can be applied to a broader range of
EFS approaches (note that many of these approaches apply (weighted) re-
cursive least squares (wRLS) learning methods), our approach to reacting to
shift and drift in the antecedent parts is specifically tailored to the clustering
approaches used - in our case these are eClustering [3] for eTS and eVQ [32]
for FLEXFIS.
4.1.1 Reacting to Drifts and Shifts in Data Streams in eClustering
In eTS, shifts in data streams are detected quite naturally by recursive on-
line calculation of the global data density/potential/mountain function [5] at
the current data sample, and comparing this to the data density at all focal
points (cluster centers) existing so far in the fuzzy rule base. Reaction to a
detected shift is either by a) forming a new rule around a new data sample,
which becomes an attraction point for the global data distribution (also see
Figure 6), or b) replacing a fuzzy rule which in itself consists of; i) forming a
new rule around the new point — as in the previous step, and ii) removing
the rule which has lower density and is close to this newly added one [2].
When a shift in the data concept is detected, the respective fuzzy rules are
being removed/deleted or new ones are added. If locally optimal learning is
being applied, then removing a cluster, and hence a locally valid Kalman
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filter/RLS, does not affect the overall learning significantly (only through the
fuzzy weight Ψ [5]). If globally optimal learning is being applied, removing a
cluster (respectively fuzzy rules) affects n columns and n rows of the covariance
matrix directly and the remaining values of the covariance matrix indirectly
[5]. A significant delay in reacting on drifts may arise as an evolution/re-
setting of an old cluster center requires a higher density (number) of samples
appearing in a new data cloud than in an already existing one. This means,
that in the case when the data distribution slides from an old (heavy) local
region to another, it may take quite a long time that a sample in the new
data distribution has a higher potential than the older cluster center. Hence,
in the case of a detected drift, the potential of this cluster center where the
drift occurs is re-set to a small value, forcing an earlier evolution/re-setting of
centers after the detection of the drift.
4.1.2 Reacting to Drifts and Shifts in eVQ
When shifts occur in the data stream, new clusters are usually evolved auto-
matically in eVQ, because shifts cause new data clouds in explored regions,
at least in regions further away than a fraction of the space diagonal in the
input space (to which the vigilance parameter ρ is usually set, i.e. 0.1 to 0.3
of the space diagonal, see [32]).
We define the tracking concepts for the ith rule throughout this section, which
can be generalized to any rule in a straightforward manner. To react to drift
in the antecedent parts of the rules for FLEXFIS, we propose re-adjusting
the parameter in the eVQ clustering algorithm [32] that steers the learning
gain and hence the convergence of the centers and surfaces of the cluster over
time (with more samples loaded), namely η. This convergence is according to
a specific adjustment of the learning gain in the same way as also exploited
in conventional VQ, which was proven to converge to the k-means solution
[21] obtained by solving a least squares optimization problem between data






where ni the number of samples forming the cluster (i.e. for which the cluster
was the nearest one) in the past; therefore, for different clusters we obtain
different (decreasing) learning gains. The is applied in the update of the pro-





i + ηi(~x− ~c(old)i ) (7)
Thus, the old center ~c
(old)
i is moved towards the current sample (~x) by a frac-
tion of the distance between the current sample and its center coordinates,
achieving a new center ~c
(new)
i . Considering equation (6), it becomes clear that
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the learning gain decreases with the number of samples forming the ith rule
(ni), which is a favorable characteristic in order to converge to 1.) the center of
a local region (data cloud) [32] and 2.) to optimality in the least squares sense
when updating consequent parameters in the Takagi-Sugeno fuzzy systems
[31]. If the learning gain would not be decreased, fluctuation of the cluster
centers and therefore of the antecedent parts of the rules would ensue. Hence,
the whole EFS approach would become unstable/lose stability. However, if
a drift occurs in a data stream, the effect described above is no longer de-
sirable, because center(s) and width(s) of the cluster(s) should adapt to the
new data distribution (as shown in Figure 2). Unlike a shift, a drift usually
does not trigger a new cluster, just indicates a stronger movement of already
existing clusters as expected. To re-activate the converged clusters, i.e. re-
animate them for stronger movements in a drifting case, we force a sudden
increase of the learning gain for the first sample in the drift phase, followed by
a gradual decrease for the next samples in order to balance in the new sample
distribution in the same manner as is done for original ones.
4.1.2.1 Drift Tracking with Abrupt Increase of the Learning Gain
Followed by Gradual Decrease Here, we propose the following mecha-
nisms for the learning gain η: first, we transform the forgetting factor λ, which
is used for gradual out-weighting in consequent learning (see (25)), and assign
a value in [0, 1] to the intensity of a drift. We map 0.9 (the minimal value for
λ) to 0.99, while 1 is mapped to 0. Hence, we obtain:
λ trans = −9.9λ+ 9.9 (8)
When a drift occurs, we then re-set the number of samples forming the ith
cluster (ni) (used in the denominator of the calculation of ηi) according to
ni = ni − ni ∗ λ trans (9)
This means that the stronger the drift is, the more ni is decreased and hence
the stronger the forgetting effect will be. Figure 7 shows how ηi develops
(lines) in usual (i.e., non-drift) case (for the first 100 samples). Then, a drifting
scenario was triggered at three intensity levels, leading to three λ values. The
development curves of ηi in these three cases are shown as a solid line, dashed
line and dashed dotted line. After the drift indicator (at sample 100), the
learning gain is decreased in usual way allowing the center to converge to the
new data distribution (in the same manner as is the case in eVQ using (6) for
convergence reasons, see explanation above).
This resetting of ni to a significantly lower value also affects the update of the
ranges of influence of the clusters, as these are estimated using the recursive
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Fig. 7. Abrupt increase in the learning gain η in case of a drift (after 100 samples)
when using different values for the forgetting factor λ (indicated by different line
styles).
variance formula dimension-wise (the variance of the data samples forming a









(ci,j − xj)2 ∀j = 1, ..., p+ 1 (10)
with p as the number of inputs (note that we perform a product-space cluster-
ing, so inputs and output feature in a joint space), σ2i,j(old) the old variance
of the ith cluster with respect to the jth dimension, ci,j the center of the ith
cluster in the jth dimension, xj the jth dimension in the new data sample and
∆ci,j the difference of the old cluster center to the new one (after updating
with (7)) with respect to dimension j. The ranges of influence are needed to
obtain the widths σi,j of the Gaussian fuzzy sets as used in the Takagi-Sugeno
fuzzy systems, see (3). Obviously, when ni is reset to a low value according to
(9), the update of σi,j is revived because 1.) the influence of σ
2
i,j(old) decreases
significantly (the smaller ni is, the lower
ni−1
ni
gets) and 2.) the deviation of
the new sample to the center (last term in formula) gets significantly higher
according to (7). This means that new samples in the new data distribution
are represented in σi,j with a much stronger influence than the older ones in
the old data distribution, thus achieving a forgetting effect.
Figure 8 depicts a two-dimensional clustering example with a data drift from
one local region (data cloud in the left image, samples indicated as dots) to
a neighboring one (additional cloud in the right image, samples indicated as
pluses). In the upper row the trajectories of cluster centers (big dark dots) and
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Fig. 8. Left: original data cloud; right: drifted data cloud indicated by crosses; the
upper row shows the trajectory of cluster movements without abrupt decrease in
the learning gain (no forgetting), the lower row with abrupt decrease (forgetting)
the range of influence (ellipsoid in solid line) of the final cluster is shown for
conventional adaptation of cluster centers without forgetting. The bottom two
images in Figure 8 illustrate the analogous case using forgetting as described
above. Note, in this case, the bigger jump from the converged cluster center (as
shown left image) to the new data distribution is bigger, forcing a new compact
cluster for the new data distribution to emerge (marked with crosses). Without
forgetting, an incorrect big joint cluster is created, because all samples are
weighted equally (see right image, upper row).
4.2 Reaction to Drifts and Shifts in the Consequents
For the rule consequents, drifts and shifts can be handled in one sweep, since
only an approximate setting of the forgetting factor value is required as de-
scribed below. Whenever a drift in the output variable occurs (see Figure 3)
and is detected by the approach described in Section 3, it is necessary to ap-
ply a specific mechanism to the sample-wise incremental learning steps of the
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Fig. 9. Left: The adapted model (dotted line) and the new incoming samples (dark
dots) when applying a conventional recursive weighted least squares approach as
defined in (11)-(13); right: the adapted model (dotted line) when including a forget-
ting factor of 0.95 and using (21)-(23); the approximation surface coincides exactly
with the trajectory of the data samples representing the new data distribution
consequent parameters in Takagi-Sugeno fuzzy systems as defined in (1).
The usual incremental learning approach exploits local learning of the conse-
quent functions (which has some advantages over global learning, particularly
providing much more flexibility for adjoining and deleting rules on demand,
see [5] [10] [31] [8]) and defines a recursive fuzzily weighted update scheme, in
which the membership degrees of the fuzzy rules serve as weights. For the ith
rule, the update scheme is defined in the following way:





+ ~rT (k + 1)Pi(k)~r(k + 1)
(12)
Pi(k + 1) = (I − γ(k)~rT (k + 1))Pi(k) (13)
with Pi(k) = (Ri(k)
TQi(k)Ri(k))
−1 the inverse Hessian matrix at the previous
time instance k, ~r(k+1) = [1 x1(k+1) x2(k+1) . . . xp(k+1)]
T the regressor
values of the k + 1th data sample, and Ψi as the fulfillment degree of the ith
rule, serving as weight in the recursive least squares algorithm, y(k + 1) the
measured value of the output (target) variable in the new time instance k+ 1
and ~ˆwi(k) the consequent parameter vector of the ith rule as defined in (4)
estimated by the first k samples.
This approach indeed includes different weights for different samples (see the
Ψi in the denominator of (12)), but rather than being motivated by a changing
characteristics of the sample distribution over time, this relates to the local
position of the samples with respect to the rules. This means that all newer
samples at the same local positions relative to the rules as the older samples
are included with the same rule weights in the update process. For the drift
problem as shown in Figure 3, the wRLS estimation hence results in a fuzzy
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model approximation curve as shown in the left plot of Figure 9 with dotted
lines. Of course, the approximation lies precisely between the two trajectories,
since it seeks to minimize the quadratic errors (least squares) of all samples to
the curve. Hence, it is necessary to include a parameter in the update process,
which forces older samples to be out-dated over time. Gradualism is important
here in order to guarantee a smooth forgetting and to prevent abrupt changes
in the approximation surface. For this purpose, we re-define the least squares




λN−kΨi(~x(k))e2i (k) −→ min
~w
(14)
with ei(k) = y(k)− yˆ(k) the error of the ith rule in sample k and λ a forgetting
factor. Assuming that N is the number of samples loaded so far, this function
outdates the sample processed i steps before by λN−k. Common values of λ
lie between 0.9 and 1, where a value near 1 means slow forgetting and a value
near 0.9 means fast forgetting of previously loaded data samples. The exact
choice depends strongly on the behavior of the drift (see below). From (14),
it is quite clear that the weighting matrix for rule i becomes
Qi =

λN−1Ψi(~x(1)) 0 ... 0





0 0 ... λ0Ψi(~x(N))

with N the number of data samples and Ψi(~x(j) the membership degree of
sample j to the ith rule. Let the weighted error vector for the ith rule at time
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The modified wLS solution with forgetting at step k + 1 is:































Following the same recursive deduction scheme as in conventional wLS [29]
(defining P (k+1) as the inverse matrix in (20), exploiting the fact that Pi(k+
1) = (P−1i (k) + ~ri(k + 1)Ψi(k + 1)~ri
T (k + 1))−1, and applying the matrix
inversion theorem, also known as Sherman-Morrison formula [41]), we obtain
the following incremental update formulas:





+ ~rT (k + 1)Pi(k)~r(k + 1)
(22)
Pi(k + 1) = (I − γ(k)~rT (k + 1))Pi(k) 1
λ
(23)
Now, the final question is how to set the parameter λ in order to guarantee
an appropriate drift tracking. Two possible solutions exist:
(1) Define a fixed parameter value of λ in [0,1] according to some prior knowl-
edge about how strong the drifts might become.
(2) Introduce a variable forgetting factor, which depends on the intensity/speed
of the drift.
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For the latter, methods exist that include the gradient LS error with respect
to λ to track the dynamic properties (see, e.g. [42]). In this paper, we propose
a strategy to deduce it directly from the age curves analysis (Section 3.1),
because it provides the degree of change in the rules ages, which indicates the
speed of the drift (see Section 3). In Section 3, we mentioned that the age of






in order to achieve gradients of the normalized rule ages ∆agei norm also
lying in [0, 1]. Based on the figures in Section 3, we explained that a sudden
increase in the gradient of the rule age curves indicates a drift in the data
stream. This means, whenever the change of the gradient is significant, wRLS
with forgetting should be triggered. We use the following estimation for λ:
λ = 1− 0.1∆2agei norm (25)
with ∆2agei norm the second deviation of the age (curve) of the ith rule.
This guarantees a value of λ between 0.9 (strong forgetting) and 1 (no forget-
ting), according to the degree of the gradient change (1 = maximal change,
0 = no change) (note: to the best of our knowledge, a value smaller than
0.9 produces instabilities in the models). The forgetting factor is then kept
at this level for a while, as otherwise a single sample would cause a gradual
forgetting. We reset λ to 1, when a stable gradient phase is achieved (usually
after around 20 to 30 samples with moderate ∆2agei norm values). Resetting
λ to 1 is necessary to prevent forgetting from continuing in the new data dis-
tribution. This causes the drift phase in the antecedents to stop. In the case
of a shift, we always set λ to the minimal value of 0.9. Another important
issue is concerned with the consequences of over-detecting drifts or shifts. In
this case, older samples are forgotten and the significance of the parameters
and the whole model decreases. However, the surface of the model stays at
the correct (old) position in the detected drift/shift region, since the samples
do not move (significantly). In other regions the update will be quite small.
However, it may become significant with more samples loaded, since all rules
always fire to a small degree (as Gaussian fuzzy sets possess infinite support).
This could cause an unlearning effect [30]. Hence, keeping the drift phase low
at 20 to 30 samples is very important.
5 Evaluation
This section deals with the evaluation of the impact of reacting to drifts and
shifts in the case of data streams in which drifts and shifts actually occur. This
was done by implementing the approaches discussed throughout this paper in
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the two EFS approaches (eTS and FLEXFIS). One application example was
concerned with identifying a prediction model on-line for the resistance value
of steel plate in a rolling mill. The second came from a surface inspection
system supervising CD imprints and eggs with respect to faults. The third
application example came from the chemical industry, where eTS was applied
for modeling and predicting the chemical product composition by modelling
the product composition in a distillation tower.
5.1 On-Line Prediction Models for Rolling Mills
The task was to identify a prediction model for the resistance value of a steel
plate in a rolling mill. In a first step, we used some off-line (pre-collected)
measurement data in order to obtain a rough idea about the quality the fuzzy
model achieved. Then we refined the prediction model with newly recorded on-
line data. The second step was possible, because first a prediction for the resis-
tance was provided, influencing the whole process of the rolling mill, whereas
a few seconds later (after passing the steel plate), the real value of the re-
sistance was measured, which was then incorporated into the model adapta-
tion process. Thus, not the predicted (and maybe false) value was used for
further adaptation, but the correct, measured value; hence, the method can
therefore be considered as a potential procedure for improving the models.
The initial situation was as follows: an analytical model in which some pa-
rameters were estimated through linear regression and should be improved
by the fuzzy model component FLEXFIS, which was applied purely on the
basis of measurement data. The analytical model is physically motivated by
material laws formulated by Spittel and Hensel [23]. Using a modified form
these laws, the resistance value can be estimated by an exponential function
of the temperature, speed and thickness of the steel plate. We achieved a sig-
nificant improvement in the predictive power of the analytical models using
fuzzy models trained with FLEXFIS in off-line batch mode. The data set for
training and cross-validation comprised 6000 samples, and 6600 test samples
were used to estimate the predictive power for new on-line samples. A further
improvement could be achieved by updating the fuzzy models during on-line
operation mode. For details of the experimental setup and results see [33] (and
also Table 1, which summarizes all the results).
Subsequently, we wanted to examine whether reacting to drifts by gradually
forgetting older samples during the on-line process further improves the qual-
ity of the models. The application of a drift reaction method was justified by
the fact that the operation process of rolling mills is divided into different
”stitches”. One stitch represents one closed cycle in the rolling process. In on-
line mode, the measurements are taken continuously from stitch to stitch. For
the current stitch, the previous stitch should be of little or even no importance.
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Table 1
Comparison of evolving fuzzy prediction models obtained by conventional FLEXFIS
and when applying gradual forgetting as outlined in Sections 4.1 and 4.2
Method MAE Max MAE Too High /
Max MAE Too Low /
# MAEs > 20
Analytical 7.84 63.47 / 87.37 / 259
Static fuzzy models 6.76 45.05 / 81.65 / 176
FLEXFIS 5.41 38.05 / 78.88 / 159
FLEXFIS with grad. forgetting 4.65 31.99 / 74 / 68
However, the measurements from the previous stitch are already included in
the fuzzy models as they are being updated by the current samples. This
means that older samples from the previous stitch should be forgotten when
including samples from the current stitch. Furthermore, no drift/shift detec-
tion is needed, as the drift/shift is indicated by the beginning of a new stitch.
This start signal was transferred to the computer and was also included in the
stored measurement data. As no drift detection was carried out, λ was set to
0.97, which is a good compromise between fast forgetting (=strong locality
of models) and slow forgetting (=weak locality of models). The results are
summarized in Table 1. It shows that both the static and the evolving fuzzy
model outperformed the analytical model in predictive accuracy. Three differ-
ent types of errors were reported: 1.) the mean absolute error over all won-line
samples (note that first a prediction was made and then the model updated
with the same samples and based on feedback), 2.) the number of mean ab-
solute error (MAE) greater than 20, 3.) the mean MAE over all samples for
which the prediction was too low, and 4.) the mean MAE over all samples
where the prediction was too high. The last value is the most important one
as it implies that the steel plate may get damaged, whereas predicting too low
values has no such detrimental effects. The essential row in Table 1 is the last
one, which shows the impact of gradual forgetting when triggered at each new
stitch — compare to FLEXFIS without the forgetting procedure: the number
of predictions for which the errors were too high could be reduced by more
than 50% and the maximal error was lowered to almost 31.99, which was quite
beneficial. Also, the advantage of evolving the fuzzy models during the on-line
process (four more rules) is clearly evident in Table 1 (compare the second
with the third and the fourth row).
Another interesting aspect is that the error of individual measurements starts
to drift over time when gradual forgetting is not applied. This is visualized in
the left image of Figure 10, which shows the individual errors over the 6600
on-line samples: note the drift of the main error area away from the zero line
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at the end of the data stream. The right-hand side plot shows the individual
errors when applying gradual forgetting: the drift occurrence at the end of the
plot could be eliminated.
Fig. 10. Left: The error curve for the 6600 on-line samples when no forgetting is
applied: at the end the error starts drifting as the body area around zero increases
to a value around 10 to 15; right: no drift in case of gradual forgetting as applied
at the beginning of each stitch.
5.2 Surface Inspection of CD Imprints and Eggs
The task was to automatically detect errors in CD imprints to sort out bad
ones during the production process. Errors include color drift during offset
print, a pinhole caused by a dirty sieve (color cannot pass through), occur-
rence of colors on dirt, and palettes running out of ink. For this purpose, a
camera was installed directly above the conveyor belt over the trays which
record the CDs. The images were then processed further using an on-line im-
age classification framework [40] that was setup for an EU-Project (DynaVis
— see www.dynavis.org), and classifies the samples into good and bad ones.
A fault-free master was used to obtain a contrast image in which potential
CD imprint faults could be identified. The most difficult challenge was to dis-
tinguish between real errors and pseudo-errors in these imprints (a pseudo
error, for example, a small shift of the CD in the tray that causes an arc-type
or circular deviation region in the contrast image). The contrast image was
processed further by extracting a high-dimensional feature set characterizing
the deviation pixels in these images. Based on the feature set extracted from
a pre-labelled training data set, various machine learning methods (CART,
C4.5, k-NN, SVMs, eVQ-Class, ...) were used to train classifiers, and also
fuzzy classifiers with the help of FLEXFIS-Class, the classification variant of
FLEXFIS (see [40] for a comparison of methods) were employed.
This had to be further refined with on-line data samples, as the initial setup
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Fig. 11. Drift analysis of the CD Imprint data labeled by Operator 2, applying
two different speeds in the gradual forgetting process and starting the ’drift phase
tracking’ at different sample numbers (x-axis); the y-axis shows the accuracy for
the separate test set.
was quite time-consuming for the experts. Especially, the labeling process in-
volved great workload effort, as the contrast images had to be labeled, in
some cases even single objects in the images instead of complete images in
order to guarantee high-performance classifiers [37]. This means that only a
few training samples were labeled, which may cause over-fitting of the ini-
tial (off-line trained) classifiers, especially in high-dimensional cases. Hence,
refining with more data during on-line mode is mandatory. For a set of 512
on-line samples, the conventional update scheme in FLEXFIS-Class achieved
classification rates of 89.92%, increasing the classification rate by around 4%
compared to static (initially built and not further adapted) classifiers.
Subsequently, we studied the impact of gradual forgetting in the antecedent
and consequent part of the fuzzy models. It is important to note that FLEXFIS-
Class evolves K Takagi-Sugeno fuzzy regression (sub-)models as defined in (1)
for K different classes. Hence, the approaches proposed in this paper can be
directly applied to all sub-models. The the importance of examining gradual
forgetting is underlined by the fact, that the CD imprint data was originally
recorded for different orders, where different orders may contain drifts or shifts
in the image data distribution. We performed a drift analysis with different
starting points (beginning with gradual evolution at 0, 50, 100, 150, ..., 500
on-line samples), with drift phases encompassing 30 samples (as suggested in
Section 4.2) and with two different speeds for gradual forgetting. The results
are shown in Figure 11, where the slow gradual forgetting is denoted by the
dotted-dashed line and the fast gradual forgetting by the solid line. The sample
number in the second half of the training set at which the drift is initialized is
represented by the x-axis, the achieved accuracies on separate test data when
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Fig. 12. Rule age curves for five rules evolved for the egg data set, containing 4238
samples and 17 input features, parts with significantly increasing gradients (drifts)
marked by ellipses
including the gradual forgetting on the rest of the second half of the training
data is represented by the y-axis. In fact, the accuracies were boosted up by
about 3% (to 91.39% maximum) when initiating a drift phase at the correct
sample number and choosing the appropriate speed in the gradual forgetting
process. In our case, this means that a slow forgetting starting between sam-
ples 100 and 150 and fast forgetting starting at sample 350 is beneficial, as
this tracks two different types of drift. In fact, combining these two results in
a classification rate of over 92%, gaining another 1% accuracy.
Regarding the surface inspection scenario for eggs on the conveyor belt, the
task was basically to distinguish between dirt and yolk occurrences, as both
are causing significant entries in the deviation image (obtained by subtract-
ing newly recorded image with a master). For our fuzzy classifiers evolved
by FLEXFIS-Class (without drift detection and reaction), it was possible to
achieve a classification rate of about 83%, which could be further increased to
around 90%, when applying rule ages for drift detection and gradual forget-
ting of antecedents as explained in Section 4.1.2 for reacting onto the drift.
The rule age curves of five rules evolved during the incremental learning phase
are shown in Figure 12, the positions where drifts were detected indicated by
ellipses.
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Fig. 13. Comparison of the predicted and real product quality data. Solid line -
predictions by eTS with shift and drift detection; circles - real data.
5.3 Modeling the Product Composition in a Distillation Tower
A case study based on real data (courtesy of Dr. Arthur Kordon, The Dow
Chemical Co.) from the chemical industry [7] was used to illustrate of the
detection of and reaction to drift and shift in eTS. The eTS training method
[9] was applied to model and predict the chemical product composition in a
distillation tower. The traditional technique for estimating the various chemi-
cal properties of the compositions is based on off-line manual and cost-related
laboratory analysis of the properties based on grab samples using gas chro-
matographs. The sampling period in the case of laboratory analysis is 8 hours
and the accuracy is 2.2% measurement error ([7]). The data set included a
change in the operating regime of the process, which brings a challenge im-
posed on the structure of the model (fuzzy rule based system). The data set
also incorporated a number of other challenges, such as noise in the data, and
a large number of initial variables. These problems cover a wide range of real
issues in the industry. Process data retrieved from physical (’hard’) sensors
was used as inputs to the eTS, applying hourly averages for every eight hour
period. The product composition (real output) was estimated by laboratory
analysis for comparison (it see line with circles in Figure 13). Process data
represent hourly averages around the time when the sample due to laboratory
analysis has been taken. The total data samples includes 309 records.
The estimation of the product composition contained noise due to the nature of
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Table 2
Accuracies obtained by eTS when applying drift detection and reaction (third col-
umn) and when performing conventional eTS (second column)
Error measure Without drift reaction With drift reaction Best (in theory) value
NDEI 0.44278 0.3559 0
VAF, % 80.461 87.319 100
correlation 0.89971 0.9357 1
the analysis. A significant operating condition change took place after sample
127 (see Figure 13). If no detection of the shift in the data exists and no
reaction to this shift in terms of changing structure of the underlying fuzzy
rule-based model then the result is significantly poorer. Due to the detection
and reaction to this shift in the data pattern (see Figures 4 and 6), the eTS
rule-based system evolved its structure and achieved a better result (see Table
2). Note that the non-dimensional error index (NDEI) is defined as the ratio
of the root mean square error over the standard deviation of the target data
and should ideally be 0, while the variance accounted for (VAF) is defined as
the ratio between the variance of the real data and the model output and is
given out of a maximum of 100 (when the predictions coincide with the real
data).
6 Conclusion
In this paper, we have proposed novel strategies and techniques for address-
ing concept drift and shift in on-line data streams. To this end, two EFS
approaches (eTS and FLEXFIS) were exploited as on-line modeling method-
ologies. These were extended by mechanisms which are able to 1.) detect drifts
and shifts with fuzzy rule ages and 2.) react to such occurrences appropriately.
Reacting applies i) to the rule antecedents by clustering the data space (forc-
ing more significant moves of clusters than in the usual, non-drift case); and
ii) to rule consequent parameters by including gradual forgetting in the re-
cursive local learning approach. This can be applied to any EFS technique
exploiting Takagi-Sugeno type fuzzy systems. Evaluation with real-world data
sets showed that the novel techniques are able to improve the accuracy and
stability of the fuzzy models, whenever drifts and shifts occur. Consequently,
automatic detection of and reaction to drifts and shifts may represent an
important component in EFS approaches.
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