economic growth Gibrat (1931) , city populations Zipf (1949) , wealth distributions Ijiri (1977) , stochastic renewal processes Kesten (1973) and of frequency of words in text Yule (1997) . There is also a model Di Matteo (2003) based on additive stochastic processes with individuals (agents) interacting through a network. In this model the distribution that is a weighed sum of Gaussian-s with averages proportional to the connectivity of the network, equal variances, and weights depending on the degree distribution of the network appears to be a power law in the high end and a log-normal distribution in the low end. Other models Solomon (2002) simulate in a simplistic way the effect of tax. These models use the Generalized Lotka Volterra equation that combines a multiplicative stochastic process with a process that redistributes a fraction of the total money to ensure the money possessed by an agent is never zero. The resulting distribution f 1 (v) has the form:
where and α − 1 is a positive number that is related to social security and some random investments. Last but not least there is a class of models Slanina (2004) ; Ben-Avraham (2003) ; Ben-Naim (2000); Krapivsky (2002) that are based on the kinetic theory of diluted gases (wealth exchange models). In these models agents exchange money in pairwise interactions whose rate depends on the number of agents. These models produce the power law tail as a result of a breaking of the conservation of wealth in exchange processes (inelastic scattering).
In this article we analyse other mechanisms that produce power law tails in the wealth exchange model and fit the model to statistical data. The paper is organized as follows. In section (2) we formulate the model and solve the kinetic equation in various regimes. In section (3) we fit the model to distributions of income in the United Kingdom and in the Republic of Ireland.
Kinetics of wealth distributions
We describe the time evolution of the distribution of wealth through dynamical rules that involve exchanges between two agents (two-agent exchanges) in two consecutive times t and t + δt. The rules read:
where λ i,j describe the amount of money saved in the exchange process (saving propensities), 0 ≤ ≤ 1 is a uniformly distributed random number with = 1/2, 1 = 1 − and the variablesŵ i,j (t) are computed from values of wealth at time t and at some random time q ≤ t that is sampled from a distribution p t (q) (memory horizon distribution) prior to the start of the dynamical process.ŵ
This means that the agents have a memory (the process is not Markovian) that is measured by some decay rate of the distribution p t (q) (to be specified in next paragraph) and that the agents tend to accumulate money in the long term with a rate that is specified by the parameter γ (money accumulation parameter).
Since the model involves two-agent exchange processes at two times it is convenient to describe it in terms of a four-agent distribution function f 4 (v, w, v , w ; t, q) . This function specifies the probability density of an event in which two randomly chosen agents have wealth values V t = v and W t = w at time t and values V q = v and W q = w at time q < t. This means that f 4 (v, w, v , w ; t, q) := P (V t = v, W t = w, V q = v , W q = w ). The two-agent function f 2 (v, w; t) is obtained by integrating the four-agent function over values v , w ≥ 0 at time q. The kinetic equation for the two-agent distribution function is constructed by counting all states of agents (v , w ) at time t and (v , w ) at time q, states that give rise to a predefined state (v, w) at time t + δt. We assume that the waiting times between wealth exchanges are distributed exponentially with some rate r. Therefore conditioning on the occurrence of the exchange process in time interval [t, t+δt] for small δt yields:
(rδt)
where the integration in (6) runs from zero to infinity, the conditional probability in the integrand in (6) is expressed via a delta function (no dissipation of wealth assumption) as follows:
and the saving propensities λ(v) may depend on the values of wealth v. In order to change equation (6) into an algebraic equation we make use of a generalized Laplace transform:
where x = (x 1 , x 2 ). Note that (9) depends on the functional form λ(v). For
) and in general (λ(v) = const(v)), as we will see in next paragraph, the generalized transform is expressed via partial derivatives of the Laplace transform itself. Multiplying both sides of equation (6) by exp(−xv − yw) and integrating over v , v ∈ [0, ∞] and w , w ∈ [0, ∞] we get:
wheref 2 andf
are the Laplace and generalized Laplace transforms of the two-agent and the four-agent functions respectively. Note that the first and the second vector on the right hand side of (10) corresponds to values of wealth of the first agent and of the second agent at times t and time q respectively.
In order to solve equation (10) we need to express the generalized Laplace transform through the Laplace transform. We assume that values of wealth of different agents at the same time are independent whereas values of wealth of the same agent at times t and q are not. This is a plausible assumption since in real societies densities of agents are small but memory horizon distributions decay fast with the time lag. This means that the four point function in (10) factorizes as follows:
We assume the saving propensity λ(v) to be a periodic function λ(v) = λ(v + 2L) of the wealth v. This means that λ(v) can be expanded in a Fourier series:
Inserting (12) into the definition of the generalized Laplace transform (9), factorizing the exponential in the integrand into two parts that depend on x 1 and on x 2 only and expanding the exponential with x 2 in a Taylor series we obtain:
where s(x) = x 1 + x 2 λ 0 and
is a pseudo-differential operator that is defined by means of a Taylor expansion in partial derivatives of higher order. Inserting (13) into the kinetic equation (10) we obtain in the limit δt → 0 a following pseudo-differential equation:
where
we defined a vector whose components P 1 (x, y) and P 2 (x, y) are invariant with respect to interchanging ( , x) with ( 1 , y).
A further analysis of (15) is left for future work.
In the following we assume λ(v) = const(v) = λ and we consider following particular cases:
(a) The saving propensity is a random number and the money accumulation parameter γ = 0 (Presence of memory & random savings), (b) The saving propensity is equal for all agents and is not random and money is not accumulated γ = 0. (Lack of memory & equal savings). (c) Extension of the model to three-agent exchange processes (Three-agent exchanges).
Presence of memory & random savings
For λ(v) = const(v) the pseudo-differential operators on the right hand side in (15) are equal to zero. Therefore (15) takes the form:
Setting y = 0 in (17) and usingf 2 (x, 0) =f 2 (0, x) =f 1 (x) we obtain an equation for the one-agent function
We differentiate (18) with respect to x at x = 0 and obtain the time dependence of the mean wealth
We have:
where in the second equality in (20) we have averaged over using = 1/2. Now we assume that the memory horizon distribution p t (q) = p(t − q) is homogenous in time. This allows us to solve (20) as follows:
is the Laplace transform of v (t) with respect to time t. We assume for simplicity that the memory horizon decays exponentially:
with a mean 1/θ (memory horizon), and that v (0) = 1. This yields
Since the wealth is not conserved we assume that the two-point function has a quasi-stationary solution of the form:
wherev t,q := v (t) − C v (q) and C is a constant that will be determined later. Inserting (25) into (18) and replacing x by x/(v t,q ) we obtain:
For small values of x and y we expand the function Φ 2 (x, y) = 1 − x − y + A(x α + y α ) in a series, insert it into (26), and compare coefficients at powers of x. This yields:
where the average on the right hand side in (29) is over the distributions of λ and of . We insert (27) into (28) and we realize that (28) is equivalent to (24) if C = rγ/θ and C ≪ 1. From (28) we see that equation (29) is fulfilled for α = 1 and we seek for a different solution α ∈ [1, 2]. Since for γ > 1 the derivative of the right hand side of (29) with respect to α changes sign from minus to plus for some α ≥ 1 there will be another solution for α = 1 of (29). In Fig. 1 we solve equation (29) numerically for α ∈ [1, 2] as a function of γ. This finishes the analytical analysis of this problem. We emphasize that this analysis is valid in following limits: We have also performed numerical simulations with the rate of wealth exchanges r = 1, and with γ > θ. Results of these simulations, shown in Fig. 2 , also indicate that the distribution has a slope different from unity in the high end.
Lack of memory & equal savings
In this model money is not accumulated (γ = 0), wealth is conserved in exchange processes and the two-agent distribution function reaches a stationary solution at large times.
The elaborations in this section are motivated by a finding Chakrabarti (2003), derived from numerical simulations, that the distribution of wealth can be fitted well by a heuristic function:
where Γ (n) is the gamma function and the parameter n is related to the saving propensity, λ as follows:
We call relation (31) a conjecture by Patriarca, Chakraborti and Kaski (PCK) and we to give an analytic explanation of it. Since the PCK conjecture is Here the rate of exchanges of wealth r = 1, the money accumulation parameter γ = 1 and the inverse memory horizon θ = − log(0.63). It is readily seen that the slope of this distribution |α| becomes larger than unity once memory is present.
concerned with the one-agent distribution we assume that its explanation can be achieved in the mean field approximatioñ
that we apply in the following. Equation (18) takes the form: (33) where the average in the first equality in (33) is over = Uniform(0,1) and in the second equality we substituted for λ 1 x. In this case a solutionf 1 (x) = ∞ n=0 (−1) n m n x n that is analytic in x exists. The moments v n = m n · n! satisfy recursion relations:
where the constantsC
are computed from following recursion relations:
Solving the equations of moments (34) with initial conditions m 0 = 1 and m 1 = 1 recursively, ie. expressing, via the pth equation, m p as a function of λ and all previous values of m one obtains:
The first three moments m 1 , m 2 and m 3 coincide with the moments m (n) of a series expansion of the Laplace transform
of the function (30) agree with moments (37) up to the third order subject to equation (31) being satisfied. This is shown in a nice way in Fig. 3 . The deviation ∆f 1 (x) between the exact solution of (34) and the ansatz (30) has a leading fourth order:
It is hard to say if a more general class of functions than (30) would fulfill (34) to higher expansion orders.
Three-agent exchanges:
The two-agent exchange process in the mean field approximation does not provide a full explanation of the model. Many-agent distribution functions f m (x 1 , . . . , x m ) may not be produced correctly within this approach. Furthermore the tail index α in the random savings model without memory is always unity. Is there a way of getting it to vary with the parameters of the model? To answer these questions we extend the model to m-point interactions:
where i ∈ [0, 1] and
This means that at every time step exchange processes involving any number of agents can happen with a certain likelihood. We perform the analysis for m = 3 in order to find out what kind of mathematical difficulties we will come across. Now the kinetic equation 
Anal. n = 5 Anal. n = 4 Anal. n = 3 Anal. n = 2 Num. n = 5 Num. n = 4 Num. n = 3 Num. n = 2 (34). We see that the minima λ = (n − 1)/(n + 2) = {1/4, 2/5, 3/6, 4/7, 5/8, 6/9, 7/10, 8/11} of the deviations do correspond to the PCK conjecture (31).
for the two-agent distribution function in the Laplace domain is expressed through three-agent distribution functions and takes the form:
where λ + λ 1 = 1, + 1 ≤ 1 and σ and (1 − σ) denote likelihoods of threeagent and two-agent exchange processes respectively. The first (second and third) term(s) on the right-hand side in (41) account(s) for two-(three-)agent exchange processes respectively. Setting y = 0 and σ = 0 we obtain the kinetic equation of two-agent exchanges (33) Setting x = y = 0 we obtain an identity because f 2 (0, 0) = f 3 (0, 0, 0) = 1. Now the transcendental equation derived from the kinetic equation (41) has the following form (compare with (29)):
where , 1 , 2 = Uniform(0,1) and 0 < 1 + 2 < 1 are sampled independently from . Note that since = 1/2 and 1 + 2 = 2/3 both sides of (42) coincide for α = 1. For α > 1 the right hand side is a strictly decreasing function of α because it is a sum of powers functions a α where a < 1. This means that α = 1 is again the only solution of this equation for arbitrary saving propensity distributions ρ Λ (λ) and for any likelihood σ ∈ [0, 1] of three-agent exchange processes. This is in conformance with our numerical simulations that also show that an introduction of three-agent exchange processes do not alter the exponent. for both countries are plotted versus time in Fig. 5 . Since the number of years-data available is small it is hard to see any trend in the in the saving propensities as a function of time. However, the accuracy of the fit, in terms of the error bars, is reasonable. Most of the data that we analyzed were char- acterized by an exponential decay of the distribution of wealth in the high end of the distributions. Hallmarks of power laws were vaguely visible in few data sets and set in only starting from a couple of multiples of the average income. This may be due to the fact that high-income data are underestimated due to the fact that rich people (tax-evaders) are not willing to disclose their full earnings to the revenue commissioner.
