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Abstract
This paper concerns with the number of limit cycles from an asymmetric Hamiltonian of degree
three under cubic perturbation. Eleven limit cycles are found and three different distributions are
given by using the methods of bifurcation theory and qualitative analysis, two of which are new.
 2004 Elsevier Inc. All rights reserved.
Keywords: Bifurcation; Limit cycle; Hamiltonian system; Stability; Hilbert’s 16th problem
1. Introduction
There are many studies on the bifurcation of limit cycles of the following planar poly-
nomial system:
dx
dt
= Pn(x, y), dy
dt
= Qn(x, y), (En)
where Pn and Qn are polynomials of degree n, which is related to the celebrated Hilbert’s
sixteenth problem which has been addressed in hundreds of papers and several books (see
Bautin [1], Bedford and Swift [2], Cherkas [3], Christopher, Llibre [4], Dumortier, Li [5],
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618 T. Zhang et al. / J. Math. Anal. Appl. 305 (2005) 617–630Gaiko [6], Galeotti and Villari [7], Gasull [8], Gavrilov, Iliev [9], Zanolin [14], Iliev,
Perko [15], Li [16], Llibre [19], Llibre, Schlomiuk [20], Lloyd [21], Romanovski [22],
Roussarie [23], Rousseau and Zhu [24], Shafer [26], Smale [27], Ye [28], Il’yashenko [29],
Zegeling and Kooij [30], Zoladek [35] and [31–34], for example). Up to now, we only know
that a given system (En) always has a finite number of limit cycles [29]. Let H(n) be the
maximal number of limit cycles of (En). Then we have already known that H(2) 4 [28],
H(3) 11 [13,17,31], H(4) 15 [34], H(5) 23 [18]. In fact, there were very system-
atic and rather complete studies on the number of limit cycles for quadratic systems (see
Ye [28] for example). Many interesting results also have been obtained for polynomial
systems of degree 3 and 5 [16–18,31–34]. The readers can consult in the survey articles
Li [16], Schlomiuk [25], Ilyashenko [29] for more studies on limit cycles bifurcations. In
order to obtain more limit cycles and various configuration patterns of their relative dis-
position, one efficient method is to perturb the symmetric Hamiltonian systems having
maximal number of centers (see [13,16–18,31–34]. Using the Melnikov’s method, Li [16–
18] proved that there can have 11 limit cycles for some cubic Hamilton system. The key
point used in these papers is to find simple zeros of a Melnikov function which is also
called an Abelian integral. Han [10] used the idea of changing the stability of a homo-
clinic loop to find limit cycles near a homoclinic loop for quadratic systems and Han,
T.H. Zhang, H. Zang [13,31–34] use this idea to study limit cycle bifurcations for some
cubic Hamiltonian systems under quadratic and quartic perturbation. That is, a limit cycle
can be bifurcated from a homoclinic loop when its stability changes. A final limit cycle can
be obtained by making the homoclinic loop broken.
2. Main results
We knew that a quadratic system has at most two nests of limit cycles. Thus, the distri-
bution of limit cycles for these system is simple. However, the distributions of limit cycles
for cubic systems are much more complicated. Two different distributions of eleven limit
cycles have been found for cubic system [13,31]. A natural question is: are there more
distributions of limit cycles for these system? The goal of the paper is to study the prob-
lem and to give two new distributions of eleven limit cycles. In this paper, we consider the
following cubic Hamiltonian system:
x˙ = y(1 + cy2),
y˙ = x(1 + ex + ax2) (2.1)
and its perturbation
x˙ = y(1 + cy2)+ εP (x, y) ≡ f (x, y),
y˙ = x(1 + ex + ax2)+ εQ(x, y) ≡ g(x, y), (2.2)
where c < 0, e2 > 4a = 0 and ε > 0 is small and
P(x, y) =
∑
aij x
iyj , Q(x, y) =
∑
bij x
iyi .0<i+j3 0<i+j3
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Theorem 1. For c < 0, e2 > 4a > 0, system (2.2) can have 11 limit cycles with three
different distributions (see Fig. 1(a)–(c)).
(a)
(b)
Fig. 1. (a) The case of d4, d2 > 0, d3, d1 < 0 and M5, M6, M8 > 0, M9 < 0. (b) The case of d4 > 0, d3, d2,
d1 < 0 and M5, M6, M8 > 0, M9 < 0 (or d2 > 0, d4, d3, d1 < 0 and M5, M6, M8 > 0, M9 < 0). (c) The case of
di < 0 and M5, M6, M8 > 0, M9 < 0, i = 1, . . . ,4.
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Fig. 1. (continued).
Remark 1. In Fig. 1, two distributions (see Fig. 1(a), (b)) of limit cycles of cubic system
are new and the last one is already known [13,17,31].
Suitable scaling of variables, one can make a = 1. Also, we consider the coefficients aij
and bij in (2.2) as parameters. For convenience of numerical analysis we will take a = 1,
c = −1, e = √5 in the proof of the main results.
3. The proof of the main result
3.1. The phase portraits of unperturbed system
When c < 0, e2 > 4a > 0, (2.1) has nine singular points (0,0), (0,±√−1/c),(−e±√e2−4a
2a ,0
)
,
(−e±√e2−4a
2a ,±
√−1/c). And with S1(0,0), S2( 1−√52 ,1), S3(−1−
√
5
2 ,0
)
,
S4
( 1−√5
2 ,−1
)
are saddle points and C1
( 1−√5
2 ,0
)
,C2(0,1), C3
(−1−√5
2 ,1
)
,
C4
(−1−√5
2 ,−1
)
, C5(0,−1) are centers for a = 1, c = −1, e =
√
5. The Hamiltonian
takes the form
H(x,y) = 1
2
(
y2 − x2)− 1
3
ex3 + 1
4
(
cy4 − ax4)= h. (3.1)
From (3.1) we have H(S1) = 0, H(S2) = H(S4) = 7−
√
5
24 , H(S3) = 1+
√
5
24 , H(C1) = 1−
√
5
24 ,
H(C2) = H(C5) = 14 ,H(C3) = H(C4) = 7+
√
5
24 . This implies that the level curves definedby (3.1) are divided into ten categories as follows:
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√
5
24 : the family of closed orbits surrounding all nine singular points;
(2) Γ2, 1−
√
5
24 < h < 0: two families of closed orbits surrounding all singular points
and C1, respectively;
(3) Γ3, h = 0: two homoclinic loops connecting S1 and surrounding C1 and Ci,Sj ,
i = 2, . . . ,5, j = 2,3,4, respectively;
(4) Γ4, 0 < h < 1+
√
5
24 : the family of closed orbits lies in Γ3;
(5) Γ5, h = 1+
√
5
24 : two homoclinic loops connecting S3;
(6) Γ6, 1+
√
5
24 < h <
7−√5
24 : two families of closed orbits surrounding C2,C3, S2 and
C4,C5, S4, respectively;
(7) Γ7, h = 7−
√
5
24 : four homoclinic orbits connecting S2, S4 and surrounding Ci ,
i = 2, . . . ,5, respectively;
(8) Γ8, 7−
√
5
24 < h <
1
4 : four families of closed orbits surrounding Ci , i = 2, . . . ,5, re-
spectively;
(9) Γ9, h = 14 : corresponding to C2, C5 and two families of closed orbits surrounding
C3, C4, respectively;
(10) Γ10, 14 < h < 7+
√
5
24 : two families of closed orbits surrounding C3,C4, respectively.
The phase portraits are as shown in Fig. 2.
3.2. Proofs
Let
L1 = Γ7|
y0,x 1−
√
5
2
, L2 = Γ7|
y0,x 1−
√
5
2
, L3 = Γ7|
y0,x 1−
√
5
2
,
L4 = Γ7|
y0,x 1−
√
5
2
, L5 = Γ5 |y0, L6 = Γ5 |y0, L7 ∪ L8 = Γ3,
where L8 surrounds all singular points except for S1. For ε > 0 small (2.2) has four saddle
points Siε near Si , i = 1, . . . ,4 and separatrices Lsi and Lui near Li , i = 1, . . . ,8, such that
Ls1 ∪ Ls2 and Lu1 ∪ Lu2 are the stable and unstable manifolds of S2ε , Ls3 ∪ Ls4 and Lu3 ∪ Lu4
are the stable and unstable manifolds of S4ε , Ls5 ∪ Ls6 and Lu5 ∪ Lu6 are the stable and
unstable manifolds of S3ε , Ls7 ∪ Ls8 and Lu7 ∪ Lu8 are the stable and unstable manifolds of
S1ε respectively, of (2.2). Let δ = (δ1, δ2, δ3, δ4, δ5, δ6), where
δ1 = a10 + b01, δ2 = 2a20 + b11, δ3 = a112 + b02,
δ4 = a21 + b12, δ5 = 13a12 + b03, δ6 = 3a30 + b21.
We take δ as a vector parameter. Recall that the directed distance from Lui to L
s
i is measured
by
di(ε, δ) = εNiMi(δ) +O
(
ε2
)
,
where Ni > 0, i = 1, . . . ,8, are constants, and
Mi(a) =
∫
Qdx − P dy. (3.2)Li
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It is direct from (3.2) that
Mi(δ) = δ1Ai1 + δ2Ai2 + δ3Ai3 + δ4Ai4 + δ5Ai5 + δ6Ai6, i = 1, . . . ,8, (3.3)
where
Ai1 =
∮
Li
y dx, Ai2 =
∮
Li
xy dx, Ai3 =
∮
Li
y2 dx,
Ai4 =
∮
Li
xy2 dx, Ai5 =
∮
Li
y3 dx, Ai6 =
∮
Li
x2y dx, i = 1, . . . ,8.
Further, the straightforward computation gives
Lemma 1. For (2.2) we have
M1 = δ1A11 + δ2A12 + δ3A13 + δ4A14 + δ5A15 + δ6A16,
M2 = δ1A21 + δ2A22 + δ3A23 + δ4A24 + δ5A25 + δ6A26,
M3 = δ1A11 + δ2A12 − δ3A13 − δ4A14 + δ5A15 + δ6A16,
M4 = δ1A21 + δ2A22 − δ3A23 − δ4A24 + δ5A25 + δ6A26.
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A11 = −0.2764570558, A12 = 0.02751554550, A13 = −0.5424850995,
A14 = 0.05448351101, A15 = −0.8087452785, A16 = −0.01426016089,
A21 = −0.8648045384, A22 = 1.258705433, A23 = −1.583198393,
A24 = 2.291876065, A25 = −2.316780281, A26 = −1.916853370.
Consider the equations di = 0, i = 1, . . . ,4. By implicit function theorem, there exist
four functions
φ1 = − 1
A11
(δ2A12 + δ3A13 + δ4A14 + δ5A15 + δ6A16)+O(ε),
φ2 = 1
A21A12 −A22A11
(
(A23A11 −A21A13)δ3 + (A24A11 −A21A14)δ4
+ (A25A11 −A21A15)δ5 + (A26A11 −A21A16)δ6
)+ O(ε),
φ3 = −A14
A13
δ4 + O(ε),
φ4 = O(ε),
such that for ε > 0 small,
d1  (<)0 ⇔ δ1  (>)φ1,
d1 = 0, d2  (<)0 ⇔ δ1 = φ1 and δ2  (<)φ2,
d1 = d2 = 0, d3  (<)0 ⇔ (δ1, δ2) = (φ1, φ2) and δ3  (<)φ3,
d1 = d2 = d3 = 0, d4  (<)0 ⇔ (δ1, δ2, δ3) = (φ1, φ2, φ3) and δ4  (>)φ4.
Thus a double homoclinic loop Γ ∗1 = L∗1 ∪ L∗2 (respectively two double homoclinic loops
Γ ∗1 = L∗1 ∪ L∗2 and Γ ∗2 = L∗3 ∪ L∗4) exists near L1 ∪ L2 (respectively near L1 ∪ L2 and
L3 ∪ L4) as δ1 = φ1, δ2 = φ2 (respectively δi = φi , i = 1,2,3,4). For example, when
δi = φi, i = 1,2,3,4, the two double homoclinic loops are as shown in Fig. 3. Further,
we consider the stability of the homoclinic loops. Let εσ01 = div |S2ε = ε(Px + Qy)(S2ε),
εσ02 = div |S4ε = ε(Px +Qy)(S4ε). Then we have
σ01 = δ1 + 2δ3 + 3δ5 + 12δ2 + δ4 +
3
2
δ6 −
√
5
2
(δ2 + 2δ4 + δ6)+O(ε),
σ02 = δ1 − 2δ3 + 3δ5 + 12δ2 − δ4 +
3
2
δ6 −
√
5
2
(δ2 − 2δ4 + δ6)+O(ε).
The implicit function theorem implies that there exists a unique function φ5 = φ∗5 +
O(ε) with
φ∗5 =
(
√
5 − 1)(A21A16 −A26A11)+ (
√
5 − 3)(A22A11 −A12A21))+ 2(A16A22 −A12A26)
6(A22A11 −A12A21)+ 2(A12A25 − A15A22)+ (1 −
√
5)(A21A15 − A25A11)
such that for ε > 0 smallσ01  0 (respectively < 0) if and only if δ5  φ5 (respectively < 0).
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Suppose δi = φi , i = 1, . . . ,4, so that the two double homoclinic loops Γ ∗1 = L∗1 ∪
L∗2 and Γ ∗2 = L∗3 ∪ L∗4 appear. Let δ5 = φ5. Then it implies σ01 = (Px + Qy)(S2ε) = 0
and hence by [10,11], the integral ∮
L∗i
(Px + Qy)dt ≡ σ1i (ε) converges and it holds that
σ1i (ε) = σ1i (0)+O(ε), where σ1i (0) =
∮
Li
(Px +Qy) |φi |ε=0 dt , i = 1,2. It is easy to see
that when δi = φi , i = 1, . . . ,5, we have σ02 = 0 + O(ε) ≡ σ˜02(ε). In the following we
have two cases to consider according to whether σ˜02(ε) ≡ 0 or not.
Case (i). σ˜02(ε) ≡ 0.
In this case the integral
∮
L∗i
(Px + Qy)dt ≡ σ1i (ε) converges i = 3,4, and it holds that
σ1i (ε) =
∮
L∗i
(Px +Qy)dt =
∮
Li
(Px +Qy)|φi |ε=0 dt +O(ε) ≡ σ1i (0)+O(ε),
i = 3,4.
Set
B1 =
∮
L1
(
1 − y2)dt, B2 =
∮
L1
(
1 − √5
2
− x
)
dt,
B3 =
∮
L1
(
x2 − 3 −
√
5
2
)
dt, B4 =
∮
L2
(
1 − y2)dt,
B5 =
∮ (1 − √5 − x
)
dt, B6 =
∮ (
x2 − 3 −
√
5
)
dt.L2
2
L2
2
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Lemma 2. Assume δi = φi , i = 1, . . . ,5 and σ˜02(ε) ≡ 0. Then
σ11, σ13 = (ρ1B1 + ρ2B2 + ρ3B3)
ρ3
δ6 +O(ε),
σ12, σ14 = (ρ1B4 + ρ2B5 + ρ3B6)
ρ3
δ6 +O(ε),
where
ρ1 = 3(3 −
√
5)(A22A11 − A12A21)+ 3(
√
5 − 1)(A26A11 −A21A16)
+ 6(A26A12 −A16A22),
ρ2 = (3 −
√
5)(A21A15 − A25A11)+ 2(A16A25 − A26A15) + 6(A26A11 − A21A16),
ρ3 = (
√
5 − 1)(A25A11 − A21A15)+ 2(A12A25 − A15A22) + 6(A22A11 − A12A21).
Especially, for a = 1, c = −1, e = √5, we have B1 = 0.2990845300, B2 = −2.810478845,
B3 = −1.864212911, B4 = 1.332615702, B5 = 4.543873056, B6 = 9.673541686, and
σ11, σ13 = −1.52555δ6 + O(ε), σ12, σ14 = −6.92741δ6 +O(ε).
Proof. The straightforward computation gives the result since σ13(0) = σ11(0) and system
(1.1) is asymmetrical. 
From [12], we have
Lemma 3. For ε > 0 small, the double homoclinic loop Γ ∗1 and the homoclinic loops L∗1
and L∗2 are stable (respectively unstable) both inside and outside if σ01 < 0 (respectively
σ01 > 0) or σ01 ≡ 0, σ11 < 0 and σ12 < 0 (respectively σ01 ≡ 0, σ11 > 0 and σ12 > 0). The
similar conclusion holds for L∗3,L∗4 and Γ ∗2 .
The following lemma concerns with the existence of a large limit cycle surrounding all
nine singular points.
Lemma 4. Assume δi = φi , i = 1, . . . ,5 and δ6 > 0. Then for a = 1, c = −1, e =
√
5 and
ε > 0 small the system (2.2) has a large unstable limit cycle surrounding all nine singular
points.
Proof. In the following, we will find a larger limit cycle Γ which surrounds all nine sin-
gular points. In order to do this, we need to consider the relative position of separatrices
near the heteroclinic loop L8 and the behavior of orbits near a large periodic orbit L∗h. The
first order Melnikov function for (2.2) with the family of large periodic orbits is
M∗(h) =
∮
Qdx − P dy, h < 1 −
√
5
24
≡ h∗0.
L∗h
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small. As we know [28], if there exists h0 < h∗0 such that M∗(h0) < 0, then for ε > 0
small the positive orbit of (2.2) starting at the point F = L∗h0 ∩ {x = 0, y > 0} intersects
the positive y-axis at a point above F . Let M9 = M∗(−1) and L9 = L∗−1. Then L9 has the
expression
y1 =
√
3 + √3
√
15 − 6x2 − 4√5x3 − 3x4√
3
, −2.501338619 < x < 0.9383775424,
y1 =
√
3 − √3
√
15 − 6x2 − 4√5x3 − 3x4√
3
, −2.437114006 < x < 0.8661043551.
Similarly from H(x,y) = 0 we can obtain the expression of L8 as follows:
y1 =
√
6 +
√
36 − 12x2(6 + 4√5 + 3x2)
√
6
, −2.152558901 < x < 0.5133828762.
Then, for a = 1, c = −1, e = √5, we have
A81 = −6.932728075, A82 = 5.989569257, A85 = −14.65002354,
A86 = −8.695998449, A91 = −11.85426261, A92 = 9.361259766,
A95 = −36.94930211, A96 = −18.21624106.
Hence,
M8 = 13.8761δ6 +O(ε), M9 = −15.6142δ6 +O(ε).
From the above and the Poincaré–Bendixson theorem one large cycle Γ exists which is
unstable and surrounds nine singular points.
Now we are in a position to prove our main result. From the above analysis and
Lemma 3, we know the double homoclinic loops Γ ∗j , j = 1,2, and the single homoclinic
loops L∗i , i = 1, . . . ,4, are all stable for δ6 > 0 and ε > 0. Keep (ε, δ6) fixed and let δ5 > φ5
and 0 < δ5 − φ5  ε. Thus Γ ∗j and L∗i have changed their stability from stable into unsta-
ble, and hence two ‘large’ stable limit cycle Γj , j = 1,2, and four small stable limit cycles
Li1, i = 1, . . . ,4, have appeared outside Γ ∗j and inside L∗i , respectively (see Fig. 4).
Now keep δ5 fixed and let
δ4 < φ4, δ3 < φ3, δ2 > φ2, δ1 > φ1,
δ4 < φ4, δ3 < φ3, δ2 < φ2, δ1 > φ1,
δ4 > φ4, δ3 < φ3, δ2 < φ2, δ1 > φ1,
respectively, satisfying
ε 	 |δ4 − φ4| 	 |δ3 − φ3| 	 |δ2 − φ2| 	 |δ1 − φ1| > 0.
Then, L∗i has broken and
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d4, d2 > 0, d3, d1 < 0,
d4 > 0, d3, d2, d1 < 0,
d4, d3, d2, d1 < 0,
respectively. The stability of Γj , j = 1,2, and Li1, i = 1, . . . ,4 and the Poincaré–
Bendixson theorem imply that four limit cycles
Γ4, L32, Γ3, L12,
Γ4, L32, L22, L12,
L42, L32, L22, L12,
appear, respectively. Thus we have obtained eleven limit cycles (see Fig. 1(a)–(c), respec-
tively).
We can consider the stability of Ciε (i = 1, . . . ,5) and the relative position of separa-
trices near the heteroclinic loops L5,L6,L7 to see if there exist more limit cycles. Under
δi = φi (i = 1, . . . ,5), we have
div(C1ε) =
(
δ1 + 1 −
√
5
2
δ2 + (1 −
√
5)2
4
δ6
)
ε +O(ε2)= −8.83919δ6ε + O(ε2),
div(C2ε) = (δ1 + 2δ3 + 3δ5)ε + O
(
ε2
)= 0.273858δ6ε +O(ε2),
div(C3ε) =
(
δ1 − 1 +
√
5
2
δ2 + 2δ3 + (1 +
√
5)2
4
δ6 − (1 +
√
5)δ4 + 3δ5
)
ε +O(ε2)
( )= 1.17492δ6ε +O ε2 ,
628 T. Zhang et al. / J. Math. Anal. Appl. 305 (2005) 617–630Fig. 5. The case of σ˜02(ε) ≡ 0, M5, M6, M8 > 0, M9 < 0 and div(Ciε) > 0 for ε > 0 and δ4 > 0, i = 2, . . . ,5.
div(C4ε) =
(
δ1 − 1 +
√
5
2
δ2 − 2δ3 + (1 +
√
5)2
4
δ6 + (1 +
√
5)δ4 + 3δ5
)
ε +O(ε2)
= 1.17492δ6ε +O
(
ε2
)
,
div(C5ε) = (δ1 − 2δ3 + 3δ5)ε + O
(
ε2
)= 0.273858δ6ε +O(ε2),
M5 = 1.1382δ6 +O(ε), M6 = 1.1382δ6 +O(ε),
M7 = −4.04264δ6 + O(ε),
which imply that C1ε is stable and Ciε(i = 2, . . . ,5) is unstable and d5, d6 > 0, d7 < 0
for ε > 0, δ6 > 0. Hence, no more limit cycles can be found by the Poincaré–Bendixson
theorem. 
Case (ii). σ˜02(ε) ≡ 0.
Without loss of generality, we can suppose 0 < σ˜02(ε) and let δ6 > 0, ε > 0 as before.
Since singular points C4ε,C5ε and the homoclinic loops L∗3,L∗4 are unstable, by the qual-
itative analysis, two stable limit cycles L31,L41 have appeared, which surround C4ε,C5ε ,
respectively. And the double homoclinic loop Γ ∗2 is unstable and M6 > 0 imply that one
limit cycle Γ2 can be found, which surrounds Γ ∗2 , (see Fig. 5). Then, with the same method
as case σ˜02 ≡ 0, we can complete the proof.
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