Some properties of E(w).
The numbers X n , Mn are those used by Levinson (7, in his work on non-harmonic Fourier series. With the notation w = u + iv = r exp (i<£), Levinson's methods may be used to establish the following inequalities: \E'(r n )\~i <Ar>+^; (3.4) /^ere #m/s a constant q, 1 < g < 2, swc/z /to £(w) G L ff (-a>, a>).
For the behaviour of E(w) along the imaginary axis, we establish the more precise inequalities (3. 5) \E(iv)\ < A exp^D/H»* 1 -25 , \E(iv)\ > A exp{ir\v\)/\v\^l^\ (3. 6) |amp
E(iv6)/E(iv)\ < A{\ -6),
where 0 < 6 < 1, a^J /Ae constant is independent of v;
(3.7) |E(w0)/E(iz;)| w a decreasing function of \v\, 0 < 6 < 1.
Proo/ o/(3.1). Let 9?(w) > 0, and N be the integer defined by (3.8) (p + N -±) cost <r < (p + N + ±) cos </ >•
On considering separately the factors in (2.2) for which 1 *C n < N, n = N and n > iV + 1, as Levinson does, we get while the second factor does not exceed
T(p + N + 1 + 8) T(p + N + 1 -8 -w)\ T(p + N + 1 -8) T(p +
and by (2.1), IX^ -w\ < 1. When \w + 8 -N -p| > £, |sin ir(w + ô -p)|< .4 4 exp(7rM), and | (X^ -w)/(w + 8 -N -p)\ < 1 + 2ôo^/|w + 5 -iV-p| < 2. Thus in all cases the second factor in (3.9) does not exceed (3.12) il B exp(irM)/r' +1 -2a .
We prove now that From (3.9), (3.10), and (3.12),
by (3.13). This proves (3.1) for $t(w) > 0; and the assertion is seen to be true for dt(w) < 0 by applying the same argument to E( -w).
Remark on the proof of (3.4). Levinson's method may be used to show that when p + 7V<w<p + 2N, It is evident that there always exists a number q, 1 < q < 2, satisfying (3.16) and (3.17), for example q = (1 -A)" 1 , where 28 < A < 1 -28, Proof of (3.5). Since
and (3.5) then follows from a classical property (9, p. 259) of the T-function.
Proof of (3.6). We give details for the case v > 0. Writing
and using the inequalities for X ni \x n and p in (2.1), we have
we see that <t> n < arctan{2^
It then follows easily that |amp[E(w0)/E(w)]| <i4(l -0), the constant being independent of v.
Proof of (3.7). Let A be the region consisting of the w-pl&ne from which the points v = 0, |w| > 1 -ô have been removed. Then the series
converge absolutely and uniformly in any compact subset of A, and
<a It follows that \E(ivd)/E(iv)\ is a decreasing function of |A|. 
(-ir, TT) by (4.1) and p > 2. It is easily seen that for complex w, the integral
defines an entire function, and by (4.2) we may write
In proving the inversion theorem we shall make use of the function E(0w), 0 < 6 < 1, for which we prove
where r n stands for \ n or -/* w and the constant is independent of n.
Let m(y, a) -exp(-iyad) -exp(-iya)
. Then for \y\ < T, and 0 < 0 < 1,
by the Schwarz inequality.
With the usual interpretation of exp(aD) as a shift operator, we have formally Proof of (5.2), (5.3). On account of the classical properties of Dirichlet series it is sufficient to show that
the Dirichlet series converging absolutely in the indicated regions. Details are given for the case x < 0. Designating the points c -iR, c + R cot p -iR, c + R cot 0 + iR and c + £R by A, B, C and D respectively, where 0 < ($ < \ir, let L be the contour formed by the linear segments AB and CD and the circular arc \w -c\ = R joining to B to C. Consider
= I exp(zw) dw/wE(w).
By using (3.2) and x < 0, 0 < /3 < ^w, \y\ < T, and estimating the integrals along AB, BC and CD separately, we see that / = o(l) as R -> oe. The second equation in (5.5) then follows from the definition of G(z) and the calculus of residues.
Proof of (5.4). When x^0, G(z) is represented by the absolutely convergent Dirichlet series (5.5), and it is well known that functions so defined can have but a finite number of zeros. Since z 0 is given, and X\ < x <X 2 in the compact subset of B, we may choose R 0 so that G (z 0 ~ t) does not vanish for |/| > R. It then follows easily that
where the constants are independent of z. These estimates are sufficient for the proof.
Properties of the transform.
The following theorem gives properties of the functions/(x) and <j>(t) in (1.1) which will be used later. 
THEOREM I. Let <j>(t) Ç L(0,R) for any R and be such that the integral

V0(exp -/A) (t->-co), for any positive A.
Proof of (6.1). On account of (5.4), the method of Widder-Hirschmann may be used (4, pp. 691-692).
Proof of (6. It is convenient at this point to establish some properties of the function
These properties are:
with similar estimates for K'(x, 0);
uniformly in x as 0 -* 1 ;
Proof of (6.4). Details are given for the case x > 0.
[K(x,6)\ /**• pc+ioo
6(2ir)~h k(y) dy {2iri)~l exp[w(x + iyO)] dw/E(w)
J-T J C-ica J *c+icx> E(0w) exp(xw) dw/E(w) C-ÏCX3 oo £ E(-d» n ) exp(-Xfx n )/E f (-fji n ) , i I oo <4i(l -0)X/^exp(-^)/|£'(-/z w )|,
^(4.3); ^(4.4);
and as x > 0 and (3.3) guarantee the convergence of this series, our assertion is proved.
Proof of (6.5). By (4.3), (6.3) and Cauchy's theorem,
-oo
Using the fact that for 0 < 6 < 1,
are less than unity, we have
with similar inequalities involving n n . Hence
r(p + l + 5 -w) r(i + 5 + w) r( P + l + Ô -ivs) r(i + 5 + w0) < and by (9, p. 259),
Since 0 < 6 < 1, this is sufficient to prove our result.
Proof of (6.6). Write I = J 
w(x + iyd)] -exp(iydw)}dw/wE(w).
•J-ic *J C-ioe
Again by (4.3) and the absolute convergence of the inner integral for \y\ < T, we may interchange the integrations, and get 
It is then sufficient to show that (6.9) Q -» 0, 0 -* 1, (6.10) P->J f $->l.
To prove (6.9), it is sufficient to consider
We then have
JT(1-6)
Thus Ci, and consequently Q tends to zero as 0 tends to unity. To prove (6.10), we observe that on account of (3. 
K{x -t, 6) <j>{t) dt,
-co the interchange of the integrations being justified by the uniform convergence of (1.1) in any compact subset of B, and the fact that k(y) G L 2 ( -7r, IT). It is sufficient to prove (7.1)
We give details for (7.1). Let T > 0, and write
as 0 -» 1, by (6.5). Next by (6.4),
Thus by (6.6), (7. 3) and (7.4) lim I K(x -t, 6) 4>(t) dt = £«(*-). Since (7.2) may be proved in the same way, the theorem is complete.
0->l
The proof of the following theorem is similar: -.-Xi *S -TT 8. Remarks. In the proof of (5.4) we have used the fact that from its representation (5.5) as a Dirichlet series, the nucleus G(z) has but a finite number of zeros. Hirschmann and Widder (8, p. 159 ) have shown that a more general nucleus has no zeros on the real axis, and it is certainly true that G(iy) 9^ 0 for \y\ < w. The proof that G(z) does not vanish in B seems to be connected with properties of functions defined by Dirichlet series with coefficients of alternating sign, and will be dealt with elsewhere.
THEOREM III. Let f(z) = J^oeG(z -t) da(t), where a(t) is a normalized function of bounded variation in any finite interval: then if this integral converges for any z in B, it converges for all such z f converges uniformly in any compact
