Abstract
Introduction
Punctuation is not only an important component in written language but also an important means of information transmission. Punctuation can help the reader to understand the structure of written language and the meaning expressed in the article correctly.
However, most natural language processing systems don't take into account the role of punctuation marks, while the punctuation has its own irreplaceable role in natural language processing. Studies have shown that effective use of punctuation can improve the accuracy of sentence similarity calculation and the rate of named entity recognition. In short, the introduction of punctuation is a new topic, it is worth the relevant personnel studying and discussing [1] . In natural language processing applications, Zhou Qiang has used punctuation marks to get parallel phrases automatically [2] . In machine translation, Zong Cheng-qing and Huang He-yan et have used punctuation marks and the Close relative pronouns to cut the complex sentences into multiple independent simple sentences [3, 4] . Li Xing has proposed the hierarchical parsing method for Chinese long sentences [5] , which divide complex long sentence into clause sequences by using the special features of some punctuation, thus brought the sentence into two syntactic analyses, this method has achieved certain results. Mao Qi et have proposed a concept called separate block according to the structural characteristics of syntactic punctuation [1] , and have given a separate analysis block recognition method based on decision tree algorithm (Id3) according to the unique characteristics and locations of punctuation, thus put punctuation into the Chinese syntactic analysis.
In the field of natural language processing, especially in the Chinese information processing, calculation of sentence similarity is a basis and the core research topic. Sentence similarity computation has a wide range of applications in the real world, its research directly determine a number of other research in related fields, such as in the example-based machine translation system, in the document summarization system, in the QA system based on Frequently Asked Questions (FAQ) as well as the machine information retrieval, information filtering, etc. The calculation of sentence similarity is one of the key technologies [6] . At present, the main sentence similarity calculation are: the method based on the same vocabulary, the method using semantic dictionary, the method based on vector space, the method using the edit distance and statistics-based method. Among them, the method based on the same vocabulary has obvious limitations, its powerlessness for synonyms. The method based on semantic dictionary can be a good solution to this problem, but the simple method of using the semantic doesn't take into account the sentence's internal structure and interaction between words, the accuracy is not high. Edit distance is often used in sentences in the field of fast fuzzy matching, but the provisions editing is not flexible enough. The method based on statistics need to construct a large number of training data, the workload is enormous.
To improve the efficiency of Chinese similarity calculation, this paper gives a Chinese similarity calculation system model. This model is a combination of punctuations and traditional similarity computing. The experiment shows that this model has advantages in Chinese similarity calculation when comparing with traditional similarity computing.
Traditional method of sentence similarity calculation

Cosine-based Similarity calculation
If we want to calculate similarity of two sentences, first of all we should pre-process the two sentences, including segmentation, stop words processing and so on. Each sentence can be expressed by a number of words in sequence. For example: we use S1, S2 to express two sentences, use X, Y to express the corresponding sequence of sentences: S1: (W1, W2, …, Wn) S2: (W1, W3, …, Wn) X: W1+2W2+0W3+…+Wn Y: 2W1+0W2+3W3+…+Wn For example: S1:句子相似度计算是一项基础的研究课题。 S2:
Cosine similarity formula is as follows:
The similarity of the two sentences calculated by cosine similarity formula is as follows:
0.422 9 10
Cosine similarity is an improvement of the vector inner product, the benefit is to control all of the results of the calculation in the interval (0, 1).When comparing there will be a clear threshold, and can effectively reduce the computational complexity when we have a large number of calculations.
As the cosine similarity calculation is intuitive, simple, the conditions determined is clear, and the calculation is efficient, a large number of similarity calculation systems use the cosine similarity or its variants. As a method of calculation, cosine similarity is most widely used in practice.
The sentence similarity calculation based on word shape and word order
The sentence similarity calculation based on word shape and word order considers that the similarity of the sentence is determined by word shape similarity and word order similarity [7] . Word shape similarity is determined as follows: ( ) , onceWS A B indicates the number of the same words and symbols in two sentences. The similarity defined as this has the advantage that when a clause or phrase has a longdistance movement as a whole, it is still very similar to the original sentence. The similarity of two sentences is the sum of the word shape and word order similarity-weighted, their weight are 1 λ , 2 λ .
Because word shape similarity plays a major role and word order similarity plays a secondary role, so 1 λ is much bigger than 2 λ .
Sentence similarity calculation based on semantic
There are two common semantic similarity calculation methods, one calculation is based on some knowledge of the world (Ontology), and the other takes advantage of large-scale corpus. The method based on world knowledge (Ontology) method usually use a synonym dictionary, synonym dictionary are generally organize all of the words in a hierarchical tree structure. This method is not only simple and effective, but also more intuitive and easy to understand. The method using a large-scale corpus depends on the training corpus, has a large amount of calculation, In addition, because of the affect of sparse data and data noise, sometimes this method may have a noticeable error.
There are two main ways of sentence similarity calculation based on world knowledge: one is based on Tongyici Cilin, and the other is based on HowNet.
Tongyici Cilin has a tree hierarchy, it mainly use the coding of the terms to represent the hierarchical structure. Tongyici Cilin is encoded in the following ways, main categories are composed of capital letters, minor categories are composed of lowercase letters, sub-categories with two decimal integer. The fourth grade is composed of capital letters and the fifth grade with two decimal integers. When calculate the similarity, we can compute the distance in the concept hierarchy tree according to encoding, then calculate semantic similarity.
HowNet is a knowledge system issued by Dong Zhen-dong and Dong Qiang in March 1999, which is also called a knowledge base. As a common sense knowledge base, HowNet describes the concept represented by Chinese and English words, and it can reveal the relationship between the concepts and concepts as well as the attributes with the concept. For the Chinese vocabulary, the description in HowNet is based on sememe which is a basic concept. Sememe can be considered as the most basic and the smallest semantic unit in Chinese language, which is not easy to cut apart. In Chinese, the meaning of phrase is very complex; often a phrase in different contexts may express different meanings. So in HowNet, the meaning of the phrase can be understood as a collection of a number item. In semantic dictionary of HowNet, each record is consist of one meaning item of a phrase and the description of the item, that is a record corresponds to one meaning item, HowNet includes more than 1,500 sememe, and then uses these sememes to describe 50220 phrases which have 62174items. In addition to sememe, HowNet also uses a number of symbols to describe the semantics of the concept [8] . Semantic similarity calculation is based on the principle of Liu Qun paper, and then compile program to calculate similarity between sememes [9] . By entering two phrases and selecting the exact sememe, we can obtain similarity values in the results show box. For example, enter phrases "好" and " 差", and selecte the appropriate sememe, the result is 0.21053.
Sentence similarity calculation model introduced Punctuations
Sentence similarity calculation model introduced punctuations
The three methods mentioned above are able to accurately calculate the similarity between sentences to a certain extent, but they also have shortcomings. Cosine-based similarity calculation and semantic-based similarity calculation do not take into account the impact of the word order of sentences. For example: The similarity of sentence "成绩一向很好的他这次居然考得很差" and sentence "成绩一向很差的他这次居然考得很好" is 1 when computed with these two methods. Sentence similarity calculation based on word shape and word order take into account the impact of word order for each sentence, but doesn't considerate that some word orders don't affect the meaning if a sentence introduced punctuation. For example: The similarity of sentence "他喜欢吃苹果、桔子等 水果"and sentence"他喜欢吃桔子、苹果等水果" is less than 1, but in fact, the two sentences mean exactly the same.
To solve the above problem, this paper proposes sentence similarity calculation model introduced punctuations, the flow is shown in Figure 1: Figure1. Sentence similarity calculation model introduced punctuations
semantic feature of the model
Semantic similarity is the semantic level that two words can be used to replace each other in different contexts to change the syntactic structure of the text. We define the scope of the similarity from 0-1, and the similarity of a word and itself is 1, the similarity of two completely irrelative words is 0 [10, 11] . Cosine similarity method mainly considerate the same word, it did not carry out the semantic analysis of the sentence, so the accuracy of similarity calculation is not high. This method only take into account word shape, without considering that the same concept often have many different forms in the actual text because the expression of language is diversity. For example, phrase"喜欢" is very close to phrase "喜爱" in semantic. If ignore this situation, it is difficult to accurately calculate the semantic similarity of sentences.
The sentence similarity calculation model first consider the phrases in one sentence if are same with the phrases in another, if they are same, then we will introduce punctuations to see whether the sentence similarity is 1, if different, we will calculate semantic similarity. This paper calculates semantic similarity based on HowNet [12] . First calculate phrase similarity, and then calculate sentence semantic similarity on the basis of phrase similarity. Suppose that two sentences, "他喜欢吃苹果" and "他喜爱吃苹果", because the phrase similarity of "喜欢" and "喜爱" is 1, so the similarity of the two sentences is 1. Semantic similarity calculation based on HowNet is shown in Figure 2 .
Figure2. Semantic similarity calculation based on HowNet
Experimental results and analysis
Test data
Because there is no test corpus that can be used to test sentence similarity, so we construct our own corpus in the experiment, the test set used for the experiment includes 200 pairs of sentences
4.2Evaluation criteria
There are three ways to assess a similarity metric. First is a theory test, this assessment is a qualitative estimation, which is relatively rough. The second assessment compare with the results of human subjective judgments to see the extent of their match. The third way is to examine the application in a particular field. In this paper, the second method is used. We use limited experimental results to compare. sentence similarity of system Accuracy rate 100% sentence similarity of experts = × Eq. (5)
Results
The calculation of this paper is compared with cosine-based similarity calculation and sentence similarity calculation based on semantic. The results of some sentences comparing are shown in Table  1 , the accuracy of three methods is shown in Figure 3 . 
analysis
By comparing we can find that the method of sentence similarity calculation introduced punctuation is superior to the method of cosine-based similarity calculation. The method of this paper not only takes into account the impact of word order of sentences, but also takes into account the semantic features of sentences, while the introduction of punctuation makes this method is also superior to a simple sentence semantic similarity calculation method. The simple sentence semantic similarity calculation method doesn't consider the impact of word order when all of phrases in two sentences are same. This paper offsets the shortfalls of cosine-based similarity calculation and sentence semantic similarity calculation to a certain extent, it is feasible. However, this approach also has shortcomings. For example, the results of this calculation for sentence "张三打了李四" and sentence "李四被张三打 了" is 0.851, the two sentences have the same meaning in fact, so we hope a further increase.
Conclusion
This paper applies the special and important punctuation mark into sentence similarity calculation, and gives a new sentence similarity calculation model. Experiments show that this method can more accurately calculate the semantic similarity of sentences. Punctuation is not only an important component in written language but also an important way of information transmission. It also can be applied to many aspects of natural language processing, such as named entity recognition rate can be further improved by using the role of the comma, different context information can be extracted in different contexts by using the tones of exclamation point and question mark express.
