An analytical theory of arbitrary-order achromats for optical systems with midplane symmetry is presented. It is based on the repeated use of identical cells; but besides mere repetition of cells, mirror symmetry is used to eliminate aberrations. Using mirror imaging of a cell around the x-y and x-z planes, we obtain four kinds of cells: the forward cell (F), the reversed cell (R), the cell in which the direction of bend is switched (S), and the cell where reversion and switching is combined (C). Representing the linear part of the map by a matrix, and the nonlinear part by a single Lie exponent, the symplectic symmetry is accounted for and transfer maps are easily manipulated. It is shown that independent of the choice and arrangement of such cells, for any given order, there is a certain minimum number of constraint conditions that has to be satisfied. It is shown that the minimum number of cells necessary to reach this optimum level is four, and out of the sixty-four possible four-cell symmetry arrangements, four combinations yield such optimal systems. As a proof of principle, the design of a fifth-order achromat is presented. ͓S1063-651X͑96͒07709-4͔
I. INTRODUCTION
The search for achromats, by which we mean optical systems whose transfer maps are free of any nonlinearities of transverse motion up to a certain order, has generated substantial interest for the past two decades. The ability to transport particles while preserving their phase-space distribution through a certain order has many attractive consequences, and this is why first-and second-order achromats have been widely used in accelerators, storage rings, and beam transport lines. Last but not least, this is also an interesting and challenging problem from a purely theoretical point of view.
Since midplane symmetry has been employed in most of the beam optical systems, canceling half of the transverse aberrations, all achromat theories consider only systems with midplane symmetry. But even under this symmetry, as Table  I shows, the number of aberrations that have to be canceled to generate achromats increases drastically with order, even if only the aberrations that are independent due to the symplectic symmetry are considered. In particular, it becomes apparent why even up to second order it is considered unrealistic to attempt to control each aberration with a separate constraint condition. Therefore, the challenge is to achieve achromaticity with as few knobs as possible.
Although the concept of first-order achromats had been widely used in various beam optical systems and accelerators for a long time, it was only until the 1970s that a theory developed by K. Brown enabled the design of realistic second-order achromats in a systematic and elegant way ͓1͔.
The theory is based on the following observations. First, any system of n identical cells ͑nϾ1͒ with the overall firstorder matrix equaling to unity (I) in both transverse planes gives a first-order achromat. When n is not equal to three, it also cancels all second-order geometric aberrations. Second, of all second-order chromatic aberrations, only two are independent. Therefore, they can be corrected by two families of purely second-order elements ͑in practice usually sextupoles͒, each responsible for one of them in each transverse plane. These findings make it possible to design a four-cell, second-order achromat with only one dipole, two quadrupoles and two sextupoles per cell.
Because of its simplicity, the second-order achromat concept has been applied to the design of various beam optical systems such as the time-of-flight mass spectrometers both single-pass ͑TOFI͒ ͓2,3͔ and multipass ͑ESR͒ ͓4,5͔, the arcs of the Stanford linear collider ͑SLC͒, the new facility at SLAC, the final focus test beam ͓6-9͔, and the MIT South Hall ring ͑SHR͒ ͓10,11͔.
Since it is hard to generalize this second-order achromat theory to higher orders, the first third-order achromat theory was developed by Dragt based on normal form theory and Lie algebra ͓13͔. According to the theory, a system of n identical cells is a third-order achromat if the following conditions are met: ͑1͒ The tunes of a cell x and y are not full, half, third, or quarter integer resonant, but n x and n y are integers. ͑2͒ The two chromaticities and five independent third-order aberrations are zero.
Two examples of third-order achromats have been designed. The first design was done by Dragt himself, containing thirty cells ͑ x ϭ1/5 and y ϭ1/6͒. Each contains ten bends, two quads, two sextupoles, and five octupoles. The whole system is a 180°bending arc. The second design was done by Neri ͓14,15͔. It is a seven-cell system with only one bend per cell, while the total bend is also 180°. The tunes of a cell are x ϭ1/7 and y ϭ2/7, which seems to violate the theory because of the third-order resonance 2T x ϪT y ϭ0. However, achromaticity can still be achieved because the driving terms are canceled by midplane symmetry ͓14,15͔, which greatly reduces the number of cells. Similar to Brown's theory, the Dragt theory cannot be immediately used to find arbitrary-order achromats in a way that the number of cells is independent of the order. The main reason is that for any given order, the tunes of a cell have to be specially chosen such that most, if not all, of the resonances up to one order higher are avoided. Thus the number of cells has to be the smallest possible that makes both tunes of the whole system integers, which depends on the order and usually increases quickly. A second reason is that as the order increases, the difficulty of obtaining analytical formulas increases rapidly because of the inherent complexity of the Baker-Campbell-Hausdorff ͑BCH͒ formula.
Our approach for a general achromat theory does not use the normal form method and avoids the resonance concern by introducing mirror symmetry to cancel more aberrations. With these considerations, we are able to study systems with arbitrary numbers of cells and obtain solutions that are independent of the arrangements inside a cell. Because of their simplicity, Lie transformations are used to represent symplectic maps, but instead of an order-by-order factorization, we use a factorization formed by a linear matrix and a single Lie operator, describing the linear and nonlinear parts, respectively. The introduction of mirror symmetry makes it possible for us to obtain four total kinds of cells: the forward cell (F), the reversed cell (R), the switched cell in which the direction of bend is switched (S), and the cell in which reversion and switching is combined (C), as shown schematically in Fig. 1 .
In Sec. II, we derive the maps of the cells R, S, and C from the map of the forward cell and then the maps of a four-cell system. Section III contains a classification of the systems with optimal solutions. First it is shown that it is necessary to have at least four cells in a system to achieve an arbitrary-order achromat with a minimum number of constraints, which is followed by the proof of the existence of an optimal solution. It is further shown that four out of the 64 four-cell systems yield the optimal solution while requiring the minimum number of linear constraints ͑Sec. III D͒. In Sec. IV, we study the four best systems in detail to find solutions for achromaticity in an order-by-order fashion. First a general solution for arbitrary-order achromats is obtained, although it will be shown that more efficient solutions can be found. Then the optimal solution for achromats up to sixth order is determined. In Sec. V, as a direct application of the theory developed in this paper, the design of a four-cell fifth-order achromat is presented.
II. MAP REPRESENTATIONS
Let us consider a phase space consisting of 2m variables (q 1 ,...,q m ,p 1 ,...,p m ). Since we do not take into account synchrotron radiation and acceleration, the transverse motion of a beam optical system is described by a symplectic map, which satisfies
where J(M ជ ) is the Jacobian matrix of M ជ and Ĵ is an antisymmetric 2mϫ2m matrix
͑1͒
Under the symplectic symmetry, the transfer map M ជ of order n can be represented by a matrix L and a polynomial H of orders three up to nϩ1 through a Lie factorization as
whereϭ n denotes equality up to order n and I ជ is the identity map. Up to order n, the inverse of M is
For the convenience of further discussion, it is advantageous to define what we want to call a ''standard'' and a ''substandard'' form of the maps: Definition II.1. For a symplectic map M ជ S , the standard form is defined as
where M L is the linear matrix and H is a polynomial of order three and up. A representation of the form 
Proof: First assume that M ជ is a symplectic map, which implies that a Poisson bracket is an invariant under the transformation M ជ , i.e.,
The rest of the proof is straightforward
In the case of M ជ being antisymplectic, the proof is basically the same except that the Poisson bracket changes sign under the transformation, i.e.,
Therefore we obtain
which concludes the proof.
Let now M ជ F denote the map of the forward cell, where the superscript denotes that it is transversed in the forward direction. In order to obtain the maps M ជ R , M ជ S , M ជ C of the R, S, and C cells, respectively, Theorem II.3 has to be used repeatedly.
The reversed cell (R) is the one in which the order of the elements is reversed from that of the forward cell. This means that if a particle enters the forward cell at an initial point (x i ,a i ,y i ,b i ,␦ i ) and exits it at a final point (x f ,a f ,y f ,b f ,␦ f ), a particle which enters the reversed cell at
This entails that the map of the reversed cell is
where
͑14͒
Taking into account the fact that R is apparently antisymplectic, we can obtain the standard form of
The switched cell (S) is the mirror image of the forward cell about the yϪz plane, i.e., 
͑17͒
Since the matrix S is apparently symplectic, we have
The combined cell (C) is switched and reversed cell, whose map is
Due to the fact that matrix SR is antisymplectic, similar to the reversed cell, M ជ C can be brought into the standard form
In summary, we have the maps of all four-cell types listed below
Now that the maps of the different kinds of symmetry manipulations of the standard cell are known, the map of any given multicell system can be constructed. In particular, it is always possible to determine the substandard form of the map, which can then be turned into the standard form of the map with the BCH formula.
For the purpose of clear nomenclature, let C i be the ith cell in a k-cell system, i.e., C i can be F, R, S, or C. Then the map of the total system is denoted by M ជ C 1 C 2 ...C k . For example, M ជ FRSC represents the map of a four-cell system consisting of the forward cell, followed by the reversed cell, then by the switched cell and ending with the combined cell.
We will illustrate the process of obtaining the substandard forms for the later particularly important four-cell system FRSC, and list the results for some other four-cell systems. In the manipulations, we repeatedly make use of Theorem ͑II.2͒, Theorem ͑II.3͒, and the associativity of ‫.''ؠ''‬ From the definition of system FRSC, we can obtain its transfer map from the maps of single cells as
Note that the order of the maps of the single cells is the reverse of that of the cells, because the initial coordinates of the present cell are the final coordinates of the previous one. Then we bring M ជ FRSC into the substandard form via the following steps of iterative character
In a very similar way, the substandard forms of the maps of the systems M ជ FRFR , M ជ FCSR , and M ជ FCFC are obtained, and altogether we have
As shown in the next section, only the four systems listed here are needed when the solutions of arbitrary-order achromats are determined, because other systems are not as efficient. What will also be shown here is the importance of the substandard form where the optimal four-cell systems are decided. Finally, when solutions of achromats are searched for among the four systems, the standard form of their maps will be obtained from the substandard form using the BCH formula.
III. OPTIMAL FOUR-CELL SYSTEMS
We will now proceed to the analysis of the influence of symmetric arrangements to the cancellation of aberrations in general multicell systems, and then later study the systems found optimal. We begin with a few definitions.
Like in previous achromat theories, we consider only those systems with midplane symmetry. Therefore, the transfer map of the forward cell can be represented in the form of Eq. ͑9͒ with its pseudo-Hamiltonian given by
where i x ϩi a ϩi y ϩi b ϩi ␦ у3, and i y ϩi b is even. Definition III.1. Let H be the pseudo-Hamiltonian of the system, then we set
It is easy to show that in decomposed form one can write
A. General properties of k-cell systems
Consider a general system of k cells arranged using the above symmetry operations. Using Theorems ͑II.2͒ and II.3 repeatedly, its map can be brought to the substandard form in a similar way as in Eq. ͑26͒. The result has the form
where M T is the linear matrix of the system and
is a midplane symmetrical matrix obtained from combinations of the linear matrices of the previous cells and matrices R,R
Ϫ1
, S,S
, and C,C Ϫ1 depending on the specific choices of the system. As a result, we have det(M (i) )ϭ1.
Using the BCH formula, M ជ can be transformed to a single Lie operator acting on a linear map, which is
In order to achieve achromaticity, it is necessary for the expression between the colons to vanish. Since all commutators are of order four and higher, this entails, in particular, that it is necessary for all the third-order terms in the sum of pseudo-Hamiltonians ͚H(M (i) I ជ ) to vanish outright; for higher orders, the terms stemming from the commutators have to balance those from the sum. In the remainder, we shall study several approaches to achieve this. Next let us show that there is no system that can cancels 
is defined as the terms in D"H(I ជ )… with all exponents on x,a,y,b odd, which has the form
Note that DϭD ϩ ϩD Ϫ because of Eq. ͑34͒. We then observe Theorem III.1. For a general k-cell system, it is impossible to cancel any Proof: From Eqs. ͑43͒ and ͑44͒, the sum of
Since by requirement, no specific relationships among the C 2n x ,2n a ,2n y ,2n b ,i ␦ are allowed to be imposed, the vanishing of a polynomial associated with C 2n x ,2n a ,2n y ,2n b ,i ␦ requires that
which, because of the even exponents, is impossible to achieve for all points in phase space, regardless of the choice of the M (i) .
B. Two-and three-cell systems
The next theorem shows that two-or three-cell systems cannot give optimal solutions for achromats.
Theorem III.2. Two-or three-cell systems cannot cancel 
Cancellation of the terms associated with C 1,0,0,0,2 from
Since all coefficients are independent of each other, each term in the above equation has to vanish separately, which gives the solution
and canceling the terms associated with C 0,1,0,0,2 from
which has the solution
Considering the terms associated with C 1,1,0,0,1 from
celed. The same conclusion can be reached for three-cell systems in a conceptually similar way that is, however, technically too involved to be exhibited here; for details, we refer to ͓20͔.
C. Four-cell systems
In this section we will show that certain four-cell systems can achieve what two-and three-cell systems could not, i.e., they can be brought in symmetrical arrangements to cancel A, B, and C simultaneously.
Theorem III.3. Given a four-cell system, the terms While the detailed proof of the necessity is beyond the scope of this paper and the reader is referred to ͓20͔, the basic idea behind it is quite simple and shall be illustrated here. The cancellation of the terms has to be achieved through proper choices of the linear matrix as well as the symmetric arrangements. By studying the coefficients of ͚ iϭ0
one obtains a set of equations for the coefficients of the linear matrix, which, because of the presence of midplane symmetry, however, decouples into a variety of subblocks. Solving the resulting set of equations, which is a very tedious yet rather mechanical process, then shows that there is one and only one solution: the M (i) ͑iϭ2,3,4͒ must be a permutation of R, S, and C.
Since it is shown earlier that it is not possible to cancel terms in D 
D. The optimal four-cell systems
The previous discussion revealed that the only way to achieve maximum cancellation from symmetry is that the M (i) for iϭ2,3,4 form a permutation of R, S, and C. Since, however, the M (i) contain both contributions from the linear maps as well as from the symmetry operations, it requires some study to determine the systems that satisfy the requirement. The following theorem answers these questions.
Theorem III.4. Among all ͑64͒ four-cell systems, there are only four which reach the optimum asserted by Theorem III.3 while imposing the minimum number of constraints on the linear map. They are FRFR, FRSC, FCFC, and FCSR.
Proof: While being rather straightforward and mechanical, the entire proof is rather tedious, and so we restrict ourselves here to the first part which leads to the first possible solution of the form FRFR.
Suppose the forward cell has a linear matrix L. For the time being, let us restrict ourselves to the x-a-␦ block of L, which has the form
͑1͒ Choices on the second cell.
Case 1a FF
Recall that the standard form of a forward cell ͓Eq. ͑9͔͒ is
Therefore, the map of the system FF is To reach the optimum, L has to be R, S, or C. Since L is symplectic, it can only be S. Hence, the linear matrix is Therefore, five conditions have to be met to reach the optimum.
Case 1b FR: From Eq. ͑15͒, we have
•L 1 can be obtained from Eq. ͑46͒, which yields
•L is antisymplectic, it can only be R or C, which leads to the following conditions: 
Јϭ0
Јϭ0.
͑48͒
Hence, we obtained two solutions with three conditions, which in turn eliminate the five-condition solution above. For further reference, they are listed below Solution A: Solution B:
͑2͒ Choices for the third cell of the system FRϫϫ From Case 1b, we have
be the map of the third cell, which can be F, R, C, or D. Thus, the total map of the three-cell system is
For our convenience, let us define M
͑2͒
͑ϫ͒ as the linear matrix in the pseudo-Hamiltonian for the third cell. For systems FRϫ, we have
where 
Since solution B is the possible solution for this case, the linear matrix of the forward cell is 3) . Therefore this system is not a solution.
Case 3b FRFR:
Therefore, the x-a-␦ block is
which shows that this system is a solution, because it satisfies Theorem III.3. In total, this concludes the analysis of the path leading to the solution FRFR, and we have shown that as needed, it has the form
The next theorem, given without proof, specifies the linear conditions of the y-b block for the optimal systems. Theorem III.5. For the four systems obtained from the last theorem, the constraints on the y-b block of the linear map are the vanishing of either the diagonal elements or the offdiagonal elements.
To summarize the results of this section, the four optimal systems as well as the linear conditions necessary to satisfy them are listed in Table II .
IV. ORDER-BY-ORDER SOLUTIONS
As the next step, it is necessary to analyze the commutators of lower order terms, in particular, study their interplay with direct sum terms that can never be removed from symmetry alone. The study is simplified by two observations. First of all, the four different maps yielding optimal symmetry cancellation only produce two different substandard forms, namely, 
͑52͒
Furthermore, one of these two substandard forms can be obtained from the other through a simple transformation. Thus, it is only necessary to study one particular map to determine the conditions for achromaticity.
Lemma IV.1. By switching A and B, the maps M ជ FCSR and M ជ FCFC are transformed to M ជ FRSC and M ជ FRFR , respectively. Proof: Under the transformation, we have
which entails that the transformation of the maps is
which concludes the proof. We are now ready for a discussion of various strategies to design achromats. The first method is described by the following theorem, which allows the design of achromats of an arbitrary order, although not in the most economical way.
Theorem IV.1. For a given order n, the optimal systems FRFR, FRSC, FCSR, and FCFC Optimal four-cell systems and the first-order requirements to achieve their optimum.
Systems
Linear Conditions
Therefore the second-order solution is Dϭ 3 0, as advertised. To perform the induction step to show the condition to nth order, let us assume that Aϭ nϪ1 0 or Bϭ nϪ1 0, and Dϭ n 0 are solutions for an ͑nϪ1͒st-order achromat. Since the proof of case Bϭ nϪ1 0 is the same as that of Aϭ nϪ1 0, only the first case is shown.
In this case, we have
which entails that
Therefore M ជ can be transformed to
which shows that A n ϭ0 and D nϩ1 ϭ0 are a solution for the nth order achromaticity. According to Lemma IV.1, the systems FRFR and FCSR have the same solutions, which concludes the proof. Note that these two solutions are equivalent in terms of the number of conditions, because the number of monomials in A is the same as that in B for a given order n ͓͑20͔͒.
In order to study other strategies to obtain achromats, we remind ourselves that since D cannot be canceled by symmetry, the number of nonlinear conditions cannot be smaller than the number of terms in D. So the best solution under this theory will be that the number of nonlinear conditions equals that of the terms in D.
The next theorem shows that such best solutions exist for up to the fourth order. Furthermore, computational results strongly suggest that indeed the method is also applicable for fifth-and sixth-order achromats, although the tediousness of the algebra has so far prevented us from performing a detailed proof.
Before studying the theorem itself, a few observations are necessary. Considering the commutator of two general terms from the Hamiltonian, we have
If the two terms are from the same part of the Hamiltonian, we have
which entails that the commutator gives terms in C. Similarly, it can be shown that a commutator between terms from any part and those from C gives terms from C; and parts A, B, and D are cyclically connected in that [A,B] gives terms from D, [A,D] gives terms from B and [B,D] gives terms from A.
Theorem IV.2. For the optimal four-cell systems, achromats up to the fourth order can be obtained by canceling D in the total map.
Proof: ͑1͒ The second order: From the proof of Theorem IV.1, the map of FRSC is M ជ ϭ 2 exp͑:H Currently it does not appear possible to streamline the treatment of the commutators arising from the BCH formula enough to allow an arbitrary-order analysis of the above phenomenon. But as indicated before, computational results confirm that the method also works for orders five and six. We conclude the analysis at this point, but make the Conjecture IV.1. For the optimal systems, achromats up to an arbitrary order can be obtained by canceling D in the total map.
When a nth-order achromat is reached, the pseudoHamiltonian H becomes
Therefore the transfer map contains only time-of-flight terms which depend solely on ␦. This is also true for the first order due to symplecticity. As a result, to obtain an achromat with no time-of-flight aberrations requires only one more constraint for each order, i.e., the cancellation of (t͉␦ i ). A thirdorder system of this kind has been designed ͓͑16-18͔͒.
V. APPLICATION: A FIFTH-ORDER ACHROMAT
In this section, we present a proof-of-principle design of a fifth-order achromat. While the feasibility of this design cannot formally confirm the, at times, very tedious algebra, for some of which we had to refer to external references because of space limitations, it appears comforting to see that in practice everything comes together as expected.
For the actual design of the device, differential algebraic ͑DA͒ techniques were used because of the ease of obtaining the required Lie factorizations to an arbitrary order. Since the Lie factorizations are always obtained from the map, explicit use of the BCH formula is not necessary, which greatly reduces the complexity of the process.
Throughout the design processes, the code COSY INFINITY ͓͑19͔͒ is used, which contains all the tools important to beam optical design, including map computation, extraction of Lie coefficients, fitting, tracking, and resolution calculation. First, the DA map of the desired order is computed. Second, relevant Lie coefficients are extracted from the Lie exponent obtained from the map. Third, fitting routines are used to cancel the Lie coefficients which cannot be canceled by symmetry. In our case, we are greatly benefitted from using the package LMDIF by Jorge More from Argonne National Laboratory. The first-order layout of the achromat should avoid large fluctuations in the ␤ functions in order to limit nonlinear aberrations; furthermore, there should be enough room for the insertion of correction multipoles. Another consideration is that, if possible, the number of first-order conditions should be further reduced through symmetry arrangements inside a cell.
The result of these considerations is a ring shown in Fig.  2 , which consists of sixteen FODO cells plus two dispersion correction sections, each of which includes two quadrupoles. The left half is the forward cell (F) and the right half is the reversed cell (R). Achromaticity is achieved after two turns. The forward cell itself consists of two parts, one of which is the reverse of the other. This guarantees that (x͉x)ϭ(a͉a) and (y͉y)ϭ(b͉b). All four FODO cells within one part of a cell are identical except that the last one has an extra quadrupole for dispersion correction. Hence, there are three knobs for the first-order design which can zero out (x͉x), (a͉a), (y͉y), (b͉b), ͑x͉␦͒, and ͑a͉␦͒ at the same time. Figure 2 shows that the beam travels around the ring in a very uniform manner, avoiding large ray excursions and ␤ functions. As described in ͓20͔ ͑Sec. 5.2͒, second-order achromaticity is achieved by symmetrically placing and exciting two pairs of sextupoles in each half. After the investment in a careful first-and second-order layout, the necessary third-, fourth-, and fifth-order corrections actually turn out to be conceptually straightforward, even though they are computationally more demanding. In the whole process of nonlinear optimization, only two as- pects seemed to be worth considering. First, the required multipole strengths strongly depend on the average distance between multiples of the same order. In order to keep their strength limited, it is important to have the dimension of the total size of the ring and the dispersive region sufficiently large, and distribute roughly uniformly multipoles of the same order. Second, all the decapoles have to be placed in regions with sufficient dispersion, because all the fourthorder aberrations that remain after third-order corrections are chromatic aberrations. The combination of these considerations results in assuringly weak multipole strengths for third-, fourth-, and fifth-order corrections. ͑Tables III-V͒.
VI. CONCLUSION
An analytical theory of arbitrary-order achromats based on mirror symmetries is presented. It is shown that two-and three-cell systems are not optimal to form achromats, they require more conditions than some of the four-cell systems. On the other hand, systems with five or more cells cannot give solutions that are distinctively better than those of fourcell systems. Therefore, four-cell systems seem to be the best choices for arbitrary-order achromats. Four four-cell systems are found optimal for solutions because they require the smallest number of linear conditions.
A general solution for four-cell arbitrary-order achromats based on the optimal systems is presented. Furthermore, a particularly efficient specific solution, which is close to the best solution that can be obtained by the mere use of symmetry, is proved analytically up to the fourth order, and computational results suggest that it is valid up to the sixth order.
