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ABSTRACT
An important area of medical imaging research is studying anatomical diffeomorphic
shape changes and detecting their relationship to disease processes. For example, neurode-
generative disorders change the shape of the brain, thus identifying differences between the
healthy control subjects and patients affected by these diseases can help with understanding
the disease processes. Previous research proposed a variety of mathematical approaches
for statistical analysis of geometrical brain structure in three-dimensional (3D) medical
imaging, including atlas building, brain variability quantification, regression, etc. The
critical component in these statistical models is that the geometrical structure is represented
by transformations rather than the actual image data. Despite the fact that such statistical
models effectively provide a way for analyzing shape variation, none of them have a truly
probabilistic interpretation.
This dissertation contributes a novel Bayesian framework of statistical shape analysis for
generic manifold data and its application to shape variability and brain magnetic resonance
imaging (MRI). After we carefully define the distributions on manifolds, we then build
Bayesian models for analyzing the intrinsic variability of manifold data, involving the mean
point, principal modes, and parameter estimation. Because there is no closed-form solution
for Bayesian inference of these models on manifolds, we develop a Markov Chain Monte
Carlo method to sample the hidden variables from the distribution.
The main advantages of these Bayesian approaches are that they provide parameter
estimation and automatic dimensionality reduction for analyzing generic manifold-valued
data, such as diffeomorphisms. Modeling the mean point of a group of images in a Bayesian
manner allows for learning the regularity parameter from data directly rather than having
to set it manually, which eliminates the effort of cross validation for parameter selection.
In population studies, our Bayesian model of principal modes analysis (1) automatically
extracts a low-dimensional, second-order statistics of manifold data variability and (2) gives
a better geometric data fit than nonprobabilistic models.
To make this Bayesian framework computationally more efficient for high-dimensional
diffeomorphisms, this dissertation presents an algorithm, FLASH (finite-dimensional Lie
algebras for shooting), that hugely speeds up the diffeomorphic image registration. In-
stead of formulating diffeomorphisms in a continuous variational problem, Flash defines a
completely new discrete reparameterization of diffeomorphisms in a low-dimensional ban-
dlimited velocity space, which results in the Bayesian inference via sampling on the space
of diffeomorphisms being more feasible in time. Our entire Bayesian framework in this
dissertation is used for statistical analysis of shape data and brain MRIs. It has the potential
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Statistical shape analysis develops methods for the geometric study of objects. The
geometrical information is invariant to translation, scaling, and rotation. There is a vast
range of applications of shape analysis in scientific research fields, including medical imaging,
computer vision, machine learning, and biology. Defining a distance metric between shapes
is an important first step of shape analysis. A distance metric allows one to estimate mean
shapes and to extract shape variability from population-based data. Quantifying the shape
variability of the human brain gives a direct interpretation of the anatomical brain structure
that varies from one individual to another. In addition, brain shape changes relate to disease
processes and changes in cognitive behavioral measures. For example, the shape and size of
white and gray matter structures decrease in patients affected by neurodegenerative diseases,
resulting in significantly larger corresponding brain ventricles. Shape analysis techniques
have the potential to provide new insights and clinical assessments for disease diagnosis and
treatment.
The means to represent shapes for a group of images is the geometric transformation
between each individual and the mean image. Researchers can then perform statistical
modeling of shape on the corresponding transformations. Finding a transformation that
maps from one image to another, known as deformable image registration, is a basic area in
the study of shape variation. In many applications, it is desirable that image transformations
be diffeomorphisms, i.e., differentiable, bijective mappings with differentiable inverses. Such
diffeomorphic mappings ensure several properties of the transformed images: (1) topology
of objects in the image remains intact; (2) no nondifferentiable artifacts, such as creases or
sharp corners, are created; and (3) the process can be inverted, for instance, to move back
and forth between the source and target images. Computing the mean of images or atlas,
which represents a large image dataset, is another important step for population-based
shape analysis. The goal of atlas building is to compute a common coordinate system for
anatomical comparisons across individuals. Other practical applications of atlas building
2are alignment of functional data to a reference coordinate system and atlas-based image
segmentation. A mean is only a point estimate and does not encode the variability of a
population. Extracting low-dimensional, second-order statistics of data variability provides
a compact representation of the anatomical variability in a large image database. Reducing
the dimensionality to the inherent modes of shape variability has the potential to improve
hypothesis testing, classification, and mixture models.
Previous methods to address these problems do not have truly probabilistic formulations.
Having a probabilistic interpretation paves the way for factor analysis, mixture models, and
generating stochastic systems. The main advantages of a probabilistic formulation are that
(1) it considers uncertainty in the answers, for instance, ‘a parameter has a probability
of 0.95 of falling in a credible interval’ and (2) it provides a natural and principled way
to incorporate prior information into a model. Another important fact is that Bayesian
analysis estimates model parameters directly from data rather than a hand-tuning manner,
which eliminates the need for searching. Also, a Bayesian model is more robust when dealing
with a small sample size of data or noisy samples, since the observations not following the
general pattern are better modeled by the noise term.
This dissertation presents a novel Bayesian framework of statistical shape analysis
and its application to diffeomorphic shape variability and brain MRI. We first carefully
define manifold-valued likelihood distributions and prior distributions using the geodesic
distance metric. We then develop Bayesian models for analyzing the intrinsic variability of
manifold data and inference algorithms for estimating the mean point, model parameters,
and principal modes. Due to the lack of closed-form solutions for Bayesian inference of these
models, we develop Markov Chain Monte Carlo methods to sample the latent variables from
the distribution and marginalize them over the posterior distribution. To make this Bayesian
framework computationally efficient for high-dimensional diffeomorphisms, we propose a
fast diffeomorphic image registration algorithm, FLASH.
While the practical applications introduced in this dissertation are mainly in the field
of shape analysis on diffeomorphisms, the models and theory are generally applicable to
generic manifold data, for example, vectors of unit length such as the sphere data, geo-
metric transformations such as rotations and affine transforms, symmetric positive-definite
tensors, and Stiefel manifolds (the set of orthonormal m-frames in Euclidean space Rn).
Although this dissertation focuses on applications to brain imaging, all statistical models
are applicable to many other scientific research fields, such as machine learning, computer
vision, and graphics. Several other possible applications will be discussed in the conclusion
3and future work in Chapter 7.
1.1 Problems and Challenges
This section describes the problems and challenges of building these Bayesian models
for statistical shape analysis on diffeomorphisms.
The first challenge for probabilistic modeling on diffeomorphisms is the lack of a closed-
form solution for Bayesian inference. A previous method involving optimizing an objective
function over the space of diffeomorphisms was a mode approximation of the posterior
distribution, which performs poorly under image noise as shown in [2], even for a simple
one-dimensional (1D) template estimation problem where the transformations are discrete
shifts. Therefore, the diffeomorphisms should be treated as hidden random variables and
not parameters to be estimated. In addition, despite the probabilistic motivation behind the
practical problem, the model parameter that regularizes the smoothness of diffeomorphisms
is not estimated in current practice, but rather specified in an ad hoc manner. This has
several disadvantages: (1) it is difficult and time consuming to search for the appropriate
parameters even for experienced modelers, (2) there is no certainty whether a good param-
eter is found or not, and (3) it is not clear whether the bad performance of a model with an
assigned parameter is because no good parameter exists, or because it was not discovered.
The high dimensionality of the transformations, combined with the relatively small
sample sizes available, makes statistical analysis difficult. Treating the dimensionality
reduction of brain shape variability as a probabilistic inference problem on discrete images
and jointly estimating the image atlas and principal geodesic modes of variation becomes
the second challenge in shape variability analysis. Previous methods [3], [4] performed the
dimensionality reduction after the fact, i.e., as a principal component analysis (PCA) of
diffeomorphisms in the tangent space as a second stage after the estimation step. These
models have two major disadvantages. First, they do not explicitly optimize the fit of the
principal modes to the data intrinsically in the space of diffeomorphisms, resulting in a
suboptimal fit to the data. Second, the number of dimensions to use is selected manually
rather than inferred directly from the data. A related Bayesian model of PCA (BPCA) [5]
for Euclidean data was proposed to automatically learn the dimension of the latent space
from data by including a sparsity-inducing prior on each component of the factor matrix.
This linear factor analysis model, however, is not applicable to nonlinear diffeomorphic
transformations. The main difficulty of generalizing the model definition of BPCA to generic
manifolds is the lack of an explicit formulation for the normalizing constant of distributions
4on manifolds.
The last challenge of this Bayesian framework comes from the high computational
complexity of its inference problem. Integrating out the high-dimensional diffeomorphisms
by random sampling from the posterior distribution requires a huge number of computations
on dense spatial grids that are prohibitively time consuming. One class of previous meth-
ods [1], [6] has been developed to reduce the large memory requirement, but the expensive
computation of these methods still needs to be solved numerically on a full grid. Another
class of diffeomorphic registration methods is the “greedy” algorithms [7], [8]. Greedy
methods are much faster and more memory efficient, but they do not minimize a global
variational problem and do not provide a distance metric between images. Thus, developing
a fast diffeomorphic image registration algorithm without losing the distance metric of
diffeomorphisms makes further statistical analysis computationally more feasible in time.
1.2 Dissertation Statement and Contributions
Thesis: A generative Bayesian approach to analyze the data variability in nonlinear
spaces provides parameter estimation and automatic dimensionality reduction for manifold
data, such as diffeomorphisms. A Bayesian model of atlas building can for the first time
estimate the parameter that regularizes the smoothness of diffeomorphisms. In population
studies, (1) reparameterizing diffeomorphisms in a low-dimensional space with appropri-
ate regularity parameters captures better intrinsic shape variability, and (2) having a dis-
crete low-dimensional representation of diffeomorphisms makes model inference with Markov
Chain Monte Carlo more feasible.
To test this thesis statement, I have made the following contributions:
• Bayesian estimation of regularization in diffeomorphic image registration.
We propose a truly probabilistic formulation of the diffeomorphic atlas building. This
algorithm can for the first time estimate the regularity parameter of the smoothness
of the diffeomorphisms simultaneously with other model parameters, including atlas
and noise variance. We also discuss a mixture model of multiatlas estimation based
on this setting.
• Bayesian principal geodesic analysis of finite-dimensional manifolds. We
develop a latent variable model of principal geodesic analysis that provides a proba-
bilistic framework for factor analysis on finite-dimensional manifolds. It shows that
this model automatically selects the intrinsic dimensions of data variability, while
giving a better fit to manifold data.
5• Bayesian principal geodesic analysis of infinite-dimensional diffeomorphisms.
We study a fully generative Bayesian formulation to jointly estimate model parameters
and the low-dimensional latent space of diffeomorphisms in the population-based
diffeomorphic image registration. The automatically selected latent dimensions from
this model are able to reconstruct unobserved testing images with lower error than
both linear principal component analysis (LPCA) in the image space and tangent
space principal component analysis (TPCA) in the tangent space of diffeomorphisms.
• Low-dimensional Lie algebras for fast diffeomorphic image registration.
To make the Bayesian inference of the models above computationally affordable, we
define a novel discrete low-dimensional Lie algebra to approximate diffeomorphisms
in a linear space. This not only speeds up a pairwise diffeomorphic image registration
with a lot less demand on memory, but also accelerates the convergence rate to an
optimal solution.
1.3 Outline
The remainder of this dissertation is organized as follows:
Chapter 2 introduces the background of basic Riemannian manifold concepts and dif-
feomorphic shape variability in medical image analysis. The first section briefly overviews
Riemannian metrics, geodesics, Lie groups, and more; the second section describes fun-
damental tools for statistical shape analysis such as diffeomorphisms, diffeomorphic image
registration, atlas building, and a Bayesian formulation of principal component analysis.
Chapter 3 presents a Bayesian framework of diffeomorphic atlas building to estimate
the parameter that controls the diffeomorphic transformation regularity. A Monte Carlo
Expectation Maximization algorithm (MCEM) is developed for inference where the expec-
tation step is approximated via sampling on the manifold of diffeomorphisms. A mixture
model of multiatlas building is then built and discussed in the context of this setting.
Chapter 4 describes a latent variable model for principal geodesic analysis that is
analogous to probabilistic principal component analysis in Euclidean space. This model
definition can be applied to any generic manifolds to discover low-dimensional factors using
maximum likelihood.
Based on the setting presented in Chapters 3 and 4, Chapter 5 then presents a generative
Bayesian approach for estimating the low-dimensional latent space of diffeomorphic shape
variability in a population of images. A latent variable model is developed for principal
geodesic analysis that provides a probabilistic framework for factor analysis in the space
6of infinite-dimensional diffeomorphisms. A sparsity prior in the model results in automatic
selection of the number of relevant dimensions by driving unnecessary principal geodesics
to zero.
Chapter 6 introduces a fast geodesic shooting algorithm for a large deformation diffeo-
morphic metric mapping framework, named FLASH. This makes the Bayesian inference
with Markov Chain Monte Carlo in Chapter 3 and Chapter 5 more feasible. A novel
definition of low-dimensional Lie algebras in the space of bandlimited velocity fields is
proposed, which results in most of the expensive computations needed for gradient descent
methods entirely in these low-dimensional Lie algebras. FLASH not only speeds up the
current diffeomorphic image registration algorithm dramatically, but also requires much
less memory than state-of-the-art methods. FLASH is the first method to present a
real discrete finite-dimensional Lie algebra structure to approximate infinite-dimensional
diffeomorphisms. It breaks through the limitation of high computational cost and large
memory demands of diffeomorphic atlas building for statistical shape variability analysis.
Chapter 7 concludes the dissertation with a general discussion and future work.
CHAPTER 2
BACKGROUND AND RELATED WORKS
2.1 Riemannian Manifolds
A Riemannian manifold is a smooth (differentiable) manifold equipped with a metric,
which is a smoothly varying inner product on its tangent space. Riemannian manifolds arise
naturally as the appropriate representations for data that have smooth constraints. For
example, when analyzing directional data [9], i.e., vectors of unit length in Rn, the correct
representation is the sphere, Sn−1. Another important example of manifold data is in shape
analysis, where the definition of the shape of an object should not depend on its position,
orientation, or scale. Kendall [10] was the first to formulate a mathematically precise
definition of shape as equivalence classes of all translations, rotations, and scalings of point
sets. The result is a manifold representation of shape, or shape space. Linear operations
violate the natural constraints of manifold data, e.g., a linear average of data on a sphere
results in a vector that does not have unit length. As shown recently [11], using the kernel
trick with a Gaussian kernel maps data onto a Hilbert sphere, and utilizing Riemannian dis-
tances on this sphere rather than Euclidean distances improves clustering and classification
performance. Other examples of manifold data include geometric transformations, such as
rotations and affine transforms, symmetric positive-definite tensors [12], [13], Grassmannian
manifolds (the set of m-dimensional linear subspaces of Rn), and Stiefel manifolds (the set
of orthonormal m-frames in Rn) [14].
This section gives a review of some necessary concepts about Riemannian manifolds that
will be used later in the following chapters (see [15], [16] for more details).
2.1.1 Riemannian Metrics
Definition 1 Let M be a smooth manifold, a Riemannian metric at each point p ∈ M
is an inner product 〈·, ·〉 such that, for any two vector fields v, w on M , 〈v, w〉p → R. The
norm of v is defined as ‖v‖ = 〈v, v〉1/2.






where γ˙(t) = dγ(t)/dt is the tangent vector to γ(t).
2.1.2 Geodesics
The shortest path between two points on a Riemannian manifold M is called a geodesic.
It is a generalization of a straight line in Euclidean space to curved spaces. The geodesic





If γ is a geodesic, then
d
dt
〈γ˙, γ˙〉 = 2〈∇γ˙ γ˙, γ˙〉 = 0,
where ∇γ˙ γ˙ = Ddt γ˙ is the covariant derivative of the vector field γ˙.
Given two vector fields v, w, the covariant derivative ∇vw generalizes the Euclidean
directional derivative to a manifold setting and gives the change of the vector field w in the
v direction. For example, consider a vector field V (t) defined along γ, we can define the
covariant derivative of V to be DVdt = ∇γ˙V . A vector field is called parallel if the covariant
derivative along the curve γ is zero. A curve γ is geodesic if it satisfies the equation
∇γ˙ γ˙ = 0.
In other words, geodesics are curves with zero acceleration.
For any point p ∈ M and tangent vector v ∈ TpM , the tangent space of M at p, there
is a unique geodesic curve γ with initial conditions γ(0) = p and γ˙(0) = v. This geodesic is
guaranteed to exist only locally. A Riemannian exponential map takes the position p
and velocity v as input and returns the point at time 1 along the geodesic with these initial
conditions (see Figure 2.1). When γ is defined over the interval [0, 1], the Riemannian
exponential map at p is defined as
Exp(p, v) = γ(1).
The exponential map is locally diffeomorphic onto a neighbourhood of p. Let V (p) be the
largest such neighbourhood. The inverse of the exponential map exists within V (p). This
9Figure 2.1: Riemannian exponential map.
map is called Riemannian log map Logp : V (p) → TpM . For any point q ∈ V (p), the
Riemannian distance function is given by
d(p, q) = ‖Log(p, q)‖.
For the purpose of notation simplicity, the point p will be included as a parameter in the
exponential and log maps, i.e., define Exp(p, v) = Expp(v) and Log(p, q) = Logp(q).
Example 1 Let p be a point on an n-dimensional sphere embedded in Rn+1, and let v be a
tangent at p. The inner product between tangents at a base point p is the usual Euclidean
inner product. The exponential map is given by a 2D rotation of p by an angle given by the
norm of the tangent, i.e.,
Exp(p, v) = cos θ · p+ sin θ
θ
· v, θ = ‖v‖.
The log map between two points p, q on the sphere can be computed by finding the initial
velocity of the rotation between the two points. Let pip(q) = p · 〈p, q〉 denote the projection
of the vector q onto p. Then,
Log(p, q) =
θ · (q − pip(q))
‖q − pip(q)‖ , θ = arccos(〈p, q〉).
2.1.3 Lie Groups
A Lie group is both a smooth manifold and group in which all the group operations are
smooth mappings. The theory of Lie groups plays a vital role in medical image registration,
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population shape analysis, etc. This section studies the basic properties of Lie groups. More
details can be found in [15], [18], [19].
Definition 2 A group G is a set of elements with a binary operation ·, such that
• ∀x, y ∈ G, x · y ∈ G.
• ∀x, y ∈ G, (x · y) · z = x · (y · z).
• There exists a unique element e ∈ G, such that ∀x ∈ G, e · x = x · e = x holds.
• For each x ∈ G, there is an element y ∈ G such that x · y = y · x = e.
Definition 3 A Lie group is a smooth manifold equipped with group structures, in which
the group multiplication and inversion
(x, y) 7−→ x · y : G×G→ G
x 7−→ x−1 : G→ G
are both smooth mappings.
Example 2 A very simple example is the real numbers {R} with the group operation
addition. The element identity is 0, and the inverse of each element x ∈ R is −x.
Example 3 A matrix group is a Lie subgroup of a general linear group GL(n;R) over
real numbers. It is a group of all n × n invertible matrices under matrix multiplication.
The identity element is the n× n identity matrix, and the inverse of an element is matrix
inverse.
Every Lie group is associated with a corresponding space of infinitesimal transformations,
known as Lie algebra, which is the tangent space of the Lie group at identity. It represents
a local structure of the Lie group.
Definition 4 A Lie algebra is a vector space g together with a Lie bracket [·, ·] that maps
g× g to g. ∀x, y, z ∈ g and a, b ∈ R, the following axioms are satisfied:
(a) Linearity: [ax+ by, z] = a[x, z] + b[y, z],
(b) Anticommutativity: [x, y] = −[y, x],
(c) Jacobi identity: [x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0.
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The Lie bracket is a nonassociative multiplication operator. Two vectors x and y of a Lie
algebra commute if [x, y] = 0.
2.1.4 Left and Right Invariant Metrics
Given a smooth mapping ϕ : M → N between manifolds M and N with Riemannian
metric 〈·, ·〉, a pullback metric ϕ∗〈·, ·〉 on M is induced by ϕ as
ϕ∗〈v, w〉p = 〈ϕ(vp), ϕ(wp)〉.
Definition 5 A Riemannian metric 〈·, ·〉 on Lie group G is called left-invariant if it is
invariant under left multiplication such as
〈·, ·〉 = (Lg)∗〈·, ·〉,
for all g ∈ G.
Similarly, a Riemannian metric is right-invariant if it is invariant under right multi-
plication, which is 〈·, ·〉 = (Rg)∗〈·, ·〉.
2.1.5 Jacobi Fields
Consider a variation of geodesics γ(s, t) : (−, ) × [0, 1] → M , with initial conditions
γ(0, t) = p and γ(p, 0) = v. The variation γ(s, t) = Exp(p, su+tv) where u ∈ TpM , produces
a “fan” of geodesics. This is illustrated for a sphere in Figure 2.2. Taking the derivative of
Figure 2.2: Jacobi fields
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this variation results in a Jacobi field: Jv(t) = dγ/ds(0, t). Finally, an expression for the
exponential map derivative is given as
dvExp(p, v) = Jv(1). (2.3)
For a general manifold, computing the Jacobi field J(t) requires solving a second-order
ordinary differential equation as
∇2γ˙(t)J(t) +R(γ˙(t), J(t))γ˙(t) = 0, (2.4)
where R denotes a Riemannian curvature tensor that expresses the curvature of a Rieman-
nian manifold M .
There is a reduced version of Jacobi fields under invariant Riemmanian connections from
Bullo [20], which is also used by Hinkle et al. [21]. The second-order equations are reduced
to a set of first-order equations, which are straightforward to linearize and more easily find
a solution of the original system through the simplified system.
Under the left invariant metric of Lie groups, we define a vector field U(t) as a left
trivialized Jacobi field U(t) = γ−1J(t), and a variation of the left trivialized velocity v along















where symvδv = −ad†vδv − ad†δvv, and ad† denotes the adjoint operator of ad.
The reduced adjoint Jacobi fields are then simply computed by the adjoint of the reduced
















where Uˆ , δvˆ ∈ V are introduced adjoint variables, and sym†vδvˆ = −advδvˆ+ ad†δvˆv. For more
details on the derivation of the reduced adjoint Jacobi field equations, see [20].































The Jacobi fields can be evaluated in closed form for the class of manifolds known as
symmetric spaces, see for instance [16]. The explicit formulas of Jacobi field computations
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exist for Riemannian symmetric spaces, such as compact Lie groups, sphere, Kendall shape
spaces, and Grassmannians. Before introducing the definition of symmetric space, we first
review an isometry of a Riemannian manifold M .
Definition 6 Let a mapping f : M → N be a diffeomorphism between Riemannian mani-
folds M and N . An isometry is a distance-preserving function if for any x ∈M it has
1. The derivative of f at x is an isomorphism of tangent space dfx : TxM → TfxM .
2. For any v, w ∈ TxM , the Riemannian metric preserves as 〈v.w〉M = 〈dfx(v), dfx(w)〉N .
Definition 7 A Riemannian manifold M is a symmetric space if ∀x ∈ M , there exists
an isometry of M , sx, and a neighborhood Nx of x where x is the unique fixed point of sx
in Nx.
Example 4 A very simple example is Euclidean space Rn with the Euclidean metric. For
any point x ∈ Rn, there is sx(x + v) = x − v. The isometry group is the Euclidean group
E(n) generated by translations.
2.1.6 Adjoint Representation
Given any element g ∈ G, a conjugation mapping Ψ : G→ G is defined as
Ψg(h) = ghg
−1,
for all h ∈ G.
Definition 8 The adjoint representation of a Lie group is the derivative of Ψg(h)
with respect to h at the identity, which is
d(Ψg)e = Adg : G× g→ g.
Taking the derivative of the adjoint map Ad w. r. t. g at the identity gives the adjoint
representation of a Lie algebra g:
d(Adg)e = ad : g× g→ g.
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2.2 Statistics on Manifolds
This section introduces basic statistical models on manifolds that we will use in the
following chapters.
2.2.1 Bayesian Principal Component Analysis
Principal component analysis (PCA) [22] has been widely used to analyze the high-
dimensional data. A common way of describing PCA is to find a subspace through the data
mean that represents the maximal total variance of the original dataset. Consider a set y
of n-dimensional Euclidean random variables {yj}j=1,...,N ∈ Rn. The mean is computed by













(yj − µ)(yj − µ)T .
To develop a latent variable model for PCA that provides a probabilistic framework for
factor analysis, Tipping and Bishop proposed probabilistic PCA (PPCA) [23]. A similar
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formulation was proposed by Roweis [24]. Other examples of latent variable models include
probabilistic canonical correlation analysis (CCA) [25] and Gaussian process models [26].
The main idea of PPCA is to model a set y of n-dimensional Euclidean random variables
{yj}j=1,...,N ∈ Rn. The relationship between each variable yj and its corresponding q-
dimensional (q < n) latent variable xj is
yj = µ+Bxj + , (2.9)
where µ is the mean of dataset {yj}, xj is conventionally defined as a random variable
generated from N(0, I), B is an n×q factor matrix that relates xj and yj , and  ∼ N(0, σ2I)
represents error. This definition gives a data likelihood as










PPCA opened up the possibility for probabilistic interpretations for different kinds of
factor analyses. Bishop [5] extended PPCA by adding a prior on the factors, resulting
in automatic selection of model dimensionality, called Bayesian PCA (BPCA). Figure 2.3
shows the graphical model of BPCA. It automatically learns the dimension of the latent
space from data by including a Gaussian prior over each column of the factor matrix B,
which is known as an automatic relevance determination (ARD) prior. Each such Gaussian
has an independent variance associated with a precision hyperparameter γi, so that















where Bi denotes the ith column of B.
The value of γi is estimated iteratively as
n
‖Bi‖2 in this model, and thus enforces sparsity
by driving the corresponding component Bi to zero. More specifically, if γi is large, Bi
will be effectively removed in the latent space. This arises naturally because the larger
γi is, the lower the probability of Bi will be. Notice that the columns of B define the
principal subspace of standard PCA, therefore, inducing sparsity on B has the same effect
as removing irrelevant dimensions in the principal subspace.
2.2.2 Principal Geodesic Analysis
The previous section describes the linear statistical models to analyze the underlying
dimensionality of data variability. None of these approaches are applicable to the manifold
data in nonlinear spaces. Principal geodesic analysis proposed by Fletcher et al. [27]
generalizes the commonly used technique in linear spaces, principal component analysis,
16
Figure 2.3: Graphical model of BPCA.
to generic manifolds. It describes the geometric variability of manifold data by finding
lower-dimensional geodesic subspaces that minimize the residual sum-of-squared geodesic
distances to the data.
2.2.2.1 Means on Manifolds
Analogous to principal component analysis in Euclidean space, the first important step
for principal geodesic analysis is to compute the Fre´chet mean [28], which is a general
definition of the mean point on manifold M . More details of the Fre´chet mean can be found
in [29], [30]. Given a collection of points {yj}j=1,...,N ∈M , the Fre´chet mean of this dataset









Notice that this energy function depends on the definition of Riemannian distance d(·, ·)
on the manifold M . Thus, a different distance metric on a different manifold obtains a
different formulation for the mean point.
Following [27], [29], [31], we use a gradient descent algorithm to optimize the equa-















where τ is the step size.
2.2.2.2 Variance on Manifolds
We use the definition of variance from Fre´chet [28] for general manifolds. For a random
variable y in a metric space with Fre´chet mean µ, the variance is given by the expected
value of the squared distance to the mean point as
σ2 = E[d(µ, y)2].













This definition coincides with the standard Euclidean variance when M = Rn.
Fletcher et al. [32] then proved the principal directions and variances can be simply








In summary, the algorithm for principal geodesic analysis on manifold data is shown in
Algorithm 1.
Algorithm 1: Principal Geodesic Analysis
Input: Dataset {yj}j=1,...,N ∈M .







Output: {vq, λq} as eigenvectors, eigenvalues of S.
2.2.3 Geodesic Regression and Splines
The goal of geodesic regression [33], [34] is to find the relationship between an indepen-
dent variable x ∈ R and a manifold-valued dependent random variable y ∈ M . Unlike the
linear regression in Euclidean space, this relationship of geodesic regression is modeled as a
geodesic curve on the manifold. In other words, it directly generalizes the linear regression
to the manifold. Niethammer et al. [35] independently proposed geodesic regression for the
case of diffeomorphic transformations of image time series. Hinkle et al. [36] used constant
higher-order covariant derivatives to define intrinsic polynomial curves on a Riemannian
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manifold for regression. Nonparametric kernel regression on Riemannian manifolds has also
been proposed by Davis et al. [37]. Shi et al. [38] proposed a semiparametric model for
manifold response data, which also has the ability to handle multiple covariates.
For each given data point yj ∈ M associated with xj ∈ R, we model it in the form of
geodesic regression as
yj = Exp(Exp(µ,wxj), ), (2.11)
where µ is the mean point, w ∈ TµM is a tangent vector at µ, and  is the noise variance.
To estimate the parameters {µ,w}, we formulate geodesic regression as a least square








Again, note that this energy function coincides with the ordinary least square problem in
Euclidean space when M = Rn. However, this optimization problem does not typically
yield an analytic solution due to the fact that the derivative of Exp(·, ·) is computationally
complicated in nonlinear spaces. Fletcher et al. [32] developed a gradient descent algorithm
to search for the optimal answer.
A problem closely related to the regression problem is that of fitting smoothing splines
to manifold data. The typical objective function for smoothing splines is a combination of a
data matching term and a regularization term for the spline curve. For example, Su et al. [39]
proposed a smoothing spline where the data matching is the same least squares objective
as the regression problem (2.11), leading to a smoothing splines optimization. Jupp and
Kent [40] proposed solving the smoothing spline problem on a sphere by unrolling onto the
tangent space. This unrolling method was later extended to shape spaces by Kume [41].
Smoothing splines on the group of diffeomorphisms has been proposed as growth models by
Miller et al. [42] and as second-order splines by Trouve´ et al. [43]. A similar paradigm is used
by Durrleman et al. [44] to construct spatiotemporal image atlases from longitudinal data.
Yet another related problem is the spline interpolation problem, where the data matching
term is dropped and the regularization term is optimized subject to constraints that the
curve pass through specific points. The pioneering work of Noakes et al. [45] introduced
the concept of a cubic spline on a Riemannian manifold for interpolation. Crouch and
Leite [46] investigated further variational problems for these cubic splines and for specific
classes of manifolds, such as Lie groups and symmetric spaces. Buss and Fillmore [47]
defined interpolating splines on the sphere via weighted Fre´chet averaging.
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2.3 Diffeomorphic Image Registration
A diffeomorphism is a bijective smooth mapping with a smooth inverse. The space
of diffeomorphisms is an infinite-dimensional Lie group that has been studied for statistical
shape analysis of medical images. Such a diffeomorphic mapping prevents folding or tearing
of the grid that might occur in small deformation image registration methods. The goal
of the deformable template approach to statistical shape analysis of images is to quantify
shape using deformable image registration and then compute the statistics of the resulting
diffeomorphisms, rather than the images themselves. Computing a template image, or atlas,
which represents a large dataset is the first step in this process. The class of diffeomorphic
mapping functions first brings group images in different coordinate systems into a common
space, such that anatomical comparisons and population-based analysis can be performed
across individuals. Also, the diffeomorphism preserves the topology of objects in the images
and provides forward and inverse mappings between the atlas and individuals.
This section gives a brief background of diffeomorphisms, diffeomorphic image registra-
tion, diffeomorphic atlas building, and a Bayesian formulation of principal component anal-
ysis for Euclidean data that automatically reduces the dimensionality of a high-dimensional
dataset.
2.3.1 Diffeomorphisms
Consider images to be square-integrable functions defined on a d-dimensional torus
domain Ω = Rd/Zd, that is, an image is an element of L2(Ω,R). A diffeomorphism is
a bijective invertible mapping φ : Ω→ Ω with its smooth inverse φ−1. We denote the space
of diffeomorphisms as Diff(Ω) whose derivatives infinitely exist and are square-integrable,
as is the inverse mapping.
The Lie algebra of the diffeomorphism group consists of all smooth vector fields on Ω
equipped with the Lie bracket of vector fields. In other words, we can define a Lie algebra
on the tangent space of diffeomorphisms V = TDiff(Ω) with a known Lie bracket operation.
Most of the computations with respect to Lie groups are done in Lie algebra since it is a
linear space that has nice properties to work with.
Given a flow of time-varying velocity field, vt : [0, 1]→ V , we generate diffeomorphisms
t 7→ φt ∈ Diff(Ω) (see Figure 2.4) as a solution to the following ordinary differential equation
dφt
dt
(x) = vt(x) ◦ φt(x). (2.12)
Note that we use subscripts for the time variable, i.e., vt(x) = v(t, x), and φt(x) = φ(t, x).
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Figure 2.4: Space of diffeomorphisms.
2.3.2 Metrics on Diffeomorphisms
A key ingredient in computational anatomy is the notion of a distance metric on the
space of diffeomorphisms. Such a metric provides a means for quantifying the magnitude of
the deformation between two images, and forms the mathematical foundation for estimation
of statistical models, such as atlases, as least-squares minimization problems. The first step
is to define an inner product on the space of velocities, V = TeDiff(Ω), identified with the





for v, w ∈ V , and a symmetric, positive-definite differential operator L : V → V ∗, mapping
to the dual space, V ∗. We use L = (−α∆ + I)c, for some constant α > 0 and integer power
c. The dual to the vector v is a momentum, m ∈ V ∗, such that m = Lv or v = Km, where
K is the inverse of L.
Next we define a right-invariant metric as an inner product at any other point φ ∈ Diff(Ω)
by pulling back the velocities at φ to the identity by right composition. In other words, for
vt, wt ∈ TφDiff(Ω) the right-invariant metric is given by
〈vt, wt〉TφDiff(Ω) = 〈vt ◦ φ−1, wt ◦ φ−1〉V .
A geodesic curve {φt} ∈ Diff(Ω), illustrated in Figure 2.5, is computed through an energy
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and characterized by the Euler-Poincare´ equations (EPDiff) [48], [49],
∂v
∂t
= −ad†vv = −Kad∗vm
= −K [(Dv)Tm+Dmv +m div v] , (2.13)
where D denotes the Jacobian matrix. The operator ad∗ is the dual of the negative Lie
bracket of vector fields,
advw = −[v, w] = Dvw −Dwv. (2.14)
Given an initial velocity, v0 ∈ V , at t = 0, the EPDiff equation (2.13) can be integrated
forward in time, resulting in a time-varying velocity vt : [0, 1] → V , which itself is subse-
quently integrated in time by the rule (dφt/dt) = vt ◦ φt to arrive at the geodesic path,
φt ∈ Diff(Ω). This process is known as geodesic shooting.
2.3.3 LDDMM With Geodesic Shooting
Several works [50], [51] modeled the flow of diffeomorphism by integrating over its time-
dependent velocity field, using Lagrange transport equations. Later, Beg et al. [52] proposed
an elegant mathematical formulation, known as large deformation diffeomorphic metric
mapping (LDDMM), showing that the velocity field over time generates diffeomorphisms for
large deformation diffeomorphic image registration. This framework introduced a distance
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metric on the space of diffeomorphisms between images, which gave rise to a variational
principle that expresses the optimal image registration as a geodesic flow. The advantages of
having a distance metric are: (1) it formulates a statistical model of the least square problem
via minimization of the sum-of-squared residual distance, for example, the model proposed
by Zhang et al. [53]; (2) because this distance between images encodes the information of
geometric variability, a number of theoretical methods related to LDDMM, especially the
ones in the statistical analysis of anatomical shapes (for instance, longitudinal analysis,
group comparisons, etc.), were further developed in [3], [54], [55].
In LDDMM, an image I0 is deformed by a diffeomrophism φ as I0 ◦ φ−1. Figure 2.6
depicts an example of transforming a brain image.
Given a source image I0 and a target image I1, we minimize an energy function of









where σ2 represents image noise variance.
A variational scheme was described in [52] to simulate the evolution of velocity vt and
diffeomorphism φt at each discrete time point using gradient descent. In order to store the
entire flow of time-varying velocities and diffeomorphisms, this approach requires a large
amount of memory. Vialard et al. [1] proposed to estimate only the initial velocity v0
instead of the whole sequence of vt by geodesic shooting. They also derived a backward
integration of adjoint equations to carry gradients of the image matching term at time
Figure 2.6: Deforming an axial of a 3D brain MRI image by φ.
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point t = 1 back to the initial velocity at t = 0. Details can be found in [1], [56]. Since the
geodesic is uniquely determined by the initial velocity v0, we rewrite the LDDMM energy




‖I0 ◦ φ−11 − I1‖2 + (Lv0, v0), (2.16)
where (m0, v0) denotes the pairing of the momentum vector m0 ∈ V ∗ with the tangent
vector v0.
At an optimal solution to (2.16), the initial momenta, m0 = Lv0, is orthogonal to
the level sets of the atlas (as shown in [49]). Therefore, each initial momentum m0 is
typically represented as a scalar field P multiplied by the gradient of the atlas, i.e., m0(x) =
∇I(x)P (x). This method has a major disadvantage while solving the optimization problem:
the coupled estimation of atlas and momenta leads to a poor convergence performance.
Recently, Singh et al. [57] proposed to decouple the estimation of the atlas from momenta
by optimizing in the full space of vector momenta, rather than restricting it to scalar
multiples of the image gradient. They demonstrated that this approach obtains better
convergence rates and numerical stability. The vector momenta formulation also results in
closed-form updates for optimal atlas building.
2.3.4 Diffeomorphic Atlas Building
When the energy above is minimized over all initial velocities, it yields a squared distance





Using this distance metric between images, the atlas estimation problem can be for-
mulated as a least-squares estimation problem, or in other words, a Fre´chet mean. Given
input images J1, . . . , JN ∈ L2(Ω,R), the diffeomorphic atlas building problem is to find









Because the distance function between images is itself a minimization problem, the atlas
estimation is typically done by alternating between the minimization in (2.16) to find the
optimal vn0 and the minimization in (2.17) to update the atlas I.
Using the LDDMM distance metric between images, the atlas estimation problem can
be formulated as a least-squares estimation problem, or in other words, a Fre´chet mean.
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As shown in Figure 2.7, given input images, a minimization of the sum-of-squared distance
function is solved to estimate the atlas, I ∈ L2(Ω,R) and the diffeomorphic transformations
between the atlas and each input image as





∥∥I ◦ (φn)−1 − Jn∥∥2
L2
+ (Lvn0 , v
n
0 ), (2.18)
where the tangent vectors {vn0 ∈ L2([0, 1], V )}k=1...N are velocity fields in a reproducing
kernel Hilbert space, V , equipped with the metric, L. The deformation φn is defined
in (2.12) as the integral flow of vn0 with φ
n
0 = Id. Because the distance function between
images is itself a minimization problem, the atlas estimation is typically done by alternating
between the minimization to find the optimal vnt and the update of the atlas, I. Note that
for notation simplicity, we denote vn0 as v
n in the following chapters.





This chapter first presents a generative Bayesian model for diffeomorphic image regis-
tration and atlas building. An atlas estimation procedure that simultaneously estimates the
parameters regularizing the smoothness of the diffeomorphic transformations is developed.
To achieve this, we introduce a Monte Carlo Expectation Maximization algorithm, where the
expectation step is approximated via Hamiltonian Monte Carlo sampling on the manifold
of diffeomorphisms. An added benefit of this stochastic approach is that it can successfully
solve difficult registration problems involving large deformations, where direct geodesic
optimization fails. Using synthetic data generated from the forward model with known
parameters, we demonstrate the ability of our model to successfully recover the atlas and
regularization parameters. We also demonstrate the effectiveness of the proposed method
in the atlas estimation problem for 3D brain images.
A single atlas is not sufficiently expressive to capture distributions of images with
multiple modes. This chapter later extends our single atlas estimation setting to a mixture
model for building diffeomorphic multiatlases that can represent subpopulations without
knowing the category of each observed data point. A key benefit of the mixture modeling
inference is that it results in an automatic clustering of the dataset. Using both 2D synthetic
data and 3D brain images, we show the ability of our model to successfully recover the
multiatlas and automatically cluster the dataset. These models are also presented in [58]
and [59] separately.
3.1 Related Work
Several works have proposed probabilistic motivations of the “groupwise” image regis-
tration problem, both in the small deformation [60], [61] and diffeomorphic [62], [63], [64]
setting. In these approaches, a set of input images is registered to a template, which is
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simultaneously estimated in an alternating optimization strategy. Allassonnie´re et al. [2]
were the first to point out that atlas estimation via this alternating optimization scheme is
not completely faithful to the probabilistic interpretation. They go on to propose a fully
generative probability model for an image atlas and population. Later, Allassonnie´re et
al. [65] developed a stochastic approximative expectation maximization (SAEM) algorithm
to estimate the atlas and registration parameters. This estimation was done by appropri-
ately marginalizing over the posterior distribution for the image deformations using a Monte
Carlo sampling procedure.
Another related area of research involves Bayesian models of the segmentation problem.
Van Leemput [66] developed a Bayesian model of the image segmentation problem that
includes an atlas image and a generative deformation and image intensity model. He
introduced a sampling procedure for image deformations also based on HMC, although his
registration is based on a small deformation model and ours is in the diffeomorphic setting.
Iglesias et al. [67] later extended this work to include uncertainty in the registration pa-
rameters by introducing hyperpriors on the parameters and integrating over their posterior.
Risholm et al. [68], [69] also formulated a Bayesian model for elastic image registration
and provided an MCMC method for sampling deformations, with the goal of quantifying
uncertainty in the image registrations. Simpson et al. [70] furthermore inferred the level of
regularization in nonrigid registration by a hierarchical Bayesian model.
Our work is the first in the diffeomorphic setting to bring MCMC sampling and correct
parameter estimation via marginalization of the image transformations. Ma et al. [71]
introduced a Bayesian formulation of the diffeomorphic image atlas problem, but also
estimated the atlas using a mode approximation to alternate between atlas and registration
optimizations. They do not estimate the registration parameters. There has been some
work on stochastic flows of diffeomorphisms [72], which are Brownian motions, i.e., small
perturbations integrated along a time-dependent flow. This differs from the prior distri-
bution in our work, which is on the tangent space of initial velocity fields, rather than on
the entire time-dependent flow. Our formulation leads to random geodesics in the space of
diffeomorphisms, and makes possible an efficient sampling procedure for MCMC sampling.
3.2 A Bayesian Model for Diffeomorphic
Atlas Building
For a continuous domain Ω, direct interpretation of the image match term as a negative
log posterior is problematic, as it would be akin to isotropic Gaussian noise in the infinite-
dimensional Hilbert space L2(Ω,R). This is not a well-defined probability distribution as
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it has infinite measure. More appropriately, we can instead consider our input images, Jn,
and our atlas image, I, to be measured on a discretized grid Ω. That is, images are elements
of the finite-dimensional Euclidean space L2(Ω,R). We will also consider velocity fields vn
and the resulting diffeomorphisms φn to be defined on the discrete grid, Ω. Now our noise
model is i.i.d. Gaussian noise at each image voxel, with likelihood given by









where M is the number of voxels, σ2 is the noise variance, and the norm inside the exponent
is the Euclidean norm of L2(Ω,R).
The negative log prior on the vn is a discretized version of the squared Hilbert space
norm above. Now consider L to be a discrete, self-adjoint, positive-definite differential













where d is the dimension of vn, and |L| is the determinant of L. In this work, we use a
metric of the form L = −α∆ + β, where ∆ is the discrete Laplacian, and α and β are
positive numbers. In the sequel, we consider θ = (α, σ, I) to be parameters that we wish to
estimate. We fix β to a small number to ensure that the L operator is nonsingular. Putting
together the likelihood (3.1) and prior (3.2), we arrive at the log joint posterior for the




p (vn | Jn; θ) ∝ N
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‖I ◦ (φn)−1 − Jn‖2.
(3.3)
3.3 Estimation of Model Parameters
We now present an algorithm for estimating the parameters, θ, of the probabilistic image
atlas model specified in the previous section. These parameters include the image atlas,
I, the smoothness level, or metric parameter, α, and the standard deviation of the image
noise, σ. We treat the vn, i.e., the initial velocities of the image diffeomorphisms, as latent
random variables with log posterior given by (3.3). This requires integration over the latent
variables, which is intractable in closed form. We thus develop a Hamiltonian Monte Carlo
procedure for sampling vn from the posterior and use this in a Monte Carlo Expectation
Maximization algorithm to estimate θ. This procedure consists of two main steps:
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1. E-step We draw a sample of size S from the posterior distribution (3.3) using HMC
with the current estimate of the parameters, θ(i). Let vnj , j = 1, . . . , S, denote the jth
point in this sample for the kth velocity field. The sample mean is taken to approximate
the Q function,














vnj | Jn; θ) . (3.4)
2. M-step Update the parameters by maximizing Q(θ | θ(i)). The maximization is closed
form in I and σ, and a one-dimensional gradient ascent in α.
In the HMC sampling procedure, we need to compute gradients, with respect to initial
momenta mn = Lvn, of the diffeomorphic image matching problem in (2.16), for matching
the atlas I to an input image Jn. Following the optimal control theory approach in [1], [57],
we add Lagrange multipliers to constrain the diffeomorphism φn(t) being a geodesic path.
After introducing time-dependent adjoint variables, mˆ, Iˆ, and vˆ, we write the augmented
energy as,
E˜(mn) = E(Kmn, I, Jn) +
∫ 1
0
〈mˆ, m˙n + ad∗vnmn〉+ 〈Iˆ , I˙ +∇I · vn〉+ 〈vˆn,mn − Lvn〉dt,
where E is the diffeomorphic image matching energy from (2.16), and the other terms
correspond to Lagrange multipliers enforcing a) the geodesic constraint, which comes from
the EPDiff equation (2.13), b) the image transport equation, I˙ = −∇I · vn, and c) the
constraint that mn = Lvn, respectively.
The optimality conditions for mn, I, vn are given by the following time-dependent system
of ODEs, termed the adjoint equations:
− ˙ˆm+ advnmˆ+ vˆ = 0, − ˙ˆI −∇ · (Iˆvn) = 0, −ad∗mˆmn + Iˆ∇I − Lvˆ = 0,
subject to initial conditions




Finally, after integrating these adjoint equations backwards in time to t = 0, the gradient
of E˜ with respect to the initial momenta is
∇mnE˜ = Kmn − mˆ(0). (3.5)
29
3.3.1 Hamiltonian Monte Carlo (HMC) Sampling
Hamiltonian Monte Carlo [73] is a powerful MCMC sampling methodology that is
applicable to a wide array of continuous probability distributions. It utilizes Hamiltonian
dynamics as a Markov transition probability and efficiently explores the space of a target
distribution. The integration through state space results in more efficient, global moves,
while it also uses gradient information of the log probability density to sample from higher
probability regions. In this section, we derive an HMC sampling method to draw a random
sample from the posterior distribution of our latent variables, vn, the initial velocities
defining the diffeomorphic image transformations from the atlas to the data.
To sample from a pdf f(x) using HMC, one first sets up a Hamiltonian H(x, µ) =
U(x) +V (µ), consisting of a “potential energy”, U(x) = − log f(x), and a “kinetic energy”,
V (µ) = − log g(µ). Here g(µ) is some proposal distribution (typically isotropic Gaussian)
on an auxiliary momentum variable, µ. An initial random momentum µ is drawn from
the density g(µ). Starting from the current point x and initial random momentum µ, the
Hamiltonian system is integrated forward in time to produce a candidate point, x˜, along
with the corresponding forward-integrated momentum, µ˜. The candidate point x˜ is accepted
as a new point in the sample with probability
P (accept) = min(1, exp(−U(x˜)− V (µ˜) + U(x) + V (µ)).
This acceptance-rejection method is guaranteed to converge to the desired density f(x)
under fairly general regularity assumptions on f and g.
In our model, to sample vn from the posterior in (3.3), we equivalently sample mn from
the dual momenta, using vn = Kmn, so we define our potential energy as
U(mn) = − log p(mn|Jn; θ).
We use the prior distribution on the dual momenta as our proposal density, in other
words, we use p(Kµ) defined as in (3.2), taking care to include the appropriate change-
of-variables. This gives the kinetic energy, V (µ) = (µ,Kµ). This gives us the following












where the last term comes from the gradient defined in (3.5). As is standard practice in
HMC, we use a “leap-frog” integration scheme, which better conserves the Hamiltonian and
results in high acceptance rates.
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3.3.2 The Maximization Step
We now derive the M-step for updating the parameters θ = (α, σ, I) by maximizing the
HMC approximation of the Q function, which is given in (3.11). This turns out to be a
closed-form update for the noise variance σ2 and the atlas I, and a simple one-dimensional
gradient ascent for α.








‖I0 ◦ (φnj)−1 − Jn‖2. (3.6)
For updating the atlas image I, we set the derivative of the Q function approximation











The gradient ascent over α requires that we take the derivative of the metric L =
−α∆+βI, with respect to α. We do this in the Fourier domain, where the discrete Laplacian
is a diagonal operator. For a 3D grid, the coefficients Axyz of the discrete Laplacian at




















The gradient of the HMC approximated Q function, with respect to α, is










− 〈−∆vnj , vnj〉] .
3.4 Results
We demonstrate the effectiveness of our proposed model and MCEM estimation routine
using both 2D synthetic data and real 3D MRI brain data. Because we have a generative
model, we can forward simulate a random sample of images from a distribution with known
parameters θ = (α, σ, I). Then, in the next subsection, we test if we can recover those
parameters using our MCEM algorithm. Figure 3.1 illustrates this process. We simulated
a 2D synthetic dataset starting from an atlas image, I, of a binary circle with resolution
100× 100. We then generated 20 smooth initial velocity fields from the prior distribution,
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Figure 3.1: Simulating synthetic 2D data from the generative diffeomorphism model.
From left to right: the ground truth template image, random diffeomorphisms from the
prior model, deformed images, and final noise-corrupted images.
p(vn), defined in (3.2), setting α = 0.025 and β = 0.001. Deformed circle images were
constructed by shooting the initial velocities by the EPDiff equations and transforming
the atlas by the resulting diffeomorphisms, φn. Finally, we added i.i.d. Gaussian noise
according to our likelihood model (3.1). We used a standard deviation of σ = 0.05, which
corresponds to an SNR of 20 (which is more noise than typical structural MRI).
3.4.1 Parameter Estimation on Synthetic Data
In our estimation procedure, we initialized α with 0.002 for noise-free and 0.01 for
noise-corrupted images. The step size of 0.005 with 20 steps for leap-frog integration is
used in HMC with 10 units of time discretization in integration of EPDiff equations.
Figure 3.2 compares the true atlas and estimated atlases in the clean and noisy case.
Figure 3.3 shows the convergence graph for α and σ estimation by using 100 samples with
another 50 burn in. It shows that our method recovers the model parameters fairly well.
However, the iterative mode approximation algorithm does not recover the α parameter
as nicely as our method. In the noisy case, the mode approximation algorithm estimates
α as 0.0152, which is far from the ground truth value of 0.025. This is compared with
our estimation of 0.026. In addition, in the noise-free example, the mode approximation
algorithm blows up due to the σ dropping close to 0, thus making the image match term
numerically too high and the geodesic shooting unstable.
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Figure 3.2: Atlas estimation results. Left: ground-truth template. Center: estimated
template from noise-free dataset. Right: estimated template from noise-corrupted dataset.




























Figure 3.3: Estimation of α, σ. Left: α estimation. Right: σ estimation. In our MCEM
method, final estimated α and σ for noise-free data are 0.028, 0.01, and for noise data are
0.026, 0.0501. Compared with max-max method, for the noise data, estimated α and σ are
0.0152, 0.052.
3.4.2 Atlas Building on 3D Brain Images
To demonstrate the effectiveness of our method on the real data, we apply our MCEM
atlas estimation algorithm to a set of brain MRI from 10 healthy subjects. The MRI have
resolution 108 × 128 × 108 and are skull-stripped, intensity normalized, and co-registered
with rigid transforms. We set the initial α = 0.01, β = 0.001 with 15 time-steps.
The left side of Figure 3.4 shows coronal and axial slices from the 3D MRI used as
input. The right side shows the initialization (grayscale average of the input images),
followed by the final atlas estimated by our method. The final atlas estimate correctly
aligns the anatomy of the input images, producing a sharper average image. The algorithm
also jointly estimated the smoothness parameter to be α = 0.028 and the image noise
standard deviation to be σ = 0.031.
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Figure 3.4: Left: coronal and axial slices from the input 3D MRIs. Middle: initial
grayscale average of the input images. Right: final atlas estimated by our MCEM estimation
procedure.
We compare the estimated atlas and one of the deformed subject at different levels of α
at 2.8, 2.8e− 1, 2.8e− 2, 2.8e− 3, 2.8e− 4, where α = 2.8e− 2 is estimated by our model
(see Figure 3.5). The figure shows how α affects the estimation of atlas and deformations.
If α gets too high, which means too much smoothness and not enough deformation, the
atlas is blurred. Otherwise, nonsmooth deformation introduces artifacts in both atlas and
deformed images.
3.4.3 Image Matching Accuracy
Finally, we demonstrate that another benefit of our HMC sampling methodology is
improved performance in the standard image registration problem under large deformation
shooting. Rather than use a direct gradient descent to solve the image registration problem,
we instead can find the posterior mean of the model (3.3), where for image matching we
fix the “atlas”, I, as the source image and have just one target image, I1. The stochastic
behavior in the sampling helps to get out of local minimum, where the direct gradient
descent can get stuck. We compared our proposed method with direct gradient descent
image registration by geodesic shooting from [1]. We used the authors’ uTIlzReg package
for geodesic shooting, which is available freely online. For the comparison, we registered the
image pair shown in the first two panels of Figure 3.6, which requires a large deformation.
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Figure 3.5: Top to bottom: estimated atlas and one of the deformed subject. Left to
right: comparison of different value of α at 2.8, 2.8e− 1, 2.8e− 2, 2.8e− 3, 2.8e− 4, where
α = 2.8e− 2 is our estimation.
The source and target images are 50 × 50. We used α = 0.02, β = 0.001 for smoothing
kernel, and h = 40 time-steps between t = 0 and t = 1. Note that we only want to compare
the image matching here, so we fix the α and σ parameters.
Figure 3.6 demonstrates the results of the direct geodesic shooting registration with our
HMC posterior mean. It shows that the geodesic shooting method gets stuck in a local
minimum and cannot make it to the target image even with a large number of time-steps
(h = 60) in the time discretization (we tried several time discretizations up to 60, and none
worked). Though our method did not match perfectly in the tip of the “C”, it still recovers
the full shape while retaining a diffeomorphic transformation.
Figure 3.6: The first two images from left to right are the source and target image
respectively. The third is the matched image obtained by geodesic shooting method
using [1]. The Last image is the matched image from our MCEM method.
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3.5 Mixture Model of Diffeomorphic Multiatlas Building
A single atlas does not provide enough information for robust statistical analysis if
significant differences exist between subpopulations. Blezek et al. [74] were the first to
investigate the multiatlas building problem and infer each atlas from the mode of a pop-
ulation through the mean shift algorithm. They iteratively optimized between a small
deformation image registration framework and atlas construction. Later, two major classes
of multiatlas building methods were developed in medical imaging. One of the classes is a
two-step strategy, in which the algorithm does clustering, such as K-means or affinity propa-
gation, after registration. Another class of multiatlas building is motivated by probabilistic
modeling of multiatlases. Allassonnie`re et al. [2] discussed a mixture model of template
estimation with small deformations. Sabuncu et al. [75] introduced a joint framework of
image registration and clustering using a mixture of Gaussians, although their work was
not in a diffeomorphic setting. Tang et al. [76] proposed a random diffeomorphic orbit
model to treat the multiple atlases as Gaussian random fields, and then estimated them
from the model using maximum a posteriori estimation. These multiatlas methods are of
high importance for related research areas, for example, image segmentation [77], [79], [80],
where a priori knowledge about the shapes and structures from the presegmented multiple
atlases is used to guide the segmentation [78], [81]. Aljabar et al. [77] discussed the issue
of multiatlas selection and showed that multiatlas based segmentation results in higher
accuracy than a single atlas.
In this section, we present a mixture model for building diffeomorphic multiatlases that
can represent subpopulations without knowing the category of each observed data point.
This work can for the first time cluster population-based images into different subgroups
automatically while co-registering them in a diffeomorphic setting with marginalized de-
formations. We again treat diffeomorphic image transformations as latent variables and
integrate them out from the posterior distribution.
3.5.1 Our Mixture Model
We assume that the input images {Jn}n=1,...,N are generated from multiple atlases Ik,
where k = 1, . . . ,K represents the number of clusters and pik denotes the prior probability of
the kth cluster. Each individual image Jn is associated with a k-dimensional binary random
variable zn, in which a particular kth element znk is equal to 1 and all other elements are
equal to 0. As in a general mixture model, the prior distribution of zn is specified by the
mixing coefficients pik as p(znk = 1) = pik, where pik ∈ [0, 1] with ∑Kk=1 pik = 1. We then








Let vn denote a set of initial velocities from each cluster k for the nth image, which
is {vnk}. Similarly, the atlases {Ik} and noise variances {σk} will be represented as I
and σ. Consider that our input images and atlases are measured on a discrete grid, we
formulate our noise model as i.i.d. Gaussian at each image voxel, with the data likelihood
p(Jn | zn,vn, I,σ) given by
p(Jn | zn,vn, I,σ) =
K∏
k=1














where M is the number of voxels.
We then define a multivariate Gaussian distribution on the initial velocity vn that
















where we use a metric of the form L = −α∆ + I, in which ∆ is the discrete Laplacian
operator, α is a positive regularity parameter, and I denotes an identity matrix. In this
chapter, we set α with the same value across all clusters.
Putting together equations (3.7) and (3.8), we arrive at the log joint posterior distribu-









znk{log pik − 1
2(σk)2




log σk − 1
2
(Lvnk, vnk)}+ const. (3.9)
Figure 3.7 shows the graphical representation of our model.
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Figure 3.7: Graphical representation of our model for a set of i.i.d. images {Jn}, with
corresponding latent variables {zn,vn}n=1,...,N and parameters {Ik, σk, pik}k=1,...,K .
3.6 Inference
Similar to single atlas building, we use MCEM to infer and estimate the parameters
θ = {Ik, σk, pik}. In order to treat the zn,vn as latent random variables, we need to integrate
them out over the log posterior given by (3.9). Marginalizing zn is straightforward as the
Gaussian mixture model. However, marginalizing vn is intractable in the closed form. We
generate samples vn from the posterior distribution (3.9), and use these samples in a Monte
Carlo Expectation Maximization algorithm to estimate θ. The inference consists of two
main steps:
3.6.1 E-step
To compute the expectation function Q, we integrate out the hidden variables zn and
vn with the current estimate of the parameters θ(i) as




log p(zn,vn | Jn, θ)
]
. (3.10)
A standard way to approximate (3.10) is sampling zn,vn through Gibbs sampling on the
joint posterior distribution (3.9). We draw S samples, vnj{j=1,...,S}, from the log conditional
distribution log p(vn | zn, Jn, θ(i)) by HMC. Note that vnj denotes a set of jth samples for
the nth initial velocity across k clusters. We then use the sample mean to approximate the
expectation function Q. To simplify the computation, we develop a closed-form solution for
marginalizing zn from the log conditional distribution log p(zn |vn, Jn, θ(i)) directly.










n, vnjk | θ(i)) ,
38
which is the responsibility that cluster k takes for representing the observed image data Jn.
Here vnjk is the jth sample for the nth velocity field that belongs to the cluster k.
The final expectation function (3.10) is ultimately approximated as






log p(γ(zn),vnj | Jn, θ(i)). (3.11)
3.6.2 M-step
We then maximize the approximated function Q(θ | θ(i)) (3.11) to update the parameters
θ = {Ik, σk, pik}, which turns out to be a closed-form update for all parameters. We set


















nk) · |Dφnjk| ,
(σ˜k)2 =
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γ(znk) · ‖Ik ◦ (φnjk)−1 − Jn‖2.
3.7 Results
We demonstrate the effectiveness of our model using both 2D synthetic data and real
3D MRI brain data.
3.7.1 Synthetic Data
Because we have a generative model, we can forward simulate random images from the
known parameters θ = {Ik, σk, pik}, where we choose k ∈ {1, 2, 3}. We use three atlases,
which are 2D binary images of a square, triangle, and ellipse with a resolution of 100× 100.
We then generate 30 initial velocity fields (10 per cluster) from the prior p(vnk) given in (3.8),
setting α = 3.0. We shoot the initial velocities by the EPDiff equations (2.13) to generate
diffeomorphic deformations, and then use them to transform the atlases. Finally, we add
random Gaussian noise with σ = (0.01, 0.025, 0.03) to each transformed cluster atlas.
In our testing procedure, we initialize σ = 0.3 for all K clusters (K is the true number
of clusters in this synthetic example). For the HMC sampling procedure, we use a step
size of 0.05 for leap-frog integration with 40 samples after a burn-in of 50 samples. Each
atlas from the kth cluster is initialized to the linear average of the image intensities over
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the samples we generated for each cluster, and the {pik} are set as the averaged weight, 0.3.
Figure 3.8 compares the ground truth atlases and our estimated atlases, showing that our
model is able to accurately recover the true atlases, as well as automatically cluster data
into subgroups. As for other parameters, we get the estimated σ = (0.011, 0.026, 0.031)
and pi = 0.33333 for each cluster. We compared our multiatlas approach with a single atlas
estimated over all data points using the method of Zhang et al. [58]. The single atlas was
completely incapable of representing the synthetic dataset.
3.7.2 OASIS Brain Data
To show the effectiveness of our model on the real 3D brain data, we applied our
algorithm to an OASIS brain MRI dataset with 26 healthy subjects from ages 60 to 90. All
the MRI images have resolution 128×128×128 with the image spacing 1.0×1.0×1.0mm3,
and are skull-stripped, intensity normalized, and co-registered with affine transforms. We
set α = 0.3, which was estimated by the single atlas building framework with 10 time-steps
in geodesic shooting. We ran K-means algorithm with two clusters using image intensity
as features, and then used the output as our initialization for Ik, the initial atlas at
each cluster. Note that here we use cross-validation to determine the number of clusters.
Other alternative ways could also be used, such as the Elbow method, which evaluates the
percentage of variance with respect to the number of clusters and information criterion
approaches (for instance, Akaike information criterion and Bayesian information criterion).
Figure 3.8: Estimation of atlases. Top: ground truth atlases of three clusters: square,








Figure 3.9: Initialization and our estimation of atlases. Top to bottom: sagittal, axial,
and coronal views of the K-means initialization and our estimated atlases. Left to right:
initialization for each cluster (column 1-2), our estimated atlases from two different clusters
(column 3-4) and difference maps over image intensity between two atlases.
The first two columns in Figure 3.9 show sagittal, axial, and coronal views of slices
from the output of K-means algorithm, which are the grayscale averages of the clustered
images. The middle two columns are atlases estimated from our model. It demonstrates
that the final atlases produce sharper averaged images with more details. Meanwhile, the
big shape difference between the two estimated atlases shows that multiple atlases gives a
better representation of the multimodel population by an atlas per mode than a single atlas
that mixes up the features across different groups. For the purpose of better visualization,
we also add difference maps that represent the absolute value of the intensity differences
between our two estimated atlases.
3.8 Conclusion
This chapter first presented a novel generative model of the diffeomorphic atlas estima-
tion problem. This method is the first to jointly estimate the regularity parameter, noise
variance, and image atlas. It faithfully treats the diffeomorphic transformations from the at-
las to the input images as unobserved random variables. We introduced a MCMC sampling
scheme to integrate over these transformations. While we chose a particular parameterized
form for the metric operator L, other metrics are also possible in our framework. This work
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opens up the possibility of extensions for rigorous probabilistic modeling of shape variability
through diffeomorphisms.
Based on the Bayesian setting of a single atlas building, this chapter then introduced a
generative Gaussian mixture model of diffeomorphic multiatlas building. This is the first
probabilistic model for constructing multiple atlases navigated by unsupervised clustering in
a diffeomorphic setting. Our algorithm aggregates data that belongs to the same category
automatically and constructs multiple representations of a large image database. This
framework can be very useful for further statistical analysis in many areas, such as shape




The previous chapter introduces a Bayesian model for estimating a mean of the dataset.
However, it does not encode the data variability of a population. This chapter describes the
second contribution of this dissertation, which is also presented in [53], [83]. It describes
a latent variable model for principal geodesic analysis (PGA) that provides a probabilistic
framework for factor analysis on finite-dimensional manifolds.
This chapter first begins with a brief introduction on current related works about density
estimation on manifolds and other principal modes analysis approaches except PGA.
4.1 Related Work
There has been some work on density estimation on Riemannian manifolds. For example,
there is a wealth of literature on parametric density estimation for directional data [9], e.g.,
spheres, projective spaces, etc. Nonparametric density estimation based on kernel mixture
models [84] was proposed for compact Riemannian manifolds. Methods for sampling from
manifold-valued distributions have also been proposed [58], [85]. It is important to note the
distinction between manifold data, where the manifold representation is known as a priori,
versus manifold learning and nonlinear component analysis [26], [86], where the data lie in
Euclidean space on some unknown, lower-dimensional manifold that must be learned.
While [27] originally proposed an approximate estimation procedure for PGA, recent
contributions [87], [88] have developed algorithms for exact solutions to PGA. Related work
on manifold component analysis has introduced variants of PGA, including relaxing the
constraint that geodesics pass through the mean of the data [89] and, for spherical data,
replacing geodesic subspaces with nested spheres of arbitrary radius [90]. All these meth-
ods are based on geometric, least-squares estimation procedures, i.e., they find subspaces
that minimize the sum-of-squared geodesic distances to the data. Much like the original
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formulation of PCA, current component analysis methods on manifolds lack a probabilistic
interpretation.
In this chapter, we propose a latent variable model for PGA, called probabilistic PGA
(PPGA). We then extend this model to a Bayesian formulation that automatically selects
the intrinsic data dimensionality. The model definition applies to generic manifolds. How-
ever, due to the lack of an explicit formulation for the normalizing constant, our estimation
is limited to symmetric spaces, which include many common manifolds such as Euclidean
space, spheres, Kendall shape spaces, Grassman/Stiefel manifolds, and more.
4.2 Probabilistic Principal Geodesic Analysis
Following [34], [91], we use a generalization of the normal distribution for a Riemannian
manifold as our noise model. Consider a random variable y taking values on a Riemannian
manifold M , defined by the probability density function (pdf)




















We term this distribution a Riemannian normal distribution, and use the notation y ∼
NM (µ, τ
−1) to denote it. The parameter µ ∈M acts as a location parameter on the mani-
fold, and the parameter τ ∈ R+ acts as a dispersion parameter, similar to the precision of a
Gaussian. This distribution has the advantages that (1) it is applicable to any Riemannian
manifold, (2) it reduces to a multivariate normal distribution (with isotropic covariance)
when M = Rn, and (3) much like the Euclidean normal distribution, maximum-likelihood
estimation of parameters gives rise to least-squares methods (see [34] for details). We note
that this noise model could be replaced with a different distribution, perhaps specific to the
type of manifold or application, and the inference procedure presented in the next section
could be modified accordingly.





, z = WΛx, (4.2)
where x ∼ N(0, 1) are again latent random variables in Rq, µ here is a base point on M ,
W is a matrix with q columns of mutually orthogonal tangent vectors in TµM , Λ is a
q × q diagonal matrix of scale factors for the columns of W , and τ is a scale parameter
for the noise. In this model, a linear combination of WΛ and the latent variables x forms
a new tangent vector z ∈ TµM . Next, the exponential map shoots the base point µ by z
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to generate the location parameter of a Riemannian normal distribution, from which the
data point y is drawn. Note that in Euclidean space, the exponential map is an addition
operation, Exp(µ, z) = µ + z. Thus, our model coincides with the standard PPCA model,
when M = Rn.
4.2.1 Inference
We develop a maximum likelihood procedure to estimate the parameters θ = (µ,W,Λ, τ)
of the PPGA model defined in (4.2). Given observed data yi ∈ {y1, ..., yN} on M ,
with associated latent variable xi ∈ Rq, and zi = WΛxi, we formulate an expectation
maximization (EM) algorithm. Since the expectation step over the latent variables does
not yield a closed-form solution, we develop a Hamiltonian Monte Carlo (HMC) method to














and use this in a Monte Carlo Expectation Maximization (MCEM) scheme to estimate θ.
The procedure contains two main steps:
4.2.1.1 E-step: HMC
For each xi, we draw a sample of size S from the posterior distribution (4.3) using HMC
with the current estimated parameters θk. Denote xij as the jth sample for xi, the Monte













log p(xij |yi; θk). (4.4)
In our HMC sampling procedure, the potential energy of the Hamiltonian H(xi,m) =
U(xi)+V (m) is defined as U(xi) = − log p(xi|yi; θ), and the kinetic energy V (m) is a typical
isotropic Gaussian distribution on a q-dimensional auxiliary momentum variable, m. This
gives us a Hamiltonian system to integrate: dxidt =
∂H
∂m = m, and
dm
dt = − ∂H∂xi = −∇xiU .
Due to the fact that xi is a Euclidean variable, we use a standard “leap-frog” numerical
integration scheme, which approximately conserves the Hamiltonian and results in high
acceptance rates.
The computation of the gradient term ∇xiU(xi) requires we compute dvExp(p, v), i.e.,
the derivative operator (Jacobian matrix) of the exponential map with respect to the initial
velocity v. The gradient with respect to each xi is
∇xiU = xi − τΛW T {dziExp(µ, zi)†Log(Exp(µ, zi), yi)}, (4.5)
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where † represents the adjoint of a linear operator, i.e.,
〈dziExp(µ, zi)uˆ, vˆ〉 = 〈uˆ, dziExp(µ, zi)†vˆ〉.
4.2.1.2 M-step: Gradient Ascent
In this section, we derive the maximization step for updating the parameters θ =
(µ,W,Λ, τ) by maximizing the HMC approximation of the Q function in (4.4). This turns
out to be a gradient ascent scheme for all the parameters since there are no closed-form
solutions.
The gradient of the Q function with respect to τ requires evaluation of the derivative
of the normalizing constant in the Riemannian normal distribution (4.1). When M is a
symmetric space, this constant does not depend on the mean parameter, µ, because the
distribution is invariant to isometrics (see [34] for details). Thus, the normalizing constant











We can rewrite this integral in normal coordinates, which can be thought of as a polar
coordinate system in the tangent space, TµM . The radial coordinate is defined as r =
d(µ, y), and the remaining n−1 coordinates are parametrized by a unit vector v, i.e., a point
on the unit sphere Sn−1 ⊂ TµM . Thus, we have the change-of-variables, φ(rv) = Exp(µ, rv).













where R(v) is the maximum distance that φ(rv) is defined. Note that this formula is valid
only if M is a complete manifold, which guarantees that normal coordinates are defined
everywhere except possibly a set of measure zero on M .
The integral in (4.6) is difficult to compute for general manifolds, due to the presence
of the determinant of the Jacobian of φ. However, for symmetric spaces this change-of-
variables term has a simple form. If M is a symmetric space, there exists a orthonormal









where κk = K(u1, uk) denotes the sectional curvature, and fk is defined as
fk(x) =

sin(x) if κk > 0,
sinh(x) if κk < 0,
x if κk = 0.
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Notice that with this expression for the Jacobian determinant there is no longer a depen-
dence on v inside the integral in (4.6). Also, if M is simply connected, then R(v) = R does
















where An−1 is the surface area of the n − 1 hypersphere, Sn−1. The remaining integral is
one-dimensional, and can be quickly and accurately approximated by numerical integration.
While this formula works only for simply connected symmetric spaces, other symmetric
spaces could be handled by lifting to the universal cover, which is simply connected, or by
restricting the definition of the Riemannian normal pdf in (4.1) to have support only up to
the injectivity radius, i.e., R = minv R(v).




































†Log (Exp(µ, zij), yi).
Here the derivative dµExp(µ, v) is with respect to the base point, µ. Similar to (2.3),
this derivative can be derived from a variation of geodesics: c(s, t) = Exp(Exp(µ, su), tv(s)),
where v(s) comes from parallel translating v along the geodesic Exp(µ, su). Again, the
derivative of the exponential map is given by a Jacobi field satisfying Jµ(t) = dc/ds(0, t),
and we have dµExp(µ, v) = Jµ(1).











T {dzijExp(µ, zij)†Log(Exp(µ, zij), yi)},
where W a denotes the ath column of W , and xaij is the ath component of xij .








†Log(Exp(µ, zij), yi)xTijΛ. (4.8)
To preserve the mutual orthogonality constraint on the columns of W , we represent W as
a point on the Stiefel manifold Vq(TµM), i.e., the space of orthonormal q-frames in TµM .
We project the gradient in (4.8) onto the tangent space TWVq(TµM), and then update W
47
Algorithm 2: Monte Carlo Expectation Maximization for Probabilistic Principal
Geodesic Analysis
Input: Dataset Y , reduced dimension q.
Initialize µ,W,Λ, σ.
repeat
Sample X according to (4.5),
Update µ,W,Λ, σ by gradient ascent in Section 3.2.2.
until convergence
by taking a small step along the geodesic in the projected gradient direction. For details
on the geodesic computations for Stiefel manifolds, see [92].
The MCEM algorithm for PPGA is an iterative procedure for finding the subspace
spanned by q principal components, shown in Algorithm 2. The computation time per
iteration depends on the complexity of exponential map, log map, and Jacobi field which
may vary for different manifold. Note the cost of the gradient ascent algorithm also linearly
depends on the data size, dimensionality, and the number of samples drawn. An advantage
of MCEM is that it can run in parallel for each data point.
4.3 Experiments
In this section, we demonstrate the effectiveness of PPGA and our ML estimation using
both simulated data on the 2D sphere and a real corpus callosum data set. Before presenting
the experiments of PPGA, we briefly review the necessary computations for the specific
types of manifolds used, including the Riemannian exponential map, log map, and Jacobi
fields.
4.3.1 Simulated Sphere Data
4.3.1.1 Sphere Geometry Overview
Let p be a point on an n-dimensional sphere embedded in Rn+1, and let v be a tangent
at p. The inner product between tangents at a base point p is the usual Euclidean inner
product. The exponential map is given by a 2D rotation of p by an angle given by the norm
of the tangent, i.e.,
Exp(p, v) = cos θ · p+ sin θ
θ
· v, θ = ‖v‖. (4.9)
The log map between two points p, q on the sphere can be computed by finding the initial
velocity of the rotation between the two points. Let pip(q) = p · 〈p, q〉 denote the projection
of the vector q onto p. Then,
Log(p, q) =
θ · (q − pip(q))
‖q − pip(q)‖ , θ = arccos(〈p, q〉). (4.10)
48
All sectional curvatures for Sn are equal to one. The adjoint derivatives of the exponential
map are given by
dpExp(p, v)
†w = cos(‖v‖)w⊥ + w>, dvExp(p, v)†w = sin(‖v‖)‖v‖ w
⊥ + w>,
where w⊥, w> denote the components of w that are orthogonal and tangent to v, respec-
tively. An illustration of geodesics and the Jacobi fields that give rise to the exponential
map derivatives is shown in Figure 4.1.
4.3.1.2 Parameter Estimation on the Sphere
Using our generative model for PGA (4.2), we forward simulated a random sample of
100 data points on the unit sphere S2, with known parameters θ = (µ,W,Λ, τ), shown
in Table 4.1. Next, we ran our maximum likelihood estimation procedure to test whether
we could recover those parameters. We initialized µ from a random uniform point on the
sphere. We initialized W as a random Gaussian matrix, to which we then applied the
Gram-Schmidt algorithm to ensure its columns were orthonormal. Figure 4.1 compares the
ground truth principal geodesics and MLE principal geodesic analysis using our algorithm.
A good overlap between the first principal geodesic shows that PPGA recovers the model
parameters.
One advantage that our PPGA model has over the least-squares PGA formulation is
that the mean point is estimated jointly with the principal geodesics. In the standard PGA
algorithm, the mean is estimated first (using geodesic least-squares), and then the principal
geodesics are estimated second. This does not make a difference in the Euclidean case
(principal components must pass through the mean), but it does in the nonlinear case. We
compared our model with PGA and standard PCA (in the Euclidean embedding space).
The estimation error of principal geodesics turned out to be larger in PGA compared to
our model. Furthermore, the standard PCA converges to an incorrect solution due to its
inappropriate use of a Euclidean metric on Riemannian data. A comparison of the ground
truth parameters and these methods is given in Table 4.1. Note that the noise precision τ
is not a part of either the PGA or PCA models.
4.3.2 Shape Analysis of the Corpus Callosum
4.3.2.1 Shape Space Geometry
A configuration of k points in the 2D plane is considered as a complex k-vector, z ∈ Ck.
Removing translation, by requiring the centroid to be zero, projects this point to the linear
complex subspace V = {z ∈ Ck : ∑ zi = 0}, which is equivalent to the space Ck−1. Next,
49
Figure 4.1: The principal geodesic of random generated data on unit sphere. Blue dots:
random generated sphere dataset. Yellow line: ground truth principal geodesic. Red line:
estimated principal geodesic using PPGA.
Table 4.1: Comparison between ground truth parameters for the simulated data and the
MLE of PPGA, nonprobabilistic PGA, and standard PCA.
µ w Λ τ
Ground truth (−0.78, 0.48,−0.37) (−0.59,−0.42, 0.68) 0.40 100
PPGA (−0.78, 0.48,−0.40) (−0.59,−0.43, 0.69) 0.41 102
PGA (−0.79, 0.46,−0.41) (−0.59,−0.38, 0.70) 0.41 N/A
PCA (−0.70, 0.41,−0.46) (−0.62,−0.37, 0.69) 0.38 N/A
points in this subspace are deemed equivalent if they are a rotation and scaling of each
other, which can be represented as multiplication by a complex number, ρeiθ, where ρ is
the scaling factor and θ is the rotation angle. The set of such equivalence classes forms the
complex projective space, CP k−2.
We think of a centered shape p ∈ V as representing the complex line Lp = {z · p : z ∈
C\{0} }, i.e., Lp consists of all point configurations with the same shape as p. A tangent
vector at Lp ∈ V is a complex vector, v ∈ V , such that 〈p, v〉 = 0. The exponential map is
given by rotating (within V ) the complex line Lp by the initial velocity v, that is,
Exp(p, v) = cos θ · p+ ‖p‖ sin θ
θ
· v, θ = ‖v‖. (4.11)
Likewise, the log map between two shapes p, q ∈ V is given by finding the initial velocity of
the rotation between the two complex lines Lp and Lq. Let pip(q) = p · 〈p, q〉/‖p‖2 denote
the projection of the vector q onto p. Then the log map is given by
Log(p, q) =
θ · (q − pip(q))




The sectional curvatures of CP k−2, κi = K(ui, v), used in (4.7), can be computed as
follows. Let u1 = i · v, where we treat v as a complex vector and i =
√−1. The remaining
u2, . . . , un can be chosen arbitrarily to construct an orthonormal frame with v and u1, then
we have K(u1, v) = 4 and K(ui, v) = 1 for i > 1. The adjoint derivatives of the exponential
map are given by
dpExp(p, v)











where w⊥1 denotes the component of w parallel to u1, i.e., w⊥1 = 〈w, u1〉u1, u>2 denotes the
remaining orthogonal component of w, and w> denotes the component tangent to v.
4.3.2.2 Shape Variability of Corpus Callosum Data
As a demonstration of PPGA on Kendall shape space, we applied it to corpus callosum
shape data derived from the OASIS database (www.oasis-brains.org). The data consisted
of magnetic resonance images (MRI) from 32 healthy adult subjects. The corpus callosum
was segmented in a midsagittal slice using the ITK SNAP program (www.itksnap.org). An
example of a segmented corpus callosum in an MRI is shown in Figure 4.2. The boundaries
of these segmentations were sampled with 64 points using ShapeWorks (www.sci.utah.edu/
software.html). This algorithm generates a sampling of a set of shape boundaries while
enforcing correspondences between different point models within the population. Figure 4.2
displays the first two modes of corpus callosum shape variation, generated from points along
the estimated principal geodesics: Exp(µ, αiwi), where αi = −3λi,−1.5λi, 0, 1.5λi, 3λi, for











Figure 4.2: Left: example corpus callosum segmentation from an MRI slice. Middle to
right: first and second PGA mode of shape variation with −3, −1.5, 1.5, and 3× λ.
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4.4 Automatic Data Dimensionality Reduction
Analogous to BPCA, this PPGA model can be extended to a Bayesian model of PGA
by introducing a prior on the scale factor matrix Λ. This results in an automatic selection
of model dimensionality. We add an automatic relevance determination (ARD) prior over
each diagonal element Λi, with an associate precision hyperparameter γi, so that










The value of γi is estimated iteratively as 1/Λ
2
i . It enforces sparsity by driving the cor-
responding component Λi to zero, thus Wi will be effectively removed in the latent space.
Notice that the columns of Λ define the principal subspace of standard PGA, therefore,
inducing sparsity on Λ has the same effect as removing irrelevant dimensions in the principal
subspace.
4.5 Conclusion
This chapter presented a latent variable model of PGA on Riemannian manifolds. We
developed a Monte Carlo Expectation Maximization for maximum likelihood estimation of
parameters that uses Hamiltonian Monte Carlo to integrate over the posterior distribution of
latent variables. This work takes the first step to bring latent variable models to Riemannian
manifolds. It opens up several possibilities for new factor analyses on Riemannian manifolds,
including a rigorous formulation for mixture models of PGA and automatic dimensionality
selection with a Bayesian formulation of PGA.
CHAPTER 5
BAYESIAN PRINCIPAL GEODESIC ANALYSIS
OF DIFFEOMORPHIC SHAPE
VARIABILITY
This chapter continues to present a generative Bayesian approach of principal geodesic
analysis (PGA) for estimating the low-dimensional latent space of diffeomorphic shape
variability in a population of images. We develop a latent variable model for PGA that
provides a probabilistic framework for factor analysis in the space of infinite-dimensional
diffeomorphisms. A sparsity prior in the model results in the automatic selection of the
number of relevant dimensions by driving unnecessary principal geodesics to zero. To
infer model parameters, including the image atlas, principal geodesic deformations, and
the effective dimensionality, we introduce an expectation maximization (EM) algorithm.
5.1 Overview
Extracting low-dimensional, second-order statistics of anatomical shape variability is
important to improve the statistical power and interpretability of further statistical analyses.
The standard method for conducting dimensionality reduction and analyzing variability of
Euclidean data is principal component analysis (PCA), which decomposes the data matrix
into a linear combination of independent factors. Bishop [5] introduced a Bayesian model
for PCA (BPCA) that automatically learns the dimension of the latent space from data by
including a sparsity-inducing prior on each component of the factor matrix. These linear
factor analysis models, nevertheless, are not directly applicable to nonlinear diffeomorphic
transformations.
There exist several methods for dimensionality reduction and shape variability model-
ing on nonlinear manifolds. We reviewed principal geodesic analysis (PGA) proposed by
Fletcher et al. [27] in Chapter 2. Based on this work, algorithms for exact solutions to PGA
were developed in [87], [88]. In order to allow factor analysis on manifolds, we introduced
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a probabilistic model for PGA (PPGA) in Chapter 4. In the setting of diffeomorphic
image registration, Vaillant et al. [3] computed a tangent space PCA (TPCA) of the initial
momenta from the atlas image. Later, Qiu et al. [4] used TPCA as an empirical shape
prior in diffeomorphic surface matching. A Bayesian model of shape variability using
diffeomorphic matching of currents is also formulated by Gori et al. [93]. Their model
includes an estimation of a covariance matrix of the deformations, from which they then
extracted PCA modes of shape variability. Even though these methods formulate the atlas
and covariance estimation as probabilistic inference problems, the dimensionality reduction
is done after the fact, i.e., as a singular value decomposition of the covariance as a second
stage after the estimation step.
We propose instead to treat the dimensionality reduction step as a probabilistic infer-
ence problem on discrete images, in a model called Bayesian principal geodesic analysis
(BPGA), which jointly estimates the image atlas and principal geodesic modes of variation.
Our model goes beyond the PPGA algorithm by introducing automatic dimensionality
reduction, as well as extending from finite-dimensional manifolds to the infinite-dimensional
case of diffeomorphic image registration. This Bayesian formulation has two advantages.
First, it explicitly optimizes the fit of the principal modes to the data intrinsically in the
space of diffeomorphisms, which results in better fits to the data. Second, by formulating
dimensionality reduction as a Bayesian model with a sparsity prior, we can also infer the
inherent dimensionality directly from the data.
In this chapter, we incorporate a stronger sparsity prior, based on the adaptive sparsity
method of Figueiredo [94] that avoids the need for hyperparameters, and provide in-depth
derivations of the statistical model and inference procedure. We also mention the relation-
ship of our work to manifold learning approaches and dimensionality reduction methods
in [95], [96]. Unlike the nonparametric manifold learning methods, the Bayesian approach
we present here is parametric and fully generative. The shape deformation of individuals
is explicitly encoded in the model, and can be reconstructed directly in a compact space
of principal modes of deformations. We show experimental results of principal geodesics
and parameters estimated from both 2D synthetic data and 3D OASIS brain MRI data.
To validate the advantages of our model, we reconstruct images from our estimation and
compare the reconstruction errors with TPCA of diffeomorphisms and LPCA based on
image intensity. Our results indicate that intrinsic modeling of the principal geodesics,
estimated jointly with the image atlas, provides a better description of brain image data
than computing PCA in the tangent space after atlas estimation.
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5.2 Probability Model
We formulate the random initial velocity for the kth individual as vk = Wxk, where W
is a matrix with q columns of principal initial velocities, and xk ∈ Rq is a latent variable
that lies in a low-dimensional space, with








Compared to BPCA, the difference of this latent variable prior is incorporating W as a
conditional probability, which guarantees smoothness of the geodesic shooting path. Notice
that we shift from the momenta space in [54] to a nicely smooth velocity space, which gains
more stable computations.
Our noise model is based on the assumption of i.i.d. Gaussian at each image voxel,
much like [4], [71], [58]. This can be varied under different conditions, for instance, spatially
dependent models for highly correlated noise data. In this chapter, we will focus on the
commonly used and simple Gaussian noise model, with the likelihood given by










where M is the number of voxels, and the norm inside the exponent is the L2(Ω,R) norm.
Note that for a continuous image domain, Ω = Rd/Zd, this is not a well-defined probability
distribution due to its infinite measure in the Hilbert space L2(Ω,R) on images. Therefore,
we consider the input images as well as diffeomorphisms to be defined on a finite discretized
grid.
The prior on W is a sparsity prior that suppresses the small principal initial velocity to
zero. This prior is analogous to the hierarchical sparsity prior proposed by [94], with the
difference that we use the natural Hilbert space norm for the velocity. The prior is based
on Laplacian distribution, a widely used and exploited way to achieve sparse estimation. It
presses the irrelevant or redundant components exactly to zero. As first introduced by [97],
the Laplace distribution is equivalent to the marginal distribution of a hierarchical-Bayes
model: a Gaussian prior with zero mean and exponentially distributed variances. Let i
denote the ith principal component of W . We define each component Wi as a random
variable with the hierarchical model distribution
p(Wi | τi) ∼ N(0, τi),




After integrating out τi, we have the marginalized distribution as
p(Wi | γi) =
∫ ∞
0




exp (−√γi ‖Wi‖1) ,
which is a Laplacian distribution with scale parameter γi/2. The degree of sparsity is
controlled by the hyperparameter γi on the l1 penalty. However, the sparsity parameter is
specified in an ad hoc manner. [94] proposed an effective model to remove γi by adopting
a Jeffreys’ noninformative hyperprior as p(τi) ∼ 1/τi. This has the advantages that (1)
the improper hyperprior is scale-invariant, (2) the model is parameter-free. Using this
hierarchical sparsity prior on the columns of W for the automatic dimensionality selection,
we formulate the problem as


















where x = [x1, ..., xk], τ = [τ1, ..., τq]. We will later integrate out the latent variable τ using
expectation maximization.
We can express our model for the kth subject using the graphical representation shown
in Figure 5.1.
Figure 5.1: Graphical representation of BPGA for the kth subject Jk.
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5.3 Inference
We use MAP estimation to determine the model parameters θ = {I, σ}. After defining
the likelihood (5.2) and prior (5.3) in the previous section, we now arrive at the joint











p(Jk |xk, θ) p(xk |W )
]
p(W |τ) p(τ). (5.4)
In order to treat the W,xk and τ as latent random variables with the log posterior given
by (5.4), we would ideally integrate out the latent variables, which are intractable in closed
form for W,xk. Instead, we develop an expectation maximization algorithm to compute a
closed-form solution to integrate out τ first, and then use a mode approximation for W,xk
to the posterior distribution. It contains two alternating steps:
• E-step Using the current estimate of the parameters θˆ, we compute the expectation
Q of the complete log-posterior of (5.4) with respect to the latent variables τ as





















Note that we use the same approach to integrate out τ in [94]. Details are in Appendix
A.
• M-step: Gradient Ascent for W,xk We introduce a gradient ascent scheme to
estimate W,xk, and θ = (I, σ) simultaneously. We need to compute the gradient
with respect to the initial velocity vk of the diffeomorphic image matching problem
in (2.18), and then apply the chain rule to obtain the gradient term w.r.t. W and
xk. Following the optimal control theory approach in [1], we add Lagrange multipliers
to constrain the kth diffeomorphism φkt to be a geodesic path, which is done by




t for transported image I
k
t ,
momentum mkt , and velocity v
k
t , respectively. To make the calculation simple to read,
we drop the notation t and denote ∂tf as f˙ for any function f . We then write the
augmented energy











where Q is the expectation function from (5.5), and the other terms correspond
to Lagrange multipliers enforcing a) the geodesic constraint, which comes from the
EPDiff equation (2.13), b) the image transport equation, I˙k = −∇Ik · vk, and c) the
constraint, mk = Lvk, respectively.
Dropping out the terms that are not related to W , xk and I0 in (5.6), we have
























+ 〈Iˆk, I˙k +∇Ik · vk〉L2 + 〈mˆk,mk − Lvk〉L2
]
dt. (5.7)
The gradient of Q˜ with respect to the kth initial velocity is ∇vkQ˜ = vk−Kvˆk (details
are in Appendix A). Applying the chain rule, the gradient term of (5.7) for updating
W is




where Λ is a diagonal matrix with diagonal element 1‖Wˆi‖2V
. The gradient with respect
to xk is
∇xkQ˜ = −W T (vk −Kvˆk).
• Closed-form solution for θ We now derive the maximization for updating the
parameters θ. This turns out to be a closed-form update for the atlas I, noise variance
σ2. For updating I and σ, we set the derivative of the expectation with respect to















We demonstrate the effectiveness of our proposed model and MAP estimation routine
using both 2D synthetic data and real 3D MRI brain data.
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5.4.1 Synthetic Data
Because we have a generative model, we can forward simulate a random sample of images
from a distribution with known parameters θ = (I, σ). We tested if we can recover those
parameters using our BPGA inference procedure. We simulated a 2D synthetic dataset with
40 subjects starting from an atlas image, I, of a binary circle with resolution 100 × 100.
We then generated random samples of W with two principal modes and xk from the prior
distribution, p(W,xk | τ), defined in (5.3), setting α = 0.2 for the Laplacian operator L.
To generate a deformed circle image, we shot the initial velocity constructed by Wxk, and
transformed the atlas by the resulting diffeomorphisms. Finally, we added i.i.d. Gaussian
noise according to our likelihood model (5.2). We used a standard deviation of σ = 0.05,
which corresponds to a SNR of 20 (which is more noise than typical structural MRI).
Figure 5.2 compares the ground truth atlas I and principal geodesics with our estimation.
In addition, our estimation of the noise variance σ = 0.051 is also close to the ground
truth σ = 0.05. It shows that our method recovers the model parameters fairly well.
Figure 5.3 demonstrates the shape variation of our synthetic dataset from the atlas by









Ground truth Our estimation
Figure 5.2: Left to right: ground truth of atlas I; our estimation of atlas; ground truth of




Figure 5.3: Top to bottom: shooting atlas by the first and second principal geodesics.
Left to right: BPGA model of image variation evaluated at ai = −3,−1.5, 0, 1.5, 3.
5.4.2 OASIS Brain Dataset
To demonstrate the effectiveness of our proposed model and MAP estimation, we applied
our BPGA model to a set of brain magnetic resonance images (MRI) from the 3D OASIS
brain database. The data consist of MRIs from 130 subjects between the age of 60 to 95.
The MRIs have a resolution of 128 × 128 × 128 with an image spacing of 1.0 × 1.0 × 1.0
mm3 and are skull-stripped, intensity normalized, and co-registered with rigid transforms.
To set the parameters in L operator, we did the initial step of estimating α = 0.1 using the
procedure in [58]. We used 15 time-steps in geodesic shooting and initialize the template
I as the average of image intensities, with W as the matrix of principal components from
TPCA.
The proposed BPGA model automatically determined that the latent dimensionality of
the data was 15. Figure 5.4 displays the automatically estimated modes, i = 1, 2, of the
brain MRI variation. We forward shoot the constructed atlas, I, by the estimated principal
momentum aiWi along the geodesics. For the purpose of visualization, we demonstrate the
brain variation from the atlas by ai = −3,−1.5, 0, 1.5, 3. We also show the log determinant
of Jacobians at ai = 3, with red representing regions of expansion and blue representing
regions of contraction. The first mode of variation clearly shows that ventricle size change
is a dominant source of variability in brain shape. Our algorithm also jointly estimated the
image noise standard deviation parameter as σ = 0.04.
We validated the ability of our BPGA model to compactly represent the space of
brain variations by testing how well it can reconstruct unseen images. After estimating
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Figure 5.4: Top to bottom: axial, coronal and sagittal views of shooting the atlas by the
first and second principal modes. Left to right: BPGA model of image variation evaluated
at ai = −3,−1.5, 0, 1.5, 3, and log determinant of Jacobians at ai = 3.
the principal initial velocity and parameters from the training subjects above, we used
these estimates to reconstruct another 20 testing subjects from the same OASIS database
that were not included in the training. We then measured the discrepancy between the
reconstructed images and the unobserved testing images. Note that our reconstruction used
only the first fifteen principal modes, which were automatically selected by our algorithm.
We use the first fifteen dimensions to compare our model with LPCA and TPCA.
Table 5.1 shows the comparison of the reconstruction accuracy as measured by the average
and standard deviation of the mean squared error (MSE). The table indicates that our
model outperforms both LPCA and TPCA in the diffeomorphic setting.
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Table 5.1: Comparison of mean squared reconstruction error between LPCA, TPCA, and
BPGA models. Average and standard deviation over 20 test images.
LPCA TPCA BPGA
Average MSE 4.2× 10−2 3.4× 10−2 2.8× 10−2
Std of MSE 1.25× 10−2 4.8× 10−3 4.2× 10−3
Examples of the reconstructed images are shown in Figure 5.5. The model BPGA
recovers a better shape of brain structures than the other two models. Next, Figure 5.6
displays the maps of the absolute value of reconstruction error by LPCA, TPCA, and
our model BPGA. It clearly demonstrates that BPGA has less reconstruction error of the
unknown dataset than both LPCA and TPCA.
We also display the reconstruction error with increasing number of principal modes from
5 to 40. Notice that our model BPGA automatically only keeps the selected 15 modes but
eliminates all others. Therefore, we do not have reconstruction error with BPGA when the
number of modes goes beyond 15. Figure 5.7 shows that TPCA requires approximately
32 principal modes, more than twice as many as our model does, to achieve the same
level of reconstruction accuracy. The model LPCA cannot match the BPGA reconstruction
accuracy with even 40 principal modes. This reflects that our model BPGA gains a more
compact representation than TPCA and LPCA.
(a) Observed (b) LPCA (c) TPCA (d) BPGA
Figure 5.5: Left to right: original data, reconstruction by LPCA, TPCA, and BPGA.
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(a) LPCA (b) TPCA (c) BPGA
Figure 5.6: Left to right: absolute value of reconstruction error map by LPCA, TPCA,
and BPGA.




























Figure 5.7: Averaged mean squared reconstruction error with a different number of
principal modes by LPCA, TPCA, and BPGA over 20 test images.
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5.5 Conclusion and Future Work
This chapter presented a generative Bayesian model of principal geodesic analysis in
diffeomorphic image registration. Our method is the first probabilistic model for automatic
dimensionality reduction for diffeomorphisms. We developed an inference strategy based on
MAP to estimate parameters, including the noise variance and image atlas, simultaneously.
The estimated low-dimensional latent variables provide a compact representation of the
anatomical variability in a large image database, and they can be used for further statistical
analysis of anatomical shape in clinical studies. Reducing the dimensionality to the inherent
modes of shape variability has the potential to improve hypothesis testing, classification,
and mixture models.
There are several avenues for future work to build upon our BPGA model. In this
chapter, we precomputed the regularization parameter using the simple atlas building model
in [58]. Since different parameters can lead to different principal modes, atlas, etc., ideally
we would estimate the regularization parameter simultaneously with all other parameters.
Doing this would require a more computationally expensive approach that integrates out
the latent x variables, rather than the mode approximation used here. Such an approach has
been done for PPGA on finite-dimensional manifolds [53]. This would be related to several
other approaches that integrate out deformations in image atlas building. For instance, [65]
proposed a fully generative Bayesian model of small elastic deformation in which the latent
image transformations are marginalized from the distribution. Markov chain Monte Carlo
(MCMC) methods for sampling elastic deformations in Bayesian atlas models have been
introduced by [67], [69], and [98]. Furthermore, [70] inferred the regularization parameter
from a hierarchical Bayesian model, although their work was in the elastic deformation
setting as well. [58] were the first to develop a truly Bayesian model for diffeomorphic
atlas building and regularization parameter estimation by integrating out latent random
diffeomorphisms.
In addition, much like the Euclidean BPCA model [5], we did not enforce that the
principal modes be orthogonal. This can be achieved by optimization in the Stiefel manifold
of orthonormal frames, as is done in [53]. However, the high-dimensionality of velocity fields
makes this a difficult problem to implement directly.
CHAPTER 6
LOW DIMENSIONAL LIE ALGEBRAS FOR
GEODESIC SHOOTING
The Bayesian inference of diffeomorphisms comes with a high computational cost be-
cause of marginalizing the high-dimensional diffeomorphisms on dense spatial grids. To
solve this problem, this chapter introduces an algorithm FLASH, which defines a novel
definition of low-dimensional Lie algebras in the space of bandlimited velocity fields. A
key ingredient is that we compute all the geodesic evolution equations and adjoint Jacobi
field equations needed for gradient descent methods entirely in these low-dimensional Lie
algebras. Another important factor of FLASH is a reduced version of adjoint Jacobi field
equations that gives fast convergence. We not only speed up the current geodesic shooting
algorithm dramatically, but also require much less memory than state-of-the-art methods.
Previous work has modeled the continuous variational problem of diffeomorphisms, and
then discretized them to solve on a computer. A discrete representation being a Lie algebra
itself has never been considered before. This work is the first to present a finite-dimensional
Lie algebra as the discrete approximation to the tangent space of infinite-dimensional diffeo-
morphisms. To demonstrate the effectiveness of our model, we test a pairwise registration
on both 2D synthetic data and 3D brain images, and compare its convergence, run-time,
and memory consumption with leading LDDMM methods. The experimental results show
that FLASH is not only faster than state-of-the-art LDDMM algorithms, but also converges
to better solutions, i.e., lower values of the registration objective function. The work of this
chapter is also presented and published in [99].
6.1 Overview
LDDMM has been applied and becomes an indispensable tool in many fields of medical
image analysis, for instance, atlas building, shape variation quantification, atlas-based image
segmentation, etc. However, LDDMM comes with a huge cost for dense spatial grids. The
integration over the velocity field at each time point results in a high computational cost
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and large memory footprint, especially in large imaging studies. In addition, a gradient
descent optimization of the time-dependent velocity field is used to compute the geodesic
path in [52]. This first requires a gradient term with expensive numerical solutions to
partial differential equations. Furthermore, the optimization might get stuck in a local
minimum due to the high-dimensional dense grid. Convergence can be very slow as well.
To develop a more efficient optimization scheme for LDDMM, Vialard et al. [1] introduced a
geodesic shooting algorithm where only the initial velocity at time point zero was estimated.
Ashburner [6] showed that a Gauss-Newton implementation gained a faster convergence.
All these approaches were based on the fact that a geodesic is uniquely determined by
its initial velocity via the geodesic evolution equations. In this case, the initial velocity
is sufficient to parameterize the geodesic. Even though geodesic shooting avoids storing
the entire time-varying velocity field at each iteration, the geodesic shooting and backward
integration of adjoint equations needed for gradient evaluation are still computationally
expensive on a high-dimensional dense grid.
One approach to alleviate the computational requirement of calculating diffeomorphisms
is stationary velocity fields, introduced by Arsigny et al. [100]. The major contribution of
stationary velocity fields is defining another parameterization of diffeomorphisms through
velocity fields that remain constant in time. With this representation, the flow of diffeomor-
phisms is generated by solving stationary ordinary differential equations (ODEs). This one-
parameter subgroup parameterization of diffeomorphisms reduces the computational cost
and memory demands in the original LDDMM framework. Based on this, Ashburner [101]
later proposed a fast diffeomorphic image registration, called DARTEL. The solution was
estimated efficiently by composing successive diffeomorphisms over time using a scaling
and squaring approach, which was originally proposed by Arsigny et al. [100]. A full
multigrid strategy was added in the optimization for achieving fast convergence and avoiding
local minima. Stationary velocity fields save more time and memory than LDDMM, but
they do not provide distance metrics on the space of diffeomorphisms. Greedy algorithms
have also been studied for speeding up diffeomorphic registration. They iteratively apply
gradient updates to a single deformation field instead of a full time-dependent flow at each
iteration. The most popular algorithms in this category are the original diffeomorphic image
registration [7] and the diffeomorphic demons algorithm presented by Vercauteren et al. [8].
Greedy methods are much faster and more memory efficient in exploring a large solution
space, but they do not minimize a global variational problem. They also lack the definition
of geodesics parameterized by the initial velocity field, and thus do not provide a distance
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metric between images. Such a parameterization paves the way for statistical models of
diffeomorphisms in a linear vector space, for instance, principal component analysis [3] and
regression [102].
Previous work has focused on the continuous theorem of infinite-dimensional Lie algebras
of diffeomorphisms. Researchers later approximated it on a finite-dimensional discrete
grid for real implementations on the computer, while in this chapter, we are the first to
formulate a real discrete representation of diffeomorphisms directly via low-dimensional Lie
algebras in the space of bandlimited velocity fields. This new concept of low-dimensional
Lie algebras has two main contributions. First, it allows us to compute all the geodesic
evolution equations and adjoint Jacobi field equations needed for gradient descent methods
entirely in a low-dimensional space. Second, it preserves the distance metric of LDDMM.
This chapter incorporates run-time complexity to further discuss where exactly FLASH
gains speed and adds convergence analysis. We also mention the relationship of our work to
discrete parameterization of diffeomorphisms by a finite set of control points [103]. Instead of
estimating the geometric position of each control point, we prespecify an effective dimension
of space to work with directly, which saves more computational cost. To demonstrate the
effectiveness of our model, we test a pairwise registration on both 2D synthetic data and 3D
brain images and compare its convergence, run-time, and memory consumption with the
leading LDDMM method. The experimental results show that FLASH is not only faster
than the state-of-the-art LDDMM algorithm, but also converges to better solutions, i.e.,
lower values of the registration objective function.
6.2 Low-Dimensional Lie Algebras
In this section, we introduce a low-dimensional Lie algebra with its corresponding Lie
bracket that gives a discrete representation of vector fields.
The key observation is that the velocity fields in the geodesic evolution equation, also
known as the EPDiff equation (2.13), stay in a low frequency domain. The K operator
as the last calculation in (2.13) is a low-pass filter, and as such, suppresses high frequency
components in the velocity fields (see Figure 6.1). This means that the velocity fields are
already bandlimited to a certain maximum frequency. However, the previous implemen-
tation of geodesic shooting, using full-dimensional velocity fields, wastes effort computing
the high frequency components, which just end up being forced to zero by K. We instead
propose to develop a low-dimensional discretization of velocity fields as bandlimited signals




















Figure 6.1: Fourier coefficients of the discretized K operator on a 128 × 128 grid, with
parameters α = 3, c = 3.
6.2.1 Space of Bandlimited Velocity Fields and Metrics
Let V˜ denote the space of bandlimited velocity fields on Ω, with frequency bounds
N1, N2, . . . , Nd in each of the dimensions of Ω. Any element v˜ ∈ V˜ is a multidimensional
array: v˜k1,k2,...,kd ∈ Cd, where ki ∈ 0, . . . , Ni − 1 is the frequency index along the ith axis.
Note that to ensure v˜ represents a real-valued vector field in the spatial domain, we have
the constraint that v˜k1,...,kd = v˜
∗
N1−k1,...,Nd−kd , where ∗ denotes the complex conjugate.
There is a natural projection mapping, ν : V → V˜ , of V into the space V˜ of complex





where k = (k1, . . . , kd), and x = (x1, . . . , xd) is the spatial index.
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The Fourier transformation of L = (−α∆ + I)c is a diagonal operator. Discretizing
this operator by only keeping the frequencies up to our bandlimits, Ni, we get a diagonal
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matrix L˜. Analogous to the L operator, this L˜ : V˜ → V˜ ∗ maps a tangent vector in the
Fourier domain to its dual momentum vector m˜. For a 3D grid, the coefficient L˜k1k2k3 of






















To define a right-invariant metric at any other point φ besides identity, we map the
velocity fields back to a full spatial domain by (6.1) first, and then pull back by the
right composition with φ−1 to identity. This is because the Lie group that associates
with our discrete low-dimensional Lie algebra is not a diffeomorphism group. Despite this
disadvantage, our method still benefits hugely from the fact that a large portion of expensive
computations in diffeomorphic image registration can be done in the low-dimensional Lie
algebra.
A time sequence of bandlimited velocity fields in V˜ can consequently generate a flow of
diffeomorphisms, t 7→ φt ∈ Diff∞(Ω), in the following way. Using the inclusion mapping
ι : V˜ → V defined in (6.2), we can generate the diffeomorphic flow as
dφt(x)
dt
= ι(v˜t) ◦ φt(x), x ∈ Ω. (6.3)
6.2.2 Low-Dimensional Lie Bracket
We now define a discrete Lie bracket that is analogous to the continuous operator
in (2.14).
Definition 9 For any two vector fields v˜, w˜ ∈ V˜ , a low-dimensional Lie bracket in the
discrete Fourier domain is
[v˜, w˜] = (D˜v˜) ∗ w˜ − (D˜w˜) ∗ v˜, (6.4)
where D˜v˜ is the central difference Jacobian matrix of a discrete vector field.
This Jacobian matrix can be computed as a tensor product D˜v˜ = η ⊗ v˜ in the discrete
Fourier domain, with η ∈ V˜ given by
ηk1,k2,...,kd = (j sin(2pik1), . . . , j sin(2pikd)).
Due to the fact that the pointwise multiplication of two vector fields in the spatial domain
corresponds to convolution in the Fourier domain, we can easily decompose the multipli-
cation of a square matrix and vector field in the Fourier domain as a single convolution
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for each row of the matrix. For notation simplicity, we denote all matrix-vector field and
vector-vector field convolution as ∗ (see (B.1) in Appendix B for an explicit formulation of
∗). Note that because a convolution between two bandlimited signals does not preserve the
bandlimit, we must follow a convolution operation by truncation back to the bandlimits,
Ni, in each dimension to guarantee this Lie bracket is closed.
Next, we prove that this discrete operation satisfies the axioms to be a valid Lie algebra
on V˜ .
Theorem 1 The vector space V˜ , when equipped with the bracket operation (6.4), is a
discrete low-dimensional Lie algebra. That is to say, ∀ u˜, v˜, w˜ ∈ V˜ and a, b ∈ R, the
following properties are satisfied:
(a) Linearity: [au˜+ bv˜, w˜] = a [u˜, w˜] + b [v˜, w˜],
(b) Anticommutativity: [u˜, v˜] = −[v˜, u˜],
(c) Jacobi identity: [u˜, [v˜, w˜]] + [w˜, [u˜, v˜]] + [v˜, [w˜, u˜]] = 0.
Proof: Linearity and anticommutativity are immediate. We have
(a) Linearity:
[au˜+ bv˜, w˜] = D˜(au˜+ bv˜) ∗ w˜ − D˜w˜ ∗ (au˜+ bv˜)
= a(D˜u˜ ∗ w˜ − D˜w˜ ∗ u˜) + b(D˜v˜ ∗ w˜ − D˜w˜ ∗ v˜)
= a[u˜, w˜] + b[v˜, w˜],
(b) Anticommutativity:
[u˜, v˜] = D˜u˜ ∗ v˜ − D˜v˜ ∗ u˜ = −
(
D˜v˜ ∗ u˜− D˜u˜ ∗ v˜
)
= −[v˜, u˜].
(c) Jacobi identity: The proof of the Jacobi identity follows closely that of the continuous
case. First, note that the iterated central difference operator results in a third-order tensor:
D˜2u˜ = D˜D˜u˜ = η ⊗ η ⊗ u˜.
Much like the Hessian tensor of a vector-valued function in the continuous case, the discrete
Hessian is also symmetric with respect to contraction with a pair of vectors. That is,
D˜2u˜ ∗ v˜ ∗ w˜ = D˜2u˜ ∗ w˜ ∗ v˜,
where the convolution between D˜2u˜ and v˜ is now analogous to the pointwise contraction of
a third-order tensor field with a vector field in the spatial domain.
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Next, we note that the product rule of differentiation also carries over to the discrete
Fourier representation, and we have the identity
D˜(D˜u˜ ∗ v˜) = D˜2u˜ ∗ v˜ + D˜u˜ ∗ D˜v˜,
where the second convolution operator is analogous to pointwise matrix field multiplication
in the spatial domain. We then have
[u˜, [v˜, w˜]] = [u˜, D˜v˜ ∗ w˜ − D˜w˜ ∗ v˜]
= D˜u˜ ∗ (D˜v˜ ∗ w˜ − D˜w˜ ∗ v˜)− D˜(D˜v˜ ∗ w˜ − D˜w˜ ∗ v˜) ∗ u˜
= D˜u˜ ∗ D˜v˜ ∗ w˜ − D˜u˜ ∗ D˜w˜ ∗ v˜ − D˜2v˜ ∗ w˜ ∗ u˜− D˜v˜ ∗ D˜w˜ ∗ u˜
+ D˜2w˜ ∗ v˜ ∗ u˜+ D˜w˜ ∗ D˜v˜ ∗ u˜ (6.5)
Similarly, we rewrite the other two terms as
[w˜, [u˜, v˜]] = D˜w˜ ∗ D˜u˜ ∗ v˜ − D˜w˜ ∗ D˜v˜ ∗ u˜− D˜2u˜ ∗ v˜ ∗ w˜ − D˜u˜ ∗ D˜v˜ ∗ w˜
+ D˜2v˜ ∗ u˜ ∗ w˜ + D˜v˜ ∗ D˜u˜ ∗ w˜ (6.6)
[v˜, [w˜, u˜]] = D˜v˜ ∗ D˜w˜ ∗ u˜− D˜v˜ ∗ D˜u˜ ∗ w˜ − D˜2w˜ ∗ u˜ ∗ v˜ − D˜w˜ ∗ D˜u˜ ∗ v˜
+ D˜2u˜ ∗ w˜ ∗ v˜ + D˜u˜ ∗ D˜w˜ ∗ v˜ (6.7)
Finally, by combining the equations (6.5), (6.6), (6.7), and using the symmetric rule above,
we obtain
[u˜, [v˜, w˜]] + [w˜, [u˜, v˜]] + [v˜, [w˜, u˜]] = 0.
6.2.3 EPDiff Equation in Low-Dimensional Lie Algebras
Analogous to the EPDiff equation (2.13), we define a geodesic evolution equation in the
discrete Fourier domain as
∂v˜
∂t
= −ad†v˜v˜ = −K˜ad∗v˜m˜, (6.8)
where the operator ad∗ : V˜ ∗ → V˜ ∗ is the dual of the negative low-dimensional Lie bracket
of vector fields in the Fourier space, and its discrete formulation is
ad∗v˜m˜ = (D˜v˜)
T ? m˜+ Γ˜(m˜⊗ v˜), (6.9)
where ? denotes a truncated autocorrelation, and Γ˜ is a discrete divergence of a vector field
v˜. It is computed as the sum of the pointwise multiplication Γ˜v˜ =
∑
06k<N
v˜η˜T , where η is
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the Fourier coefficient of the central differential operator for each dimension. Details for
deriving this ad∗ operator are in Appendix B.
Plugging (6.9) back into the geodesic evolution equation (6.8), we have
∂v˜
∂t
= −ad†v˜v˜ = −K˜
[
(D˜v˜)T ? m˜+ Γ˜(m˜⊗ v˜)
]
. (6.10)
6.3 Estimation of Diffeomorphic Image Registration
Now we are ready to present a geodesic shooting algorithm for diffeomorphic image
registration using our low-dimensional Lie algebras. This is a gradient descent algorithm
on the initial velocity v˜0 ∈ V˜ . Geodesic shooting of v˜0 proceeds entirely in the reduced
low-dimensional Lie algebra, producing a time-varying velocity, t 7→ v˜t ∈ V˜ . A flow of
diffeomorphic transformations is then generated by (6.3). This leads to a modification for
the energy function (2.16) for LDDMM, where we now parameterize diffeomorphisms by




‖I0 ◦ φ−11 − I1‖2 + (L˜v˜0, v˜0). (6.11)
Before describing the details of our diffeomorphic image matching algorithm, we first
provide an outline of the general steps. Beginning with the initialization v˜0 = 0, the gradient
descent algorithm to minimize the energy (6.11) proceeds by iterating the following:
1. Forward shooting of v˜0: forward integrate the geodesic evolution equations (6.10)
on V˜ to generate v˜tk at discrete time points t1 = 0, t2, . . . , tT = 1.
2. Compute the inverse diffeomorphism φ−11 : compute the inverse diffeomorphism,
φ−11 , by integrating the negative velocity field backward in time.
3. Compute initial conditions for backward integration: compute the initial
condition for the adjoint variable Iˆ(1) = 1
σ2
(I(1)− I1) at t = 1.
4. Bring gradient to t = 0 by reduced adjoint Jacobi field: integrate the reduced
adjoint Jacobi field equations in V˜ to get the gradient update ∇v˜0E.
Note that steps 2 and 3 are computed at the full resolution of the input images in the
spatial domain. However, steps 1 and 4 are computed entirely in the low-dimensional space
V˜ , resulting in greatly reduced computation time and memory requirements. We now
provide details for the computations in each of these steps.
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J(x)
Figure 6.2: Jacobi fields
To generate φ−1t , we integrate the negative velocity fields backward under the left
invariant metric (see details in [104]) as
dφ−1t (x)
dt
= −Dφ−1t (x) · ι(v˜t), x ∈ Ω.
As derived in [52], the gradient ∇v˜1E at time point t = 1 is computed after using the





(I0 ◦ φ−11 − I1) · ∇(I0 ◦ φ−11 ))
)
. (6.12)
We next introduce reduced adjoint Jacobi fields in the bandlimited velocity space to
integrate the gradient term (6.12) at t = 1 backward to the initial point t = 0.
6.3.1 Reduced Adjoint Jacobi Fields in Bandlimited Velocity Space
Consider a variation of geodesics γ : (−, ) × [0, 1] → Diff(Ω), with initial conditions
γ(0, t) = φt and γ(p, 0) = Id, which is the diffeomorphic transformation at identity. Such
a variation corresponds to a variation of the initial velocity (d/dt)γ(p, 0) = v0 + pδv0.
The variation γ(p, t) produces a “fan” of geodesics, illustrated in Figure 6.2. Taking the
derivative of this variation results in a Jacobi field: Jv(t) = dγ/dp(0, t).
In this chapter, we use a reduced version of adjoint Jacobi fields from [20], which is also
used by [21]. A big advantage of using reduced adjoint Jacobi fields is that we can also
decouple images from velocity fields in the backward integration. This is different from
the vector momenta LDDMM [57], where images are jointly integrated backwards with
velocity fields. We show that using this reduced adjoint Jacobi field results in an even
better convergence rate than vector momenta LDDMM.
Under the right invariant metric of diffeomorphisms, we define a vector field U(t) ∈ V˜






, and a variation of the right
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where symv˜δvˆ = −ad†v˜δvˆ − ad†δvˆv˜.
To transport the gradient term ∇v˜1E backward to the space of initial velocity fields, we
use reduced Jacobi fields that are simply computed by the adjoint of the reduced Jacobi
















where Uˆ , δvˆ ∈ V˜ are introduced adjoint variables, and sym†v˜δvˆ = −adv˜δvˆ+ ad†δvˆv˜. For more
details on the derivation of the reduced adjoint Jacobi field equations, see [20].
Given the initial conditions Uˆ(1) = 0 and δvˆ(1) = ∇v˜1E, we obtain the transported
gradient δvˆ(0) by integrating the adjoint ODE (6.14) backward in time to t = 0.
Finally, we arrive at the gradient of E w.r.t. v˜0 as
∇v˜0E = v˜0 + δvˆ(0).
6.4 Complexity Analysis
Before presenting the theoretical complexity of FLASH and vector momenta LDDMM [57],
we first review the gradient descent steps for vector momenta LDDMM. The gradients
w.r.t. initial momenta are computed by adding Lagrange multipliers: a) the geodesic
constraint that comes from the EPDiff equation (2.13), b) the image transport equation
along time t, and c) the enforcement of m = Lv to constrain the diffeomorphism φ(t)
to be a geodesic path. This is done by optimizing an augmented energy function with
introduced time-dependent adjoint variables for the initial momenta, deformed image, and
initial velocity, respectively. The detailed steps are:
1. Forward shooting: forward integrate the geodesic evolution equations (2.13) on a
dense grid to generate vtk at discrete time points t1 = 0, t2, . . . , tT = 1.
2. Compute the diffeomorphism φt: compute and store the diffeomorphism φt by
integrating (2.12) forward in time.
3. Compute the inverse diffeomorphism φ−1t : compute the inverse diffeomorphism
φ−1t by fixed-point iteration.
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4. Compute initial conditions for backward integration: compute the gradient,
∇v1E, of the energy (2.16) at t = 1.
5. Bring gradient to t = 0: integrate the adjoint equations in a high-dimensional space
V to update ∇v0E.
Table 6.1 demonstrates the comparison of computational complexity and memory re-
quirement between FLASH with the number of voxels q and vector momenta LDDMM for
pairwise 3D image registration with the number of voxels Q. It shows that the computations
of forward and backward shooting of velocity fields are dramatically lower in FLASH on
a downsampled grid than vector momenta LDDMM on a full dense grid. Furthermore,
our model obtains the inverse of diffeomorphism φ−1t directly from integrating the negative
bandlimted velocity fields backwards under the left invariant metric of diffeomorphisms,
without wasting the computational cost of getting φt first. Even though the complexity of
computing φ−1 and initial conditions for backward integration in vector momenta LDDMM
shows better than our algorithm, the exact run-time is worse in practice due to the unspec-
ified constant factors implied in the big-O notations. To address this issue, we compared
the empirical running time of the most expensive operation fast Fourier transformation
in FLASH and linear interpolation in vector momenta LDDMM with different scales of
image dimension. Table 6.2 displays that the linear interpolation costs more than twice the
number of a Fourier transform. We also measure the exact computational time and memory
consumption for both our algorithm and vector momenta LDDMM through testing results
on real 3D images in the following section.
Table 6.1: Comparison with vector momenta LDDMM for the computational complexity
and memory requirement.
Complexity Memory
FLASH LDDMM FLASH LDDMM
Forward shooting O(Tdq log dq) O(TdQ log dQ) O(dq) O(dQ)
Compute φ 0 O(TdQ) 0 O(dQ)
Compute φ−1 O (TdQ log dQ) O (TdQ) O(dQ) O(dQ)
Initial conditions O (dQ log dQ) O (dQ) O(dQ) O(dQ)
Backward integration O(Tdq log dq) O(TdQ log dQ) O(dq) O(dQ)
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Table 6.2: Exact run-time comparison between Fourier transform and grid interpolation
at different scale of dimension N .
N = 32 N = 64 N = 128 N = 256 N = 512
Fourier transform (s) 7× e−4 6.7× e−3 0.07 0.76 7.03
Interpolation (s) 1.7× e−3 1.66× e−2 0.15 1.98 18.7
6.5 Results
To demonstrate the effectiveness of FLASH, we use both 2D synthetic data and real 3D
OASIS MRI brain data. All the experiments set α = 3.0, c = 3.0, σ = 0.03 with T = 10
time-steps for geodesic shooting.
6.5.1 Synthetic Data
We tested 2D pairwise image registration of sine waves with different frequencies f =
2, 4, . . . , 16 using our model FLASH and compared with vector momenta LDDMM. We set
the truncated dimension N = 32 according to the number of nonzero Fourier coefficients
of K operator shown in Figure 6.1. The image matching from FLASH with N = 32, 128
and vector momenta LDDMM in Figure 6.3 demonstrates that (1) our model FLASH is
able to capture the same amount of information in a much lower-dimensional bandlimited
space as in a full-dimensional space, (2) FLASH gains better image matching than vector
momenta LDDMM as the frequency of sine waves increases. However, both methods fail
the registration when the frequency goes up to f = 16 (see Figure 6.4). Notice that because
of the constraint of smoothness on the transformations, sharp corners in the target images
get smoothed in both vector momenta LDDMM and FLASH estimation.
6.5.2 3D Brain Image Registration
In this section, we first tested FLASH for pairwise image registration at different levels
of truncated dimension N = 4, 8, 16, 32, 64, 128. The MRIs have resolution 128× 128× 128
and are skull-stripped, intensity normalized, and co-registered with rigid transforms. We
compared the total energy formulated in (2.16), time consumption, and memory requirement
of our model versus the open source implementation of vector momenta LDDMM [57]
(https://bitbucket.org/scicompanat/vectormomentum). For peer-to-peer comparison,
we use the same integration method and (α, c, σ, T ) parameters for both models.
Figure 6.5 displays the comparison of total energy, time, and memory at different levels
of truncated dimensions. It indicates that our model FLASH gains a better image matching
result but with much less time and memory. We see that our method achieves a lower overall
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Flash N = 32
Flash N = 128
Vector momemta LDDMM
Figure 6.3: Comparison of image matching on sine wave images at different frequencies
f = 2, 4, . . . , 16 between FLASH with truncated dimension N = 32, full dimension N = 128,
and vector momenta LDDMM.
Figure 6.4: Left to right: source image, target images, deformed source image by vector
momenta LDDMM, FLASH with N = 32. Top to bottom: sine waves with different
frequencies f = 4, 8, 16.
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(b) Time per iteration






















Figure 6.5: Comparison between our model FLASH at different scales of truncated
dimension and vector momenta LDDMM for (a) total energy, (b) time consumption, and
(c) memory requirement.
energy than vector momenta LDDMM for truncated dimension N = 16 and higher. Note
that increasing the dimension beyond N = 16 does not improve the image registration
energy, indicating that N = 16 is sufficient to capture the transformations between images.
We emphasize that we used the same full-dimensional registration energy from (2.15) for
all runs so that they would be comparable. In addition, our model FLASH arrives at the
optimal solution for N = 16 in 1.96s per iteration, and 168.4 MB memory. A full dimension
of FLASH, N = 128, costs 30.1 per iteration and 505.35 MB memory. In comparison, vector
momenta LDDMM requires around 46s per iteration and 1708.1 MB memory.
Table 6.3 and Table 6.4 give an exact run-time for each step that FLASH (N = 16) and
vector momenta LDDMM take to compute the gradient term. This provides a practical time
cost for both methods that considers the constant factors implied in the big-O complexity
notation, as introduced in Section 6.4. It shows that our model FLASH effectively breaks
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Table 6.3: Comparison with vector momenta LDDMM for exact run-time on 128×128×128




Compute φ 0s 1.5s
Compute φ−1 1.3s 19.0s
Initial conditions for BWD 0.16s 0.056s
BWD 0.40s 16s
Total time 1.96s 45.806s
Table 6.4: Comparison with vector momenta LDDMM for exact run-time on 256×256×256




Compute φ 0s 15.0s
Compute φ−1 17.64s 210.0s
Initial conditions for BWD 1.0s 0.49s
BWD 0.40s 140s
Total time 19.16s 410.49s
the bottlenecks of vector momenta LDDMM in these three most expensive steps: forward
geodesic shooting, inverse deformation field computing, and backward integration. The
newly defined low-dimensional Lie algebra moves us to a space that is almost computation-
free. The total time speed-up we gain from FLASH at each gradient descent iteration is
approximately 23 times faster than vector momenta LDDMM.
We next compared the convergence of FLASH with vector momenta LDDMM. Figure 6.6
demonstrates the convergence graph of total energy, image matching, and velocity energy by
FLASH using truncated dimension N = 16, full dimension N = 128, and vector momenta
LDDMM. It shows that FLASH converges not only faster than vector momenta LDDMM,
but also to a better optimal solution with lower function energy than in (2.16). The
performance of FLASH with N = 16 is very close to a full dimension N = 128, which
means our model does not lose information in a low bandlimited space. Another important
fact is that the reduced adjoint Jacobi fields of FLASH completely separate the velocity
fields and diffeomorphisms, resulting in the significant advantages of (1) integrating adjoint
equations backward in time along geodesics more efficiently in a low-dimensional space, (2)
gaining fast convergence.
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(a) Convergence of total energy






















(b) Convergence of image matching





















(c) Convergence of velocity energy
Figure 6.6: Comparison between our model FLASH with N = 16 truncated dimension,
N = 128 full dimension and vector momenta LDDMM for (a) convergence of total energy,
(b) convergence of image matching, and (c) convergence of velocity energy.
6.5.3 Atlas Building
We also used FLASH to build an atlas from a set of 3D brain MRIs from the OASIS
database, consisting of 60 healthy subjects between the ages of 60 to 95. We initialized
the template I as the average of image intensities and set the truncated dimension as
N = 16, which was shown to be optimal in the previous section. We used a message
passing interface (MPI) parallel programming implementation for both our model and
vector momenta LDDMM and scattered each image onto an individual processor. With
100 iterations for gradient descent, FLASH builds the atlas in 6.3 minutes, whereas the
vector momenta LDDMM in [57] requires 2 hours.
The left side of Figure 6.7 shows the axial and coronal slices from 8 of the selected 3D
MRI datasets. The right side shows the atlas image estimated by FLASH, followed by the
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Figure 6.7: Top left: axial and coronal slices from 8 of the input 3D MRIs. Middle to
right: atlas estimated by our model with truncated dimension N = 16 and vector momenta
LDDMM. Bottom: axial and coronal view of atlas intensity difference.
atlas estimated by vector momenta LDDMM. We see from the difference image between
the two atlas results that FLASH generated a very similar atlas to the vector momenta
LDDMM, but at a fraction of the time and memory cost.
6.6 Conclusion and Future Work
We presented a fast geodesic shooting algorithm, FLASH, for diffeomorphic image
registration. Our method is the first to introduce a definition of low-dimensional Lie
algebras that provides a discrete representation of the tangent space of diffeomorphisms in
a bandlimited velocity space. Another key contribution of this low-dimensional Lie algebra
is that we can compute the geodesic evolution equations, as well as the adjoint Jacobi field
equations required for gradient descent methods, entirely in a low-dimensional vector space.
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This gives us a dramatically fast diffeomorphic image registration algorithm without loss
of accuracy. This work can be used for further statistical analysis (for example, anatomical
shape variation) since we preserved the distance metric on the space of diffeomorphisms.
There are several interesting directions for future work based on FLASH. First of all,
in this chapter, we prespecify the parameters of noise variance, regularization, and the
truncated dimension. Since different parameters could lead to a different solution for the
diffeomorphic transformation, we can develop a Bayesian formulation much like [58] to
estimate all these parameters automatically from the data. This approach would require
more expensive computations to treat diffeomorphisms as latent variables and integrate
them out from the target distribution, but our algorithm has the ability to make inference
via Monte Carlo sampling of the hidden diffeomorphisms more feasible.
Secondly, discovering a connection between this low-dimensional Lie algebra and the
diffeomorphism Lie group could be another possible way for further speed up. We have an-
alyzed the computational complexity of our algorithm at each step in Table 6.1 and observed
that converting from a low-dimensional Lie algebra to a full dense grid of diffeomorphisms
dominates the computational cost. Therefore, making connections between the diffeomor-
phisms group and our defined discrete Lie algebra in a low-dimensional bandlimited velocity
space may ultimately break through the complexity ceiling to the next stage.
In addition, this work also paves the way for efficient computations in large statistical
studies using LDDMM. Other speed-up strategies, for instance, a second-order Gauss-
Newton step, similar to the one proposed by Ashburner and Friston [6], or a multiresolution
optimization scheme, could easily be added on top of our algorithm for further speed
improvement.
Finally, we note that the code for FLASH is available as a free library online: (https:
//bitbucket.org/FlashC/flashc).
CHAPTER 7
DISCUSSION AND FUTURE WORK
This chapter first summarizes the contributions of this dissertation introduced in Chap-
ter 1, followed by a discussion on the possibilities of future work.
7.1 Summary of Contributions
This section reviews the dissertation and claims presented in Chapter 3 to Chapter 6.
Each contribution is revisited with a summary of how it was fulfilled.
(1) A Bayesian model of diffeomorphic atlas building has been proposed for the first
time to estimate the regularity parameter of transformations. Sampling on the manifold of
diffeomorphisms was developed for approximating the expectation step in the inference. This
model was then extended to mixture modeling of images from multimode distributions.
A Bayesian diffeomorphic atlas building was introduced in Chapter 3. The major
contribution of this work is estimating an atlas simultaneously with the parameters that reg-
ularize the smoothness of the diffeomorphic transformations. In other words, the regularity
parameter should be selected automatically from the dataset directly rather than manually
set. Unlike the previous methods using a mode approximation to alternate between atlas
and registration optimizations, a Monte Carlo Expectation Maximization algorithm was
developed to marginalize the diffeomorphic image transformations and approximate the
expectation step via Hamiltonian Monte Carlo sampling on the manifold of diffeomorphisms.
It was also shown that this stochastic approach successfully solved difficult registration
problems involving large deformations where direct geodesic optimization fails. This is
because of the fact that the random geodesics of diffeomorphisms generated from HMC
sampling prevented the optimization from getting stuck at a local minimum. This single
atlas building formulation was later extended to a mixture modeling for estimating multi-
atlas that represent subpopulations for images from multimode distributions. In addition,
the mixture modeling inference automatically clustered the dataset without knowing the
category of each observed image.
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(2) A generative Bayesian model of principal geodesic analysis has been developed for
automatically selecting the intrinsic dimensions of manifold data. This method provides a
compact representation of the data variability, as well as a better geometric fit to the data
in a nonlinear space.
A probabilistic model of principal geodesic analysis on finite-dimensional manifolds was
introduced in Chapter 4. This model formed the basis for a Bayesian model of PGA in
which the intrinsic dimension of the data can be selected automatically. The model is
applicable to generic manifolds. A Riemannian normal distribution was carefully defined
by the geodesic distance metric. However, due to the lack of an explicit closed-form
solution for marginalizing the latent variables on manifolds, we again developed a Monte
Carlo Expectation Maximization algorithm where the expectation was approximated by
Hamiltonian Monte Carlo sampling of the latent variables. Our Bayesian principal geodesic
analysis model selected low-dimensional factors as maximum likelihood. This EM algorithm
is computationally efficient in selecting low-dimensional principal factors and avoided having
to calculate the sample covariance matrix on manifolds.
(3) The Bayesian principal geodesic analysis was then developed for infinite-dimensional
diffeomorphisms. It was shown that reparameterizing the high-dimensional diffeomorphisms
in a low-dimensional space captures better intrinsic shape variability of brain MRIs.
The Bayesian principal geodesic analysis of infinite-dimensional diffeomorphisms was
presented in Chapter 5. This model provided a probabilistic framework for factor analysis in
the space of infinite-dimensional diffeomorphisms and estimated the low-dimensional latent
space of diffeomorphic shape variability in a population of images. It was shown that the
sparsity prior on the factor matrix resulted in automatic selection of the number of relevant
dimensions by pressing irrelevant principal geodesics to zero. The compact representation
of diffeomorphisms from our model was able to reconstruct unobserved testing images with
lower error than both linear principal component analysis in the image space and tangent
space principal component analysis in the diffeomorphism space.
(4) A fast geodesic shooting algorithm for diffeomorphic image registration has been
proposed to make the Bayesian inference of diffeomorphisms computationally tractable. In
contrast to previous approaches, diffeomorphisms are reparameterized in a discrete low-
dimensional bandlimited space rather than a continuous space.
FLASH, a novel definition of low-dimensional Lie algebras in the space of bandlimited
velocity fields, was described in Chapter 6. This algorithm was the first to present a real
discrete low-dimensional Lie algebra structure that can approximate infinite-dimensional
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diffeomorphisms. We computed all the geodesic evolution equations and adjoint Jacobi
field equations needed for gradient descent methods entirely in these low-dimensional Lie
algebras. In addition, it was shown that a reduced version of adjoint Jacobi field equations
used in FLASH gives a faster convergence. We not only sped up the current geodesic
shooting algorithm dramatically, but also required much less memory than state-of-the-
art methods. The experimental results showed that FLASH was not only faster than
state-of-the-art LDDMM algorithms, but also converged to better solutions, i.e., lower
values of the registration objective function. This fast geodesic shooting method effectively
reduced the high computational cost of computing the gradient term while sampling the
diffeomorphisms, and thus made the the Bayesian inference more feasible in time. Hromatka
et al. [105], [106] successfully used FLASH in their Bayesian inference for multisite atlases
building.
Next, we revisit the thesis statement in Chapter 1.
Thesis: A generative Bayesian approach to analyze the data variability in nonlinear
spaces provides parameter estimation and automatic dimensionality reduction for manifold
data, such as diffeomorphisms. A Bayesian model of atlas building can for the first time
estimate the parameter that regularizes the smoothness of diffeomorphisms. In population
studies, (1) reparametrizing diffeomorphisms in a low-dimensional space with appropriate
regularity parameters captures better intrinsic shape variability and (2) having a discrete low-
dimensional representation of diffeomorphisms makes model inference with Markov Chain
Monte Carlo more feasible.
We showed that developing a Bayesian framework of data variability analysis on mani-
folds is a natural way to estimate the model parameters and select the number of intrinsic
dimensions automatically from the data. Since we had a Bayesian model of atlas build-
ing, we were the first to estimate the regularity parameter simultaneously with all other
parameters. We then showed that learning an effective and compact representation from
the high-dimensional data themselves give a better description of variability. Finally, to
make the Bayesian inference with Markov Chain Monte Carlo sampling of diffeomorphisms
computationally more tractable, we defined a low-dimensional representation of discretized
diffeomorphisms that speeds up diffeomorphic image registration while cutting down its
memory requirement.
7.2 Future Work
This section proposes several possibilities to extend the current work for future research.
Most of the content was alluded to in the conclusions of Chapters 3, 4, 5, and 6. We briefly
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review the topics here as two parts: Section 7.2.1 describes open theoretical problems about
the proposed Bayesian framework, and Sections 7.2.2 describes several extensions, future
work of the statistical shape analysis, and other application areas outside of statistical shape
analysis and brain MRIs that may benefit from the Bayesian framework developed in this
dissertation.
7.2.1 Open Theoretical Problems
There are two major questions regarding our Bayesian framework in this dissertation
that remain to be studied.
Does the Hamiltonian Monte Carlo sampling of high-dimensional diffeomorphisms con-
verge? Many approaches are designed to examine the convergence of HMC sampling.
Unfortunately, there is no clear way to tell when the Markov chain has converged to its
stationary distribution, a.k.a. the target distribution, especially for such high-dimensional
data as diffeomorphisms. We can never be sure whether the sampling actually converged.
However, we did several tests to check if the chain appears to be converged. We checked
the convergence of all estimated parameters by plotting the iteration number against the
value of parameters and made sure they did not have bad mixing from a visual aspect. We
also ran different chains independently to see whether the expectation value of the target
distribution converges to a similar place. More specifically, we checked whether the variance
of these expectation values was in a reasonable range.
What is the Lie group associated with our low-dimensional Lie algebra? According to
Lie’s third theorem, there must exist a Lie group associated with this low-dimensional Lie
algebra. However, identifying the Lie group still remains an open question. Also, discovering
a connection between this discrete Lie algebra and the diffeomorphism Lie group in a low-
dimensional space could be another possible way for further speed up. We have analyzed
the computational complexity of our algorithm at each step in Table 6.1 and observed that
converting from a low-dimensional Lie algebra to a full dense grid of diffeomorphisms back
and forth dominates the entire computational cost and memory consumption. Therefore,
making this conversion procedure in a low-dimensional space will gain more speed up on
top of FLASH.
7.2.2 Related Future Work and Other Applications
The noise model in this dissertation is based on the common assumption of i.i.d. Gaus-
sian at each image voxel. This can be designed differently according to different situations,
for instance, a spatially dependent model for correlated noisy data. Similarly, while we chose
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a spatially invariant Laplacian for the metric operator L, other metrics such as Gaussian
and a wavelet kernel that allow for local regularization properties also fit in our framework.
In other words, our model is applicable to spatially varying registration problems.
There are two major aspects of future work. The first is to build upon the Bayesian
principal geodesic analysis model for infinite-dimensional diffeomorphisms:
(1) The regularization parameter for the smoothness term of diffeomorphisms was pre-
computed using a simple atlas building model in Chapter 3. The reason we did not estimate
this parameter simultaneously with all other parameters was the high computational cost of
Bayesian inference. Since we developed a fast geodesic shooting algorithm to approximate
diffeomorphisms in a low-dimensional space in Chapter 6, we would estimate the regularity
parameter jointly with atlas, principal modes, and noise variance. In addition, it would
be more natural to use different regularity parameters for different clusters in our mixture
model of multiatlas building discussed in Chapter 3, which means each regularity parameter
is estimated from its corresponding cluster. The way to compute this parameter is similar
to the approach outlined in Chapter 3, but by simply using the data points generated from
the same distribution instead of the entire dataset.
(2) Much like the Bayesian principal component analysis model [5] for Euclidean data
in linear spaces, we did not enforce the orthogonality of principal modes. This means the
estimated principal vectors are not necessarily independent from each other. Despite we
considered the orthogonal constraints in Chapter 4 via optimization in the Stiefel manifold of
orthonormal frames for finite-dimensional manifold data, the challenge here is that the high-
dimensionality of velocity fields makes this a difficult problem to compute directly. However,
thanks to our novel definition of low-dimensional Lie algebras introduced in Chapter 6, it
hugely reduces the dimensionality in a bandlimited space, which makes the orthogonality
constraints much easier to solve.
The other interesting directions for future work are based on the fast geodesic shooting
algorithm FLASH, which was introduced in Chapter 6. Instead of learning the parameters
of truncated dimension, regularization, and noise variance from the data, we prespecified
all of them in FLASH. Ideally, we would automatically estimate the model parameters by
developing a Bayesian formulation. Although the Bayesian inference of marginalizing the
diffeomorphisms by Monte Carlo sampling requires expensive computations, the developed
algorithm FLASH makes this procedure feasible in time. In addition, FLASH paves the
way for more efficient computations in large statistical studies using large deformation
diffeomorphic metric mapping. We can easily add other speed-up strategies, for example, a
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second-order Gauss-Newton step, similar to the one proposed in Ashburner and Friston [6],
or a multiresolution optimization scheme, on top of FLASH for further speed improvement.
We compared the image similarity term in FLASH with the full-dimensional vector momenta
LDDMM [57]. However, the accuracy of this diffeomorphic image registration method needs
to be more thoroughly evaluated by various methods, for instance, measuring how well the
transformed source and target region of labels overlapped [107]. As shown in Chapter 6,
FLASH convergences to a lower functional energy than vector momenta LDDMM. It is
expected that FLASH will again demonstrate better accuracy, matching the images with a
smoother transformation.
The Bayesian framework presented in this dissertation can be very useful for further
statistical analysis in the guidance of image segmentation. The statistic models provide
shape priors of geometric variability as preknowledge for segmentation tasks. The goal of
segmentation is to separate objects of interest in images. In addition to image analysis, this
is a fundamental task in many other fields, for instance, computer vision, visualization, etc.
The resulting knowledge-based segmentation by considering the shape prior of geometric
variability has two major advantages: (1) the shape prior provides more information on
ambiguous, missing, or misleading areas; (2) it helps to segment target objects that are





Deriving Expectation. The complete expectation function is
Q(W,xk, θ | θˆ, Wˆ ) = E


























E[τ−1i | Jk; θˆ, Wˆ , xˆk]. (A.1)
Since the sum of log likelihood and the prior on xk do not depend on τ , we reduce
the E-step to compute the conditional expectation E[τ−1i | Jk; θˆ, Wˆ , xˆk]. Observe that
p(τi | Jk; θ,W, xk) = p(τi |W,xk), thus
p(τi | Jk; θ,W, xk) = p(W | τi, x
k)p(τi)∫
p(W | τi, xk)p(τi)dτi .
The conditional expectation is computed by









N(Wˆ | 0, τi) 1τidτi∫






We obtain the Q function by plugging (A.2) into (A.1).
Deriving Derivatives. Now we compute the variation of Q˜ w.r.t. time-dependent
variables Ik,mk, vk. Note that the following equations are equivalent for the geodesic paths
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〈advKvˆ, δm〉L2 + 〈mˆ, δm〉L2 ,
90
here ∇· is the divergence operator. Since we have δI0 = 0, δv = 0, the optimality conditions
for I, v are given by the following time-dependent system of ODEs, termed the adjoint
equations:
− ˙ˆI −∇ · (Iˆv) = 0,
−ad∗Kvˆm+ Iˆ∇I − ˙ˆv = 0,
advKvˆ + mˆ = 0,
 (A.3)
subject to initial conditions




Finally, after integrating these adjoint equations backwards in time to t = 0, the gradient
of Q˜ with respect to the kth initial velocity is
∇vkQ˜ = vk −Kvˆk.
Deriving Closed-form Solution for θ. Notice that the gradient term of (5.6) w.r.t.
θ = {I, σ} relates only to the image matching term


























∥∥∥I ◦ (φk)−1 − Jk∥∥∥2
L2
.




x = φk(y), dx = |Dφk(y)|dy.







〈I(y)− Jk ◦ φk(y), I(y)− Jk ◦ φk(y)〉L2 |Dφk(y)|dy.
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(I − Jk ◦ φk)|Dφk| (A.6)










Properties of truncated convolution. We compute the truncated convolution in
a bandlimited space by padding a sufficient number of zeros, Ni − 1, at the end of each
dimension, and then truncating the signal back to its original space. Note that (1) the
convolution is modulo-Ni circular convolution, (2) the zero frequency component is shifted
to the center of the domain.
We first introduce the kth element of a truncated convolution of any tangent vector field
v˜, w˜ ∈ V˜ as




where l = (l1, . . . , ld) ∈ Zd are the padded frequency indexes with li ∈ {0, . . . , 2Ni−1} along
the ith axis. Let Mi = bNi−12 c, then k = (k1, . . . , kd) ∈ Zd denotes truncated frequency
indexes with ki ∈ {Mi, . . . ,Mi +Ni − 1}. Notice here the k − l represents k − l ( mod N)
with cyclic boundary conditions, and the vector field v˜ can also be replaced with a matrix
field.
We then prove the commutativity and associativity of this truncated convolution. For
any u˜, v˜, w˜ ∈ V˜ ,
• Commutativity: u˜ ∗ v˜ = v˜ ∗ u˜
Proof: The kth element of u˜ ∗ v˜ is




By changing the coordinates using k− l = k′ where k ∈ [M,M +N) and k′ ∈ [0, 2N)
due to the cyclic condition, we rewrite the equation above as
[u˜ ∗ v˜]k =
∑
06k′<2N
u˜k′ v˜k−k′ = [v˜ ∗ u˜]k.
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• Associativity: (u˜ ∗ v˜) ∗ w˜ = u˜ ∗ (v˜ ∗ w˜)
Proof: The kth element of (u˜ ∗ v˜) ∗ w˜ is






where k ∈ [M,M + N). We then rewrite the equation above by changing the
coordinates using k − l′ − l = a, where a ∈ [0, 2N), as





u˜av˜k−a−l′w˜l′ = [u˜ ∗ (v˜ ∗ w˜)]k,
Deriving ad∗ operator. Before deriving the ad∗ operator, we write the pairing between
the truncated convolution (B.1) and a momentum vector field m˜ ∈ V˜ ∗ as













We are now ready to derive ad∗ operator from its definition
(ad∗v˜m˜, w˜) = (m˜, adv˜w˜).
Plugging the Lie bracket introduced in (6.4), we have
(ad∗v˜m˜, w˜) =
(















(m˜k−M , v˜k−lη˜Tk−lw˜l)− (m˜k−M , w˜lη˜Tl v˜k−l)
To separate w˜, we change coordinates by defining k − M = k′, l − M = l′ where
k′ ∈ [0, N − 1] and l′ ∈ [−M, 2N − 1−M ]. For the purpose of notation simplicity, we drop




































k′ η˜l′+M , w˜l′+M )
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