Evaluating the density of ratios of noncentral quadratic forms in normal variables by Broda, Simon & Paolella, Marc S
University of Zurich
Zurich Open Repository and Archive
Winterthurerstr. 190
CH-8057 Zurich
http://www.zora.uzh.ch
Year: 2009
Evaluating the density of ratios of noncentral quadratic forms in
normal variables
Broda, S; Paolella, M S
Broda, S; Paolella, M S (2009). Evaluating the density of ratios of noncentral quadratic forms in normal variables.
Computational Statistics &amp; Data Analysis, 53(4):1264-1270.
Postprint available at:
http://www.zora.uzh.ch
Posted at the Zurich Open Repository and Archive, University of Zurich.
http://www.zora.uzh.ch
Originally published at:
Computational Statistics &amp; Data Analysis 2009, 53(4):1264-1270.
Broda, S; Paolella, M S (2009). Evaluating the density of ratios of noncentral quadratic forms in normal variables.
Computational Statistics &amp; Data Analysis, 53(4):1264-1270.
Postprint available at:
http://www.zora.uzh.ch
Posted at the Zurich Open Repository and Archive, University of Zurich.
http://www.zora.uzh.ch
Originally published at:
Computational Statistics &amp; Data Analysis 2009, 53(4):1264-1270.
Evaluating the density of ratios of noncentral quadratic forms in
normal variables
Abstract
Two computable expressions for the exact density of a ratio of quadratic forms in Gaussian random
vectors are derived, one of which is restricted to special cases of the problem. Ratios of this type are
ubiquitous in econometrics, but their density, unlike the corresponding cumulative distribution function,
has not received much attention to date. The new algorithms complement those available for the latter.
The included performance study demonstrates the accuracy of the two algorithms, both absolute and
relative to each other, and allows general recommendations on their use to be made.
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Abstract
Two computable expressions for the exact density of a ratio of quadratic forms in Gaussian
random vectors are derived, one of which is restricted to special cases of the problem. Ratios of
this type are ubiquitous in econometrics, but their density, unlike the corresponding cumulative
distribution function, has not received much attention to date. The new algorithms complement
those available for the latter. The included performance study demonstrates the accuracy of the
two algorithms, both absolute and relative to each other, and allows general recommendations on
their use to be made.
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1 Introduction
Ratios of quadratic forms in Gaussian random vectors arise in a vast number of contexts;
most prominently, they appear in testing problems in linear models, but also in the es-
timation of autoregressive models with exogenous variables. Consequently, there exists a
sizeable literature on the calculation of their moments (see, e.g., Paolella, 2003) and, start-
ing with the seminal paper of Imhof (1961), their cumulative distribution functions (c.d.f.).
While some results have been obtained for the density of a quadratic form (Lu, 2006), it
appears that to date, no efficient algorithm for the computation of the exact density of a
ratio of two such forms has been devised; previous work is either limited to special cases
(Kamanu, 2006), or approximate in nature, e.g., the saddlepoint approximations of Lieber-
man (1994), Marsh (1998) and Butler and Paolella (2008), or the inverted-beta procedure
of De Juan and Arroyo (2008). The quality of these approximations notwithstanding, it is
useful to have available an exact expression, not least for establishing the accuracy of an
approximation.
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strasse 14, 8032 Zurich, Switzerland
Email address: broda@isb.uzh.ch (S. Broda).
Preprint submitted to Computational Statistics & Data Analysis 29 October 2008
In this note, a computable expression is given for the general case of a ratio of noncentral
quadratic forms in Gaussian random vectors, along with a computationally simpler expres-
sion for the practically relevant special case of two central quadratic forms. The plan is as
follows. After discussing a few preliminaries, two different proofs for our main result are
derived in Sections 3 and 4, respectively. Section 5 discusses the aforementioned special
case. We conclude with a brief performance comparison.
2 Notation and Setup
For symmetric matrices A∗ and B∗, consider the ratio of quadratic forms
R =
Z′A∗Z
Z′B∗Z
,
where Z ∼ Nn (µ
∗,Σ), Σ > 0, and B∗ is positive semidefinite with at least one eigenvalue
strictly greater than zero. This last requirement ensures that the denominator of R is
almost surely positive. Note that without any loss of generality, we may assume that
Σ = I, because
R =
Z′A∗Z
Z′B∗Z
=d
X′AX
X′BX
,
where A = Σ
1
2A∗Σ
1
2 , B = Σ
1
2B∗Σ
1
2 , X = Σ−1/2Z ∼ N(µ, I), and µ = Σ−1/2µ∗.
Next, construct the spectral decomposition
A− rB = PΛP′, (1)
where Λ = diag(λ1, . . . , λn), P = (p1, . . . ,pn), the λi are the eigenvalues of A− rB, some
of which, depending on A and B, might be zero, and pi = (p1i, . . . , pni)
′ is the (column)
eigenvector of A− rB corresponding to λi.
Algorithms for computing the c.d.f. of R typically rely on the following equality: define
W := P′X ∼ N(ν, In), where ν := P
′
µ = (ν1, . . . , νn)
′. Then the c.d.f. of R can be
written
Pr (R ≤ r) = Pr (X′AX ≤ rX′BX) = Pr (X′ (A− rB)X ≤ 0)
= Pr (X′PΛP′X ≤ 0) = Pr (W′ΛW ≤ 0) = FS(0), (2)
where S :=
∑n
i=1 λiW
2
i and W
2
i
ind
∼ χ2 (1, θi), i.e., as the c.d.f. of a constructed random
variable S at zero. The distribution of S is that of a weighted sum of noncentral χ2 random
variables, each with one degree of freedom and noncentrality parameter θi = ν
2
i , i =
1, . . . , n. Efficient algorithms exist for evaluating the c.d.f. of S, and, thus, that of R. For
evaluating the density, however, relationship (2) is of no use, so that different techniques
must be employed.
2
3 The General Case
This section covers the most general setting, in which possibly µ 6= 0, and the λi are
permitted to be multiple eigenvalues. The algorithm we present here is based on the fol-
lowing result from Geary (1944). Let N and D be continuous random variables with joint
characteristic function ϕN,D and such that Pr(D > 0) = 1 and E[D] < ∞. Geary (1944)
showed that the density of R = N/D can be written as
fR(r) =
1
2pii
∫ ∞
−∞
[
∂ϕN,D(s, t)
∂t
]
t=−rs
ds, (3)
where i2 = −1. We set N = X′AX and D = X′BX. Because the joint moment generating
function M(s, t), say, of N and D exists, we have that ϕ(s, t) = M(is, it), and we can
rewrite (3) as
fR(r) =
1
pi
∫ ∞
0
Re [M∗(is)] ds, (4)
where M∗(s) := [∂M(s, t)/∂t]t=−rs is given in Butler and Paolella (2008) as
M
∗(s) =
[
n∏
i=1
(1− 2sλi)
−1/2
]
exp
{
s
n∑
i=1
λiν
2
i
1− 2sλi
}
 trD−1H+ ν ′D−1HD−1ν

,
D = I−2sΛ,H = P′BP, and we have exploited the fact that Re[M∗(is)] is an even function
of s. For use with software packages not supporting complex arithmetic, the following result
will be proven.
Proposition 1 Let R = X′AX
/
X′BX, where X ∼ N(µ, I) and B ≥ 0 with at least one
strictly positive eigenvalue. Then the density of R is
fR(r) =
1
pi
∫ ∞
0
ρ(u) cos β(u)− uδ(u) sin β(u)
2γ(u)
du, (5)
where
β(u) =
1
2
n∑
i=1
arctan ai +
θiai
ci
, γ(u) = exp
{
1
2
n∑
i=1
θibi
ci
+
1
4
ln ci
}
,
ρ(u) = trHF−1 + ν ′F−1(H− u2ΛHΛ)F−1ν, δ(u) = trHΛF−1 + 2ν ′F−1HΛF−1ν,
λi are the eigenvalues of A − rB, pi the corresponding eigenvectors, ai = λiu, bi = a
2
i ,
ci = 1 + bi, θi = ν
2
i = (p
′
iµ)
2, Λ = diag(λ1, . . . , λn), P = (p1, . . . ,pn), H = P
′BP, and
F = I+ u2Λ2.
Proof. Let
ψ(s) :=
[
n∏
i=1
(1− 2sλi)
−1/2
]
exp
{
s
n∑
i=1
λiν
2
i
1− 2sλi
}
and
Υ(s) :=

 trD−1H+ ν ′D−1HD−1ν

.
3
Then
ReM∗(is) = Re [ψ(is)Υ(is)]
= Reψ(is) ReΥ(is)− Imψ(is) ImΥ(is)
=
∣∣∣ψ(is)∣∣∣ [cos argψ(is) ReΥ(is)− sin argψ(is) ImΥ(is)] .
As shown in Imhof (1961),
∣∣∣ψ(is)∣∣∣ = [γ(2s)]−1 and argψ(is) = β(2s),
where γ(u) and β(u) are as in (5). Denoting the elements of H as (hjk),
Υ(is) =
n∑
j=1
hjj
1− 2isλj
+
n∑
j=1
n∑
k=1
νjνkhjk
(1− 2isλj)(1− 2isλk)
=
n∑
j=1
hjj(1 + 2isλj)
1 + 4s2λ2j
+
n∑
j=1
n∑
k=1
νjνkhjk(1 + 2isλj)(1 + 2isλk)
(1 + 4s2λ2j)(1 + 4s
2λ2k)
so that
ReΥ(is) =
n∑
j=1
hjj
1 + 4s2λ2j
+
n∑
j=1
n∑
k=1
νjνkhjk(1− 4s
2λjλk)
(1 + 4s2λ2j)(1 + 4s
2λ2k)
= ρ(2s)
where
ρ(u) := trHF−1 + ν ′F−1(H− u2ΛHΛ)F−1ν
and F := I+ u2Λ2.
Similarly,
ImΥ(is) =
n∑
j=1
2shjjλj
1 + 4s2λ2j
+
n∑
j=1
n∑
k=1
2sνjνkhjk(λj + λk)
(1 + 4s2λ2j)(1 + 4s
2λ2k)
= 2sδ(2s),
where
δ(u) := trHΛF−1 + 2ν ′F−1HΛF−1ν.
Thus
ReM∗(is) =
ρ(2s) cos β(2s)− 2sδ(2s) sin β(2s)
γ(2s)
,
which, upon changing variables to u = 2s, yields (5). 
For use with canned routines for numerical integration, we have found it convenient to
map the integral onto a finite interval via the substitution u = (1 − t)/t, replacing the
integrand at t = 0 with its limit, which is zero. The only remaining potential caveat is that
integrands of the type appearing in (5) can be highly oscillatory for certain problems, thus
rendering numerical integration difficult. In our experiments however, this behavior only
occurred for very small values of n in very extreme parameter constellations, which are
unlikely to be encountered in real-world applications such as those considered in Section 6.
4
4 Distinct Eigenvalues
This section gives an alternative derivation for the density when all the nonzero eigenval-
ues are simple, i.e., each λi has multiplicity one. Our starting point is the result in (2):
provided an expression for the c.d.f. is available, straightforward differentiation will yield
an expression for the density. We base our algorithm on the expression for the c.d.f. given
in Imhof (1961). Kamanu (2006) applied a similar idea, but considered only the central
case (µ = 0), for which an even more efficient algorithm can be constructed, as will be
demonstrated in Section 5 below.
Applied to the case at hand, Imhof’s result is
FR(r) = Pr[W
′ΛW ≤ 0] =
1
2
−
1
pi
∫ ∞
0
sin β(u)
uγ(u)
du, (6)
where β(u) and γ(u) are as in (5) above.
An expression for the density is obtained by differentiating (6) with respect to r, for which
we will require derivatives of λi. Using a result from Magnus (1985), if λi is a simple
eigenvalue of A− rB, then
λ˙i :=
d
dr
λi(r) = −p
′
iBpi = −hii and
p˙i :=
[
d
dr
p1i(r), . . . ,
d
dr
pni(r)
]′
= −PQ+i P
′Bpi = −PQ
+
i hi,
(7)
where Qi = (λiIn − Λ), hi is the ith column of H = P
′BP, and a superscript + on a
matrix denotes its Moore-Penrose inverse. Writing, as before, ai = λiu, bi = a
2
i , ci = 1+ bi,
and θi = ν
2
i = (p
′
iµ)
2, the derivative of θi is
θ˙i :=
d
dr
θi(r) = 2p
′
iµµ
′p˙i = −2νi
n∑
j=1
i6=j
νjhij
λi − λj
,
and so
fR(r) =
1
pi
∫ ∞
0
[
γr(u) sin β(u)
u(γ(u))2
−
βr(u) cos β(u)
uγ(u)
]
du, (8)
where
βr(u) :=
d
dr
β(u) =
1
2
n∑
i=1
uλ˙i
ci
+
θ˙iai
ci
+
θiuλ˙i
ci
−
2θibiuλ˙i
c2i
= −
u
2
n∑
i=1
[
hii
1 + u2λ2i
+
ν2i hii(1− u
2λ2i )
(1 + u2λ2i )
2
−
θ˙iλi
1 + u2λ2i
]
= −
u
2

 n∑
i=1
hii
1 + u2λ2i
+
n∑
i=1
n∑
j=1
νiνjhij(1− u
2λiλj)
(1 + u2λ2i )(1 + u
2λ2j)

 =: −u
2
ρ(u),
5
and the last equality follows from the partial fraction decomposition
−
n∑
i=1
θ˙iλi
1 + u2λ2i
= 2
n∑
i=1
n∑
j=1
i6=j
νiνjλihij
(1 + u2λ2i )(λi − λj)
= 2
n∑
i=1
n∑
j=1
i6=j
νiνjλjhij
(1 + u2λ2i )(λi − λj)
+ 2
n∑
i=1
n∑
j=1
i6=j
νiνjhij(1− u
2λiλj)
(1 + u2λ2i )(1 + u
2λ2j)
⇔ −
n∑
i=1
θ˙iλi
1 + u2λ2i
=
n∑
i=1
n∑
j=1
i6=j
νiνjhij(1− u
2λiλj)
(1 + u2λ2i )(1 + u
2λ2j)
.
Similarly,
γr(u) :=
d
dr
γ(u) = γ(u)
(
1
2
n∑
i=1
θ˙ibi
ci
+
2θiaiuλ˙i
ci
−
2θiaibiuλ˙i
c2i
+
aiuλ˙i
ci
)
= −
γ(u)u2
2
n∑
i=1
[
λihii
1 + u2λ2i
+
2ν2i λihii
(1 + u2λ2i )
2
−
θ˙iλ
2
i
1 + u2λ2i
]
= −
γ(u)u2
2

 n∑
i=1
λihii
1 + u2λ2i
+
n∑
i=1
n∑
j=1
2νiνjλihij
(1 + u2λ2i )(1 + u
2λ2j)


=: −
γ(u)u2
2
δ(u),
and the last equality follows from the partial fraction decomposition
−
θ˙iλ
2
i
1 + u2λ2i
= 2
n∑
i=1
n∑
j=1
i6=j
νiνjλ
2
ihij
(1 + u2λ2i )(λi − λj)
= 2
n∑
i=1
n∑
j=1
i6=j
νiνjλ
2
jhij
(1 + u2λ2i )(λi − λj)
+ 2
n∑
i=1
n∑
j=1
i6=j
νiνj(λi + λj)hij
(1 + u2λ2i )(1 + u
2λ2j)
⇔ −
θ˙iλ
2
i
1 + u2λ2i
=
n∑
i=1
n∑
j=1
i6=j
2νiνjλihij
(1 + u2λ2i )(1 + u
2λ2j)
.
Substituting βr(u) and γr(u) in (8) gives (5).
5 Central Case, Distinct Eigenvalues
In this section we discuss the special case where µ = 0 and all the λi have multiplicity one.
The reason for treating this case separately, apart from its practical relevance, is that a
more efficient algorithm for computing the c.d.f. (and thus, by differentiation, the density)
of R is available in this setting. The result is usually attributed to Pan (1964), though a
6
similar expression appears in Grad and Solomon (1955); see also Farebrother (1984). A
proof can be found in Durbin and Watson (1971). We give the expression in a slightly
different form, which is more suited for our purposes.
Let the eigenvalues λi be sorted in descending fashion, and denote by v the number of
nonnegative eigenvalues. Then
FR(r) = 1 +
1
pi
⌈v/2⌉∑
j=1
(−1)j
∫ 1
−1
exp {gj(t)}
dt
(1− t2)
1
2
(9)
where
gj(t) =


−1
2
n∑
i=1
i6=2j,2j−1
ln
∣∣∣1− 2λi[λ2j(1− t) + λ2j−1(1 + t)]−1∣∣∣ , if j ≤ v/2
−1
2
n∑
i=1
i6=2j−1
ln
∣∣∣1− 2λi(λ2j−1(1− t))−1∣∣∣ , if j = (v + 1)/2.
Each integral in (9) can be approximated by Gauss-Chebyshev quadrature as
1
pi
∫ 1
−1
exp {gj(t)}
dt
(1− t2)
1
2
≈
1
N
N∑
k=1
exp
{
gj
(
y
(N)
k
)}
, (10)
where y
(N)
k = cos
(
(2k−1)pi
2N
)
. A value of N = 12 is usually sufficient; see the discussion in
Section 6. If v > n/2, it is computationally more efficient to evaluate 1− F−R(−r).
Straightforward calculation then shows that the density of R can be computed by inserting
g˙j
(
y
(N)
k
)
after the summation sign in (10), where
g˙j(t) :=


n∑
i=1
i6=2j,2j−1
λ˙i − [λ˙2j(1− t) + λ˙2j−1(1 + t)][λ2j(1− t) + λ2j−1(1 + t)]
−1λi
λ2j(1− t) + λ2j−1(1 + t)− 2λi
, if j ≤ v/2
n∑
i=1
i6=2j−1
λ˙i − [λ˙2j−1][λ2j−1]
−1λi
λ2j−1(1− t)− 2λi
, if j = (v + 1)/2.
6 Performance Comparison and Conclusions
The algorithms described above have been implemented in the Matlab programming lan-
guage by the authors (the programs are available upon request), using the built-in routine
quadl for the evaluation of the integral in (5), mapped onto the interval (0, 1] via the
substitution u = (1− t)/t. In order to facilitate a comparison of the accuracy and speed of
the different algorithms, a setting must be chosen in which both procedures are applicable,
viz., that of Section 5. The null and alternative distributions of most tests in linear models
7
fall into this category, and the corresponding tail probabilities are commonly computed by
means of Imhof’s procedure; a recent example is Bivand et al. (2008). We consider two ex-
amples: i) the density corresponding to the upper bound distribution of the Durbin-Watson
statistic, as used in Farebrother (1980) for comparing Imhof’s and Pan’s procedures for the
distribution function, and ii) the density of the least squares estimator in an AR(1) model
with regressors, as required for the mode-adjusted estimator of Broda et al. (2007).
6.1 Lower Bound of the Durbin-Watson Statistic
Farebrother considered the lower bound distribution of the Durbin-Watson statistic in a
linear regression with 5 regressors, corresponding to B = IT−5 and A = diag(a1, . . . , aT−5),
where
ai = 2− 2 cos[(T − i)pi/T ], i ∈ {1, . . . , T − 5},
and T is the sample size. While this is certainly not the most natural application for
evaluating the density, our interest here is primarily in the performance of the algorithms
per se, and replicating the setup of Farebrother (1980) allows us to compare our results to
those for the distribution function obtained therein. Our findings are largely similar.
Table 1 contains results on the accuracy and speed (in seconds, using Matlab on a 2.8
GHz Intel Pentium 4) of algorithms (5) (‘Geary’) and (10) (‘Pan’). For the former, the
tolerance in Matlab’s integration routine was set to 10−η, for η ∈ {3, 5, 7}. For the latter,
the number of terms in the sum was set to N ∈ {3, 6, 12, 24}. The ‘exact’ values have been
obtained from (5) with η = 12, and the measure of accuracy reported is minus the base-ten
logarithm of the absolute relative error, which corresponds roughly to the number of correct
significant digits. We evaluate the density at the lower 5% quantile of the distribution, for
different sample sizes ranging between 10 and 200. The results can be summarized as
follows. Like for the c.d.f., the ‘Pan’ algorithm with N = 12 terms in the sum achieves
at least 10-digit accuracy for values of T ≤ 70, and deteriorates for large values of T .
The ‘Geary’ algorithm with η = 7 achieves 10-digit accuracy for all cases considered, but,
expectedly, is considerably slower.
6.2 Least Squares Estimator for an AR(1)
As our second example, we consider the least squares estimator for an AR(1) model with
exogenous regressors. The matrices A and B entering in (1) are defined in Broda et al.
(2007); they depend on the sample size T , the regressor matrix X, and the autoregressive
parameter, α. For this study we choose a regressor matrix consisting of a column of ones
and a column of increasing natural numbers from 1 to T , corresponding to an intercept
and a linear time trend. The autoregressive parameter is fixed at unity, and as before, we
evaluate the density at the lower 5% quantile, which corresponds to the critical value of a
unit root test based on the least squares estimator.
The numerical results are reported in Table 2. The performance of the ‘Geary’ algorithm
8
is very similar to the previous example, as is that of ‘Pan’ for sample sizes smaller than
70. For larger samples, the ‘Pan’ algorithm achieves higher accuracy than in the previous
example.
Pan Geary
T x n = 3 n = 6 n = 12 n = 24 η = 3 η = 5 η = 7
10 2.414 2.80 6.11 11.75 11.71 6.54 6.54 6.54
(0.001) (0.001) (0.001) (0.002) (0.011) (0.008) (0.018)
20 1.828 4.57 9.17 15.19 15.19 7.58 7.58 10.80
(0.003) (0.003) (0.004) (0.006) (0.016) (0.011) (0.029)
30 1.739 4.39 8.73 14.78 14.89 6.46 6.46 10.84
(0.004) (0.004) (0.007) (0.011) (0.033) (0.024) (0.061)
40 1.721 4.13 8.22 14.26 ∞ 6.54 8.93 12.48
(0.005) (0.007) (0.008) (0.032) (0.071) (0.064) (0.100)
50 1.721 3.71 7.56 13.05 12.78 8.70 8.74 12.66
(0.007) (0.009) (0.011) (0.017) (0.120) (0.132) (0.197)
60 1.727 3.13 6.78 11.91 11.89 5.70 10.66 13.02
(0.009) (0.011) (0.015) (0.024) (0.088) (0.190) (0.352)
70 1.735 2.47 5.90 10.63 11.75 6.16 9.72 9.72
(0.011) (0.015) (0.018) (0.029) (0.179) (0.266) (0.403)
80 1.743 1.81 4.96 9.10 9.91 5.87 10.24 10.24
(0.013) (0.016) (0.021) (0.033) (0.231) (0.347) (0.440)
90 1.751 1.44 3.97 7.92 8.23 4.99 8.03 11.06
(0.016) (0.019) (0.027) (0.043) (0.211) (0.389) (0.501)
100 1.758 0.15 2.93 8.15 6.62 6.57 12.46 11.46
(0.018) (0.021) (0.031) (0.046) (0.409) (0.650) (0.792)
150 1.788 -6.28 -2.70 0.01 1.41 6.45 11.38 12.58
(0.036) (0.045) (0.059) (0.089) (1.302) (2.228) (3.723)
200 1.809 -12.52 -8.77 -6.22 -4.85 7.59 7.08 12.41
(0.074) (0.075) (0.099) (0.146) (3.179) (4.269) (10.206)
Table 1
Accuracy, measured as minus the base-ten logarithm of the absolute relative error (and speed, in
seconds) of algorithms (5) (‘Geary’) and (10) (‘Pan’) for the density corresponding to the upper
bound distribution of the Durbin-Watson statistic at x, for different sample sizes ranging between
10 and 200. A value of ‘∞’ signifies that the relevant values agree to machine precision.
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Pan Geary
T x n = 3 n = 6 n = 12 n = 24 η = 3 η = 5 η = 7
10 -0.323 4.01 9.12 14.74 14.80 7.06 7.06 6.85
(0.003) (0.002) (0.003) (0.004) (0.015) (0.011) (0.036)
20 0.173 2.84 6.30 13.25 14.65 3.13 6.64 7.52
(0.004) (0.004) (0.005) (0.008) (0.015) (0.020) (0.032)
30 0.400 2.80 6.26 13.19 15.30 6.13 8.70 12.47
(0.006) (0.006) (0.009) (0.015) (0.058) (0.101) (0.135)
40 0.530 2.78 6.24 13.15 14.99 6.35 9.06 11.52
(0.006) (0.007) (0.010) (0.014) (0.075) (0.114) (0.171)
50 0.613 2.77 6.23 13.13 15.76 6.41 7.81 9.32
(0.008) (0.009) (0.011) (0.017) (0.099) (0.111) (0.233)
60 0.672 2.76 6.22 13.12 14.87 5.85 8.32 10.24
(0.009) (0.013) (0.013) (0.028) (0.146) (0.158) (0.335)
70 0.715 2.76 6.21 13.12 15.88 5.67 7.91 11.97
(0.011) (0.013) (0.017) (0.026) (0.185) (0.228) (0.479)
80 0.748 2.75 6.21 13.11 15.33 5.6 7.62 11.50
(0.014) (0.016) (0.020) (0.028) (0.260) (0.414) (0.673)
90 0.774 2.75 6.20 13.68 13.23 5.57 8.21 12.12
(0.016) (0.018) (0.021) (0.029) (0.360) (0.553) (1.160)
100 0.795 2.74 6.20 13.06 14.12 5.57 7.80 12.09
(0.019) (0.023) (0.025) (0.034) (0.482) (0.949) (1.597)
150 0.861 2.74 6.19 13.10 15.39 5.85 8.84 8.84
(0.047) (0.047) (0.050) (0.066) (1.315) (3.589) (4.070)
200 0.895 2.73 6.19 13.08 15.21 6.77 10.30 10.44
(0.095) (0.100) (0.106) (0.125) (3.965) (8.165) (10.829)
Table 2
Same as Table 1, but for the density of the least squares estimator in an AR(1) model with an
intercept and a time trend.
10
6.3 Conclusions
In view of the above results, the following general recommendation can be made: when it
is applicable (i.e., if µ = 0 and the eigenvalues λi are distinct), the ‘Pan’ algorithm with
N = 12 is preferred whenever T ≤ 70; for all other cases, the ‘Geary’ algorithm with η = 7
should be used. Strictly speaking, of course, these results pertain only to the problems
considered here, but we expect them to hold somewhat more generally.
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