The weak Hilbert 16th problem for n = 2 was solved by Horozov and Iliev (Proc. London Math. Soc. 69 (1994) 198-244), Zhang and Li (Adv. in Math. 26 (1997) [445][446][447][448][449][450][451][452][453][454][455][456][457][458][459][460], (Gavrilov Invent. Math. 143 (2001) , and Li and Zhang (Nonlinearity 15 (2002(Nonlinearity 15 ( ) 1775(Nonlinearity 15 ( -1992, by using different methods for different cases. The aim of this paper is to give a unified and easier proof for all cases. The proof is restricted to the real domain, combines geometric and analytical methods, and uses deformation arguments.
Introduction

The weak Hilbert 16th problem and its solution for n = 2
Let H (x, y) be a real polynomial of degree n+1, and suppose that the corresponding Hamiltonian vector field
has at least one center. A natural problem is asking for a maximal number of limit cycles, bifurcated from the period annulus of the center for the perturbed system The weak Hilbert 16th problem is asking for a least upper bound Z(n) of the number of zeros of I (h) for a fixed n and for all possible H, Y 0 . For more information about this problem we refer to [21] .
It is known that Z(n) is finite (see [14, 20] ), but there is no precise estimate. For the case n = 2 this problem was completely solved. The result can be stated as follows using the above notation. We briefly recall the relevant results. If X H has at least one center then, without loss of generality, the cubic Hamiltonian function can be transformed into the form (see [7] )
H (x, y) = If (a, b) ∈ *Ḡ, then X H is degenerate, i.e. X H belongs to the intersection of the Hamiltonian class with other integrable class(es) (we refer to, for example, [19] for the classification of quadratic integrable systems), I (h) has at most one zero, and the cyclicity of its period annulus is determined by the second-or third-order Melnikov function, see [13] . The cyclicity of the period annulus (or annuli) is 3 for the Hamiltonian triangle case (see [12] ), and 2 for all other 7 cases (see [3, 6, 11, 24, 25] and a recent paper [15] ).
The open set G is divided into three disjoint regions G i , i = 1, 2, 3, by the following two curves: If (a, b) ∈ G = G 1 ∪ l 2 ∪ G 2 ∪ l ∞ ∪ G 3 , then X H is generic, i.e. X H belongs only to the Hamiltonian class. In this case, the least upper bound of the zeros of I (h) gives the cyclicity of the period annulus, see [13] . Note that along the curve l 2 two singularities of X H coincide, and that one singularity of X H tends to infinity when (a, b) tends to the curve l ∞ ; X H has one, two or three saddle points for (a, b) ∈ G 1 , G 2 or G 3 , respectively; X H has two period annuli if (a, b) ∈ G 2 and one period annulus in the other cases. Theorem 1.1 was first proved partially by Horozov and Iliev [7] for (a, b) ∈ G 3 , then almost proved by Gavrilov [5] for (a, b) ∈ G 1 ∪G 2 (the method is also valid for (a, b) ∈ G 3 ). Since a basic assumption in [5, 7] is that H (x, y) has 4 distinct critical values, the cases (a, b) ∈ l 2 ∪ l ∞ must be considered separately. Markov [17] and Zhang and Li [23] independently gave different proofs for (a, b) ∈ l ∞ , and Li and Zhang [16] solved the problem for (a, b) ∈ l 2 . Note that the conclusion of Theorem 1.1 can be extended to the maximal number of limit cycles of X in the case (a, b) ∈ G 1 ∪ G 2 ∪ G 3 by a result of Roussarie [18] .
The methods used in the above papers are quite different. For example, the remarkable work [5] by Gavrilov uses some tools from complex analysis and algebraic topology, and it also depends on some of his earlier works. The aim of this paper is to provide a unified and easier proof for all generic cases, and the method is more elementary and restricted to the real domain.
Outline of the unified proof
In the normal form (1.4) , X H has a center at the origin O(0, 0) surrounded by a period annulus, which ends at a homoclinic orbit of the saddle S(0, 1). Let (h) ⊂ H −1 (h) be an oval for h ∈ 0, 1 6 , (h) shrinks to the center O as h → 0 + 0, and (h) expands to the homoclinic loop as h → ( + x + y) dx dy, (1.8) where , and are arbitrary constants. Following the notations of [7] , we define
dx dy, X(h) =
Int( (h))
x dx dy,
xy dx dy. 6 . Hence (1.8) can be written as
Note that M(h) is the area of Int( (h)) and M (h) is the period of
where
The following results are easily obtained from the definitions of I (h), p(h) and q(h). The second point of statement (3) was first proved in Theorem 2.4 of [7] , see also Lemma 4.1 of [16] . Thus we can define the centroid curve (see [7] ) by 
Since the Picard-Fuchs equation of M(h), X(h), Y (h) and K(h) is of order 4
, it is very difficult to get the global information of the curve a,b , except some of its local properties for h near 0 and near 1 6 , for more details on Picard-Fuchs equations see Section 2. We note that for h near 1 6 , which corresponds to the saddle loop, we need to use the expansion of M(h), X(h) and Y (h) in the form of c 1 
), see (1.8) of [7] , for example.
Lemma 1.2. For any (a, b) ∈ G the curvature of a,b near its two endpoints is nonzero.
This result is equivalent to say that for generic quadratic Hamiltonian systems the order of the Hopf bifurcation and of the homoclinic bifurcation is at most two, and it basically follows from the Bautin's theory [1] and a result due to Horozov and Iliev [8] . Note that this result for h near 0 can be obtained directly by computations from the Picard-Fuchs equation (see Lemma 2.2(2) below).
Taking derivative on I (h) twice, we get
(1.14)
Note that M (h) is the period function of (h), it is monotone for quadratic Hamiltonian vector fields (see [2] ), hence M (h) = 0. By our choice of h, we have M (h) > 0. 
To prove Theorem 1.2, we suppose the contrary: for some (a, b) ∈ G the curve a,b has zero curvature at some points, and we denote by (p, q)(h * ) the nearest such a point to the endpoint (p, q)(0). By Lemma 1.2, h * ∈ (0, 1 6 ). Now we denote the arc of a,b from h = 0 to h = h * by * a,b . We will prove the following property of * a,b . For any (a, b) ∈ G the following statements hold:
Lemma 1.4.
dq dp = −q(
If such h * does not exist, then the above statements holds along a,b for h ∈ (0, 1 6 ).
We denote the set of tangent lines to a,b (resp. a,b ) by T a,b (resp. T a,b ), that is is also tangent to a,b , in order to increase the number of intersection points of t ∩ a,b as t increases from 0 to h * , and this contradicts Lemma 1.5(4).
For (a, b) ∈ G 2 , X H has two period annuli, hence there are two centroid curves for i = 1, 2. To finish the proof of Theorem 1.1, we also need the following result, which was first proved in [9] by using the results of [1, 8] , and we will give a new direct proof. The paper is organized as follows. We give some preliminaries in Section 2, and prove Lemma 1.3 in Section 3, Lemmas 1.4 and 1.5 in Sections 4, and Theorem 1.3 in Section 5.
Preliminaries
For (a, b) ∈ G\l ∞ by using a standard method one can obtain the following Picard-Fuchs equation of order 4, satisfied by X(h), Y (h), M(h) and K(h) (see Lemma 3.3 of [7] ): Hence the results, parallel to Lemma 2.1 and Eq. (2.6) in this section, can be obtained for = 0. In fact, they are limits as → 0 from the corresponding results here. Hence the discussions in this paper are valid for all (a, b) ∈ G. See also Remark 3.5 of [10] .
For simplicity, we use the following notations:
The following result follows from (2.1) (see the proof of Lemma 2 of [4] or Lemma 3.3 of [7] ).
(2) lim h→0+0 d 2 q dp 2 = 20 3
Proof. Statements (1) and (2) are easily deduced from Lemma 2.1. Statement (3) can be proved by using the expansions of M(h), X(h) and Y (h) for h near 1 6 , as mentioned in Section 1.
Taking derivatives with respect to h in the first three equations of (2.1), and removing M , we can express X , K through M , Y as follows:
2) and (1.5)), hence the linear function L(h) = 0 for all h ∈ [0, 1 6 ]. Taking derivatives in (2.1) with respect to h once more, and using (2.3) we get
and e i (h) = 
e 30 = 0,
From the definition of (h) (see (1.14)), we have
Combining this fact with (2.5), we obtain a two-dimensional system of equationṡ
, and the dot denotes the derivative with respect an arbitrary variable s.
Remark 2.1. We note that T (h)
), hence system (2.6) has no singularities for h ∈ (0, 1 6 ). In fact, we have shown that L(h) has no zeros for h ∈ (0,
the roots ofT (h) correspond to other singularities of X H , besides the center O and the saddle S. By the monotonic property of the level curves of the Hamiltonian vector field and the relative positions of the singularities, we immediately obtain that the roots ofT (h) must be greater than By Remark 2.1 and direct computation we obtain the following result. 
When 5b 2 − 82a 3 − 93a 2 − 36a − 5 → 0, the singularity (
We recall that an improper node is a node such that all the orbits arrive to or exit from it in one direction.
Let
The following lemma can be proved in the same way as the proof of Lemma 3.1 in [16] , except statement (2) which is a consequence of Lemma 3.4 below. Statement (1) of the next lemma shows that C is the unstable manifold from the saddle (0, 0 ) to the improper node (
From (2.3) and definition (1.14) we obtain the expression of (h) as a function of h and (h) as follows 
It is easy to see that (2.11) maps the straight line 
is non-zero if a = 0, and is zero only for =ˆ if a = 0. Hence, we immediately have the following result.
becomes the smooth systeṁ
From Remark 2.1, Lemmas 2.3 and 2.5 we obtain the following result. We denote by L * the part of the straight line L in the ( , )-plane, which is 
Proof. Under transformation (2.11) the line L becomes
where 6 ] is given in (2.4), and the linear functions N (h) and Z(h) are defined in (2.15) . If N(h 0 ) = 0, then for h near h 0 we can rewrite the above equality as
This means that transformation (2.11) maps the straight line L * to the curve C U , and the lemma is proved for h near h 0 by Lemma 2.5. Next, we show that we can skip all zero points of N (h) for h ∈ [0,
then the resultant of N (h) and Z(h) must be zero. By a direct computation and using (a, b) ∈ G, we obtain
is parallel to L 0 and L 3 when a = 0, or passes through the vertex (ˆ ,ˆ ) of the sector when a = 0, see (2.12) and (2.13). By Lemma 2.6, there is no orbit of system (2.14) tangent to it, and the assumption of the lemma is not satisfied. Proof. By Lemma 2.7 we only need to consider the number of tangent points on C U (corresponding to L * ) with respect to the vector field (2.6) in the (h, )-plane. By using (2.6) and (2.15) we obtaiṅ 
Proof of Lemma 1.3 and related results
We first give a proof of Lemma 1.3, after we also prove some results which will be useful for additional studies. 
Hence, if C ∩ { =ˆ } = ∅, then by Lemma 2.3 there would be at least two points on the line { =ˆ } for h ∈ (0, 1 6 ), and at these points the vector field (2.6) is tangent to this line, see Fig. 2 . From (2.6) we have
A computation shows that
In the region G (see (1.5)) d a,b = 0 defines 3 curves i , i = 1, 2, 3, all of which are located in the region of a < 0. 1 , 2 , 3 and l ∞ (see (1.7)) divide G into 5 subregions R i , i = 1, 2, . . . , 5, shown in Fig. 3 . It is not difficult to check that for (a, b) ∈ 1 , 2 and 3 , (h) has a double zero h belonging to (0, for all (a, b) − a(81a
for − 1 2 < a < 0. Hence, the claim is proved. We show that if (a, b) ∈ R, then a,b is located above 0 , hence, by claim (A), it never meets the point (ˆ ,ˆ ), and this will finish the proof of the lemma. We call the following technique a deformation-inflection principle, and we will use it several times later on.
Since
3 ) ∈ R, the curve − 
. Since the slope of the tangent lines to a curve takes its minimum or maximum at an inflection point of the curve, by the deformation of a,b as (a, b) ∈ R varies continuously from (−
, we must find a value (a 2 , b 2 ) ∈ R, such that a 2 ,b 2 has an inflection point ( , )(h 0 ), and the tangent line, say L , to a 2 ,b 2 at this point passes through the point ( , )(0), see Fig. 4 . We show that this is impossible. In fact, by Lemmas 2.7 and 2.8, for the corresponding function U (h) = U(h; a 2 , b 2 ; , , ) the two curves C and C U must be tangent at (h 0 , (h 0 )) of order at least 3. Since 2 + 2 = 0, without loss of generality we suppose = 0, then by a rescaling we can change to = 1. The condition that L passes through ( , )(0) implies = −( 0 + 0 ). In this case (2.17) becomeṡ 
where V i (i = 0, 1, 2) is a polynomial in h, a and b, of degree at most 3 in h; the derivative V i is taken with respect to h. Fig. 4 
(ii). This contradicts the fact that V (h) is of degree 3 in h.
Computations show that for all (a, b) ∈ R we have 6 ). This means that besides a 2 ,b 2 has an inflection point ( , )(h 0 ) and the tangent line at this point passes through ( , )(0) with slope − 0 , there is another orbit of system (2.14) with an inflection point ( , )(h 0 ), and the tangent line at this point also passes through ( , )(0) with slope − 0 . But direct calculation shows that v(h; − (a 3 , b 3 ) ∈ R, such that there is an orbit of system (2.14), and a straight line L, passing through the point ( , )(0), with the property that is tangent to L at a point of order 5, or of order 4 plus a crossing point nearby, because it is formed by coincidence of two triple zeros of V (h). Hence, there exist at least 4 points (counting their multiplicities) on L ∩ (D a,b \*D a,b ) , at each of these points the vector field (2.14) is tangent to L. This also contradicts the fact that the function V (h) in (3.4) is a polynomial in h of degree 3. Proof. Statement (1) follows from Lemmas 2.2(1) and 2.6(2), see also Definitions (2.12) and (1.19). If statement (2) is not true, then we take L 0 = L , by Lemmas 1.1(1) and 2.2 the Abelian integral I (h) has a double zero at h = 0 plus one more zero at some h 1 ∈ (0, 1 6 ], hence I (h) has at least one zero h 2 ∈ (0,
. This contradicts statement (1). By (2.12), (2.7) and (2.9) we have
Therefore, statement (3) follows.
By (2.7) and (2.9) we find that the slope of the straight line L 2 , passing through ( , )(0) = ( 0 , 0 ) and ( , )(
The next lemma gives the fixed relative position of the lines L 2 and L 1 , passing through ( , )( For any (a, b) ∈ G we have that 0 < A < 0 .
Proof. Note that both L 2 and L 1 pass through the same point B (1, 0) , and that the slope k 1 (a, b) of L 1 , see (1.18) , is always positive. Thus, by (3.7) the conclusion of the lemma is true if g 1 (a, b) = 5b 2 + 9a 2 − 1 0. So, in the following we prove 
(a) (b) Fig. 7 . The relative positions of ( 1 6 ) and the straight line {y = k 2 (x − 1)}: (a) the case 0 < k 2 < t a , (b) the case t a k 2 . where g 1 (a, b) > 0, i.e. above the curve 1 : {g 1 (a, b) = 0}, see Fig. 6 .
By the definitions of p(h) and q(h), this is equivalent to prove
(3.8)
In the (x, y)-plane the oval ( Hence, if we prove that y 1 (3.8) follows. So we first find the region of (a, b) ∈ G , such that
where u(x) = y 1 (x) + y 2 (x). From expression (1.4) we get
Substituting f (x) = 0 into (3.10), we obtain
Substituting (3.7) into the above expressions, we have that r 2 1 − 4r 2 r 0 = 0 is equivalent to
The locus of (3.12) in G on the (a, b)-plane consists of two concave curves 2 and 3 , shown in Fig. 6 . More precisely, 2 intersects {b = 0} at two points with a ≈ −0.4918 and a = − If (a, b) is located in the connected region bounded by 1 , 2 , 3 and *Ḡ, then the two roots of f (x) = 0 correspond to In fact, when (a, b) is in this region and a ∼ 0, we have k 2 > (2a + 1) −1/2 , shown in Fig. 7(b) , and we certainly have f (x) > 0 for u(x) = y 1 (x) + y 2 (x). By continuity of the vector field, f (x) > 0 with valid if (a, b) is located in the whole connected region. Therefore, the only two narrow curved triangle regions, left to 2 and right to 3 , remain to be considered. We make the following expansion of these two regions:
In polar coordinates (r, ) given by x = 1 + r cos , y = r sin , the oval (
, 2) . Let t = tan , then the double integral (3.8) is positive, if and only if
where k 2 > 0 is give by (3.7), and
For any fixed a ∈ (− 
Note that for a ∈ (− We suppose now that there exits
since the denominator of g(t) (i.e. bt 3 + 3at 2 − 1) and 3at 2 − 1 are negative for t ∈ (−t a , t a ), and
In fact, it is easy to check that 3at 2 a −1 = (a−1)/(2a+1) < 0, and {−5b 2 +9a 2 −1 = 0} defines two curves 4 and 5 in G, shown in Fig. 6 . Besides, D 1 and D 2 are entirely located below 4 and 5 , respectively, where −5b 2 + 9a 2 − 1 > 0.
Thus, claim (ii) is proved, and the proof of the lemma is finished.
Lemma 3.3. For any (a, b) ∈ G if a,b has an inflection point, then the tangent line to a,b at this point does not pass through the point A, where
Proof. We suppose the contrary, i.e. there is a straight line L : + + = 0, passing through the point A, and L is tangent to a,b at an inflection point ( , )(h) for some (a, b) ∈ G. We suppose = 0 (at the end of the proof we will give a reason for this restriction). Hence, by rescaling we may take = 1, and = ( ) ≡ −( + F (h; a, b, ( ), , 1) , F is a polynomial in all its arguments, of degree 4 in h and of degree 2 in . That is, for some (ā,b) ∈ G, (h,¯ ) is a solution of the equations
where F i (i = 0, 1, 2) is a polynomial in h, a and b, of degree at most 4 in h; the derivative F i is taken with respect to h. By the same discussion as for Eqs. (3.5), we obtain that (3.16) is equivalent to 17) where
is also a polynomial in all its arguments with a long expression, but we will only use it at h = 0 and h = 
We also have
by using Lemma 3.2 and the linearity of 3 in x, we obtain 3 ( A , a, b) > 0. Summing up the above discussion, we obtain that Eqs. (3.17) have even number of solutions for (h, ). We have the following two more facts:
(1) F (h) = 0, implyingh is a simple zero of f (h). In fact, if F (h) = 0, then the straight line L is tangent to a,b at ( , )(h) of order at least 4, and by the saddle property at ( , )(0), the vector field (2.14) must be tangent to L also at some point between ( , )(0) and ( , )(h), hence F (h) has four zeros for h ∈ (0, ). In fact, by using the technique shown in the appendix of [16] , it is easy to prove that 2 0 (not equals to zero identically) on the boundary of the rectangle, and 6 ), such that at the point ( , )(h ) an orbit of the vector field (2.14) is tangent to L (with slope − and passing through the point A), of order (at least) 5, or of order 4 plus a simple intersection point nearby. This implies that F (h) has at least 4 zeros (counting their multiplicities). But as we explained in the fact (1) (note that during the deformation the crossing direction of the orbit of system (2.14) with respect to the tangent line near the triple point cannot be changed), on the line L and between the points ( , )(0) and ( , )(h ) there is one more zero point of F (h), contradicting the fact that F (h) is a polynomial of degree 4 in h.
At last, we explain the condition = 0. We will prove a stronger condition: during the deformation process the slope of the tangent line with triple tangency always less than k 1 (a, b) (i.e. the line L is always located below L 1 ), hence it can never be vertical. As we explained above during the deformation process, the direction of the vector field (2.14) is always upward with respect to the tangent line L (passing through the point A) near the triple point. Fig. 8(a) shows the "beginning case". We suppose that this happens for L 1 , see Fig. 8(b) , then the directions of the vector field (2.14) are downward near the two endpoints of L 1 in D a,b . Hence along L 1 the function F (h), a polynomial of degree 4 in h, would have a double zero at E, two zeros in both sides of E, plus a zero at the endpoint B. This contradiction finish the proof of the lemma. 
Proof. For this ( , , ), the Abelian integral I (h) (see (1.9)) has at least 3 zeros for h ∈ [0, We denote by a,b the closed region bounded by the triangle with vertices O, A and B (see Fig. 5 ). For any (a, b) ∈ G the curve a,b is located inside a,b . Proof. Lemmas 1.1(3) and 3.1 (2) show that a,b is below {q = 0} and above L 0 , except the endpoint (p, q)(0) = (0, 0) ∈ L 0 ∩ {q = 0}. Now we show that a,b is also above L 1 , except the endpoint B = (p, q)( In this case we would find two points on , such that at the first point the direction of the vector field is parallel to h and points to the left, and at the second point the direction is vertical and points upwards. Therefore, we would find a third point on , such that the tangent line to at this point passes though the point (ˆ ,ˆ ). But this contradicts Lemma 2.6(2). If crosses h on the right-hand side of N and also crosses L T (of course, this happens only in the case that the point C is left to L T ), or in the case of a > 0 or a = 0 (cf. Fig. 1 ), the proof is completely similar.
Lemma 4.2.
If such h * does not exist, the two statements certainly holds globally for a,b .
Proof of Lemma 1.5. Statement (1) was proved in Lemma 4.1. The first point of statement (2) was proved in Lemma 3.1(1); the second point of this statement follows from Lemmas 2.2(3) and 3.4. To prove statement (3), we note that * a,b is convex, hence ( , )(0) ∩ h = ∅ for h ∈ (0, h * ] is obviously true. If ( , )( would find a (ā,b) ∈ G, such that ā,b has an inflection point and the tangent line at this point passes through the point A, contradicting Lemma 3.3.
Proof of Theorem 1.3
For (a, b) ∈ G 2 , the Hamiltonian vector field X H has two centers C, C , two saddles S, S , two saddle loops , , and the corresponding periodic annuli D( ), D( ). Hence we have two centroid curves ⊂ D( ) and ⊂ D( ). Since the convexity does not change under affine transformations, we can move C or C (resp. S or S ) to (0, 0) (resp. (1,0) ) and obtain the normal form (1.4) by an affine transformation, so from Theorem 1.2 we conclude that both and are strictly convex. Note that X H is a quadratic system, the four singularities form a quadrilateral with C and C as a pair of opposite vertices and S and S as another opposite pair (see, for example [22] ), if we exchange C to C and S to S by doing an affine transformation, then we must reverse the direction of one coordinate axis (or with a rotation ), hence and must be one convex and one concave. Now we denote by L c (resp. L s ) the straight line passing through C and C (resp. S and S ); by O the intersection point of L c and L s ; by (resp. ) the interior of the triangle with vertices C, S and O (resp. C , S and O). Next, we denote by t c the straight half-line which is tangent to at C and points to the direction of the convexity; by t s the straight half-line from S to another endpoint Z of (the centroid point of D( )); by M the intersection point of t c and t s . By Lemma 1.5(2), t s is tangent to at Z (note that the point ( , )( 1 6 ) corresponds to a saddle), and by Lemma 1.4, M is located on the same side of the convexity of . We similarly define the straight half-lines t c , t s and let {M } = t c ∩ t s , see Fig. 10 .
As it has been pointed out by Horozov and Iliev [9] to finish the proof of Theorem 1.3, it is enough to show that for any (a, b) ∈ G 2 , M ∈ and M ∈ . This follows from the claims: (1) t s and t s are located on different sides of L s ; and (2) t c and t c are located on different sides of L c .
Claim (1) follows from the simple fact that for a quadratic system on any straight line there are at most two points at which the vector field is tangent to this line. Now 
