ABSTRACT Multiple sources' localization using the time-of-arrival (TOA) measurements in the presence of sensor position uncertainty is studied in this paper. The non-cooperative scenario where the clock between the source and sensors is not synchronized is also considered. First, we theoretically prove that the Cramér-Rao lower bound of multi-source joint localization is lower than that of the single source case when the TOA measurements from different sources possess the same sensor position errors. Moreover, different from the conventional numerical algorithms, we propose to employ a neural circuit named Lagrange programming neural network (LPNN) to fulfill this non-trivial task of jointly locating multiple sources. The maximum likelihood problem of multi-source localization is reformulated by utilizing the LPNN framework, and then we build up a neural model, which is proved to be asymptotically stable through both mathematical analysis and numerical experiments. The simulation results show that the proposed method is superior to other positioning algorithms, and it has excellent localization performance and robustness even in the case of large measurement noise, synchronization error, and sensor position displacements.
I. INTRODUCTION
Source localization is an essential research topic for its wide applications in many fields, such as radar, navigation, target tracking and others [1] - [3] . Typically, the conventional process of source localization consists of two steps. First, positioning parameters are extracted from the received signal, and then they are transmitted to the data fusion center to yield an estimation of the source position. According to [1] and [2] , time of arrival (TOA) measurements can be utilized to achieve high localization accuracy amongst the multi-class data fusion methods. In the TOA-based positioning model, we first obtain a group of distance equations, which are related to the position of source and sensors, by measuring the signal propagation time of the radiation source to each sensor. Then the location of emitting source is given by the intersection of a set of circles defined by these distance equations [1] when two-dimensional scenario is assumed.
However, due to the existence of measurement noise, clock asynchronization of source-to-sensor [2] - [4] and sensor position uncertainty [5] - [7] in the actual positioning scene, it is difficult to obtain accurate TOA measurements. Therefore, these equations can only determine an intersection region in which the source may be located.
The above non-ideal factors are quite ubiquitous in many practical positioning scenarios. We point out that this paper will not only take these non-ideal factors into consideration, but also further study an important and realistic issue in the problem of source positioning, namely, multi-source joint localization. It can be found in the literature that a large number of articles have studied the scenes of single source positioning [1] - [7] , and only a few papers have paid attention to multi-source joint localization [8] - [14] . Theoretically, single source localization can be seen as a result of decoupling the multi-source positioning problem. In addition, there are often multiple radiation sources in an actual positioning scenario. Moreover, some research articles [12] , [14] show that joint estimating the multiple sources can improve positioning accuracy under certain conditions, namely, the joint gain. Therefore, this paper focuses on the problem of jointly localizing multiple sources.
When dealing with the task of multi-source localization, one of the challenging problems is the data matching between the measurements received by a set of sensors and the corresponding radiation sources. Hernandez [8] , Sundar et al. [9] , Venkateswaran and Madhow [10] , and Shen et al. [11] develop several algorithms to tackle the data matching problem when the association information is unknown. Meanwhile, in other cases, the matching of the radiation source with its measured data can be achieved by using the disjointness of the multiple sources [12] . As stated in [12] , the disjointness can be extracted from time, frequency or signal transients. Hence, the positioning parameter of each source, e.g., TOA measurements, can be distinguished and then processed separately.
Therefore, when the matching is perfectly achieved, Yang and Ho [12] and Li et al. [13] propose to jointly estimate the position of multiple sources by making use of the same sensor position displacements in the time difference of arrival (TDOA) of different sources, and the closed form solutions are given. Additionally, based on the same methodology, this method is extended to localizing moving source by utilizing the frequency difference of arrival (FDOA) measurements [14] . The rationality of this model lies in the fact that there could exist multiple disjoint sources at the same time. Besides, when the position of the sensor is not accurately known, the obtained measurements will contain the same amount of displacements in the sensor positions. This shared a priori statistical feature of sensor position error can be utilized to improve the localization accuracy for multiple sources, which will be further proved in this paper. Unfortunately, the weighted least square (WLS) algorithms developed in [12] - [14] can reach the Cramér-Rao lower bound (CRLB) only when the measurement error is small.
Under the basic assumptions that the number of sources is known and the corresponding data association has already been accomplished, this paper will further explore to tackle the multi-source localization problem in non-cooperative situation, and jointly estimate the position of each asynchronized source and its initial launch time, as well as sensor positions. Different from the numerical algorithms mentioned above, we employ the Lagrange programming neural network (LPNN) [15] to fulfill the task of multiple sources localization in the presence of clock asynchronization and sensor position errors. Since the first Hopfield network is built in [16] , using neural network to solve a variety of optimization problems has attracted many attentions. A group of neural network frameworks have been built and applied after that [15] , [17] , [18] . When using neural network, our aim is to build an analog neural circuit for the problem to be solved according to the neural frameworks, which is quite different from the conventional numerical algorithms designed for computers. Moreover, one of the advantages of utilizing neural circuit is that real-time calculation can be achieved by making use of the operational advantage of hardware circuits. Meanwhile, the realization of the neural circuit can be implemented by the very large-scale integration (VLSI) circuits or optical technologies [19] . Therefore, the neural network not only provides us with new idea and method for solving various optimization problems, but also has important applications in some situations where computing resources are limited.
Among the existence of many types of neural circuits, LPNN has gained extensive research and application for its effectiveness of solving the optimization problem with constraints [15] , [20] . Recently, the LPNN framework has been applied in many fields, such as source localization [19] , [21] - [23] , multiple-input and multiple-output (MIMO) radar [24] and waveform design [25] . In terms of source localization, Leung et al. [21] and Wang et al. [22] propose to localize a single source in an ideal positioning scenario with only measurement noise, and they develop two LPNN models based on TOA measurements respectively. Then the LPNN framework is directly extended to build up a TDOA model for single source case [19] . Furthermore, a more sophisticated scenario for single source localization is considered in [23] where the start transmission time is unknown and the sensor positions are subject to random errors. From these previous articles, we can easily find that LPNN has excellent performance and references herein [19] , [21] - [23] .
This paper extends our previous work and develops an LPNN model to solve the multi-source joint localization problem, which is based on the prior information that the TOA measurements of different sources are subject to the same sensor position errors. Besides, we also consider the synchronization error between the source and sensors for multiple sources case. The simulation results verify the stability of the proposed LPNN model, and the results also exhibit its excellent performance to reach the CRLB within a large measurement noise range, as well as when the clock offset and sensor position error are large. The main contributions of this article can be summarized as follows: 1) We mathematically prove that when the measurements obtained possess the same sensor position deviation, joint localizing multiple sources can theoretically improve the positioning accuracy.
2) To apply the LPNN framework, the maximum likelihood (ML) problem for multi-source localization based on TOA measurements is recast as a constrained optimization problem with reduced constraints, and the inequality constraint in the reformulated problem is also rewritten as an equality constraint by using additional variables.
3) The augmented term is introduced to enhance the convexity of objective function when there are multiple variables to be estimated in the non-ideal scenario, and a stable LPNN model is built. Furthermore, the convergence and stability of the proposed LPNN model are analyzed, and these two properties are also illustrated by numerical experiments.
We organize the rest of the paper as follows. In Section II, we first briefly introduce the LPNN framework, and a TOA-based multi-source localization model is also given. Section III deduces the CRLBs for a single source and multiple sources in the presence of clock asynchronization and sensor position errors, respectively, and we theoretically proves that joint estimation can improve the positioning accuracy. Subsequently, the proposed LPNN model for multi-source joint estimation is established in Section IV. Section V discusses the convergence and stability of the proposed LPNN model. In Section VI, we conduct simulations to verify these two properties, and we also design and carry out several simulation experiments, and the simulation results are presented. Finally, the work of this paper is summarized in Section VII.
II. PROBLEM FORMULATION A. REVIEW ON LPNN
Consider the general nonlinear optimization problem with equality constraints, which can be written as
where x = (x 1 , x 2 , . . . , x n ) T ∈ R n is the optimization variable vector, and 0 m×1 denotes m × 1 vector with all elements equal to zero. The nonlinear function f : R n → R is called the objective function. The constraint function h : R n → R m (m ≤ n) contains only equality constraints at here. Besides, it is necessary for f and h to be twice continuously differentiable functions when applying the LPNN framework.
Therefore, the Lagrangian function is expressed as
where λ = (λ 1 , λ 2 , . . . , λ m ) T ∈ R m is the vector of Lagrange multiplier. In general, two types of neurons are defined in the model of LPNN. They are variable neurons which represent optimization variables x and Lagrangian neurons that hold Lagrangian multipliers λ. During the working process of the neural network, these two types of neurons will be adjusted simultaneously until the network gradually reaches an equilibrium state where the corresponding object function have minimum value. Along the searching process, the transient behavior of the neural network is controlled by a set of dynamic equations, which are given by
where t denotes the time variable. We can easily notice that the dynamic of the network is governed by the differential equations subject to the neurons. It is also easy to find from the differential equations in (3) that the value of the Lagrangian function will decrease with the dynamic change of the optimization variable and increase with the Lagrangian multiplier. Meanwhile, the Lagrange multiplier also play an important role of limiting the optimization variable to meet the constraints during the dynamic search. When the network eventually converges and stabilizes to an equilibrium point, as proved in [15] , the equilibrium point satisfies the necessary Karush Kuhn Tucker (KKT) conditions of the nonlinear optimization for optimal solution.
B. TOA-BASED MULTIPLE SOURCES LOCALIZATION
In the TOA-based model for multi-source localization, we use M (M ≥ 3) sensors distributed in space to receive the signals radiated by N sources. Let
. . , N ) represents the unknown position of j-th source, and the true position coordinates of i-th sensor is denoted by 
Additionally, s is position error whose covariance matrix E( s · s T ) = Q β .
Without loss of generality, we assume that the local clocks between the cooperating sensors are synchronized and the line-of-sight propagation (LOS) scenario is considered. Therefore, in the non-cooperative case where the clock between sensors and source is not synchronized, the TOA measurement at i-th sensor that belongs to j-th source is calculated as
where · represents the Euclidean norm and c denotes the signal propagation speed. e i,j is measurement noise which is assumed to be zero-mean Gaussian distributed with covariance σ 2 e . Besides, the received signals of j-th source are emitted at the unknown time instant t j . Usually, the initial transmission time of each source is different and it is often taken as an unknown constant. Multiplying the equation (4) by the constant c, the distance between j-th source and i-th sensor is given by
where δ j = c · t j is range deviation due to the unknown transmission time t j . Besides, n i,j = c · e i,j and E(n i,j · n i,j ) = σ 2 i,j . Since there are M sensors, the collection of TOA VOLUME 7, 2019 measurements for source j is 
where
Here n is the measurement noise vector whose covariance matrix E(n · n T ) = Q α . Moreover, we assume that the measurement noise and sensor position error are independent from each other. Based on the above hypotheses, the measured data d and s obey a joint Gaussian distribution whose joint probability density function (PDF) can be written as
with
. The unknown parameters to be estimated η m is defined as
Taking the natural logarithm and ignoring the constant terms, the log-likelihood function of multisource is given by
The main purpose of this paper is to estimate the source position vector u with high accuracy through maximizing the above function in the case where only the noisy measurements obtained at each sensor and the inaccurate sensor positions are available. Besides, here we propose to jointly locate multiple emitting sources based on the same sensor position errors in the TOA measurements. From the perspective of information theory, by making use of the same prior distribution characteristic of sensor position error for multiple sources, the multi-source joint estimation has an improved theoretical performance compared to the single source estimation, that is, the joint gain. To illustrate this clearly, in the coming section, we demonstrate that the joint estimated CRLB is lower than the theoretical performance bound of the single source case.
III. CRLB ANALYSIS
The CRLB represents the optimal theoretical performance bound that an unbiased estimator can achieve and is therefore often used as a benchmark for comparison. In this section, we derive the CRLB for multi-source joint estimation, denoted by CRLB m , based on TOA measurements with clock asynchronization and sensor position uncertainties. In contrast, the CRLB for the case where the source position is estimated separately, denoted by CRLB s , is also given. Moreover, we mathematically analyze the improvement in localization performance by jointly estimating the multiple sources by using the same sensor position errors in this section.
A. DERIVATION OF CRLB s
When the initial transmission time is unknown and sensor locations are inaccurate, we first derive the CRLB for the case where the source position is estimated separately. Similar to (8) and (9), and based on the related work of [2] and [23] , the joint PDF for j-th source (j = 1, 2, . . . , N ) is expressed as
Thus the log-likelihood function for single source, denoted by L s , can be directly computed as
after the constant terms are ignored. The CRLB for θ j and s • corresponds to the j-th source using TOA measurements is given by
Then applying the partition matrix inversion formula to (12) , the CRLB for θ j is calculated as
B. DERIVATION OF CRLB m
Define the unknown parameter vector
T N ] T , and according to (8) and (9), the CRLB for multiple sources case is given by
with (15) where ⊗ represents Kronecker matrix product. According to the equation (14), the CRLB for θ , which contains the unknown source positions and corresponding initial transmission time, can be directly computed as
Proposition 1: In the multi-source localization problem, suppose the measurements obtained at each sensor for every emitting source have the same sensor position errors, then we have
The proof of Proposition 1 can be found in the Appendix. Based on the Proposition 1, the position CRLBs for source u j (j = 1, 2, . . . , N ) have the following relationship, namely,
The inequality (17) demonstrates that by jointly estimating the positions of the multiple sources utilizing the same sensor position displacements, an improvement in localization performance can be achieved theoretically. This can be guaranteed when there exists no less than two sources which emit signals at the same time or within a short interval of time, the positioning parameters obtained at each sensor, e.g., TOA measurements, could have same sensor position displacements.
C. NUMERICAL EXPERIMENTS OF CRLBs
To obtain more insights, the inequality (17) The CRLBs versus the sensor location error variance σ 2 s ∈ [1, 100] m 2 with moderate measurement noise are exhibited in Fig. 1 .
As the sensor location error increases, it can be observed from the two figures that the localization accuracy gradually becomes worse. However, the position CRLB m is lower than the position CRLB s for both two sources. The results indicate that joint estimating the multiple sources using the same sensor displacements can improve the localization performance. This corresponds to the conclusion in the Proposition 1.
IV. PROPOSED METHOD A. MODEL CONSTRUCTION
In the TOA-based localization, given the measurements
T and the inaccurate coordinates of sensors, according to (9) , the positions of the multiple sources can be estimated through minimizing the following log-likelihood function
In order to accomplish the task of joint synchronization and source localization, we need to estimate the source position and the source clock bias via exploring the noisy TOA measurements in the presence of sensor position uncertainties. It is not a trivial task to solveû in (19) since the objective function is a nonlinear and nonconvex function of u. Thus in this section, the LPNN is employed to tackle this problem. Note that this paper focuses on synchronizing and locating the multiple sources on a two dimensional (2D) plane, and it would be straightforward to generalize the results to the scenario where the source is in a three dimensional (3D) space.
As stated in Subsection II A, where a general review on LPNN is provided, it can be found that LPNN framework is able to solve the constrained optimization problem. Therefore, the ML problem in (19) can be rewritten as a constrained optimization problem,
The reason for introducing the constraints in (20) is given in Remark 1 below. In addition, there is an inequality constraint in the equation (20) . Therefore, we introduce an additional variable y to convert it into an equality constraint in order to match the optimization problem with only equality constraints considered in equation (1) . Furthermore, the corresponding conversion must ensure that g is non-negative and the function introduced with respect to the variable y is differentiable and positive. Hence, for simplicity, we advocate to rewrite the inequality into g = αy 2 , α ≥ 1 according to the analysis in [15] , and the constant α is employed to adjust the convergence speed of the neural network. Then the original problem can be formulated as
Therefore, according to equation (2) 
where λ and µ are the Lagrange multipliers. However, as discussed in [19] and [21] , the network directly established by the Lagrangian function given in equation (22) may be unstable or cannot converge to the minimum point. Because it does not meet the sufficient condition of strict local convexity.
Inspired by the work of [15] , an augmented term is introduced to improve the convexity of the original function and further enhance the stability of the network. Detailed proofs will be given in the next section. Here the augmented term can be expressed as
where C 0 is a positive constant. Then, we can modify the Lagrangian function in (22) as
We note that the introduction of the augmented term will not change the value of the original Lagrangian function at the minimum point and the corresponding analysis can be found in Remark 3 below. Based on the proposed Lagrangian function of (24) and dynamic equations in (3), we can directly obtain the dynamics of the variable neurons as
with i = 2, . . . , M , j = 2, 3, . . . N . The dynamics of the Lagrangian neurons are similarly computed as
Based on the differential equations defined by (25) Remark 1: For simplicity, we substitute the Euclidean norm of the first source and sensor with additional variable g to form new constraints, and any other pair of substitution is also workable. Besides, by writing the equality constraint in a quadratic form, the property of twice continuous differentiable can be guaranteed. It is worthy to point out that, different from the formulation process in [19] , [23] , and [24] where all of the Euclidean norms of true source and sensor positions are replaced with non-negative variables, e.g., g i,j (i = 1, 2, . . . , M , j = 1, 2, . . . , N ), here we propose to only substitute the true distance of one source to one sensor with g. By applying this kind of substitution, it can not only introduce the constraints to the multi-source localization problem and thus the LPNN framework can be employed, but also reduce the number of neurons in the network and differential equations to be solved simultaneously. This will definitely lower the complexity of the network especially when there are a large number of sensor deployed, or sources to be estimated.
Remark 2: By partially replacing the Euclidean norms in (18) will inevitably cause the objective function is not second-order continuous differentiable at some points. That is, when
Besides, what should also be noticed is that the differential dynamic equations given in (25)-(34) contain the Euclidean norm of source and sensor at the denominator position. To guarantee the validity of these equations, thus the Euclidean norm u j − s • i should not be equal to zero. That is to say, each source position to be estimated in the multi-source localization scenario should not coincide with one of the sensor locations. Usually, the position of source and sensor is different in most of the source positioning scenes. Therefore, the necessary and sufficient condition for applying the LPNN framework can be guaranteed.
Remark 3: It should be noticed that at a minimum point (η * m , g * , y * , λ * , µ * ), the constraints in (21) are satisfied, i.e. (g * ) 2 − u * 1 − s • * 1 2 = 0 and g * − αy * 2 = 0. Consequently, the augmented term A u * 1 , s • * 1 , g * , y * is equal to zero. That is to say, the augmented term will not change the original objective function value at the minimum point. We note that the augmented term introduced can not only convexify the original Lagrangian function, but also accelerates the network convergence [15] . Additionally, we will further analyze the role of the augmented term in Section V.
B. MODEL SOLUTION AND IMPLEMENTATION
An implementation block diagram of the LPNN model which jointly estimates the multi-source positions, as well as the initial transmission time and sensor positions, is illustrated in Fig. 2 . It is a self-feedback network which is composed of 2N + M + 4 function units and integrators. During the VOLUME 7, 2019 working process of the network, the initial neuron inputs are first calculated by the function units, and then the calculation results are delivered to the integrators. The integrators will update the neuron status and feedback the results to the input. In the table below, the LPNN-Algorithm gives the working procedure of the proposed LPNN network based on the circuit realization and analysis in [26] and [27] .
In this paper, to simulate the implementation procedure of LPNN as applied in [19] and [21] , we use the Runge-Kutta method integrated in MATLAB ode solver to solve the differential equations of the proposed network, instead of using hardware circuits. The main aim of this paper is to establish and examine the validity of the neural model, and the specific hardware circuit implementation can be found in [26] and [27] . In addition, when establishing and using neural network to solve optimization problem, it is necessary to ensure that the network is equipped with the abilities of convergence and stability, which will be discussed in the next section.
C. COMPLEXITY ANALYSIS
As shown in [19] and [24] , in the neural network defined by differential equations (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) , the main computational complexity of the proposed algorithm depends on the calculation of the time derivative. First, the complexity to obtain Q −1 α is O(M 2 N 2 ) since only the main dialog of Q α contains non-zero elements. And meanwhile, the complexity of computing Q −1
where M denotes the number of sensors, N is the emitting source number and n represents the n dimensional scenario. Then the complexity of obtaining the time derivation in (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) ) is approximately 2MNn + 8MN + 3n after the noise covariance is obtained. Therefore, the total complexity of the proposed neural network in one iteration is
In contrast, we compare the complexity of the proposed method with three classic algorithms which are extended to the multi-source scene, such as the iterative Taylor method employed in [28] , the two-step weighted least square (WLS) method [5] and the semidefinite programming (SDP) method [6] . Besides, these three algorithms will also be compared in terms of localization performance in Section VI B. Table I summarizes the numerical complexity of the four algorithms in one iteration.
It can be seen from Table 1 that the computational complexities of algorithms, such as Taylor method, two-step WLS and SDP, are approximately comparable. However, the proposed algorithm has less computational complexity than these three algorithms in a single iteration.
V. CONVERGENCE AND STABILITY ANALYSIS
In practice, the convergence and stability of the network are two important indicators to evaluate the performance of a neural network. In this section, these two properties of the proposed neural network for multi-source localization are examined.
A. ANALYSIS OF CONVERGENCE
Based on the analysis in [15] , here we first employ the property of the saddle point to explain why the neural network can find the optimal solution. When λ = (λ, µ) T and x = (η T m , g, y) T are fixed as constant respectively, the Lagrangian function is differentiated with respect to time and the corresponding derivatives are obtained as
According to the dynamic equations in (3) and (25)-(34), the above equations can be further recast into:
The equations in (36) indicate that, starting from an initial state, the variable neuron vector x will always decrease the Lagrangian function while the Lagrangian neuron vector λ will increase it along the dynamic process of the network for finding the optimal solution, until the network settles down at an equilibrium state at which:
Furthermore, the values of the Lagrangian function at equilibrium point (x * , λ * ) satisfies the inequality given by
Therefore, as shown in [15] , the equilibrium point (x * , λ * ) is a saddle point of L a (x, λ). It is a sufficient condition to guarantee optimality when the saddle point property is satisfied, and reference herein [15] .
Moreover, for a network of practical functions, the equilibrium state should further be stable, namely, once the neural network settles down at an equilibrium point from an arbitrary initial state within the attraction domain, the network can maintain this stable state, and the output of the network will not exhibit dramatic oscillation. And as proved in [15] , the equilibrium point (x * , λ * ) is an asymptotically stable point of the network, if the gradient vectors of the constraints are independent and the Hessian matrix of the Lagrangian function in (2) is positive definite at (x * , λ * ).
B. PROOF OF STABILITY
At the equilibrium point (x * , λ * , µ * ), the gradient vectors of the constraints are linearly independent is first proved at this subsection. According to the general optimization problem stated in (1) and the problem considered in (21), we have
(40) where h 1 and h 2 are the equality constraints contained in h. Consequently, at an equilibrium point x * , the gradient vectors of h 1 and h 2 are calculated as
The equations in (41) and (42) indicate that the gradient vectors are linearly independent if g * = 0 and, equivalently,
That is to say, the source position to be estimated cannot be equal to any sensor position. As stated in Section IV, this condition can be satisfied in most positioning scenarios where the source location and sensor location are different.
We then prove that, by introducing the augmented term, the Hessian matrix of the proposed Lagrangian function at the equilibrium point (x * , λ * , µ * ) is positive definite. According to the equations (22), (24) (39), and (40), the Lagrangian function with augmented term can be expressed as
Therefore, the Hessian matrix at the equilibrium point of the proposed augmented Lagrangian function can be directly VOLUME 7, 2019 obtained as
where ∇ 2 xx L c (x * , λ * , µ * ) represents the original Hessian matrix of L c (x, λ, µ) at the equilibrium point. We can observe from the equation (44) that the positive definiteness of original Hessian matrix ∇ 2 xx L c (x * , λ * , µ * ) can be amended by the augmented term, that is to say, when C 0 is set large enough, the assumption of local convexity ∇ 2 xx L a (x * , λ * , µ * ) > 0 can be satisfied. In summary, our proposed neural network is asymptotically stable.
Remark 4: Our previous simulation results further indicate that the preset initial state of the network will also affect the convergence of the network. As stated in Section IV, after we obtain the dynamic equations for the proposed neural network, the initial values for source position and sensor location should be avoided from being the same to guarantee the validity and convergence of the network.
VI. NUMERICAL EXPERIMENTS AND SIMULATIONS
In this section, we first verify the two properties of the proposed neural network in Section V via numerical experiments when the TOA measurements are noise-free, as well as in the condition where the measurements are contaminated. Moreover, we also conduct several simulations to examine the localization performance of the proposed LPNN model.
We point out that the dynamics of LPNN are solved by employing the MATLAB ode solver in our tests, since they are defined by a set of differential equations through our preliminary modeling process. Besides, when solving differential equations, it is necessary to set the initial state of the network, and the initial values of the variables are generated between 0 and 1. Here we set the constant C 0 = 50 in the simulation because the results of extensive experiments show that, when the value of C 0 is greater than 5, the convergence speed and stability of the proposed LPNN model can be guaranteed, and the position estimation accuracy in terms of mean square error (MSE) has little difference when C 0 ≥ 5. Additionally, the value of positive constant α is set as 100 since it will just adjust the convergence speed [15] .
A. NUMERICAL EXPERIMENTS ON CONVERGENCE AND STABILITY
Apart from the proof and analysis made in Section V, to obtain more insights, numerical experiments, utilizing both noisefree and noisy TOA measurements, are perform to examine the convergence and stability of the network built in this paper. In the simulations, we assume that there are two sources emitting signals at the same time or within a short time interval and their positions are located at (150, 50) m and (100, −100) m, respectively. Besides, there are four sensors deployed in the space to locate the multiple sources and their positions are (400, 400) m, (400, −400) m, (−400, 400) m and (−400, −400) m, respectively. Fig. 3 to Fig. 5 show the transient behavior of the proposed network for 20 independent trials when using the noise-free TOA measurements, namely, the measurement error, sensor location error and range deviation are set as zero. The transient states of the estimated positions of two sources are shown in Fig. 3 . Fig. 4 depicts the transient states of the estimated positions of four sensors. Meanwhile, the transient states of the estimated range deviation δ 1 and δ 2 of the two sources are exhibited in Fig. 5 .
From these figures, we can observe that, starting from an initial states and after a short period of vibration, the output states of the network can eventually settles down at the true positions of sources and sensors, or the range deviations which originate to the clock offsets. Moreover, when the network converges, the outputs can remain stable with the characteristic time elapsing (the characteristic time is a necessity to specify the interval of integration for MATLAB ode solver). We note that the transient states of variables g, y, λ and µ are not given at here, but they are similar to the results of other variables that are more interested in, e.g., the source and sensor position. The results show that convergence and stability are the intrinsic properties of the proposed network in the noise-free case.
Then we examine the proposed model using the noisy TOA measurements. In the actual non-ideal positioning scene, due to the measurement noise, the clock between the source and sensors is not synchronized, and the position of the sensor is not accurate, it is impossible to obtain accurate TOA observations and thus it directly affects the positioning accuracy. Therefore, we try to employ the idea of using neural circuit to solve this problem. The basic simulation settings are the same as above. Besides, the range deviations δ j , j = 1 and 2, which originate to the clock asynchronization between source and the collaborative sensors, are randomly produced from the Gaussian distribution with zero mean and variance of 400 m 2 . Even if they are actually not random variables, taking this operation can test our LPNN model within a much broad range of deviation. Additionally, for simplicity, the sensor location error variance σ 2 s is set as 5 m 2 in the simulation and the location error covariance at different sensor is assumed to be identical. Besides, the measurement noise powers at all receivers are assumed identical for the two sources, namely, E(n i,j · n i,j ) = σ 2 i,j = σ 2 . Fig. 6 and Fig. 7 show the transient states of the estimated coordinates for the two sources under two different levels of measurement noise. We can easily observe that the network is able to settle down under the both conditions after a short time of oscillation, and the convergence speed of the network is faster for small noise level, e.g., σ 2 = 0 dBm 2 , than that of large noise level. Furthermore, because of the existence of measurement errors, the stable output of the network may deviate from the true values when the noise level is increased, e.g., σ 2 = 10 dBm 2 , but the final results can still approximate the true source coordinates. Therefore, the numerical experiment results demonstrate that our neural model equips the abilities of convergence and stability.
B. SIMULATION RESULTS OF LOCALIZATION PERFORMANCE
In this subsection, several simulation tests have been conducted to examine the localization performance and robustness of the neural network for multiple sources localization. We compare the LPNN-based localization method designed in this paper with three classic algorithms extended to the multi-source scenarios, such as the iterative Taylor method employed in [28] , the two-step WLS [5] and the SDP [6] algorithms, as well as the CRLB derived in Section III for multiple sources.
In the five simulation tests below, four sensors are deployed at (−400, −400) m, (−400, 400) m, (400, − 400) m, and (400, 400) m, and the true source positions are randomly generated within the convex hull of four sensors. Besides, the initial points for iterative Taylor method are chosen from the center of convex hull. Furthermore, the measured noise powers at different sensors are usually not identical and the covariance of position error at each sensor is also unequal. Therefore, the measured noise powers of source u j at the four sensors are set as σ 2 1,j = σ 2 , σ 2 2,j = 1.2σ 2 , σ 2 3,j = 1.5σ 2 , σ 2 4,j = 2σ 2 , respectively. The position error covariance of four sensor are set as σ 2
s,4 = 5σ 2 s , respectively. And as mentioned before, the source localization accuracy is measured by MSE, which is 
j is the estimate of l-th trail for source u j , j = 1, 2, . . . , N . The results are eventually given after taking the natural logarithm.
In the first test, we examine the case where there are two sources can be detected at the same time and the source positions are located at (240, −310) m and (280, −270) m. s is fixed at 5 m 2 . We can observe from Fig. 8 that the solution of LPNN is optimal as its position MSE can attain the CRLB within a large measurement noise range. However, due to relaxation performed in the SDP algorithm is not tight enough, which causing the estimation result is suboptimal. Besides, the twostep WLS algorithm can reach the CRLB when the noise power is relatively small, namely σ 2 ≤ 15 dBm 2 . But when the noise power increases, the algorithm suffers from the threshold effect. The result of iterative Taylor method deviates from the CRLB immediately mainly because this method is sensitive to the initial points, and thus it will encounter with convergence problem.
In the second test, the position of the two sources are located at (5, −41) m and (30, 143) m, which are much closer to the center of the convex hull of the sensors. The MSEs versus the level of measurement noise is shown in Fig. 9 and other simulation settings are the same as those in first test. According to Fig. 9 , we can find that the estimation result of two-step WLS deviates from the CRLB, which indicates that the algorithm has failed in this case. This is mainly because the corresponding matrix in the algorithm is approximately singular due to the distance from source to sensor is close in this case, which causing the inaccurate estimation results. However, the proposed LPNN method will not suffer from this problem and it performs even better than the iterative Taylor method, as well as the SDP algorithm extended from [6] .
In the third test, we examine the impact of synchronization error on the estimated performance of the algorithms when there are two sources located at (140, 210) m and (180, −170) m. The MSEs versus the level of range deviation VOLUME 7, 2019 due to the clock asynchronization are shown in Fig. 10 , where the measurement noise power σ 2 is set as 5 dBm 2 and the sensor position error covariance σ 2 s is fixed at 5 m 2 . Fig. 10 shows that the LPNN can reach CRLB over a large range of synchronization errors, which verifies the optimality of our proposed method. Furthermore, the other three algorithms fail to yield an accurate estimate as the range deviation increases.
In the fourth test, the source positions are the same as in the third test and the MSEs versus the level of sensor location error are exhibited in Fig. 11 . The measurement noise power and the range deviation covariance are set as 5dBm 2 and 400 m 2 , respectively. It can be seen from Fig. 11 that the proposed method can provide the best estimation performance under large sensor position errors and its superior performance is shown again.
Furthermore, we note that in the actual positioning scenarios, the number of sources that can be detected simultaneously may be more than two. Then we generalize our method to these cases. It is worth pointing out that for cases with different number of sources, we can add or reduce extra neurons representing additional source position variables in the neural network in order to apply our method in these cases. That is say, we just need to turn on or switch off the corresponding circuit units in the network in Fig. 2 .
Therefore, in the fifth test, we examine the case where there are three sources can be detected simultaneously and the source positions are located at (−69, −133) m, (−10, − 6) m and (249, −112) m, where the values of range deviation covariance and the sensor position error covariance σ 2 s are the same as those in the first test. The MSEs versus the level of measurement noise is shown in Fig. 12 . Fig. 12 shows that the proposed LPNN method is still optimal than other numerical algorithms when there are more than two sources to be localized. However, due to a source position is close to the center of the convex hull of the sensors, the corresponding matrix in two-step WLS is ill-conditioned, and the algorithm is eventually failed.
VII. CONCLUSIONS
In this paper, we propose to utilize TOA measurements to localize multiple sources based on the fact that TOAs of each source contain the same sensor displacements. We first prove that the theoretical positioning performance can be improved by jointly estimating the multiple sources under the same sensor position error. Then we employ the LPNN framework to solve the ML problem and build up an asymptotically stable neural network. The proposed network have better localization performance over traditional numerical algorithms through our simulations. Besides, the computational complexity of the proposed method is lower than those of the other three algorithms in a single iteration.
We point out that multi-source localization is an essential task and there are still other problems need to be investigated, e.g., we assume that the potential data association between TOA measurement and its original radiating source has already been accomplished. However, the task of data association is challenging but also very meaningful when there is no disjoint feature to classify the obtained positioning parameters, and we will address this problem in our future work.
APPENDIX

A. PROOF OF PROPOSITION 1
Here the proposition 1 is proved by mathematical induction. We first prove that when K = 2, the proposition is established. According to (16) , when there are two emitting sources, we have
Then (45) 
