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Abstract
This article presents a novel fuzzy–logic based multi-sensor data fusion algorithm for combining heading estimates
from three separate weighted interval Kalman filters to construct a robust, fault-tolerant heading estimator for the
navigation of the Springer autonomous surface vehicle. A single, low-cost gyroscopic unit and three independent
compasses are used to acquire data onboard the vehicle. The gyroscope data, prone to sporadic bias drifts, are fused
individually with readings from each of the compasses via a weighted interval Kalman filter. Unlike the standard
Kalman filter, the weighted interval Kalman filter is able to provide a robust heading estimate even when subject to
such gyroscope bias drifts. The three ensuing weighted interval Kalman filter estimates of the vehicle’s heading are
then fused via a fuzzy logic algorithm designed to provide an accurate heading estimate even when two of the three
compasses develop a fault at any time. Simulations and real-time trials demonstrate the effectiveness of the proposed
method.
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Introduction and background
The roles envisaged for autonomous surface vehicles
(ASVs) are rapidly expanding, with proposed applica-
tions not just in the military domain but also for civil-
ian, commercial, industrial and research purposes.1
Therefore, there is a growing interest in developing
autonomous navigation systems for these types of vehi-
cles that are both reliable and low cost.
The operation of the Springer ASV is based on the
integration of navigation, guidance and autopilot sub-
systems, the reliability of the whole being dependent
upon the performance of each individual subsystem. A
block diagram of this architecture is shown in Figure 1.
The aim is to automatically steer the vehicle along a tra-
jectory specified by a mission plan, using the guidance
system that generates the desired or reference heading
of the vehicle for each time step. The navigation system
uses sensors to determine the vehicle’s actual heading
angle, and the autopilot generates the necessary thruster
demands to adjust the vehicle’s heading to maintain its
course.
Although the focus of this article is on the heading
estimation for the navigation subsystem, the other sub-
systems are utilised for holistic simulation purposes and
in real-time trials, hence are also briefly described in
this section, along with the background information on
the Springer ASV. However, a mode detailed analysis
on the estimation of the vehicle using Kalman filtering
ensues and serves as the basis for the techniques devel-
oped in the following sections.
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Objectives and outline
The Kalman filter (KF) provides statistically optimal
heading estimates, but it does so only if certain model-
ling hypotheses are met. It would become unreliable if
the predicted behaviour of any component was to
change, such as the development of a sensor fault.
Multi-sensor data fusion (MSDF) techniques are soft-
ware approaches that combine information from multi-
ple sensors to improve reliability and accuracy. Sensor
fusion based on KF technology has been widely used in
navigation systems.2–5 If redundant information is
available, the system can be made fault tolerant. While
numerous techniques exist, one approach, known as
decentralised Kalman filtering, is based on fusing esti-
mates from various local KFs.6 The method described
here is one such technique, but its novelty lies in that it
has been designed with the intent of being able to fuse
individual weighted interval Kalman filter (wIKF) esti-
mates as well.
The wIKF is a recent development in robust filtering
techniques that extends the applicability of the KF to
systems with finite modelling uncertainty, relaxing the
restrictive hypotheses of the KF. The wIKF and its
application to the heading estimation of Springer are
briefly summarised in section ‘Robustness and interval
Kalman filtering’, with the advantage of employing it
over the KF when unforeseen gyroscope biases may
develop also being explained.
The MSDF algorithm previously developed is then
applied to the fusion of wIKF estimates, providing a
system that is both fault tolerant and robust to model-
ling uncertainty. The results of applying the method in
real-time trials with the Springer ASV are then pre-
sented, followed by a concluding section.
Springer ASV
Springer (Figure 2) is a medium waterplane twin hull
battery-powered vessel designed as a test bed for devel-
oping autonomous capabilities. The 4-m-long and 2.3-
m-wide vehicle is propelled by two 24-V, 74-lbs electric
Minn Kota Riptide transom-mounted saltwater trol-
ling motors. Particular focus is given to steering con-
trol, achieved by controlling the difference in propeller
revolution rates.
The vehicle is equipped with onboard computers
contained in watertight Pelican Cases on each hull.
The computers are connected to a motor driver housed
within one of the hulls allowing them to command the
motors, and a WiFi router atop a mast enabling them
to be remotely accessed for the purposes of mission
supervision and configuration. The mast also houses
Global Positioning System (GPS) units which transmit
localisation data to the computers. For heading estima-
tion, one of the Pelican Cases houses a suite of elec-
tronic compasses and a gyroscopic unit, details of which
are described next, whereas further details of other
hardware can be found in a previous publication.7
Springer navigational suite
The navigational suite of Springer includes a low-cost
micro-electromechanical systems (MEMS) gyroscope
unit and three digital magnetic compasses, the main
characteristics of which are summarised in Table 1.
The sensorial redundancy may appear wasteful, but
in practice, sensor failure is a common occurrence,
Figure 1. Navigation, guidance and control block diagram.
Figure 2. Springer ASV during trials at Roadford Lake, Devon,
UK.
ASV: autonomous surface vehicle.
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especially when low-cost hardware is involved. By way
of example, during some recent trials undertaken with
the ASV, a sporadic communications error between
one of the compasses and the main onboard computer
impeded the transmission of data between these. In this
case, it sufficed to manually switch to another compass,
but during an autonomous mission, such a luxury
would not exist and the occurrence of a hardware fail-
ure during the course of a mission would most likely
result in its forced abortion.
Autonomous way-point tracking
Consider the tracking mission depicted in Figure 3.
The mission plan is a series of specified way-points with
known coordinates that the vehicle must pass through,
for which at each time step, the guidance system gener-
ates a reference heading angle according to
r kð Þ= arctan yd kð Þ  y
ASV kð Þ
xd kð Þ  xASV kð Þ
 
ð1Þ
where xASV and yASV represent the current locations of
the vehicle, assumed to be known at each sampling
time via a GPS receiver, and xd and yd the target coor-
dinates or coordinates of the next way-point. The
autopilot then assesses the difference between this
desired reference heading and the actual heading of the
vehicle in order to determine the control action or dif-
ferential motor speed that must be applied to keep the
vehicle on course. Although more sophisticated autopi-
lots have been proposed for ASV steering,12 for this
study, a simple state-feedback autopilot is implemented
based on a linear state–space model of the vehicle’s
steering dynamics obtained through system identifica-
tion techniques. The model provides the vehicle turning
rate in terms of the applied difference in motor revolu-
tion rates for a given vehicle speed, in this case for a
fixed value of 1.5m s21, and is also used to simulate
the vehicle’s motion. Details of the vehicle model and
the autopilot are given in Appendix 1.
It should be mentioned that in the simulations car-
ried out in this article, a disturbance was added
whereby the water surface was assumed to be moving
with a current of 0:1ms1 in a northerly direction,
transporting the vehicle along this direction without
affecting its heading. The purpose of this additional
disturbance is related to autopilot capability studies
and does not directly affect the study herein.
Kalman filtering for heading estimation
Let Oi represent the actual turning rate of the vehicle
and O0 the gyroscope reading, given by
O0 =Oi+v ð2Þ
where v is the random noise associated with the mea-
surement. The heading of the vehicle can be obtained
by discrete integration of the turning rate, that is
u k+1ð Þ= u kð Þ+Ts3Oi kð Þ ð3Þ
where Ts is the sampling time and k is the number of
time steps. In terms of the gyroscope reading, this is
equivalent to
u k+1ð Þ= u kð Þ+Ts3 O0 kð Þ  v kð Þ½  ð4Þ
Table 1. Springer sensor suite for heading determination.
Unit Technology Measurement noisea
TinkerKit gyroscope Two-axis MEMS technology gyro, based on the LPR5150AL from
ST Microelectronics8
0.05 s21 RMS
TCM2 compass Magneto-inductive effect three-axis magnetometer with two-axis
inclinometer for tilt compensation9
1 RMS
HMR3000 compass Magneto-resistive sensors in three orthogonal directions, with
fluidic tilt sensor for tilt-compensated heading10
0.5 RMS
KVH C100 compass Flux-gate compass with iron magnetic compensation11 0.5 RMS
MEMS: micro-electromechanical systems; RMS: root mean square.
aApproximate values obtained from testing the devices in the trials environment. The compasses were sampled at 1Hz, corresponding to the overall
sampling time used in the vehicle’s control loop. The gyroscope was sampled at the faster rate of 5Hz and the RMS noise value is the result of
smoothing the acquired signal over a period of 1 s.
Figure 3. Way-point tracking mission.
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Given an initial heading estimate u^(0), the subse-
quent headings can, of course, be estimated from the
successive gyroscope measurements alone
u^ kð Þ= u^ 0ð Þ+Ts
Xk1
i=0
O0 ið Þ ð5Þ
Assuming that the time-sampled noise sequence
fv(k)g is white noise and normally distributed with var-
iance q and Eu^(0)= u(0), then the estimate is unbiased
in the sense that
E u^ kð Þ=E u^ 0ð Þ+Ts
Xk1
i=0
EO0 ið Þ
= u 0ð Þ+Ts
Xk1
i=0
Oi ið Þ= u kð Þ
ð6Þ
However, its variance grows linearly with time
varu^ kð Þ= varu^ 0ð Þ+T2s var
Xk1
i=0
O0 ið Þ
= varu^ 0ð Þ+T2s
Xk1
i=0
varv ið Þ= varu^ 0ð Þ
+ kT2s q
ð7Þ
that is, with roughly 68% probability the root mean
square (RMS) error of the estimate will lie between
6
ﬃﬃﬃ
k
p
Tsq
1=2 after k time steps.
Not only does the variance of the estimation error
increase with time but also the resulting error sequence
will no longer be white noise, but rather, what is known
as a random walk, causing the estimate to drift from the
true value, a phenomenon which in this case is com-
monly referred to as gyro integration drift.
Figure 4(a) depicts, for an initial 100-time step simu-
lation of the way-point tracking mission, the actual
turning rate of the vehicle, Oi(k), as compared to simu-
lated gyroscope readings of the same, O0(k), for which
the noise v(k) is generated pseudo randomly according
to a normal distribution with zero mean and variance
q=0:052 (8s1)2 (Figure 4(c)). The actual vehicle head-
ing (u(k)= u(0)+Ts
Pk1
i=0 Oi(i); u(0)=0) is shown in
Figure 4(b) along with the heading obtained from inte-
gration of the gyroscope readings (equation (5), where
u^(0)=0), and the difference between these two,
u^(k) u(k)=Ts
Pk1
i=0 v(i), is plotted in Figure 4(d).
The plot shown in Figure 4(d) is characteristic of a ran-
dom walk, and the accumulated heading prediction
error is around 0.8, which is a likely value, givenﬃﬃﬃﬃﬃﬃﬃ
100
p
3130:05=0:58. The system operates at a sam-
pling time Ts=1s.
Figure 4(b) also shows simulated compass readings,
zu(k), generated as pseudo random values drawn from
the normal distribution with mean equal to the actual
vehicle heading at each time step, u(k), and variance
r=182
zu kð Þ= u kð Þ+ n kð Þ, n kð Þf gwhite noise;N 0, r=1ð Þ ð8Þ
Unlike the gyroscope estimate, compass readings do
not suffer from integration drift; however, the measure-
ment noise is typically larger than that of an inertial
sensor, and smoothing of the signal due to integration
is not present. Hence, direct measurement of the head-
ing produces a relatively noisy signal. In order to
exploit the precision of the gyroscope for short-term
estimation together with the long-term accuracy of the
compass, the KF has long been the data fusion algo-
rithm of choice.
Defining the state variable x(k) as the heading angle
at each time step, equation (4) can be viewed as the
state equation for predicting the next state given the
current state and known input
x k+1ð Þ= x kð Þ+Ts u kð Þ  Ts v kð Þ ð9Þ
where the input u(k) is the gyroscope reading, O0(k).
The measurement equation is given by the compass
measurement model
zu kð Þ= x kð Þ+ n kð Þ ð10Þ
Equations (9) and (10) are of the standard form
x k+1ð Þ=Ax kð Þ+Bu kð Þ+v kð Þ ð11Þ
z kð Þ=C x kð Þ+ n kð Þ ð12Þ
x kð Þ, v kð Þ 2 <n, u kð Þ 2 <m, z kð Þ, n kð Þ 2 <l,
A 2 <n3n, B 2 <n3m andC 2 <l3n
with n=m= l=1 and v(k) and n(k) mutually inde-
pendent white noise sequences, with zero-mean normal
distributions with known covariances q and r, respec-
tively, for which, given an initial estimate of the state,
x^(0), and of the state estimate error covariance,
P(0)=E½x(0) x^(0)2, the KF (Appendix 2) can be
applied. Under these assumptions, the KF provides sta-
tistically optimal estimates of the system state.13
The sequence of KF heading estimates for the afore-
mentioned vehicle simulation, u^KF(k), given u^KF(0)=0
and P(0)=0, is shown in Figure 4(b). A quantitative
assessment of each estimation method is provided in
Table 2. It shows that while the gyroscope predictions
are more accurate than the compass measurements for
short-term prediction, in the long term, the gyroscope-
based prediction RMS error increases indefinitely with
time. However, the KF estimate, which fuses the gyro-
scope prediction with compass measurement, is more
accurate than either of these taken individually (note
that this is true at least statistically, even though what
is shown here is a particular realisation of said statis-
tics). Moreover, the detectability of A and C guarantees
that the error covariance of the KF remains bounded,
and in this case, it is trivial to verify as the system is sca-
lar.14 Note that stability of the filter guarantees that the
estimation error will be bounded, regardless of whether
the plant being regulated is stable or not.
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Figure 4. Initial 100-time step simulation of the tracking mission: (a) actual turning rate of the vehicle and (noisy) gyroscope
measurement; (b) actual heading of the vehicle, predicted heading based on dead reckoning from gyroscope readings, (noisy)
compass measurements and KF heading estimate; (c) gyroscope noise; and (d) integrated gyroscope noise (random walk).
KF: Kalman filter.
Table 2. Comparison of heading estimate errors.
Method for heading estimation Heading RMS error from k= 1 to N ()
N= 100 N= 200
Gyroscope reading integration (dead reckoning) egyro = N
1 PN
k= 1
u kð Þ  u^ kð Þ 2 1=2 0.312 0.603
Compass measurements ez = N
1 PN
k= 1
u kð Þ  zu kð Þ½ 2
 1=2
0.927 0.965
Kalman filter estimate eKF = N
1 PN
k= 1
u kð Þ  u^KF kð Þ
 2 1=2
0.013 0.012
RMS: root mean square.
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Fuzzy data fusion algorithm for Kalman
estimates
The Springer ASV is, as detailed in section
‘Introduction and background’, equipped with a gyro-
scope and three magnetic compasses. A KF can be
built to fuse data between the gyroscope and each indi-
vidual compass, as explained previously, resulting in
three distinct KFs that are identical in their predictive
models (equation (9)) but with different compass mea-
surement noise covariances. However, if a compass was
to fail, the corresponding KF performance would
degrade significantly. Hence, there should exist some
mechanism by which a faulty KF estimate should auto-
matically be rejected in the vehicle’s navigation system.
The fuzzy data fusion algorithm proposed here
assigns a weight to each of the three KF estimates, so
that the fused state estimate may be computed as
u^fKF kð Þ=
X3
i=1
wi kð Þ u^KFi kð Þ ð13Þ
Being a linear combination of the individual KF esti-
mates, the stability of the fused estimate follows from
that of each individual filter. The weighting decision is
based on assessing the innovation sequence of each KF.
A KF innovation sequence is defined as the difference
between the measurement of the output and the pre-
dicted value
inn kð Þf g= z kð Þ  C x^ kjk 1ð Þf g ð14Þ
which in this case corresponds simply to the difference
between the compass measurement at time k and the
predicted heading given the previous heading estimate
and gyroscope reading. It is well established that in an
ideal scenario, the innovation sequence should be com-
posed of zero-mean white noise.2,15 Thus, a KF’s inno-
vation sequence could be monitored to detect a failure
in the KF which may then be used to penalise its con-
tribution in equation (13).
In order to monitor the innovation, which in general
is a random process, hence its values when considered
individually are meaningless, a simple moving average
(SMA) is computed
SMA kð Þ=m1
Xk
i= km+1
inn ið Þ ð15Þ
m being the number of samples considered in the mov-
ing average. Since the SMA is, in the ideal case, a sum
of zero-mean independent random variables, it is in
itself a zero-mean random variable, tending to be nor-
mally distributed by the Central Limit Theorem.
However, its variance is m times smaller than that of
the innovation random variable. Thus, sporadic high
values of the SMA occur with less likelihood, and sus-
tained occurrences of these will be indicative of an
innovation that is no longer white noise. Hence, it is
this value that is monitored to indicate a compass fault
in the KF estimate.
Based on this idea, the following rules would ade-
quately modify a KF’s contribution to the fused esti-
mate: if the SMA is somewhat larger or smaller than
zero, decrease the weight of the corresponding KF; else
if it is zero, increase its weight. In order to quantify
these statements, consider the following membership
functions, shown graphically in Figure 5, in which
SMAN, SMAP, DWN and DWP are some threshold
values:
 Input membership functions
Negative function :
miN=
1 if SMA\ SMAN
SMA=SMAN if SMAN4SMA\ 0
0 if SMA50
8><>:
ð16Þ
Zero function :
miZ=
1 SMA=SMAN if SMAN4SMA\ 0
1 SMA=SMAP if 04SMA4SMAP

ð17Þ
Positive function :
miP=
0 if SMA\ 0
SMA=SMAP if 04SMA\ SMAP
1 if SMA5SMAP
8><>: ð18Þ
Figure 5. (a) Input and (b) output membership functions.
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 Output membership functions
Negative function :moN=
1 if DWN4SMA\ 0
0 otherwise

ð19Þ
Positive function :moP=
1 if 04SMA\DWP
0 otherwise

ð20Þ
In order to avoid brusque transitions in the com-
bined estimate, the output to the fuzzy logic inference
system is chosen to be a change in the weight of the fil-
ter, Dw, rather than the weight itself (Figure 5(b)).
Based upon the aforementioned membership func-
tions, the following fuzzy rules are established:
 Rule 1: If SMA is negative, then Dw is negative;
 Rule 2: If SMA is zero, then Dw is positive;
 Rule 3: If SMA is positive, then Dw is negative.
Then, at each sampling time k, depending upon the
value of the SMA, Dw is computed as follows:
 Case 1: SMA \ SMAN –Rule 1 applies and Dw is
given by the horizontal projection of the centroid of
the negative output membership function, that is,
Dw=DWN=2.
 Case 2: SMAN \ SMA4 0 – Both Rule 1 and
Rule 2 apply. Let miN represent the degree of mem-
bership of the input to the negative input member-
ship function (Rule 1), and miZ its degree of
membership to the zero input membership function
(Rule 2). Then, Dw is computed as the horizontal
projection of the centroid of the area comprising
the portions of the negative and positive output
membership functions below the values miN and m
i
Z,
respectively (Figure 6)
Dw=
 12 DWN23miN+ 12DWP23miZ
DWN3miN+DWP3miZ
ð21Þ
 Case 3: 0 \ SMA \ SMAP – Both Rule 2 and
Rule 3 apply. Let miZ represent the degree of mem-
bership of the input to the zero input membership
function (Rule 2), and miP its degree of membership
to the positive input membership function (Rule 3).
Then, Dw is computed as the horizontal projection
of the centroid of the area comprising the portions
of the positive and negative output membership
functions below the values miZ and m
i
P, respectively
Dw=
 12DWN23miP+ 12DWP23miZ
DWN3miP+DWP3miZ
ð22Þ
 Case 4: SMAP4 SMA –Rule 3 solely applies, and
Dw is given by the horizontal projection of the cen-
troid of the negative output membership function,
that is, Dw=DWN=2.
Once Dw has been calculated at time step k for each
KF (Dwi(k), i=1, 2, 3), these values can be normalised,
so that their sum equals zero to ensure that the sum of
the weights themselves remains equal to 1 (the weights
are initialised equally at 1=3 for k=0)
Dwi kð Þ=Dwi kð Þ  a, i=1, 2, 3,
witha such that
X3
i=1
Dwi  að Þ=0, that is,
a=
1
3
X3
i=1
Dwi
ð23Þ
resulting in the updated weights of each filter given by
wi kð Þ :¼ wi k 1ð Þ+Dwi kð Þ, i=1, 2, 3 ð24Þ
However, direct application of equation (24) might
yield updated weights outside of the interval [0, 1]. To
restrict the values of the weights to this interval, the fol-
lowing redistribution procedure is performed. Instead
of directly updating all the weights according to equa-
tion (24), these are tentatively updated in some auxili-
ary variables
wi :¼ wi k 1ð Þ+Dwi kð Þ, i=1, 2, 3 ð25Þ
The following three possibilities exist:
 If all wi are between 0 and 1 (inclusive), then these
are taken directly as the updated weights wi(k)
(equation (24)).
Figure 6. Calculation of the output Dw for Case 2 (SMAN \ SMA4 0).
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 If (only) one of the wi is less than zero, for exam-
ple, wj \ 0, then Dw

j is defined as
Dwj :¼ wj(k 1), that is, the part of Dwj(k) that
is actually used to make the corresponding updated
weight equal to zero. Then, the remaining two
weight increments are normalised again:
Dwi (k) :¼ Dwi (k) a, i=1, 2, 3 and i 6¼ j, with a
such that Dwj (k)+
P3
i=1
i 6¼j
(Dwi  a)=0, whereby
a=(1=2)½Dwj (k)+
P3
i=1
i 6¼j
Dwi . The new prospec-
tive weights are then given by wi = wi(k 1)+
Dwi (k), i=1, 2, 3, where in particular w

j =
wj(k 1)+Dwj (k)=0. If none of the resulting
wi are negative, then these are the updated weights
wi(k); however, if one of them is negative, for exam-
ple, wl \ 0, then the updated weights are
wj(k)=0, wl(k) :¼ 0 and wi(k) :¼ 1, i 2 f1, 2, 3g
and i 6¼ j, l.
 If two of the wi obtained using equation (25) are
negative, for example, wj \ 0 and w

l \ 0, this
implies that the third weight,
wi , i 2 f1, 2, 3g and i 6¼ j, l, will be larger than one,
since the sum of the three is always equal to unity.
Therefore, it suffices to take wj(k) :¼ 0, wl(k) :¼ 0
and wi(k) :¼ 1.
This scheme allows for weights that at some
point devolve to a zero value, signifying complete rejec-
tion of the corresponding KF, to start recovering if
and when they are subsequently prescribed positive
weight increments. A similar scheme without recovery
is easily implemented by flagging down a KF that is
assigned a zero weight at any given time, thenceforth
permanently assigning it a zero weight and carrying out
the weight redistribution process among the remaining
filters.
The fuzzy logic assignment of weight increments and
ensuing normalisation or redistribution occurs only
after an initial m time steps, required to compute the
SMA of the innovation, have elapsed, prior to which
the weights are maintained equally at 1=3.
Figure 7 shows a complete simulation of the vehicle
way-point tracking mission, assuming the autopilot has
Figure 7. Simulation of way-point tracking mission: (a) actual path taken by the vehicle; (b) actual heading, KF heading estimates
and fuzzy logic–fused KF estimate; (c) innovations sequence of each KF; (d) SMA of each KF innovation; and (d) fuzzy weights
assigned to each KF.
KF: Kalman filter; SMA: simple moving average.
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access to the system state vector (Appendix 1).
Although not important to this study, for complete-
ness, the actual path followed by the vehicle is shown
in Figure 7(a). The vehicle steering model allows com-
putation of the heading from the autopilot signal, and
gyroscope readings and compass measurements are
obtained as described in section ‘Introduction and
background’. Three different compasses are simulated,
with noise processes ni;N(0, ri), along with their
respective KFs (fusion of gyroscope with each compass
individually; Table 3), initialised with u^KFi(0)=0 and
PKFi (0)=0, i=1, 2, 3.
In order to test the fault tolerance of the fused KF
estimate, during the course of the simulation, two com-
passes are made to fail in such a way that their readings
remain frozen at the last good value before failure.
Concretely, the compass associated with KF3 freezes at
k=150 and the one associated with KF1 at k=350.
The actual vehicle heading at each time step and the
three individual KF estimates are shown in Figure 7(b).
It shows how, after a compass failure, the affected KF
estimate tends to the respective frozen compass value
when the gyroscope reading is small (i.e. during the
straight line segments of the trajectory).
The fused KF estimate is also shown in Figure 7(b).
In order to understand its progression, the innovations
of each KF are shown in Figure 7(c), and their SMAs
in Figure 7(d), based upon which the fuzzy logic system
calculates the weight increments for each filter. The
resulting weights are shown in Figure 7(d). The SMA
length and fuzzy membership function threshold val-
ues, chosen heuristically, are given in Table 4. Recovery
of weights was not permitted.
Table 5 summarises the RMS errors of the three KF
estimates and the fused estimate. Note that the major-
ity of the error of the fused estimate occurs due to the
transient periods shortly after the compass failures, as
the fusion weights need time to adjust.
Robustness and interval Kalman filtering
Navigation systems that rely on low-cost hardware
such as MEMS gyroscopes and compasses for deter-
mining vehicle heading are subject to uncertainties
inherent in such units, such as time- and temperature-
dependent bias drifts. These uncertainties translate into
inaccurate predictive or measurement models. The KF
approach to fusing noisy sensor data that have been
used so successfully with high-grade units, whose mod-
els are known with precision, is subject to serious
degradation when applied to inaccurately modelled sys-
tems. However, it is the low cost and small size of
MEMS sensors that enable their availability for wide-
spread civilian applications. Hence, another arm of the
Springer project also focuses on the development of a
robust KF technique that yields accurate estimates
even in the face of modelling uncertainty.
Consider a model such as the one given by equations
(11) and (12), in which the elements of the matrices
A, B and C are not known precisely but known to lie
within certain bounds. If these bounded uncertain ele-
ments are described as intervals, then the system can be
described by an interval model rather than a point-
valued one (equations (26) and (27))
x k+1ð Þ=AIx kð Þ+BIu kð Þ+v kð Þ ð26Þ
z kð Þ=CI x kð Þ+ n kð Þ ð27Þ
in which AI, BI and CI are interval-valued matrices,
that is, their elements are made up of intervals of the
form
mIi, j= m
min
i, j ,m
max
i, j
h i
; with mmini, j ,m
max
i, j 2 < ð28Þ
where min and max refer to the minimum and maxi-
mum values of the interval, respectively. Based on this
idea of interval model, and the appropriate concepts of
interval mathematics, Chen et al.16 proposed the so-
called interval Kalman filter (IKF) as a direct extension
of the traditional KF for interval systems. However,
the IKF provides state estimates in the form of inter-
vals rather than point values, so that at each time step,
there is an upper and lower bound to the estimate.
Moreover, this interval estimate guarantees to contain
every KF estimate that would be obtained based on
any point-valued model contained in the interval
model. Therefore, if the true system dynamics is
Table 3. KF characteristics.
Gyroscope noise model Compass noise model
KF1 q= 0:05
2 (8s1)2 r1 = 0:2582
KF2 r2 = 18
2
KF3 r3 = 98
2
KF: Kalman filter.
Table 4. Parameter values for fusion algorithm.
Parameter Value
SMA length 20
SMAN 25
SMAP 5
DWN 20.05
DWP 0.05
SMA: simple moving average.
Table 5. KF and fused KF estimate errors.
Method Heading RMS error ()
KF1 112.75
KF2 0.21
KF3 147.28
Fused estimate 0.72
KF: Kalman filter; RMS: root mean square.
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contained within the interval model, then the optimal
KF estimate is also contained within the IKF bounds.
The weighted IKF (wIKF) state estimate is then sim-
ply a weighted average of the IKF bounds
x^wIKF kð Þdefmin x^IKF kð Þ	 

+w max x^IKF kð Þ	 
min x^IKF kð Þ	 
  ð29Þ
where x^IKF(k) is the IKF state estimate at time step k.
Consider the case l=1 (single output system). The
IKF estimate of the system output is then the interval
value yIKF(k)=CIx^IKF(k). A desired weighting
sequence fw(k)g can be thought of as that which
applied to the bounds of yIKF(k) yields the estimates of
an ideal KF (one based on the actual system dynamics)
at every time step, that is
w kð Þ 2 1, 0½  : min CIx^IKF kð Þ	 

+w kð Þ max CIx^IKF kð Þ	 
max CIx^IKF kð Þ	 
 
=Cx^idealKF kð Þ
ð30Þ
Research shows how it is possible to train an artifi-
cial neural network (ANN) to model the correlation
between the innovations of a nominal KF (based on
some nominal model contained within the interval
model) and the desired weight,17 that is, a mapping
innKFnominal (k) !ANNw(k) equation (30) is satisfied.
The training of this ANN involves a target, and it is
necessary, therefore, to have the ideal KF estimate,
hence the correct model of the system. However, the
training can be based on simulation alone using
hypothesised true and nominal dynamics. It can be
shown that the trained ANN can be used to predict the
desired weight independently of these hypothetic sys-
tems used to train the ANN, as long as they lie within
the interval model that describes the bounded
uncertainty.
For this particular study, consider the gyroscope sus-
ceptible to developing some bias, as low-cost MEMS
gyros are typically subject to null drift due to various
reasons.18 Its reading can then be considered to be the
sum of the actual turning rate, a bias, and a measure-
ment noise (equation (31), Figure 8)
O0 =Oi+ b+v ð31Þ
The predictive model of the vehicle heading based on
gyroscopic readings then becomes
u k+1ð Þ= u kð Þ+Ts3 O0 kð Þ  b v kð Þ½  ð32Þ
If the precise value of the gyroscope bias cannot be
known (e.g. if it is susceptible to change), but, however,
its value can be bounded, bgyromin4b
gyro4bgyromax, then this
predictive model can be written as an interval model.
For the purpose of applying an IKF, the state dynamic
and measurement equations may be expressed as
x k+1ð Þ
0
 
=
1 0
0 0
 
x kð Þ
0
 
+
Ts Ts bgyromin , bgyromax
 
0 0
 
u kð Þ
1
 
+
Tsv kð Þ
0
 
ð33Þ
zu kð Þ= 1 0½  x kð Þ0
 
+ n kð Þ ð34Þ
where x(k) represents the vehicle heading, u(k). The
IKF then yields an interval estimate at each time step,
x^IKF(k). A point-valued model contained in the interval
model (33) would simply be
x k+1ð Þ
0
 
=
1 0
0 0
 
x kð Þ
0
 
+
Ts Ts bgyro
0 0
 
u kð Þ
1
 
+
Tsv kð Þ
0
  ð35Þ
zu kð Þ= 1 0½  x kð Þ0
 
+ n kð Þ ð36Þ
for some value bgyro 2 ½bgyromin , bgyromax.
Consider an example in which b
gyro
min =  48s1 and
bgyromax =48s
1. In order to train an ANN as described
earlier, a training mission was established consisting of
a different set of way-points. In it, an IKF was simu-
lated along with a KF based on a nominal model given
by equations (35) and (36) with bgyro=0. The gyro-
scope readings were simulated for different lengths of
time with different biases between 4 and 48s1, and
an ideal KF was also simulated (based on a model
given by equations (35) and (36) with bgyro always being
equal to the ‘true’ bias or bias used to simulate the
gyroscope readings). The ANN trained was a feed-
forward multi-layer perceptron with three time delays
in the inputs, one hidden layer of five neurons with
hyperbolic tangent activation functions and a linear
output neuron.
Figure 9 depicts a simulation of the original way-
point mission described in section ‘Introduction and
background’. The gyroscope readings were simulated
with biases of 18s1 for 04k4300, 3:958s1 for
300\ k4650 and of 3:758s1 for the remainder of
the simulation (Figure 9(a) and (b)). The heading of the
vehicle is shown in Figure 9(c) along with the interval
estimates from an IKF. Figure 9(d) shows the nominal
KF estimates and those of a wIKF using the previously
trained ANN. It clearly shows that while the KF
Figure 8. Gyro measurement model: Oi is the actual rate of
change of heading angle of the vehicle, whereas O0 is the value
output by the gyroscope mounted on the vehicle.
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estimate is degraded due to the incorrect model used,
the wIKF provides accurate estimates. Finally,
Figure 9(e) shows the innovation sequence of the nom-
inal KF, which is no longer white.
As a note regarding stability considerations, it
should be stated that while the KFs constructed upon
equations (35) and (36) are easily seen to be stable, the
stability of the IKF constructed upon the containing
interval model (equations (33) and (34)) does not
immediately follow. The reason is not to do with the
filter equations themselves but with their implementa-
tion. Execution of the algorithm requires operation
with interval quantities using interval arithmetic (IA).
The properties of IA are defined19 in such a way that
calculations on interval elements yield further interval
elements which guarantee to enclose (although not
necessarily be equal to) the actual solution set, a funda-
mental quality known as the inclusion property, and by
virtue of which the IKF bounds guarantee to contain
the estimates of every KF based on a model contained
within the interval model. However, this conservatism
of IA can result in IKF bounds that diverge, even when
the actual solution set remains bounded. It is to be
stressed that the problem is one of the implementation
of the IA calculations and not with the filter equations
per se. If IA could be carried out with infinite sharp-
ness, then the IKF would yield stable bounds if the
containing KFs were all stable. However, this is not the
case in practice, and the propensity of the IKF bounds
to diverge depends on the underlying system dynamics.
A detailed analysis is beyond the scope of this article,
but techniques to improve the tightness of the IKF
bounds have been the object of recent study20,21 and
have been used in implementing the IKF used herein.
Robust and fault-tolerant heading
estimation
Here, fault tolerance refers to being able to operate
despite compass failure, a quality which the fuzzy KF
fusion algorithm was designed to provide by exploiting
the sensor redundancy. However, robustness is used
with reference to a KF being able to predict accurate
heading estimates even in the face of modelling uncer-
tainty, in this case, unknown (but bounded) gyroscope
bias, through the use of the wIKF. This section pro-
poses the fuzzy fusion of wIKF estimates to provide
both fault tolerance and robustness.
Figure 9. Simulation of way-point tracking mission with imposed gyroscope bias: (a) actual turning rate and gyroscope
measurement; (b) gyroscope bias; (c) actual heading and IKF estimate bounds; (d) actual heading, nominal KF estimate and wIKF
estimate; and (e) nominal KF innovations.
IKF: interval Kalman filter; KF: Kalman filter; wIKF: weighted interval Kalman filter.
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Fusion of wIKF estimates and simulation results
Consider the same way-point tracking simulation of
section ‘Fuzzy data fusion algorithm for Kalman esti-
mates’, with estimates of three KFs associated with
three compasses (Table 3), and during which the read-
ings of the compasses associated with KF3 and KF1 are
frozen as before at k=150 and k=350, respectively.
In addition, however, the same gyroscope biases
described in section ‘Robustness and interval Kalman
filtering’ are prescribed, while the KFs assume zero
gyroscope bias models.
The simulation results are shown in Figure 10, with
the true heading and three KF estimates shown in
Figure 10(a), along with the fused estimate of the same.
Because none of the KF estimates are accurate, neither
is the fused estimate. Moreover, inspection of the KF
innovations (Figure 10(b)) reveals that these are not
white even during the period before compass failure
occurs. Hence, even the assignment of weights by the
fuzzy algorithm is unsatisfactory, as seen in Figure
10(d), where KF3 is eventually awarded the largest
weight, even though its estimate is completely
erroneous.
The question that remains is whether the fuzzy
logic–based algorithm would work to fuse the wIKF
estimates, which are, as shown in the previous section,
robust to gyroscope biases. However, no standard defi-
nition of the wIKF innovation sequence currently
exists. The most intuitive proposition would be to
define the wIKF innovations as weighted averages of
the corresponding IKF innovations (which are intervals
at each time step), applying the same weights used to
compute the wIKF state and output estimates. It turns
out, however, that the most adequate weights for defin-
ing the wIKF innovations are instead the complements
to unity of these.
Conjecture. Let x^IKF(k) be the IKF state estimate of a
system based on an interval state–space model as given
by equations (26) and (27) and x^KF(k) the estimate of a
KF based on some point-valued model contained
within the interval model. Consider the weights
w kð Þ 2 1, 0½  : min CIx^IKF kð Þ	 

+w kð Þ max CIx^IKF kð Þ	 
min CIx^IKF kð Þ	 
 
=C x^KF kð Þ
ð37Þ
and
w2 kð Þ : z kð Þ  min CIx^IKF kjk 1ð Þ
	 

+w2 kð Þ max CIx^IKF kjk 1ð Þ
	 

min CIx^IKF kjk 1ð Þ	 
g= z kð Þ  C x^KF kjk 1ð Þ
ð38Þ
where z(k) 2 < is the measurement at time step k, and
x^IKF(kjk 1) and x^KF(kjk 1) are the predictions by
the IKF and KF, respectively, of the system state at
time step k given measurements up to time step k 1.
Then, w2(k)’1 w(k).
Based upon this conjecture, the innovations of the
wIKF calculated as
z kð Þ  min CIx^IKF kjk 1ð Þ	 

+ 1 w kð Þð Þ max CIx^IKF kjk 1ð Þ	 

min CIx^IKF kjk 1ð Þ	 
g ð39Þ
Figure 10. Simulation of way-point tracking mission with
imposed gyroscope bias: (a) actual heading, KF estimates and
fused KF estimates; (b) KF innovations; (c) SMA of KF
innovations; and (d) fuzzy weights assigned to each KF.
KF: Kalman filter; SMA: simple moving average.
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with w(k) obtained as the ANN prediction of the weight
in equation (30), approximates an innovation of an
ideal KF, through which the fuzzy fusion algorithm
may be applied to fuse wIKF estimates.
For the previously described simulated way-point
tracking mission, three wIKFs, constructed as
described in section ‘Robustness and interval Kalman
filtering’, were simulated to combine gyroscope and
compass data, using the same values of bgyromin and b
gyro
max,
and the same trained ANN used therein. Each wIKF is
associated with a single compass and initialised with
x^wIKFi (0)= u(0), var(x x^wIKFi (0))=0. Figure 11
depicts the simulation results: Figure 11(a) compares
the actual vehicle’s heading to those obtained from
each wIKF, as well as the fused wIKF estimate. The
innovations of each wIKF, and the SMA of these, are
shown in Figure 11(b) and (c), respectively. It can be
seen how the innovations, defined as in equation (39),
are mostly composed of white noise sequences prior to
compass failure, except for small transient periods after
a sudden change in gyroscope bias, as the ANN weight
prediction requires time to adapt to the new dynamics.
However, these transients are common to all three
wIKFs, and so, none of them are discriminated during
the same. However, after compass failure, the innova-
tions deviate substantially from the ideal, especially
during sharp turning manoeuvres, and it is these devia-
tions that result in the fusion algorithm penalising
the corresponding wIKF weights, as shown in
Figure 11(d).
The RMS heading errors of the KFs and fused KF
estimate shown in Figure 10, together with those of the
wIKFs and fused wIKF estimate of Figure 11, are given
in Table 6. Both figures and table evince the robust and
fault-tolerant qualities of the fused wIKF estimate in
the face of sporadic compass failure and gyroscope bias
drifts.
Real-time trial results
Trials to test the proposed fault-tolerant navigation sys-
tem were conducted with Springer at Roadford Lake in
Devon, United Kingdom, on 2 July 2014, using the
units described in Table 1. The mission, consisting of
four way-points (three buoys), is shown in Figure 12.
The GPS coordinates of these buoys were obtained
prior to the trials and programmed into the vehicle’s
guidance system. The starting point of the mission was
located at a jetty from where the vehicle could be
Figure 11. Simulation of way-point tracking mission with
imposed gyroscope bias: (a) actual heading, wIKF estimates and
fused wIKF estimates; (b) wIKF innovations; (c) SMA of wIKF
innovations; and (d) fuzzy weights assigned to each wIKF.
wIKF: weighted interval Kalman filter; SMA: simple moving average.
Table 6. Heading RMS errors.
Method Heading RMS error ()
KF1 120.37
KF2 57.55
KF3 145.92
Fused KF estimate 115.64
wIKF1 115.36
wIKF2 1.54
wIKF3 147.78
Fused wIKF estimate 6.49
RMS: root mean square; wIKF: weighted interval Kalman filter.
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launched. Figure 12 also depicts the actual trajectory
taken by the vehicle during one of the trials, which is
described next.
The data shown in Figure 13 correspond to a trial in
which two of the compasses were made to fail. The
gyroscope readings are shown in Figure 13(a), with the
gyroscope having a bias of roughly 23.5m s21. The
compass readings are shown in Figure 13(b). The read-
ings of the TCM2 were frozen at k=182 s, roughly
halfway to the first way-point, whereas those of the
HMR3000 were frozen at k=472 s, approximately
50m before reaching the second. The individual gyro-
compass wIKF heading estimates, labelled 1–3 for
TCM2, HMR300 and KVH C100, respectively, are
shown in Figure 13(c), along with the fused wIKF. For
completeness, the innovations of each wIKF, SMA val-
ues and fuzzy weights are shown in Figure 13(d)–(f),
respectively. The heading estimates used by the autopi-
lot during the trial were those of the fused wIKF. Wind
speed was also monitored during the trial and averaged
from 1 to 2 m s21 in a north-westerly direction, with
gusts of up to 5 m s21.
Table 7 benchmarks the various wIKF estimates and
fused wIKF against the wIKF corresponding to the
KVH C100 compass (wIKF3), as this was the only com-
pass that was not made to fail. It should be noted that
the error of the fused wIKF was transient, occurring
during the periods following the respective compass
failures but recovering in due course (Figure 13(c)),
while the errors shown in Table 7 are averaged values
for the duration of the mission; thus, the fused wIKF
RMS error in particular would, therefore, tend to zero
as the mission length increased. The mission was
repeated four times, with compass failures provoked at
different instances, yielding similar results. A similar
mission was also attempted with the autopilot using
feedback from fused ordinary KF estimates, but even
without compass failure, the vehicle was unable to com-
plete the mission. Thus, the trial results corroborate the
importance of an accurate heading estimation subsys-
tem for the vehicle to operate successfully, and that the
method proposed in this article achieves this, demon-
strating its robustness to unaccounted-for shifts in gyro-
scope bias as well as sporadic failure of up to two of the
three available compasses.
Concluding statements
The research presented in this article concerns the
design of a MSDF algorithm for fusing data from vari-
ous KFs associated with different compass units in
order to detect compass failure and penalise the corre-
sponding KF’s contribution to the fused estimate.
Although only one type of compass failure was shown
Figure 12. Way-point mission established at Roadford Lake and actual vehicle trajectory during trials.
Table 7. Roadford trial results.
Method Heading RMS error ()
wIKF1 (gyro – TCM2) 160.4
wIKF2 (gyro – HMR 3000) 156.1
wIKF3 (gyro – KVH C100) 0.0
Fused wIKFs 16.5
RMS: root mean square; wIKF: weighted interval Kalman filter.
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in which the reading remained frozen after a certain
period of time, this is, in fact, quite a subtle kind of
fault to detect – the algorithm would work equally well
(or better) to detect faults such as a permanent zero
compass reading. Application of this algorithm in real-
time trials allowed the vehicle to continue successful
autonomous operation even when all but one of its
compass units failed to provide correct readings. Such
capability is referred to as fault tolerance.
In order to provide a degree of robustness to system
modelling uncertainty, in this case caused by a drifting
gyroscope bias, the wIKF was proposed as a solution.
When the innovations of the wIKF are appropriately
defined, the fault-tolerant fusion algorithm can be
applied to fuse wIKF estimates. This confers the head-
ing estimation subsystem with both robustness and
fault tolerance. The importance of both these qualities
was demonstrated in real-time trials, allowing the vehi-
cle to successfully complete its mission, while showing
that the method can be effectively implemented in
practice.
While this article has focused its application to the
particular navigation problem of heading estimation,
the algorithm developed can easily be extended to more
or even other types of sensors and applied in general
where KFs apply and sensor redundancy exists. For
example, Kalman filtering is widely used to fuse GPS
and inertial data for position estimates, and often more
than one GPS receiver or accelerometer units are avail-
able to prevent loss of information. Furthermore, since
the MSDF technique developed here has shown that
the same basic fusion architecture applied to wIKFs
rather than KFs can enhance the reliability of the esti-
mate by assuming the inherent robustness of the wIKF,
it is suggestive of the potential benefits that research
into the extension of other established MSDF tech-
niques that employ KFs to work with wIKFs could
bring.
Figure 13. Roadford trials results: (a) gyroscope measurements, (b) compass measurements, (c) wIKF estimates and fused wIKF
estimates, (d) wIKF innovations, (e) SMA of each wIKF and (f) fuzzy weights assigned to each wIKF.
wIKF: weighted interval Kalman filter; SMA: simple moving average.
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Appendix 1
Vehicle simulation and autopilot
Vehicle model
During system identification trials at Roadford Lake,
the vehicle was made to undergo various steering man-
oeuvres at constant speed. The differential propeller
speed input and heading output were recorded, and the
following discrete state–space model for a constant
vehicle speed of 1:5ms1 was obtained
x k+1ð Þ=A x kð Þ+Bu kð Þ ð40Þ
y kð Þ=C x kð Þ ð41Þ
with
A=
0:4 0:1025
1 0
 
, B=
1
0
 
,
C= 0 0:007025½  andTs=1s
ð42Þ
between the differential propeller speed input u(k) (in
r m21) and the rate of change of the heading angle,
y(k) (in 8s1). The heading of the vehicle is then simply
obtained as
u k+1ð Þ= u kð Þ+Ts y kð Þ= u kð Þ+Ts C x kð Þ ð43Þ
and the position of the vehicle updated according to
xASV kð Þ, yASV kð Þ	 
= xASV k 1ð Þ, yASV k 1ð Þ	 

+Tsv
 
cos
p
180
u k+1ð Þ+ u kð Þ
2
 
,
sin
p
180
u k+1ð Þ+ u kð Þ
2
 !
+TS 0, 0:1ð Þ ð44Þ
with Ts=1s and v=1:5ms
1.
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Autopilot
With the heading as output, the vehicle steering model
can be written as
x1 k+1ð Þ
x2 k+1ð Þ
u k+1ð Þ
24 35= A 00
C 1
24 35 x1 kð Þx2 kð Þ
u kð Þ
24 35+ B
0
24 35u kð Þ
ð45Þ
u kð Þ= 0 0 1½ 
x1 kð Þ
x2 kð Þ
u kð Þ
24 35 ð46Þ
or with the appropriate definitions, expressed com-
pactly as
~x k+1ð Þ= eA~x kð Þ+ eBu kð Þ ð47Þ
u kð Þ= eC~x kð Þ ð48Þ
A simple state-feedback control law is
u kð Þ=  K~x kð Þ+Ksr kð Þ ð49Þ
The values of K are chosen herein so that the closed-
loop system dynamics (equation (50)) has a rise time of
10 s, deemed sufficient taking into account that physical
constraints would constantly lead to actuator satura-
tion if higher feedback gains were used. The corre-
sponding gain values are K=[20.5500 0.2150 6.1032].
Ks is a scaling gain selected a posteriori to ensure that
the steady-state gain of the closed-loop system (given
by equations (50) and (48)) is unity
~x k+1ð Þ=(~A eBK)~x kð Þ+ eBKsr kð Þ ð50Þ
Appendix 2
Kalman filtering
Consider a dynamic system modelled in discrete time
via the following stochastic state–space equations
x k+1ð Þ=Ax kð Þ+B u kð Þ+v kð Þ ð51Þ
z kð Þ=C x kð Þ+ n kð Þ ð52Þ
where x(k) is the system state at time k, u(k) a control-
lable system input, v(k) a random input disturbance,
z(k) a noisy measurement of the system output and
n(k) the measurement noise. If fx(0),v(0), . . . ,v(k),
n(0), . . . , n(k)g are mutually independent, then the KF
provides a statistically optimal estimate of the state vec-
tor at each time step (equations (53)–(57)).
Prediction
x^ kjk 1ð Þ=A x^ k 1jk 1ð Þ+B u k 1ð Þ ð53Þ
P kjk 1ð Þ=A P k 1jk 1ð ÞAT+Q ð54Þ
Kalman gain
K kð Þ=P kjk 1ð ÞCT CP kjk 1ð ÞCT+R 1 ð55Þ
Correction
x^ kjkð Þ= x^ kjk 1ð Þ+K kð Þ z kð Þ  Cx^ kjk 1ð Þf g ð56Þ
P kjkð Þ= fI K kð ÞCgP kjk 1ð Þ ð57Þ
where Q=var(v) and R=var(n).
--
--
--
--
-
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