With the advent of the era of big data, the storage and retrieval of data have become a research hotspot. Hashing methods that transform high-dimensional data into compact binary codes have received increasing attention. Recently, with the successful application of convolutional neural networks in computer vision, deep hashing methods utilize an end-to-end framework to learn feature representations and hash codes mutually, which achieve better retrieval performance than conventional hashing methods. However, deep hashing methods still face some challenges in image retrieval. Firstly, most existing deep hashing methods preserve similarity between original data space and hash coding space using loss functions with high time complexity, which cannot get a win-win situation in time and accuracy. Secondly, few existing deep hashing methods are designed for fine-grained image retrieval, which is necessary in practice. In this study, we propose a novel semantics-preserving hashing method which solves the above problems. We add a hash layer before the classification layer as a feature switch layer to guide the classification. At the same time, we replace the complicated loss with the simple classification loss, combining with quantization loss and bit balance loss to generate high-quality hash codes. Besides, we incorporate feature extractor designed for fine-grained image classification into our network for better representation learning. The results on three widely-used fine-grained image datasets show that our method is superior to other state-of-the-art image retrieval methods.
I. INTRODUCTION
With the rapid development of the Internet, more and more high dimensional media data are widely spread in search engines and social networks. Due to the arrival of the era of big data, the study of data retrieval has been gradually valued. Approximate nearest neighbors (ANN) search, one of the most classic search methods, has received widespread attention. Considering both computation efficiency and search quality, the hashing method, one of the most popular and powerful algorithms for ANN search, has been widely studied.
In the early days, LSH [1] maps original data to binary codes with a random hash function. The methods [1] - [3] like LSH belong to data-independent hash methods, which learn hash functions without training data. Meanwhile, for generating a hash function related to training data, a number
The associate editor coordinating the review of this manuscript and approving it for publication was Ramesh Babu N . of data-dependent hash methods [4] - [9] that achieve better retrieval performance have been proposed in the past decades. Furthermore, data-dependent hashing can be categorized into unsupervised [4] - [6] and supervised [7] - [9] methods by considering whether supervised information is used or not. Traditional data-dependent hashing methods are composed of hand-crafted feature representation and hash coding. In recent years, inspired by the advanced achievement of convolutional neural network (CNN), deep hashing methods [10] - [15] have attracted increasing interests. Different from traditional handcrafted features such as GIST [16] and HOG [17] , features extracted by CNN which contains not only low-level local features but also high-level semantic features have a powerful representation ability.
However, existing deep hashing methods still have two drawbacks: 1) Most existing deep hashing methods have a loss function with high time complexity. To preserve similarity between original data space and hash coding space, most deep hashing methods adopt appropriate loss functions, such as pairwise similarity preserving loss and triplet ranking loss. However, the time complexity of deep hashing methods with these loss functions is O(n!) for n data points [18] , which suggests that it is impractical to traverse all the data to calculate the loss. 2) Most existing deep hashing methods are designed for general images, e.g., CIFAR-10 [19] and NUSWIDE [20] . As shown in Figure 1 , general image retrieval aims at distinguishing the categories of objects, e.g., dog and lion, whereas fine-grained image retrieval focuses on more details of images with the same type, e.g., the difference between walker hound and basset.
To address the above issues, this paper presents a novel semantics-preserving hashing method for fine-grained image retrieval. Figure 2 illustrates the architecture of our model with four main components: the feature extractor, the hash layer, the classification layer, and the loss part. For the first problem mentioned above, we utilize the classification loss to generate semantics-preserving hash codes instead of the loss function with high time complexity. Compared with finegrained image retrieval, more efforts have been devoted to fine-grained image classification. Therefore, in order to solve the second problem, we integrate the feature extractor of the fine-grained image classification [21] into our retrieval network.
In summary, this paper makes the following contributions: (1) This paper presents a simple yet effective semanticspreserving hashing network for fine-grained image retrieval. We put forward an innovative idea about the position of hash layer and utilize a simple classification loss rather than complicated similarity-preserving loss. (2) To generate high-quality hash codes, our method adds quantization loss and bit balance loss in the hash layer. Quantization loss reduces the error caused by binarizing real-valued feature representations to hash codes, and bit balance loss weakens the bias of the hash codes.
(3) We extensively analyze the proposed method on three widely-used fine-grained image retrieval benchmark datasets. The experimental results show that our method is superior to the state-of-the-art methods.
This paper is organized as follows: Section II discusses related works. And the proposed method is detailed in Section III. Section IV shows the experimental results. Finally, Section V concludes this paper.
II. RELATED WORK
In this section, we briefly introduce image retrieval via hashing methods and fine-grained image retrieval.
A. IMAGE RETRIEVAL VIA HASHING METHOD
The main purpose of hashing is to transform highdimensional original data into low-dimensional binary codes and make the Hamming distance between hash codes of similar data smaller than that of dissimilar data. Hence, hashing methods offer higher computation efficiency and lower storage than other retrieval methods.
Existing hashing methods can be categorized into dataindependent [1]- [3] and data-dependent [4] - [9] ones by considering whether training data are used. Data-independent hashing methods usually generate hash function randomly or manually without using training data. On the contrary, data-dependent hashing methods utilize training data to solve the problem that feature representation and input data are irrelevant. As a result, [29] shows that data-dependent hashing methods with shorter hash codes achieve higher search accuracy than data-independent hashing. Furthermore, data-dependent hashing methods can be divided into unsupervised and supervised methods, based on whether supervised information is used or not.
Unsupervised methods [4] - [6] convert original data, such as image, to compact binary hash codes with unlabeled data. Although unsupervised methods with fewer limitations are more practical, it is prone to cause a semantic gap between original data and hash codes. Supervised hashing approaches [7] - [9] make the best of supervised information, such as category labels, for learning hash functions and generating hash codes, which achieve higher accuracy than unsupervised methods. Kernel-based Supervised Hashing (KSH) [7] that is one of the representative supervised hashing methods generates a nonlinear hash function in kernel space. Minimal Loss Hashing (MLH) [8] learns the hash function based on structured prediction with latent variables and a hinge-like loss. Through reformulating the objective function, Supervised Discrete Hashing (SDH) [9] generates high-quality hash codes without relaxation.
Motivated by recent progress in feature representation using CNN, some deep hashing methods [10] - [15] , combining feature learning and hash coding into an end-to-end learning system, have been proposed. Convolutional Neural Network Hashing (CNNH) [10] first utilizes features extracted by CNN to learn hash codes. However, CNNH is a two-stage method where the first stage learns approximate hash codes with pairwise labels and the second stage trains CNN to learn feature representation and hash functions. DNNH [11] proposed an end-to-end architecture with triplet ranking loss for joint learning of feature representation FIGURE 2. The architecture of our proposed method, which is comprised of four key components: (1) feature extractor for learning deep representation of fine-grained images, (2) a hash layer for encoding deep representation into K-bit hash codes, (3) a classification layer for semantics-preserving learning, (4) the loss part containing cross-entropy loss, quantization loss, and bit balance loss. and hash coding. HashNet [12] presents a novel method that solves the original non-smooth optimization problem by iteratively optimizing similar smooth loss function. Reference [36] proposed a supervised hashing learning method by adding a compact sigmoid layer before the classifier layer. Although the network architecture of our proposed method is similar to [36] , the meaning and effect of adding a hash layer before the classification layer of both are widely different. Other representative deep hashing methods include Deep Hashing Network (DHN) [13] , Deep Cauchy Hashing (DCH) [14] , and Deep Quantization Hashing (DQN) [15] .
B. FINE-GRAINED IMAGE RETRIEVAL
Different from general images, fine-grained images are difficult to discriminate since the small inter-class difference and the large intra-class variation. Existing works on Fine-Grained Image Retrieval (FGIR) can be divided into two categories: the first one is based on hand-crafted features and the second one relies on features extracted by CNN. FGIS [22] belongs to the first one and first proposes the concept of fine-grained image search.
Selective Convolutional Descriptor Aggregation (SCDA) [23] is the first attempt on fine-grained image retrieval using CNN. SCDA selects useful deep descriptors using coarse saliency localization, then aggregates these descriptors and converts them into low-dimensional feature vectors. To some extent, SCDA is not a deep learning method because it just localizes salient regions with a pretrained CNN model. To address the limitation of unsupervised fine-grained image retrieval by pre-trained models, CRL-WSL [24] proposes a unified architecture to jointly learn salient regions and meaningful deep descriptors with labeled data. Recently, DCL-NS [25] obtains state-of-the-art performance on several benchmark datasets. DCL-NS first projects the features extracted by CNN on a hypersphere layer, and then minimizes the intra-class distance and maximizes inter-class distance with a novel ranking loss. FPH [26] integrates feature pyramid with hashing for fine-grained image retrieval. FPH utilizes low-level features and high-level features to localize the main object and part regions.
III. PROPOSED METHOD
In this section, we will introduce our Semantic-Preserving Hashing in detail. And Figure 2 provides the overview of our model.
represents a set of label vectors of N data points. Specifically, y i ∈ {0, 1} C and C is the number of categories of the training set. For single-label data, there is a unique '1' in label vector and its index refers to the category number of the data. Relatively, there are several '1' in label vector for multi-label data. Expressed by a mathematical formula, deep hashing aims to learn a hash function F : x| → h ∈ {−1, 1} K , where K is the length of hash codes. Hamming distance is defined as the number of different bits of two same length binary codes, measuring the similarity between binary codes. The more similar the data, the smaller the Hamming distance between their hash codes. In this paper, hash function F not only preserves the similarity between original data space and the Hamming space of hash coding but also make the output of the hash layer closer to the final binary code and carry discriminative attributes as much as possible.
B. DEEP NETWORK FRAMEWORK
As shown in Figure 2 , the pipeline of our work contains four main components: the feature extractor, the hash layer, the classification layer, and the loss part.
1) FEATURE EXTRACTOR
Because fine-grained image retrieval and fine-grained image classification belong to fine-grained image analysis [27] , they have something in common. The feature extractor in our work is selected from a self-supervised network for classification, NTS-Net [21] , which localizes informative regions with image-level labels. 
2) HASH LAYER
The hash layer of the traditional deep hashing method is an output layer to encode the features. And [36] which is similar to our work adds the hash layer before the classification layer for feature mapping and generating compact hash codes. However, none of the above hashing methods uses semantic information contained in features. We find that the neurons in the hash layer of our method control the presence or absence of certain features and the proof is shown in the next.
Firstly, we prove that the inputs of the hash layer are indeed some features of the target object. Our feature extractor is selected from NTS-Net which includes a global feature extractor and a few local feature extractors. Figure 3 shows the intermediate outputs of the network on three different datasets. Each subgraph in Figure 3 includes a heatmap obtained by the global feature extractor and informative regions proposed by the local feature extractors. Figure 3 (a) shows that the neural network pays more attention to dog's paws, tail, eyes, fur and other features on the Stanford Dogs dataset. Figure 3 (b) shows that the inputs of the hash layer are bird's eyes, wings, beak, claws, and feather on the CUB200-2011 dataset. And Figure 3 (c) shows the salient areas of the images are headlights, tires, bumpers, and doors on the Stanford Cars dataset. As a result, it can be seen that the inputs of the hash layer are some features of the target object. In other words, each neuron of the hash layer is related to some features of the target object.
Secondly, we prove that each neuron is related to the presence or absence of a feature. We first obtain the weight between the hash layer and classification layer according to the weight file after training 100 epochs. Generally, the greater the weight between a node in the hash layer and a category in the classification layer, the more this node contributes to this category. Figure 4 shows the results of partial neurons of the hash layer. Each row of each subgraph shows the sequence of categories that are gradually alienated from the node in the hash layer. And the first two images of each row represent the two categories most closely related to the node, and the last two images represent the two categories least closely related to the node. As can be seen from Figure 4 (a), we can infer that the nodes of the hash layer may represent whether the ears are straight, whether the fur is white, whether the fur is speckled, etc. Similarly, we can boldly speculate that the hash layer nodes in Figure 4 (b) control whether the feathers are black, whether the beak is yellow, whether the abdomen is yellow, and so on. Figure 4(c) shows the results of the Stanford Cars dataset. Because we distinguish different types of cars based on different models, the same type of cars may be different colors. Furthermore, we conducted experiments with 64-bit hash codes on three datasets. Based on human judgement, 73.4375%, 71.815%, 65.625% of the total hash nodes visibly can be regarded as feature switches on dogs, birds, and cars datasets, respectively.
In conclusion, each neuron in the hash layer as a feature switch controls the presence or absence of a certain feature. Since the hash code is binary, '1' indicates that the category possesses a certain feature, while '0' means that it lacks a certain feature. Figure 5 shows an example properly.
It is worth mentioning that only the hash layer behind the fine-grained feature extractor can be regarded as a feature switch layer. As we all know, fine-grained images share similar features, which are different from the coarse-grained images. Taking CUB200-2011 as an example, the categories of it are all birds that share the features of beak, feather and so on. However, in CIFAR-10 [19] which is a coarsegrained image dataset, only automobiles and trucks have the feature of tires, and other categories, such as birds and ships, do not have this feature. Because of the complexity of coarsegrained image features, the hash layer of [36] designed for coarse-grained images are unable to control the presence or absence of certain features.
Suppose W H ∈ R M * K were the weights of the hash layer. M is the dimension of the last layer z f i ∈ R M of the feature extractor and K is the bit number of hash code. z h i ∈ R K represents the output of hash layer with input data x i , which can be computed as equation (1),
where b H ∈ R K represents the bias of hash layer and tanh (·) is the activation function, which can be described as equation (2),
Since the range of tanh (·) is [-1,1], the final hash codes can be obtained by b i = sgn z h i , where sgn (x) = 1 if x ≥ 0 and sgn (x) = −1 otherwise. It is well known that the gradient of sign function at non-zero point is zero, which will cause the problem of vanishing gradient. Therefore, our method optimizes loss function with relaxation, i.e., only binarizes the real-valued output z f i to hash code b i in the testing phase.
3) CLASSIFICATION LAYER
To generate semantics-preserving hash codes, our method maps the nodes of the hash layer containing hidden attributes to each category in the classification layer. We denotê y i and y i as the predicted and true category label of the input data x i , respectively. The cross-entropy loss, one of the final losses, is defined as equation (3),
where l c is computed as equation (4),
C. LOSS PART 1) QUANTIZATION LOSS
To generate high-quality hash codes, we impose additional constraints on the hash layer as shown in Figure 2 . Due to the difficulty of gradient back-propagation in the optimization with sign functions, our approach relaxes the binary hash codes to the real value in the training phase. In order to reduce the quantization error caused by converting real-valued feature representations into binarized hash codes during the testing stage, we add a quantization loss to encourage the binary-like values to approach the desired hash codes 1 or −1.
Let z h i ∈ [−1, 1] K be the output of hash layer with the input data x i , and the quantization loss is described as equation (5),
where e is a K-dimensional vector where the elements are all one.
2) BIT BALANCE LOSS
Besides reducing quantization errors, our approach also considers the bit balance property, which means that each bit of hash codes has about 50 percent chance of being 1 or −1 [28] . For generating more discriminative rather than ambiguous hash codes, we add a bit balance loss function computed as equation (6),
where z h i represents the output of the hash layer with input data x i . And mean (·) computed as equation (7),
where K is the dimension of vector z h .The purpose of bit balance loss is to generate informative hash codes, which are not biased.
3) TOTAL LOSS
In summary, the total loss including classification loss, quantization loss and bit balance loss is denoted as equation (8),
where λ 1 and λ 2 are the trade-off parameters between these terms.
IV. EXPERIMENTAL RESULTS
We conduct extensive experiments to compare our method with state-of-the-art image retrieval methods on three typical benchmark datasets. All of the experiments are implemented on the deep learning framework Pytorch and run on a PC with Intel Xeon E5-2609, two NVIDIA TITAN XP (12GB memory) GPUs. The operating system is Ubuntu 16.04 (Canonical, London, UK).
In the training stage, we use mini-batch stochastic gradient descent (SGD) with momentum to optimize, and we set the initial learning rate as 0.001, weight decay as 0.0001 and momentum as 0.9. Besides, the learning rate decreases to 0.0001 after 60 epochs, and it decreases to 0.00001 after Although all datasets are annotated with bounding boxes or part locations, our method only utilizes category labels as supervision information. We follow the experimental protocols in [26] , and we use testing images as a query set and training images as a retrieval database for all experiments.
B. EVALUATION METRICS
We follow classic algorithms [12] - [15] to evaluate the retrieval performance with three evaluation metrics, which including mean Average Precision (mAP), Precision-Recall curves, Precision curves with respect to different numbers of top returned samples.
Mean Average Precision (mAP) is a widely-used metric to evaluate retrieval quality. Unlike the precision rate and recall rate, mAP is an indicator of reflecting global performance. The definition of mAP is as follows:
where n q is the number of query set, n is the number of top returned samples, and pos (k) is described as equation (10),
N + represents the number of positive samples in the n returned samples, and N k + refers to the number of positive samples in the top k returned samples.
Precision-Recall curve measures the relationship between precision and recall. In retrieval learning, precision rate represents the proportion of positive samples among all returned samples. It is defined as equation (11),
And recall rate means that the number of correctly retrieved samples accounts for all positive samples in the database, which computed as equation (12), 6 . Precision-recall curve @ 64 bits of our method and compared methods on three datasets. (11) and (12) indicate the positive samples of the correct classification, the positive samples of the misclassification and the negative samples of misclassification, respectively.
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C. RESULTS
In the following, we report mAP results for our method and other compared baselines. Firstly, we compare our method with some deep hashing methods in Table 1 . In order to make the feature extractors as similar as possible, we replaced the AlexNet, which is the original feature extractor of the compared deep hashing method, with Resnet-50 which is the backbone of our feature extractor. Since FPH are not available with code, results on bird and dog datasets are directly reported from its paper. It is easy to observe that our method outperforms other methods from Table 1 . Regardless of the datasets or dimension of hash codes, our method is optimal and surpass the second place to a great extent. The reason for the huge difference is that our proposed method is specially designed for finegrained image retrieval. Unlike our method, as the dimension of hash codes is reduced in half, the mAP of other deep hashing methods is greatly decreased. Therefore, our approach is good at retrieval with low-dimensional hash codes. Taking the dog dataset as an example, the mAP of our work is 10.9%, 12.93%, 13.24% higher than the second place with 64bit, 32bit, 16bit hash codes, respectively. Such significantly improvements demonstrate the effectiveness of the proposed method.
Besides of mAP, we also evaluate our method with precision curves of 64-bit hash codes w.r.t. different recall rates as shown in Figure 6 . PR curve not only reflects the precision of search results but also reflects the recall rate. And the larger the area enclosed by the PR curve and axes, the better retrieval performance. As can be seen from Figure 6 , our work is outstanding among all the methods. Figure 7 shows that precision rates of 32-bit hash codes w.r.t. different numbers of top returned images. According to the precision curves, we can find that as the number of returned samples increases, the precision rate of compared deep hashing methods drops slightly. In contrast, our approach always returns positive samples with satisfaction.
Furthermore, for the sake of verifying the superiority of our method, we conducted a comparison experiment with other retrieval methods for fine-grained images as shown in Table 2 . Different from our method, the final feature representations of SCDA, CRL-WSL, and DCL-NS are not binarized, which will lead to high storage. The results of CRL-WSL and DCL-NS are directly quoted by their papers because of the lack of code, and the result of SCDA is re-experimented by our work. As shown in Table 2 , although the dimensions of real-valued feature representations of other compared methods are larger, the mAP of our work is remarkably higher. This indicates that our method reached higher precision with lower storage.
D. ABLATION STUDY 1) ABLATION STUDY ON HASH LAYER
One of the innovations in our work is to change the position of the hash layer. The classic hashing methods put the hash layer as the output layer of the network for feature coding, whereas we add the hash layer before the classification layer VOLUME 8, 2020 for guiding to classify. Figure 8 shows the difference between the two frameworks, the top of the figure is a sketching map of our model and the bottom of the figure displays the variant of our model with classic hashing architecture. It is worth mentioning that the variant of our model does not contain the classification layer, so we replace the cross-entropy loss with pairwise similarity loss as same as HashNet.
To verify the effectiveness of this improvement, we conduct a series of experiments. The retrieval performance in terms of mAP is illustrated in Table 3 . We can find that our method consistently surpasses its variant by 4%-6%. In addition to mAP, we plot Precision-Recall curves and precision curves w.r.t. different numbers of top returned images. Figure 9 and Figure 10 show the PR curve and precision curve on three different datasets, respectively. The results further confirm that it is a notable innovation that the hash layer as a feature switch layer places before the classification layer.
Interestingly, the variant of our model is roughly the same as the model of HashNet except for the feature extractor. However, the results of the variant are much better than that of HashNet. It demonstrates the effectiveness of the integration of the feature extractor for fine-grained image classification into our retrieval system.
2) ABLATION STUDY ON LOSS FUNCTION
For the purpose of generating discriminative hash codes with less quantization error, we add two constraints on the loss function. One is to make the generated real-valued feature representation close to 1 or −1, and the other one is to make the probability of generating 1 or −1 consistent. Hence, we add quantization loss and bit balance loss to jointly learn the hash function with classification loss.
We evaluate the performance of two constraints in terms of mAP which is shown in Table 4 . Lc, Lq, and Lb represent cross-entropy loss, quantization loss, and bit balance loss, respectively. From this table, it is obvious that the results of models using only classification loss are the worst and the models with three loss functions substantially are the best. Hence, we can infer that quantization loss and bit balance loss contribute to generating high-quality hash codes and returning positive samples. Interestingly, we observe that quantization loss has a greater impact on results than bit balance loss.
E. RESULTS VISUALIZATION
For viewing the results intuitively, Figure 11 shows the retrieval results of the top 10 returned samples on CUB200-2011, Stanford Dogs, and Stanford Cars. We can observe that our method is much better than HashNet, which indicates the advantage of adding the hash layer before the classification layer to classify and the effectiveness of quantization loss and bit balance loss. It is not difficult to draw that the results returned by HashNet without feature extractor designed for fine-grained images focus on global information, but our work pays more attention to local information, which obtains better retrieval performance. Taking the dog image as an example, the query image is a brown and white dog lying on the grass, the results returned by HashNet are similar to the query, but ignoring a lot of details. However, the images retrieved by our method focus on facial texture, the shape of ears and other details. Additionally, we visualize the t-SNE of hash codes generated by HashNet and our method on Stanford Cars in Figure 12 . For the simplicity of the figure, we sample 10 categories. We observe that the hash codes generated by ours in different classes are well separated basically, and in the same class are more compact. It suggests that the hash codes generated by ours are more discriminative than HashNet.
V. CONCLUSION
In this paper, we present a simple yet effective method for fine-grained image retrieval. Our model consists of four components: the feature extractor, the hash layer, the classification layer, and the loss part. Adding feature extractor designed for fine-grained images into our model solves the current limitation of few image retrieval for fine-grained images. Innovatively, we add the hash layer before the classification layer as a feature switch layer to guide the final classification. Simultaneously, we preserve cross-entropy loss rather than using pairwise or triplet similarity-preserving losses with a high time complexity that are often appeared in conventional deep hashing methods. The performance of the proposed retrieval model is evaluated on three representative benchmarks. The results confirm that compared with other advanced image retrieval algorithms, our proposed method has obvious advantages in retrieval performance. In the future, we will consider combining zero-shot learning with fine-grained image retrieval to retrieve unseen classes from seen classes in practice.
