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Abstract 
This dissertation was written as a part of the MSc in Data Science at the International 
Hellenic University.  
This thesis deals with a classification problem concerning prediction of users’ intent 
using Natural Language Processing (NLP) and machine learning techniques. Intent de-
termination is a crucial part of Spoken Language Understanding systems. Recurrent Neu-
ral Networks are particularly effective in this task because they capture the order of the 
words in the text, which is one of its most essential characteristics. This work tackles this 
problem using pre-trained word embeddings and an LSTM neural model to extract the 
features for intent prediction. Other classifiers like SVM, Logistic Regression and Multi-
Layer Perceptron were tested too, without achieving the performance of the LSTM ap-
proach. Those methods are evaluated on the benchmark ATIS dataset. Compared to the 
current state of the art methods, the approach of this thesis achieves the best results, using 
a lightweight model containing a single LSTM layer which outperforms more compli-
cated approaches that may also be slower or have overfitting issues. Specifically, it gave 
0.44% absolute error reduction compared to the current state-of-the-art. 
Last but not least, I would like to thank my supervisors Prof. Konstantinos Diaman-
taras and Dr. Christos Berberidis for the support and guidance they have given me the 
past six months and for helping me to achieve my research goals. 
 
 
Alkiviadis Katsalis 
20/11/2018 
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1 Introduction 
Text processing and Natural Language Processing (NLP) are critical fields of machine 
learning. NLP deals with manipulation and processing of natural language by humans. It 
may be text or speech processing. This thesis deals with the processing of text queries of 
users and the classification of them into categories, named intents. User’s intent is the 
aim of the user when he or she types a query to a search engine. In [1], authors define 
intent as the goal of the user when he/she types or speaks a query trying to accomplish 
something. In general, the intent of a user is divided into three main categories:1) Infor-
mational (when the user wants to learn something), 2) Transactional (the user is seeking 
specific product or service) and 3) Navigational (the user is seeking a specific website) 
 The objective of this thesis is mainly technically-oriented. More specifically, it is an 
attempt to classify text queries into categories of intents using different approaches. Ma-
chine learning and Natural Language Processing (NLP) techniques are crucial for such 
problems. The specific problem is a supervised machine learning problem. Supervised 
learning is the machine learning task of learning a function that maps an input to an out-
put based on example input-output pairs. In supervised learning, each example is 
a pair consisting of an input object (typically a vector) and a desired output value. A su-
pervised learning algorithm processing the training data and produces an inferred func-
tion, which can be used for mapping new examples. An optimal scenario will allow for 
the algorithm to correctly determine the class labels for unseen instances. This requires 
the learning algorithm to generalize from the training data to unseen situations in a "rea-
sonable" way. Details about the technical part are described in a later section. 
 The prediction of user’s intent is very important for different reasons. It contributes 
from business, user’s and research perspective. From the business perspective, it is im-
portant to provide their customers with services that are fast and precise. For example, if 
a user searches for a product or the price of a product, it is better to give him/her the 
freedom to search for it by free text and receive the desired results. User’s benefits include 
the speed and automation of public services or any other service. Also, for education 
purposes, the students can ask for their grades in a particular course with free expression 
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via text and receive valid results quickly and automatically rather than requesting ser-
vices, which can be slow and time-consuming. From a scientific point of view, intent 
prediction is an open research topic that also falls under the field of Natural Language 
Understanding. Text, document, sentence classification are some tasks that appeal to the 
scientific community. Intent determination is a more specific task that needs special han-
dling using quite different methods than aforementioned tasks. The need for automation, 
using machine learning methods, surely motivates the scientists to create models of user’s 
intent prediction. 
 The key-part of this work is the use of pre-trained word embeddings and specifically 
Word2Vec embeddings, which carry semantic information and a use of a neural network, 
named Long-Short Term Memory (LSTM) Network. Those word embeddings are outputs 
from a neural network model trained in GoogleNews corpus with billions of words. 
LSTM networks are already popular in language modeling. The LSTM model is a Recur-
rent Neural Network with the possibility to remember information from many previous 
time steps. For this work, the intuition for using LSTM is that it is capable of capturing 
the position of words inside the sentence (sequence) unlike other models. More details 
about the model representation are shown in a later section of my work. 
 Machine learning and text processing techniques will be used for classification of 
utterances in natural language in intent categories. The goal of this dissertation is to try 
different approaches for features and model creation in order to achieve the best possible 
efficiency. Difficulties and solutions to them will be described in later sections. In the 
next session, we go through a literature review with the previous works regarding intent 
prediction. Also, part of this are the techniques and all the following procedures, taking 
advantage of the available models and classifiers until resulting in satisfying results. Next, 
the problem and data that was used for experiments are described in details for the readers 
to have a clear view of the topic. Of course, the contribution of this work in this field is 
an essential part of the thesis, which is analyzed in the 4th section. It includes all the pro-
gression during those months, the different attempts, difficulties, successes and any other 
details. Before the conclusions, an overall view of my work is shown compared with 
previous works’ results. 
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2 Definitions and Literature Re-
view 
In literature there are just a few implementations of intent determination. The review is 
focused only on implementations in ATIS dataset, which this thesis deals with too. Many 
different approaches are used for this classification task and this section contains previous 
works which implemented after 2010. Initially, some definitions and descriptions of terms 
that might be unknown to some readers are quoted. 
2.1 Tokenization 
Tokenization is a fundamental process for machine learning and NLP techniques. In order 
to process documents, sentences or phrases in text format, we have to process each token 
separately. This can be done by splitting text in words, phrases or other meaningful parts. 
[2] For example, the string “I want to go abroad” will be converted to 
[‘I’,’want’,’to’,’go’,’abroad’]. With this method we can manipulate the words more easi;y 
and convert them into vectors with numbers called word embeddings in order the model 
be able to handle them. 
2.2 Stop-words 
Stop-words are words which are filtered out before or after manipulating text and natural 
language data. Though "stop words" usually refers to the most common words in a lan-
guage, there is no single universal dictionary of stop-words used by all machine learning 
and natural language processing tools, and indeed not all tools even use such a list. Most 
of the times, text carry useful information as well as noise and misleading patterns. So, a 
good preprocessing is needed in order to remove them. The most frequent words in a 
sentence are usually the most useless. For example, words like ‘a’, ’are’, ‘of’, ‘in’ carry 
no information.  It must be mentioned that stop-words removals differ from field to field. 
There may be cases where stop-words do not need to be removed. 
-10- 
 
2.3 Stemming 
Stemming is a process which is used to find out the root of a word. It converts words to 
their stems. The hypothesis behind stemming is that words with the same stem or word 
root mostly describe same or relatively close concepts in text and so words can be con-
flated by using stems. For example, the words ‘choose’, ‘chosen’ and ‘choosing’ will be 
stemmed to same format. In English vocabulary stemming is usually necessary and in 
other languages, like Greek, lemmatization may be more effective than stemming due to 
special format of words. Non-stemmed words which are much alike semantically, they 
will be considered as completely different. 
2.4 Intent Prediction 
In this section, methods and approaches from previous works done so far are described, 
regarding intent prediction problem. It contains features, models and accuracy scores 
evaluated in the available benchmark dataset accomplished in several papers by the re-
search community. 
Tur et. al in [3] used n-grams of words as features for intent prediction. They just used 
lowercase conversion of words, but neither stemming nor stop-words removal performed. 
Adaboost [4] used as prediction model, achieving 95.5% test accuracy. They categorized 
the outcoming misclassified samples in different categories and mainly they noticed that 
the errors came from noise during the recording of the queries and unseen samples.  
The work in [5] is a further improved research of the aforementioned work. In this 
paper they proposed a dependency parsing-based sentence simplification approach aim-
ing the removal of noise from sentences. Mainly, with this approach they simplified the 
sentences by keeping only some keywords that are more meaningful for utterances to not 
carry noise. They used n-grams words, with simplified and no simplified sentences, 
achieving 3.02% error using icsiboost classifier (a modification of adaboost). 
In paper [6] they combine slot filling and intent determination. Unlike others, they 
use Convolutional Neural Networks (CNNs). Specifically, they propose a neural network 
version of Triangular Conditional Random Field (TriCRF) [7]. For intent classification, 
they used convolutional layers for feature extraction directly from the embedded word 
sequence. The feature vectors extracted from convolutional units are summed up before 
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the intent is predicted. Figure 1 shows the implementation for independent intent classi-
fication and Figure 2 shows the joint classification for both slot and intent prediction. 
They used another dataset from ATIS in which they achieved 94.06% accuracy score 
using 10-fold cross-validation. 
 
 
Figure 1: Independent intent classification [6] 
 
 
 
 
Figure 2: Joint classification for both intent and slot filling [6] 
  
 In [8] the authors also created a joint model for both slot filling and intent determi-
nation. They used n-grams as features but not the slots. Also, they took into account the 
syntactic type of words creating a parse tree. The best model of their experiments, is an 
implementation of recursive Neural Network with Viterbi overperforming a simple RNN. 
With this joint model they succeed 95.4% on the benchmark test set. 
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In the paper [9], a simple Recurrent Neural Network (RNN) and a LSTM model are 
used for intent classification as it is shown below in figure. The RNN model attempts to 
classify the utterance based on the information stored thus far in unit hi (see figure 3 be-
low). At test time, the probability of an utterance label is calculated as:  
 
𝑃(𝐿|𝒘) ≈ 𝑃(𝐿1, … , 𝐿2|𝒘) =  ∏ 𝑃(𝐿𝑖|𝒘) ≈  ∏ 𝑃(𝐿𝑖|𝑤𝑖, ℎ𝑖 − 1) =  ∏ 𝑃(𝐿𝑖|ℎ𝑖)
𝑛
𝑖=1
𝑛
𝑖=1
𝑛
𝑖=1
 
 
where the last equality is embodied in the final softmax function. Below is a view of how 
those two models are processing the words in sentences. In RNN (Figure 3), in each step 
a classification is attempted with the information that words carry by far. The more words 
are processed the better knowledge provided to RNN. In LSTM (Figure 4) the classifica-
tion is done after all words are processed. Each word with vector representation is passed 
in a LSTM cell. After the final word in a sentence the softmax function classifies the 
sentence. With the LSTM the most significant words are stayed in memory. 
 
Figure 3: RNN approach [9] 
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Figure 4: LSTM approach [9] 
 
 
They used binary classification with ‘flight’ versus ’other’ class achieving 97.55% accu-
racy score. Also, the LSTM overcomes, in terms of accuracy, the simple RNN, thus it is 
more efficient the utterance to be classified at the end of the sentences than trying to 
predict intent in every word occurrence. 
In [10], a joint model is used for both slot and intent prediction. The input of the 
network are the utterances, which is a sequence of words w1, ..., wT, and T is the length 
of the utterance. The network consists of two kinds of output, the predicted slot and the 
predicted intent (Figure 5). A simple RNN is the model for this joint classification. For 
intent n-grams used and the succeeded 98.1% and when slots added in the model, the 
score raised to 98.32%. 
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Figure 5: Joint Model [10] 
 
 
In [11], the authors used as features only the words as inputs to their model. In the 
independent training for intent only the error of intent was 2.02% with attention encoder-
decoder Neural Network. Furthermore, they used joint model for ID and SF as well. The 
accuracy score was 98.43% with attention encoder-decoder NN [12] (with aligned inputs) 
and 98.21% with Attention Bidirectional RNN. The attention-based encoder-decoder 
(Figure 6) intent model advances the bidirectional RNN model (Figure 7). This might be 
attributed to the sequence level information passed from the encoder and additional layer 
of non-linearity in the decoder RNN. Figure shows the model architecture for the joint 
model. 
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Figure 6: Attention encoder-decoder Neural Network [11] 
 
Figure 7: Attention Bidirectional RNN [11] 
 
 
 
Another attempt for joint classification on slot and intent has been done in [13]. They 
took advantage from pre-trained word embeddings from GloVe [14] but improving them 
with some enrichment methods. These methods deal with synonyms and antonyms word 
vectors and regularization of the objective function that creates those enriched vectors. 
For the synonyms, they modify the word vectors in order to make two synonyms more 
similar. In contrast, the similarity between antonyms words is reduced with enrichment 
method. Finally, the regularization method attempts not to lose information of initial word 
vectors after manipulating them. The model that they used is Bidirectional LSTM whose 
functionality is shown below in Figure 8. The best score achieved is 97.31% accuracy. 
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Figure 8: Bidirectional LSTM approach [13] 
 
 
The paper [15] deals with an ensemble method which consists of LSTM, CNN and 
Gated Recurrent Unit (GRU) neural networks [16]. They used 300-dimension pre-trained 
word embeddings from GloVe and Word2Vec as well and mixed neural networks with 
word embeddings. The model that achieved the best accuracy was the combination of 
GRU and LSTM using combined word embeddings from Word2Vec and GloVe. Figure 
9 displays the model with the best accuracy score (98.56%) from their experiments which 
consists of LSTM and GRU layers. 
 
 
Figure 9: Ensemble method with GRU, LSTM and MLP Neural Networks [15] 
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2.5 Discussion 
All the papers, by the years, had significantly reduced the intent error using variations of 
models and features. This work consists of different approaches using models such as 
Linear Support Vector Classifier (Linear SVC), SVC with linear kernel and LSTM with 
pre-trained word embeddings. In the contribution section, the detailed results and the 
comparison with other works are shown. The next section consists of the problem defini-
tion and some details about the dataset used. 
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3 Problem Definition and Da-
taset Description 
3.1 Problem 
Intent classification is similar to a simple text classification but it has remarkable differ-
ences. In document classification stop-words like from, to, etc, may not carry information 
and they can be removed. The order of words in a text is not important most of the times. 
In this case, both stop-words and order of the words are more than necessary. It is per-
ceivable that intent prediction has different exploitation than other similar NLP tasks like 
text, document and topic classification. Prediction of intent may be influenced by words 
and phrases in different way. For example, words like from, to in most of the problems 
are useless but specifically in this problem may carry a big portion of available infor-
mation. The challenging part of every machine learning task is the generalization of the 
model, that is the ability to predict unseen samples. It is a challenge to create a robust 
model which can deal with problems from other domains.  
 Search engines, spoken language understanding (SLU) systems, chatbots and even 
robots need models that can predict queries and orders from humans. The understanding, 
from machines, of natural language by humans is a very challenging task nowadays. Eas-
ier task than the previous one, is the queries with restricted freedom of expression that 
user can use. The ability of interaction between human and bots is important for the rise 
of technology. For example, instead of writing an SQL query in order to access data from 
a database, we can write a text query with natural language which will be converted in 
SQL query after intent is predicted. This provides users with the ease and the automation 
of such services. 
 From a technical view, intent prediction it can be considered as a typical classification 
process where features are generated and being used by a classifier which predicts the 
targets of the instances. The classes are usually names of services that users may need of 
smart services.  
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3.2 Dataset 
The choice of the dataset was based on the use of it by the scientific community. The 
Airline Travel Information System (ATIS) dataset is widely used by a lot of research 
projects and it is available to the public. It was collected by DAPRA (Defense Advanced 
Research Program Agency) [17] in the early 90s. It contains sentences in text that come 
from audio recordings by users’ queries who ask for information about flight-related ser-
vices. The size of the dictionary is 981 words and it contains 4978 training utterances, 
893 testing utterances and 26 different intents in total from training and testing sets [3]. 8 
out of 26 intents are combinations of those 18 intents from the figure and it was decided 
to keep the first intent for the multi-labelled instances. There is high skewness in the 
dataset and it can be noticed in Figure 10 below. The distribution of flight intent captures 
nearly the 74% of all intents. There are some intents that capture less than 1% of the data. 
Detailed percentages of them are displayed in Table 1. This problem can be solved using 
oversampling methods and one of them is used in this thesis in a later section.  
 
Figure 10: Size of samples grouped by intents 
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Table 1: Distribution percentages of intents 
Intent Distribution Percentage 
abbreviation 3% 
aircraft 1.55% 
airfare 8.06% 
airline 3.36% 
airport 0.65% 
capacity 0.63% 
cheapest 0.02% 
city 0.43% 
day_name 0.03% 
distance 0.51% 
flight 73.79% 
flight_no 0.36% 
flight_time 0.94% 
ground_fare 0.43% 
ground_service 4.97% 
meal 0.20% 
quantity 0.92% 
restriction 0.10% 
 
 
One sample of the data is the utterance: “What is the transportation time from the 
airport to Boston” whose intent is ground_service. Another example of this specific da-
taset is “All one way flights between Boston and Philadelphia” which is referred to flight 
intent. An utterance example of the second most populated class, airfare, is “what is the 
cost of a round trip ticket first class between oak and atl”. The aim of this work is the 
prediction of such intents for every utterance. Obviously, this task is focuses only on 
flight-related queries and the generalization of intent’s prediction is a huge challenge. For 
accurate predictions, semantic parts of such utterances must be captured, and using text 
processing techniques, it is possible to grant such tasks. 
The ATIS dataset also provides semantic information about some words. Such words 
are called slots. For example, in the sentence ‘cheapest airfare from Tacoma to Olrlando’ 
the word airfare is tagged as ‘B-cost_relative’, the word Tacoma as ‘B-from-
loc.city_name’ and the word Orlando as ‘B-toloc.city_name’. The first denotes that the 
-22- 
word is related to cost, the second and the third obviously are both cities with the differ-
ence that the first is the departure city and the second the arrival city. There are 129 dif-
ferent slots which in some experiments of this thesis are used as features and in others 
not. 
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4 Contribution 
This section includes the contribution of this research to the domain of user’s intent pre-
diction. First, some core tools and technologies are mentioned which are helpful for ma-
nipulating data and building a machine learning model. Next, an analysis with the avail-
able data is conducted to create a cleaner view of its value. The last step includes two 
parts and each of them handles different approaches. The first is an approach where clas-
sifiers such as SVM, Multi-Layer Perception (MLP) and Logistic regression are used and 
the second and the most important consists of the LSTM approach, which produces the 
most valuable results.   
4.1 Tools 
Many tools and programming languages like Python, R, Java, C++ are suitable for ma-
chine learning problems. This approach is implemented using Python because it is cur-
rently the most popular language in the data science field. Python has a very large number 
of useful libraries that allow for fast and modular development as well as a vast commu-
nity of users supporting virtually any machine learning task. Also, it provides a lot of 
excellent libraries built specifically for machine learning and the community also sup-
ports Python for such problems. In this section, we will describe extensively the most 
important libraries of Python that are used in this thesis in order for all the readers to have 
a clear view of them.  
4.1.1 Scikit-learn 
Scikit-learn is a package for Python which can be used for machine learning, data mining 
and data analysis. It is an open source and commercially usable. Classification, regres-
sion, clustering, preprocessing, model selection and dimensionality reduction are the core 
concepts that scikit-learn can handle. It provides methods for models and classifiers such 
as neural networks, support vector machines, naïve bayes classifier, random forest clas-
sifier and many boosting algorithms. Metrics for the results of classifications are included 
as well as ways of text representation like tf-idf [18].  
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4.1.2 Natural Language Toolkit (NLTK) 
NLTK is an ideal platform for manipulating and developing natural language data. It of-
fers easy-to-use interfaces to over 50 corpora and lexical resources, along with various 
text and natural language processing libraries for stemming, classification, tagging, pars-
ing and tokenization. It is suitable for researchers, linguists, engineers, students and edu-
cators thanks to hands-on guides introducing programming basis alongside API docu-
mentation. NLTK is an open-source, highly community-driven platform and free. It has 
been called “a wonderful tool for teaching, and working in computational linguistics us-
ing Python” and “an amazing library to play with natural data” [19]. 
 
4.1.3 Pandas 
Pandas is an open-source library providing high-performance and easy-to-use data anal-
ysis tools and structures which are suitable for data manipulation and processing. Its main 
features are DataFrame object for data manipulation, tools for reading and writing differ-
ent file formats, data structure column insertion and deletion, dataset merging and joining 
and hierarchical axis indexing to work with high-dimensional in a lower-dimensional data 
structure [20].  
 
 
4.1.4 NumPy 
NumPy is the fundamental package which contains a powerful n-dimensional array ob-
ject, capable of fast linear algebra computations, transformations and random number 
capabilities. It can define arbitrary data-types and this allows NumPy to integrate with a 
wide variety of databases. The main data-type of NumPy is a numpy-array and its char-
acteristics are the rank and the shape. The rank is the number of dimensions and the shape 
is the size of the array along each dimension represented as a tuple of integers [21]. 
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4.1.5 Matplotlib 
Matplotlib is a Python library which provides capabilities of creating quality figures in a 
variety of hardcopy formats and interactive environments across platforms. It can gener-
ate various figures like plots, histograms, bar charts, scatterplots, pie charts, etc., with just 
a few lines of code. It provides a lot of functionalities that users can use for handling and 
manipulating a figure in a flexible and custom way [22]. 
4.1.6 Keras 
Keras is an open-source library for neural networks written in Python programming lan-
guage. It is designed to enable fast experimentation with deep neural networks, it focuses 
on being user-friendly with easy access and use of its methods and it is modular and 
extensible. It was developed as part of the research of project ONEIROS (Open-ended 
Neuro-Electronic Intelligent Robot Operating System). From this library I used several 
features of it like LSTM layer, Embedding layer, tokenization of sentences and other rel-
ative functions for neural network training and evaluation [23]. 
4.2 Exploratory Data Analysis 
Exploratory data analysis is a valuable part of machine learning tasks. It can give a first 
view of the data, correlations between variables and any useful pattern derived from vis-
ualization of available data. It is an approach to analyzing datasets and extracting their 
main characteristics [24]. In this section, plots about the classes are shown and described, 
normalized mutual information scores between words and intents are calculated gaining 
interesting insights from the available text. 
 Valuable insight is to notice the intents distribution in the dataset. The distribution of 
flight intent captures nearly the 74% of all intents. There are some intents that captures 
less than 1% of the data. This problem can be solved using oversampling methods and 
one of them is used in this thesis in later section. Figure 10 shows the distribution of 
intents in term of the size of samples that they belong to.  
 Another interesting point is to check if particular words in the sentences influence the 
intent more than other words. Using Normalized Information Score, we can see in Figure 
11 below the top ten words with more influence to the labeled intent in the training set. 
For example, in the sentence ‘I want flights from Boston to Chicago’, the word ‘flights’ 
carries more information than the word ‘want’. The Normalized Mutual Information 
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(ΝΜΙ) criterion is used to measure the correlation between words and intent labels. The 
formula for NMI score between two discrete random variables X and Y is: 
𝑁𝑀𝐼 𝑠𝑐𝑜𝑟𝑒 =
(∑ ∑ 𝑝(𝑥, 𝑦) ∗ log (
𝑝(𝑥, 𝑦)
𝑝(𝑥) ∗ 𝑝(𝑦)
)𝑥∈𝑋𝑦∈𝑌 )
√𝐻(𝑋) ∗ 𝐻(𝑌)
 
Where 𝑝(𝑥, 𝑦)  is the joint probability function of X and Y, 𝑝(𝑥) and 𝑝(𝑦)  are the mar-
ginal probability distribution functions of X and Y respectively and 𝐻(𝑋), 𝐻(𝑌) are the 
marginal entropies of X and Y. Figure 11 shows the 10 words with the highest ΝΜΙ score. 
We readily see that typical stop-words, such as “to” and “from” carry significant infor-
mation relating to user intent. Therefore, it was decided to avoid stop-word removal and 
feed all the words in the sentence to the model. 
 
 
Figure 11: Top 10 words with highest Normalized Mutual Information Score 
Almost in every task dealing with text, the length of sentences often gives some in-
formation. The boxplot (Figure 12) below with a first view it can show us that the intents 
aircraft and flight_no tends to correlate with larger sentences. In contrast, the intents air-
port, abbreviation and city are correlated more with sentences with fewer words. 
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Figure 12: Boxplot of length of sentences for all classes 
  
4.3 Non-LSTM approach and Features 
This chapter describes a detailed procedure of preprocessing the data, creating features of 
the available data and text and feeding them to various classifiers. A lot of features are 
described, like length of text queries, absence or presence of slots in queries, etc. which 
can help the classifiers recognize the true label for each instance. At the end, we are going 
to see which features are contributing to intent’s prediction and a comparison on the effi-
ciency of different classifiers will be done as well. 
4.3.1 Preprocessing 
In Figure 13 below, we can see the initial format of the slots which are mapped with a 
unique index number. The same format stands for intents and words in the sentences too.  
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Figure 13: Mapped slots with indices 
Figure 14 shows the representation of sentences which consists of indices each of them 
corresponding to one of 981 total words of dataset’s dictionary. After mapping each word 
to its index, the data was converted to text and was ready to be manipulated (Figure 15). 
 
 
Figure 14: Indices of words in sentences samples  
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Figure 15: Final representation of the sentences 
From all default available stop-words dictionary provided by NLTK library, the first 
30 stop-words with a relatively high mutual information score were kept and the rest 
removed since they did not carry information. As it can be seen in Table 2, the words to, 
how, from, are, and carry more information than other stop-words. Each sentence, as we 
saw in Figure 15 above, starts with “BOS”, which denotes the beginning of a sentence and 
ends with “EOS” which denotes the end of a sentence. Since they are not carrying any 
information, they were removed. 
 
 
Table 2: Normalized Mutual Information score for stop-words 
Stop-word NMSI 
to 0.166301509 
how 0.164104342 
from 0.150625748 
is 0.080030214 
does 0.078389165 
of 0.066981404 
 
-30- 
Another important part of preprocessing is the conversion of all the words into a com-
mon format; and the most common format is the lowercase letters. So, same words which 
are written in some cases in uppercase format and in other cases in lowercase, they will 
be considered the same. All words in dataset were converted to lowercase before proceed-
ing on using them. Regarding the stemming process, as this dataset deals with the English 
language, all the words were converted to their roots. 
4.3.2 Word2Vec embeddings 
Mikolov presents in [25] a work for estimating continuous representations of words. They 
trained the model using billions of words in large corpus using Neural Networks. As we 
can see in the figure below (Fig. 12) they proposed 2 methods. The first one (CBOW) 
tries to estimate a word using as features the surrounding words. The Skip-gram model 
does the opposite. It tries to predict the surrounding words from a given word. In this 
work, the used pre-trained word embeddings came from word2vec model outputs. Neural 
network Language model has been used for both methods for training. 
 
 
Figure 16: Word2Vec Model 
An example of how text is processed through a large corpus is shown below. In this 
case 2-grams are used (2 surrounding words) in order to count the co-occurrences of 
words. With this way, the words have their own vector representation that indicates the 
relationships among them. This algorithm can work with operations between vectors of 
words. For example, V(‘king’) - V(‘man’) + V(‘woman’) is more related to V(‘queen’). 
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Words that share similar surrounding contexts will probably be more similar to each 
other. 
 
Figure 17: Example of Word2Vec Training 
 For this work 300-dimensional pre-trained word embeddings are used 
(https://code.google.com/archive/p/word2vec/). Every word in the dictionary of the ATIS 
dataset is mapped to a 300-dimensional vector having semantic information. The more 
dimensions of the embeddings the more detail about the words, so a choice of the bigger 
available pretrained embeddings was made. There are some weird words or symbols in 
the dataset which are not included in word2vec’ pre-trained model’s dictionary and they 
make no sense. All those words are matched with a 300-dimensional vector with zeros. 
Once each instance is a sentence, there must be a representation for each sentence. Thus, 
claiming the property of addition of vectors word2vec to give semantic information, all 
the embeddings of words were added for each sentence represented by a vector of 300 
dimensions. 
4.3.3 Slots 
The next most important feature that was used are the slots that are available in the dataset. 
As mentioned, the slots give information about some words in the text that indicate mainly 
location, flight costs, time and anything else that can express a word like entity. For ex-
ample, for the utterance “which airlines have first class flights today”, the corresponding 
slots for the words are [' O ', ' o ', ' o ', ' B-class_type ', ' I-class_type ', ' O ', ' B-depart_date’. 
‘Today_relative’], where ' O ' is the symbol of words not corresponds to a meaningful 
slot. The way that was chosen to use slots as features is the following: initially, there was 
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an index for each of the 128 slots and so each sentence matched with a 128-dimensional 
vector whose value was 0 or 1 (one-hot encoding). The 1 corresponds to the existence of 
each slot and 0 to non-existence within the sentence. 
4.3.4 Count Vectorizer 
A feature that is used almost in all problems with NLP is whether and how many times a 
word appears within a sentence. Using the method ‘CountVectorizer’ of sklearn library, 
it creates a vector for each utterance indicating the number of times a word contained 
within the sentence. Also, a context window of size 2 was used which counts the pairs of 
words that appear together in the sentence.  
4.3.5 Tf-Idf words 
In NLP, term frequency-inverse document frequency (tf-idf) is a statistic which indicates 
the importance of a word to a document in a collection or corpus. It is a weighting factor 
whose value increases proportionally to the number of times a word appears in a docu-
ment and is offset by the number of documents containing the word, which contributes to 
adjust for the fact that some words appear more often in general. Nowadays, it is the most 
popular term-weighting measure in information retrieval field. 
The formula of tf-idf consists of two parts, one is for tf (term frequency) and the other 
for idf (inverse document frequency). Term frequency is the number of times a term oc-
curs in a document. Inverse document frequency is calculated as: 
𝑖𝑑𝑓(𝑑, 𝑡) = 𝑙𝑜𝑔 (
𝑛
𝑑𝑓(𝑑, 𝑡)
) + 1 
where n is the total number of documents and df(d,t) is the number of documents con-
taining term t. The idf reduces the weights of words that occur very frequently and in-
creases the weight of terms that occur rarely. 
4.3.6 One vs All 
Due to the fact that the dataset is highly skewed, an experiment is done which tests how 
the models behave in the situation of one intent versus others. Due to the fact that ‘flight’ 
intent captures approximately the ¾ of all intents, it was separated from all other intents 
which capture a low portion of the dataset. It is a method that used in cases of skewness. 
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4.3.7 Smote Oversampling 
After implementing the “One vs All” method the dataset is still skewed and oversampling 
methods can deal with it generating artificial data similar to initial data. Those are tech-
niques used to adjust the class distribution of a dataset. More specifically, the SMOTE 
(Synthetic Minority Over-sampling Technique) method is used in this thesis. [26] To il-
lustrate how this technique works, let’s think of some training data which consists 
of n samples and m features in the feature space of the dataset. Note that these features, 
for simplicity, are continuous. To then oversample, we take a sample from the dataset, 
and consider its k nearest neighbors (in feature space). To create artificial data point, we 
take the vector between one of those k neighbors and the current data point. Next, we 
multiply this vector by a random number x which lies between 0 and 1. Finally, we add 
this to the current data point to create the new, synthetic data point. 
4.3.8 Cross-validation 
Cross-validation, sometimes called rotation estimation, or out-of-sample testing is a val-
idation technique for assessing how the results will be generalized to an unseen data set. 
It is mainly used in settings where the goal is prediction, and one wants to estimate 
how accurately a predictive model will perform in practice. In a prediction problem, a 
model is usually trained on known data (training dataset), and after this model is tested 
on dataset of unknown data (called the validation dataset or testing set). The goal of 
cross-validation is to test the model’s ability to predict new data that was not used in 
estimating it, in order to flag problems like overfitting or selection bias and to give an 
insight on how the model will generalize the training set to an independent dataset.  
In k-fold cross-validation, the original sample of dataset is randomly partitioned 
into k equal sized subsamples. Of the k subsamples, a single subsample is considered the 
validation data for testing the model, and the remaining k − 1 subsamples are used as 
training data. The cross-validation process is then repeated k times, with each of 
the k subsamples used exactly once as the validation data. The k results can then be aver-
aged to come up with a single estimation. The advantage of this method is that all obser-
vations are used for both training and validation, and each observation is used for valida-
tion exactly once. In this work, an 8-fold cross validation used. 
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4.3.9 Models and Results 
This section describes the models and classifiers used as well as the detailed results for 
classification attempts with 18 intents and the attempt with “One vs All”. Classification 
procedure requires an appropriate model in order to map the output of the models with 
the target labels. The selection of model depends on the classification problem, in which 
case multiclass classification is needed. Multiclass classification is the classification of 
instances that may have more than 2 possible classes. Some models that work well for 
this are Support Vector Machines (SVM), Logistic Regression and Multi-Layer Percep-
tron (MLP). A short description of each model is needed before we proceed in implemen-
tation part.  
A multilayer perceptron (MLP) is a class of feedforward artificial neural network. An 
MLP consists of at least three layers of nodes. Except for the input nodes, each node is a 
neuron that uses a nonlinear activation function. MLP utilizes a supervised learning tech-
nique called backpropagation for training. Its multiple layers and non-linear activation 
distinguish MLP from a simple linear perceptron. It can distinguish data that is not line-
arly separable. Multilayer perceptrons are sometimes colloquially referred to as "vanilla" 
neural networks, especially when they have a single hidden layer [27]. 
In machine learning, support vector machines (SVM) are supervised learning models 
which are used for classification and regression problems. Given a set of training records, 
each mapped with a class label, an SVM training algorithm creates a model that assigns 
new examples to one class and makes it a non-probabilistic binary linear classifier. Sup-
pose some given data samples each belong to one class, the objective is to examine in 
which class a new data point will belong to. In the case of SVM, a data point is considered 
an n-dimensional vector (a list of n numbers), and the target is to know whether we can 
separate such points with a (n-1)-dimensional hyperplane. There are many different hy-
perplanes that might classify new data points. The most reasonable choice as the best 
hyperplane is the one that represents the largest distance, which is called margin, between 
the candidate classes [28]. 
Multinomial Logistic Regression [29] is a classification method that generalizes lo-
gistic regression into multiclass problems like in my work. It is a model that predicts the 
probabilities of the different possible outcomes of a categorically distributed dependent 
variable, given a set of independent variables. It can be used in cases of dependent varia-
bles can take more than categorical values. In the case of only two categories, the simple 
  -35- 
logistic regression is the appropriate approach to accomplish this task, which is used in 
One vs All case.  
 
All 18 Intents (Cross-Validation vs Testing Set score) 
Noteworthy is the efficiency, in terms of accuracy, of different classifiers and the 
experiments done examining various combinations of hyper-parameters. The tables and 
the figures show the results. In Figure 18, the y-axis denotes the mean test score of the 8-
fold cross validation and the x-axis denotes the number of neurons and layers of MLP 
classifier. In the experiments were examined the cases of one and two hidden layers. As 
we can notice, the best accuracy is captured from 2 hidden layer containing 100 neurons 
each. 
 
Figure 18: Hyperparameter comparison for Multi-layer Perceptron 
Figure 19 and Figure 20 below are referring to linear SVM and SVM with linear 
kernel classifier’s accuracy respectively. The hyperparameter that is tested is the ‘C’ pa-
rameter and in case of large values of C, the optimization will choose a smaller-margin 
hyperplane if that hyperplane does a better job of getting all the training points classified 
correctly. Conversely, a very small value of C will cause the optimizer to look for a larger-
margin separating hyperplane, even if that hyperplane misclassifies more points. In my 
experiments, larger value of C seems to be more appropriate and slightly better than 
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smaller values. The differences between linear SVM and SVM with linear kernel are 
based on results that come from several aspects: SVC and LinearSVC are supposed to 
optimize the same problem, but in fact all liblinear estimators (linear svc) penalize the 
intercept, whereas libsvm (linear kernel) ones do not (IIRC). This leads to a different 
mathematical optimization problem and thus different results. Also, the linear SVC tends 
to be faster to converge. We can notice that linear svm performs better than SVC with 
linear kernel and the best value for their hyper-parameter for both of them is set to C=10. 
 
 
Figure 19: Hyperparameter comparison for Linear SVM 
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Figure 20: Hyperparameter comparison for SVC (linear kernel) 
 
Figure 21: Hyperparameter comparison for Logistic Regression Classifier 
 
Figure 21 shows the performance of Logistic Regression Classifier. Its accuracy is 
almost the same as SVC classifier and this score is produced with the hyperparameter C 
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having the value of 10. On the contrary, lower values seem to be less efficient and spe-
cifically C = 0.1 achieved 6% less accuracy score.   
Summarizing, Table 3  below contains all the scores of those four classifiers for cross-
validation accuracy and the accuracy on the available testing set. Linear SVC tends to 
have the best results in both cases. 
 
Table 3: Accuracy comparison in case of 18 intents 
Classifier Hyper-parameter Cross-valida-
tion score 
Testing score 
SVC C=1, Linear Kernel 97.48% 96.19% 
Linear SVC C=10 97.72% 96.97% 
MLP Tanh, Neurons = (100,100) 97.50% 95.52% 
Logistic Regr. C=10 97.41% 95.86% 
 
 
2 Intents: ‘Flight’ vs Rest (Cross-Validation vs Testing Set score) 
 As mentioned in dataset description, this dataset is highly unbalanced and it is decided 
to test the case of converting the 18 intents to 2. More specifically, the “flight” intent, 
capturing the 74% of the distribution, was set as the first intent and all the rest was set as 
the second, defined as “other”. It is interesting to test the efficiency of classifiers in this 
case. Applying the hyperparameters with the best performance in previous experiments, 
in Table 4 are the results for one versus rest case. Furthermore, applying the SMOTE 
oversampling method resulted in the improvement of the score for Multi-Layer Percep-
tron and for Logistic Regression. Having initially 4978 training samples, after the 
SMOTE method the sample size raised to 7.374 samples making the dataset balanced 
with 2 equally distributed intents. Clearly, this contributed to the “other” class capturing 
before this method only the 26% of the data. 
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Table 4: Accuracy comparison in case of One vs Rest intents 
Classifier One vs Rest after SMOTE 
Linear SVC (C=1) 97.54% 97.54% 
SVC (C=1) 97.54% 97.54% 
MLP (100,100) 96.86% 97.31% 
Logistic Regression (C=10) 97.31% 97.65% 
 
 
4.4 LSTM Approach 
Long-Short Term Memory (LSTM) Neural Network is a Recurrent Neural Network with 
the difference that LSTM networks remember information from many time steps before. 
In research community with NLP problems, LSTMs are widely used and seems that they 
are one of the most efficient approaches. Conventional RNNs have the problem of gradi-
ents to vanish or blow up, so LSTMs created to overcome this problem by using a memory 
cell [30]. 
Three years later, in [31] , LSTM has been improved by adding in LSTM cell a forget 
gate. A forget gate essentially learns what to forget because not all of information fed in 
network are useful. They can be used for classification, prediction and processing time 
series data since there can be lags of unknown duration between important events in a 
time series. 
More specifically, it consists of a memory cell, an input gate, an output gate and a 
forget gate. The cell remembers values over arbitrary time intervals and the three gates 
regulate the flow of information into and out of the cell. A LSTM cell takes an input and 
stores it for some period of time. The training is done with back propagation through time 
(BPTT).  Figure 22 below represents an LSTM cell.  
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Figure 22: LSTM cell 
 
 
 
The mathematical equations of functions in the figure are: 
𝑓𝑡 = 𝜎𝑔(𝑤𝑓 ∗ 𝑥𝑡 + 𝑈𝑓 ∗ ℎ𝑡−1 + 𝑏𝑓) 
𝑖𝑡 = 𝜎𝑔(𝑤𝑖 ∗ 𝑥𝑡 + 𝑈𝑖 ∗ ℎ𝑡−1 + 𝑏𝑖) 
𝑜𝑡 = 𝜎𝑔(𝑤𝑜 ∗ 𝑥𝑡 + 𝑈𝑜 ∗ ℎ𝑡−1 + 𝑏𝑜) 
𝑐𝑡 = 𝑓𝑡 ∘ 𝑐𝑡−1 + 𝑖𝑡 ∘ 𝜎𝑐(𝑤𝑐 ∗ 𝑥𝑡 + 𝑈𝑐 ∗ ℎ𝑡−1 + 𝑏𝑐) 
ℎ𝑡 = 𝑜𝑡 ∘  𝜎ℎ(𝑐𝑡) 
 
where 𝐱𝑡 is the input vector to LSTM unit, 𝐟𝑡 is the forget gate’s activation vector, 𝐢𝑡 the 
input gate’s activation vector, 𝐨𝑡 the output gate’s activation vector, 𝐡𝑡 the output vector 
of the LSTM unit, 𝐜𝑡 the cell state vector, 𝜎𝑔 and 𝜎ℎ are sigmoid function and hyperbolic 
tangent function respectively and 𝐖−, 𝐔−, 𝐛− are the weight matrices and bias vector 
parameters which need to be learned during training. 
 This approach differs from the previous one. An approach would take into account 
the order of words in the sentence was needed. Due to the fact that LSTM keeps memory 
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of words in a sequence (sentence) and can forget the words that are contributing less in 
terms of accuracy, it was the appropriate model. Also, for efficiency reasons, slots were 
excluded from features and just the sentences were used, which, as we can see next, are 
enough for achieving high accuracy. 
 
4.4.1 Model architecture and training 
Figure 23 shows the architecture of the proposed model which contains three layers. The 
first layer is an embedding layer in which the utterances sequence is fed. This layer is not 
trained since pre-trained Word2Vec embeddings were used. The output of the first layer 
is fed into the LSTM layer which consists of 200 units. To avoid overfitting, the layer 
uses a 40% dropout rate of input and output units as well as 40% dropout of recurrent 
connections. For the training of the model, the batch size was set to 128 and the number 
of epochs to 150. Finally, the intents are predicted using a third Softmax layer (Dense 
layer in Figure 1), with 18 output units. To train the model parameters the Adam optimi-
zation algorithm [32] was employed and the categorical cross entropy cost function was 
used. 
 
 
Figure 23: Example of an utterance classification 
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4.4.2 Results and Analysis 
The LSTM model of this work, with only one layer achieved 98.99% with just 9 misclas-
sified instances out of 893. Table 5 displays the confusion matrix of the classification 
results. Two instances of the test set belong to day_name intent and there are not utter-
ances in the training set with this intent. Hence, automatically these 2 instances would be 
misclassified anyway. 
4.4.3 Comparison with the State-of-The-Art 
Table 6 summarizes the state-of-the-art including the most notable previous works and 
their respective accuracies. Although RNNs have been successfully applied for intent pre-
diction by all these methods, my model is simpler and yet achieves 0.44% better perfor-
mance compared to the best model [15]. Tur et al. in [5] used a boosting algorithm that 
featured 96.98% accuracy, which has been surpassed by several, more recent, LSTM-
based approaches. Kim et al. in [13] used semantically enriched word embeddings with a 
bidirectional LSTM layer, achieving accuracy, 1.68% worse than my model. Zhang et al. 
[10] used word embeddings along with named entities as features. Their model consists 
of two GRU layers with 300 units each, so the model of this work with just one LSTM 
layer, no use of entities and 200 units is simpler and more efficient. Liu et al. in [11],using 
encoder-decoder neural network which consists of two LSTM networks with 128 units 
each and batch size equals to 16, proposed a model that is more complex and slower than 
mine. In [15] the work is similar with this, with the difference that they used more com-
plex model. It consists of 2 layers of LSTM with 200 units, 2 layers of GRU with 200 
units too, followed by a dense layer. The complexity of their model is much higher than 
that of this work and probably there is a chance of overfitting for this specific task. The 
small size of dataset is not suitable for such complex models and this LSTM model scored 
better in terms of accuracy, even though it is more lightweight. 
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Table 5: Confusion Matrix 
restriction 0                  
city  4         2        
capacity   2                
day_name    0       1       1 
airfare     49              
ground_service      36             
ground_fare       7            
aircraft        9           
cheapest         0          
abbreviation          33         
flight           641     4   
flight_no            9       
meal      1       5      
airline              38     
airport               18    
quantity                3   
distance                 10  
flight_time                  1 
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Table 6: Comparison against the state-of-the-art methods. 
Paper Accuracy 
Tur et al., 2011 [5] 96.98% 
Kim et al., 2016 [13] 97.31% 
Zhang et al., 2016 [10] 98.32% 
Liu et al., 2016 [11] 98.43% 
Firdaus et al., 2018 [15] 98.56% 
My LSTM model 98.99% 
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4.5 Summary of All experiments 
After describing all the experiments that applied, in this section all the attempts are sum-
marized, categorized by the features, models and accuracy scores (Table 7). LSTM model 
has shown to be more effective than other approaches. LSTM has the possibility to cap-
ture the order of words in a sentence, remember the meaningful words and forget the 
words which carry useless information. Notable is the fact that in the other 4 approaches 
with more features, they cannot reach the efficiency of those two which only fed with 
word2vec embeddings.   
 
Table 7: Summary of results on Benchmark test set 
Model Features Accuracy Score 
SVC Word2vec embeddings, count words, tf-idf 
weights, slots, length of the sentence 
96.19% 
Linear SVC Word2vec embeddings, count words, tf-idf 
weights, slots, length of the sentence 
96.97% 
MLP Word2vec embeddings, count words, tf-idf 
weights, slots, length of the sentence 
95.52% 
Logistic Regression Word2vec embeddings, count words, tf-idf 
weights, slots, length of the sentence 
95.86% 
LSTM Word2vec embeddings 98.99% 
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5 Conclusions and Future Work 
In this thesis, a high-accuracy, lightweight approach for the SLU task of intent determi-
nation is proposed. Many attempts using common classifiers have not been proved to be 
so efficient, except for the approach with LSTM model. This model makes use of pre-
trained word2vec embeddings as input to a lightweight LSTM network. Its accuracy was 
evaluated using the ATIS benchmark dataset and it showed that it can outperform more 
complex models that have been proposed in the literature. These models may be efficient 
in bigger datasets; however, they are likely to overfit for smaller datasets such as the one 
in this work. The size of this dataset supports a simple model like that in current work.  
The test error produced by the LSTM model is close to 1% (only 9 misclassified sam-
ples out of 893) which is very low. Given that 2 samples in the test set are expected to be 
always misclassified since they are missing from the training set, the performance 
achieved is very close to the absolute best. So far, this work has focused only in the do-
main of airline ticket queries, mainly because of the lack of benchmark datasets in other 
domains. Intent determination for wider domains is considered a big challenge. However, 
there are reasons to expect that the simplicity of this approach will allow to perform 
equally well with different datasets (Occam’s Razor). This conjecture will be studied in 
future works. 
 
 
  -47- 
  
Bibliography 
 
[1]  Google, "Search Quality Evaluator Guidelines," pp. 61-74, 2016.  
[2]  Uysal, Alper and Serkan, "The impact of preprocessing on text classification," 
Information Processing & Management, vol. 50, no. 1, pp. 104-112, 2014.  
[3]  G. Tur, D. Hakkani-Tür and L. Heck, "What is left to be understood in ATIS?," 
IEEE Spoken Language Technology Workshop (SLT), pp. 19-24, 2010.  
[4]  G. Rätsch, T. Onoda and K.-R. Müller, "Soft Margins for AdaBoost," Machine 
Learning, vol. 42, no. 3, pp. 287-320, 2001.  
[5]  G. Tur, Hakkani-Tür, L. Heck and S. Parthasarathy, "Sentence simplification for 
spoken language understanding," ICASSP, pp. 5628-5631, 2011.  
[6]  P. Xu and R. Sarikaya, "Convolutional neural network based triangular CRF for 
joint intent detection and slot filling," ASRU, pp. 78-83, 2013.  
[7]  M. Jeong and G. G. Lee, "Triangular-Chain Conditional Random Fields," IEEE 
Transactions on Audio, Speech, and Language Processing, vol. 16, no. 7, pp. 1287-
1302, 2008.  
[8]  D. Guo, G. Tur, W. Yih and G. Zweig, "Joint semantic utterance classification and 
slot filling with recursive neural networks," IEEE SLT, pp. 554-559, 2014.  
[9]  S. Ravuri and A. Stolcke, "Recurrent Neural Network and LSTM Models for 
Lexical Utterance Classification," ISCA, 2015.  
[10]  X. Zhang and H. Wang, "A joint model of intent determination and slot filling for 
spoken language understanding," in IJCAI'16 Proceedings of the Twenty-Fifth 
International Joint Conference on Artificial Intelligence, New York, 2016.  
[11]  B. Liu and I. Lane, "Attention-Based Recurrent Neural Network Models for Joint 
Intent Detection and Slot Filling," in Interspeech, 2016.  
-48- 
[12]  K. Cho, D. Bahdanau, F. Bougares and Y. Bengio, "Learning Phrase 
Representations using RNN Encoder–Decoder for Statistical Machine Translation," 
in Empirical Methods in Natural Language Processing (EMNLP), Doha, 2014.  
[13]  J. Kim, G. Tur, A. Celikyilmaz, B. Cao and Y. Wang, "Intent detection using 
semantically enriched word embeddings," in IEEE SLT, 2016.  
[14]  J. Pennington, R. Socher and C. D. Manning, "GloVe: Global Vectors for Word 
Representation," in Empirical Methods in Natural Language Processing (EMNLP), 
Doha, 2014.  
[15]  M. Firdaus, S. Bhatnagar, A. Ekbal and P. Bhattacharyya, "Intent Detection for 
Spoken Language Understanding Using a Deep Ensemble Model," in PRICAI, 
Trends in Artificial Intelligence, 2018.  
[16]  K. Cho, B. v. Merrienboer, D. Bahdanau and Y. Bengio, "On the Properties of 
Neural Machine Translation: Encoder–Decoder Approaches," in f SSST-8, Eighth 
Workshop on Syntax, Semantics and Structure in Statistical Translation, Doha, 
2014.  
[17]  C. T. Hemphill, J. J. Godfrey and G. R. Doddington, "The ATIS spoken language 
systems pilot corpus," in In Proc. Workshop on Speech and Natural Language (HLT 
'90), Association for Computational Linguistics, Stroudsburg, 1990.  
[18]  "scikit-learn, Machine learning for Python," [Online]. Available: http://scikit-
learn.org/stable/]. [Accessed 15 November 2018]. 
[19]  "Natural Language Toolkit," [Online]. Available: https://www.nltk.org/]. 
[Accessed 15 November 2018]. 
[20]  "Python Data Analysis Library," [Online]. Available: https://pandas.pydata.org/]. 
[Accessed 15 November 2018]. 
[21]  "NumPy," [Online]. Available: http://www.numpy.org/. [Accessed 15 November 
2018]. 
[22]  "Matplotlib: Python plotting," [Online]. Available: https://matplotlib.org/. 
[Accessed 15 November 2018]. 
[23]  "Keras: The Python Deep Learning library," [Online]. Available: https://keras.io/. 
[Accessed 15 November 2018]. 
  -49- 
[24]  Andrienko and N. &. Andrienko, "Exploratory Analysis of Spatial and Temporal 
Data. A Systematic Approach," SPRINGER, 2005.  
[25]  Mikolov, Chen, Corrado and Dean, "Efficient Estimation of Word Representations 
in Vector Space," in ICLR, 2013.  
[26]  N. V. Chawla, K. W. Bowyer, L. O. Hall and W. P. Kegelmeyer, "SMOTE: 
Synthetic Minority Over-sampling Technique," Journal Of Artificial Intelligence 
Research , vol. 16, p. 321–357, 2002.  
[27]  Gardner and Dorling, "Artificial Neural Networks (the multilayer perceptron)—A 
review of applications in the atmospheric sciences," Atmospheric Environment, vol. 
32, no. 14-15, pp. 2627-2636, 1998.  
[28]  C. Cortes and V. Vapnik, "Support-vector networks," Springer, vol. 20, no. 3, p. 
273–297, 1995.  
[29]  S. Walker and D. Duncan, "Estimation of the probability of an event as a function 
of several independent variables," Biometrika, vol. 54, no. 1-2, p. 167–179, 1967.  
[30]  S. Hochreiter and J. Schmidhuber, "Long Short-Term Memory," Neural 
Computation, vol. 9, no. 8, pp. 1735-1780, 1997.  
[31]  F. A. Gers, J. A. Schmidhuber and F. A. Cummins, "Learning to Forget: Continual 
Prediction with LSTM," Neural Computation, vol. 12, no. 10, pp. 2451-2471, 2000.  
[32]  D. P. Kingma and J. Ba, "Adam: A method for stochastic optimization," arXiv 
preprint arXiv:1412.6980, 2014.  
[33]  S. G and B. K, "Term-weighting approaches in automatic text retrieval," 
Information Processing & Management, vol. 24, no. 5, pp. 513-523, 1988.  
 
 
 
 
 
 
 
-50- 
Appendix 
This section shows the main parts of the three Python scripts which were used. 
 
load_data.py 
1. import gensim   
2. import gzip   
3. import os   
4. import pickle   
5. import pandas as pd   
6. model = gensim.models.KeyedVectors.load_word2vec_format("Google-
News-vectors-negative300.bin", binary=True)   
7. data_dir='.model_data' # fetch location   
8.    
9.    
10. # load the dataset   
11. def load_ds(fname='ms_cntk_atis.train.pkl.gz'):   
12.    with gzip.open(os.path.join(data_dir, fname), 'rb') as strea
m:   
13.        ds,dicts = pickle.load(stream)   
14.    print('Done  loading: ', fname)   
15.    print('      samples: {:4d}'.format(len(ds['query'])))   
16.    print('   vocab_size: {:4d}'.format(len(dicts['to-
ken_ids'])))   
17.    print('   slot count: {:4d}'.for-
mat(len(dicts['slot_ids'])))   
18.    print(' intent count: {:4d}'.format(len(dicts['in-
tent_ids'])))   
19.    return ds,dicts   
20.   
21.   
22. train_ds, dicts = load_ds('ms_cntk_atis.train.pkl.gz')   
23. test_ds, dicts  = load_ds('ms_cntk_atis.test.pkl.gz')   
24. word2idx, slot2idx, intent2idx = dicts['to-
ken_ids'], dicts['slot_ids'], dicts['intent_ids']   
25.   
26.   
27. intent_tr, query_tr, slots_tr = train_ds['intent_la-
bels'],train_ds['query'],train_ds['slot_labels']   
28. intent_te, query_te, slots_te = test_ds['intent_la-
bels'],test_ds['query'],test_ds['slot_labels']   
29.   
30. # Create index to word/label dicts   
31. idx2word  = {word2idx[k]:k for k in word2idx}   
32. idx2slot = {slot2idx[k]:k for k in slot2idx}   
33. idx2intent = {intent2idx[k]:k for k in intent2idx}   
34.   
35. # map indices to words for words, slots and labels   
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36. words_train = [ list(map(lambda x: idx2word[x], w)) for w in que
ry_tr]   
37. slots_train = [ list(map(lambda x: idx2slot[x], w)) for w in slo
ts_tr]   
38. labels_train = [ list(map(lambda x: idx2in-
tent[x], y)) for y in intent_tr]   
39.   
40. words_test = [ list(map(lambda x: idx2word[x], w)) for w in quer
y_te]   
41. slots_test = [ list(map(lambda x: idx2slot[x], w)) for w in slot
s_te]   
42. labels_test = [ list(map(lambda x: idx2in-
tent[x], y)) for y in intent_te]   
43.   
44.   
45. y_train = [word[0] for word in labels_train]   
46. y_test = [word[0] for word in labels_test]   
47.   
48. # crete dataframe   
49. df_train = pd.DataFrame(   
50.    {   
51.     'label': y_train,   
52.     'query': words_train,   
53.     'slot': slots_train   
54.    },columns=['query','slot','label'])   
55.       
56. df_test = pd.DataFrame(   
57.    {'query': words_test,   
58.     'label': y_test,   
59.     'slot': slots_test   
60.    },columns=['query','slot','label'])   
61.   
62.       
63.   
64. # take the first intent from multilabeled instances   
65. df_train.label = df_train.label.ap-
ply(lambda x: x.split('+')[0] if '+' in x else x)   
66. df_test.label = df_test.label.ap-
ply(lambda x: x.split('+')[0] if '+' in x else x)   
67.   
68. y_train = df_train.label   
69. y_test = df_test.label   
no_lstm.py 
1. import pandas as pd   
2. from sklearn.metrics.cluster import normalized_mutual_info_score
   
3. from sklearn.feature_extraction.text import CountVectorizer,Tfid
fVectorizer   
4. from imblearn.over_sampling import SMOTE   
5. from sklearn.metrics import accuracy_score   
6. from sklearn import svm   
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7. from nltk.corpus import stopwords   
8. import numpy as np   
9. import matplotlib.pyplot as plt    
10. from load_data import y_train,y_test,df_train,df_test,model   
11.   
12. # function that counts the occurences of words in the utterances
   
13. def freq_count(X):   
14.    word_freq = {}   
15.    for sentence in X:   
16.        for word in sentence:   
17.            if word in word_freq:   
18.                word_freq[word] += 1   
19.            else:   
20.                word_freq[word] = 1   
21.    return word_freq   
22.   
23. word_freq_train = freq_count(df_train['query'])       
24. word_freq_test = freq_count(df_test['query'])   
25.   
26.   
27. # creating a list of one-hot encoding of all stop-
words contained in the dataset   
28. stp_onehot=[[] for i in range(179)]   
29. words=[]   
30. for i,word in enumerate(list(set(stopwords.words('english')))): 
  
31.    words.append(word)   
32.    for sen in df_train['query']:   
33.        stp_onehot[i].append(1 if word in sen else 0)   
34.   
35. stp_dict={}   
36. for i in range(179):   
37.    stp_dict[words[i]] = stp_onehot[i]   
38.   
39. # sorted Normalized Mutual Information Score of the stop-
words       
40. MIdict={}   
41. for key,value in stp_dict.items():   
42.    MIdict[key] = normalized_mutual_info_score(value,y_train)   
43. MIsorted = sorted(MIdict.items(), key=lambda x:x[1],reverse=True
)   
44.   
45. # Normalized Mutual Information Score of all words   
46. emp_words = [[] for i in range(891)]   
47. words_words = []   
48. for i,word in enumerate(list(word_freq_train.keys())):   
49.    words_words.append(word)   
50.    for sen in df_train['query']:   
51.        emp_words[i].append(1 if word in sen else 0)   
52.   
53. words_dict = {}   
54. for i in range(891):   
55.    words_dict[words_words[i]] = emp_words[i]   
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56.       
57. MIdict_words={}   
58. for key,value in words_dict.items():   
59.    MIdict_words[key] = normalized_mutual_info_score(value,y_tra
in)   
60. MIsorted_words = sorted(MIdict_words.items(), key=lambda x:x[1],
reverse=True)   
61.   
62. words_mi = [MIsorted_words[i][0] for i in range(len(MIsorted_wor
ds))]   
63. scores_mi = [MIsorted_words[i][1] for i in range(len(MIsorted_wo
rds))]   
64.   
65.   
66. # plot the first 10 words with the highest NMI score   
67. plt.rcParams["figure.figsize"] = [9,4]   
68. plt.bar(words_mi[:10],scores_mi[:10],width=0.5)   
69. plt.title("NMI score of words")   
70. plt.xlabel("Words")   
71. plt.ylabel("NMI Score")   
72. # filter the "best" 35 stop_words   
73. stp = []   
74. for tupl in MIsorted[:35]:   
75.    stp.append(tupl[0])   
76.   
77. # remove default stopwords excluding those with high NMSI    
78. stop_words = set(stopwords.words('english')).union({'bos','eos'}
)   
79. stop_words = set([e for e in stop_words if e not in stp])   
80.   
81. # function for list of zeros   
82. def zerolistmaker(n):   
83.    listofzeros = [0] * n   
84.    return listofzeros   
85.   
86. # function which converts words to lowercase   
87. def lower(data):   
88.    my_list = [[] for i in range(len(data))]   
89.    for i in range(len(data)):   
90.        for j in range(len(data[i])):   
91.            my_list[i].append(data[i][j].lower())   
92.    return my_list   
93.   
94. # function which removes the stopwords from a sentence   
95. def stpw_remove(data):   
96.    my_list = [[] for i in range(len(data))]   
97.    for i in range(len(data)):   
98.        for j in range(len(data[i])):   
99.            if data[i][j] not in stop_words:   
100.                 my_list[i].append(data[i][j])       
101.     return my_list   
102.    
103. # function which maps each word with its word2vec embedding v
ector   
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104. def create_embed(diction):   
105.     values_word=[]   
106.     for i in diction:   
107.         try:   
108.             values_word.append(np.array(model.wv[i]))   
109.         except KeyError:   
110.             values_word.append(np.array(zerolistmaker(300))) 
  
111.     return values_word   
112.    
113.    
114. # funtion which adds the vectors of words   
115. def take_embed(data,diction):       
116.     dict_word=dict(zip(diction,create_embed(diction)))   
117.     vectors=[[] for x in range(len(data))]       
118.     for j in range(len(data)):   
119.         for i in range(len(data[j])):   
120.             vectors[j].append(dict_word[data[j][i]])   
121.     added=[]   
122.     for j in range(len(vectors)):   
123.         added.append(list(sum(vectors[j])))   
124.     return added   
125.    
126.    
127.    
128. #### SLOTS ####   
129.    
130.    
131. total_slots = set()   
132. for sen in df_train['slot'].values:   
133.     for word in sen:   
134.         total_slots.add(word)    
135.    
136. for sen in df_test['slot'].values:   
137.     for word in sen:   
138.         total_slots.add(word)   
139.    
140. total_slots=list(total_slots)   
141.    
142. # map slots to indices   
143. slots=[[] for x in range(len(df_train['query']))]       
144. slot_to_index = dict((c, i) for i, c in enumerate(total_slots
))   
145.    
146.    
147. # function which map slots with one-hot encoded vector   
148. def encode(data,slots_data):   
149.     integer_encoded = [[slot_to_index[char] for char in sen] 
for sen in slots_data]   
150.     onehot_encoded = [[] for x in range(len(data))]   
151.     for j,sent in enumerate(integer_encoded):   
152.         for value in sent:   
153.             letter = [0 for _ in range(len(total_slots))]   
154.             letter[value] = 1   
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155.             onehot_encoded[j].append(np.array(letter))   
156.     return onehot_encoded   
157.    
158. # function which adds all the vectors for each isntance   
159. def add_sl(data):   
160.     added_slots=[]   
161.     for j in range(len(data)):   
162.         added_slots.append(sum(data[j]))   
163.         for i,item in enumerate(added_slots[j]):   
164.             if item>1:   
165.                 added_slots[j][i]=1   
166.     return added_slots     
167.    
168. # function which cleans the previous output from empty string
s   
169. def slot_feat(slot_data,added_slots):           
170.     empty=[[] for x in range(len(slot_data))]   
171.     for i,item in enumerate(added_slots):   
172.         for j in range(129):   
173.             if type(item)!=int:   
174.                 empty[i].append(item[j])   
175.             else:   
176.                 empty[i].append(0)   
177.     return empty   
178.    
179.    
180.    
181. # lowercase conversion and stop-words removal for train set   
182. print("lowercase and stopwords for train are being removed...
.\n")   
183. lower_words_train=lower(df_train['query'].values)   
184. cleaned_words_stp_train=stpw_remove(lower_words_train)   
185.    
186. total_words_cleaned_train = set()   
187. for sen in cleaned_words_stp_train:   
188.     for word in sen:   
189.         total_words_cleaned_train.add(word)   
190. total_words_train = set()   
191. for sen in lower_words_train:   
192.     for word in sen:   
193.         total_words_train.add(word)   
194.    
195. # addition of word embeddings to one vector for each sentence
 for train set   
196. print("create embeddings for train..\n")          
197. added_words_train=take_embed(cleaned_words_stp_train,total_wo
rds_cleaned_train)   
198.    
199. # addition of slots to one vector for each sentence for train
 set   
200. enc_train=encode(df_train['query'].values,df_train['slot'].va
lues)   
201. added_slots_train=add_sl(enc_train)   
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202. slot_train=slot_feat(df_train['slot'].values,added_slots_trai
n)   
203.    
204.    
205.    
206. print("lowercase and stopwords for test are being removed....
\n")   
207.    
208. # lowercase conversion and stop-words removal for train set   
209. lower_words_test=lower(df_test['query'].values)   
210. cleaned_words_stp_test=stpw_remove(lower_words_test)   
211.    
212. total_words_cleaned_test = set()   
213. for sen in cleaned_words_stp_test:   
214.     for word in sen:   
215.         total_words_cleaned_test.add(word)   
216.    
217.    
218. # addition of word embeddings to one vector for each sentence
 for test set   
219. print("create embeddings for test..\n")         
220. added_words_test=take_embed(cleaned_words_stp_test,total_word
s_cleaned_test)   
221.    
222. # addition of slots to one vector for each sentence for test 
set   
223. enc_test=encode(df_test['query'].values,df_test['slot'].value
s)   
224. added_slots_test=add_sl(enc_test)   
225. slot_test=slot_feat(df_test['slot'].values,added_slots_test) 
  
226.    
227.    
228.    
229.    
230.    
231.    
232. # create features about count words, tf-
idf weights and length of utterances   
233.            
234. count=CountVectorizer(ngram_range=(1,2), max_df=0.6, min_df=3
)   
235. tf_idf=TfidfVectorizer(ngram_range=(1,2), max_df=0.6, min_df=
3)   
236. train_series = pd.Series([' '.join(x) for x in cleaned_words_
stp_train])   
237. test_series= pd.Series([' '.join(x) for x in cleaned_words_st
p_test])   
238.    
239. train_tfidf=tf_idf.fit_transform(train_series)   
240. test_tfidf=tf_idf.transform(test_series)   
241.    
242. count_train = count.fit_transform(train_series)   
243. count_test = count.transform(test_series)   
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244.    
245. train_tfidf=train_tfidf.tocoo()   
246. test_tfidf=test_tfidf.tocoo()   
247.    
248. count_train=count_train.tocoo()   
249. count_test=count_test.tocoo()   
250.    
251. train_tfidf =[list(item) for i,item in enumerate(list(train_t
fidf.toarray()))]   
252. test_tfidf = [list(item) for i,item in enumerate(list(test_tf
idf.toarray()))]   
253.    
254. count_train =[list(item) for i,item in enumerate(list(count_t
rain.toarray()))]   
255. count_test = [list(item) for i,item in enumerate(list(count_t
est.toarray()))]   
256.    
257. length_train=[[] for i in range(4978)]   
258. for i in range(4978):   
259.     length_train[i].append(len(df_train['query'][i]))   
260.    
261. length_test=[[] for i in range(893)]   
262. for i in range(893):   
263.     length_test[i].append(len(df_test['query'][i]))   
264.    
265. # training features   
266. train=[]   
267. for i in range(4978):   
268.     train.append(added_words_train[i]+slot_train[i]+count_tra
in[i]+train_tfidf[i]+length_train[i])   
269.    
270. # testing features      
271. test=[]   
272. for i in range(893):   
273.     test.append(added_words_test[i]+slot_test[i]+count_test[i
]+test_tfidf[i]+length_test[i])   
274.    
275. #####CLASSIFICATION PART OF THE BEST CLASSIFIER#####   
276.        
277. clf_linearsvm=svm.LinearSVC(C=10,loss='squared_hinge')   
278. clf_linearsvm.fit(train,y_train)   
279. #pca=PCA(n_components=0.98)   
280. #x_new=pca.fit_transform(train)   
281. #cv.fit(x_new,y_train)   
282.    
283. #cv.fit(train,y_train)   
284. #cv.cv_results_['mean_test_score'][0]   
285. predictions=clf_linearsvm.predict(test)   
286. print("The test score for 18 classes is: ",accuracy_score(y_t
est, predictions))   
287.    
288.    
289. # oneVSall   
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290. y_tr=['flight' if i=='flight' else 'other' for i in y_train] 
  
291. y_te=['flight' if i=='flight' else 'other' for i in y_test]   
292. clf_linearsvm.fit(train,y_tr)   
293. #cv.cv_results_['mean_test_score'][0]   
294. predictions=clf_linearsvm.predict(test)   
295. print("The test score for 2 classes is: ",accuracy_score(y_te
, predictions))   
296.    
297.    
298. # Smote on oneVSall   
299. sm = SMOTE()   
300. x_train_res, y_train_res = sm.fit_sample(train, y_tr)   
301.    
302. clf_linearsvm.fit(x_train_res,y_train_res)   
303. predictions=clf_linearsvm.predict(test)   
304. print("The test score for 2 classes after SMOTE is: ",accurac
y_score(y_te, predictions))   
 
lstm.py 
 
1. from keras.models import load_model   
2. import numpy as np   
3. import matplotlib.pyplot as plt   
4. import seaborn as sns   
5. from sklearn.metrics import confusion_matrix,classification_re-
port,accuracy_score   
6. from keras.models import Sequential   
7. from keras.layers import Embedding   
8. from keras.preprocessing.text import Tokenizer   
9. from keras.preprocessing import sequence   
10. from nltk.corpus import stopwords   
11. from sklearn.metrics.cluster import normalized_mu-
tual_info_score,adjusted_mutual_info_score   
12. import pandas as pd   
13. import os   
14. from keras import optimizers   
15. from sklearn.model_selection import train_test_split   
16. from sklearn.preprocessing import LabelEncoder,LabelBinarizer   
17. from keras.models import Model   
18. from keras.layers import LSTM,GRU, Activation, Dense, Drop-
out, Input, Embedding,Conv1D, MaxPooling1D   
19. from keras.optimizers import RMSprop   
20. from keras.utils import to_categorical   
21. from keras.callbacks import EarlyStopping   
22. import gzip,pickle   
23. import gensim   
24. from load_data im-
port y_train,y_test,df_train,df_test,words_train,words_test   
25.   
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26.   
27. # convert the labels to binary format    
28. le = LabelBinarizer()   
29.   
30. all_labels = set(y_train)   
31. all_labels.update(y_test)   
32.       
33. le.fit(list(all_labels))   
34.   
35. Y = le.transform(y_train)   
36. Y_test = le.transform(y_test)   
37. y_binary = to_categorical(Y)   
38. y_binary_test = to_categorical(Y_test)   
39.   
40. X = [ ' '.join(sen) for sen in words_train]   
41. X_test = [ ' '.join(sen) for sen in words_test]   
42.   
43.   
44.   
45. '''''process the data,  
46. tokenize the data and convert the text to sequences.  
47. Add padding to ensure that all the se-
quences have the same shape'''   
48. max_words = 891   
49. max_len = 35   
50. tok = Tokenizer(num_words=max_words)   
51. tok.fit_on_texts(X)   
52. sequences = tok.texts_to_sequences(X)   
53. sequences_matrix = sequence.pad_sequences(se-
quences,maxlen=max_len)   
54.   
55.   
56. # create embedding matrix from pretrained word2vec embeddings   
57. embedding_matrix = np.zeros((max_words, 300))   
58. for word, index in tok.word_index.items():   
59.    if index > max_words - 1:   
60.        break   
61.    else:   
62.        try:   
63.            embedding_vector = model.wv[word]   
64.            embedding_matrix[index] = embedding_vector   
65.        except KeyError:   
66.            continue   
67.           
68. # LSTM model. It consists of an embed-
ding, an LSTM and a Dense layer    
69. def Lstm():   
70.    model = Sequential()   
71.    model.add(Embedding(max_words, 300, in-
put_length=max_len,weights=[embedding_matrix],traina-
ble=False))   
72.    model.add(LSTM(50,dropout=0.4,recurrent_dropout=0.4))   
73.    model.add(Dense(18, activation='softmax'))   
74.    return model   
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75.   
76.   
77. # call the model and compile it   
78. model_lstm = Lstm()   
79. model_lstm.summary()   
80. model_lstm.compile(loss='categorical_crossentropy', opti-
mizer='adam', metrics=['accuracy'])   
81.   
82.   
83. # fit the model using 130 epochs and evaluating them in 20% per-
cent of the data   
84. model_lstm.fit(sequences_matrix,Y,batch_size=64,epochs=10,   
85.          validation_split=0.2)   
86.   
87.   
88. test_sequences = tok.texts_to_sequences(X_test)   
89. test_sequences_matrix = sequence.pad_sequences(test_se-
quences,maxlen=max_len)   
90.   
91. # Evaluate the model on the test set   
92. lstm_accuracy = model_lstm.evaluate(test_sequences_ma-
trix,Y_test)   
93. print('Test set\n  Loss: {:0.3f}\n  Accuracy: {:0.6f}'.for-
mat(lstm_accuracy[0],lstm_accuracy[1]))   
 
