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Abstract
We propose a model for the frequency of an altruistic defense trait. More precisely, we consider Lotka-
Volterra-type models involving a host/prey population consisting of two types and a parasite/predator
population where one type of host individuals (modeling carriers of a defense trait) is more effective in
defending against the parasite but has a weak reproductive disadvantage. Under certain assumptions we
prove that the relative frequency of these altruistic individuals in the total host population converges to
spatially structured Wright-Fisher diffusions with frequency-dependent migration rates. For the many-
demes limit (mean-field approximation) hereof, we show that the defense trait goes to fixation/extinction
if and only if the selective disadvantage is smaller/larger than an explicit function of the ecological model
parameters.
Contents
1 Introduction 2
1.1 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Convergence of the relative frequency of altruists 5
2.1 Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Strong convergence of the spatial stochastic Lotka-Volterra processes . . . . . . . . . . . . . . . . 8
2.4 Convergence of relative frequency of altruists . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.1 A relative compactness condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.2 Proof of Theorem 1.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3 McKean-Vlasov limit 32
3.1 Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 McKean-Vlasov limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Application to altruistic defense in structured populations . . . . . . . . . . . . . . . . . . . . . . 34
4 Long-term behavior of the average altruist frequency 34
4.1 Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Results for the equilibrium distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Proof of Theorem 1.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5 Invasion of an altruistic defense allele 37
5.1 Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.2 Survival or extinction of an invading altruistic defense allele . . . . . . . . . . . . . . . . . . . . . 38
∗Research supported by the DFG in the Priority Program ”Probabilistc Structures in Evolution” (SPP 1590)
AMS 2010 subject classifications 60K35, 92D25
Key words and phrases altruistic defense, group selection, kin selection, interacting Wright-Fisher diffusions, local competi-
tion, extinction, survival, Lotka-Volterra equations, McKean-Vlasov limit, many-demes-limit, host-parasite, predator-prey, parasite
defense, slave rebellion, slavemaker ants
1
1 Introduction
Altruism refers to the behavior of an individual that decreases the reproductive success of the actor while
increasing the reproductive success of one or more recipients. In most natural systems, non-altruistic individuals
benefit from altruistic individuals without suffering from the fitness disadvantage and, thus, have a direct
reproductive advantage. So how can genetically inherited selfless behavior be explained by natural selection?
This problem has bothered biologists since Charles Darwin who reflected the puzzle of sterile social insects such
as the worker castes of ants in his famous book “The Origin of Species” [5].
In the biology and game theory literature there exist several explanations for the emergence of altruism (also
referred to as cooperation in game theory). The central idea behind kin selection is that helping direct relatives
benefits the reproductive success of the altruists’ genes. This idea is formalized in Hamilton’s rule which states
that traits increase in frequency if R ·B > C where R is the genetic relatedness of the recipient and the actor,
B is the additional reproductive benefit gained by the recipient, and C is the reproductive cost to the actor; see
Hamilton [13]. Relatedness is frequently defined as the probability of sharing the same allele by descent, e.g.,
1/2 for two sisters and 1/8 for two cousins. However, general applicability of Hamilton’s rule is controversial;
e.g., the paper by Nowak et al. [27] provoked a strong response including a rebuttal from 137 researchers [1].
Another explanation for the emergence of altruistic behavior is the intensively debated theory of group selection;
see, e.g., Wade [40] and Queller [30]. The central idea is that groups of cooperators grow faster and, therefore,
split earlier or into more groups than groups of defectors; see, e.g., the haystack model of Maynard Smith [23] or
Traulsen and Nowak [37]. The importance of group selection (or more generally multilevel selection) in evolution
remains controversial; cf., e.g., Maynard Smith [24], Goodnight and Stevens [11], Goodnight and Wade [12],
Traulsen [36], and Gardner [9]. Further game theoretic explanations for the emergence of cooperative behavior
include direct reciprocity with the repeated Prisoner’s Dilemma as a prominent example, indirect reciprocity,
and network reciprocity. Reciprocity has also been observed in a number of animal taxa; see, e.g., Bshary and
Grutter [3] or McGregor [25]. For comparative reviews of the above mentioned explanations, from different
perspectives, see Nowak [26] and West et al. [41]. Moreover a number of recent papers propose spatially
distributed predator-prey (or host-parasite) models and study these models via computer simulations; see, e.g.,
Commins et al. [4], Rand et al. [31], Haraguchi and Sasaki [14], Rauch et al. [32, 33], Goodnight et al. [10], Best
et al. [2], and the references therein. In these models (except for Comins et al. [4]), points in a lattice change
between the states “susceptible”, “infected”, and “unoccupied” according to probabilities that depend on the
states of the neighboring lattice points.
In this article we focus on the important scenario of defense against a parasite or predator. Examples of such
a scenario include self-sacrificial colony defense in social insects (see Shorter and Rueppell [35] for a review),
suicidal defense of bacteria against pathogen infection (see Fukuyo et al. [8]), and slave rebellion in ants (see
Pamminger et al. [28]). Clearly, close relatives of altruists are likely to live in the immediate vicinity and benefit
from the altruists which increases the inclusive fitness of defense traits. However, Hamilton’s rule is difficult to
apply if the relative frequency of related recipients is unknown. The theory of group selection contributes the
qualitative explanation that demes with many altruists have a larger carrying capacity and, thereby, support
more successful emigration events. However, it is difficult to calculate the selective advantage of a deme without
knowing the local relative frequencies of altruists. So to get a quantitative model for altruistic defense against
parasites, we will derive as our main contribution, Theorem 1.3 below, the dynamics of the local frequencies
of altruists. In our model we only incorporate kin selection or group selection implicitly. In particular, we
do not assume that altruists specifically favor close relatives or that competition among groups occurs within
a few generations as in most of the traditional models on group selection; cf., e.g., Maynard Smith [23] and
van Valen [38]. Instead, we begin with standard spatial host-parasite models (or, equivalently, with spatial
predator-prey models) with a host population consisting of two types and a parasite population. One type of
host individuals behaves altruistically in the sense that it has a reduced growth rate but also contributes less
to the growth of the parasite population. So we do not incorporate the defense mechanism itself in our model
but only its effect of reducing the per capita growth rate of the parasite population.
1.1 Main results
We begin with a stochastic extension of the classical and long-established Lotka-Volterra model (see Lotka [22]
and Volterra [39]) which can be obtained as an approximation of discrete Markov chains such as renormalized
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two-types birth and death processes in the case of large populations. To formulate these stochastic extensions,
we consider the following setting (see Section 1.2 for notational conventions used throughout this article).
Let (Ω,F ,P) be a probability space, let D be an at most countable set (the set of demes) and let m ∈
[0,∞)D×D satisfy for every i ∈ D that ∑k∈Dm(k, i) = ∑k∈Dm(i, k) = 1. We refer to m as the migration
matrix or matrix of migration rates. Let λ,K, δ, ν, γ, η, ρ ∈ (0,∞) satisfy ρ < η. For every N ∈ N, let
κNH , κ
N
P , α
N , βNH , β
N
P , ι
N
H , ι
N
P ∈ [0,∞), let WA,N(i),WC,N (i),WP,N (i) : [0,∞) × Ω → R, i ∈ D, be independent
Brownian motions with continuous sample paths, let AN , CN , PN : [0,∞)×D×Ω→ [0,∞) be adapted processes
with continuous sample paths that for all t ∈ [0,∞) and all i ∈ D satisfy P-a.s.
ANt (i) =A
N
0 (i) +
∫ t
0
κNH
∑
j∈D
m(i, j)
(
ANs (j)−ANs (i)
)
+ANs (i)
[
λ
(
1− ANs (i)+CNs (i)
K
)
− δPNs (i)− αN
]
ds
+
∫ t
0
ιNH
ANs (i)
ANs (i)+C
N
s (i)
ds+
∫ t
0
√
βNHA
N
s (i) dW
A,N
s (i),
CNt (i) =C
N
0 (i) +
∫ t
0
κNH
∑
j∈D
m(i, j)
(
CNs (j)− CNs (i)
)
+ CNs (i)
[
λ
(
1− ANs (i)+CNs (i)
K
)
− δPNs (i)
]
ds
+
∫ t
0
ιNH
CNs (i)
ANs (i)+C
N
s (i)
ds+
∫ t
0
√
βNHC
N
s (i) dW
C,N
s (i),
PNt (i) =P
N
0 (i) +
∫ t
0
κNP
∑
j∈D
m(i, j)
(
PNs (j)− PNs (i)
)
ds
+
∫ t
0
PNs (i)
[−ν − γPNs (i) + ηCNs (i) + (η − ρ)ANs (i)]+ ιNP ds+
∫ t
0
√
βNP P
N
s (i) dW
P,N
s (i),
(1)
let HN : [0,∞) × D × Ω → [0,∞) satisfy HN = AN + CN , and let FN : [0,∞) × D × Ω → [0, 1] satisfy
FN = A
N
HN
. For every N ∈ N, the process HN describes the host (or prey) populations, AN describes the
altruists (or cooperators), CN describes the cheaters (or defectors), and PN describes the parasite (or predator)
populations, each measured in units of N individuals. Existence of solutions to (1), which we assume here, can
be established in suitable Liggett-Spitzer spaces if D is an Abelian group and if m is translation invariant and
irreducible; cf. Proposition 2.1 in [17].
The central goal of this article is to prove convergence of the sequence ((
ANt
ANt +C
N
t
)t∈[0,∞))N∈N and to derive
the diffusion equation which the limit solves. In other words, we will derive an analog of the Kimura stepping
stone model (i.e., spatially structured Wright-Fisher diffusions) for altruistic defense against parasites. Since
AN , CN , PN are measured in units of N individuals and the stochastic fluctuations scale with
√
N as N →∞,
we need to assume that βNH and β
N
P are of order
1√
N
for large N ∈ N. To get a nontrivial diffusion approximation
we additionally assume – as is usual in the derivation of the Kimura stepping stone model – slow migration
and weak selection in the sense that the sequences (NκNH)N∈N, (Nκ
N
P )N∈N and (Nα
N )N∈N converge. Thus the
relative frequency of altruists A
N
AN+CN evolves on the time scale of order N as N →∞.
In the special case that for some N ∈ N it holds that κNH = κNP = ιNH = ιNP = αN = βNH = βNP = AN0 = 0, then
AN ≡ 0 and (HN (i), PN (i)), i ∈ D, satisfy classical Lotka-Volterra equations. It is well known that if Kη > ν,
then the solutions of these equations converge to the nontrivial equilibrium ( Kδν
λγ+Kδη ,
λKη−λν
λγ+δKη ) ∈ (0,∞)2 in each
deme. Since we assume that κNH , κ
N
P , α
N , ιNH , ι
N
P , β
N
H , β
N
P are of order o(1) as N → ∞ and since the altruist
frequencies evolve slowly, for every i ∈ D, the processes (HN (i), PN (i)) should asymptotically be close to the
equilibrium of the classical Lotka-Volterra equations with η being replaced by η − ρFN (i) as N → ∞. More
precisely, we will prove in Theorem 1.2 below under further assumptions that if the local frequency of altruists
is q ∈ [0, 1], then the equilibrium state for hosts and parasites should be (h∞(q), p∞(q)) where the functions
h∞ and p∞ are defined by
[0, 1] ∋ x 7→ h∞(x) := K(δν+γλ)λγ+δK(η−ρx) = 1b(a−x) ∈ (0,∞)
[0, 1] ∋ x 7→ p∞(x) := λK(η−ρx)−λνλγ+δK(η−ρx) = λδ
(
1− 1
Kb(a−x)
)
∈ (0,∞)
(2)
and where a := λγ+δKη
δKρ
and b := δρ
δν+λγ . For these functions to be well defined we will assume thatKb(a−1) > 1
3
or, equivalently, that K(η − ρ) > ν.
The above heuristic is incorrect if all populations go extinct by chance due to stochasticity in the offspring
distributions. To avoid this difficulty we will assume that there is sufficient immigration of hosts (2ιNH ≥ βNH )
and parasites (2ιNP ≥ βNH ) in order that both host populations and parasite populations cannot go extinct;
see Lemmas 2.2 and 2.3, respectively. However, note that both altruists and cheaters can locally die out. For
our proof, which is based on the Lyapunov function (67), we additionally require further restrictions on the
parameters and on (inverse) moments of the initial configuration.
Assumption 1.1. In the setting of the first paragraph of Section 1.1 it holds that λ > ν, η − ρ > λ
K
, γ ≥ 2δ,
for all N ∈ N it holds that αN + κNH ≤ λ4 , ιNP ≤ λ(ν+λ)8δ , κNP + κNH + αN ≤ λ−ν2 , ιNH ≥ 4δκ
N
P
3(ν+λ) +
3
2β
N
H , ι
N
P ≥ βNP ,
and there exist σ = (σi)i∈D ∈ (0,∞)D and c ∈ (0,∞) such that
∑
i∈D σi < ∞, such that for every j ∈ D it
holds that ∑
i∈D
σim(i, j) ≤ cσj , (3)
and such that supN∈N E
[∥∥∥(HN0 + PN0 )4 + 1(HN0 )2 + PN0(HN0 )2 + 1PN0 + 1PN0 HN0
∥∥∥
σ
]
<∞.
The following theorem, which appears to be new even for non-spatial stochastic Lotka-Volterra stochastic dif-
ferential equations (SDEs), proves for every t ∈ [0,∞) that the L2([0, t]× l1σ×Ω;R)-distance between (HN·N , PN·N )
and (h∞(FN·N ), p∞(F
N
·N )) converges to 0 as N →∞ at least with rate 12 . Theorem 1.2 follows immediately from
Theorem 2.8 below together with a time substitution.
Theorem 1.2. Assume the setting of the first paragraph of Section 1.1, let Assumption 1.1 hold, assume that
supN∈N(N max{κNH , κNP , αN , ιNH , ιNP , βNH , βNP }) <∞ and let h∞ and p∞ be given by (2). Then we get for all sets
Dˆ ⊆ D and all t ∈ [0,∞) that
sup
N∈N
N
∫ t
0
E

∑
i∈Dˆ
σi
(
HNuN (i)− h∞
(
FNuN (i)
))2
+
∑
i∈Dˆ
σi
(
PNuN (i)− p∞
(
FNuN (i)
))2 du <∞. (4)
Knowing the asymptotic behavior of the host populations, we can formally replace the (HN )N∈N in the
diffusion equation (13) of the altruist frequencies and, thereby, we arrive at the diffusion equation which the
limit of altruist frequencies solves. Our main result, Theorem 1.3, then proves that the altruist frequencies
converge to the solution of the diffusion equation (5). The proof of Theorem 1.3 is deferred to Section 2.4.2
below and is based on a general stochastic averaging result in Kurtz [21].
Theorem 1.3. Assume the setting of the first paragraph of Section 1.1, let Assumption 1.1 hold, assume that∑
i∈D supN∈N σiE
[
HN0 (i)
]
< ∞, that supN∈N(N max{κNP , ιNH , ιNP , βNP }) < ∞, that there exist κ, α, β ∈ [0,∞)
such that limN→∞ κNHN = κ, limN→∞ α
NN = α and limN→∞ βNHNb = β and assume that F
N
0 =⇒ X0 as
N →∞ in l1σ. Then the SDE
dXt(i) =κ
∑
j∈D
m(i, j) a−Xt(i)
a−Xt(j)
(
Xt(j)−Xt(i)
)
dt− αXt(i)(1 −Xt(i)) dt
+
√
β(a−Xt(i))Xt(i)(1−Xt(i)) dWt(i), t ∈ (0,∞), i ∈ D
(5)
(where {W (i) : i ∈ D} are independent standard Brownian motions) has a unique strong solution and(
FNtN
)
t∈[0,∞) =⇒ (Xt)t∈[0,∞) (6)
as N →∞ in C([0,∞), l1σ).
An important problem is to derive conditions under which altruists persist, that is, to derive conditions on the
parameters of the SDE (5) under which the process goes to fixation. Here we simplify this problem and consider
the many-demes-limit (also denoted as mean-field approximation) of the SDE (5). More precisely, for every
D ∈ N, let XD : [0,∞)×{1,. . . ,D}×Ω→ [0, 1] be the solution of the SDE (5) with D replaced by {1, . . . , D} and
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with m replaced by ( 1
D
1i=j)i,j∈{1,...,D}. We will show in Proposition 3.1 together with Lemma 3.2 below that if,
for every D ∈ N, (XD0 (i))i∈{1,...,D} are exchangeable [0, 1]-valued random variables, if supD∈N E[(XD0 (1))2] <∞,
if Z : [0,∞)×Ω→ [0, 1] is the solution of the SDE (8) below with respect to the Brownian motion W (1) and if
supD∈N
√
DE
[∣∣XD0 (i)− Z0(i)∣∣] <∞, then for all t ∈ [0,∞) it holds that
sup
D∈N
√
DE
[|XDt (1)− Zt|] <∞. (7)
Thus the solution of the SDE (8) is the many-demes limit of the SDE (5). For this many-demes limit we derive
a simple necessary and sufficient condition (α < β) under which the altruistic defense trait goes to fixation
when starting with a positive frequency. The proof of Theorem 1.4 is deferred to Section 4.3.
Theorem 1.4. Let α, β, κ ∈ (0,∞), let a ∈ (1,∞), let (Ω,F ,P, (Ft)t∈[0,∞)) be a filtered probability space,
let W : [0,∞) × Ω → R be a standard (Ft)t∈[0,∞) Brownian motion with continuous sample paths, and let
Z0 : Ω→ [0, 1] be an F0/B([0, 1])-measurable mapping. Then the SDE
dZt = κ(a− Zt)
(
(a− Zt)E
[
1
a−Zt
]
− 1
)
dt− αZt (1− Zt) dt+
√
β(a− Zt)Zt(1− Zt) dWt (8)
has a unique solution. Furthermore, if E[Z0] = 1, then P[Zt = 1 for all t ∈ [0,∞)] = 1, if E[Z0] = 0, then
P[Zt = 0 for all t ∈ [0,∞)] = 1 and if E[Z0] ∈ (0, 1), then
lim
t→∞E
[∣∣Zt − 0∣∣] = 0, if α > β,
lim
t→∞
E
[∣∣Zt − 1∣∣] = 0, if α < β,
Zt
t→∞
=⇒
∫
·
m(z) dz, if α = β,
(9)
where m(z) = 1
c
z
2κ
β
(aθ−1)−1(1 − z) 2κβ (1−θ(a−1))−1(a − z) 2αβ −1 for z ∈ (0, 1), where c ∈ (0,∞) is a normalizing
constant and where θ = E[ 1
a−Z0 ].
Informally speaking, Theorem 1.4 asserts that an altruistic defense allele persists in an infinite dimensional
space if α < β and if the mean frequency of altruists over all demes is positive. This does not imply that a new
mutation resulting in altruistic defense behavior can establish itself on one island or even in the total population.
Our final result partially closes this gap and considers a process which could be the limit limD→∞
∑D
i=1X
D(i)
if for all D ∈ N and i ∈ {1, . . . , D} it holds that XD0 (i) = Y01i=1 for some [0, 1]-valued random variable;
cf. Hutzenthaler [15], [16]. For this limiting process, Proposition 5.1 below shows in the case P[Y0 > 0] =
1 that the process converges to 0 in probability as time goes to infinity if and only if α ≥ β. Informally
speaking, Proposition 5.1 asserts that an altruistic defense allele has a positive invasion probability in an
infinite dimensional space if and only if α < β.
1.2 Notation
Throughout this article, we will use the following notation. We define [0,∞] := [0,∞) ∪ {∞}. We will use the
conventions that 00 = 1, 0 ·∞ = 0, and that for any x ∈ (0,∞) we have that x∞ = 0 and x0 =∞. For all x, y ∈ R
we define x+ := max{x, 0}, sgn(x) := 1x>0 − 1x<0, and x ∧ y := min{x, y}. We define sup(∅) := −∞ and
inf(∅) :=∞. For a topological space (E, E) we denote by B(E) the Borel sigma-algebra of (E, E). Moreover we
agree on the convention that zero times an undefined expression is set to zero. For every countable set D and
every σ = (σi)i∈D ∈ (0,∞)D define a function ‖ · ‖σ : RD → [0,∞] by RD ∋ z = (zi)i∈D 7→ ‖z‖σ :=
∑
i∈D σi|zi|
and define l1σ := {z ∈ RD : ‖z‖σ <∞}.
2 Convergence of the relative frequency of altruists
2.1 Setting
Assume the setting of the first paragraph of Section 1.1. Define κ¯H := supN∈N κ
N
H , κ¯P := supN∈N κ
N
P , β¯H :=
supN∈N β
N
H , β¯P := supN∈N β
N
P , ι¯H := supN∈N ι
N
H , ι¯P := supN∈N ι
N
P , and βH := limN→∞ β
N
H . For all z =
5
(zi)i∈D ∈ (0,∞)D and p ∈ R let zp = (zpi )i∈D. Furthermore, let 1 := (1)i∈D ∈ l1σ. Define E1 := [0, 1]D and
E2 := l
1
σ ∩ [0,∞)D. For all i ∈ D and all N ∈ N let WH,N (i) : [0,∞) × Ω → R and WF,N (i) : [0,∞) × Ω → R
be stochastic processes with continuous sample paths such that for every t ∈ [0,∞) it holds P-a.s. that
dWH,Nt (i) =
√
ANt (i) dW
A,N
t (i)+
√
CNt (i) dW
C,N
t (i)√
HNt (i)
(10)
and
dWF,Nt (i) =
√
CNt (i) dW
A,N
t (i)−
√
ANt (i) dW
C,N
t (i)√
HNt (i)
, (11)
respectively, with WH,N0 (i) =W
F,N
0 (i) = 0.
2.2 Preliminaries
Assume the setting of Section 2.1. In this section we collect some first results that are used in the proofs of the
statements in subsequent sections.
Lemma 2.1. Assume the setting of Section 2.1. Then WH,N(i) and WF,N(i), N ∈ N, i ∈ D, are independent
Brownian motions and for all t ∈ [0,∞), all i ∈ D, and all N ∈ N it P-a.s. holds that
HNt (i) = H
N
0 (i) +
∫ t
0
κNH
∑
j∈D
m(i, j)HNs (j) + (λ− κNH − αNFNs (i))HNs (i)− λK
(
HNs (i)
)2
(12)
− δPNs (i)HNs (i) + ιNH ds+
∫ t
0
√
βNHH
N
s (i) dW
H,N
s (i),
FNt (i) = F
N
0 (i) +
∫ t
0
κNH
∑
j∈D
m(i, j)
(
FNs (j)− FNs (i)
) HNs (j)
HNs (i)
− αNFNs (i)
(
1− FNs (i)
)
ds (13)
+
∫ t
0
√
βNHF
N
s (i)(1−FNs (i))
HNs (i)
dWF,Ns (i),
PNt (i) = P
N
0 (i) +
∫ t
0
κNP
∑
j∈D
m(i, j)PNs (j)− (κNP + ν)PNs (i)− γ
(
PNs (i)
)2
+
(
η − ρFNs (i)
)
PNs (i)H
N
s (i) (14)
+ ιNP ds+
∫ t
0
√
βNP P
N
s (i) dW
P,N
s (i).
Proof. For all t ∈ [0,∞), all N ∈ N, and all i ∈ D we get 〈WH,N (i)〉
t
=
〈
WF,N (i)
〉
t
= t as well as
〈
WH,N (i),WF,N (i)
〉
t
=
∫ t
0
√
ANs (i)C
N
s (i)−
√
ANs (i)C
N
s (i)
HNs (i)
ds = 0. (15)
Hence, we see that WH,N (i) and WF,N(i), N ∈ N, i ∈ D, are independent Brownian motions. Equation (12)
follows from Itoˆ’s lemma (e.g., Klenke [19]) and rearranging terms. Furthermore, applying Itoˆ’s lemma we see
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for all t ∈ [0,∞), all i ∈ D, and all N ∈ N that P-a.s. it holds that
FNt (i) =F
N
0 (i) +
∫ t
0
CNs (i)
(HNs (i))
2
(
κNH
∑
j∈D
m(i, j)
(
ANs (j)−ANs (i)
)
+ANs (i)
(
λ
(
1− HNs (i)
K
)
− δPNs (i)− αN
)
+ ιNH
ANs (i)
HNs (i)
)
ds+
∫ t
0
CNs (i)
(HNs (i))
2
√
βNHA
N
s (i) dW
A
s (i)
−
∫ t
0
ANs (i)
(HNs (i))
2
(
κNH
∑
j∈D
m(i, j)
(
CNs (j)− CNs (i)
)
+ CNs (i)
(
λ
(
1− HNs (i)
K
)
− δPNs (i)
)
+ ιNH
CNs (i)
HNs (i)
)
ds−
∫ t
0
ANs (i)
(HNs (i))
2
√
βNHC
N
s (i) dW
C
s (i)−
∫ t
0
CNs (i)
(HNs (i))
3 β
N
HA
N
s (i) +
ANs (i)
(HNs (i))
3 β
N
HC
N
s (i) ds
=FN0 (i) +
∫ t
0
κNH
HNs (i)
∑
j∈D
m(i, j)
((
1− FNs (i)
)
FNs (j)H
N
s (j)− FNs (i)
(
1− FNs (j)
)
HNs (j)
)
− αNFNs (i)
(
1− FNs (i)
)
ds+
∫ t
0
√
βNHF
N
s (i)(1−FNs (i))
HNs (i)
dWF,Ns (i)
(16)
and (13) follows. Finally, we obtain (14) from the definition of
(
HN
)
N∈N and
(
FN
)
N∈N.
Lemma 2.2. Assume the setting of Section 2.1 and assume that for all N ∈ N we have ιNH ≥ 12βNH . Furthermore,
assume that we have for all N ∈ N and all i ∈ D that P-a.s. HN0 (i) > 0. Then we have
P
[
HNu (i) > 0, for all u ∈ [0,∞), all N ∈ N, and all i ∈ D
]
= 1. (17)
Proof. For every N,M ∈ N let HˆN,M : [0,∞)×D×Ω→ [0,∞) be an adapted process with continuous sample
paths that for all t ∈ [0,∞) and all i ∈ D satisfies P-a.s.
HˆN,Mt (i) = Hˆ
N,M
0 (i) +
∫ t
0
[
HˆN,Ms (i)
(
λ− αN − κNH − λK HˆN,Ms (i)− δM
)
+ ιNH
]
ds
+
∫ t
0
√
βNH Hˆ
N,M
s (i) dW
H,N
s (i)
(18)
with HˆN,M0 (i) = H
N
0 (i). Due to Feller’s boundary classification (e.g., p. 366 in Ethier and Kurtz [7]) with the
assumption that for all N ∈ N it holds that ιNH ≥ 12βNH we have for every N,M ∈ N and all i ∈ D that
P
[
HˆN,Mt (i) > 0, for all t ∈ [0,∞)
]
= 1. (19)
For all N,M ∈ N, all i ∈ D, and all t ∈ [0,∞) consider the event ANM (i) :=
{
sup
s∈[0,t]
PNs (i) ≤M
}
. We have for
all N,M ∈ N, all i ∈ D, and all t ∈ [0,∞) that
ANM (i) ⊆ ANM+1(i),
P
[ ⋃
M∈N
ANM (i)
]
= P
[
sup
s∈[0,t]
PNs (i) <∞
]
= 1.
(20)
Using a comparison result due to Ikeda and Watanabe (see e.g., Theorem V.43.1 in Rogers and Williams [34]),
we get for all N,M ∈ N, all i ∈ D , and all t ∈ [0,∞) that
P
[
∃u ∈ [0, t] : HNu (i) < HˆN,Mu (i), sup
s∈[0,t]
PNs (i) ≤M
]
= 0. (21)
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Thus, combining (19), (20), and (21) we obtain for all N ∈ N, all i ∈ D, and all t ∈ [0,∞) that
1 ≥ P [HNu (i) > 0, for all u ∈ [0, t]] = 1− P [∃u ∈ [0, t] : HNu (i) = 0]
≥ 1−
∑
M∈N
P
[
∃u ∈ [0, t] : HNu (i) = 0, sup
s∈[0,t]
PNs (i) ≤M
]
≥ 1−
∑
M∈N
P
[
∃u ∈ [0, t] : HNu (i) < HˆN,Mu (i), sup
s∈[0,t]
PNs (i) ≤M
]
= 1.
(22)
This implies for all N ∈ N, all i ∈ D, and all t ∈ [0,∞) that P [HNu (i) > 0, for all u ∈ [0, t]] = 1, which in turn
implies (17). This finishes the proof of Lemma 2.2.
Lemma 2.3. Assume the setting of Section 2.1 and assume that for all N ∈ N it holds that ιNP ≥ 12βNP .
Furthermore, assume that we have for all N ∈ N and all i ∈ D that P-a.s. PN0 (i) > 0. Then we have
P
[
PNt (i) > 0, for all t ∈ [0,∞), all N ∈ N, and all i ∈ D
]
= 1. (23)
Proof. Analogous to the proof of Lemma 2.2.
Lemma 2.4. Assume the setting of Section 2.1. For all x = (xi)i∈D ∈ E2, all p ∈ [1,∞), and all sets D′ ⊆ D
it holds that ∑
i∈D′
σi
(∑
j∈D
m(i, j)xj
)p
≤
∑
i∈D
cσix
p
i . (24)
Proof. For any x = (xi)i∈D ∈ E2, any p ∈ [1,∞), and any set D′ ⊆ D we obtain from Jensen’s inequality and
(3) that
∑
i∈D′ σi
(∑
j∈Dm(i, j)xj
)p
≤∑i∈D σi∑j∈Dm(i, j)xpj ≤∑i∈D cσixpi .
2.3 Strong convergence of the spatial stochastic Lotka-Volterra processes
In this section we will show the convergence of the time-rescaled Lotka-Volterra processes as given in (12) and
(14). In Lemmas 2.5, 2.6, and 2.7 we will provide bounds for the expected value of the sum (over sets of demes)
of functionals of the processes weighted by σ. These are then used in Theorem 2.8 to show a result on the
behavior of a spatial analogue of a well-known Lyapunov function (e.g., Dobrinevski and Frey [6]). From that
the convergence of the processes follows immediately in Theorem 1.2.
Lemma 2.5. Assume the setting of Section 2.1 and let p ∈ {1} ∪ [2,∞). Then we have
sup
N∈N
sup
t∈[0,∞)
E
[∥∥∥(2ηHNt + δPNt )p∥∥∥
σ
]
≤ sup
N∈N
E
[∥∥∥(2ηHN0 + δPN0 )p∥∥∥
σ
]
+ ‖1‖σ

λ+(1− 1p+ cp )(κ¯H+κ¯P )
2min
{
1
2η
λ
K
,
1
4 ,
1
δ
γ
}


p

1 +
√√√√
1 +
4min
{
1
2η
λ
K
,
1
4 ,
1
δ
γ
}[
2ηι¯H+δι¯P+(p−1)
(
2ηβ¯H+
1
2 δβ¯P
)]
(λ+(1− 1p+ cp )(κ¯H+κ¯P ))
2


p
.
(25)
Proof. If we assume supN∈N E
[∥∥(HN0 + PN0 )p∥∥σ] = ∞, then the claim trivially holds. For the remainder
of the proof assume supN∈N E
[∥∥(HN0 + PN0 )p∥∥σ] < ∞. Define D0 := ∅ and for every n ∈ N let Dn ⊆ D
be a set with |Dn| = min {n, |D|} and Dn ⊇ Dn−1. Define real numbers c0 := min
{
1
2η
λ
K
, 14 ,
1
δ
γ
}
, c1 :=
p
[
2ηι¯H + δι¯P + (p− 1)
(
2ηβ¯H +
1
2δβ¯P
)] ∈ (0,∞), c2 := λp+(p−1+c)(κ¯H+κ¯P ) ∈ (0,∞), c3 := c0p (∑k∈D σk)− 1p ∈
(0,∞), and c4 := c1
(∑
k∈D σk
) 1
p ∈ (0,∞). For all N ∈ N, t ∈ [0,∞) define Y Nt := 2ηHNt + δPNt and for all
N,n ∈ N and all t ∈ [0,∞) let MN,nt be a real-valued random variable such that P-a.s. it holds that
MN,nt =
∑
i∈Dn
σi
(∫ t
0
2ηp
(
Y Nu (i)
)p−1√
βNHH
N
u (i) dW
H,N
u (i) +
∫ t
0
δp
(
Y Nu (i)
)p−1√
βNP P
N
u (i) dW
P,N
u (i)
)
.
(26)
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Applying Itoˆ’s lemma we get for all N,n ∈ N and all t ∈ [0,∞) that P-a.s.∑
i∈Dn
σi
(
Y Nt (i)
)p − ∑
i∈Dn
σi
(
Y N0 (i)
)p
=
∑
i∈Dn
σi
∫ t
0
2ηp
(
Y Nu (i)
)p−1(
κNH
∑
j∈D
m(i, j)HNu (j) + (λ− κNH − αNFNu (i))HNu (i)
− λ
K
(
HNu (i)
)2 − δPNu (i)HNu (i) + ιNH
)
+ δp
(
Y Nu (i)
)p−1(
κNP
∑
j∈D
m(i, j)PNu (j)
− (κNP + ν)PNu (i)− γ
(
PNu (i)
)2
+
(
η − ρFNu (i)
)
PNu (i)H
N
u (i) + ι
N
P
)
+ 124η
2p(p− 1) (Y Nu (i))p−2 βNHHNu (i) + 12δ2p(p− 1) (Y Nu (i))p−2 βNP PNu (i) du+MN,nt .
(27)
Because 1 ≥ c04, λK ≥ c02η, and γ ≥ δc0 we get for all N,n ∈ N and all t ∈ [0,∞) that P-a.s.∑
i∈Dn
σi
(
Y Nt (i)
)p − ∑
i∈Dn
σi
(
Y N0 (i)
)p
≤
∑
i∈Dn
σi
∫ t
0
p
(
Y Nu (i)
)p−1(
2ηκ¯H
∑
j∈D
m(i, j)HNu (j) + 2ηλH
N
u (i)− c0(2ηHNu (i))2
− [ηδ + c04ηδ]PNu (i)HNu (i) + 2ηι¯H
)
+ p
(
Y Nu (i)
)p−1(
δκ¯P
∑
j∈D
m(i, j)PNu (j) + λδP
N
u (i)− c0(δPNu (i))2 + ηδPNu (i)HNu (i) + δι¯P
)
+ p(p− 1) (Y Nu (i))p−2
((
2ηβ¯H +
1
2δβ¯P
)
2ηHNu (i) +
(
1
2δβ¯P + 2ηβ¯H
)
δPNu (i)
)
du +MN,nt
=
∫ t
0
∑
i∈Dn
σip
(
Y Nu (i)
)p−1
2ηκ¯H
∑
j∈D
m(i, j)HNu (j) +
∑
i∈Dn
σip
(
Y Nu (i)
)p−1
(
λ
(
Y Nu (i)
)− c0 (Y Nu (i))2 + (2ηι¯H + δι¯P )
)
+
∑
i∈Dn
σip
(
Y Nu (i)
)p−1
δκ¯P
∑
j∈D
m(i, j)PNu (j)
+
∑
i∈Dn
σip(p− 1)
(
2ηβ¯H +
1
2δβ¯P
) (
Y Nu (i)
)p−1
du+MN,nt .
(28)
Using Young’s inequality and Lemma 2.4 we get for all N,n ∈ N and all t ∈ [0,∞) that P-a.s.∑
i∈Dn
σi
(
Y Nt (i)
)p − ∑
i∈Dn
σi
(
Y N0 (i)
)p
≤
∫ t
0
∑
i∈Dn
σi
p−1
p
p
(
Y Nu (i)
)p
κ¯H +
∑
i∈D
σi
1
p
pκ¯Hc
(
2ηHNu (i)
)p
+
∑
i∈Dn
σiλp
(
Y Nu (i)
)p
+
∑
i∈Dn
σic1
(
Y Nu (i)
)p−1 − ∑
i∈Dn
σic0p
(
Y Nu (i)
)p+1
+
∑
i∈Dn
σi
p−1
p
p
(
Y Nu (i)
)p
κ¯P
+
∑
i∈D
σi
1
p
pκ¯P c
(
δPNu (i)
)p
du +MN,nt
≤
∫ t
0
∑
i∈D
σic2
(
Y Nu (i)
)p
+
∑
i∈Dn
σic1
(
Y Nu (i)
)p−1 − ∑
i∈Dn
σic0p
(
Y Nu (i)
)p+1
du+MN,nt .
(29)
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For N,n, l ∈ N define [0,∞]-valued stopping times
τN,nl := inf
({
t ∈ [0,∞) :
∑
i∈Dn
σi
(
Y Nt (i)
)p
> l
}
∪∞
)
. (30)
We now get for all N,n, l ∈ N and all t ∈ [0,∞) that
E
[∫ t∧τN,n
l
0
∑
i∈Dn
σi
[(
2ηp
(
Y Nu (i)
)p−1√
βNHH
N
u (i)
)2
+
(
δp
(
Y Nu (i)
)p−1√
βNP P
N
u (i)
)2]
du
]
= E
[∫ t∧τN,n
l
0
∑
i∈Dn
σip
2
[
2ηβNH
((
Y Nu (i)
)p−1√
2ηHNu (i)
)2
+ δβNP
((
Y Nu (i)
)p−1√
δPNu (i)
)2]
du
]
≤ (2ηβNH + δβNP )E
[∫ t∧τN,n
l
0
∑
i∈Dn
σip
2
[(
2
(
Y Nu (i)
) 2p−1
2
)2]
du
]
(31)
Using Young’s inequality, we obtain for all N,n, l ∈ N and all t ∈ [0,∞) that
E
[∫ t∧τN,n
l
0
∑
i∈Dn
σi
[(
2ηp
(
Y Nu (i)
)p−1√
βNHH
N
u (i)
)2
+
(
δp
(
Y Nu (i)
)p−1√
βNP P
N
u (i)
)2]
du
]
≤ (2ηβNH + δβNP )E
[∫ t∧τN,n
l
0
∑
i∈Dn
σi
[
4p2
(
2p−1
2p
(
Y Nu (i)
)p
+ 12p
)2]
du
]
≤ (2ηβNH + δβNP )E
[∫ t∧τN,n
l
0
∑
i∈Dn
σ2i
min
k∈Dn
σk
[(
(2p− 1) (Y Nu (i))p + 1)2
]
du
]
≤ 2ηβNH+δβNPmin
k∈Dn
σk
E

∫ t∧τN,nl
0


(∑
i∈Dn
σi
(
(2p− 1) (Y Nu (i))p + 1)
)2 du


≤ 2ηβNH+δβNPmin
k∈Dn
σk
E

∫ t
0


(
(2p− 1)
∑
i∈Dn
σi
(
Y N
u∧τN,n
l
(i)
)p
+ ‖1‖σ
)2 du


≤ 2ηβNH+δβNPmin
k∈Dn
σk
t
[
((2p− 1)l + ‖1‖σ)2
]
<∞.
(32)
Hence, we get for all N,n, l ∈ N and all t ∈ [0,∞) that E
[
MN,n
t∧τN,n
l
]
= 0. From this and (29) and using Tonelli’s
theorem we see for all N,n, l ∈ N and all t ∈ [0,∞) that
E
[∑
i∈Dn
σi
(
Y N
t∧τN,n
l
(i)
)p
+
∫ t∧τN,n
l
0
c0p
∑
i∈Dn
σi
(
Y Nu (i)
)p+1
du
]
≤ E
[∥∥∥(Y N0 )p∥∥∥
σ
]
+ E
[∫ t∧τN,n
l
0
c2
∥∥∥(Y Nu )p∥∥∥
σ
+ c1
∥∥∥(Y Nu )p−1∥∥∥
σ
du
]
≤ E
[∥∥∥(Y N0 )p∥∥∥
σ
]
+
∫ t
0
c2E
[∥∥∥(Y Nu )p∥∥∥
σ
]
+ c1E
[∥∥∥(Y Nu )p−1∥∥∥
σ
]
du.
(33)
For every N,n ∈ N the map [0,∞) ∋ t 7→ ∑i∈Dn σi (Y Nt (i))p ∈ R is P-a.s. continuous which implies for all
N,n ∈ N and all t ∈ [0,∞) that P
[
liml→∞ τ
N,n
l < t
]
= 0. From Tonelli’s theorem and monotone convergence,
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then using Fatou’s lemma, and finally applying (33) we see for all N ∈ N and all t ∈ [0,∞) that
E
[∑
i∈D
σi
(
Y Nt (i)
)p]
+
∫ t
0
c0pE
[∑
i∈D
σi
(
Y Nu (i)
)p+1]
du
= lim
n→∞E
[∑
i∈Dn
σi
(
Y Nt (i)
)p
+
∫ t
0
c0p
∑
i∈Dn
σi
(
Y Nu (i)
)p+1
du
]
= lim
n→∞E
[
lim
l→∞
(∑
i∈Dn
σi
(
Y N
t∧τN,n
l
(i)
)p
+
∫ t∧τN,n
l
0
c0p
∑
i∈Dn
σi
(
Y Nu (i)
)p+1
du
)]
≤ lim
n→∞
lim inf
l→∞
E
[∑
i∈Dn
σi
(
Y N
t∧τN,n
l
(i)
)p
+
∫ t∧τN,n
l
0
c0p
∑
i∈Dn
σi
(
Y Nu (i)
)p+1
du
]
≤ E
[∥∥∥(Y N0 )p∥∥∥
σ
]
+
∫ t
0
c2E
[∥∥∥(Y Nu )p∥∥∥
σ
]
+ c1E
[∥∥∥(Y Nu )p−1∥∥∥
σ
]
du.
(34)
This implies using Jensen’s inequality for all N ∈ N and all t ∈ [0,∞) that we get
E
[∥∥∥(Y Nt )p∥∥∥
σ
]
− E
[∥∥∥(Y N0 )p∥∥∥
σ
]
≤
∫ t
0
c2E
[∑
i∈D
σi
(
Y Nu (i)
)p]
+ c1E
[∑
i∈D
σi
(
Y Nu (i)
)p−1]− c0pE
[∑
i∈D
σi
(
Y Nu (i)
)p+1]
du
=
∫ t
0
c2E
[∑
i∈D
σi
(
Y Nu (i)
)p]
+
∑
k∈D σk∑
l∈D σl
(
c1E
[∑
i∈D
σi
(
Y Nu (i)
)p−1]− c0pE
[∑
i∈D
σi
(
Y Nu (i)
)p+1])
du
≤
∫ t
0
c2E
[∑
i∈D
σi
(
Y Nu (i)
)p]
+ c4
(
E
[∑
i∈D
σi
(
Y Nu (i)
)p]) p−1p − c3
(
E
[∑
i∈D
σi
(
Y Nu (i)
)p]) p+1p
du
=
∫ t
0
(
E
[∥∥∥(Y Nu )p∥∥∥
σ
]) p−1
p
{
c4 + c2
(
E
[∥∥∥(Y Nu )p∥∥∥
σ
]) 1
p − c3
(
E
[∥∥∥(Y Nu )p∥∥∥
σ
]) 2
p
}
du.
(35)
For every N ∈ N let zN : [0,∞)→ R be a process that for all t ∈ [0,∞) satisfies
zNt = z
N
0 +
∫ t
0
(
zNs
) p−1
p
{
c4 + c2
(
zNs
) 1
p − c3
(
zNs
) 2
p
}
ds (36)
with zN0 = E
[∥∥(Y N0 )p∥∥σ], where uniqueness follows from local Lipschitz continuity. Using classical comparison
results from the theory of ODEs, the above computation shows that for all N ∈ N and all t ∈ [0,∞) we have
E
[∥∥(Y Nt )p∥∥σ] ≤ zNt and for all N ∈ N we have supt∈[0,∞) zNt = max
{
E
[∥∥(Y N0 )p∥∥σ] ,
(
c2
2c3
+
√
(c2)
2
4c23
+ c4
c3
)p}
.
We thereby conclude that
sup
N∈N
sup
t∈[0,∞)
E
[∥∥∥(2ηHNt + δPNt )p∥∥∥
σ
]
≤ sup
N∈N
sup
t∈[0,∞)
zNt ≤ sup
N∈N
E
[∥∥∥(Y N0 )p∥∥∥
σ
]
+
(
c2
2c3
+
√
c22
4c23
+ c4
c3
)p
= sup
N∈N
E
[∥∥∥(Y N0 )p∥∥∥
σ
]
+ c22c3
(
1 +
√
1 + c4c3
c22
)p
= sup
N∈N
E
[∥∥∥(2ηHN0 + δPN0 )p∥∥∥
σ
]
+ ‖1‖σ

λ+(1− 1p+ cp )(κ¯H+κ¯P )
2min
{
1
2η
λ
K
,
1
4 ,
1
δ
γ
}


p

1 +
√√√√
1 +
4min
{
1
2η
λ
K
,
1
4 ,
1
δ
γ
}[
2ηι¯H+δι¯P+(p−1)
(
2ηβ¯H+
1
2 δβ¯P
)]
(λ+(1− 1p+ cp)(κ¯H+κ¯P ))
2


p
.
(37)
This finishes the proof of Lemma 2.5.
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Lemma 2.6. Assume the setting of Section 2.1 and assume γ ≥ 2δ. Furthermore, assume that for all N ∈ N
we have αN + κNH ≤ λ4 , ιNP ≤ λ(ν+λ)8δ , and ιNH ≥ 4δκ
N
P
3(ν+λ) +
3
2β
N
H . Let Dˆ ⊆ D be a set. Then we have
sup
N∈N
sup
t∈[0,∞)
E

∑
i∈Dˆ
σi
(
2
λ+ν
PNt (i)
(HNt (i))
2 +
1
2δ
1
(HNt (i))
2
) ≤ sup
N∈N
E

∑
i∈Dˆ
σi
(
2
λ+ν
PN0
(HN0 )
2 +
1
2δ
1
(HN0 )
2
)
+ 4κ¯P c3λ(λ+ν) sup
N∈N
sup
t∈[0,∞)
E

∑
i∈Dˆ
σi
(
PNt (i)
)3+ 4
λ(λ+ν)
(
η2
λ
+ 4λ
K2
)
sup
N∈N
sup
t∈[0,∞)
E

∑
i∈Dˆ
σiP
N
t (i)

+ 2
K2δ
.
(38)
Proof. If the right-hand side of (38) is infinite, then the claim trivially holds. For the remainder of the proof
assume the right-hand side of (38) to be finite. Define D0 := ∅ and for every n ∈ N let Dn ⊆ Dˆ be a set with
|Dn| = min
{
n, |Dˆ|} and Dn ⊇ Dn−1. Define c1 := 1λ+ν and for all n ∈ N let
cn0 :=
2c1κ¯P c
3 sup
N∈N
sup
t∈[0,∞)
E
[∑
i∈Dn
σi
(
PNt (i)
)3]
+ 2c1
[
η2
λ
+ 4λ
K2
]
sup
N∈N
sup
t∈[0,∞)
E
[∑
i∈Dn
σiP
N
t (i)
]
+ λ
K2δ
. (39)
For N,n, l ∈ N define [0,∞]-valued stopping times
τN,nl := inf
({
t ∈ [0,∞) :
∑
i∈Dn
σi
(
PNt (i) +
(
HNt (i)
)−1)
> l
}
∪∞
)
. (40)
We infer from Lemma 2.2 that for all N,n ∈ N the map [0,∞) ∋ t 7→ ∑i∈Dn σi
(
PNt (i) +
(
HNt (i)
)−1) ∈ R is
P-a.s. continuous. Thereby, we have for all t ∈ [0,∞) and all N,n ∈ N that
P
[
lim
l→∞
τN,nl < t
]
= 0. (41)
For all t ∈ [0,∞), N,n, l ∈ N applying Young’s inequality we get
E
[∑
i∈Dn
σi
∫ t∧τN,n
l
0
(
2c1
√
βN
P
PNu (i)
(HNu (i))
2
)2
du
]
≤ E
[∑
i∈Dn
σ5i
min
k∈Dn
{σ4
k
} t sup
u∈[0,t]
4c21β¯P
(
1
5
(
PN
u∧τN,n
l
(i)
)5
+ 45
(
HN
u∧τN,n
l
(i)
)−5)]
≤ t4c21β¯P
min
k∈Dn
{σ4
k
}E

 sup
u∈[0,t]
(∑
i∈Dn
σi
(
PN
u∧τN,n
l
(i) +
(
HN
u∧τN,n
l
(i)
)−1))5 ≤ t4c21β¯P
min
k∈Dn
{σ4
k
} l
5 <∞
(42)
and
E
[∑
i∈Dn
σi
∫ t∧τN,n
l
0
((
4c1P
N
u (i) +
1
δ
) √βN
H
HNu (i)
(HNu (i))
3
)2
du
]
≤ E
[∑
i∈Dn
σ7i
min
k∈Dn
{σ6
k
} t sup
u∈[0,t]
(4c1 +
1
δ
)2β¯H
(
2
7
(
PN
u∧τN,n
l
(i) + 1
)7
+ 57
(
HN
u∧τN,n
l
(i)
)−7)]
≤ t(4c1+ 1δ )2β¯H
min
k∈Dn
{σ6
k
} E

 sup
u∈[0,t]
(∑
i∈Dn
σi
(
PN
u∧τN,n
l
(i) + 1 +
(
HN
u∧τN,n
l
(i)
)−1))7
≤ t(4c1+ 1δ )2β¯H
min
k∈Dn
{σ6
k
} (l + ‖1‖σ)
7
<∞.
(43)
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Hence, we obtain for all t ∈ [0,∞) and all N,n, l ∈ N that
E
[∑
i∈Dn
σi
∫ t∧τN,n
l
0
2c1
√
βN
P
PNu (i)
(HNu (i))
2 dW
P,N
u (i)
]
= 0,
E
[∑
i∈Dn
σi
∫ t∧τN,n
l
0
(
4c1P
N
u (i) +
1
δ
) √βN
H
HNu (i)
(HNu (i))
3 dW
H,N
u (i)
]
= 0.
(44)
Define the function y : N× N× [0,∞)→ [0,∞] by
N× N× [0,∞) ∋ (N,n, t) 7→ yN,nt := E
[∑
i∈Dn
σi
(
2c1
PNt (i)
(HNt (i))
2 +
1
2δ
1
(HNt (i))
2
)]
. (45)
Recall from the beginning of the proof that we assume for all N,n ∈ N that yN,n0 < ∞. Now, applying Itoˆ’s
lemma and using (44), we obtain for all t ∈ [0,∞) and all N,n, l ∈ N that
E
[∑
i∈Dn
σi
(
2c1
PN
t∧τ
N,n
l
(i)
(HN
t∧τ
N,n
l
(i))2
+ 12δ
1
(HN
t∧τ
N,n
l
(i))2
)]
− yN,n0
= E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
2c1
1
(HNu (i))
2
(
κNP
∑
j∈D
m(i, j)PNu (j)− (κNP + ν)PNu (i)− γ
(
PNu (i)
)2
+
(
η − ρFNu (i)
)
PNu (i)H
N
u (i) + ι
N
P
)
−
(
2c1
2PNu (i)
(HNu (i))
3 +
1
2δ
2
(HNu )
3
)(
κNH
∑
j∈D
m(i, j)HNu (j)
+ (−κNH + λ− αNFNu (i))HNu (i)− λK
(
HNu (i)
)2 − δPNu (i)HNu (i) + ιNH
)
+ 122c1
6PNu (i)
(HNu (i))
4β
N
HH
N
u (i) +
1
2
1
2δ
6
(HNu (i))
4β
N
HH
N
u (i) du
]
.
(46)
Dropping some negative terms, we now get for all t ∈ [0,∞) and all N,n, l ∈ N that
E
[∑
i∈Dn
σi
(
2c1
PN
t∧τ
N,n
l
(i)
(HN
t∧τ
N,n
l
(i))2
+ 12δ
1
(HN
t∧τ
N,n
l
(i))2
)]
− yN,n0
≤ E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
2c1
(HNu (i))
2

κNP ∑
j∈D
m(i, j)PNu (j)− νPNu (i)− γ
(
PNu (i)
)2
+ ηPNu (i)H
N
u (i) + ι
N
P


−
(
4c1
PNu (i)
(HNu (i))
3 +
1
δ
1
(HNu )
3
)(
(−κNH + λ− αN )HNu (i)− λK
(
HNu (i)
)2 − δPNu (i)HNu (i) + ιNH)
+ 6c1
PNu (i)
(HNu (i))
3β
N
H +
3
2δ
1
(HNu (i))
3β
N
H du
]
= E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
2c1
(
κNP
1
(HNu (i))
2
∑
j∈D
m(i, j)PNu (j)− ν P
N
u (i)
(HNu (i))
2 − γ (P
N
u (i))
2
(HNu (i))
2 + η
PNu (i)
HNu (i)
+ ιNP
1
(HNu (i))
2 − 2
(−κNH + λ− αN) PNu (i)(HNu (i))2 + 2 λK PNu (i)HNu (i) + 2δ (P
N
u (i))
2
(HNu (i))
2 − 2ιNH P
N
u (i)
(HNu (i))
3
+ 3
PNu (i)
(HNu (i))
3β
N
H
)
+
κNH−λ+αN
δ
1
(HNu )
2 +
λ
Kδ
1
HNu
+
PNu (i)
(HNu )
2 − ι
N
H
δ
1
(HNu )
3 +
3βNH
2δ
1
(HNu (i))
3 du
]
.
(47)
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Using Young’s inequality as well as Lemma 2.4 we get for all t ∈ [0,∞) and all N,n, l ∈ N that
E
[∑
i∈Dn
σi
(
2c1
PN
t∧τ
N,n
l
(i)
(HN
t∧τ
N,n
l
(i))2
+ 12δ
1
(HN
t∧τ
N,n
l
(i))2
)]
− yN,n0
≤ E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
2c1
(
2
3κ
N
P
1
(HNu (i))
3 +
1
3κ
N
P c
(
PNu (i)
)3 − ν PNu (i)
(HNu (i))
2 − γ (P
N
u (i))
2
(HNu (i))
2
+ 12
λ
2η η
PNu (i)
(HNu (i))
2 +
1
2
2η
λ
ηPNu (i) + ι
N
P
1
(HNu (i))
2 − 2(−κNH + λ− αN ) P
N
u (i)
(HNu (i))
2 +
1
2
K
4 2
λ
K
PNu (i)
(HNu (i))
2
+ 12
4
K
2 λ
K
PNu (i) + 2δ
(PNu (i))
2
(HNu (i))
2 − 2ιNH P
N
u (i)
(HNu (i))
3 + 3
PNu (i)
(HNu (i))
3β
N
H
)
+
κNH−λ+αN
δ
1
(HNu )
2
+ 12
K
2
λ
Kδ
1
(HNu )
2 +
1
2
2
K
λ
Kδ
+
PNu (i)
(HNu )
2 − ι
N
H
δ
1
(HNu )
3 +
3βNH
2δ
1
((HNu (i))
3 du
]
= E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
[
4c1
3 κ
N
P − 1δ ιNH + 32δβNH
]
1
(HNu (i))
3 +
2c1κ
N
P c
3
(
PNu (i)
)3
+
[
c1
(
− 2ν + λ2
+ 4(κNH − λ+ αN ) + λ2
)
+ 1
]
PNu (i)
(HNu (i))
2 + 2c1 [−γ + 2δ] (P
N
u (i))
2
(HNu (i))
2 + 2c1
[
η2
λ
+ 4λ
K2
]
PNu (i)
+
[
2c1ι
N
P +
κNH−λ+αN
δ
+ λ4δ
]
1
(HNu (i))
2 + 2c1
[−2ιNH + 3βNH ] PNu (i)(HNu (i))3 + λK2δ du
]
.
(48)
Recall κ¯P = supN∈N κ
N
P and that for all N ∈ N we have αN + κNH ≤ λ4 , ιNP ≤ λ(ν+λ)8δ , and ιNH ≥ 4δκ
N
P
3(ν+λ) +
3βNH
2 .
Furthermore, note that λ2 ≤ 12c1 . Together with the assumption that γ ≥ 2δ we see for all t ∈ [0,∞) and all
N,n, l ∈ N that
E
[∑
i∈Dn
σi
(
2c1
PN
t∧τ
N,n
l
(i)
(HN
t∧τ
N,n
l
(i))2
+ 12δ
1
(HN
t∧τ
N,n
l
(i))2
)]
− yN,n0
≤ E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
2c1
3 κ¯P c
(
PNu (i)
)3 − PNu (i)
(HNu (i))
2 + 2c1
[
η2
λ
+ 4λ
K2
]
PNu (i)− λ4δ 1(HNu (i))2 +
λ
K2δ
du
]
≤
∫ t
0
cn0 du− E
[∑
i∈Dn
σi
∫ t∧τN,n
l
0
λ
2
(
2c1
PNu (i)
(HNu (i))
2 +
1
2δ
1
(HNu (i))
2
)
du
]
.
(49)
Using Tonelli’s theorem, Fatou’s lemma, and (41) this implies for all t ∈ [0,∞) and all N,n ∈ N that
yN,nt +
∫ t
0
λ
2 y
N,n
u du = y
N,n
t + E
[∑
i∈Dn
σi
∫ t
0
λ
2
(
2c1
PNu (i)
(HNu (i))
2 +
1
2δ
1
(HNu (i))
2
)
du
]
≤ lim inf
l→∞
(
E
[∑
i∈Dn
σi
(
2c1
PN
t∧τ
N,n
l
(i)
(HN
t∧τ
N,n
l
(i))2
+ 12δ
1
(HN
t∧τ
N,n
l
(i))2
)]
+E
[∑
i∈Dn
σi
∫ t∧τN,n
l
0
λ
2
(
2c1
PNu (i)
(HNu (i))
2 +
1
2δ
1
(HNu (i))
2
)
du
])
≤ yN,n0 +
∫ t
0
cn0 du.
(50)
For every N,n ∈ N let zN,n : [0,∞) → R be a process that for all t ∈ [0,∞) satisfies zN,nt = zN,n0 +
∫ t
0
(
cn0 −
λ
2 z
N,n
s
)
ds with zN,n0 = y
N,n
0 , where uniqueness follows from local Lipschitz continuity. Due to classical com-
parison results of the theory of ODEs, the above computation yields for all t ∈ [0,∞) and all N,n ∈ N that
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yN,nt ≤ zN,nt and for all N,n ∈ N that supt∈[0,∞) zN,nt = max
{
zN,n0 ,
2cn0
λ
}
. We obtain for all n ∈ N that
sup
N∈N
sup
t∈[0,∞)
yN,nt ≤ sup
N∈N
sup
t∈[0,∞)
zN,nt = max
{
sup
N∈N
zN,n0 ,
2cn0
λ
}
≤ sup
N∈N
E
[∑
i∈Dn
σi
(
2c1
PN0
(HN0 )
2 +
1
2δ
1
(HN0 )
2
)]
+
2cn0
λ
.
(51)
Using monotone convergence we thereby conclude
sup
N∈N
sup
t∈[0,∞)
E

∑
i∈Dˆ
σi
(
2
λ+ν
PNt (i)
(HNt (i))
2 +
1
2δ
1
(HNt (i))
2
) ≤ lim
n→∞
sup
N∈N
sup
t∈[0,∞)
yN,nt
≤ lim
n→∞
(
sup
N∈N
E
[∑
i∈Dn
σi
(
2c1
PN0
(HN0 )
2 +
1
2δ
1
(HN0 )
2
)]
+
2cn0
λ
)
≤ sup
N∈N
E

∑
i∈Dˆ
σi
(
2
λ+ν
PN0
(HN0 )
2 +
1
2δ
1
(HN0 )
2
)+ 4κ¯P c3λ(λ+ν) sup
N∈N
sup
t∈[0,∞)
E

∑
i∈Dˆ
σi
(
PNt (i)
)3
+ 4
λ(λ+ν)
(
η2
λ
+ 4λ
K2
)
sup
N∈N
sup
t∈[0,∞)
E

∑
i∈Dˆ
σiP
N
t (i)

+ 2
K2δ
,
(52)
finishing the proof.
Lemma 2.7. Assume the setting of Section 2.1 and assume λ > ν and η − ρ > λ
K
. Furthermore, assume that
for all N ∈ N we have ιNH ≥ 12βNH , κNP + κNH + αN ≤ λ−ν2 , ιNP ≥ βNP , and ιNH ≥ βNH . Let Dˆ ⊆ D be a set. Then
we have
sup
N∈N
sup
t∈[0,∞)
E

∑
i∈Dˆ
σi
(
(η−ρ)− λ
K
2(κ¯P+ν)
1
PNt (i)
+ 1
PNt (i)H
N
t (i)
) ≤ sup
N∈N
E

∑
i∈Dˆ
σi
(
(η−ρ)− λ
K
2(κ¯P+ν)
1
PN0 (i)
+ 1
PN0 (i)H
N
0 (i)
)
+ 1
min{κ¯P+ν,λ−ν2 }

γ (η−ρ)− λK2(κ¯P+ν) + (γ + δ) sup
N∈N
sup
t∈[0,∞)
E

∑
i∈Dˆ
σi
1
HNt (i)



 .
(53)
Proof. If the right-hand side of (53) is infinite, then the claim trivially holds. For the remainder of the proof
assume the right-hand side of (53) to be finite. Define D0 := ∅ and for every n ∈ N let Dn ⊆ Dˆ be a set with
|Dn| = min
{
n, |Dˆ|
}
and Dn ⊇ Dn−1. Define c0 := 12(κ¯P+ν)
[
(η − ρ)− λ
K
]
and for every n ∈ N let
Cn := γc0 +
[
γ + δ
]
sup
N∈N
sup
t∈[0,∞)
E
[∑
i∈Dn
σi
1
HNt (i)
]
. (54)
Note that due to the assumption η − ρ > λ
K
we have c0 ∈ (0,∞). For all N,n, l ∈ N define [0,∞]-valued
stopping times
τN,nl := inf
({
t ∈ [0,∞) :
∑
i∈Dn
σi
((
PNt (i)
)−1
+
(
HNt (i)
)−1)
> l
}
∪∞
)
. (55)
We infer from Lemmas 2.2 and 2.3 that for allN,n ∈ N the map [0,∞) ∋ t 7→∑i∈Dn σi
((
PNt (i)
)−1
+
(
HNt (i)
)−1) ∈
R is P-a.s. continuous which implies that we have for all t ∈ [0,∞) and all N,n ∈ N that
P
[
lim
l→∞
τN,nl < t
]
= 0. (56)
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For all t ∈ [0,∞), N,n, l ∈ N applying Young’s inequality we see that
E
[∑
i∈Dn
σi
∫ t∧τN,n
l
0
(√
βN
P
PNu (i)
(PNu (i))
2
(
c0 +
1
HNu (i)
))2
du
]
≤ β¯PE
[
t sup
u∈[0,t]
∑
i∈Dn
σ5i
min
k∈Dn
{σ4k}
(
3
5
(
PN
u∧τN,n
l
(i)
)−5
+ 25
(
c0 +
(
HN
u∧τN,n
l
(i)
)−1)5)
du
]
≤ β¯P
min
k∈Dn
{σ4k}E

t sup
u∈[0,t]
(∑
i∈Dn
σi
((
PN
u∧τN,n
l
(i)
)−1
+
(
HN
u∧τN,n
l
(i)
)−1
+ c0
))5 ≤ β¯P t(l+c0‖1‖σ)5
min
k∈Dn
{σ4k} <∞
(57)
and
E
[∑
i∈Dn
σi
∫ t∧τN,n
l
0
( √
βNHH
N
u (i)
(HNu (i))
2PNu (i)
)2
du
]
≤ β¯HE
[
t sup
u∈[0,t]
∑
i∈Dn
σ5i
min
k∈Dn
{σ4k}
(
3
5
(
HN
u∧τN,n
l
(i)
)−5
+ 25
(
PN
u∧τN,n
l
(i)
)−5)
du
]
≤ t sup
u∈[0,t]
β¯H
min
k∈Dn
{σ4k}E

(∑
i∈Dn
σi
((
HN
u∧τN,n
l
(i)
)−1
+
(
PN
u∧τN,n
l
(i)
)−1))5 ≤ tβ¯H l5
min
k∈Dn
{σ4k} <∞.
(58)
Hence, we obtain for all t ∈ [0,∞) and all N,n, l ∈ N that
E
[∫ t∧τN,n
l
0
∑
i∈Dn
σi
√
βNP P
N
t (i)
1
(PNt (i))
2
(
c0 +
1
HNt (i)
)
dWP,Nu (i)
]
= 0,
E
[∫ t∧τN,n
l
0
∑
i∈Dn
σi
√
βNHH
N
t (i)
(HNt (i))
2
PNt (i)
dWH,Nu (i)
]
= 0.
(59)
Define the function y : N× N× [0,∞)→ [0,∞] by
N× N× [0,∞) ∋ (N,n, t) 7→ yN,nt := E
[∑
i∈Dn
σi
(
c0
1
PNt (i)
+ 1
PNt (i)H
N
t (i)
)]
. (60)
Recall from the beginning of the proof that we assume for all N,n ∈ N that yN,n0 <∞. Applying Itoˆ’s lemma
and using (59), we get for all t ∈ [0,∞) and all N,n, l ∈ N that
E
[∑
i∈Dn
σi
(
c0
1
PN
t∧τ
N,n
l
(i)
+ 1
PN
t∧τ
N,n
l
(i)HN
t∧τ
N,n
l
(i)
)]
− yN,n0
= E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
−
(
c0
1
(PNu (i))
2 +
1
(PNu (i))
2HNu (i)
)(
κNP
∑
j∈D
m(i, j)PNu (j)
− (κNP + ν)PNu (i)− γ
(
PNu (i)
)2
+
(
η − ρFNu (i)
)
PNu (i)H
N
u (i) + ι
N
P
)
+ 12c0
2
(PNu (i))
3β
N
P P
N
u (i)
+ 12
2
(PNu (i))
3HNu (i)
βNP P
N
u (i)− 1PNu (i)(HNu (i))2
(
κNH
∑
j∈D
m(i, j)HNu (j) + (−κNH + λ− αNFNu (i))HNu (i)
− λ
K
(
HNu (i)
)2 − δPNu (i)HNu (i) + ιNH
)
+ 12
2
PNu (i)(H
N
u (i))
3β
N
HH
N
u (i) du
]
.
(61)
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Dropping some negative terms, we now get for all t ∈ [0,∞) and all N,n, l ∈ N that
E
[∑
i∈Dn
σi
(
c0
1
PN
t∧τ
N,n
l
(i)
+ 1
PN
t∧τ
N,n
l
(i)HN
t∧τ
N,n
l
(i)
)]
− yN,n0
≤ E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
−
(
c0
1
(PNu (i))
2 +
1
(PNu (i))
2HNu (i)
)(
− (κNP + ν)PNu (i)− γ
(
PNu (i)
)2
+ (η − ρ)PNu (i)HNu (i) + ιNP
)
+ c0β
N
P
1
(PNu (i))
2 + β
N
P
1
(PNu (i))
2HNu (i)
+ βNH
1
PNu (i)(H
N
u (i))
2
− 1
PNu (i)(H
N
u (i))
2
(
(−κNH + λ− αN )HNu (i)− λK
(
HNu (i)
)2 − δPNu (i)HNu (i) + ιNH) du
]
= E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
(
κNP + ν
)
c0
1
PNu (i)
+ γc0 − (η − ρ)c0H
N
u (i)
PNu (i)
− ιNP c0 1(PNu (i))2 + (κ
N
P + ν)
1
PNu (i)H
N
u (i)
+ γ 1
HNu (i)
− (η − ρ) 1
PNu (i)
− ιNP 1(PNu (i))2HNu (i) + c0β
N
P
1
(PNu (i))
2 + β
N
P
1
(PNu (i))
2HNu (i)
+ βNH
1
PNu (i)(H
N
u (i))
2
− (−κNH + λ− αN ) 1PNu (i)HNu (i) +
λ
K
1
PNu (i)
+ δ 1
HNu (i)
− ιNH 1PNu (i)(HNu (i))2 du
]
= E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
[(
κNP + ν
)
c0 − (η − ρ) + λK
]
1
PNu (i)
+ γc0 − (η − ρ)c0H
N
u (i)
PNu (i)
+
[−ιNP c0 + c0βNP ] 1(PNu (i))2 + [(κNP + ν)− (−κNH + λ− αN )] 1PNu (i)HNu (i) + [γ + δ] 1HNu (i)
+
[−ιNP + βNP ] 1(PNu (i))2HNu (i) + [βNH − ιNH] 1PNu (i)(HNu (i))2 du
]
.
(62)
Recall from Section 2.1 that κ¯P = supN∈N κ
N
P , and from Assumption 1.1 that λ > ν, η − ρ > λK and that for
all N ∈ N we have κNP + κNH + αN ≤ λ−ν2 , ιNP ≥ βNP , and ιNH ≥ βNH . Hence, we get for all t ∈ [0,∞) and all
N,n, l ∈ N that
E
[∑
i∈Dn
σi
(
c0
1
PN
t∧τ
N,n
l
(i)
+ 1
PN
t∧τ
N,n
l
(i)HN
t∧τ
N,n
l
(i)
)]
− yN,n0
≤ E
[ ∑
i∈Dn
σi
∫ t∧τN,n
l
0
− (κ¯P + ν) c0 1PNu (i) + γc0 −
λ−ν
2
1
PNu (i)H
N
u (i)
+ [γ + δ] 1
HNu (i)
du
]
≤
∫ t
0
Cn du− E
[∫ t∧τN,n
l
0
min
{
κ¯P + ν,
λ−ν
2
} ∑
i∈Dn
σi
(
c0
1
PNu (i)
+ 1
PNu (i)H
N
u (i)
)
du
]
.
(63)
Applying Tonelli’s theorem, Fatou’s lemma, and (56) we obtain for all t ∈ [0,∞) and all N,n ∈ N that
yN,nt +
∫ t
0
min
{
κ¯P + ν,
λ−ν
2
}
yN,nu du
= yN,nt + E
[∫ t
0
min
{
κ¯P + ν,
λ−ν
2
} ∑
i∈Dn
σi
(
c0
1
PNu (i)
+ 1
PNu (i)H
N
u (i)
)
du
]
≤ lim inf
l→∞
(
E
[∑
i∈Dn
σi
(
c0
1
PN
t∧τ
N,n
l
(i)
+ 1
PN
t∧τ
N,n
l
(i)HN
t∧τ
N,n
l
(i)
)]
+ E
[∫ t∧τN,n
l
0
min
{
κ¯P + ν,
λ−ν
2
} ∑
i∈Dn
σi
(
c0
1
PNu (i)
+ 1
PNu (i)H
N
u (i)
)
du
])
≤ yN,n0 +
∫ t
0
Cn du.
(64)
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For every N,n ∈ N, let zN,n : [0,∞) → R be a process that for all t ∈ [0,∞) satisfies zN,nt = zN,n0 +
∫ t
0
(
Cn −
min
{
κ¯P + ν,
λ−ν
2
}
zN,ns
)
ds, with zN,n0 = y
N,n
0 , where uniqueness follows from local Lipschitz continuity. Using
classical comparison results from the theory of ODEs, the above computation yields for all t ∈ [0,∞) and all
N,n ∈ N that yN,nt ≤ zN,nt and for all N,n ∈ N that supt∈[0,∞) zN,nt = max
{
zN,n0 ,
Cn
min{κ¯P+ν,λ−ν2 }
}
. Hence, we
obtain for every n ∈ N that
sup
N∈N
sup
t∈[0,∞)
E
[∑
i∈Dn
σi
(
c0
1
PNt (i)
+ 1
PNt (i)H
N
t (i)
)]
= sup
N∈N
sup
t∈[0,∞)
yN,nt ≤ sup
N∈N
sup
t∈[0,∞)
zN,nt
= max
{
sup
N∈N
zN,n0 ,
Cn
min{κ¯P+ν,λ−ν2 }
}
≤ sup
N∈N
E
[∑
i∈Dn
σi
(
c0
1
PN0 (i)
+ 1
PN0 (i)H
N
0 (i)
)]
+ C
n
min{κ¯P+ν,λ−ν2 } .
(65)
Using monotone convergence, we thereby conclude that
sup
N∈N
sup
t∈[0,∞)
E

∑
i∈Dˆ
σi
(
c0
1
PNt (i)
+ 1
PNt (i)H
N
t (i)
) = lim
n→∞
sup
N∈N
sup
t∈[0,∞)
E
[∑
i∈Dn
σi
(
c0
1
PNt (i)
+ 1
PNt (i)H
N
t (i)
)]
≤ lim
n→∞
(
sup
N∈N
E
[∑
i∈Dn
σi
(
c0
1
PN0 (i)
+ 1
PN0 (i)H
N
0 (i)
)]
+ C
n
min{κ¯P+ν, λ−ν2 }
)
= sup
N∈N
E

∑
i∈Dˆ
σi
(
c0
1
PN0 (i)
+ 1
PN0 (i)H
N
0 (i)
)+ γc0+(γ+δ) supN∈N supt∈[0,∞)E
[∑
i∈Dˆ
σi
1
HNt (i)
]
min{κ¯P+ν,λ−ν2 } ,
(66)
finishing the proof.
Theorem 2.8. Assume the setting of Section 2.1 and let Assumption 1.1 hold. Then for all (x, y, z) ∈ (0,∞)2×
[0, 1] it holds that
u(x, y, z) := (η − ρz)
(
x− h∞(z)− h∞(z) ln
(
x
h∞(z)
))
+ δ
(
y − p∞(z)− p∞(z) ln
(
y
p∞(z)
))
≥ 0. (67)
Furthermore, there exists a constant c0 ∈ (0,∞) such that for every set Dˆ ⊆ D, for every N ∈ N, and every
t ∈ [0,∞) it holds that
E
[∑
i∈Dˆ
σiu
(
HNt (i), P
N
t (i), F
N
t (i)
) ]
+
∫ t
0
(η − ρ) λ
K
E

∑
i∈Dˆ
σi
(
HNu (i)− h∞
(
FNu (i)
))2+ δγE

∑
i∈Dˆ
σi
(
PNu (i)− p∞
(
FNu (i)
))2 du
≤ E
[∑
i∈Dˆ
σiu
(
HN0 (i), P
N
0 (i), F
N
0 (i)
) ]
+ tc0max
{
κNH , κ
N
P , α
N , ιNH , ι
N
P , β
N
H , β
N
P
}
.
(68)
Proof. For the remainder of the proof fix a set Dˆ ⊆ D. Define D0 := ∅ and for every n ∈ N let Dn ⊆ Dˆ
be a set with |Dn| = min
{
n, |Dˆ|
}
and Dn ⊇ Dn−1. We will first show that for all (x, y, z) ∈ (0,∞)2 × [0, 1]
it holds that u(x, y, z) ≥ 0. Define for all x ∈ (0,∞) the real-valued function (0,∞) ∋ y 7→ fx(y) := x −
y − y ln
(
x
y
)
. For all x ∈ (0,∞) the function fx has for all y ∈ (0,∞) first and second order derivatives
dfx
dy
(y) = ln(y)− ln(x) and d2fx
dy2
(y) = 1
y
> 0. Thus, for all x ∈ (0,∞) the function fx has its global minimum at
x with fx(x) = 0. Consequently, for any (x, y) ∈ (0,∞)2 we have fx(y) ≥ fx(x) = 0. This shows that for all
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(x, y, z) ∈ (0,∞)2 × [0, 1] we have that u(x, y, z) ≥ 0. In order to prove the second part of the claim, we will
make use of a Lyapunov function that is defined here analogously to the well-known Lyapunov function in the
deterministic setting. Define DV :=
(
l1σ ∩ (0,∞)D
)
×
(
l1σ ∩ (0,∞)D
)
× E1. For any subset Dˆ′ ⊆ Dˆ define the
function VDˆ′ : DV → [0,∞] for any (h, p, f) ∈ DV by
VDˆ′((h, p, f)) :=
∑
i∈Dˆ′
σiu(hi, pi, fi). (69)
Due to the non-negativity of the mapping u, we obtain for any Dˆ′ ⊆ Dˆ and any z ∈ DV that VDˆ′(z) ∈ [0,∞] is
well-defined. From the fact that for all x ∈ (0,∞) we have − ln(x) ≤
√
1
x
≤ 12
(
1
x
+ 1
)
as well as the assumption
supN∈N E
[∥∥∥(HN0 + PN0 )4 + 1(HN0 )2 + PN0(HN0 )2 + 1PN0 + 1PN0 HN0
∥∥∥
σ
]
<∞ we obtain
sup
N∈N
E
[
VD
(
HN0 , P
N
0 , F
N
0
)]
<∞. (70)
We now calculate the first and second order partial derivatives that we will need in the application of Itoˆ’s
lemma below. For all n ∈ N, z = (h, p, f) ∈ DV , and i ∈ Dn we get dVDndhi (z) = σi(η − ρfi)
(
1 − h∞(fi)
hi
)
,
d2VDn
dh2i
(z) = σi(η − ρfi)h∞(fi)h2i ,
dVDn
dpi
(z) = σiδ
(
1− p∞(fi)
pi
)
, and
d2VDn
dp2i
(z) = σiδ
p∞(fi)
p2i
as well as
dVDn
dfi
(z) = σi
[
− ρ
(
hi − h∞(fi)− h∞(fi) ln
(
hi
h∞(fi)
))
+ (η − ρfi)
(
− h′∞(fi)− h′∞(fi) ln
(
hi
h∞(fi)
)
− (h∞(fi))2
hi
−hi
(h∞(fi))2
h′∞(fi)
)
+ δ
(
−p′∞(fi)− p′∞(fi) ln
(
pi
p∞(fi)
)
− (p∞(fi))2
pi
−pi
(p∞(fi))2
p′∞(fi)
)]
= σi
[
− ρ
(
hi − h∞(fi)− h∞(fi) ln
(
hi
h∞(fi)
))
− (η − ρfi)h′∞(fi) ln
(
hi
h∞(fi)
)
− δp′∞(fi) ln
(
pi
p∞(fi)
)]
(71)
and
d2VDn
df2i
(z) =σi
[
ρ
(
h′∞(fi) + h
′
∞(fi) ln
(
hi
h∞(fi)
)
+ (h∞(fi))
2
hi
(−1) hi(h∞(fi))2h′∞(fi)
)
+ ρh′∞(fi) ln
(
hi
h∞(fi)
)
− (η − ρfi)
(
h′′∞(fi) ln
(
hi
h∞(fi)
)
+ h′∞(fi)
h∞(fi)
hi
−hi
(h∞(fi))2
h′∞(fi)
)
− δ
(
p′′∞(fi) ln
(
pi
p∞(fi)
)
+ p′∞(fi)
p∞(fi)
pi
−pi
(p∞(fi))2
p′∞(fi)
)]
=σi
[
2ρh′∞(fi) ln
(
hi
h∞(fi)
)
− (η − ρfi)
(
h′′∞(fi) ln
(
hi
h∞(fi)
)
− (h′∞(fi))2 1h∞(fi)
)
− δ
(
p′′∞(fi) ln
(
pi
p∞(fi)
)
− (p′∞(fi))2 1p∞(fi)
)]
.
(72)
Recall that we have for all x ∈ [0, 1] that h∞(x) = 1b(a−x) and p∞(x) = λδ
(
1− 1
Kb(a−x)
)
and note that the
assumption that η − ρ > ν
K
implies for all x ∈ [0, 1] that p∞(x) > 0. Therefore, we get for all x ∈ [0, 1],
h′∞(x) =
1
b(a−x)2 > 0, h
′′
∞(x) =
2
b(a−x)3 > 0,
p′∞(x) = − λδKb(a−x)2 < 0, p′′∞(x) = − 2λδKb(a−x)3 < 0.
(73)
So h∞, h′∞, and h
′′
∞ are strictly monotonically increasing on [0, 1] while p∞, p
′
∞, and p
′′
∞ are strictly mono-
tonically decreasing on [0, 1]. Also we have that max
x∈[0,1]
δp∞(x) ≤ λ. Observe that for all x ∈ (0,∞) we have
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|ln(x)| ≤ √x+ 1√
x
. Together with Young’s inequality as well as Lemmas 2.5, 2.6, and 2.7 we get for all t ∈ [0,∞)
and all N,n ∈ N that
E
[∑
i∈Dn
σi
∫ t
0
(√
βNP P
N
u (i)δ
(
1− p∞(FNu (i))
PNu (i)
))2
du
]
≤ β¯P δ2E
[∑
i∈Dn
σi
∫ t
0
PNu (i)
(
1 + (p∞(0))
2
(PNu (i))
2
)
du
]
≤ β¯P δ2 sup
u∈[0,t]
E
[∑
i∈Dn
σit
(
PNu (i) +
(p∞(0))
2
PNu (i)
)]
<∞
(74)
and
E
[∑
i∈Dn
σi
∫ t
0
(√
βNHH
N
u (i)(η − ρFNu (i))
(
1− h∞(FNu (i))
HNu (i)
))2
du
]
≤ β¯Hη2 sup
u∈[0,t]
E
[∑
i∈Dn
σit
(
HNu (i) +
(h∞(1))
2
HNu (i)
)]
<∞
(75)
and
E
[ ∑
i∈Dn
σi
∫ t
0
(√
βNHF
N
u (i)(1−FNu (i))
HNu (i)
(
− ρ
(
HNu (i)− h∞(FNu (i))− h∞(FNu (i)) ln
(
HNu (i)
h∞(FNu (i))
))
− (η − ρFNu (i))h′∞(FNu (i)) ln
(
HNu (i)
h∞(FNu (i))
)
− δp′∞(FNu (i)) ln
(
PNu (i)
p∞(FNu (i))
)))2
du
]
≤ β¯HE
[ ∑
i∈Dn
σi
∫ t
0
1
HNu (i)
(
ρHNu (i) + ρh∞(1) + ρh∞(1)
(√
HNu (i)√
h∞(0)
+
√
h∞(1)√
HNu (i)
)
+ ηh′∞(1)
(√
HNu (i)√
h∞(0)
+
√
h∞(1)√
HNu (i)
)
+ δ |p′∞(1)|
(√
PNu (i)√
p∞(1)
+
√
p∞(0)√
PNu (i)
))2
du
]
≤ β¯H sup
u∈[0,t]
E
[ ∑
i∈Dn
σi2
7
(
ρ2HNu (i) + ρ
2 (h∞(1))
2
(
1
HNu (i)
+ 1
h∞(0)
+ h∞(1)
(HNu (i))
2
)
+ η2 (h′∞(1))
2
(
1
h∞(0)
+ h∞(1)
(HNu (i))
2
)
+ δ2 (p′∞(1))
2
(
1
p∞(1)
PNu (i)
HNu (i)
+ p∞(0)
PNu (i)H
N
u (i)
))]
<∞.
(76)
Hence, we obtain for all t ∈ [0,∞) and all N,n ∈ N that
E
[∫ t
0
∑
i∈Dn
σi
√
βNP P
N
u (i)δ
(
1− p∞(FNu (i))
PNu (i)
)
dWP,Nu (i)
]
= 0,
E
[∫ t
0
∑
i∈Dn
σi
√
βNHH
N
u (i)(η − ρFNu (i))
(
1− h∞(FNu (i))
HNu (i)
)
dWH,Nu (i)
]
= 0,
E
[∫ t
0
∑
i∈Dn
σi
√
βNHF
N
u (i)(1−FNu (i))
HNu (i)
[
− ρ
(
HNu (i)− h∞(FNu (i))− h∞(FNu (i)) ln
(
HNu (i)
h∞(FNu (i))
))
−(η − ρFNu (i))h′∞(FNu (i)) ln
(
HNu (i)
h∞(FNu (i))
)
− δp′∞(FNu (i)) ln
(
PNu (i)
p∞(FNu (i))
)]
dWF,Nu (i)
]
= 0.
(77)
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For all t ∈ [0,∞), all N ∈ N, and all i ∈ D define
RNt (i) := max
{
max
{
ηc, ρc, ρ, cη
h′
∞
(1)
h∞(0)
, η
h′
∞
(1)
h∞(0)
}
HNt (i), ηh∞ (1) , η,
max
{
η
2h∞ (1) , ρ (h∞ (1))
2 , η2
(h′∞(1))
2
h∞(0)
, δ2
(p′∞(1))
2
p∞(1)
}
1
HNt (i)
, δcPNt (i), δp∞ (0) , δ,
δ
2
p∞(0)
PNt (i)
,
max
{
1
2ρ
2 (h∞ (1))
2
, 34ρ
4
3 (h∞ (1))
2
, 34
(
ηh′∞ (1)
√
h∞ (1)
) 4
3
, 14 ,
η
2h
′′
∞ (1)h∞ (1)
}
1
(HNt (i))
2 ,
1
2c
(
HNt (i)
)2
, 14c
(
HNt (i)
)4
, 12
(
δ|p′∞(1)|√
p∞(1)
)2
PNt (i)
(HNt (i))
2 ,
1
2δ
2 |p′∞ (1)|2 p∞(0)PNt (i)HNt (i) ,
δ |p′∞ (1)|
√
p∞(0)
PNt (i)
, ρ
h′∞(1)
h∞(0)
, δ2
|p′′∞(1)|
p∞(1)
PNt (i)
HNt (i)
,
}
,
bN := max
{
κNH , κ
N
P , α
N , ιNH , ι
N
P , β
N
H , β
N
P
}
.
(78)
Note that lim
N→∞
bN = 0. Define c0 := 32 sup
M∈N
sup
u∈[0,∞)
E
[∥∥RMu ∥∥σ]. Observe that due to Lemmas 2.5, 2.6, and 2.7
we have c0 ∈ (0,∞). For all t ∈ [0,∞), all N ∈ N, and all a ∈
{
η, ρ, η
h′∞(1)
h∞(0)
}
we have that
∑
i∈D
σia
∑
j∈D
m(i, j)HNt (j) ≤
∑
i∈D
σicaH
N
t (i) ≤
∑
i∈D
σiR
N
t (i). (79)
Furthermore, we have for all t ∈ [0,∞) and all N ∈ N that∑
i∈D
σiδ
∑
j∈D
m(i, j)PNt (j) ≤
∑
i∈D
σiδcP
N
t (i) ≤
∑
i∈D
σiR
N
t (i). (80)
Using Young’s inequality and Lemma 2.4 we get for all t ∈ [0,∞) and all N ∈ N that
∑
i∈D
σiρ
h∞(FNt (i))
HNt (i)
∑
j∈D
m(i, j)HNt (j) ≤
∑
i∈D
σi
(
1
2
(
ρ
h∞(FNt (i))
HNt (i)
)2
+ 12
(∑
j∈D
m(i, j)HNt (j)
)2)
≤
∑
i∈D
σi
(
RNt (i) +
1
2c
(
HNt (i)
)2) ≤∑
i∈D
σi2R
N
t (i),
(81)
and
∑
i∈D
σi
−δp′∞(FNt (i))√
p∞(FNt (i))
√
PNt (i)
HNt (i)
∑
j∈D
m(i, j)HNt (j) ≤
∑
i∈D
σi
1
2
((
δ|p′∞(1)|√
p∞(1)
√
PNt (i)
HNt (i)
)2
+
(∑
j∈D
m(i, j)HNt (j)
)2)
≤
∑
i∈D
σi
(
RNt (i) +
1
2c
(
HNt (i)
)2) ≤∑
i∈D
σi2R
N
t (i),
(82)
and∑
i∈D
σi(−1)δp′∞
(
FNt (i)
) √p∞(FNt (i))√
PNt (i)H
N
t (i)
∑
j∈D
m(i, j)HNt (j)
≤
∑
i∈D
σi
(
1
2δ
2 |p′∞ (1)|2 p∞(0)PNt (i)HNt (i) +
1
2
(∑
j∈D
m(i, j)HNt (j)
)2
1
HNt (i)
)
≤
∑
i∈D
σi
(
RNt (i) +
1
4
(∑
j∈D
m(i, j)HNt (j)
)4
+ 14
1
(HNt (i))
2
)
≤
∑
i∈D
σi
(
RNt (i) +
1
4c
(
HNt (i)
)4
+RNt (i)
)
≤
∑
i∈D
σi3R
N
t (i).
(83)
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Again using Young’s inequality and Lemma 2.4 we get for all a ∈
{
ρ
(
h∞ (1)
) 3
2 , ηh′∞(1)
√
h∞(1)
}
, all t ∈ [0,∞),
and all N ∈ N that
∑
i∈D
σia
(
1
HNt (i)
) 3
2
∑
j∈D
m(i, j)HNt (j) ≤
∑
i∈D
σi
(
3
4a
4
3
(
1
HNt (i)
)2
+ 14
(∑
j∈D
m(i, j)HNt (j)
)4)
≤
∑
i∈D
σi
(
R
N
t (i) +
1
4c
(
HNt (i)
)4) ≤∑
i∈D
σi2R
N
t (i).
(84)
Due to Lemma 2.1 we have that WH,N (i), WF,N(i), N ∈ N, i ∈ D, are independent Brownian motions and due
to Lemmas 2.5, 2.6, and 2.7 we have for all t ∈ [0,∞) and all N ∈ N that P-a.s. (HNt , PNt , FNt ) ∈ DV . Thus,
applying Itoˆ’s lemma and using (77) we obtain for all t ∈ [0,∞) and all N,n ∈ N that
E
[
VDn
((
HNt , P
N
t , F
N
t
))]− E [VDn ((HN0 , PN0 , FN0 ))]
= E
[∫ t
0
∑
i∈Dn
σi
((
η − ρFNu (i)
)(
1− h∞(F
N
u (i))
HNu (i)
){
κNH
∑
j∈D
m(i, j)
(
HNu (j)−HNu (i)
)
+HNu (i)
[
λ
(
1− HNu (i)
K
)
− δPNu (i)− αNFNu (i)
]
+ ιNH
}
+
(η−ρFNu (i))
2
h∞(FNu (i))
(HNu (i))
2 β
N
HH
N
u (i)
+ δ
(
1− p∞(F
N
u (i))
PNu (i)
){
κNP
∑
j∈D
m(i, j)
(
PNu (j)− PNu (i)
)
+ PNu (i)
[−ν − γPNu (i) + (η − ρFNu (i))HNu (i)]+ ιNP }+ δ2 p∞(FNu (i))(PNu (i))2 βNP PNu (i) +
[
− ρ
(
HNu (i)
− h∞
(
FNu (i)
)− h∞ (FNu (i)) ln( HNu (i)h∞(FNu (i))
))
− (η − ρFNu (i))h′∞ (FNu (i)) ln( HNu (i)h∞(FNu (i))
)
− δp′∞
(
FNu (i)
)
ln
(
PNu (i)
p∞(FNu (i))
)]{
κNH
∑
j∈D
m(i, j)
(
FNu (j)− FNu (i)
) HNu (j)
HNu (i)
− αNFNu (i)
(
1− FNu (i)
)}
+
{
ρh′∞
(
FNu (i)
)
ln
(
HNu (i)
h∞(FNu (i))
)
− η−ρFNu (i)2
(
h′′∞
(
FNu (i)
)
ln
(
HNu (i)
h∞(FNu (i))
)
− (h
′
∞(F
N
u (i)))
2
h∞(FNu (i))
)
− δ2
(
p′′∞(F
N
u (i)) ln
(
PNu (i)
p∞(FNu (i))
)
− (p
′
∞
(FNu (i)))
2
p∞(FNu (i))
)}
βNHF
N
u (i)(1−FNu (i))
HNu (i)
)
du
]
.
(85)
Note that for all x ∈ [0, 1] it holds that 0 < η − ρx ≤ η. Together with the fact that for all x ∈ (0,∞) we have
ln(x) ≤ √x, ln(x) ≤ x,
∣∣∣ ln(x)∣∣∣ ≤ √x +√ 1x , and ∣∣∣ ln(x)∣∣∣ ≤ x +
√
1
x
and dropping negative terms, this implies
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for all t ∈ [0,∞) and all N,n ∈ N that
E
[
VDn
((
HNt , P
N
t , F
N
t
))]− E [VDn ((HN0 , PN0 , FN0 ))]
≤ E
[∫ t
0
∑
i∈Dn
σi
(
ηκNH
∑
j∈D
m(i, j)HNu (j) + ηh∞
(
FNu (i)
)
κNH
+
(
η − ρFNu (i)
) (
HNu (i)− h∞
(
FNu (i)
)) [
λ
(
1− HNu (i)
K
)
− δPNu (i)
]
+ ηh∞
(
FNu (i)
)
αN + ηιNH
+ η2h∞
(
FNu (i)
)
βNH
1
HNu (i)
+ δκNP
∑
j∈D
m(i, j)PNu (j) + δp∞
(
FNu (i)
)
κNP
+ δ
(
PNu (i)− p∞
(
FNu (i)
)) [−ν − γPNu (i) + (η − ρFNu (i))HNu (i)]+ διNP + δ2 p∞(FNu (i))PNu (i) βNP
+ ρκNH
∑
j∈D
m(i, j)HNu (j) + ρH
N
u (i)α
N + ρ
h∞(FNu (i))
HNu (i)
(
1 +
HNu (i)
h∞(FNu (i))
+
√
h∞(FNu (i))
HNu (i)
)
κNH
∑
j∈D
m(i, j)HNu (j) + ρh∞
(
FNu (i)
) h∞(FNu (i))
HNu (i)
αN +
[
ηh′∞
(
FNu (i)
)(√h∞(FNu (i))
HNu (i)
+
HNu (i)
h∞(FNu (i))
)
− δp′∞
(
FNu (i)
)(√ PNu (i)
p∞(FNu (i))
+
√
p∞(FNu (i))
PNu (i)
)]
κNH
∑
j∈D
m(i, j)
HNu (j)
HNu (i)
+
[
ηh′∞
(
FNu (i)
) HNu (i)
h∞(FNu (i))
− δp′∞
(
FNu (i)
)√p∞(FNu (i))
PNu (i)
]
αN
+ ρh′∞
(
FNu (i)
) HNu (i)
h∞(FNu (i))
βNH
HNu (i)
+ η2
(
h′′∞
(
FNu (i)
) h∞(FNu (i))
HNu (i)
+
(h′∞(FNu (i)))
2
h∞(FNu (i))
)
βNH
HNu (i)
+ δ2
(
−p′′∞(FNu (i)) P
N
u (i)
p∞(FNu (i))
+
(p′∞(F
N
u (i)))
2
p∞(FNu (i))
)
βNH
HNu (i)
)
du
]
.
(86)
Using (79), (80), (81), (82), (83), and (84) we get for all t ∈ [0,∞) and all N,n ∈ N that
E
[
VDn
((
HNt , P
N
t , F
N
t
))]− E [VDn ((HN0 , PN0 , FN0 ))]
≤ E
[∫ t
0
∑
i∈D
σi
(
bN32RNu (i) +
(
η − ρFNu (i)
) (
HNu (i)− h∞
(
FNu (i)
)) [
λ
(
1− HNu (i)
K
)
− δPNu (i)
]
+ δ
(
PNu (i)− p∞
(
FNu (i)
)) [− ν − γPNu (i) + (η − ρFNu (i))HNu (i)]
)
du
]
.
(87)
Note that for all x ∈ [0, 1] we have
δp∞(x) + λKh∞(x)− λ = δλK(η−ρx)−δλν+λδν+λ
2γ
λγ+δK(η−ρx) − λ = δK(η−ρx)+λγλγ+δK(η−ρx)λ− λ = 0,
ν − (η − ρx)h∞(x) + γp∞(x) = ν − (η−ρx)Kδν+(η−ρx)Kγλ−γλK(η−ρx)+γλνλγ+δK(η−ρx) = ν − (η−ρx)Kδ+γλλγ+δK(η−ρx)ν = 0.
(88)
From (88) we see that for all t ∈ [0,∞) and all N,n ∈ N it holds that
E
[
VDn
((
HNt , P
N
t , F
N
t
))]− E [VDn ((HN0 , PN0 , FN0 ))]
≤ E
[ ∫ t
0
∑
i∈D
σi
(
bN32RNu (i) +
(
η − ρFNu (i)
) (
HNu (i)− h∞
(
FNu (i)
)) [
λ− λ
K
(
HNu (i)− h∞
(
FNu (i)
) )
− δ
(
PNu (i)− p∞
(
FNu (i)
) )− λ]+ δ (PNu (i)− p∞ (FNu (i))) [− ν − γ(PNu (i)− p∞ (FNu (i)) )
+
(
η − ρFNu (i)
) (
HNu (i)− h∞
(
FNu (i)
) )
+ ν
])
du
]
.
(89)
23
Hence, we obtain for every N,n ∈ N and every t ∈ [0,∞) that
E
[
VDn
(
HNt , P
N
t , F
N
t
)]
+
∫ t
0
(η − ρ) λ
K
E
[∑
i∈Dn
σi
(
HNu (i)− h∞
(
FNu (i)
))2]
+ δγE
[∑
i∈Dn
σi
(
PNu (i)− p∞
(
FNu (i)
))2]
du ≤ E [VDˆ (HN0 , PN0 , FN0 )]+ tbN32 sup
M∈N
sup
u∈[0,∞)
E
[∥∥RMu ∥∥σ] .
(90)
Applying monotone convergence we now see that for every N ∈ N and every t ∈ [0,∞) we have
E
[
VDˆ
(
HNt , P
N
t , F
N
t
)]
+
∫ t
0
(η − ρ) λ
K
E

∑
i∈Dˆ
σi
(
HNu (i)− h∞
(
FNu (i)
))2
+ δγE

∑
i∈Dˆ
σi
(
PNu (i)− p∞
(
FNu (i)
))2 du
= lim
n→∞
(
E
[
VDn
(
HNt , P
N
t , F
N
t
)]
+
∫ t
0
(η − ρ) λ
K
E
[∑
i∈Dn
σi
(
HNu (i)− h∞
(
FNu (i)
))2]
+ δγE
[∑
i∈Dn
σi
(
PNu (i)− p∞
(
FNu (i)
))2]
du
)
≤ E [VDˆ (HN0 , PN0 , FN0 )]+ tbNc0.
(91)
The set Dˆ ⊆ D was arbitrarily chosen and thus, this finishes the proof of Theorem 2.8.
2.4 Convergence of relative frequency of altruists
2.4.1 A relative compactness condition
For convenience of the reader, we restate Lemma 3.3 of Klenke and Mytnik [20].
Lemma 2.9. Let D be a countable set, let σ ∈ (0,∞)D such that∑i∈D σi <∞, and let l1σ := {z ∈ RD : ‖z‖σ :=∑
i∈D σizi <∞}. A subset K ⊆ l1σ is relatively compact if and only if
(i) supx∈K ‖x‖σ <∞
(ii) for every ε ∈ (0,∞) there exists a finite subset E ⊆ D such that supx∈K ‖x1D\E‖σ < ε.
Lemma 2.10. Let (Ω,F ,P) be a probability space, let D be a countable set, let σ ∈ (0,∞)D such that∑i∈D σi <
∞, let l1σ := {z ∈ RD : ‖z‖σ :=
∑
i∈D σizi <∞}, let E2 := l1σ∩[0,∞)D, let I be a set, and let Zi : Ω→ E2, i ∈ I,
be a family of random variables. Assume that supi∈I E[‖Zi‖σ] <∞ and infS⊆D,|S|<∞ supi∈I
∑
k∈D\S σkE[Z
i
k] =
0. Then the family {Zi : i ∈ I} is relatively compact in E2.
Proof. Fix ε ∈ (0,∞). For each m ∈ N by assumption there exists a set Sm,ε ⊆ D such that
sup
i∈I
∑
k∈D\Sm,ε
σkE[Z
i
k] <
ε
2m2(m+1) . (92)
Define the set Kε ⊆ E2 by
Kε :=
{
x ∈ E2 : ‖x‖σ ≤ 2 supi∈I E[‖Z
i‖σ]
ε
, sup
m∈N
{
m
∑
k∈D\Sm,ε
σk|xk|
}
≤ 1
}
. (93)
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Due to the Heine-Borel theorem we can apply Lemma 2.9 to obtain relative compactness of Kε. By Markov’s
inequality we get
sup
i∈I
P
[
Zi /∈ Kε
]
≤ sup
i∈I
P
[
Zi /∈ Kε
]
≤ sup
i∈I
P
[
‖Zi‖σ > 2 supj∈I E[‖Z
j‖σ ]
ε
]
+ sup
i∈I
∞∑
m=1
P
[ ∑
k∈D\Sm,ε
σkZ
i
k >
1
m
]
≤ ε2 supj∈I E[‖Zj‖σ] supi∈I E
[
‖Zi‖σ
]
+
∞∑
m=1
m sup
i∈I
∑
k∈D\Sm,ε
σkE
[
Zik
]
≤ ε2 +
∞∑
m=1
m ε2m2(m+1) = ε.
(94)
Since ε was arbitrarily chosen it follows that {Zi : i ∈ I} is tight in E2. Due to Prohorov’s theorem (e.g.,
Theorem 3.2.2 in Ethier and Kurtz [7]) the claim follows.
2.4.2 Proof of Theorem 1.3
Lemma 2.11. Assume the setting of Section 2.1 and assume that for all N ∈ N we have ∑i∈D σiE[HN0 (i)] <
∞. For all n ∈ N denote by mn the n-fold matrix product of m. Then we get for all t ∈ [0,∞), all i ∈ D, and
all N ∈ N that
E
[
HNt (i)
] ≤ E

∑
j∈D
∞∑
n=0
e−tκ
N
H
(tκNH )
n
n! m
n(i, j)HN0 (j)

+ K2 (1 +
√
1 + 4ι¯H
Kλ
)
. (95)
Proof. We have for every n ∈ N and every i, j ∈ D that mn(i, j) ∈ [0, 1]. Hence, we get for all T ∈ [0,∞) and
all i, j ∈ D that
∞∑
n=0
sup
t∈[0,T ]
e−t t
n
n!m
n(i, j) <∞. (96)
Thereby, for all t ∈ [0,∞) and all i, j ∈ D we can define
mt(i, j) :=
∞∑
n=0
e−t t
n
n!m
n(i, j). (97)
By (96) and using dominated convergence, we can compute for all t ∈ [0,∞) and all i, j ∈ D that
d
dt
mt(i, j) = −mt(i, j) +
∞∑
n=1
e−t t
n−1
(n−1)!m
n(i, j) = −mt(i, j) +
∞∑
n=0
e−t t
n
n!m
n+1(i, j)
= −mt(i, j) +
∞∑
n=0
e−t t
n
n!
∑
k∈D
mn(i, k)m(k, j) =
∑
k∈D
mt(i, k)(m(k, j)− 1j=k).
(98)
Furthermore, note that for all t ∈ [0,∞) and all i ∈ D we have
∑
j∈D
mt(i, j) =
∑
j∈D
∞∑
n=0
e−t t
n
n!m
n(i, j) =
∞∑
n=0
e−t t
n
n! = 1. (99)
For all t ∈ [0,∞), s ∈ [0, t], i ∈ D, N ∈ N define
Y N,ts (i) :=
∑
j∈D
m(t−s)κN
H
(i, j)HNs (j). (100)
Observe that since for all i, j ∈ D it holds that m0(i, j) = 1i=j we have for all t ∈ [0,∞), all i ∈ D, and all
N ∈ N that
Y N,tt (i) = H
N
t (i). (101)
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Furthermore, using (3) we have for all t ∈ [0,∞) and all N ∈ N that
∑
i∈D
σiE
[
Y N,t0 (i)
]
=
∑
i∈D
σiE

∑
j∈D
mtκNH (i, j)H
N
0 (j)

 =∑
i∈D
σi
∑
j∈D
∞∑
n=0
e−tκ
N
H
(tκNH)
n
n! m
n(i, j)E
[
HN0 (j)
]
=
∑
j∈D
∞∑
n=0
e−tκ
N
H
(tκNH)
n
n! E
[
HN0 (j)
]∑
i∈D
σim
n(i, j) ≤
∑
j∈D
∞∑
n=0
e−tκ
N
H
(tκNH)
n
n! E
[
HN0 (j)
]
cnσj
=
∑
j∈D
∞∑
n=0
e−tκ
N
H
(tκNHc)
n
n! E
[
HN0 (j)
]
σj = e
tκNH(c−1)E
[∥∥HN0 ∥∥σ] .
(102)
For all t ∈ [0,∞), s ∈ [0, t], i, j ∈ D, N ∈ N we see from (98) that we have
d
ds
m(t−s)κNH (i, j) = −κ
N
H
∑
k∈D
m(t−s)κNH (i, k)(m(k, j)− 1j=k). (103)
For t ∈ [0,∞), N, l ∈ N, i ∈ D define
τN,tl (i) := inf
({
u ∈ [0, t] : Y N,tu (i) > l
} ∪∞) . (104)
Using the fact that for all t ∈ [0,∞), all u ∈ [0, t], all N ∈ N, and all i, j ∈ D we have m(t−u)κN
H
(i, j) ∈ [0, 1] we
get for all t ∈ [0,∞), all s ∈ [0, t], all N, l ∈ N, and all i ∈ D that
∫ s∧τN,t
l
(i)
0
∑
j∈D
(
m(t−u)κN
H
(i, j)
√
βNHH
N
u (j)
)2
du ≤
∫ s∧τN,t
l
(i)
0
∑
j∈D
m(t−u)κN
H
(i, j)βNHH
N
u (j) du
=
∫ s∧τN,t
l
(i)
0
βNHY
N,t
u (i) du ≤
∫ s
0
βNHY
N,t
u∧τN,t
l
(i)
(i) du ≤ tβNH l.
(105)
For all t ∈ [0,∞), s ∈ [0, t], i ∈ D, N ∈ N using Itoˆ’s lemma with (99) and (103) we get P-a.s.
Y N,ts (i)− Y N,t0 (i) =
∫ s
0
∑
j∈D
m(t−u)κNH (i, j)
(
κNH
∑
k∈D
m(j, k)HNu (k) +
(
λ− κNH − αNFNt (j)
)
HNu (j)
− λ
K
(
HNu (j)
)2 − δHNu (j)PNu (j) + ιNH
)
−
∑
j∈D
κNH
∑
k∈D
m(t−u)κN
H
(i, k)(m(k, j)− 1j=k)HNu (j) du
+
∑
j∈D
∫ s
0
m(t−u)κNH (i, j)
√
βNHH
N
u (j) dW
N,H
u (j)
=
∫ s
0
∑
j∈D
m(t−u)κNH (i, j)
((
λ− αNFNt (j)
)
HNu (j)− λK
(
HNu (j)
)2 − δHNu (j)PNu (j)
)
+ ιNH du
+
∑
j∈D
∫ s
0
m(t−u)κN
H
(i, j)
√
βNHH
N
u (j) dW
N,H
u (j)
≤
∫ s
0
∑
j∈D
m(t−u)κNH (i, j)
(
λHNu (j)− λK
(
HNu (j)
)2)
+ ιNH du
+
∑
j∈D
∫ s
0
m(t−u)κN
H
(i, j)
√
βNHH
N
u (j) dW
N,H
u (j).
(106)
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Thus, using (105) and (106) we get for all t ∈ [0,∞), all s ∈ [0, t], all i ∈ D, and all N, l ∈ N that
E
[
Y N,t
s∧τN,t
l
(i)
(i)
]
− E
[
Y N,t0 (i)
]
≤ E

∫ s∧τN,tl (i)
0
∑
j∈D
m(t−u)κN
H
(i, j)λHNu (j) + ι
N
H du


≤ E

∫ s
0
∑
j∈D
m(t−u∧τN,t
l
(i))κN
H
(i, j)λHN
u∧τN,t
l
(i)
(j) + ιNH du


=
∫ s
0
λE
[
Y N,t
u∧τN,t
l
(i)
(i)
]
+ ιNH du ≤ tιNH + λ
∫ s
0
E
[
Y N,t
u∧τN,t
l
(i)
(i)
]
du.
(107)
Now, using Gronwall’s lemma (e.g., Klenke [19]), we get for all t ∈ [0,∞), all s ∈ [0, t], all i ∈ D, and all N, l ∈ N
that
E
[
Y N,t
s∧τN,t
l
(i)
(i)
]
≤
(
E
[
Y N,t0 (i)
]
+ tιNH
)
eλs ≤
(
E
[
Y N,t0 (i)
]
+ tιNH
)
eλt. (108)
For all t ∈ [0,∞), N ∈ N, i ∈ D the P-a.s. continuous paths of (Y N,tu (i))u∈[0,t] imply P
[
supu∈[0,t] Y
N,t
u (i) <
∞
]
= 1. Hence, we get for all t ∈ [0,∞), all N ∈ N, and all i ∈ D that
P
[
lim
l→∞
τN,tl (i) =∞
]
= 1. (109)
Using the assumption that for all N ∈ N we have ∑i∈D σiE[HN0 (i)] < ∞ together with (101), (102), (108),
and (109) with Fatou’s lemma we obtain for all t ∈ [0,∞) and all N ∈ N that
∑
i∈D
σiE
[
HNt (i)
]
=
∑
i∈D
σiE
[
Y N,tt (i)
]
=
∑
i∈D
σiE
[
lim
l→∞
Y N,t
t∧τN,t
l
(i)
(i)
]
≤
∑
i∈D
σi lim inf
l→∞
E
[
Y N,t
t∧τN,t
l
(i)
(i)
]
≤
∑
i∈D
σi lim inf
l→∞
(
E
[
Y N,t0 (i)
]
+ tιNH
)
eλt =
∑
i∈D
σi
(
E
[
Y N,t0 (i)
]
+ tιNH
)
eλt
≤
(
etκ
N
H(c−1)E
[∥∥HN0 ∥∥σ] +∑
i∈D
σitι
N
H
)
eλt <∞.
(110)
Using the fact that for all t ∈ [0,∞), all u ∈ [0, t], all N ∈ N, and all i, j ∈ D we have m(t−u)κN
H
(i, j) ∈ [0, 1]
this implies for all t ∈ [0,∞), all s ∈ [0, t], all N ∈ N, and all i ∈ D, that
E

∑
j∈D
∫ s
0
(
m(t−u)κN
H
(i, j)
√
βNHH
N
u (j)
)2
du

 = ∫ s
0
E

∑
j∈D
(
m(t−u)κN
H
(i, j)
√
βNHH
N
u (j)
)2 du
≤ βNH
∫ s
0
E

∑
j∈D
m(t−u)κN
H
(i, j)HNu (j)

 du = βNH
∫ s
0
E
[
Y N,tu (i)
]
du <∞.
(111)
Thus, taking expectations in (106) gives for all t ∈ [0,∞), all s ∈ [0, t], all i ∈ D, and all N ∈ N using Jensen’s
inequality
E
[
Y N,ts (i)
] − E [Y N,t0 (i)] ≤
∫ s
0
(
λE
[
Y N,tu (i)
]− λ
K
E

∑
j∈D
m(t−u)κN
H
(i, j)
(
HNu (j)
)2
)
+ ιNH du
≤
∫ s
0
(
λE
[
Y N,tu (i)
]− λ
K
E
[(
Y N,tu (i)
)2])
+ ιNH du
≤
∫ s
0
(
λE
[
Y N,tu (i)
]− λ
K
(
E
[
Y N,tu (i)
])2)
+ ι¯H du.
(112)
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For t ∈ [0,∞), i ∈ D, N ∈ N let zN,t(i) : [0,∞)→ R be a process that for all s ∈ [0,∞) satisfies
zN,ts (i) = z
N,t
0 (i) +
∫ s
0
(
λzN,tu (i)− λK
(
zN,tu (i)
)2
+ ι¯H
)
du (113)
with zN,t0 (i) = E
[
Y N,t0 (i)
]
where uniqueness follows from local Lipschitz continuity. Define c1 :=
K
2 +√
K2
4 +
Kι¯H
λ
∈ (0,∞). Using classical comparison results from the theory of ODEs, the above computation
shows that for all N ∈ N, all i ∈ D, and all t ∈ [0,∞) we have
E
[
HNt (i)
]
= E
[
Y N,tt (i)
]
≤ zN,tt (i) ≤ max
{
E
[
Y N,t0 (i)
]
, lim sup
s→∞
zN,ts (i)
}
= max
{
E
[
Y N,t0 (i)
]
, c1
}
≤ E
[
Y N,t0 (i)
]
+ c1 = E

∑
j∈D
mtκN
H
(i, j)HN0 (j)

+ c1
(114)
This finishes the proof of Lemma 2.11.
Proof of Theorem 1.3. We will use stochastic averaging (see Theorem 2.1 in Kurtz [21]) to prove the result.
So we first check that all conditions of the aforementioned theorem are fulfilled. Note that E1 = [0, 1]
D and
E2 = l
1
σ ∩ [0,∞)D are complete separable metric spaces. Tychonoff’s theorem implies that E1 is compact.
Since for all N ∈ N and all t ∈ [0,∞) the random variable FNtN takes values in the compact space E1, the
compact containment condition holds for
{ (
FNtN
)
t∈[0,∞) : N ∈ N
}
. We will now use Lemma 2.10 to show for
each T ∈ [0,∞) that the family {HNtN : t ∈ [0, T ], N ∈ N} is relatively compact in E2. From Lemma 2.5 and
the assumption supN∈N E
[∥∥∥(HN0 + PN0 )4] <∞ we see that
sup
N∈N
sup
t∈[0,∞)
E
[∥∥HNtN∥∥σ] <∞. (115)
Define D0 := ∅ and for all n ∈ N let Dn ⊆ D be a set with |Dn| = min{n, |D|} and Dn ⊇ Dn−1. Define
c1 :=
K
2
(
1 +
√
1 + 4ι¯H
Kλ
)
. From Lemma 2.11 with the assumption that
∑
i∈D supN∈N σiE
[
HN0 (i)
]
<∞ we get
for all T ∈ [0,∞) that
∑
i∈D
σi sup
N∈N
sup
t∈[0,T ]
E
[
HNtN (i)
] ≤∑
i∈D
σi sup
N∈N
sup
t∈[0,T ]

∑
j∈D
∞∑
n=0
e−tNκ
N
H
(tNκNH)
n
n! m
n(i, j)E
[
HN0 (j)
]
+ c1


≤
∑
j∈D
∞∑
n=0
(∑
i∈D
σim
n(i, j)
)
sup
N∈N
sup
t∈[0,TNκNH ]
e−t t
n
n!E
[
HN0 (j)
]
+ c1
∑
i∈D
σi
≤
∑
j∈D
∞∑
n=0
cnσj sup
N∈N
(TNκNH)
n
n! E
[
HN0 (j)
]
+ c1‖1‖σ ≤ e
cT sup
M∈N
MκMH ∑
j∈D
σj sup
N∈N
E
[
HN0 (j)
]
+ c1‖1‖σ <∞.
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Now we can use the dominated convergence theorem to obtain for all T ∈ [0,∞) that
lim
n→∞
sup
N∈N
sup
t∈[0,T ]
∑
k∈D\Dn
σkE
[
HNtN (k)
]
≤ lim
n→∞
∑
k∈D\Dn
sup
N∈N
sup
t∈[0,T ]
σkE
[
HNtN (k)
]
= 0. (117)
Hence, for all T ∈ [0,∞) we can apply Lemma 2.10 to the family {HNtN : t ∈ [0, T ], N ∈ N} and conclude that
it is relatively compact in E2. Denote by Cb(E1,R) the set of bounded, continuous real-valued functions on
E1 and by C
2
b (E1,R) the set of all real-valued functions on E1 that are twice continuously differentiable and
bounded, with bounded first and second order partial derivatives. For f ∈ C2b (E1,R) let cf ∈ (0,∞) be such
that for all x ∈ E1 and all i ∈ D we have
∣∣∣ dfdxi (x)
∣∣∣+ ∣∣∣d2f
dx2i
(x)
∣∣∣ ≤ cf . Define
Dom(A) := {f ∈ C2b (E1,R) : f depends only on finitely many coordinates} (118)
28
and for any f ∈ Dom(A) denote by Df the finite set of coordinates that f depends on. Due to the Stone-
Weierstrass theorem (e.g., Theorem 15.2 in Klenke [19]) we see that Dom(A) is dense in Cb(E1,R) in the
topology of uniform convergence. Denote by C(E1 × E2,R) the set of real-valued continuous functions on
E1 ×E2 and define the operator A1 : Dom(A)→ C(E1 ×E2,R) for all f ∈ Dom(A), all x ∈ E1, and all y ∈ E2
by
(A1f) (x, y) :=
∑
i∈D
1yi>0
([
κH
∑
j∈D
(
m(i, j)
yj
yi
(xj − xi)
)
− αxi(1− xi)
]
df
dxi
(x) + 12βH
xi(1−xi)
yi
d2f
dx2i
(x)
)
. (119)
For all f ∈ Dom(A), all N ∈ N, and all t ∈ [0,∞) define
εNf (t) :=
1
N
∫ t
0
(A1f)
(
FNu , H
N
u
)
du−
∑
i∈D
∫ t
0
df
dxi
(FNu )
[
κNH
∑
j∈D
m(i, j)
(
FNu (j)− FNu (i)
) HNu (j)
HNu (i)
− αNFNu (i)
(
1− FNu (i)
) ]
+ 12
d2f
dx2i
(FNu )
βHF
N
u (i)(1−FNu (i))
NHNu (i)
du.
(120)
From Itoˆ’s lemma and Lemma 2.4 we get for all f ∈ Dom(A), all N ∈ N, and all t ∈ [0,∞) that P-a.s.
f
(
FNt
)− f (FN0 ) =∑
i∈D
∫ t
0
df
dxi
(FNu ) dF
N
u (i) +
1
2
∑
i,j∈D
∫ t
0
(
d2f
dxidxj
(FNu )
)
d
〈
FN (i), FN (j)
〉
u
=
∑
i∈D
∫ t
0
df
dxi
(FNu )
[
κNH
∑
j∈D
m(i, j)
(
FNu (j)− FNu (i)
) HNu (j)
HNu (i)
− αNFNu (i)
(
1− FNu (i)
) ]
+ 12
d2f
dx2i
(FNu )
βNHF
N
u (i)(1−FNu (i))
HNu (i)
du+
∑
i∈D
∫ t
0
df
dxi
(FNu )
√
βNHF
N
u (i)(1−FNu (i))
HNu (i)
dWF,Nu (i).
(121)
Hence, we get for all f ∈ Dom(A), all N ∈ N, and all t ∈ [0,∞) that P-a.s.
f
(
FNtN
)− ∫ t
0
(A1f)
(
FNuN , H
N
uN
)
du+ εNf (tN)
= f
(
FN0
)
+
∑
i∈D
∫ t
0
df
dxi
(FNuN )
√
βHF
N
uN (i)(1−FNuN (i))
HNuN (i)
dWF,NuN (i).
(122)
From Tonelli’s theorem and Lemma 2.6 we obtain for all f ∈ Dom(A), all N ∈ N, and all t ∈ [0,∞) that
E
[ ∫ t
0
(∑
i∈D
df
dxi
(FNu )
√
βNHF
N
u (i)(1−FNu (i))
HNu (i)
)2
du
]
≤ t|Df |c2f β¯H max
i∈Df
sup
M∈N
sup
u∈[0,∞)
E
[
1
HMu (i)
]
≤ t|Df |c2f β¯H max
i∈Df
1
σi
sup
M∈N
sup
u∈[0,∞)
E
[∥∥∥ 1HMu
∥∥∥
σ
]
<∞.
(123)
Thus for all f ∈ Dom(A), all N ∈ N, and all t ∈ [0,∞) the left-hand side of (122) is a martingale. Next, for all
29
f ∈ Dom(A) and all T ∈ [0,∞) it holds that
sup
N∈N
E
[∫ T
0
∣∣(A1f) (FNtN , HNtN)∣∣ 43 dt
]
= sup
N∈N
E
[ ∫ T
0
∣∣∣∣∣
∑
i∈Df
(
κH
∑
j∈D
(
m(i, j)
HNtN (j)
HN
tN
(i)
(
FNtN (j)− FNtN (i)
))
− αFNtN (i)
(
1− FNtN (i)
))
df
dxi
(
FNtN
)
+ 12
∑
i∈Df
βH
FNtN (i)(1−FNtN (i))
HN
tN
(i)
d2f
dx2i
(
FNtN
) ∣∣∣∣∣
4
3
dt
]
≤ sup
N∈N
E
[ ∫ T
0
( ∑
i∈Df
(∣∣∣κH ∑
j∈D
(
m(i, j)
HNtN (j)
HN
tN
(i)
)
cf
∣∣∣+ ∣∣∣αcf ∣∣∣+ ∣∣∣ 12βH 1HN
tN
(i)
cf
∣∣∣
)) 4
3
dt
]
.
(124)
Using Young’s inequality and Jensen’s inequality we get for all f ∈ Dom(A) and all T ∈ [0,∞) that
sup
N∈N
E
[∫ T
0
∣∣(A1f) (FNtN , HNtN)∣∣ 43 dt
]
≤ sup
N∈N
E
[ ∫ T
0
( ∑
i∈Df
(
2
3
(
κHcf
1
HN
tN
(i)
) 3
2
+ 13
(∑
j∈D
m(i, j)HNtN (j)
)3
+ αcf +
1
2βH
1
HN
tN
(i)
cf
)) 4
3
dt
]
≤ sup
N∈N
E
[ ∫ T
0
(4|Df |)
1
3
mink∈Df {σk}
∑
i∈Df
σi
((
2
3
) 4
3
(
κHcf
1
HN
tN
(i)
)2
+
(
1
3
) 4
3
(∑
j∈D
m(i, j)HNtN (j)
)4
+
(
αcf
) 4
3
+
(
1
2βH
1
HN
tN
(i)
cf
) 4
3
)
dt
]
.
(125)
Using Lemma 2.4, Tonelli’s theorem, and Lemmas 2.5 and 2.6 we obtain for all f ∈ Dom(A) and all T ∈ [0,∞)
that
sup
N∈N
E
[∫ T
0
∣∣(A1f) (FNtN , HNtN)∣∣ 43 dt
]
≤ sup
N∈N
(4|Df |)
2
3
mink∈Df {σk}
∫ T
0
(
4
9
) 2
3
(κHcf )
2
E
[∥∥∥∥ 1(HNtN)2
∥∥∥∥
σ
]
+
(
1
9
) 2
3
cE
[∥∥∥∥(HNtN)4
∥∥∥∥
σ
+ (αcf )
4
3 ‖1‖σ
]
+
(
1
4
) 2
3
(βHcf)
4
3 E
[ ∥∥∥∥( 1HN
tN
) 4
3
∥∥∥∥
σ
]
dt <∞.
(126)
Furthermore, for all f ∈ Dom(A), all N ∈ N, and all T ∈ [0,∞) we have that
E
[
sup
t∈[0,T ]
∣∣∣εNf (tN)∣∣∣
]
= E
[
sup
t∈[0,T ]
∣∣∣∣∣
∑
i∈Df
∫ t
0
df
dxi
(FNuN )
[ (
κH −NκNH
)∑
j∈D
m(i, j)
(
FNuN (j)− FNuN (i)
) HNuN (j)
HN
uN
(i)
+
(
α−NαN)FNuN (i) (1− FNuN (i)) ]+ 12 d2fdx2i (FNuN ) (βH −NβNH ) F
N
uN (i)(1−FNuN (i))
HN
uN
(i)
du
∣∣∣∣∣
]
≤ E
[ ∫ T
0
∑
i∈Df
cf
( ∣∣κH −NκNH∣∣∑
j∈D
m(i, j)
HNuN (j)
HN
uN
(i)
+
∣∣α−NαN ∣∣+ 12 ∣∣βH −NβNH ∣∣ 1HN
uN
(i)
)
du
]
.
(127)
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Using Young’s inequality, Lemma 2.4, and Tonelli’s theorem we get for all f ∈ Dom(A), all N ∈ N, and all
T ∈ [0,∞) that
E
[
sup
t∈[0,T ]
∣∣∣εNf (tN)∣∣∣
]
≤ E
[ ∫ T
0
∑
i∈Df
σicf
mink∈Df {σk}
(
|κH−NκNH |
2
((
1
HN
uN
(i)
)2
+
(∑
j∈D
m(i, j)HNuN (j)
)2)
+
∣∣α−NαN ∣∣ + |βH−NβNH |2 1HN
uN
(i)
)
du
]
≤ cfmink∈Df {σk}
∫ T
0
|κH−NκNH |
2
(
E
[∥∥∥∥ 1(HNuN)2
∥∥∥∥
σ
]
+ cE
[∥∥∥(HNuN)2∥∥∥
σ
])
+
∣∣α−NαN ∣∣ ‖1‖σ + |βH−NβNH |2 E [∥∥∥ 1HN
uN
∥∥∥
σ
]
du.
(128)
Hence, from Lemmas 2.5 and 2.6 we see for all f ∈ Dom(A) and all T ∈ [0,∞) that
0 ≤ lim
N→∞
E
[
sup
t∈[0,T ]
∣∣∣εNf (tN)∣∣∣
]
≤ lim
N→∞
Tcf
mink∈Df {σk}
(
|κH−NκNH |
2 sup
M∈N
sup
t∈[0,∞)
(
E
[∥∥∥∥ 1(HMt )2
∥∥∥∥
σ
]
+ cE
[∥∥∥(HMt )2∥∥∥
σ
] )
+
∣∣α−NαN ∣∣ ‖1‖σ
+
|βH−NβNH |
2 sup
M∈N
sup
t∈[0,∞)
E
[∥∥∥ 1
HMt
∥∥∥
σ
])
= 0.
(129)
Define the set R :=
{ ×
i∈D
Bi : (Bi)i∈D ⊆ B([0,∞)D), Bi = [0,∞) for all but finitely many i ∈ D
}
. For all
N ∈ N, all t ∈ [0,∞), and all B ∈ R define the measure-valued random variables
ΛN ([0, t]×B) :=
∫ t
0
1B
(
HNuN
)
du =
∫ t
0
∏
i∈D
1Bi
(
HNuN (i)
)
du, (130)
Due to Carathe´odory’s theorem (see e.g., Theorem 1.41 in Klenke [19]) there is a unique extension of this
pre-measure to a measure on [0, t] × E2, which we will denote by the same name. Define the space ℓ(E2) :=
{µ : µ is a measure on [0,∞) × E2 such that for all t ∈ [0,∞) it holds that µ([0, t] × E2) = t} and the space
D([0,∞)) := {f : [0,∞) → E1|f is ca`dla`g}. Having checked all assumptions, we can now apply Theorem
2.1 from Kurtz [21] and conclude that the sequence
{((
FNtN
)
t∈[0,∞),Λ
N
)
: N ∈ N} is relatively compact
in D([0,∞)) × ℓ(E2). Let (F,Λ) be a D([0,∞)) × ℓ(E2)-valued random variable and let (Nk)k∈N ⊆ N be an
increasing sequence such that limk→∞
((
FNktNk
)
t∈[0,∞),Λ
Nk
)
= (F,Λ). Due to Skorohod’s representation theorem
(see Theorem 3.1.8 of Ethier and Kurtz [7]) we can assume without loss of generality and for ease of notation
that (F,Λ) acts on the probability space (Ω,F ,P). Using Ho¨lder’s inequality and Theorem 1.2 we see for all
t ∈ [0,∞) that
0 ≤ lim
N→∞
∫ t
0
E
[∥∥∥HNuN − (h∞ (FNuN (i)))i∈D
∥∥∥
σ
]
du = lim
N→∞
∫ t
0
E
[∑
i∈D
σi
∣∣HNuN (i)− h∞ (FNuN (i))∣∣
]
du
≤ lim
N→∞
√√√√∫ t
0
E
[∑
i∈D
σi
(
HNuN (i)− h∞
(
FNuN (i)
))2]
du
√
t
∑
k∈D
σk = 0.
(131)
For any bounded Lipschitz continuous function f : l1σ → R, with Lipschitz constant c¯f , and all t ∈ [0,∞),
applying (131), we then have
0 ≤ E
[∣∣∣ ∫ t
0
∫
E2
f(y) Λ(du× dy)−
∫ t
0
f(h∞(Fu)) du
∣∣∣]
= lim
k→∞
E
[∣∣∣ ∫ t
0
f
(
HNkuNk
)
du−
∫ t
0
f
(
h∞
(
FNkuNk
))
du
∣∣∣] ≤ c¯f lim
k→∞
E
[ ∫ t
0
∥∥HNkuNk − h∞(FNkuNk)∥∥ du
]
= 0.
(132)
31
Define the operator A2 : Dom(A)→ C(E1,R) for all f ∈ Dom(A) and all x ∈ E1 by
(A2f) (x) :=
∑
i∈D

κH ∑
j∈D
(
m(i, j) a−xi
a−xj (xj − xi)
)
− αxi(1 − xi)

 df
dxi
(x)
+ 12
∑
i∈D
βHb(a− xi)xi(1 − xi)d
2f
dx2i
(x).
(133)
For all t ∈ [0,∞), all f ∈ Dom(A), and all x ∈ E1 we have P-a.s.∫ t
0
∫
E2
(A1f) (Fs, y)Λ(ds× dy)
=
∫ t
0
∫
E2
[∑
i∈D

κH ∑
j∈D
(
m(i, j)
yj
yi
(Fs(j)− Fs(i))
)
− αFs(i)(1− Fs(i))

 df
dxi
(Fs)
+ 12
∑
i∈D
βH
Fs(i)(1−Fs(i))
yi
d2f
dx2i
(Fs)
]∏
i∈D
1yi (h∞ (Fs(i))) dy ds =
∫ t
0
(A2f) (Fs) ds.
(134)
Applying Theorem 2.1 of Kurtz [21] together with (134), we see for each f ∈ Dom(A) that
(
f(Ft)−
∫ t
0
(A2f) (Fs)ds
)
t∈[0,∞) (135)
is a martingale. Hence, F is a solution to (5). Note that for all z1, z2 ∈ [0, 1] we have that a−z1a−z2 (z2 − z1) =
(a− z1)(a−z1a−z2 − 1). Using this and (3) we then have for any subset S ⊆ D and any x, y ∈ E2 that∑
i∈S
σi1xi≥yi
(
κH
∑
j∈D
m(i, j)
( (a−xi)2
a−xj − (a− xi)−
(a−yi)2
a−yj + (a− yi)
)− α(xi(1− xi)− yi(1− yi)))
=
∑
i∈S
σi1xi≥yi
(
κH
∑
j∈D
m(i, j)
(
(xi − yi) + ((a− xi)2 − (a− yi)2) 1a−xj − (a− yi)2
(
1
a−yj − 1a−xj
))
+ α(−(xi − yi) + x2i − y2i )
)
≤
∑
i∈S
σi
(
κH
∑
j∈D
m(i, j)1xj≥yj (a− yi)2
(
1
a−xj − 1a−yj
))
+
∑
i∈S
σi(κH + 2α)1xi≥yi(xi − yi)
≤
∑
i∈S
σi
(
κH
∑
j∈D
m(i, j)1xj≥yj
a2
(a−1)2 (xj − yj)
)
+
∑
i∈S
σi(κH + 2α)1xi≥yi(xi − yi)
≤
∑
i∈S
σicκH1xi≥yi
a2(xi−yi)
(a−1)2 +
∑
i∈S
σi(κH + 2α)1xi≥yi(xi − yi) =
∑
i∈S
σi
(
cκHa
2
(a−1)2 + κH + 2α
)
(xi − yi)+.
(136)
This implies that equation (26) of Hutzenthaler and Wakolbinger [17] is fulfilled. Together with the assumptions
on m in Assumption 1.1 we now infer, analogous to Proposition 2.1 of Hutzenthaler and Wakolbinger [17], that
the system (5) has a unique strong solution with a.s. continuous paths. We conclude that any limit point of{ (
FNtN
)
t∈[0,∞) : N ∈ N
}
solves (5). Combining this with the fact that
{ (
FNtN
)
t∈[0,∞) : N ∈ N
}
is relatively
compact we obtain
(
FNtN
)
t∈[0,∞) =⇒ (Xt)t∈[0,∞), as N →∞. This finishes the proof of Theorem 1.3.
3 McKean-Vlasov limit
In this section we investigate convergence of a sequence of exchangeable systems of stochastic differential equa-
tions.
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3.1 Setting
Let (Ω,F ,P) be a probability space, let I ⊂ [0,∞) be an interval of length |I| ∈ (0,∞] which is either of
the form [0, |I|] if |I| < ∞ or of the form [0,∞) if |I| = ∞, let A ⊆ R be a convex set, and let ψ : I → A,
ξ : A × I → R, and σ2 : I → [0,∞) be functions. The function σ2 : I → [0,∞) is locally Lipschitz continuous
in I and satisfies σ2(0) = 0 and if |I| < ∞, then σ2(|I|) = 0. Furthermore, the function σ2 is strictly positive
on (0, |I|). There exists a constant L ∈ (0,∞) such that σ2 satisfies the growth condition that for all y ∈ I we
have σ2(y) ≤ L(y + y2) and such that ξ satisfies for all (u, x), (v, y) ∈ A× I that
1x≥y
(
ξ(u, x)− ξ(v, y)) ≤ L(u− v)+ + L(x− y)+. (137)
The function ψ : I → [0,∞) satisfies for all x, y ∈ I that |ψ(x) − ψ(y)| ≤ L|x− y|. Let W (i) : [0,∞)× Ω → R,
i ∈ N, be independent Brownian motions with continuous sample paths. For all D ∈ N let XD : [0,∞) ×
{1, . . . , D} × Ω→ I be an adapted stochastic process with continuous sample paths that for all t ∈ [0,∞) and
all i ∈ {1, . . . , D} P-a.s. satisfies
XDt (i) = X
D
0 (i)+
∫ t
0
ξ
(
1
D
∑
j∈{1,...,D}
ψ
(
XDs (j)
)
, XDs (i)
)
ds+
∫ t
0
√
σ2 (XDs (i)) dWs(i). (138)
Let M : [0,∞)× Ω → I be an adapted stochastic process with continuous sample paths that for all t ∈ [0,∞)
P-a.s. satisfies
Mt =M0 +
∫ t
0
ξ(E[ψ(Ms)],Ms) ds+
∫ t
0
√
σ2(Ms) dWs(1). (139)
3.2 McKean-Vlasov limit
The following proposition, Proposition 3.1, partly generalizes Proposition 4.29 in Hutzenthaler [16] where ξ
depends linearly on its first argument.
Proposition 3.1. Assume the setting of Section 3.1, let M0 be an I-valued random variable, for every D ∈ N
let
(
XD0 (j)
)
j∈{1,...,D} be exchangeable and integrable random variables with values in I. Then, there exists a
unique solution M of (139) and for all D ∈ N and all t ∈ [0,∞) we have that
√
DE
[∣∣XDt (1)−Mt∣∣] ≤ e(L2+L+Lµ)t
(√
DE
[∣∣XD0 (1)−M0∣∣]+ L
∫ t
0
(
Var
(
ψ
(
Ms
))) 12
ds
)
. (140)
Proof. Existence of a weak solution is straightforward using a tightness argument. Next we show pathwise
uniqueness for the SDE (139). Let M, M¯ : [0,∞) × Ω → I be two solutions of the SDE (139). Then our
assumptions and a standard Yamada-Watanabe argument (cf., e.g., Theorem 1 in Yamada and Watanabe [42])
shows for all t ∈ [0,∞) that P-a.s.
|Mt − M¯t| = |M0 − M¯0|+
∫ t
0
sgn(Ms − M¯s)d(Ms − M¯s). (141)
Let (τl)l∈N be a localizing sequence for the local martingale
( ∫ t
0 sgn(Ms − M¯s)(σ2(Ms)− σ2(M¯s)) dWs
)
t∈[0,∞).
Then Fatou’s Lemma and our assumptions imply for all t ∈ [0,∞) that
E[|Mt − M¯t|] ≤ lim
l→∞
E[|Mt∧τl − M¯t∧τl |]
≤ E[|M0 − M¯0|] + E
[ ∫ t
0
sgn(Ms − M¯s)
(
ξ(E[ψ(Ms)],Ms)− ξ(E[ψ(M¯s)], M¯s)
)
ds
]
≤ E[|M0 − M¯0|] + L
∫ t
0
∣∣E[ψ(Ms)]− E[ψ(M¯s)]∣∣+ E[|Ms − M¯s|] ds
≤ E[|M0 − M¯0|] + (L+ 1)2
∫ t
0
E
[|Ms − M¯s|] ds.
(142)
This together with Gronwall’s lemma implies pathwise uniqueness for the SDE (139). Therefore, the theorem
of Yamada and Watanabe (see Yamada and Watanabe [42]) implies that the SDE (139) is exact. The rest of
the proof is analogous to the proof of Proposition 4.29 in Hutzenthaler [16] and we omit it here.
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3.3 Application to altruistic defense in structured populations
In this section we verify the applicability of Proposition 3.1 to the case of altruistic defense in structured
populations.
Lemma 3.2. Let α, β, κ ∈ (0,∞) and a ∈ (1,∞), let I = [0, 1] and define the function σ2 : I → [0,∞) by
I ∋ x 7→ σ2(x) := β(a − x)x(1 − x), the function ψ : I → [0,∞) by I ∋ x 7→ ψ(x) := 1
a−x , and the function
ξ : [0,∞)× I → R by [0,∞)× I ∋ (u, x) 7→ ξ(u, x) := κ(a− x)((a− x)u − 1)− αx(1 − x). Then the interval I
and the functions σ2, ψ, and ξ satisfy the setting of Section 3.1 with L = max
{
βa, κa2, κ+ α, 1(a−1)2
}
.
Proof. For all (u, x), (v, y) ∈ [0,∞)× [0, 1] it holds that
1x≥y
(
ξ(u, x)− ξ(v, y))
= 1x≥y
(
κ(a− x)((a − x)u− 1)− κ(a− y)((a− y)v − 1)− αx(1 − x) + αy(1 − y))
= 1x≥y
(
κ[(a− x)2u− (a− x)− (a− y)2v + (a− y)]− α(1− (x+ y))(x − y))
= 1x≥y
(
κ[(x− y) + ((a− x)2 − (a− y)2)u − (a− y)2(v − u)]− α(1− (x + y))(x− y))
≤ (κ+ α)(x− y)+ + κa2(u− v)+ ≤ L(x− y)+ + L(u− v)+.
(143)
Moreover, for all x, y ∈ I it holds that σ2(x) = β(a− x)x(1 − x) ≤ βax ≤ L(x+ x2) and that
|ψ(x)− ψ(y)| = ∣∣ 1
a−x − 1a−y
∣∣ = ∣∣ ∫ x
y
1
(a−z)2 dz
∣∣ ≤ 1(a−1)2 |x− y| ≤ L|x− y|. (144)
This finishes the proof of Lemma 3.2.
4 Long-term behavior of the average altruist frequency
4.1 Setting
Let (Ω,F ,P) be a probability space, let κ, α, β ∈ (0,∞), a ∈ (1,∞), c ∈ (0, 1), let W : [0,∞) × Ω → R be a
Brownian motion with continuous sample paths, let Z : [0,∞)×Ω→ [0, 1] be an adapted process with continuous
sample paths that for all t ∈ [0,∞) satisfies P-a.s.
Zt = Z0 +
∫ t
0
(
κ(a− Zs)
(
(a− Zs)E
[
1
a−Zs
]− 1)− αZs(1− Zs)) ds+
∫ t
0
√
β(a− Zs)Zs(1− Zs) dWs. (145)
Moreover, for all θ ∈ ( 1
a
, 1
a−1
)
let Zθ : [0,∞)× Ω→ [0, 1] be an adapted process with continuous sample paths
that for all t ∈ [0,∞) satisfies P-a.s.
Zθt = Z
θ
0 +
∫ t
0
(
κ
(
a− Zθs
) ((
a− Zθs
)
θ − 1)− αZθs (1− Zθs )) ds+
∫ t
0
√
β (a− Zθs )Zθs (1− Zθs ) dWs. (146)
For all θ ∈ ( 1
a
, 1
a−1
)
and all z ∈ [0, 1] define
mθ(z) :=βc
2κ
β
(aθ−1)(1− c) 2κβ (1−θ(a−1))(a− c) 2αβ 1
β(a−z)z(1−z) exp
(∫ z
c
2κ(a−y)((a−y)θ−1)−αy(1−y)
β(a−y)y(1−y) dy
)
=z
2κ
β
(aθ−1)−1(1− z) 2κβ (1−θ(a−1))−1(a− z) 2αβ −1.
(147)
Note that this defines the speed density (see p. 95 in Karlin and Taylor [18]) for (146). Furthermore, note that
for all θ ∈ ( 1
a
, 1
a−1
)
it holds that ∫ 1
0
mθ(z)dz <∞. (148)
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For all θ ∈ ( 1
a
, 1
a−1
)
define cθ :=
∫ 1
0 mθ(z)dz, for all x ∈ {0, 1} denote by δx the Dirac measure on [0, 1], and for
all θ ∈ [ 1
a
, 1
a−1
]
define the mapping Ψθ : B([0, 1])→ [0, 1] by
B([0, 1]) ∋ A 7→ Ψθ(A) :=


δ0(A), if θ =
1
a
,
δ1(A), if θ =
1
a−1 ,∫
A
1
cθ
mθ(z) dz, if θ ∈
(
1
a
, 1
a−1
)
.
(149)
4.2 Results for the equilibrium distribution
Assume the setting of Section 4.1. Existence and uniqueness of the solution of (145) follow from Proposition
3.1. When θ ∈ ( 1
a
, 1
a−1
)
we have that Ψθ defines a probability distribution by (148), and we can apply Theorem
V.54.5 of Rogers and Williams [34] to conclude that it is the unique equilibrium distribution for (146). The
proof of the following lemma, Lemma 4.1, is clear and therefore omitted.
Lemma 4.1. Assume the setting of Section 4.1. A probability measure Φ: B([0, 1]) → [0, 1] is an equilibrium
distribution of the dynamics (145) if and only if there exists a θ ∈ [ 1
a
, 1
a−1
]
such that Φ = Ψθ.
Lemma 4.2. Assume the setting of Section 4.1 and let θ ∈ ( 1
a
, 1
a−1
)
. Then we have
∫ 1
0
1
a−z Ψθ(dz)


< θ, if α > β,
= θ, if α = β,
> θ, if α < β.
(150)
Proof. Define u := 2κ
β
(aθ− 1) and v := 2κ
β
(1− θ(a− 1)) and note that u, v ∈ (0,∞). Let Γ: (0,∞)→ (0,∞) be
the Gamma function, i.e., for all x ∈ (0,∞) let Γ(x) := ∫∞
0
zx−1e−z dz. It is well-known that for all x ∈ (0,∞)
the Gamma function satisfies Γ(x+1) = xΓ(x) and that for all x, y ∈ (0,∞) it holds that ∫ 10 zx−1(1−z)y−1 dz =
Γ(x)Γ(y)
Γ(x+y) . Thus, we obtain∫ 1
0
zu−1(1 − z)v−1(a− z)
(
1
a−z − θ
)
dz
=
∫ 1
0
zu−1(1− z)v−1 dz − aθ
∫ 1
0
zu−1(1− z)v−1 dz + θ
∫ 1
0
zu(1− z)v−1 dz
= Γ(u)Γ(v)Γ(u+v) − aθΓ(u)Γ(v)Γ(u+v) + θΓ(u+1)Γ(v)Γ(u+v+1) =
(
(1− aθ) (u+v)Γ(u)Γ(v)Γ(u+v+1) + θ uΓ(u)Γ(v)Γ(u+v+1)
)
= (u(1− aθ + θ) + v(1 − aθ)) Γ(u)Γ(v)Γ(u+v+1) = 2κβ ((aθ − 1)(1 − θ(a− 1)) + (1− θ(a− 1))(1 − aθ)) Γ(u)Γ(v)Γ(u+v+1)
=
(
2κ
β
(1− θ(a− 1))(aθ − 1 + 1− aθ)
)
Γ(u)Γ(v)
Γ(u+v+1) = 0.
(151)
First, consider the case α = β. Using (151) we see that
∫ 1
0
1
a−z Ψθ(dz)− θ =
∫ 1
0
cθz
2κ
β
(aθ−1)−1(1− z) 2κβ (1−θ(a−1))−1(a− z) 2αβ −1
(
1
a−z − θ
)
dz
= cθ
∫ 1
0
zu−1(1− z)v−1(a− z)
(
1
a−z − θ
)
dz = 0.
(152)
Now, consider the case α > β. Let δˆ := α − β, δ := 2δˆ
β
, and z∗ := sup{z ∈ (0, 1) : 1
a−z − θ < 0}. Note that
δˆ, δ > 0 and z∗ = a− 1
θ
∈ (0, 1). Also note that for all z ∈ (0, z∗) we have 1
a−z − θ < 0 and (a− z)δ > (a− z∗)δ.
Furthermore, for all z ∈ (z∗, 1) we have 1
a−z − θ > 0 and (a− z)δ < (a− z∗)δ. Together with (151) we thereby
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obtain∫ 1
0
1
a−z Ψθ(dz)− θ =
∫ 1
0
(
1
a−z − θ
)
Ψθ(dz) =
∫ 1
0
cθz
u−1(1− z)v−1(a− z) 2αβ −1
(
1
a−z − θ
)
dz
=
∫ z∗
0
cθz
u−1(1− z)v−1(a− z)1+δ
(
1
a−z − θ
)
dz +
∫ 1
z∗
cθz
u−1(1− z)v−1(a− z)1+δ
(
1
a−z − θ
)
dz
< cθ(a− z∗)δ
(∫ z∗
0
zu−1(1 − z)v−1(a− z)
(
1
a−z − θ
)
dz +
∫ 1
z∗
zu−1(1− z)v−1(a− z)
(
1
a−z − θ
)
dz
)
= cθ(a− z∗)δ
∫ 1
0
zu−1(1− z)v−1(a− z)
(
1
a−z − θ
)
dz = 0.
(153)
The case α < β can be proved analogously and thereby, we omit it here. This finishes the proof.
4.3 Proof of Theorem 1.4
Proof of Theorem 1.4. Applying Itoˆ’s lemma, we get for all t ∈ [0,∞) that
1
a−Zt − 1a−Z0 =
∫ t
0
1
(a−Zs)2
(
κ(a− Zs)
(
(a− Zs)E
[
1
a−Zs
]
− 1
)
− αZs(1 − Zs)
)
+ 12
2(a−Zs)
(a−Zs)4β(a− Zs)Zs(1− Zs) ds+
∫ t
0
1
(a−Zs)2
√
β(a− Zs)Zs(1− Zs) dWs
=
∫ t
0
κ
(
E
[
1
a−Zs
]
− 1
a−Zs
)
− αZs(1−Zs)(a−Zs)2 +
βZs(1−Zs)
(a−Zs)2 ds+
∫ t
0
1
(a−Zs)2
√
β(a− Zs)Zs(1− Zs) dWs.
(154)
After taking expectations we can apply Fubini’s theorem to obtain for all t ∈ [0,∞) that
E
[
1
a−Zt
]− E [ 1
a−Z0
]
=
∫ t
0
κ
(
E
[
1
a−Zs
]
− E
[
1
a−Zs
])
− αE
[
Zs(1−Zs)
(a−Zs)2
]
+ βE
[
Zs(1−Zs)
(a−Zs)2
]
ds
= (β − α)
∫ t
0
E
[
Zs(1−Zs)
(a−Zs)2
]
ds.
(155)
Since for all s ∈ [0,∞) it holds that E[Zs(1−Zs)(a−Zs)2 ] ≥ 0 we conclude that the function [0,∞) ∋ t 7→ E[ 1a−Zt ] ∈[
1
a
, 1
a−1
]
converges monotonically non-increasing as t→∞ if α > β, monotonically non-decreasing if α < β, or
is constant if α = β.
First, assume α > β. From (145) we see that δ1 is an invariant measure for Z. So if P[Z0 = 1] = 1, then
for all t ∈ [0,∞) it holds that P[Zt = 1] = 1. Now let P[Z0 = 1] < 1, implying E
[
1
a−Z0
]
∈ [ 1
a
, 1
a−1
)
. Define
θ := lim
t→∞
E
[
1
a−Zt
]
and fix it for the rest of the paragraph. Note that due to the monotonicity stated above we
have θ ∈ [ 1
a
, 1
a−1
)
. Aiming at a contradiction, we assume that θ ∈ ( 1
a
, 1
a−1
)
. Choose any ε ∈ (0, 1
a−1 − θ
)
and
fix it for the rest of the proof. By definition of θ there exists an sε ∈ (0,∞), such that for all t ∈ [sε,∞) it
holds that E
[
1
a−Zt
]
< θ + ε. Let W˜ : [0,∞)× Ω→ R be a Brownian motion with continuous sample paths, let
Z˜ : [0,∞)× Ω → [0, 1] and Z˜θ+ε : [0,∞)× Ω → [0, 1] be adapted processes with continuous sample paths that
satisfy for all t ∈ [0,∞) P-a.s.
Z˜t = Z˜0 +
∫ t
0
(
κ(a− Z˜s)
(
(a− Z˜s)E
[
1
a−Z˜s
]
− 1
)
− αZ˜s(1 − Z˜s)
)
ds
+
∫ t
0
√
β(a− Z˜s)Z˜s(1− Z˜s) dW˜s,
Z˜θ+εt = Z˜
θ+ε
0 +
∫ t
0
(
κ(a− Z˜θ+εs )
(
(a− Z˜θ+εs )(θ + ε)− 1
)
− αZ˜θ+εs (1 − Z˜θ+εs )
)
ds
+
∫ t
0
√
β(a− Z˜θ+εs )Z˜θ+εs (1− Z˜θ+εs ) dW˜s,
(156)
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such that Z˜θ+ε0 = Z˜0 and such that Z˜0 and Zsε are equal in distribution. Then for each t ∈ [sε,∞) we have that
Zt and Z˜t−sε are equal in distribution and the drift term of Z˜t−sε is lower than that of Z˜
θ+ε
t−sε . Together with
the fact that the mapping [0, 1] ∋ z 7→ 1
a−z is strictly monotonically increasing this implies for all t ∈ [sε,∞)
that
E
[
1
a−Zt
]
= E
[
1
a−Z˜t−sε
]
≤ E
[
1
a−Z˜θ+εt−sε
]
. (157)
Recall from Section 4.2 that for any η ∈ ( 1
a
, 1
a−1
)
we have that Ψη is the unique equilibrium distribution of Z˜
η.
Combining this with (157) we obtain (see, e.g., Theorem V.54.5 in Rogers and Williams [34])
θ = lim
t→∞
E
[
1
a−Zt
] ≤ lim
t→∞
E
[
1
a−Z˜θ+εt−sε
]
=
∫ 1
0
1
a−z Ψθ+ε(dz). (158)
The dominated convergence theorem yields that the mapping
(
1
a
, 1
a−1
) ∋ η 7→ Ψη is continuous with respect to
the weak topology. Applying this, (158) together with the fact that ε ∈ (0, 1
a−1 − θ
)
was arbitrarily chosen, and
Lemma 4.2, we obtain the contradiction
θ ≤ lim
δ→0
∫ 1
0
1
a−z Ψθ+δ(dz) =
∫ 1
0
1
a−z Ψθ(dz) < θ. (159)
Hence, we have θ = 1
a
, implying
0 ≤ lim
t→∞
E [Zt] ≤ lim
t→∞
a2E
[
Zt
a(a−Zt)
]
= lim
t→∞
a2E
[
1
a−Zt
]− a2 1
a
= 0. (160)
The case α < β can be proved analogously and we omit it here.
Finally, assume α = β, define θ := E[ 1
a−Z0 ], and fix it for the rest of the proof. We see from (155) that
E[ 1
a−Zt ] is constant in t ∈ [0,∞). Thus, assuming that Z0 and Zθ0 are equal in distribution we see from (145)
and (146) that for all t ∈ [0,∞) it holds that Zt and Zθt are equal in distribution. Recall from Section 4.2 that
Ψθ is the unique equilibrium distribution of Z
θ. Consequently, Ψθ is the unique equilibrium distribution of Z.
This finishes the proof of Theorem 1.4.
5 Invasion of an altruistic defense allele
5.1 Setting
Let (Ω,F ,P) be a probability space, let κ, α, β ∈ (0,∞), a ∈ (1,∞), and let W (i) : [0,∞)× Ω → R, i ∈ N, be
independent Brownian motions with continuous sample paths. For all D ∈ N let XD : [0,∞)×{1, . . . , D}×Ω→
[0, 1] be an adapted process with continuous sample paths that for all t ∈ [0,∞) and all i ∈ {1, . . . , D} P-
a.s. satisfies
XDt (i) = X
D
0 (i) +
∫ t
0
(a−XDs (i))
(
(a−XDs (i)) 1D
D∑
j=1
1
a−XDs (j) − 1
)
− αXDs (i)(1 −XDs (i)) ds
+
∫ t
0
√
β(a−XDs (i))XDs (i)(1−XDs (i)) dWs(i).
(161)
Let a˜ : [0,∞)→ [0,∞) be a function defined by
[0,∞) ∋ x 7→ a˜(x) := κa min{x,1}
a−min{x,1} + (x− 1)+. (162)
Then, assuming there is positive mass only in deme 1, the dynamics in deme 1 follows asymptotically the
following process Y . Let Y : [0,∞)×Ω→ [0, 1] be an adapted process with continuous sample paths such that
for all t ∈ [0,∞) it P-a.s. holds that
Yt = Y0 −
∫ t
0
κ
a
Ys(a− Ys) + αYs(1− Ys) ds+
∫ t
0
√
β(a− Ys)Ys(1− Ys) dWs(1). (163)
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In addition, let QY be the excursion measure which satisfies QY = lim0<ε→0 1εP[Y ∈ ·|Y0 = ε] in a suitable
sense; see Pitman and Yor [29] and Hutzenthaler [15] for details. Asymptotically in the many-demes limit, every
deme with population path χ ∈ C([0,∞), [0, 1]) populates demes through migration and these new populations
are given by a Poisson point process with intensity measure a˜(χt)dt×QY (dψ). Now let (Vt)t∈[0,∞) be the total
mass process of the associated tree of excursions with initial island measure that equals the distribution of Y
in (163) and excursion measure QY .
5.2 Survival or extinction of an invading altruistic defense allele
Proposition 5.1. Assume the setting of Section 5.1. Let x ∈ (0, 1] and assume Y0 = x = V0. Then the total
mass process dies out (i.e., converges in probability to zero as t→∞) if and only if
α ≥ β. (164)
Proof. Define the functions s : [0, 1] → [0,∞) and S : [0, 1] → [0,∞) by [0, 1] ∋ z 7→ s(z) := exp
(
−∫ z
0
−κ
a
x(a−x)−αx(1−x)
1
2β(a−x)x(1−x)
dx
)
and [0, 1] ∋ y 7→ S(y) := ∫ y
0
s(z) dz. Note that for all z ∈ [0, 1] it holds that
s(z) = exp
(∫ z
0
2κ
aβ
1
1−x +
2α
β
1
a−x dx
)
= (1− z)−2κaβ
(
a−z
a
)−2α
β
(165)
and
S(z) =
∫ z
0
s(x) dx ≤ zs(z). (166)
We will apply Theorem 5 from Hutzenthaler [15] to show the result. First, we verify that the assumptions of
the aforementioned theorem are satisfied. Using (166), we see that
∫ 1
2
0
S(y) 2
β(a−y)y(1−y)s(y) dy ≤
∫ 1
2
0
2
β(a−y)(1−y) dy ≤ 12 2β(a− 12 )(1− 12 ) <∞. (167)
Furthermore, we get
lim
ε→0
∫ 1
2
ε
−κ
a
(a−y)y−αy(1−y)
1
2β(a−y)y(1−y)
dy = lim
ε→0
∫ 1
2
ε
−2κ
aβ(1−y) − 2αβ(a−y) dy
= lim
ε→0
(
2κ
aβ
(ln(1− 12 )− ln(1− ε)) + 2αβ (ln(a− 12 )− ln(a− ε))
)
= 2κ
aβ
ln(1− 12 ) + 2αβ (ln(a− 12 )− ln(a)) ∈ (−∞,∞).
(168)
From (165) as well as the fact that 2κ
aβ
> 0 we see that
∫ 1
1
2
a˜(y)
1
2β(a−y)y(1−y)s(y)
dy =
∫ 1
1
2
κa
y
a−y
1
2β(a−y)y(1−y)
(1− y) 2κaβ
(
a−y
a
) 2α
β
dy
= 2κa
β
a−
2α
β
∫ 1
1
2
(1 − y) 2κaβ−1(a− y) 2αβ −2 dy
≤ 2κa
β
a−
2α
β
(
(a− 12 )
2α
β
−2 + (a− 1) 2αβ −2
) ∫ 1
1
2
(1− y) 2κaβ−1 dy <∞.
(169)
We obtain from (167), (168), and (169) together with a straightforward adaptation of Lemmas 9.6, 9.9, and
9.10 in Hutzenthaler [15] to the state space [0, 1] that the assumptions of Theorem 5 in Hutzenthaler [15] are
satisfied. Applying the aforementioned theorem shows that the total mass process dies out if and only if∫ ∫ ∞
0
a˜(χt) dtQY (dχ) ≤ 1. (170)
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Moreover, a straight forward adaptation of Lemma 9.8 in Hutzenthaler [15] to the state space [0, 1] together
with (165) shows that
∫ ∫ ∞
0
a˜(χt) dtQY (dχ) =
∫ 1
0
κa
y
a−y
1
2β(a−y)y(1−y)
(1− y) 2κaβ
(
a−y
a
) 2α
β
dy. (171)
Observe that we have 2κ
aβ
∫ 1
0
(1− y) 2κaβ−1 dy = 1. Combining this with (170) and (171) we see that the total mass
process dies out if and only if
0 ≥
∫ 1
0
κa
y
a−y
1
2β(a−y)y(1−y)
(1− y) 2κaβ
(
a−y
a
) 2α
β
dy − 1
= 2κ
aβ
∫ 1
0
(1− y) 2κaβ−1
(
a−y
a
) 2α
β
−2
dy − 1 = 2κ
aβ
∫ 1
0
(1− y) 2κaβ−1
((
a−y
a
) 2α
β
−2
− 1
)
dy.
(172)
Consequently, the total mass process dies out if and only if α ≥ β. This finishes the proof of Proposition 5.1.
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