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We study a full Maxwell’s system accompanied with a non-linear degenerate boundary
condition, which represents a generalization of the classical Silver–Müller condition for a
non-perfect conductor. The relationship between the normal components of electric E and
magnetic H ﬁeld obeys the following power law ν × H = ν × (|E × ν|α−1E × ν) for some
α ∈ (0,1]. We establish the existence and uniqueness of a weak solution in a suitable
function spaces under the minimal regularity assumptions on the boundary Γ and the
initial data E0 and H0. We design a non-linear time discrete approximation scheme and
prove convergence of the approximations to a weak solution. We also derive the error
estimates for the time discretization. As a next step we study the fully discrete problem
using curl-conforming edge elements and derive the corresponding error estimates. Finally
we present some numerical experiments.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let us consider an open bounded domain Ω ⊂ R3 (with a Lipschitz boundary Γ ), which is occupied by a ferromagnetic
material. The electromagnetic ﬁeld in Ω can be described by several vector ﬁelds, i.e., B – magnetic induction, H – magnetic
ﬁeld, E – electric ﬁeld, D – electric displacement ﬁeld, and J – free current density.
We consider the Maxwell equations of the form
∂tD − ∇ × H + J = 0, Ampère’s law,
∂tB + ∇ × E = 0, Faraday’s law,
J = J 0 + σ E, Ohm’s law, (1)
where J 0 is a given vector ﬁeld and σ denotes the conductivity.
We assume linear magnetic materials, i.e.,
B = μH , D = εE, (2)
where μ denotes the magnetic permeability and ε is the permittivity of the corresponding materials.
Eliminating the quantities B , D and J in (1)–(2) we get
ε∂t E + σ E − ∇ × H = − J 0,
μ∂tH + ∇ × E = 0. (3)
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and E , which represents a non-perfect contact of different materials at the boundary Γ [1–3]. In this paper we consider a
power law non-linearity of the form
H × ν = ν × g(E × ν) = ν × (|E × ν|α−1E × ν), α ∈ (0,1]. (4)
We can also consider a more general function g , but then we have to adopt some assumptions ensuring the monotonicity,
hemi-continuity and coercivity of the non-linear operator in appropriate function spaces.
In the case when g(x) = x, the BC (4) represents the classical Silver–Müller condition, which (cf. [4,5]) is a ﬁrst order
approximation of the so-called “transparent” boundary condition. Sometimes it is also called Leontovich or impedance BC,
cf. [6,7].
The decay rates for the energy for the full Maxwell system have been derived in [1]. The Galerkin approximation of a
solution for a linear Silver–Müller BC has been studied in [8]. Quasi-static Maxwell’s equations with the non-linear boundary
condition (4) have been studied in [9,10].
The stabilization of Maxwell’s equations with space–time variable coeﬃcients by means of linear or non-linear Silver–
Müller boundary condition was discussed in [11]. This is based on some stability estimates that are obtained using the
standard identity with multiplier and appropriate properties of the feedback.
The main goal of this paper is to design a fully-discrete numerical scheme for the approximation of an exact solution
to this Maxwell system with the non-linear boundary condition. Error estimates for the approximation of linear Maxwell’s
equations are studied in several papers. We refer the reader to [12–14], where optimal error estimates are proved for a
conforming ﬁnite element scheme based on Nédélec’s elements. In this paper, we prove sub-optimal convergence rate for a
fully discrete ﬁnite element scheme to approximate a system with non-linear boundary conditions. So far, the authors could
not prove optimality, due to the non-linearity on the boundary.
We start with the study of a semi-discrete approximation scheme, based on backward Euler’s method in Section 2.
In Section 3, we prove some stability results for semi-discrete approximations. Then, employing the theory of monotone
operators, we prove convergence and derive the corresponding error estimates in Section 4 under minimal regularity as-
sumptions on the boundary Γ and the initial data H0, E0. As a next step, we propose a fully discrete ﬁnite element scheme
in Section 5 and derive error estimates. Finally, we support the theoretical results by some basic numerical examples.
2. Time discretization
We shall work in a variational framework. We denote by (w, z) the usual L2-inner product of vector-valued functions
w and z in Ω , i.e., (w, z) = ∫
Ω
w · z and ‖w‖ = √(w,w). The L2-inner product on the boundary Γ will be written as
(w, z)Γ =
∫
Γ
w · z. We shall use standard function spaces H(curl,Ω) and Lp(Γ ) for some p > 1, see [15]. The norm in
H(curl,Ω) is deﬁned as
‖ϕ‖2H(curl,Ω) = ‖ϕ‖2 + ‖∇ ×ϕ‖2.
The space of test functions will be denoted by
V p =
{
ϕ ∈ H(curl,Ω); ϕ × ν ∈ Lp(Γ )
}
,
which will be a natural choice for our problem (3) and (4). We recall that V p is a reﬂexive Banach space,1 which will be
endowed with the sum-norm ‖ϕ‖V p = ‖ϕ‖H(curl,Ω) + ‖ϕ × ν‖Lp(Γ ) . Finally, we introduce the space
H1(curl,Ω) = {u ∈ H1(Ω) ∣∣∇ × u ∈ H1(Ω)},
necessary for estimation of the approximation properties of the edge element interpolation operator [12,17,15].
For ease of exposition, we set μ = ε = σ = 1 and J 0 = 0, in order to focus on the non-linearity in the problem setting.
Let us note that our approach and all the results will also be valid for the case if σ = 0.
The variational formulation of (3), (4) together with initial conditions reads as
(∂t E,ϕ) + (E,ϕ) − (H ,∇ ×ϕ) +
(|E × ν|α−1E × ν,ϕ × ν)
Γ
= 0,
(∂tH ,ψ) + (∇ × E,ψ) = 0,
H(0) = H0,
E(0) = E0 (5)
for any ϕ ∈ V 1+α and ψ ∈ L2(Ω) and for almost all t ∈ (0, T ). We assume that the initial conditions are compatible with
the boundary condition, i.e., H0 and E0 satisfy the non-linear boundary condition.
1 This follows from the fact that both H(curl,Ω) and Lp(Γ ) are reﬂexive Banach spaces – see [16, Theorem 5.13].
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τ = Tn , for any n ∈ N. Therefore, we divide the time interval [0, T ] into n subintervals [ti−1, ti] for ti = iτ . We introduce the
following notation
zi = z(ti), δzi = zi − zi−1
τ
.
We suggest the following non-linear recurrent approximation scheme for i = 1, . . . ,n and ϕ ∈ V 1+α and ψ ∈ L2(Ω),
(δei,ϕ) + (ei,ϕ) − (hi,∇ ×ϕ) +
(|ei × ν|α−1ei × ν,ϕ × ν)Γ = 0,
(δhi,ψ) + (∇ × ei,ψ) = 0,
h0 = H0,
e0 = E0. (6)
This scheme can be rewritten as follows(
1+ τ
τ
ei,ϕ
)
− (hi,∇ ×ϕ) +
(|ei × ν|α−1ei × ν,ϕ × ν)Γ =
(
ei−1
τ
,ϕ
)
,(
hi
τ
,ψ
)
+ (∇ × ei,ψ) =
(
hi−1
τ
,ψ
)
for any ϕ ∈ V 1+α and ψ ∈ L2(Ω).
In order to prove existence and uniqueness of a weak solution ei,hi for each time step ti , i = 1, . . . ,n, we will need the
following lemma [18, Lemma 18.2].
Lemma 2.1. Let D be an open bounded set in euclidean space E, containing zero, and G a continuous mapping of the closure D into E.
If (
G(x), x
)
> 0,
on the boundary of D, then the equation G(x) = 0 has at least one solution x0 ∈ D.
We can now prove the following lemma.
Lemma 2.2. Assume E0, H0 ∈ L2(Ω). Then there exist uniquely determined ﬁelds ei ∈ V 1+α and hi ∈ L2(Ω) solving (6) for any
i = 1, . . . ,n.
Proof. Suppose that we want to prove the existence and uniqueness of a solution for the following system
(e,ϕ) − (h,∇ ×ϕ) + (|e × ν|α−1e × ν,ϕ × ν)
Γ
= (a,ϕ),
(h,ψ) + (∇ × e,ψ) = (b,ψ) (7)
for any ϕ ∈ V 1+α , ψ ∈ L2(Ω) and given a,b ∈ L2(Ω).
We approximate the spaces V 1+α and L2(Ω) by the ﬁnite dimensional subspaces V k1+α = [ϕ1, . . . ,ϕk] and Lk2 =
[ψ1, . . . ,ψk] respectively, with ∇ × V k1+α ⊂ Lk2. We assume the following approximation property
lim
k→∞
‖ϕ − PV k1+αϕ‖V 1+α = limk→∞‖ψ − PLk2ψ‖L2(Ω) = 0, (8)
for any ϕ ∈ V 1+α , ψ ∈ L2(Ω). Here PV k1+α denotes the projector onto V
k
1+α and is deﬁned such that for every ϕ ∈ V 1+α ,
‖PV k1+αϕ −ϕ‖V 1+α 
∥∥ϕk −ϕ∥∥V 1+α , ∀ϕk ∈ V k1+α,
and PLk2
is the standard orthogonal projector in L2(Ω).
The ﬁnite dimensional approximation of (7) reads as
(ek,ϕ) − (hk,∇ ×ϕ) +
(|ek × ν|α−1ek × ν,ϕ × ν)Γ = (a,ϕ),
(hk,ψ) + (∇ × ek,ψ) = (b,ψ) (9)
for any ϕ ∈ V k1+α , ψ ∈ Lk2. The approximations have the form
ek =
k∑
λiϕ i, hk =
k∑
ξiψ i .i=1 i=1
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show the existence of a weak solution to the boundary value problem (9). We can look at (9) as on a non-linear operator
A(λ, ξ) : Rk ×Rk → Rk ×Rk deﬁned by
A2 j−1(λ, ξ ) :=
(
k∑
i=1
λiϕ i,ϕ j
)
−
(
k∑
i=1
ξiψ i,∇ ×ϕ j
)
− (a,ϕ j)
+
(∣∣∣∣∣
(
k∑
i=1
λiϕ i
)
× ν
∣∣∣∣∣
α−1( k∑
i=1
λiϕ i
)
× ν,ϕ j × ν
)
Γ
,
A2 j(λ, ξ) :=
(
k∑
i=1
ξiψ i,ψ j
)
+
(
∇ ×
k∑
i=1
λiϕ i,ψ j
)
− (b,ψ j)
for any j = 1, . . . ,k.
Now, we introduce the non-linear operator a(x) : R3 → R3 deﬁned as
a
(
x
) := g(|x|)x= |x|α−1x. (10)
The gradient of a(x) in the direction y is〈
grada(x), y
〉= 〈grad g(|x|)x, y〉= g′(|x|) y · x|x| x+ g
(|x|)y.
The monotonicity of a(x) follows for some θ ∈ (0,1) from[
a(x+ y) − a(x)] · y = 〈grada(x+ θ y), y〉 · y
= g(|x+ θ y|)|y|2 + g′(|x+ θ y|) (y · (x+ θ y))2|x+ θ y|

[
g
(|x+ θ y|)− ∣∣g′(|x+ θ y|)∣∣|x+ θ y|]|y|2
 α|x+ θ y|α−1|y|2
 0. (11)
Further, we can write
(
A(λ, ξ), (λ, ξ)
)=
∥∥∥∥∥
k∑
i=1
λiϕ i
∥∥∥∥∥
2
+
∥∥∥∥∥
k∑
i=1
ξiψ i
∥∥∥∥∥
2
+
∫
Γ
∣∣∣∣∣
(
k∑
i=1
λiϕ i
)
× ν
∣∣∣∣∣
1+α
−
(
a,
k∑
i=1
λiϕ i
)
−
(
b,
k∑
i=1
ξiψ i
)
 1
2
(∥∥∥∥∥
k∑
i=1
λiϕ i
∥∥∥∥∥
2
+
∥∥∥∥∥
k∑
i=1
ξiψ i
∥∥∥∥∥
2
− ‖a‖2 − ‖b‖2
)
+
∫
Γ
∣∣∣∣∣
(
k∑
i=1
λiϕ i
)
× ν
∣∣∣∣∣
1+α
 C0
(|λ|2 + |ξ |2)− C(‖a‖2 + ‖b‖2) (12)
for some positive constants C and C0.
So, (A(λ, ξ), (λ, ξ)) > 0 if |λ|2 + |ξ |2 = r2 provided we select r > 0 suﬃciently large. We apply Lemma 2.1, to conclude
that A(λk, ξk) = 0 for some vector (λk, ξk) ∈ Rk ×Rk . This also implies the existence of ek ∈ V k1+α,hk ∈ Lk2 which solve (9).
Now, we derive some a priori estimates for ek,hk uniform to k. We set ϕ = ek and ψ = hk in (9) and we sum up both
equations. We get
‖ek‖2 + ‖hk‖2 + ‖ek × ν‖1+αL1+α(Γ ) = (a, ek) + (b,hk). (13)
Applying the Cauchy inequality we deduce that
‖ek‖2 + ‖hk‖2 + ‖ek × ν‖1+αL1+α(Γ )  ‖a‖2 + ‖b‖2.
Moreover we have
‖ek × ν‖1+αL1+α(Γ ) =
∥∥|ek × ν|α−1ek × ν∥∥ 1+ααL 1+α
α
(Γ )  ‖a‖2 + ‖b‖2.
Setting ϕ = ek and ψ = ∇ × ek in (9), we obtain
‖ek‖2 + ‖∇ × ek‖2 + ‖ek × ν‖1+α  ‖a‖2 + ‖b‖2.L1+α(Γ )
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α
(Γ ) and H(curl,Ω) we can ﬁnd subsequences of {ek} and {hk} (which we again
denote by the same symbols) such that
ek ⇀ e in L2(Ω),
∇ × ek ⇀ ∇ × e in L2(Ω),
hk ⇀ h in L2(Ω),
ν × (|ek × ν|α−1ek × ν)⇀ ν × (z × ν) in L 1+α
α
(Γ ). (14)
Passing to the limit for k → ∞ in (9) and using (8) we arrive at
(e,ϕ) − (h,∇ ×ϕ) + (z × ν,ϕ × ν)Γ = (a,ϕ),
(h,ψ) + (∇ × e,ψ) = (b,ψ) (15)
for any ϕ ∈ V 1+α , ψ ∈ L2(Ω).
Further, using (13) and later (15) for ϕ = e and ψ = h we successively deduce
lim
k→∞
(|ek × ν|α−1ek × ν, ek × ν)Γ = limk→∞
[
(a, ek) + (b,hk)
]− lim
k→∞
[‖ek‖2 + ‖hk‖2]
 (a, e) + (b,h) − ‖e‖2 − ‖h‖2
= (z × ν, e × ν)Γ . (16)
Now, we are going to use the Minty–Browder trick (cf. [19,20]) in order to show that ν× (z× ν) = ν× (|e× ν|α−1e× ν).
We use the monotone structure of the non-linear operator |x|α−1x,
(|ek × ν|α−1ek × ν − |u × ν|α−1u × ν, ek × ν − u × ν)Γ  0, (17)
which is valid for any vector ﬁeld u ∈ L1+α(Γ ).
Therefore, passing to the limit for k → ∞ in (17) we obtain from (16)(
z × ν − |u × ν|α−1u × ν, e × ν − u × ν)
Γ
 0.
Now, we set u = e + εw for any w ∈ L1+α(Γ ) and any ε > 0. We get(
z × ν − |(e + εw) × ν|α−1(e + εw) × ν,w × ν)
Γ
 0.
Passing to ε → 0 we can write(
ν × z × ν − ν × |e × ν|α−1e × ν,w)
Γ
 0.
Since this is valid for both w = z and w = −z, we know that(
ν × z × ν − ν × |e × ν|α−1e × ν,w)
Γ
= 0, ∀w ∈ L1+α(Γ ),
from which we deduce that
ν × (z × ν) = ν × (|e × ν|α−1e × ν)
a.e. in Γ . According to (15) we see that e and h solve (7).
Suppose that (e,h) and (e′,h′) be two solutions to (7). Then
(
e − e′,ϕ)− (h − h′,∇ ×ϕ)+ (|e × ν|α−1e × ν − ∣∣e′ × ν∣∣α−1e′ × ν,ϕ × ν)
Γ
= 0,(
h − h′,ψ)+ (∇ × (e − e′),ψ)= 0. (18)
Setting ϕ = e − e′ , ψ = h − h′ and using (11) we easily see that∥∥e − e′∥∥2 + ∥∥h − h′∥∥2  0,
which implies the uniqueness of a solution. 
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Next step is to derive suitable a priori estimates for ei,hi , i = 1, . . . ,n. We do it in a few steps.
Lemma 3.1. Assume E0, H0 ∈ L2(Ω). Then there exists a positive constant C such that
‖e j‖2 + ‖h j‖2 +
j∑
i=1
‖ei − ei−1‖2 +
j∑
i=1
‖hi − hi−1‖2 +
j∑
i=1
τ‖ei × ν‖1+αL1+α(Γ )  C
holds for all j = 1, . . . ,n.
Proof. We set ϕ = ei and ψ = hi in (6), then we sum both equations and get
(δei, ei) + ‖ei‖2 + (δhi,hi) + ‖ei × ν‖1+αL1+α(Γ ) = 0.
We multiply this by τ and sum it up for i = 1, . . . , j. Using Abel’s summation for the left-hand side we deduce
‖e j‖2 + ‖h j‖2 +
j∑
i=1
‖ei − ei−1‖2 +
j∑
i=1
‖hi − hi−1‖2  C
(‖E0‖2 + ‖H0‖2). 
For the next lemma we need that the Maxwell equations (5) are satisﬁed at the time t = 0. Thus, if we assume that
E0, H0 ∈ H(curl,Ω) then we can deﬁne
∂t E(0) := ∇ × H0 − E0,
∂tH(0) := −∇ × E0,
which will imply that (5) is satisﬁed for t = 0.
Further we deﬁne
δe0 := ∂t E(0), δh0 := ∂th(0),
which means that also (6) will be satisﬁed for i = 0.
For the next a priori estimates, we will need the following technical lemma. The proof can be found in [21].
Lemma 3.2. Let g : R → R be a non-negative continuous function such that G(s) := g(s)s is monotonically increasing. Let ΦG be the
primitive function of G. Then for any vectors a,b ∈ R3 we have
(i) ΦG(|b|) − ΦG(|a|) g(|b|)b(b − a),
(ii) ΦG(|b|) − ΦG(|a|) g(|a|)a(b − a).
Higher regularity of the initial data E0, H0 will imply better regularity of e j,h j .
Lemma 3.3. Assume E0, H0 ∈ H(curl,Ω). Then there exists a positive C such that (for any j = 1, . . . ,n)
‖δe j‖2 +
j∑
i=1
‖δei − δei−1‖2 + ‖δh j‖2 +
j∑
i=1
‖δhi − δhi−1‖2  C .
Proof. We subtract (6) for i = i − 1 from (6), then we set ϕ = δei , ψ = δhi and we sum up both equations. We have
(δei − δei−1, δei) + (ei − ei−1, δei) + (δhi − δhi−1, δhi)(|ei × ν|α−1ei × ν − |ei−1 × ν|α−1ei−1 × ν, δei × ν)Γ = 0. (19)
The boundary term is positive due to monotonicity of the non-linearity. We sum up the expression for i = 1, . . . , j and
apply the Abel summation for the ﬁrst and third term on the left and we deduce
‖δe j‖2 +
j∑
i=1
‖δei − δei−1‖2 + ‖δh j‖2 +
j∑
i=1
‖δhi − δhi−1‖2  C
(‖δe0‖2 + ‖δh0‖2)
 C
(‖E0‖2H(curl,Ω) + ‖H0‖2H(curl,Ω)). 
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‖δe j‖2 +
j∑
i=1
‖δei − δei−1‖2 + ‖∇ × e j‖2 +
j∑
i=1
∥∥∇ × (ei − ei−1)∥∥2  C .
Proof. We subtract (6a) for i = i − 1 from (6a) and set ϕ = δei . In (6b) we set ψ = ∇ × δei and add it to the previous
expression. If we write the non-linearity as (10), we get
(δei − δei−1, δei) + (ei − ei−1, δei) +
(∇ × ei,∇ × (ei − ei−1))+ τ (δa(ei × ν), δei × ν)Γ = 0.
After taking the sum for i = 1, . . . , j, the estimate follows from Abel’s summation rule in the same way as for the proof of
Lemma 3.3. 
The previous lemma’s admit to obtain also an estimate for the curl of the magnetic ﬁeld.
Lemma 3.5. Let the assumptions from Lemma 3.4 be satisﬁed. Then there exists a positive constant C , such that for any i = 1, . . . ,n,
‖∇ × hi‖ C .
Proof. From (6a) we know that for every ϕ ∈ C∞0 (Ω),∣∣(∇ × hi,ϕ)∣∣= ∣∣(δei + ei,ϕ)∣∣

(‖ei‖ + ‖δei‖)‖ϕ‖
 C‖ϕ‖,
where we used Lemma 3.1 and 3.3. From the density of C∞0 (Ω) in L2(Ω), we conclude that ‖∇ × hi‖  C , where C does
not depend on i. 
4. Convergence
In this section we prove the convergence of our approximate solution to a weak solution of (5) in suitable function
spaces.
First, we introduce the piecewise linear in time vector ﬁeld hn (i = 1, . . . ,n) given by
hn(0) = H0,
hn(t) = hi−1 + (t − ti−1)δhi for t ∈ (ti−1, ti].
Next, we deﬁne the piecewise constant vector ﬁeld hn ,
hn(0) = H0,
hn(t) = hi for t ∈ (ti−1, ti].
Similarly we deﬁne the time-dependent vector ﬁelds en and en .
Using the new notation we rewrite (6) as
(∂ten,ϕ) + (en,ϕ) − (hn,∇ ×ϕ) +
(|en × ν|α−1en × ν,ϕ × ν)Γ = 0,
(∂thn,ψ) + (∇ × en,ψ) = 0, (20)
with ϕ ∈ V 1+α and ψ ∈ L2(Ω).
Our next step is to show the existence of a weak solution of (5). To do this, we will use the stability results of previous
lemmas. The next theorem is valid for subsequences from {en} and {hn}, which will be denoted by the same symbol
again.
Theorem 4.1 (Convergence). Let E0, H0 ∈ H(curl,Ω). Then there exist ﬁelds
E, H ∈ L2
(
(0, T ),H(curl,Ω)
)∩ H1((0, T ),L2(Ω)),
with
E × ν ∈ L1+α
(
(0, T ),L1+α(Γ )
)
,
such that
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(ii) hn ⇀ H in L2((0, T ),H(curl,Ω)) and ∂thn ⇀ ∂tH in L2((0, T ),L2(Ω)).
(iii) |en × ν|α−1en × ν ⇀ |E × ν|α−1E × ν in L α+1
α
((0, T ),L α+1
α
).
(iv) E, H solve (5).
Proof. (i) Lemma’s 3.1 and 3.4 imply that
∫ T
0 (‖en(t)‖2 + ‖∇ × en(t)‖2) < C . From Lemma 3.3 we have
∫ T
0 ‖∂ten(t)‖2 < C .
The statement follows from the weak compactness property of the corresponding spaces.
(ii) This follows the same reasoning as (i).
(iii) From Lemma 3.1 we obtain that
T∫
0
∥∥|en × ν|α−1en × ν∥∥ α+1αL α+1
α
(Γ )
 C,
i.e.,
|en × ν|α−1en × ν ⇀ z,
for some z ∈ L 1+α
α
((0, T ),L 1+α
α
(Γ )). To prove that z = |E × ν|α−1E × ν , we apply again the Minty–Browder argument. First,
we integrate (20) in time for any t ∈ (0, T ) and then we pass to the limit for n → ∞. We get
t∫
0
(∂t E,ϕ) +
t∫
0
(E,ϕ) −
t∫
0
(H ,∇ ×ϕ) +
t∫
0
(z,ϕ × ν)Γ = 0,
t∫
0
(∂tH ,ψ) +
t∫
0
(∇ × E,ψ) = 0. (21)
Now, we set ϕ = en and ψ = hn in (20), sum up both equations and integrate the result in time. We also employ the fact
that an ⇀ a in L2(Ω) implies limn→∞ ‖an‖2  ‖a‖2. We successively deduce
lim
n→∞
t∫
0
∫
Γ
|en × ν|1+α (20)= − lim
n→∞
t∫
0
[
(∂ten, en) + (∂thn,hn) + ‖en‖2
]
= − lim
n→∞
t∫
0
[
(∂ten, en) + (∂thn,hn) + ‖en‖2
]
= ‖E0‖
2 + ‖H0‖2
2
− lim
n→∞
[
‖en(t)‖2 + ‖hn(t)‖2
2
+
t∫
0
‖en‖2
]
 ‖E0‖
2 + ‖H0‖2
2
− ‖E(t)‖
2 + ‖H(t)‖2
2
−
t∫
0
‖E‖2
= −
t∫
0
[
(∂t E, E) + (∂tH , H) + ‖E‖2
]
(21)=
t∫
0
(z, E × ν)Γ . (22)
From the monotonicity of the non-linear operator (cf. (11)) we have
t∫
0
(|en × ν|α−1en × ν − |u|α−1u, en × ν − u)Γ  0, (23)
which is valid for any vector ﬁeld u ∈ L1+α((0, T ),L1+α(Γ )).
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t∫
0
(
z − |u|α−1u, E × ν − u)
Γ
 0.
Now, we set u = E × ν + εw for any w ∈ L1+α((0, T ),L1+α(Γ )) and ε > 0,
t∫
0
(
z − |E × ν + εw|α−1(E × ν + εw),w)
Γ
 0.
Passing to ε → 0 we can write
t∫
0
(
z − |E × ν|α−1E × ν,w)
Γ
 0.
Since the inequality is valid for both w = z and w = −z, we conclude
t∫
0
(
z − |E × ν|α−1E × ν,w)
Γ
= 0, ∀w ∈ L1+α
(
(0, T ),L1+α(Γ )
)
,
from which we conclude z = |E × ν|α−1E × ν a.e. in (0, T ) × Γ .
(iv) According to (21) we see that
t∫
0
(∂t E,ϕ) +
t∫
0
(E,ϕ) −
t∫
0
(H ,∇ ×ϕ) +
t∫
0
(|E × ν|α−1E × ν,ϕ × ν)
Γ
= 0,
t∫
0
(∂tH ,ψ) +
t∫
0
(∇ × E,ψ) = 0.
This is valid for any t ∈ (0, T ). After differentiation with respect to time, we see that E and H solve (5). 
The following theorem derives the error estimates for the time discretization method.
Theorem 4.2 (Error estimates). Let E0, H0 ∈ H(curl,Ω). Then there exists a positive constant C such that
max
t∈[0,T ]
∥∥en(t) − E(t)∥∥2 + max
t∈[0,T ]
∥∥hn(t) − H(t)∥∥2 +
T∫
0
∫
Γ
[|en × ν| α+12 − |E × ν| α+12 ]2  Cτ .
Proof. We subtract (20) from (5). Then we set ϕ = en − E and ψ = hn − H . After integration over (0, t) for any t ∈ [0, T ]
we obtain
t∫
0
(
∂t(en − E), en − E
)+
t∫
0
‖en − E‖2 +
t∫
0
(
∂t(hn − H),hn − H
)
+
t∫
0
(|en × ν|α−1en × ν − |E × ν|α−1E × ν, (en − E) × ν)Γ
=
t∫
0
(
∂t(en − E), en − en
)+
t∫
0
(
∂t(hn − H),hn − hn
)
. (24)
Using the stability results from Lemma 3.3, the right-hand side of (24) can be estimated as follows
t∫ (
∂t(en − E), en − en
)
 Cτ
t∫ (‖∂ten‖ + ‖∂t E‖)‖∂ten‖ Cτ
0 0
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t∫
0
(
∂t(hn − H),hn − hn
)
 Cτ
t∫
0
(‖∂thn‖ + ‖∂tH‖)‖∂thn‖ Cτ .
We shall use the following algebraic inequality, which can be proved in a standard way and which is valid for any
a,b, y, z 0,
4ab
(
y
a+b
2 − z a+b2 )2  (a + b)2(ya − za)(yb − zb). (25)
Using (25) and the Cauchy inequality, we deduce(|y|α−1 y − |z|α−1z)(y − z) = |y|α+1 + |z|α+1 − |z|α−1z y − |y|α−1z y
 |y|α+1 + |z|α+1 − |z|α |y| − |y|α |z|
= (|y|α − |z|α)(|y| − |z|)
 4α
(α + 1)2
(|y| α+12 − |z| α+12 )2.
Therefore, the boundary term in (24) can be estimated from below as follows
t∫
0
(|en × ν|α−1en × ν − |E × ν|α−1E × ν, en × ν − E × ν)Γ  4α(α + 1)2
t∫
0
∫
Γ
[|en × ν| α+12 − |E × ν| α+12 ]2.
Collecting all estimates we arrive at
∥∥en(t) − E(t)∥∥2 + ∥∥hn(t) − H(t)∥∥2 +
t∫
0
∫
Γ
[|en × ν| α+12 − |E × ν| α+12 ]2  Cτ ,
which is valid for all t ∈ (0, T ). 
Finally, let us note that Theorem 4.2 also implies the uniqueness of the solution to (5).
5. Full discretization
In the previous section, we have proved convergence of backward Euler’s method to the unique solution of (5). Now we
study a fully discrete approximation scheme, based on conforming ﬁnite elements. We introduce the standard ﬁnite element
space for lowest order Nédélec elements on tetrahedra,
Vh =
{
ϕ ∈ H(curl,Ω) ∣∣ ϕ|K = a+ b× x, ∀K ∈ Th}.
The corresponding degrees of freedom are the circulations along the edges of the mesh. The L2(Ω)-conforming ﬁnite ele-
ment space consists of piecewise constant ﬁelds on every tetrahedron and is denoted by Lh [15].
The edge element interpolation operator Πh is deﬁned such that Πhu ∈ Vh has the same degrees of freedom as u.
The largest space for which the circulations along the edges are well deﬁned is the space of functions u ∈ Lp(Ω), with
∇ × u ∈ Lp(Ω) and u × n ∈ Lp(∂Ω), with p > 2 [22]. The approximation properties of this operator in both the L2(Ω)-
and the H(curl,Ω)-norm are well documented (see e.g. [13,12]). In order to apply these estimates, we will restrict the
interpolation operator to the space H1(curl,Ω) of functions u ∈ H1(Ω) for which ∇ × u ∈ H1(Ω). Finally we also introduce
the orthogonal projection operator Ph : L2(Ω) → Lh .
After these preliminaries, we can formulate the fully discrete approximation scheme,(
δehi ,ϕ
h)+ (ehi ,ϕh)− (hhi ,∇ ×ϕh)+ (∣∣ehi × ν∣∣α−1ehi × ν,ϕh × ν)Γ = 0,(
δhhi ,ψ
h)+ (∇ × ehi ,ψh)= 0,
hh0 = PhH0,
eh0 = ΠhE0 (26)
for every ϕh ∈ Vh and ψh ∈ Lh . Existence and uniqueness of the ﬁelds ehi and hhi were proved in Lemma 2.2 for general
ﬁnite dimensional subspaces of V 1+α and L2(Ω). With these ﬁelds, we can again construct the ﬁelds ehn and ehn by piecewise
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and 3.4. The fully discretized system can thus be formulated as
(
∂te
h
n,ϕ
h)+ (ehn,ϕh)− (hhn,∇ ×ϕh)+ (∣∣ehn × ν∣∣α−1ehn × ν,ϕh × ν)Γ = 0,(
∂th
h
n,ψ
h)+ (∇ × ehn,ψh)= 0. (27)
After subtracting (27) from (20), we put ϕh = ehn − ΠhE , ψh = hhn − PhH , leaving(
∂t
(
ehn − E
)
, ehn − ΠhE
)− (hhn − H ,∇ × (ehn − ΠhE))+ (ehn − E, ehn − ΠhE)
+ (a(ehn × ν)− a(E × ν), (ehn − ΠhE)× ν)Γ = 0,(
∂t
(
hhn − H
)
,hhn − PhH
)+ (∇ × (ehn − E),hhn − PhH)= 0,
where we applied again the notation (10) for the non-linearity. We add both expressions and integrate in time. After some
rearrangements, we obtain
1
2
∥∥ehn(t) − E(t)∥∥2 − 12
∥∥ΠhE0 − E0∥∥2 +
t∫
0
∥∥ehn − E∥∥2 + 12
∥∥hhn(t) − H(t)∥∥2 − 12
∥∥PhH0 − H0∥∥2
=
t∫
0
(
∂t
(
ehn − E
)
, ehn − ehn
)+
t∫
0
(
∂t
(
ehn − E
)
,ΠhE − E)+
t∫
0
(
ehn − E,ΠhE − E
)
+
t∫
0
(
∂t
(
hhn − H
)
,hhn − hhn
)+
t∫
0
(
∂t
(
hhn − H
)
, PhH − H)−
t∫
0
(∇ × (ehn − E), H − PhH)
+
t∫
0
(
hhn − H ,∇ ×
(
E − ΠhE))+
t∫
0
(
a
(
ehn × ν
)− a(E × ν),ΠhE × ν − E × ν)
Γ
:=
8∑
i=1
Si .
We will now derive upper bounds for the terms Si , i = 1, . . . ,8. For S1 and S4 we apply Cauchy’s inequality,
S1  τ
√√√√√
t∫
0
∥∥∂tehn(t)∥∥2 ·
√√√√√
t∫
0
∥∥∂tehn − ∂t E∥∥2  Cτ ,
S4  Cτ .
The terms S2 and S5 can be bounded in the same way. If we assume E ∈ L2((0, T ),H1(curl,Ω)), then we obtain from the
approximation properties of Πh [12,17] and Ph [23],
S2  C
√√√√√
t∫
0
∥∥ΠhE − E∥∥2  Ch
√√√√√
t∫
0
‖E‖2
H1(curl,Ω)
,
S5  Ch
√√√√√
t∫
0
‖H‖2
H1(Ω)
,
since we have proved that the weak solution satisﬁes H ∈ C1([0, T ],L2(Ω)) (Theorem 4.2). For the third term we get, based
on the triangle inequality,
S3  Cτ 2 + C
t∫ ∥∥ehn − E∥∥2 + Ch2
t∫
‖E‖2H1(curl,Ω).0 0
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S6 + S7 = −
t∫
0
(
hhn − H ,∇ ×
(
ΠhE − E))−
t∫
0
(∇ × (ehn − E), H − PhH)
 Cτ 2 + C
t∫
0
∥∥hhn − H∥∥2 + C
t∫
0
∥∥∇ × (ΠhE − E)∥∥2 + C
√√√√√
t∫
0
∥∥H − PhH∥∥2
 Cτ 2 + C
t∫
0
∥∥hhn − H∥∥2 + Ch2
t∫
0
‖E‖2H1(curl,Ω) + Ch
√√√√√
t∫
0
‖H‖2
H1(Ω)
,
where we have applied Cauchy’s and Young’s inequality. Finally the boundary integral can be bounded for 0 < α  1, using
the continuous imbedding of L2(Γ ) in Lα+1(Γ ),
S8 
t∫
0
∥∥a(ehn × ν)− a(E × ν)∥∥ α+1
α
· ∥∥ΠhE × ν − E × ν∥∥
α+1

( t∫
0
∥∥a(ehn × ν)− a(E × ν)∥∥ α+1αα+1
α
) α
α+1( t∫
0
∥∥ΠhE × ν − E × ν∥∥α+1
α+1
) 1
α+1
 C
( t∫
0
∥∥ΠhE × ν − E × ν∥∥α+12
) 1
α+1
.
We can then apply [15, Lemma 5.52] to conclude that
S8  Ch
1
2
( t∫
0
‖E‖α+1
H1(curl,Ω)
) 1
α+1
,
which is bounded under the previous assumption E ∈ L2((0, T ),H1(curl,Ω)).
If we collect the estimates of Si , i = 1, . . . ,8 and apply the Gronwall Lemma, we obtain the ﬁnal error estimate for the
fully discrete approximation scheme.
Theorem 5.1. Suppose the weak solution of (5) and the initial data satisfy
E ∈ L2((0, T ),H1(curl,Ω)), H ∈ L2((0, T ),H1(Ω)),
E0 ∈ H1(curl,Ω), H0 ∈ H1(Ω).
Then, the fully discrete ﬁnite element approximation satisﬁes the following error estimates
max
t∈[0,T ]
(∥∥ehn(t) − E(t)∥∥2 + ∥∥hhn(t) − H(t)∥∥2) C(τ + h),
where the constant C depends on the initial data E0, H0 and on the weak solution.
Remark 5.1. Similar to [12,14], we needed to assume H1-regularity of the solutions and of the curl of E in order to apply
the approximation properties of the ﬁnite element interpolation operators. From [24,25], we know that H1-regularity can
only be expected a priori for convex polyhedral domains.
6. Numerical experiments
The aim of this section is to present some basic numerical experiments to support the theoretical results. We solve
the system (5) numerically using the ﬁnite element approximation scheme (27) as described in Section 5. We apply a
source function to the right-hand side of Ampère’s law in (5), which is chosen such that the exact solution is known.
Then we solve the problem numerically for several values of τ and h and compute the error given in Theorem 5.1. The
computational domain is (t,x) ∈ [0,1] × [−1,1]3 and the cubic domain is implemented in the mesh generator Gmsh [26].
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Fig. 2. Results of the numerical experiments. (a) Convergence rate for experiment 1 with α between 0 and 1. The value log2 E (E as deﬁned in Eq. (28))
is given as a function of the time step log2 τ . The linear regression gives log2 E = 2.01 log2 τ + 8.48, which is better than the theoretically predicted
convergence rate. (b) Convergence rate for experiment 2 with α = 0.6 and k = π/4 for the three meshes in Fig. 1. (c) Convergence rate for experiment 2
with α = 0.6 for several values of k after one reﬁnement. (d) Convergence rate for experiment 2 with α = 0.6 for several values of k after two reﬁnements.
We use the ﬁnite element package GetDP [27], where the curl-conforming Nédélec elements described in Section 5 are
implemented.
To study the h-dependence of the error, we construct three different meshes by reﬁnement of a coarse mesh. They are
depicted in Fig. 1. On every mesh, we solve (27) for τ = 2−n , with n = 1, . . . ,15 and compute the error
E = max (∥∥ehn(t) − Eex(t)∥∥2 + ∥∥hhn(t) − Hex(t)∥∥2). (28)
t∈[0,T ]
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Experiment 1. As a ﬁrst experiment, we use as an exact solution
Eex(t, x, y, z) = (t + 1)[z − y, x− z, y − x],
Hex(t, x, y, z) = −
(
t2 + 2t)[1,1,1].
These ﬁelds are chosen such that they are elements of the corresponding ﬁnite element spaces, i.e., Eex is of the form
a + b × x on the whole domain. Therefore, the error due to space discretization, which is proportional to ΠhEex − Eex,
vanishes and only the time discretization contributes to the error. We consider them as a mathematical tool to study the
validity of the time discretization and no physical interpretation can be given to these ﬁelds.
We work with the coarse mesh Fig. 1(a) and vary the time step as τ = 2−n , n = 1, . . . ,15. For every value of τ , we
compute the error E given by expression (28). The results are given in Fig. 2(a) for several values of α. As expected, we
obtain a linear decrease of the error with decreasing time step on logarithmic scale. By ﬁtting a linear regression line to the
data we obtain the following convergence rate: log2 E = 2.01 log2 τ + 8.48. This corresponds to optimal convergence rate,
which is better than the theoretically derived suboptimal convergence in Theorem 5.1. The theoretical result is however
more generally valid for domains with less regularity, where the exact solution is also less regular.
Experiment 2. As a second experiment, we apply the following exact solution,
Eex(t, x, y, z) =
(
sin(2πt) + 1)
[ sin(kz) − 5 sin(ky)
3 sin(kx) − cos(kz)
5cos(ky) − 3cos(kx)
]
,
Hex(t, x, y, z) =
(
k
2π
cos(2πt) − kt − k
2π
)[− sin(kz) − 5 sin(ky)
−3 sin(kx) + cos(kz)
5cos(ky) + 3cos(kx)
]
for k = π/4, τ = 2−n , n = 1, . . . ,10 on the three meshes in Fig. 1. The result for α = 0.6 is given in Fig. 2(b), where the
three meshes are compared. For large values of τ , the error is dominated by the error of time discretization and there is
no advantage in reﬁning the mesh. For small values of τ , the error of space discretization dominates. The total error is then
independent of the time step and can only be decreased by reﬁning the mesh.
As a ﬁnal experiment, we compute the error for several values of k, i.e., k = π/4,π/2,π on the ﬁrst and second reﬁne-
ment. The results are shown in Fig. 2(c) and (d). It is clear that the error is strongly dependent on the spatial variations of
the solution. If the oscillations increase, then a ﬁner mesh is needed to approximate the solution.
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