The evaluation team starts by examining the programming documents in order to identify expected impacts. If necessary, it clarifies these impacts together with the programme managers (stage 1). The team then has to choose qualitative or quantitative indicators that can help measure the impacts (stage 2). Using these tools, the team makes an empirical analysis of the consequences of the programme in the field. By means of inductive and deductive methods, it assesses the impacts that are obtained (stage 3). The evaluation concludes with a synthetic judgement of the programme which takes into account the different impacts and their relative importance for the programme managers (stage 4).
These four steps are virtually the same as those defined by Scriven (1994) in the following terms:
(1) Break down into several dimensions the merits of the object to be evaluated. (2) Choose indicators and references for each of these dimensions. (3) Note the achievements obtained in each of these dimensions. (4) Make a 'final synthesis' enabling the object under evaluation to be judged, taking into account all the relevant dimensions.
Experience has shown that many problems arise throughout these four stages, e.g. reluctance on the part of policy makers to clarify their intentions; inappropriateness of measurement tools; high cost of information gathering in the field; difficulty of assessing impacts convincingly; and reluctance of managers to state the relative importance of the different impacts obtained. However, owing to the increase in professionalism, it is often possible to overcome these obstacles and to carry out high quality evaluations.
The Difficulties of Partnership Evaluations
With joint policies the situation is trickier. Partnership tends to complicate evaluation work at each stage, so that evaluation quality can become a real problem (Monnier, 1997) . Initial difficulties stem from the fact that objectives are based on compromise between partners with different political, social and economic aims. In order to reach agreement, the partners had either to pool their various expectations or to state ambiguous objectives (step 1). The evaluation team is therefore unable to find clear and simple criteria in the official documents on which to base its work. Moreover, the Evaluation 4 (2) partners are generally unwilling to clarify their objectives for fear of undermining fragile compromises.
In order to reach agreement, the partners also tend to spread funds across the various sectors, even if this means that they have to show a hypothetical profit in the form of synergy. This scattering of interventions makes the collection of evaluation data extremely complicated (step 2). If each sector is equipped with its own measurement tools, it is difficult to find satisfactory observation tools for evaluating the impacts of a complex programme. Evaluators often settle for statistics and indicators which are too sector-specific to be relevant and fail to examine the programme rationale.
When a programme consists of numerous categories of largely incomparable actions and has multiple objectives, the complexity of information gathering increases exponentially. Each of the expected impacts should be estimated for each of the categories of action, without exceeding the limits of a reasonable budget. Most often, this squaring of the circle is solved by giving up information gathering in the field. The evaluation report then amounts to little more than a collection of opinions by the actors involved and by experts. In this way empirical observation is abandoned, although it is one of the essential elements in an evaluation worthy of the name.
Finally, virtually all joint evaluations strive to produce consensual conclusions. However, each partner has its own judgement criteria, its own way of weighting the various criteria, and has to be accountable to its own citizens and taxpayers. When efforts are made to paper over legitimate differences between the various points of view, the partnership becomes meaningless and the evaluation risks being transformed into an essentially futile ritual.
The difficulties of joint evaluation thus affect all four evaluation stages as indicated in Figure 2 .
We think that these problems are not insurmountable and that innovative technical solutions offer the possibility of overcoming the difficulties of joint evaluation. Some of these technical solutions have recently been developed and are presented below.
Partial Technical Solutions

A Solution for Defining Expected Impacts
When a policy has numerous ambiguous and disjointed aims, the evaluation has to start by clarifying the intentions of the partners without opening a Pandora's box by calling 
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for a re-negotiation of objectives. A good solution consists of putting the following question to the partners: 'Which impacts (positive or negative) do you expect your action to produce?'. In response to this question a list of 'expected impacts' is obtained that may be worked on collectively to reconstruct a logical model of the programme and, thus, make it evaluable. This method has often been used successfully, as shown in Box 1, although it requires a long process in which collective deliberation matures.
The importance of this preliminary structuring has been confirmed by many American professionals who recently evaluated in partnership the highly decentralized programmes of the Kellogg Foundation (Worthen and Schmitz, 1997). One of their conclusions was that the reconstruction of a logical model requires a great deal of time and interaction between partners in the form of meetings and conferences (Sanders, 1997) .
The collective construction of a logical model can be accelerated to a large extent by means of the concept mapping technique recently introduced into the evaluation toolbox (Trochim, 1989) and illustrated by way of an interesting case study in Box 2. This technique makes it possible to involve a large number of persons efficiently in the structuring of the programme logic.
In the context of the European Commission MEANS programme, we organized a pilot application of the concept map as part of a joint evaluation. The test pertained to the economic development programme financed and run jointly by the European Commission, the Spanish government and the Valencia region (Alda and Bigne, 1996; European Commission, 1998) . The evaluation was initiated with a series of meetings in which the partners constructed a concept map of expected impacts. Each expected impact was given a name (e.g. 'diversification and efficiency of energy resources') and served as a basis for the evaluation of the programme effectiveness. Each impact was linked to one or more indicators (e.g. 'number of firms using natural gas'). These indicators were then used, in a before-after trend comparison, to give an idea of the overall effectiveness of the programme in relation to the 10 main expected impacts.
Our experience shows that the concept mapping technique paves a safe way for the
Box 1. Reconstructing a Logical Model of the Programme
In the United States, a drug, tobacco and alcohol abuse prevention programme involved several hundred partnerships between the federal administration and local organizations. At the start of the evaluation, the logic of the policy was clarified, structured and simplified in a collective process involving approximately 50 persons: local evaluators, central evaluators, staff from the federal agency responsible for the programme and managers from local partnerships. Initially, the expected impacts were described during meetings, based on the experience of operators in the field. The formatting of these results gave an initial outline of a 'logical model' describing the programme and the way in which it produced its effects. This model was then worked on by several groups of partners before being submitted in the form of a written report to all the operators. The model thus formulated was simple (eight major impact categories), precise and operational. Because it was devised jointly, it was easily accepted and used as a basis for the rest of the evaluation. (Yin et al., 1996) Evaluation 4(2) partnership evaluation of a programme when the objectives are multiple and imprecise.
A Solution for Constructing Appropriate Measurement Tools
When the partners clarify expected impacts together, the exercise often involves a degree of semantic innovation. Hence, evaluation will reveal expectations such as 'enhanced employability of the jobless', 'enhanced attractiveness of the town', or 'more equal opportunities'. Even if the meaning of the terms used can be defined fairly precisely, it is often impossible to find a measurement tool suited to the new concepts that emerge during discussions between partners. We believe that when the available indicators prove to be inadequate, it is possible to create new qualitative indicators by means of impact scoring sheets. The scoring technique is still largely absent from evaluation practice, with the exception of development aid where it has been used by most sponsors since the latter half of the 1980s (OECD, 1996) . Box 3 shows how the World Bank uses scoring in its evaluations.
In partnership situations, scoring is legitimate only if it fully takes into account different points of view on performance and effectiveness. Therefore, each evaluation is unique and warrants the construction of an appropriate scoring system which will eventually become obsolete after completion of the programme.
That is the case with the implementation of European Structural Funds in the UK. These programmes have all the characteristics of partnerships, including some vague objectives and multiple forms of intervention. In many cases, the programme managers have devised scoring sheets to facilitate the selection of projects (Allan, 1996) . This practice is interesting in that it shows the possibility of creating measurement tools specifically adapted to a given programme. On the other hand, these tools have a limited lifespan. We consider that a scoring system is a means to overcome the problems which partnership evaluation almost always encounters when trying to identify indicators.
Box 2. An Application of the Concept Mapping Technique
The concept mapping technique was used in Northern Ireland to evaluate a reconciliation programme between the Catholic and Protestant communities. The evaluative question was: 'what type of conciliatory actions best contribute to improving mutual understanding between the communities?'. As a result of collective reflection involving 200 persons, numerous proposals were put forward (e.g. 'support for the Irish language as an integral part of our cultural heritage'). During a smaller meeting the proposals were grouped together by subject. Each participant grouped the proposals together in coherent piles and gave them a score of between 1 and 5 for their relevance. These groupings were then synthesized by means of a software tool. The result was presented in the form of a map distinguishing six groups of conceptually similar proposals (e.g. 'cultural traditions'). (Knox, 1995) 
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A Solution for Empirical Observation
A common feature of joint policies is their heterogeneity. Co-funded programmes often include dozens of different forms of intervention, each aimed at a distinct public and producing impacts by means of a particular mechanism. If we divide this type of programme into homogeneous categories of projects, each category contains a small number of beneficiaries. This context precludes the use of quantitative data collection techniques such as sampling or questionnaire surveys.
Even with a particularly heterogeneous programme, it is nevertheless possible to gather credible and useful data by means of the parallel case studies technique, an example of which is given in Box 4. We contributed to an evaluation which used this technique in a case of highly heterogeneous interventions. It consisted of evaluating the employment impact of the various policies of the Rhône-Alpes Region (Conseil Régional Rhône-Alpes, 1996) . From approximately 100 types of intervention in the region, 35 were selected for a rapid analysis without observation in the field. The analysis focused essentially on direct and indirect potential impact. Among those interventions with the strongest potential employment impact, eight were selected for case studies. Each case study included enough visits and interviews for the impact assessment to be precise and credible. Moreover, the eight case studies were carried out concurrently in order to produce comparable impact assessments. It was thus possible to produce generalizable conclusions, for example, ranges of costs per job created.
In the case of co-funded programmes which are often highly heterogeneous, we consider the parallel case study technique to be a good way of achieving a credible observation of results in the field.
A Solution for Respecting the Viewpoint of Each Partner
How is it possible in joint/partnership evaluations to ensure that each partner's viewpoint is taken into account? Most partnership evaluations produce a single conclusion which masks the fact that some impacts are essential for one partner but 
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secondary for another. Even though the theoreticians of evaluation recognize this difficulty (House, 1995) , few practical solutions exist.
We believe that joint evaluation must produce a differentiated judgement reflecting the viewpoint of each partner. This approach was suggested to us by the success of an experiment in Switzerland, presented in Box 5. In this highly conflictual case, the evaluation team enabled each stakeholder to make their own balance between the evaluation criteria. The risk of irreconcilable differences was taken but, fortunately, the points of consensus between judgements based on differing points of view were enough to defuse the conflict.
We are convinced that multicriteria-multijudge analysis almost always reveals an area of consensus between the actors concerned. This conviction is supported by a test that we organized as part of the MEANS programme (European Commission, 1995 , 1998 Vandendorpe, 1996) . The test concerned a regional development programme, co-
Box 4. An Application of the Parallel Case Studies Technique
The parallel case studies technique was used in the United States to evaluate a federal infant mortality prevention programme. This programme was implemented in a highly decentralized way, following a call for tenders open to local partners. The financed projects were extremely different in every way (size and composition of the target public, strategies of prevention chosen, etc.). An evaluation of each project was required, but it was impossible to draw general conclusions because the evaluations were too context-specific. The evaluation team finally chose to select a series of case studies and to analyse all the cases by means of scoring scales based on the 10 basic principles used to define the federal policy. (Roberts and Wasik, 1996) Box 5.
Application of the Technique of Multicriteria-Multijudge Analysis
In 1985, the Geneva canton administration entered into conflict with environmental protection associations and certain elected representatives over the extension to an incineration plant. To resolve the conflict, the canton administration created an eightmember task force comprising representatives of the administration and the associations. This group was presented with 14 waste management strategies (e.g. incineration, sorting at the source, waste collection sites, composting, etc.). At the end of an iterative process, a list of 11 judgement criteria was drawn up (e.g. costs, reliability of the system, energy, energy recovery, discharges into the environment, and consumer awareness-participation). Experts from two federal institutions then gave a score to each strategy in terms of these 11 criteria. They also asked each member of the task force to grade the criteria in order of priority. In this way, the evaluation team was able to establish eight classifications of the various strategies (one ranking per task force member). At the end of the study, two strategies seemed to be acceptable to everyone. They both recommended an incineration plant and another type of treatment facility (composting or methanation) for certain types of waste sorted at source. (Simos, 1990) 
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funded by the European Structural Funds and the government of the Walloon Region (Belgium). The evaluation team first gave scores to the different actions in the programme in terms of several effectiveness criteria. The evaluation synthesis was entrusted to six 'judges' (officials in the European Commission and the Walloon government and close collaborators of the regional ministries). In confidential individual interviews with these six judges, the evaluation team clarified their prioritization of the evaluation criteria. Despite significant disagreement on the weight to be given to the different criteria, there was a high degree of correlation between the six judges' classification of the actions of the programme. By risking divergent conclusions, the evaluation helped to reveal a real, albeit partial, area of consensus on certain effective or ineffective actions. Given that the aim was to reallocate part of the programme budget to the most effective actions, the evaluation shed new light on the programme in a way which was unquestionably useful to the partners, without threatening their relations.
Integrating Partial Solutions in an Overall Method
Each of the techniques presented here was used separately. If, however, we wish to obtain a complete method for joint evaluation, we need to combine these different innovations. This attempt to create an integrated method follows a path already explored by Trochim (1989) and presented in Box 6.
We were able to construct an integrated method and to test it successfully during the evaluation of a policy co-decided and co-funded by the French government and the Poitou-Charentes Region.
Evaluation of Urban Policy in the Poitou-Charentes Region
In 1997, the French government and the Poitou-Charentes Region decided to evaluate in partnership their common policy for urban development. The evaluation was decided, managed and paid for by both partners. It enjoyed significant support from the Ministry of Public Works in the form of technical assistance and a research grant.
The policy for urban development fits into the framework of a 'Contrat de Plan'(a joint five-year plan) between the State and the Region. The State's point of view is represented by an 'Urban Inter-Ministerial Office' within the central administration and, at a more decentralized level, by the 'Préfecture' of the Region. The national policy, which stems from a concern to avoid rundown areas turning into ghettos,
Box 6. A Method Integrating Four Techniques
This example consists of a study to define the objectives of a religious community in the United States. A task force used the concept mapping technique to outline the main objectives. Each objective was then interpreted, named and defined by means of focus groups. Individual interviews were then held with the key actors to validate the objectives and specify their content in operational terms. Finally, the whole community was surveyed with postal questionnaires, on the basis of the results obtained with the first three techniques. (Trochim, 1989) Evaluation 4(2) promotes social development and the integration of young persons in difficulty. The regional point of view is represented by the Regional Council of Poitou-Charentes, an elected, politically independent institution which prioritizes economic development and the complementarity between the main regional towns. The urban policy also involves two infra-regional levels, the 'départements' and municipalities, whose role is one of promotion, selection and coordination of projects. These levels were involved in the evaluation in various ways but not as 'partners' in their own right.
The policy evaluated comprised about 1200 projects funded by the two partners, between 1994 and 1996. These projects were implemented by 240 operators (municipalities, associations, sports clubs, housing bureaux, etc.). The funds amounted to 6 million ECU for the projects supported by the State and to almost the same amount for those supported by the Region. Very few projects received aid simultaneously from both partners.
The funded projects belong to four main categories:
(1) Urban facilities (e.g. renovation of a rundown shopping centre subject to vandalism). (2) Equipment (e.g. building a concert hall specialized in music of interest to young people). (3) Collective social actions (e.g. sports and cultural activities organized in the streets for children without close family supervision). (4) Individual social actions (e.g. interviews with a psychologist for young persons interested in taking practical training courses).
The above examples show that the projects varied widely and that each one would normally have been evaluated individually. However, the State and the Region decided that their policy would be evaluated globally and jointly. A group of 12 persons was commissioned by the partners to guide the evaluation. This group drew up the terms of reference which were approved by the partners in March 1997. The main aims regarding the use of the evaluation utilization were as follows:
• Provide a decision-making aid to the programming of national funding in 1998.
• Inform deliberations by the Region on the revision of its strategy as of 1998.
• Prepare the negotiation of the next 'Contrat de Plan' between the State and the Region, as of 1998.
The two main evaluative questions were as follows:
(1) What is the effectiveness of the different categories of action in relation to the objectives of the two partners? (2) Is there complementarity and synergy between the actions funded by the two partners?
Our team was responsible for carrying out the evaluation in collaboration with a team specialized in urban development (CERUR), which carried out the empirical observation. The method used combined the four technical solutions which we considered to be the most suitable for joint evaluation. Their order is recalled in Figure 3 .
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Impact Mapping
Based on an exhaustive reading of available administrative documents, we extracted 88 sentences and citations on the consequences of the policy: expected impacts, objectives, needs, etc. Two meetings were organized with approximately 30 operators and project leaders. The participants examined the impacts taken from official texts and noted that few of them were written in operational terms. They subsequently drew up and validated a list of 75 impact descriptors summarising, in short sentences, the possible effects of the policy, whether positive or negative (e.g. 'development of school/business relationships benefits the youth in underprivileged districts'; 'demographic structure of the town remains balanced'; 'the underprivileged population is not concentrated in certain districts').
The work continued in a regional seminar consisting of three sessions over a two-day period. Most of the 15 participants in the seminar were regional and national officials, but project leaders were also invited. The first session of the seminar was devoted to discussion on impact descriptors. During a second session, the participants graded these impacts on a scale of 1-4, and grouped them according to their conceptual similarity. The groups thus formed by the participants were synthesized in the form of a concept map which was discussed during a third session. The participants subsequently formed eight impact groups, the content of which was discussed at great length. These eight groups were considered to be the partners' priorities and were used as evaluation criteria. The eight priorities were: (1) restoring of equality of opportunity; (2) construction of identity and socialization; (3) responsibility and citizenship; (4) convergence of institutional logics and adaptation of professional practices; (5) access for young people to employment; (6) social and spatial integration of districts into towns; (7) balanced network of urban solidarity; and (8) attractiveness of the region through the image of its towns and cities.
The seminar also tried to ascertain whether available indicators could be used to estimate the effectiveness of the policy in relation to the criteria thus defined. Nineteen quantitative indicators were identified (e.g. 'number registered on voters' roll', 'number of persons benefiting from a minimum wage'), but the partners noted that none of these indicators were truly satisfactory for evaluating the effectiveness of the policy from their point of view. It was therefore decided to opt exclusively for qualitative indicators through the use of scoring sheets. The Scoring System A scoring sheet was drawn up for each of the eight priorities. To construct the scoring sheet of a priority, we used the impact descriptors which had constituted that priority. We nevertheless eliminated impacts which were too immediate (e.g. 'young people are informed of the aid they may receive') as well as descriptors that were too theoretical (e.g. 'social cohesion is reinforced'). We also rejected those impacts occurring at a level which was too macro to be considered credible in the case study of a project (e.g. 'discrepancies between the populations of city centres and their periphery have not increased'). After this process, a total of 50 impact descriptors was integrated into the eight scoring sheets.
On each scoring sheet, the descriptors were rewritten so as to be operationally evaluable by the survey team. Figure 4 shows how one of the descriptors was added to the scoring sheet entitled 'access for young people to employment'. An impact was considered to be fully achieved if the survey team could justify an affirmative answer to all the lines on the scoring sheet. If this was the case, the project received the maximum score possible for that impact. The maximum score for a sheet is 10 and is divided between the descriptors on the sheet, according to the importance attributed to these descriptors during the preparatory evaluation meetings.
The eight scoring sheets were the object of an initial test by telephone interview on 20 projects. As a result, some of these were rewritten. It could be suggested that, at this 
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stage of the evaluation, we had constructed eight 'qualitative impact indicators' reflecting the eight priorities of the partners in a way which was both reliable and operational.
Parallel Case Studies
For the purpose of carrying out case studies, we chose 20 projects spread out equally between the four main types of action. Half of the projects studied had received national funding and the other half had received regional funding. Moreover, a third of the projects were selected for their potential synergy between national and regional funding.
We deliberately chose to work from projects considered to be reproducible successes. By systematically evaluating successful projects, we acted as if the 'départements' and local authorities implemented the policy in the best possible way at a sub-regional level. We explicitly decided not to evaluate the work of sub-regional authorities, acknowledging that this would be the purpose of another evaluation. We considered that national and regional authorities had to evaluate what was under their own responsibility, namely to design a good policy, while leaving sub-regional authorities the task to evaluate what they were responsible for, namely to implement the policy. Our decision to evaluate successful projects allowed the strengths and weaknesses of the case studies to be imputed to the policy design and not to the implementation. This technical choice was basically made in a spirit of subsidiarity, a principle which means that a given task (in this case, the evaluation) should be undertaken at the level of government which is best equipped for carrying it out properly. Had we examined sub-regional performance and implementation, it would have comprised another evaluation in which 'départements' and towns should have been involved as partners in their own right. In such an evaluation, we would have selected both successful and unsuccessful projects for case studies.
Following a call for tenders, the field survey was entrusted to a consultant specialized in urban policy. It cost 45,000 ECU and lasted three months. Each of the 20 case studies included:
• A monograph of 4-10 pages describing the entire project, its history, its funding and the way in which it contributed to the effectiveness of the policy as defined in the evaluation framework.
• The eight scoring sheets filled in by the survey team, where the project was given a score of between 0 and 10 on each sheet. • The list of persons meeting (between four and eight per project, including beneficiaries in most cases).
Each case study was checked by the project leader. The vast majority of corrections asked for had been made. At this stage of the evaluation, it was possible to analyse the synergy between the projects and to answer the corresponding evaluative question.
The Multicriteria-Multijudge Analysis
A panel of six assessors ('judges') was constituted to rank the projects studied. Each assessor was consulted in a face to face, confidential interview. At the start of these
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interviews the assessor was asked if their point of view was closer to that of the State or to that of the Region. The answers were subsequently used to rank the projects for each partner. Next, we showed the assessor the monographs of those projects of which they had sound personal knowledge. We checked whether the assessor thought that the case study accurately reflected reality and whether the scoring seemed transparent. Several minor corrections were made after this verification but, on the whole, the scoring was considered to be credible.
We then submitted to the assessor three or four monographs of projects with which they were not familiar and asked whether the monographs were detailed enough to enable an opinion to be formed. The answers were always in the affirmative. The assessor was then invited to classify these projects intuitively, ranging from the most worthy of funding by the urban policy, to the least worthy. Most members of the panel easily carried out and argued this ranking, with the exception of one assessor who would only agree to sort the projects into two groups (good or bad).
We relied on this 'intuitive' ranking of some of the evaluated projects to construct a 'mathematical' ranking, which reproduced as accurately as possible the assessor's preferences. In establishing our mathematical ranking we had the choice between numerous multicriteria techniques (Roy and Boussou, 1993; Vincke, 1992) . We opted for the simplest one, comprising calculating weighted overall scores based on the scores obtained by each project for each criterion. The weighting coefficients were adjusted in order that our mathematical ranking would classify all the pairs of projects in the same order as the assessor's intuitive ranking. We achieved this in 76 percent of the cases.
It was confirmed that the members of the panel had widely divergent points of view on the weight to be given to the different criteria. Figure 5 illustrates these differences.
At this stage of the evaluation we considered that we had a sound method for simulating the way in which the assessors judge projects. We used this method to calculate the average weighted score of each of the 20 projects for each of the six assessors. The result was synthesized and presented to the partners in the form shown in Figure 6 .
Potential of the Method
At the time of writing, it is still too early to study the use made of this evaluation by the partners. It is nevertheless possible to describe the potential of the method. Several possible uses can be considered:
• The definition of effectiveness criteria may be used to transmit clear messages on the partners' intentions or to obtain additional clarification on the objectives when this appears to be necessary. • The scoring sheets may be used to improve the project selection process.
• A small group of 'success stories' may be selected from the 20 cases studied and used in a publicity campaign to report on urban policy and promote good practice.
• Conclusions concerning the effectiveness of the actions may be used as a contribution to deliberations on the reformulation of the strategy of either of the partners, and in the re-negotiation of their partnership.
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At the end of this experiment, we are in the opinion that the method tested constitutes a significant step forward in the field of joint evaluation. It should provide better value for money in those situations in which evaluation is particularly difficult.
The Final Synthesis of a Joint Evaluation
Apart from its interest from an operational point of view, our experiment may also contribute towards the flourishing theoretical debate on the 'final synthesis' of evaluation.
An initial debate was generated by the standpoint adopted by Scriven (1994) who considered that no good evaluation can exist without a structured clarification of criteria and benchmarks. According to him, evaluation implies a conceptualization of the merits of the object to be evaluated, and it is this conceptualization which forms (or should form) the basis of a conclusion in the form of a value judgement. This point of view was opposed by some experts who argued that such formal, explicit and structured synthesis was never to be found in the work of evaluation practitioners. On the contrary, the human mind is not capable of using anything but intuition in expressing a judgement in a real situation (Stake et al., 1997) .
Undeniably, our entire experiment consists of a formal and structured approach for judging regional urban policy in terms of explicit criteria. In this sense, it corresponds with Scriven's wishes and proves wrong those who consider them to be inapplicable. However, our approach would never have been viewed as credible by the partners had we not shown its correspondence with their intuitive judgement. We recall that each assessor examined between three and six monographs presenting projects in a way which he or she saw as 'rich', 'interesting' and 'informative'. During our interviews, almost all the assessors willingly agreed to rate these monographs from best to worst, in a fundamentally intuitive way. The strength of our approach was that we were thus able to produce a structured judgement which corresponded fairly well (in 76 percent of the cases) to an intuitive judgement. This constitutes a way of reconciling the two conflicting points of view on the final synthesis.
Another concern is the uniqueness or plurality of the final synthesis. House considers that it is generally possible to produce a consensual conclusion, while Shadish considers that each actor has the right and the duty to make her/his own synthesis, even if these result in contradictory conclusions (House, 1995) . As we have seen, our approach falls squarely into the pluralistic synthesis camp, although it results in conclusions which are partly consensual. Once again, on this point, we end up with a form of reconciliation between the two schools.
We may, however, ask ourselves whether our approach respected both partners' points of view sufficiently. Whereas all the evaluation stages were conducted with a view to ensuring a balanced partnership between the State and the Region, the expression from the regional point of view progressively weakened compared with the national view. The symptoms of a weakening regional point of view were as follows:
Toulemonde et al.: Evaluation in Partnership
• Two out of eight criteria expressed an essentially regional point of view (four expressed the national point of view and two were mixed). • These two criteria comprized statements which were generally less precise and lent themselves less to observation; their score sheets were shorter.
This phenomenon may be explained as follows:
• The State policy is 15 years old, whereas that of the Region is more recent and flexible.
• Debate on national policy has spawned a specific vocabulary and a coherent view of what is being done in the area of urban social development. By contrast, there is virtually nothing 'ready to say' to explain regional political intentions simply.
• National policy has made a profession out of social development. Several spokespersons for this profession played an active part in the evaluation and were involved in monitoring it. In contrast, the actors in regional policy are generalists and their participation in the evaluation was not continuous.
• We may consider that there is a monitored policy at national level whereas regional policy at present still appears to be a largely unstructured administrative procedure with no strategy or true objectives.
Relatively speaking, this situation resembles that of the unbalanced joint evaluation described in Box 7. If we had gauged this risk of imbalance sooner, we would probably have organized a different type of evaluation. Rather than setting up a joint discussion from the outset, we would have created two work groups, each with the task of stating and clarifying the impacts expected by the State on the one hand, and by the Region on the other. The regional work group would probably have required several meetings to attain a comparable level by creating its own vocabulary and framework of reasoning. Once a balance had been reached, the evaluation could have continued its course as a true partnership.
Subject to identifying and compensating for this type of imbalance, we think that our experiment constituted a life-size test and validated a way of reconciling conflicting conceptions of evaluation: the theory of structured or intuitive synthesis on the one hand, and that of consensual or pluralistic synthesis on the other.
Box 7. Example of Unbalanced Partnership
A Canadian NGO ran a local development aid programme in Papua New Guinea. It was decided to evaluate this programme jointly by the Canadian donor institutions and the local authorities. After a series of interviews with the programme participants, a joint discussion group was formed to reflect on the expected impacts, with the help of a concept mapping technique. Because of the difference in resources (deference towards the donors, lack of understanding of the concepts) the role of the local partners progressively diminished and the evaluation conclusions were unbalanced. (Mathie and Greene, 1997) Evaluation 4(2)
