Global radial basis function (RBF) collocation methods with inifinitely smooth basis functions for partial differential equations (PDEs) work in general geometries, and can have exponential convergence properties for smooth solution functions. At the same time, the linear systems that arise are dense and severely ill-conditioned for large numbers of unknowns and small values of the shape parameter that determines how flat the basis functions are. We use Helmholtz equation as an application problem for the theoretical analysis and numerical experiments. We analyse and characterise the convergence properties as a function of the number of unknowns and for different shape parameter ranges. We provide theoretical results for the flat limit of the PDE solutions and investigate when the non-symmetric collocation matrices become singular. We also provide practical strategies for choosing the method parameters and evaluate the results on Helmholtz problems in a curved waveguide geometry.
1. Introduction. We started writing this paper in 2004. Some of the results can be found in the MSc thesis of the second author [30] . At that time, the first paper on the flat radial basis function (RBF) interpolation limit [5] had just been published, and most of the work on the paper about multivariate flat RBF limits [20] was done, but the paper was not published yet. The focus of research in RBF-based methods for partial differential equations (PDEs) was on global collocation methods, and we were interested in the limit behavior for RBF approximations to PDEs. Then the manuscript ended up 'in a drawer' due to various circumstances, and we came to pick it up again 15 years later. The current research focus has shifted to localized RBF-methods such as RBF-generated finite difference methods (RBF-FD) [10] and RBF partition of unity methods (RBF-PUM) [22] . However, we think that the results in this paper, even though they are on global RBF methods, provide insights that are generally useful also today. The objectives of the work are
• to investigate the approximation errors theoretically and numerically to gain understanding both about the flat limit, the convergence properties, and the dependence on the shape parameter, • to identify the gaps between theoretical results and numerical behavior, • to provide practically useful strategies for choosing the method parameters and assessing the results. The outline of the paper is as follows: In Section 2, we define three different Helmholtz test problems that are used throughout the paper. In Section 3 we derive the systems of equations for non-symmetric and symmetric collocation. Section 4 is devoted to cases where the non-symmetric collocation matrix is singular, and in Section 5, we discuss the limit properties. How to prove these properties is sketched in Appendix A. Section 6 contains a combination of theoretical error estimates, and more heuristic error approximations. Then in Section 7, we provide numerical results as well as practical strategies for method parameter selection. The paper ends with a discussion of the results in Section 8.
2. Generic and specific model problems. Throughout the paper, we consider time-independent, linear, partial differential equations (PDEs). We assume that the PDE equation(s), together with the different boundary equations can be summarized as
where L i is a linear operator, u is the solution function, f i is a given function, x = (x 1 , . . . , x d ) ∈ R d , and Ω i ⊆Ω is a region in the computational domain or a boundary segment.
To give examples and illustrate specific properties, we use a series of Helmholtz problems of increasing complexity. The Helmholtz equation models time-harmonic wave propagation, and in all cases, we consider wave guide problems with a wave originating from a source at the left boundary and propagating to the right. We allow reflected waves from the interior of the domain to propagate back to the left and out through the left boundary, but no waves may enter from outside the right boundary. The main reasons for our choice of model problems are the following:
• There is one problem parameter, the wavenumber κ, that can be varied to study its relation to the RBF method parameters. • A Helmholtz problem is generally more difficult to solve than a Laplace or Poisson problem, especially for large wavenumbers, due to the indefiniteness of the operator, the wave nature of the solution, and the typically more complicated boundary conditions. The Helmholtz PDE is in all examples given by L 1 u(x) = −∆u(x) − κ 2 u(x) = 0, x ∈ Ω 1 = Ω.
(2.
2)
The first and simplest model problem is one-dimensional, with Ω = (0, 1). The non-reflecting (or radiation) boundary conditions are given by 4) and the analytical solution is u(x) = exp(iκx), if κ is constant. The second problem is two-dimensional with a rectangular domain Ω = (0, L 1 ) × (0, 1). At the top and bottom boundaries, we use the Dirichlet boundary condition L 4 u(x) = u(x) = 0, x = (0, x 2 ) or x = (L 1 , x 2 ), (2.5) indicating that we consider a waveguide type of problem. The conditions at the left and right boundaries are where α m = mπ L1 , β m = κ 2 − α 2 m , and m ≥ 1 is an integer. These conditions allow for just one propagating mode in the solution, which is given by u(x) = exp(iβ m x 2 ) sin(α m x 1 ), assuming a constant κ. It should be noted that if κ and m are chosen such that β m = 0, the problem is not well-defined, and we avoid such combinations in the experiments.
The third and final problem is also two-dimensional, but the domain Ω is now enclosed between two curves γ 1 (x 2 ) < x 1 < γ 2 (x 2 ), x 2 ∈ (0, 1), see Figure 2 .1. The Dirichlet condition (2.5) is modified to hold at γ 1 and γ 2 . L 4 u(x) = u(x) = 0, x = (γ j (x 2 ), x 2 ), j = 1, 2.
(2.8)
At the left and right boundary, we use so called Dirichlet-to-Neumann map (DtN) radiation boundary conditions [18] 
β m u(·, 1), ψ 1 m ψ 1 m (x 1 ) = 0, x 2 = 1, (2.9) where, for a fixed x 2 , the modes ψ x2 m = √ 2 sin(α m (x 1 −γ 1 (x 2 )), with α m = mπ γ2(x2)−γ1(x2) . The inner product is given by 10) and the amplitudes A m = ψ 0 m (x s ), where x s is the position of the source in the vertical coordinate. The amplitudes are chosen to emulate a point source. The DtN conditions allow for any combination of modes to move transparently through the vertical boundaries. For practical and computational reasons, the infinite sum is truncated at µ x2 = κ(γ2(x2)−γ1(x2)) π . For a discussion of the assumptions behind this truncation and these particular DtN conditions, see [29] . 3. The RBF approximations. In this section, we first describe Kansa's nonsymmetric collocation method [17] for our model problems. The main advantage of the non-symmetric collocation method is its simplicity. This is also why we use this method for both numerical and theoretical studies throughout this paper. However, an argument against using non-symmetric collocation is that the RBF approximation matrix, in rare cases [16] , can become singular. This is discussed further in Section 4. To avoid singularity, symmetric collocation [43, 6, 14] can instead be employed. This is slightly more involved, especially with non-trivial operators, which is why we include an example of how to do this for the one-dimensional model problem.
3.1. Non-symmetric collocation. When we use non-symmetric collocation to discretize the problem (2.1), the RBF approximant is given by
where x j , j = 1, . . . , N are the RBF center points and ε is the shape parameter. The collocation conditions are imposed at the N center points. Let x k j , j = 1, . . . , N k be the subset of center points that belong to the region or section Ω k . The corresponding operator is used for collocation, and we get the equations
If the points are ordered according to the set affiliation, we get a system of equations, M λ = f , with the following general block structure
where the block L k φ is of size (N k × N ). Applying the operators in the specific model problems to the RBFs is straightforward, except for the DtN operators in (2.9). The left boundary condition applied to one of the RBFs and evaluated at the point x = (x 1 , 0) takes the form
To form the whole block L 2 φ, we need to evaluate µ 0 · N inner products. This cannot in general be done analytically for infinitely smooth RBFs such as multiquadrics, inverse quadratics, or Gaussians. One of our aims with choosing the Helmholtz model problems was to see if using RBFs would make it difficult to implement non-trivial boundary conditions. There are no fundamental issues preventing implementation of boundary conditions involving linear functionals applied to the basis functions. A practical issue is that the computational cost for the quadrature is quite large, although linear in N . In Section 7, we investigate how accurately we need to compute the inner products to not destroy the overall accuracy of the solution. The experiments show that we need to compute the inner products more accurately than the overall error tolerance, which increases the cost further.
Symmetric collocation.
Non-singularity of the RBF approximation matrix can be ensured through symmetric collocation [43, 6, 14] . The idea is to view the RBF φ(ε x − ξ ) as a function of two variables ψ(x, ξ). Then in the ansatz for the RBF approximation, for each basis function, the operator corresponding to its center location is applied to the second argument of the basis function. Since we consider complex operators, we also need to conjugate the operators in order to get a Hermitian matrix in the end. The approximation then takes the form
For the one-dimensional Helmholtz problem, collocation with this ansatz leads to a system of equations with the following structure
. To see that the coefficient matrix M really is Hermitian, we can use the following differentiation rules for the RBFs
We can then show for the different blocks in the matrix that the matrix elements satisfy m jk = m kj . As an example, for elements in the first two off-diagonal blocks we get
Apart from the important non-singularity property, limited numerical experiments also show that the conditioning is slightly better (one order of magnitude) than for the non-symmetric method. However, the error curves, as functions of both x and ε, are close to identical.
It would be complicated to implement the symmetric collocation method for the two-dimensional problem with DtN boundary conditions. It would also be even more costly than for the non-symmetric case, because of the increased number of integrals to compute. As mentioned for example in [16] , when using non-symmetric collocation, singular matrices are hardly ever observed. Due to its simplicity, non-symmetric collocation is more widely used than symmetric collocation. In the following, we choose to study the properties of the non-symmetric collocation method.
4. Singularity of the RBF collocation matrix. As already stated, the RBF collocation matrix may become singular with the non-symmetric collocation approach. This becomes particularly clear for problems with a parameter that can be varied freely as for our Helmholtz examples. For the one-dimensional Helmholtz model problem, we can in fact show that for any given node distribution (with distinct nodes) there are always wavenumbers κ that lead to a singular collocation matrix.
To get the equations in an appropriate form for eigenvalue analysis, we multiply the PDE (2.2) with −1 and the boundary conditions (2.3) and (2.4) with iκ. After collocation with the PDE at the interior points x 1 j , and the boundary conditions at the boundary points, we get a collocation matrix M with elements
We can express M as a matrix polynomial in κ,
where A, B, and C are real matrices. Furthermore, A is the usual RBF interpolation matrix. The question of singularity of M can be posed as a quadratic eigenproblem
For standard RBFs and distinct points, A is non-singular. By introducing w = κv we can then reformulate (4.1) as a standard eigenvalue problem
Solving this problem leads to 2N eigenvalues. That is, values of κ for which the collocation matrix M is singular. Two of the eigenvalues have to be κ = 0 because of the scaling of the boundary conditions. By conjugating equation (4.1), we get
That is, if (κ, v) is an eigenvalue-eigenvector pair, then (−κ,v) also is. Hence, all eigenvalues with Re(κ) = 0 must come in pairs (κ, −κ). Then, there may also be a number of eigenvalues on the imaginary axis. The κ that are of interest in the Helmholtz problem are such that Re(κ) > 0. We are then left with a maximum of N − 1 potentially interesting wavenumbers that lead to a singular problem. In Figure 4 .1, the eigenvalues that lead to a singular system are computed for different problem sizes using multiquadric and Gaussian RBFs. For multiquadrics, there are no eigenvalues in the region of interest, that is, real wavenumbers with solutions that are well resolved. The eigenvalues with the largest real part are closest to the real axis. These problems are resolved to 2πN/κ ≈ 2 points per wavelength, which is the theoretical lowest possible resolution to use for a wave propagation problem. The Gaussian approximation produces eigenvalues that are closer to the real axis, but also here the eigenvalues with large real part correspond to badly resolved problems. It should be noted that complex wavenumbers, typically with a significantly smaller imaginary part than real part, are used in practical applications to model damping within the media that the waves propagate through. 5. The flat RBF limit for PDE problems. The limits of multivariate RBF interpolants as the shape parameter ε goes to zero were analyzed in [20, 37, 25, 39, 24] . The same type of limits for finitely smooth RBFs where also studied in [42, 23] . It was shown that the limit behavior is closely related to polynomial unisolvency [2] on the set of node points. We define
which is the dimension of the space of polynomials of degree K in R d . If N = N K,d , and the node set is unisolvent, then the (infinitely smooth) flat limit RBF interpolant reproduces the multivariate polynomial interpolant of degree K on these nodes. When we apply the non-symmetric collocation method to a PDE problem, the RBF approximant has the same general form (3.1), and we can derive corresponding results for the limit.
In order to express the conditions for different limit results, we need to define two matrices, P and Q, from which we can determine polynomial unisolvency and unisolvency of the discrete PDE problem. Let {p j (x)} N j=1 be N linearly independent monomials of minimal degree in d dimensions. For example, for N = 7 and d = 2, we can choose {1, x, y, x 2 , xy, y 2 , x 3 }. If N K−1,d < N ≤ N K,d , then the degree of p N (x) is K.
The set of node points {x i } N i=1 satisfies polynomial unisolvency if there, for any given data at the node points, is a unique linear combination N j=1 β j p j (x) that interpolates the data. This is equivalent to non-singularity of the matrix
In cases where P is singular, we instead construct a minimal non-degenerate basis [20] . Such a basis can be constructed by choosing N monomials of smallest possible degree under the constraint that they give linearly independent columns in the matrix P . The highest selected monomial degree M is then also the degree of p N (x). As an example, for N = 5 node points all located on the line x = y, a minimial non-degenerate basis is {1, x, x 2 , x 3 , x 4 } and M = 4. Unisolvency of the discrete PDE problem on the set of node points
This is equivalent to non-singularity of the matrix
As in [20] , we need the RBFs to fulfill three conditions in order to get the results in the theorem given below. We repeat the conditions and discuss their validity briefly here, but for a full explanation, we refer the reader to [20] .
Certain matrices A p,J , built from the coefficents a j in the Taylor expansion of φ(r), are non-singular for 0 ≤ p ≤ d and 0 ≤ J ≤ K. Condition (I) is true for all infinitely smooth RBFs that are commonly used. Condition (II) is likely to hold for some value of R, but the previous section shows that M can become singular at any ε, given a specific combination of PDE problem and node points. Condition (III) was shown to hold for these RBFs in [25] .
The following theorem gives the different possibilities for the limiting RBF approximant as the shape parameter ε → 0.
Theorem 5.1. Assume that the RBF φ(r) fulfills conditions (I)-(III) and that the number of node points satisfy N K−1,d < N ≤ N K,d . The degree of a minimal non-degenerate basis for the point set is either K for a unisolvent set or M for a non-unisolvent set. If (i) P and Q are non-singular, the limit exists and is a polynomial of deg K. If N = N K,d it is the unique degree K polynomial solution to the discrete PDE problem, otherwise the final polynomial depends on the choice of RBF. (ii) P is singular, but Q is non-singular, the limit exists and is an RBF-dependent polynomial of degree M . (iii) P is non-singular, but Q is singular, divergence will occur unless the right hand side f of system (3.2) happens to be in the range of Q. If there is just a single null-space polynomial n(x) of degree K, the divergent term is proportional to ε −2 n(x). (iv) P has a nullspace of dimension m > 0 and Q has a nullspace of dimension p > 0, then if m ≥ p the limit is likely, but not certain to exist. If it exists it is of degree M . If m < p divergence is likely, but not certain. The proof builds on the results for RBF interpolation in [20] . The key arguments and differences are pointed out in Appendix A.
The uncomplicated case (i) is of course the most common and the other types are deviations stemming from degenerate node point configurations or specific combinations of PDE problem parameters and node points that lead to degeneracy. Below, we give an example of each type of degeneracy for the two-dimensional Helmholtz problem given by (2.2) and (2.5)-(2.7) with m = 1.
Example (ii): The node set is not polynomially unisolvent. The N = 10 points are (1/2, 1/2), (1, 1/2), and (k/4, 0), (k/4, 1), k = 0, . . . , 3.
The matrix P has a nullspace defined by
The limit is hence a polynomial of degree four whose coefficients depend on the choice of RBF. To illustrate what this dependence can look like, we give the general form of the limit polynomial p(x).
where a j are the Taylor expansion coefficients of the RBF, and β j are the ten unknown coefficients that are determined by the ten discrete PDE collocation conditions. The result is κ-dependent as well as RBF-dependent.
Example (iii): The node set is not PDE-unisolvent. 
In this case, we get divergence of order ε −2 as ε → 0 for all RBFs that obey conditions (I)-(III). This can be observed not only in exact arithmetic, but also in for example a double precision numerical simulation. However, if we move just one of the points or change κ slightly, there is no longer a nullspace. This kind of degeneracy is very rare, since it requires very special combinations of wavenumber and node points.
Example (iv): Both P and Q have a nullspace. The N = 10 points are (0, 0), (0, 1), (1, 0), (1, 1) and (1/2, k/5), k = 0, . . . , 5. The matrices P and Q have a common nullspace of dimension two defined by
. The limit exists and is an RBF-and κ-dependent polynomial of degree M = 5.
A practical implication of this result is that if we use node sets that are not unisolvent, e.g, Cartesian nodes, both PDE approximation and interpolation are expected to behave poorly in the small shape parameter regime. The condition number of the linear system is larger than in the unisolvent case, and the result contains a term that diverges as ε → 0.
An important property of interpolation with Gaussian RBFs is that it never diverges [37] . In the PDE case, this property also holds as long as Q is non-singular. However, it can still be difficult to compute the limit numerically using a stable evaluation method. The RBF-QR method derived in [13, 11] , and further explored for solving PDEs [21] uses pivoting to handle non-unisolvent cases. This means that a limit can always be computed, but it may be different from the Gaussian limit. The RBF-GA method [12] always reproduces the correct Gaussian limit, but instead cannot handle large values of N .
6. Convergence properties and error estimates. In this section, we investigate errors and convergence properties from different perspectives, as well as quantify how the choice of shape parameter affects the results. We start by formulating general residual-based error estimates in the following subsection.
6.1. General error estimates using Green's functions. We define the error function as the difference between the RBF approximant and the exact solution to the PDE problem (2.1)
In the interpolation case, the error and the residual are the same, and if the function u(x) is known at a point, the corresponding error can be explicitly computed. In the PDE case, we can compute the residual for each operator, while the error is governed by the same type of PDE as the solution
where r i are residuals. One way to find the error is to solve the above PDE problem. However, because the residuals are zero at the collocation points, they are highly oscillatory and more node points are required to approximate the error than to solve the original PDE. Instead of solving the error equation, we can formulate a posteriori error estimates in terms of the residual. Writing out the error PDE for the one-dimensional problem we get
A Green's function satisfying the boundary conditions is given by
, which allows us express the error as
We can use this form of the error to formulate an error estimate as
For the two-dimensional Helmholtz problem in a rectangular domain, the corresponding Green's function satisfying the boundary conditions is given by
Similarly as for the one-dimensional problem we define the error as
To see how this works, we note that the vertical eigenfunctions form an orthonormal basis, and we can express the residual as
This allows us to simplify the error expression
To convert this into error estimate, we first note that for m ≤ µ 0 = κL 1 /π , the horizontal wavenumber β m is real, and |e iβm|x2−ξ2| | = 1, while for m > µ 0 , β m is purely imaginary and
For the two-dimensional problem in a domain with curved boundaries, we cannot provide an explicit Green's function. If we think about the curved domain as a sequence of thin almost rectangular domains, we can modify the previous estimate to get a heuristic approximation of the error
We evaluate this error approximation numerically in Section 7 and find that we get surprisingly good results.
6.2.
Convergence properties for small ε. As discussed in the previous section, we approach the polynomial limit, s(x) = p(x), as ε → 0. For polynomial interpolation in one dimension, the interpolation error e I (x) takes the form
where ξ ∈ (x 1 , x N ). For equispaced points, x j+1 − x j = h, this can be estimated by
see [15, pp. 39-40] . In the PDE case, the residual plays the role of the error. By following the steps for the proof of the polynomial error [15, pp. 43-44] , we can get a similar estimate for the residual. Theorem 6.1. For a one-dimensional linear PDE problem
with a polynomial solution p(x) determined through collocation at the nodes
j=2 (x − x j ). Then Ψ(x) = 0 and Ψ(x j ) = 0, j = 2, . . . , N − 2, since r(x j ) = 0 at all interior node points where the equation is enforced. This means that Ψ(s) has at least N − 1 zeros. By repeated application of Rolle's theorem, we find that Ψ (N −2) (s) has at least one zero. That is,
Rearranging gives the expression for r(x). To see how this can help us in understanding the behavior of the error for small ε, we insert the residual estimate in the error estimate (6.7) for the one-dimensional Helmholtz problem to get
In the flat limit, the residual is r(x) = −p (x) − κ 2 p(x), where p(x) is the limit polynomial of degree N − 1. Then r (N −2) (x) = −κ 2 p (N −2) (x). We know that p(x) ≈ u(x) = exp(iκx), but even if p(x) is a very good approximation of u(x), p (N −2) (x) (which is a line) is a rather poor approximation of u (N −2) (x). However, numerical tests indicate that the order of magnitude is right. That is,
We cannot use this as a bound, but we get an approximate expression for the error in the limit
Note that the quantity κh is small only if the problem is adequately resolved. For the two-dimensional problem, the limit polynomial has degree K if N K−1,d < N ≤ N K,d and it is zero at the interior node points. To get an estimate for the residual in terms of its derivatives, we could potentially use a sampling inequality such as [27, Theorem 3.5] , which says that for all h ≤ h 0
where h 0 depends on the geometry of Ω. For the unit square, which we are using here, h 0 = 1 2kc2 with c 2 = 12. In the discretizations that we use h = 1/( √ N − 1). Requiring h ≤ h 0 leads to the following condition k ≤ ( √ N − 1)/24. We want to use the theorem for k = K − 1, where inverting the expression for N K,d yields that K = √ 2 N + 1/8 − 1.5 . That is, the theorem does not hold in this case. From practical experience, the result holds also for larger k (larger h), and we will therefore use it to approximate the residual.
In this case, using that r(x) = −∆p(x) − κ 2 p(x), and, for |σ|
Combining the approximate expression for the residual with the error estimate (6.12) restricted to the first mode (scaled by 1/ √ 2) gives
Numerical experiments show that KC K−1 = C/(K − 1), provides the appropriate behavior with respect to N (both K and h are coupled with N ). This leads to
where the final expression is just to show that the dimension is similar to that of the one-dimensional error approximation. Figure 6 .1 shows the computed errors of the one-dimensional and two-dimensional problems for small values of the shape parameter. The error behavior agrees well with the derived error approximations. For the two-dimensional problem, we also show that the error expression can be multiplied by a constant to get a very good fit to the actual error. This means that we can use e ∞ ≈ C(κh) K a priori with C = 1 to determine the necessary resolution for a given tolerance. Given at least two numerical solutions, we can also estimate the constant C. The error approximation is most likely to be valid for problems that are almost rectangular or with mildly varying coefficients, but only for small shape parameter values. The computed errors using the Gaussian RBF and the RBF-QR method for ε = 0.5 ( ), ε = 0.25 (+), and ε = 0.01 (•) for κ = π, 2π, 4π, 6π, from left to right, together with the approximation e ∞ ≈ 1 2 (κh) N −1 for the one-dimensional problem (left), and for κ = 1.2π, 2.4π, 4.8π, 7.2π, from left to right, together with the approximation e ∞ ≈ (κh) K for the two-dimensional problem (right) (dashed curves). For κ = 4.8π and 7.2π in the two-dimensional case, we also show the error approximation using C = 1/40 and C = 1/800, respectively (dotted lines).
6.3.
Convergence properties for larger ε. As shown in [38, 40, 22] , the convergence of a PDE approximation can be expressed in terms of the approximation properties of the interpolant (consistency error) and a stability term. The consistency error of the PDE operator can for example be expressed as
where I h (u) interpolates u using a node set with fill distance h. Several authors have derived exponentially converging error results for RBF interpolation [33, 28, 26, 3, 44, 34] . The first papers are focused on interpolation errors, while [34] also provides estimates for derivatives of functions with many zeros, such as the interpolation error. We use the optimality property of RBF interpolants in the native space (reproducing kernel Hilbert space) [7] I h (u) N (Ω) ≤ u N (Ω) , to replace the interpolation error norm with the function norm, since I h (u)−u N (Ω) = E I N (Ω) ≤ 2 u N (Ω) . We get the following estimates for RBF interpolants in compact cube domains using [34, Corollary 5.1] for Gaussians
where C G > 0, and for inverse multiquadrics
when h ≤ h 0 , and with C Q > 0. This is the same h 0 as in the sampling inequality (6.16), which means that the condition is restrictive. The constants C G and C Q depend on the number of dimensions d and properties of the domain Ω.
The results for derivatives of the interpolation error are given for Lipschitz domains, which are more general than compact cubes, but the results are instead weaker in terms of the convergence rate. From [34, Theorem 3.5], we get
for Gaussians and inverse multiquadrics respectively. The higher rate of Gaussian RBFs is related to the behavior of embedding constants for the native space in relation to Sobolev spaces of increasing order. The constantsC G andC Q depend on properties of the domain Ω, andC Q also depends on L and d. In [35] , it is shown that the better convergence rates are obtained also for derivatives of the interpolation error if the nodes are clustered in a layer close to the boundary.
In order to investigate numerically what the actual behavior of the error is for the Helmholtz problem, we solve the one-dimensional problem for a range of shape parameter values and different numbers of node points. In this test, we have used multiquadric RBFs. We assume that the error for multiquadric RBFs has the form it should be noted that the exponential rate C M becomes independent of the wave number when ε 0.5. The rate also decreases with increasing shape parameter values. The optimal rate is attained for a small positive shape parameter value, and for even smaller shape parameters, the asymptotic (polynomial) rate is dominating. The coefficient A M instead seems to be largest where the rate is optimal, and smallest where the rate is lowest, which makes it harder to determine the best shape parameter value. We discuss this further in the following subsection.
6.4. Convergence as a function of the shape parameter. Dependence on the shape parameter is not discussed in [34] , and the results reported in the previous subsection hold for a fixed value of ε. However, using a shape parameter ε 0 = 1 for an interpolation problem defined in the domain Ω with fill distance h is equivalent to using a shape parameter ε 1 = 1 for a problem in the scaled domain ε 0 Ω with fill distance ε 0 h. This can be understood by noting that φ(ε 0
Hence, the native space norm is the same in both cases, and the errors are the same in both cases.
If we let the constants A M and C M in the error estimate for a specific domain Ω and shape parameter ε be denoted by A M (Ω, ε) and C M (Ω, ε), this means that
That is, the convergence rate for a fixed value of ε is increasing for smaller values of ε. This can also be seen in Figure 6 .3, where the slope in the logarithmic plot of C M against ε is approximately equal to −1. It should be stressed that this does not hold in the flat limit regime, only for ε 0.5 (in our case). This also corresponds to the theoretical result given in [26] , where an explicit constraint on the smallest shape parameter for which the results hold is given as ε ≥ 1/D, where for a cube domain, D is the side. This coincides well with the numerical results. However, there is also an upper bound ε ≤ 1, which is harder to reconciliate with what we observe. Figures 6.4 and 6.5 show the error as a function of ε for two one-dimensional problems, and one two-dimensional problem, respectively. The error curves represent a common behavior for smooth solution functions. Starting from a large shape parameter and moving towards smaller values, the error first decreases rapidly then reaches an optimal region, and finally levels out at the polynomial approximation error, see [20] for a more detailed discussion about the error curve and the optimal shape parameter.
Due to the conditioning problems for decreasing values of ε and increasing values of N , a common approach in the literature is to scale the shape parameter such that, e.g., εh = C, which is called stationary interpolation. A problem is that stationary interpolation does not converge as h goes to zero. This can be understood by again looking at analogous problems. I we start from a problem on the domain Ω with shape parameter ε and fill distance h, and we refine to get fill distance h/q and shape parameter qε, then the equivalent problem is (qΩ, ε, h). That is, the refinement corresponds to stretching out the domain, while keeping the fill distance and shape parameter constant. This makes the apparent solution function become increasingly smooth, and approaching a constant. Since constants are only reproduced for ε = 0 for the commonly used infinitely smooth RBFs, there is no convergence for a fixed nonzero ε. By augmenting the RBF approximation with polynomial terms, convergence corresponding to the polynomial order can be recovered also in the stationary case [9] .
The convergence curves when choosing the shape parameter as ε = Ch β for different exponents β are also shown as dashed lines in Figures 6.4 and 6.5. As expected, the stationary choice, β = −1 levels out as N increases. For β > −1 we get convergence along different paths. The choice β = 0 corresponds to the exponential convergence case for fixed shape parameter values. For these Helmholtz problems, the curve with ε = Ch 3/2 captures the optimal shape parameter values well. For other types of problems, the relation would look different. For the two-dimensional problem, the curves are more irregular due to several interacting terms in the error [20] . However, the overall behavior for the different ways to choose the shape parameter is very similar to the one-dimensional case.
Assuming that C M (εΩ, 1) in (6.17) does not vary strongly with ε, something that can be verified by noting that the slope the line in Figure 6 .3 for C M is approximately equal to −1, we can finally provide a convergence rate for the scaled ε convergence case. If we have exponential convergence as 1/εh and ε = Ch β we end up with
where C ε M > 0 and the superscript indicates the potential ε-dependence. If β > 0, the convergence curves may enter the polynomial region, and we cannot in general get increasing convergence rates for increasing β. The validity of this is expression is further investigated numerically in Section 7.
Numerical experiments.
In this section, we focus on the third test problem with curved boundaries, see Figure 2 .1. We look at how to choose the method parameters and how we can use the theoretical estimates to interpret the results. Unless otherwise mentioned, the problem parameters are given by wavenumber κ = 6π, source location x s = 0.3, and boundary curves
For global RBF approximations and shape parameters that are not in the flat limit a uniform node spacing is in general recommended [31] . However, when the problem size is large enough, there can instead be problems at the boundaries unless the nodes are clustered towards the boundaries [32, 11] . In our experiments, we do not reach the regime where this is an issue. Therefore, we use quasi uniform nodes. The nodes are constructed from the input parameters n 1 and n 2 , that specify the number of nodes in the vertical direction at the left boundary, and the number of nodes in the horizontal direction. We define the step sizes h 1 = 0.8/(n 1 − 1) and h 2 = 1/(n 2 − 1). Based on these step sizes, the nodes are then placed uniformly along vertical lines with as similar node distance as possible. The nodes at the top and bottom boundaries are placed with uniform arc length. If the nodes are too regular, they are not unisolvent, and the conditioning gets higher at least for shape parameters that are small [20] . Therefore, we add a random perturbation to each node. In all experiments performed here, the size of the random perturbation is 0.25(h 1 , h 2 ) for the interior nodes, while boundary nodes are only perturbed along the boundary. The solution, residual, and errors are evaluated on a grid. An example of both nodes and evaluation grid is given in Figure 7 .1. The resulting numbers of node points for the grids we have used in the experiments are shown in Table 7 .1.
Errors are measured against a reference solution computed using the largest node set with n 1 × n 2 = 100 × 125. This is the largest problem size that fits in the memory of the Dell Latitude E6230 laptop with an i5-3360 dual core CPU running at 2.8 GHz that was used for the experiments. When we refer to the maximum norm of the numerical errors or the solution, we evaluate them on the 60 × 60 evaluation grid, except for the solutions with higher wavenumbers, where we use 100 × 100 grid points. We use multiquadric RBFs in all numerical experiments. The MATLAB implementations of the solvers that were used in the experiments are available at the first authors software page. 7.1. Selecting a tolerance for constructing the DtN boundary conditions. As mentioned in Section 3.1, we need to compute N inner products with each vertical eigenmode ψ m present in the problem at the two vertical boundaries. Accurate numerical computation of these integrals is a significant computational cost, e.g, up to n f = 1700 function evaluations per integral are needed for tolerance 1e − 15. The question is which tolerance to choose.
The sensitivity of the problem (ill-conditioning) depends strongly on the shape parameter ε with an exponentially increasing condition number as the shape parameter goes to zero. By using a stable evaluation method such as RBF-QR for Gaussian RBFs, the sensitivity is removed and the tolerance for the integrals does not need to be smaller than the desired error in the solution. However, for the test problem considered here, too small values of ε, leading to a global polynomial approximation is not an appropriate choice, and we are not able to use RBF-QR. Table 7 .2 shows the average number of function evaluations needed by MATLAB's quadl to approximate one integral to a prescribed absolute tolerance for different values of the shape parameter ε for a node set with n 1 × n 2 = 30 × 38. The bold faced entries in the table show the largest tolerance that can be used before the approximation changes significantly. The tolerance is much smaller than the absolute error in the solution, which is about 0.5 compared with the reference solution. The condition numbers computed by MATLAB are between 1 · 10 17 for ε = 5 and 1 · 10 11 for ε = 12. For larger N , the ill-conditioning also increases, so we expect that even smaller tolerances are needed in this case. Table 7 
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The average number of function evaluations for approximating one integral of the type in (2.9) using quadl for multiquadric RBFs. Bold faced numbers show the largest tolerance that does not significantly alter the result. The relative error against the reference solution is also given. A × indicates that the approximation had an error of the same order as the size of the solution. To solve a large scale problem efficiently it pays off to choose the shape parameter carefully, since it does not affect the cost, only the accuracy. As was discussed in Section 6.4, a practical way to achieve convergence in spite of the ill-conditioning is to choose the shape parameter as ε = Ch β , with β > −1. We are going to use β = −1/2, which provides a trade-off between convergence rate and conditioning problems. Then we need to decide which C to use.
Compared with the full solution, it is not so expensive to solve a much less resolved problem a few times for different shape parameters. We want to test if the residualbased error estimate (6.13) can help us find the best shape parameter value for such a problem, and from there the C to use. We also try the 2 -norm of the residual as an indicator, since the residual should be small when the error is small. The maximum norm of the residual was also tested, but did not correlate strongly with the error. Figure 7 .2 shows the relative error estimate as well as the relative 2 -norm of the residual together with the actual error against the reference solution. In the first example, the shape parameter values corresponding to the smallest error estimate, ε est , and the smallest residual norm, ε res , are both close to the actual minimum ε * . In the second example, the minimum for the error estimate is a bit higher than the true value. Table 7 .3 gives the minimal shape parameter values for ten different (small to medium) problem sizes. In most of the cases the error estimate, the residual estimate, or both are close to the true value. We have also computed the C-values corresponding to the average of the two estimates. If we had solved only the first problem, we would have chosen C = 1.5. This is what we have used for the convergence experiments in the following subsection. We also tried C = 1, but then the ill-conditioning prevented us from solving the largest problems.
An alternative method to find a good shape parameter value is to use the leaveone-out cross validation method. It was first introduced for RBF interpolation methods [36] , and a cost effective version of the method was derived in [45] . It was suggested to use LOOCV for PDE problems using the residual as error indicator in [4] , and this The optimal shape parameter for the error against the reference solution ε * , the error estimate ε est , and the 2 -norm of the residual ε res and the constantC implied by the average of the two estimates for different problem sizes. was implemented in [8] . We tried to use residual-based LOOCV on the Helmholtz problems in this paper, but the preliminary results were not close enough to the optimal values, and we therefore decided to use the error approximation instead.
Convergence experiments.
Here, we use the relation ε = C/ √ h = 1.5/ √ h to run a convergence experiment. We solve the test problem for different problem sizes and compute the error estimate and the error against the reference solution. According to equation (6.18), with this choice of shape parameter scaling, the error should be of the form
In Figure 7 .3, we plot the relative error and the relative error estimate (6.13) against 1/ √ h. A line has been fitted to the data set, and it is clear from the picture that it is a good fit of the convergence trend. The slopes C M are 0.78 for the error and 0.75 for the error estimate, which means that the error estimate gives very good results for the ratio of errors at different resolutions, even if the constant is not precise. The constant A M is 3.0 times larger for the error estimate than for the error. Based on the curves in Figure 7 .2, we expect A M to be problem and/or parameter dependent.
If we compare the error reduction from the smallest to the largest problem size with what we would get with an algebraically converging method where the error is O(h p ), a reduction in error with a factor 242 for a step size reduction of 10 corresponds to p = 2.4. That is, even if we have exponential convergence, the overall error reduction is not that impressive. However, the small numbers of points we can use, while still getting reasonable results are impressive. The smallest problem has 12 points in the horizontal direction, which corresponds to 4 points per wavelength. A rule of thumb for a finite difference method is that at least 15 points per wavelength, that is 45 for this problem, are needed for geometric resolution. For the largest prob- lems, the tolerance for the quadrature had to be lowered. The small perturbations introduced by the inexact quadrature with tolerance 1 · 10 −10 are enough to prevent the convergence curve from following the straight line, and the convergence rate then seems to decrease. These experiments were run using tolerance 1 · 10 −14 .
In the right subfigure of Figure 7 .3, the 2 -norm of the residual is plotted together with the same relative error results. Even though the residual norm gives reasonable estimates for the optimal shape parameter, it is clear that we cannot use it to follow the error trend. 7.4. Experiments with larger wave numbers. We have also solved problems with larger wavenumbers as this usually is a challenge for wave propagation problems. For these problems κ = 12π and 24π, corresponding to 6 and 12 wavelengths along the duct. The solution functions are shown in Figure 7 .4.
These solutions have 9 and 19 propagating modes at the left boundary, respectively. A problem here was to compute the inner products with the eigenmodes to high enough accuracy. The accuracy of the boundary conditions is crucial to get the correct wave pattern. We were not able to run the simulations for κ = 24π for a larger problem size than 50 × 62 (with good results). The same shape parameter scheme as for the convergence experiment was used.
For each problem, we ran three different problem sizes in order to get an estimate of the errors in the solutions. Then we computed the relative errors of the coarser solutions with respect to the finest solution. The computed errors are compared with the error estimate (6.13) to find the approximate ratio between real errors and estimate. Then we use the worst case ratio to project an error estimate also for Fig. 7.4 . The solution function for κ = 12π (left) and κ = 24π (right). The solution is computed using nodes with n 1 × n 2 = 50 × 62. The source is located at the left boundary at xs = 0.3. Table 7 .4
The relative error in relation to the finest solution, the relative error estimate, the ratio, the adjusted error estimate, and the local slope for the problem with κ = 12π. If we look at the error for 5 points per wavelength for κ = 6π, it is around 20%. That is, it seems that we do not need to resolve more with increasing frequency. For finite difference and finite element methods the error in a waveguide Helmholtz problem is typically proportional to h p κ p+1 [1, 29, 19] . This effect diminishes as the order of the method increases, and for a spectral method it disappears. This is consistent with the results for small ε in Section 6.2, where the error approximations are proportional to (κh) K .
8. Discussion. The main benefits with using global RBF methods for solving Helmholtz-type problems are that very few points per wavelength are needed to obtain a qualitatively correct solution, and that the number of points per wavelength does not need to increase with κ (the number of wavelengths). It is also relevant that non-trivial waveguide geometries can be managed easily, since there is no need for an orthogonal or even a structured grid. In [29, 19] , we used orthogonal grids, which limits how much the boundaries can vary. It should be mentioned that the DtN boundary conditions assume a smooth continuation with horizontal boundaries outside of the domain. In our example, the derivative of the boundary curves is non-zero at x 2 = 0, 1, which introduces an error. However, since we got optimal convergence rates in the experiments, these errors are not large enough to influence the results at the level of errors that we could reach.
The main challenge of using a global RBF method for a PDE problem is the computational cost. In Helmholtz applications it is of interest to solve problems that are Table 7 .5
The relative error in relation to the finest solution, the relative error estimate, the ratio, the adjusted error estimate, and the local slope for the problem with κ = 24π. large in terms of wavelengths, and therefore require a certain resolution. With a dense linear system, both the storage requirements and the computational cost for a direct solver quickly become difficult to manage at least without using distributed computing. On top of that, the severe ill-conditioning of the linear systems makes them sensitive to numerical errors in the quadrature employed in DtN conditions as well as to rounding errors. An attractive alternative to using global RBF collocation methods is to use localized methods such as RBF-generated finite differences (RBF-FD) [10] and RBF partition of unity methods (RBF-PUM) [22] . In [41] it was shown that for an option pricing application, there was no significant difference in accuracy between the global method and RBF-PUM for a given problem size, while the computational cost is significantly lower for RBF-PUM due to sparsity of the linear systems. We compared the non-symmetric and symmetric collocation approaches and found that the symmetric method, even though elegant, becomes cumbersome especially for non-trivial operators. The main benefit of the symmetric collocation is the guaranteed non-singularity of the interpolation matrix. However, for the non-symmetric method, singularity only occurred for wavenumbers that were physically uninteresting or for problems that were numerically unresolved. It seems reasonable that if the continuous problem is well-posed and the discrete problem is resolved enough to be close to the continuous problem, singularity is unlikely, see also [16, 40] .
We have also investigated the error behavior as a function of N and ε from different perspectives. Some of this can be explained by the limit behavior. We studied this for interpolation in [20] , but here we looked at what is different for PDE problems. If the node set is unisolvent and PDE unisolvent, the RBF approximant has the form s(x) = P K (x) + ε 2 P K+2 (x) + . . ., where P K (x) is the unique polynomial solution of degree K to the PDE problem, and P K+2j have zero PDE residual at the node points. When ε is small, P K (x) − u(x) dominates the error. This is the flat region in the error as a function of ε, see Figures 6.4 and 6.5. Then as ε starts to grow, there may be an optimal ε-range where the additional terms improve on the polynomial error, but eventually, the ε-terms dominate the error, and the exponential convergence rate depends mainly on ε and not on the problem, see Figure 6 .3.
A contribution that we think is novel and of practical interest is the discussion about convergence for scaled shape parameters. We provide arguments for why ε = Ch β should lead to a convergence rate of the form e C M /h β+1 , and show that this is what we also get numerically for β = −1/2.
Another practical contribution is that we have shown that given a reasonable error estimate, we can decide on a good choice for the shape parameter based on a small test problem. Then using a converging shape parameter strategy, we can solve the real problem, and also based on a comparison of error estimates and errors against the finest solution, we can get an improved error estimate for the solution of the most resolved problem.
Even though global collocation methods are not really practical for large scale problems, many of the things we have learned can be transferred also to localized methods, as these are based on 'local global collocation'.
Appendix A. Proof sketches. In order to save space and not repeat already published material, we do not give the full proof for Theorem 5.1 here, instead we give instructions how to carry out the proof using the machinery laid down in [20, pp. 122-127] . Because the RBF approximant in the PDE case has exactly the same form as the usual RBF interpolant, we get the exact same expansion [20, Eq. (28) ] of the solution for small ε s(x, ε) = ε −2K (ε −2q P −q (x) + · · · + ε 2K P K (x) + · · · ).
(A.1)
What differs from the interpolation case is the conditions that the polynomials must fulfill. In the PDE case we have that P K satisfies the inhomogeneous PDE and boundary conditions at the N node points, P j , j = K satisfy the homogeneous PDE and boundary conditions at the N node points.
(A.
The proof of part (i) is completely analogous to the proofs of Theorems 4.1 and 4.2 in [20] . For part (iii), we follow the steps in the proof of Theorem 4.1. For simplicity, we first assume that the nullspace n(x) of the matrix Q defined in (5.3) is of degree K. The steps are identical until the point were we are considering the conditions for P −q+K . There are three possibilities • If q = 0, then the polynomial is P K and must satisfy the PDE. However, since the matrix Q is singular, this can only happen in the (unlikely) case that the right hand side f is in the range of Q. • If q > 0 and P −q+K is identically zero, then the moment vector σ −q is zero, leading to λ −q , because of the non-singularity of P . This means that we could have omitted the −q term in the expansion and we must have q = 0. This is in conflict with the previous case. • Then we must have q > 0 and P −q+K must contain a nullspace component αn(x). This means that we have at least one divergent term in the expansion of the solution. If there is just a single nullspace component of degree K, and extending Q with an appropriate monomial of degree K + 1 leads to rank(Q) = N , then at the next step looking at P −q+1+K we get the two possibilities α = 0, which has been ruled out, or P −q+1+K = P K . Hence, we must have q = 1 and divergence of order ε 2 .
If the nullspace is of lower degree than K, we will also get divergence, but the negative power of ε could be higher.
The argument behind part (ii) is that we need to go to the polynomial P −q+M before we have enough degrees of freedom to satisfy the discrete PDE problem. Therefore, the limit must have degree M . However, because Q is non-singular, all previous polynomials must be identically zero and accordingly there can be no divergence. Compare with the proofs of Theorems 4.2 and 4.3.
For part (iv) of the proof, we follow the proof of Theorem 4.3. The important difference is that the relation between the moments is determined by the nullspace of P , but the possible nullspace parts in the polynomials P −q+J is determined by the nullspace of Q. In [20] , we arrive at an equation C T B −1 Cα = 0. The corresponding equation here becomes
where C is of size n × m and D has dimensions n × p. To be precise, at step J of the proof, m is the dimension of the J-degree part of the nullspace of P and p is the corresponding dimension for Q. If m = p, the system (A.3) is square, but non-singularity cannot be guaranteed when C and D are different. If m > p, the system is over-determined and it is likely that the only solution is α = 0. If on the other hand, m < p the system is under-determined, allowing for non-zero nullspace components in the expansion polynomials.
If n(x) defines a nullspace component for P , then p(x)n(x) defines a higher degree nullspace component using any polynomial p(x). Therefore, the dimension m typically grows with J. However, there is no similar mechanism for the nullspace of Q (since Ln(x) = 0 does not generally imply L(p(x)n(x)) = 0). Accordingly, the dimension p is likely to stay the same or decrease with J.
These facts taken together lead to the statements in part (iv). We use the formulation likely, since it should be theoretically possible to construct counter examples in both the convergent and the divergent case.
