Properties of ∆-modular simplicies and "close" polyhedrons. O(∆ polylog ∆)-algorithm for knapsack, proximity and sparsity.
to systems of the type Ax ≤ b and vise verse, such that structure of subdeterminants states the same. By this way, using the mentioned results about properties of the family P, we give an algorithm for the knapsack problem
with the complexity O(∆ · log ∆ · M + poly(n, s)),
where ∆ = a ∞ , M = mult(log ∆) + mult(log c ∞ ), s is input size and mult(t) is complexity of t-bit integers multiplication. Additionally, we show that z 0 ≤ 1 + log 2 ∆, v − z ∞ ≤ ∆, z ∞ ≤ ∆ and z 1 ≤ 2∆ where v, z is LP and ILP optimum points respectively.
Some of results of this paper are not new, but we include the proofs, because they are done independently and have a simple, geometrically natural structure. This concerns results about distance between LP and ILP optimum points of the knapsack problem and "high probability"-manner results.
Finally, using close technics, we show that the number of unimodular equivalence classes of ∆-modular integrally-empty simplicies is bounded by the function O(∆ 3+log ∆ · (2n) ∆ ). And give an efficient by an output algorithm to enumerate them.
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Basic definitions and notations
Let A ∈ Z m×n be an integer matrix. We denote by A ij the ij-th element of the matrix, by A i * its i-th row, and by A * j its j-th column. The set of integer values starting from i and ending in j is denoted by i : j = {i, i + 1, . . . , j}. Additionally, for subsets I ⊆ {1, . . . , d} and J ⊆ {1, . . . , n}, A I J denotes the submatrix of A that was generated by all rows with numbers in I and all columns with numbers in J. When I or J are replaced by * , that implies that all rows or columns (respectively) are selected.
Maximal absolute value of matrix elements is denoted by A max = max i,j |A i j |. Number of nonzero elements of vector x is denoted by x 0 = |{i : x i = 0}|. The l p -norm of a vector x is denoted by x p for p ∈ {∞, 1, 2, . . . }. Vector of diagonal elements of n×n matrix A is denoted by diag(A) = (A 1 1 , . . . , A n n ) ⊤ . The adjugate matrix for A is denoted by A * = det(A)A −1 .
Definition 1 For a matrix A ∈ Z m×n , by ∆ k (A) we denote the greatest absolute value of determinants of all k × k sub-matrices of A. By ∆ gcd (A, k) we denote the greatest common divisor of determinants of all k×k sub-matrices of A. Additionally, let ∆(A) = ∆ rank A (A) and ∆ gcd (A) = ∆ gcd (A, rank(A)).
Definition 2 For a vector b ∈ Z n , by P (A, b) we denote a polyhedron {x ∈ R n : Ax ≤ b}. The set of all vertices of a polyhedron P is denoted by vert(P ).
is the affine hull spanned by columns of B, and span(B) = {Bt : t ∈ R n } is the linear hull spanned by columns of B. If D ⊆ R n , then the symbol span(D) designates the linear hull, based on the points of D. The same is true for other types of the hulls.
We refer to [10, 25, 39] for mathematical introduction to lattices.
Definition 4
The width of a convex body P is defined as
Definition 5 Following [41] , we define the sizes of an integer number x, a rational number r = p q , a rational vector v ∈ Q n , and a rational matrix A ∈ Q m×n in the following way: size(x) = 1 + ⌈log 2 (x + 1)⌉, size(r) = 1 + ⌈log 2 (p + 1)⌉ + ⌈log 2 (q + 1)⌉,
Definition 6 An algorithm parameterized by a parameter k is called fixedparameter tractable (FPT-algorithm) if its complexity can be estimated by a function from the class f (k) n O(1) , where n is the input size and f (k) is a computable function that depends on k only. A computational problem parameterized by a parameter k is called fixed-parameter tractable (FPT-problem) if it can be solved by a FPT-algorithm. For more information about the parameterized complexity theory, see [13, 17] .
Related work

The integer linear programming problem
The Integer Linear Programming Problem (the ILPP) can be formulated as max{c ⊤ x : x ∈ P (A, b) ∩ Z n } for integer vectors c, b and an integer matrix A.
There are several polynomial-time algorithms for solving linear programs. We mention Khachiyan's algorithm [31] , Karmarkar's algorithm [30] , and Nesterov's algorithm [35, 37] . Unfortunately, it is well known that the ILPP is NP-hard, in the general case. Therefore, it would be interesting to reveal polynomially solvable cases of the ILPP. An example of this type is the ILPP with a fixed number of variables, for which a polynomial-time algorithm is given by H. Lenstra in [33] . Another examples can be obtained, when we add some restrictions to the structure of constraints matrices. A square integer matrix is called unimodular if its determinant equals +1 or −1. An integer matrix is called totally unimodular if all its minors are +1 or −1 or 0. It is well known that all optimal solutions of any linear program with a totally unimodular constraints matrix are integer. Hence, for any linear program and the corresponding integer linear program with a totally unimodular constraints matrix, the sets of their optimal solutions coincide. Therefore, any polynomial-time linear optimization algorithm (like the ones in [30, 31, 35, 37] ) is also an efficient algorithm for the ILPP.
The next natural step is to consider the totally bimodular case, i.e. the ILPP having constraints matrices with the absolute values of all rank minors in the set {0, 1, 2}. The first paper that discovers fundamental properties of the bimodular ILPP is the paper of S. I. Veselov and A. Y. Chirkov [45] . Very recently, using results of [45] , a strong polynomial-time solvability of the bimodular ILPP was proved by S. Artmann, R. Weismantel, R. Zenklusen in [6] . A matrix will be called totally ∆-modular if all its rank minors are at most ∆ in the absolute value.
More generally, it would be interesting to investigate the computational complexity of the problems with bounded minors constraints matrices. The maximum absolute value of rank minors of an integer matrix can be interpreted as a proximity measure to the class of totally unimodular matrices. Let the symbol ILPP ∆ denote the ILPP with constraints matrix, each rank minor of which has the absolute value at most ∆. In [40] , a conjecture is presented that for each fixed natural number ∆ the ILPP ∆ can be solved in polynomial-time.
There are variants of this conjecture, where the augmented matrices c ⊤ A and (A b) are considered [4, 40] .
Unfortunately, not much is known about the computational complexity of the ILPP ∆ . For example, the complexity status of the ILPP 3 is unknown. A step towards deriving the its complexity was done by Artmann et al. in [5] . Namely, it has been shown that if the constraints matrix, additionally, has no singular rank submatrices, then the ILPP ∆ can be solved in polynomial-time. Some results about polynomial-time solvability of the boolean ILPP ∆ were ob-tained in [4, 8, 22] . F. Eisenbrand and S. Vempala [16] presented a randomized simplex-type linear programming algorithm, whose expected running time is strongly polynomial if all minors of the constraints matrix are bounded by a fixed constant.
In [21, 24] , it has been shown that any lattice-free polyhedron of the ILPP ∆ has a relatively small width, i.e., the width is bounded by a function that is linear on the dimension and exponential on ∆. Interestingly, due to [24] , the width of any empty lattice simplex can be estimated by ∆, for this case. In [23] , it has been shown that the width of any simplex induced by a system, having the absolute values of minors bounded by a fixed constant, can be computed by a polynomial-time algorithm. As it was mentioned in [6] , due to E. Tardos' results [44] , linear programs with constraints matrices, whose all minors are bounded by a fixed constant, can be solved in strongly polynomial time. N. Bonifas et al. [9] showed that any polyhedron defined by a totally ∆-modular matrix has a diameter bounded by a polynomial on ∆ and the number of variables.
New powerful algorithms for integer programs of the type max{c ⊤ x : Ax = b, x ∈ Z n + } are given in [48, 47] . New powerful bounds on sparsity and proximity in ILP are given in [48, 49, 50, 51, 52, 53] . Nearly optimal algorithms and proximity results for the knapsack problem are given in [50, 52, 47, 48 ].
Computing the simplex lattice width
A. Sebö shown [38] that the problem of computing the rational simplices width is NP-hard. A. Y. Chirkov and D. V. Gribanov [23] shown that the problem can be solved by a polynomial-time algorithm in the case, when the simplex is defined by a bounded minors constraints matrix. Last result was improved to an FPT-algorithm in [56] . In [57] the analogues FPT-algorithm was given for simplicies defined by convex hull of columns of ∆-modular matrices. It was noted in [24] , that width of integrally-empty ∆-modular simplex is bounded by ∆. In current work we extend class of polytopes with this property.
Some auxiliary results
Normalization of ∆-modular system of linear inequalities
Let us consider a system Ax ≤ b, where A be a m × n matrix of rank n that has already been reduced to the Hermite normal form (the HNF) [41, 43, 46] . Let us assume, without loss of generality, that the matrix A B = A 1:n * is nonsingular, and let A N be the d × n matrix generated by the remaining rows of Using additional permutations of rows and columns, we can transform A, such that the matrix A B has the following form:
where s is the number of 1's on the diagonal. Hence, A i i ≥ 2, for i ∈ (s+1) : n. Let, additionally, k = n − s be the number of diagonal elements that are not equal to 1, ∆ = ∆(A) and δ = | det(A B )|.
The following properties are known for the HNF:
Remark 1 Using integral translations, we can assume that 0 ≤ b B < diag(A), so the first s components of b B are equal to 0. 
Minors of matrices with orthogonal columns
The following theorem was firstly proven in [55] , see also [54, 40] .
Theorem 1 (Veselov S.I., Shevchenko V.N. [55] ) Let A ∈ Z n×m , B ∈ Z n×(n−m) , rank A = m, rank B = n−m and A ⊤ B = 0. Then for any I ⊆ 1 : n, |I| = m the following equality holds:
Proof Consider the n × n matrix C = (A B), then Consider the Euclidean space R ( n m ) with the standard scalar product (·, ·). We have (a, b) = a 2 b 2 , hence, the vectors a, b are proportional: αa = βb for some co-prime α, β ∈ Z. Clearly, α gcd(a) = β gcd(b), so, by multiplication of the equality on gcd(a) β = gcd(b) α , we achieve the goal of the theorem.
Remark 2 Result of the theorem was strengthened in [54] . Namely, it was shown that matricies A, B have the same diagonal of their Smith Normal Forms by modulo of gcd-like multipliers. Here
If a point z is an optimal solution of the second problem, then there exists an optimal solution y of the first problem, given by the formula y = r − Bz.
Proof By previous Lemma, there exist a vector r and a matrix B, such that M = {x : x = Bt + r, t ∈ Z n−m }. After substituting x = Bt + r to the first problem formulation, we get an equivalent problem max{c ⊤ B(t + r) : − Bt ≤ r, t ∈ Z n−m }.
Special class of "local" polyhedrons
Definition 8 There we define a special class of (v, ∆)-local polyhedrons that are denoted in this paper by the symbol P(v, ∆).
Let Ax ≤ b be a v-normalized system and ∆ = ∆(A). The polyhedron P = P (A, b) is included to the class P(v, ∆) if for any c ∈ Z n , such that c ⊤ v = max{c ⊤ x : x ∈ P }, there exists z, being an optimal point of the ILP problem max{c ⊤ x : x ∈ P ∩ Z n }, for which the following slack That is classic inequality [20, 27] investigated by R. Gomory for square systems of linear inequalities. As we will show soon (see Lemma 5 or Corollary 2), it is a special case of P(v, ∆) polyhedrons.
Lemma 4 Let
Ax ≤ b be a v-normalized system and ∆ = ∆(A). Let vectors y, z satisfy following conditions 0 ≤ y < diag(A B ),
Lemma 5 Let Ax ≤ b be v-normalized system and ∆ = ∆(A). If following equation holds
then P ∈ P(v, ∆).
Proof Let us suppose that P = P (A, b) / ∈ P(v, ∆). Then, there exists c ∈ Z n , c ⊤ v = max{c ⊤ x : x ∈ P }, such that for any z, being an optimal solution of the ILP problem max{c ⊤ x :
Consider the pointsŷ,ẑ given by formulasŷ = y − (A B ) i i and A Bẑ +ŷ = b B . Clearly,ŷ dominates y with respect to the function c ⊤ x. Let us suppose that inequalities A N x ≤ b N cut the pointẑ and doesn't cut the point z. But it is impossible, because by the equality (2) the pointŷ dominates the point y with respect to rows of A N .
Theorem 2 Let P ∈ P(v, ∆) be a polyhedron defined by a v-normalized system Ax ≤ b and δ = | det A B |. Let z be an optimal solution of the ILP problem max{c ⊤ x : x ∈ P ∩ Z n }, where c ⊤ v = max{c ⊤ x : x ∈ P }. Then following statements hold:
. the point z lies on a face of P , whose dimension is bounded by log 2 δ, 4. the point z can be found by an algorithm with the complexity Trivially, the algorithm is correct. Let us prove the required complexity estimate.
We note, that there are only δ points y, and at most log 2 δ components of y are nonzero. By substituting
. The values of c ⊤ z can be computed by the same way with the complexity O(log δ · mult(size c ∞ )). Finally, to enumerate all points, we need to make O(δ) bit-operations, like in the binary counter.
4 Probability of the event, when a polyhedron P is included to the class P Let us fix a vector c ∈ Z n , a matrix A ∈ Z m×n of the rank n and consider the ILP problem max{c ⊤ x : x ∈ P (A, b) ∩ Z n }.
Let Ω t = {b ∈ Z m : b ∞ ≤ t}, then for A ⊆ Ω t we define Pr t (A) = |A| |Ω t | and Pr(A) = lim t→∞ inf Pr t (A). The goal of this section is to estimate the probability of the situation, when P (A, b) ∈ P(v, ∆), where v is an optimal LP point with respect to the function c ⊤ x, assuming that P (A, b) = ∅. Let us denote the set of such right hand sides by symbol P. Using combination of technics from [49] and Lemma 2, its is not hard to see that
Theorem 3
Pr(P) = 1.
The proof and detailed estimates on Pr t (P) will be given in an extended version of the paper.
Algorithm for unbounded knapsack problem
Let a, c, u ∈ Z n >0 , b ∈ Z >0 , ∆ = a ∞ / gcd(a). Let us consider the classical knapsack problem
The knapsack problem called unbounded, if u = b ·1. where M = mult(log ∆) + mult( c ∞ ) and s be an input size. Let y be an optimal point, then y 0 ≤ 1 + log 2 ∆, y ∞ ≤ ∆ and y 1 ≤ 2∆.
Proof The problem can be solved by a following way. Using Corollary 1, we can transform the original problem to the following:
Here B ∈ Z n×(n−1) , rank B = n−1, w ∈ Z n−1 , r ∈ Z n . And more importantly, a ⊤ B = 0, ∆(B) = ∆ and y = r − Bz, where y, z are optimal solutions of the original and transformed problems respectively. We note that by Lemma 1 all rank minors of B are nonzero, hence, topologically, the set of solution of this system is a (n − 1)-dimensional simplex. Now, we search to the point of the LP optimum and make a normalization procedure. Hence, we can assume that the system Bx ≤ r is v-normalized, where v is the optimal LP vertex.
By Lemma 5, P (B, r) ∈ P(v, ∆). Hence, we can apply Theorem 2 to give an algorithm with the required complexity bound.
The inequalities y 0 ≤ 1 + log 2 ∆, y ∞ ≤ ∆ and y 1 ≤ 2∆ follows from the formula y = r − Bz and estimates on slack variables from Theorem 2.
Number of integrally-empty ∆-modular simplicies
Using properties of v-normalized simplicies the following theorem can be proven:
Theorem 5 Let A ∈ Z (n+1)×n , b ∈ Z n , ∆ = ∆(A) and P = P (A, b) forms a n-dimensional simplex with an additional property P ∩ Z n = ∅. The number of equivalence classes of such simplicies, up to affine-unimodular transforms, is bounded by O(∆ 3+log ∆ · (2n) ∆ ).
The sketch of the proof is following. We can assume, that system Ax ≤ b is v-normalized, A B v = b B and ∆ = | det A B |. At first, we estimate the possible number of matricies A B . Using the assumption, that columns of the matrix (A B ) (s+1):n 1:s are lexicographically ordered (s is number of units on the diagonal), we can show that number of such matricies is bounded by ∆ log ∆ ·(2n) ∆ . Up to integral shifts, we can assume that 0 ≤ b B ≤ diag(A B ), so the number of such vectors is bounded by ∆. Next, we observe that there are only ∆ possible ways to chose the row A N . It is true, because all rank sub-determinants of A are nonzero and row A N is the linear combination of rows A B with nonpositive coefficients. Finally, using the fact [24] that a width of integrally-empty simplicies is bounded by ∆, we can show that the b N − A B v ≤ ∆.
The detailed proof will be given in an extended version of the paper.
