Managing large amounts of information is one of the most expensive, time-consuming and non-trivial activities and it usually requires expert knowledge. In a wide range of application areas, such as data mining, histogram construction, approximate query evaluation, and software validation, handling exponentially growing databases has become a difficult challenge, and a subset of the data is generally preferred. As a solution to the current challenges in managing large amounts of data, database sampling from the operational data available has proved to be a powerful technique. However, none of the existing sampling approaches consider the dependencies between the data in a relational database. In this paper, we propose a novel approach towards constructing a realistic testing environment, by analyzing the distribution of data in the original database along these dependencies before sampling, so that the sample database is representative to the original database.
INTRODUCTION
Identifying critical system production level issues is one of the most expensive, time-consuming and non-trivial steps of the software development cycle. These critical issues represent a priority to be identified and must be solved and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. controlled with every new release of the product, so that the feasibility of the product is not altered. The core parts of the product can be tested using the operational data available (i.e. the data that are in the database at the time the application is to be tested). Since the production environment encompasses a variety of scenarios that the user created, it represents invaluable data for testing the most common and realistic scenarios, thus, the core functionality of the system from a user's perspective. However, generally these databases consist of large amount of data, which is computationally costly to analyze.
Database sampling is a potential solution to tackle this issue, and it is commonly used in wide range of application areas when using the entire database is not cost-effective or necessary (e.g. data mining, approximate query evaluation). Moreover, the testing environment should contain data that is likely to expose critical faults of the core functionality of the system, and by sampling data from the production environment this would be achieved. However, the existing tools do not consider the dependencies between the data in a relational database, but are limited to random sampling, while maintaining various constraints (e.g. referential integrity constraint, domain constraint) [5] , and generally they are oriented towards a specific application area ( [10] , [7] , [12] , [8] ). The objective of our research is a novel approach for database sampling, which would ensure the sample database respects the same relationships between data as the original database by verifying that both follow the same histograms for specific fields.
This work is based on a collaboration with IBM to determine an efficient and realistic approach to sample a database, with the objective of populating the testing environment in a rapid, automated way, and most important with realistic data.
This paper is organized as follows: the next section presents a short overview of the related work and the limitations of the previous approaches to the problem raised. Section 3 describes the proposed sampling system. In section 4, we present the results we achieved so far. Section 5 concludes the paper. Section 6 describes the future work of the proposed system, and how we can improve our approach.
RELATED WORK
Random sampling has been used for solving many database problems where using the entire dataset is computationally infeasible and where a balance between the accuracy of the results and the computational cost of the analysis is preferred. Existing data population tools for the testing environment focus on populating the resulting database with synthetic data values or use some type of random distribution to select the data that must be included in the resulting database [5] .
The closest study we have found associated to our work is the one presented in [4] , which focuses on the advantages of constructing prototype databases populated with operational data, and proposes a sampling approach, which selects the data items so that the resulting sample database satisfies some predefined criteria, focusing on the advantage of using prototype databases populated with sampled operational data. Moreover, Olken's major contribution to random sampling from large databases proves sampling to be a powerful technique [11] .
Numerous sampling approaches have been formulated in the data mining community, proving that sampling is a powerful technique for achieving a balance between the computational cost of performing data mining on a very large population and the accuracy of the results ( [7] , [9] , [13] , [14] , [15] , [10] ).
In [9] , the reader is presented with two sampling approaches with the objective of tackling exponentially growing data, while speeding up the data mining process and maintaining the quality of the mined information. The static sampling approach presented uses the distribution of the sample data as an evaluation criterion. This decides whether the sample reflects the large dataset independently of the following analysis to be performed on the sample. The sample is obtained by testing the hypotheses that each field from the sample comes from the same distribution as the original dataset. However, the static sampling approach has various shortcomings, such as its limitation to perform the sampling approach only on datasets containing a single table with various fields. Moreover, the analysis that evaluates the distribution of the sample in comparison to the original dataset is limited to univariate analysis.
A database sampling approach was proposed in [12] , to reduce the computational cost of running clustering analysis on a very large population. Its density-biased property assures that even after the sampling has been performed, clustering analysis will find the same clusters as in the original population.
Furthermore, there are a few commercial applications that support sampling from databases. One of them is IBM Optim, which is developed to manage the data within many database instances, and has many components that allow the user to archive, compare, extract and manipulate the data by using various built-in functions. Its component, Move, can be used for sampling by using the option to select Every n th row of each table from the original database. Optim ensures that the referential integrity is respected by the sample database ([1]).
As a recognized value of database sampling, Oracle DBMS include sampling mechanisms mainly for gathering statistical information about the data as an aid to improving performance, mainly related with query size estimation or intermediate query result sizes for query optimization algorithms [2] . Moreover, Oracle DBMS supports the possibility to query a sample of a given table instead of the whole table  [3] .
However, none of the above mentioned approaches con- sider evaluating the dependencies of the data in a relational database, nor study the distribution of data in the original database along these dependencies and sample accordingly, so that the sample database is representative to the original database.
CODS SYSTEM
In this section, we describe the process of the proposed sampling system, CoDs (Chains of Dependencies-based sampling), and how the dependencies between the data from the original database are considered.
System Process Overview
The proposed system consists of three main stages: generating the dependencies between data from the relational database, analyzing the data set and sampling the data set. Figure 1 shows the sample process diagram. The system is used in the following way:
• The user specifies which of the tables from the original database is the most relevant one for the sampling process (e.g. a large table, occupying critical amount of storage space would significantly impact the resulting sample database and could be a target for sampling).
• The system detects the relationship between the input table and the rest of the tables by following the foreign key (FK) constraints from the metadata. A FK constraint in a database is used to create and enforce a link between the data in two tables. When sampling, if such a constraint exists, data from the referenced table needs to be sampled in order to keep the referential integrity intact. Thus these FK constraints serve as inputs to our system to depict the relationships between data and produce a representative sample. Using the relationships detected, the system automatically generates the chains of dependencies, including in each chain referencing tables. Histograms are used to show the distribution of data along the chains discovered.
• The system analyzes the chains generated by the previous step. A key point is identifying data which has the same characteristics, as they represent the same scenario. This can be done by identifying groups with the same values in the previous generated histograms. If we focus on one histogram and sample from each group the same percentage of data, this would maintain that specific distribution. We consider all the chains of dependencies discovered, and their associated histograms. Thus, if the data maintains the same characteristics in all graphs (belong to the same group) that means that they represent the same scenario and only some of the records need to be sampled.
• Finally, the system proceeds to sampling according to the data gathered from the previous analysis, while maintaining the distribution of the data by sampling accordingly from each group identified.
This paper focuses on the detection of dependencies stage of the system, which needs to be automated and is vital for achieving a realistic sample from the original database.
Generating Chains of Dependencies in a Relational Database
Histograms are an extremely useful tool for analyzing the data, and can be viewed as an approximation of the underlying data distribution. The proposed system uses histograms to show the distribution of the data along the dependencies between the data in the original database. These histograms serve as an invaluable input for the sampling algorithm. Taking into considerations the distribution of the data for the sampling technique assures that the sample database will follow the same distribution, and the system will output a representative sample.
We define a chain of dependencies as a list of tables that either reference or are referenced by the original table sent as an input from the user (starting table) . Furthermore, we define a connector as either a primary key (PK) or an imported key (IK) from a table, which represents a link with another table from the database. Finally, we also define a leaf as a table that either does not have a connector with any other table from the database or has only one connector with a table that has already been included in a chain of dependencies. See Figure 2 for better understanding.
The list of tables from the chain of dependencies represents the dependencies of the input table, and must be considered when sampling. Our algorithm (see Simplified Algorithm) analyzes the metadata of the database and searches for tables that import the PK of the input table. This analysis is iterative and continues with the detection of the tables that import the PK of the discovered dependent tables until it reaches a leaf table. An example of this type of chain is presented in Figure 2 , where the table to be sampled is the DEPARTMENTS table, and the relationship between titles of employees and their associated departments can be analyzed.
Moreover the algorithm searches whether the starting table imports any keys itself, and if it does, it will generate the chains of dependencies by searching for the tables that are referenced by the input table. This process is iterative as well, and it further analyzes which tables reference the discovered dependent tables, and will continue until a leaf table is reached. Figure 3 shows an example of this type of chain, where the input table to be sampled is PROD-UCTS, with PK: PRODUCT CODE. The system searches whether the input table imports any key, and it will discover the PRODUCT LINE IK. Further it will search whether the table discovered, PRODUCTLINES, imports any other key and if it does, the system will add the discovered table to the chain of dependencies and studies its referenced tables. This process finishes when it reaches a leaf table. As we are analyzing the data dependencies through the FK relationships, if the PK of the leaf table is imported by the previous table in the chain, we can use the information stored in the previous table for analyzing its relationship with the starting table, eliminating the need to add the leaf table to the chain (see dashed line in Figure 3) . Finally, the algorithm searches for dependencies in the database by combining the two methods described above, by searching for tables that reference the input table's PKs and tables that are referenced by the discovered tables. Figure 4 shows an example of such a chain, where PRODUCTS is the input table to be sampled, ORDERDETAILS table imports PRODUCTS ' PK, and ORDER table with PK OR-DER NO imports CUSTOMER NO. Through this chain of dependencies, the relationship between PRODUCTS and CUSTOMERS can be analyzed.
Identifying the tables that reference the table to be sampled is a vital step towards achieving a realistic sample. If one of the variants is omitted, and we do not choose carefully the dependent tables, the sampling process is affected and will not produce a representative sample. The proposed system automatically detects these dependencies and analyzes them in order to produce a representative sample. for Table T1 in Related Tables list do  for Table T2 
RESULTS
We have applied the technique on a production environment available from our industrial partner IBM, however, for this paper, we consider an example database 1 from MySQL database management system (DBMS), with the EER diagram presented in Figure 5 . The database is called "Classic Models" and it contains typical business data, such as customers, products, sale orders, and payments data. The tables mentioned in this section are: CUSTOMERS (customers' data), PRODUCTS (a list of scale model cars), PRODUCTLINES (a list of product line category), OR-DERS (orders placed by customers), ORDERDETAILS (order line items in each order), PAYMENTS (payments made by customers based on their account), and EMPLOYEES (all employee information).
We consider the following scenario: The tester wants to sample the PRODUCTS table, as this will trigger sampling the data associated by the referential integrity with PRO-DUCTLINES and ORDERDETAILS tables, and following the FK constraints from the schema, with the rest of the tables as well. Thus, we can easily deduct from this case study that the essential question to answer is which data should we sample from the PRODUCTS table so that the sample database will follow the same distribution as the original database for the relationship between the table to be sampled and the associated tables. For this scenario, the chains of dependencies are:
• Chain 1: PRODUCTS. Through this chain, we can analyze the relationship between the products and the product lines they belong to.
• Chain 2:PAYMENTS,ORDERS,ORDERDETAILS. Through this chain, we can analyze the relationship between the customers and the payments they made, between the orders and their associated customers, and between the orders and the products they contain. Thus, several linked dependencies can be analyzed through this chain, such as between customers and products, payments and products, and orders and products.
• Chain 3: EMPLOYEES, CUSTOMERS, ORDERS, ORDERDETAILS. Through this chain, we can analyze the relationship between the employees and the offices they work in, between the customers and their associated sales representatives, between the orders and their associated customers, and between the orders and the products they contain. Thus, several linked dependencies can be analyzed through this chain, such as between offices and products, customers and products, orders and customers, and orders and products. Figure 6 , 7, and 8 show the distribution of data along the second chain. The first graph shows the number of customers with certain number of payments, the second graph shows that a certain number of customers have made a certain number of orders, while the third graph shows the num- ber of products that belong to a certain number of orders. By linking the information from these graphs, we can determine for example the number of products that a customer has requested through an order.
The other graphs reveal information regarding the product lines of a product, the sales representative for a customer, and the number of employees per office. Our objective is maintain the distribution of these relationships in the sample database (e.g. number of employees per office, which product is popularly bought) and ensure that the isolated cases will be sampled as well. Considering the scenario where a customer has made only two payments for two different orders each containing only one, but different product, when sampling, these two different products need to be selected. Another scenario to consider is if a order has only two products that can not be found in any other order belonging to the same product line containing only these two products. Not sampling these products might disturb the distribution between orders and products, or between product lines and products, and the uniqueness of data for a test case, thus an analysis of these relationships must be done. By sampling accordingly, the system assures that the sample will be representative to the original database.
Further, we will compare the presented approach with two existing sampling techniques that are closest to our work.
Bisbal's database prototyping approach is oriented towards relational databases and presented in detail in [6] . It performs the data selection by following a predefined set of criteria, generally the satisfaction of sets of integrity constraints(e.g. domain constraints, cardinality constraints, referential constraints), to evaluate the consistency of the resulting database. The algorithm randomly picks an entry from the original database and verifies if it satisfies the predefined set of criteria to maintain both inter-sampler consistency and intra-sampler consistency. If the inserted tuples require the insertion of other referred tuples, the algorithm will insert the necessary remaining tuples. Entries are randomly picked until the minimum number of instances, given as an input to the algorithm, is reached for each entity. The algorithm represents one step further towards achieving a representative sample by following the previous mentioned constraints. However, the algorithm proposed involves random sampling, and does not produce a representative sample from a statistical point of view. For constructing a realistic sample, statistical information regarding the content of the original database should be maintained.
John's static sampling approach presented in [9] maintains the distribution of the original database in the sample. However, it is limited to univariate analysis, and the approach presented is focused on datasets containing a single table with various attributes. We extend this analysis through our approach to relational databases where various relationships between the data need to be maintained. Furthermore, they focus on obtaining high accuracy for the results of the data mining algorithm applied on the sample and they propose a dynamic sampling approach that offers better results, as it is specific to the data mining algorithm used, providing little detail on how the static representative sample is obtained.
CONCLUSION
This paper proposed a tool to generate a representative sample of a database by taking into consideration the dependencies between data in a relational database. In addition, this paper formulated the problem of finding the chains of dependencies of a table, in a database, which will be used as input to the sampling algorithm. The chains of dependencies generated by the system, suggest which other tables have to be considered when sampling. The sampling algorithm aims to significantly decrease the size of the original database and the computational cost of running the tests on the original database while maintaining the same output for the results of the tests, and keeping the data realistic.
FUTURE WORK
The presented sampling system described in the previous sections is partly implemented, and we are currently exploring how to use the chains of dependencies and histograms generated by our system and described in section 3, in order to achieve the generation of a representative sample from the original database. We plan to validate the results by measuring how representative the sample database is to the original database, by verifying that both follow the same distributions for the discovered chains of dependencies. Moreover, another validation method we will use is by running the same tests from the original testing environment, on the sample database. We will measure the accuracy of the results by observing the queries' performance characteristics in the sample database. Since the sample database is expected to be representative to the original database and follows the same distributions, we are expecting the same results for running the tests on the sample database, however observing a significant decrease in the storage space needed for the testing environment.
Moreover, one improvement to the system would be to eliminate the need of specifying any parameters by the user, leading to reducing the uncertainty of our results. Through a static analysis of the database, the system can automatically detect the referenced tables that do not import information from any other table in the database. These tables can be used as starting tables for our sampling approach, since other tables reference their data, and the application can use these tables to generate the chains of dependencies that need to be analyzed, thus eliminating the needed input table for our system.
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