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Preface
Most fluids found in nature exhibit a complex behavior departing from the
regular laws we can find for gasses and solids. In this work we are spe-
cially interested in the features of self-assembling fluids, which exhibit the
emergence of ordered patterns at certain thermodynamic conditions. We
will see along this work how relevant these systems are to industrial and
biological processes, and we will explore the origin of their peculiar behav-
ior. To name some examples, understanding self-assembly is decisive for
describing colloidal and protein solutions present in food products, and for
technological applications such as nano-lithography.
Furthermore, the adsorption and confinement of fluids, particularly at
the nanometer scale, have been the focus of great interest over the last
decade, since the properties of the original fluid when confined can be mod-
ified with a high degree of control by choosing the appropriate adsorbent.
The importance and consequences of confinement are astonishing; there
are so many applications derived from this process (energy storage, drug
delivery, catalysis, new electronic devices, ...) that nano-science has been
established as a new discipline on itself. For this reason the synthesis, tai-
loring and characterization of porous media have also greatly progressed
in recent years; however, our understanding of the chemical and physical
mechanisms of adsorption and confinement and the interplay between ad-
sorbent and adsorbate is far from complete.
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The general aim of this work is to enhance our knowledge on the be-
havior of simple and self-assembling fluids under confinement in a variety
of confining topologies. Simple fluids will be considered as a reference and
as testing ground for new theoretical approaches, and also in the context
of new porous materials for technological applications. Along this thesis
we will consider two kinds of porous media: those with regular pores, like
slit pores (two parallel walls) that show a simple dimensionality reduction,
or crystalline nano-structured materials (zeolites, nanostructured carbons);
and disordered porous media, where the topological disorder conditions the
fluid properties in addition to the volume constraints due to the confine-
ment.
Concerning methodology, we will first resort to molecular simulations
based on Monte Carlo and Molecular Dynamics approaches; in addition,
we will make use of integral equation theories derived from the Ornstein-
Zernike relation. One of our aims will be to provide detailed information
on the explicit spatial distribution of the fluids inside the porous media.
This is a key element for the understanding of adsorption processes, and in
particular plays an essential role in the design of new functionalized mate-
rials. We will show how new theoretical approaches can complement and
extend the capabilities of simulation techniques in this context, with a re-
duced computational cost.
Summarizing, this thesis pursues three main goals:
• To reveal the effect of the confinement (both regular and disordered)
on the behavior of fluids with self-assembly properties.
• To analyze new nano-structured materials for adsorption applications.
• To construct a suitable and efficient theoretical approach, in the
framework of integral equation theory, to study adsorption and con-
finement processes.
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Figure 1: Diagram showing the systems (bottom) that will be analyzed
along this work and their connection with our main goals (top).
In an attempt to provide a first and clear outline of this thesis to the
reader, we present in Figure 1 a diagram summarizing the systems that will
be analyzed and their connection with the goals we pursue.
From the organizational point of view, the thesis is divided into five
chapters:
• Chapter 1 will provide a general theoretical background to the reader.
It is an introductory section that contains all the relevant physi-
cal aspects and approximations included in this thesis: fluids with
self-organizing properties, confinement and adsorption processes, and
computational methods. At the end of this section we will introduce
and describe in detail all the systems that will be analyzed.
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• In Chapter 2 we will describe the methods and theories this thesis
is based on, emphasizing the particular approaches we will apply. We
have divided this chapter into three parts: first we describe the tools
required to analyze and characterize the systems under study: fluids
and porous materials, and then we give the details of the methods we
have used (molecular simulation and integral equation theory).
• In Chapter 3 we will focus on self-assembly systems in bulk and
under confinement. We introduce a simple mixture model in which
short ranged competitive interactions lead to nano-structuring, and
to effective potentials with the characteristic short range attractive
/ long range repulsive (SALR) behavior typical of self-assembly sys-
tems. Afterwards, we will see how clustering and nanostructuring are
influenced by confinement in regular and disordered porous topology.
In the case of regular topologies, we will consider both our simple
mixture model and a realistic room temperature ionic liquid model
confined in slit pores. This phenomenology is further analyzed using
an effective SALR potential model, confined in a disordered matrix
by means of simulation and our new theoretical approaches.
• Chapter 4 will be focused on simple fluids confined in regular crys-
talline materials. Noble gasses in zeolites will be dealt with in order to
test the performance of our theoretical approach in a realistic system.
Finally, we will focus on a new material composed of short capped
nanotubes, C50H10, whose capabilities as molecular carriers and for
hydrogen storage will be explored by means of computer simulation.
• Finally, this thesis is closed with a summary of our main findings and
conclusions.
I would like to express here my gratitude to all the people and entities
who made this adventure possible. First of all, thanks to my family, in
particular my parents and Antonio, for their endless support and faith; and
my friends who have always cheered me up with their energy.
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Prefacio
La mayor parte de los fluidos que existen en la naturaleza presentan com-
portamientos que difieren de las leyes regulares que con tanta precisio´n
describen a so´lidos y gases. En este trabajo se ha prestado un intere´s espe-
cial en los fluidos complejos con propiedades auto-ensamblantes en los que
se observa la emergencia de fases ordenadas en determinadas condiciones
termodina´micas. A lo largo de este documento se demostrara´ la relevan-
cia de estos sistemas en procesos biolo´gicos e industriales y se explorara´ el
origen de este comportamiento tan peculiar. Por nombrar algunos ejemp-
los, la comprensio´n de los mecanismos de auto-ensamblaje es decisiva para
describir disoluciones de coloides y prote´ınas que aparecen en productos al-
imenticios y tambie´n para aplicaciones tecnolo´gicas como la nano-litograf´ıa.
Adema´s, la adsorcio´n y el confinamiento de fluidos, particularmente
en escala nanome´trica, han sido de gran intere´s durante la u´ltima de´cada
porque las propiedades de los fluidos en condiciones de confinamiento pueden
ser modificadas con un alto grado de control simplemente eligiendo el ad-
sorbente adecuado. La importancia y las consecuencias del confinamiento
son enormes; debido al gran nu´mero de aplicaciones derivadas de este pro-
ceso (almacenamiento energe´tico, cata´lisis, dispositivos electro´nicos,... ) la
nanociencia se ha establecido por si misma como una nueva disciplina. Por
esta razo´n, la s´ıntesis, el disen˜o y la caracterizacio´n de materiales porosos ha
experimentado un enorme progreso recientemente; sin embargo, au´n queda
mucho para que la comprensio´n de los mecanismos qu´ımicos y f´ısicos que
permiten que tengan lugar los procesos de adsorcio´n y confinamiento y de
xi
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la interaccio´n entre el adsorbente y el adsorbato sea total.
El objetivo general de esta tesis es mejorar el conocimiento del com-
portamiento de fluidos simples y con propiedades de auto-ensamblaje bajo
condiciones de confinamiento en medios porosos con diversas topolog´ıas. Se
considerara´n fluidos simples como referencia para desarrollar nuevas aprox-
imaciones teo´ricas, y tambie´n en el contexto de nuevos materiales porosos
con aplicaciones tecnolo´gicas. En esta tesis se van a considerar dos tipos
de medios porosos: con poros regulares, como confinamiento entre pare-
des que muestran u´nicamente una reduccio´n de la dimensionalidad del sis-
tema, o materiales cristalinos nanoestructurados (zeolitas, carbonos nano-
estructurados,...); y medios desordenados, en los que el desorden topolo´gico
se va a sumar a la restriccio´n del espacio debida al confinamiento a la hora
de condicionar las propiedades del fluido.
Con respecto a la metodolog´ıa, se llevara´n a cabo simulaciones molec-
ulares basadas en me´todos Monte Carlo y de Dina´mica molecular ; ade-
ma´s, se aplicara´n teor´ıas de ecuaciones integrales derivadas de la relacio´n
de Ornstein-Zernike al problema del confinamiento. Uno de los objetivos
perseguidos consiste en obtener informacio´n detallada y expl´ıcita a cerca de
la distribucio´n espacial del fluido en el interior del medio poroso. Esta idea
es un elemento clave para el entendimiento de los procesos de adsorcio´n, y
juega un papel esencial particularmente a la hora de disen˜ar nuevos materi-
ales funcionalizados. Demostraremos co´mo nuevas aproximaciones teo´ricas
complementan y extienden las capacidades de las te´cnicas de simulacio´n en
este contexto, introduciendo una reduccio´n del costo computacional.
Esta tesis persigue, en resumen, tres objetivos fundamentales:
• Entender el efecto del confinamiento (tanto en medios porosos regu-
lares como desordenados) sobre el comportamiento de los fluidos con
propiedades nano-ensamblantes.
• Analizar nuevos materiales nano-estructurados para aplicaciones de
adsorcio´n.
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• Construir una aproximacio´n teo´rica, en el marco de la teor´ıa de las
ecuaciones integrales, que eficiente y apropiada para el estudio de
procesos de adsorcio´n y confinamiento.
Desde un punto de vista organizativo, este documento se divide en cinco
cap´ıtulos:
• El Cap´ıtulo 1 tiene como propo´sito proporcionar al lector una base
teo´rica general, se trata de una seccio´n introductoria que contiene
todos los aspectos f´ısico relevantes e introduce las aproximaciones
que aparecera´n a lo largo de la tesis: fluidos con propiedades auto-
ensamblantes, procesos de confinamiento y adsorcio´n y los me´todos
computacionales empleados. En el u´ltimo apartado de este cap´ıtulo
se introducen y se detallan todos los sistemas que se van a analizar
en los cap´ıtulos posteriores.
• En el Cap´ıtulo 2 se describen los me´todos y las teor´ıas en las que
se basa esta tesis, enfatizando las aproximaciones particulares que se
van a aplicar a los sistemas estudiados. Hemos dividido este cap´ıtulo
en cuatro secciones: en primer lugar se introducen las bases de la
f´ısica estad´ıstica; despue´s se describen las las herramientas necesarias
para analizar y caracterizar los sistemas objeto de estudio (fluidos
y materiales porosos), y finalmente se describen los me´todos que se
usara´n a lo largo de esta tesis (simulaciones moleculares y teor´ıa de
las ecuaciones integrales).
• El Cap´ıtulo 3 esta´ centrado en sistemas auto-ensamblantes confina-
dos y sin confinar. Introducimos un modelo simple, basado en una
mezcla binaria, en el que a partir de interacciones exclusivamente
de corto alcance, aparece orden a escala nano-me´trica y potenciales
efectivos con un comportamiento caracter´ıstico de los sistemas auto-
ensamblantes (atractivo a distancias cortas y repulsivo a distancias
largas, SALR). Posteriormente veremos la influencia que tiene el con-
finamiento, tanto en poros regulares como desordenados, sobre esta
nano-estructuracio´n. En el caso de medios regulares consideraremos
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dos sistemas: nuestro modelo de mezcla simple y un modelo real-
ista de l´ıquido io´nico a temperatura ambiente. Esta fenomenolog´ıa
sera´ posteriormente analizada usando un modelo descrito mediante
un potencial efectivo de tipo SALR, confinado en una matriz desor-
denada utilizando simulaciones moleculares y una nueva aproximacio´n
teo´rica.
• El Cap´ıtulo 4 se centra en el confinamiento de fluidos simples en ma-
teriales porosos con una estructura regular cristalina. Se demostrara´
la validez de una nueva aproximacio´n teo´rica en una sistema realista:
adsorcio´n de gases nobles en zeolitas. Finalmente, nos centraremos en
un nuevo material porosos compuesto por nano-dedales de carbono
(C50H10) y exploraremos sus capacidades potenciales para almace-
namiento de hidro´geno mediante simulacio´n computacional.
• Por u´ltimo, este documento finaliza con una seccio´n dedicada a re-
sumir y concluir los principales resultados encontrados a lo largo de
este trabajo.
Quiero expresar aqu´ı mi gratitud hacia todas las personas y entidades
que han hecho posible esta aventura. En primer lugar, gracias a mi famila,
en particular a mis padres y Antonio por su ilimitable confianza y apoyo;
y a mis amigos (”f´ısicos de Valladolid”, ”las chicas de Santi” y ”los guajes
de Guardo”) quienes siempre me han animado con su energ´ıa.
Desde el punto de vista acade´mico, no puedo olvidarme de mis pro-
fesores del instituto (Don Fer, Magdalena y Rosa) quienes me inculcaron
el intere´s y me dieron las primeras herramientas necesarias para estudiar
f´ısica. Por otro lado, a Maria Jo´se Lo´pez le debo la oportunidad y la
inspiracio´n para convertirme en ”cient´ıfico”. Quiero agradecer a Enrique
Lomba, el director de esta tesis, la confianza que deposito´ en mi para llevar
a cabo este proyecto, y su omnipresente apoyo, gu´ıa y paciencia; y tambie´n
a mis compan˜eros de grupo: Alberto, Claudio, Eva, Noe y Vicente porque
a su lado he crecido un poquito ma´s cada dia, como cient´ıfico y tambie´n
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Chapter 1
Introduction
This section provides the reader an overview of our research motivations
and their physical basis. To this aim, we will first describe the fluid state of
matter highlighting the case of self-assembling fluids, which exhibit sponta-
neous pattern formation; then, we will focus on confinement and adsorption
processes describing different types of confining media and how to charac-
terize them. Afterwards, we introduce the modeling tools employed in this
work, and finally we describe the systems we will investigate. Given the
central role of computer modeling in this research, we will stress throughout
this introduction the aspects related to the mapping of real systems into
simpler models suitable for simulations and theoretical descriptions.
1.1 Fluid state: liquids and dense fluids
Dense fluids
At a given temperature and pressure, substances in nature may appear
in different states of matter, characterized by very different macroscopical
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properties: gas, liquid and solid are the most common ones. However, as
we vary the temperature and the pressure, the state changes in a way that
is characteristic of the substance itself; this transition between states can
be represented in a graph called phase diagram.
As we can see in Figure 1.1, liquid state constitutes only a small part
of the phase diagram of a simple substance, surrounded by solid and vapor
states. Furthermore, this state exhibits a behavior characterized by short-
range order and high density, typical of solids; and at the same time by the
ability to flow and the lack of long-range order, characteristic of gasses. The
features of liquids will be presented in some detail in Section 2.1. We note
here that for temperatures above the critical, the transition between gas and
liquid states is blurred. In some instances (e.g. extremely short ranged in-
teractions) the liquid phase itself vanishes completely [Lomba and Almarza,
1994; Hagen et al., 1993]. A few years ago, Brazhkin et al. [2012] proposed
the definition of a line (Frenkel’s line) separating two fluid phases; a solid-
like phase and a gas-like one. These two phases can be characterized their
different specific heats, a qualitative change in their velocity self-correlation
functions, and the disappearance of shear-like modes when going from the
solid-like to the gas-like fluid phase. This is an important distinction that
extends the simple vapor-liquid classification in the case of fluids lacking a
stable liquid phase.
In this thesis we will be dealing with the properties of fluids, either in
vapor phase, or in liquid state, or supercritical fluids in the solid-like and
gas like region. Fluids are essential to sustain life and are obviously key to
many technological applications such as solvents, lubricants or heat trans-
fer media.
Compared to the other states of matter, dense fluids present an intrinsic
complexity difficult to cope with by theoretical approaches. The emergence
of this state is not trivial and it has been described by Barrat and Hansen
[Barrat and Hansen, 2003] as the consequence of a delicate balance between
energy and entropy while cooling the system from the vapor state. In
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Figure 1.1: Phase diagram of a simple substance.
addition, its structure is determined by intrincated excluded-volume effects
which depend on the system constituents nature and the interactions among
them. This complexity explains the lack of accurate models able to describe
systems in the liquid state, comparable with the ideal crystal lattice or the
ideal gas model. Furthermore, in spite of the similarities with other states
of matter and numerous attempts in the past (e.g the cell theory for liquids
[Diaz Pen˜a, 1979]), it is not effective to study liquid systems as if they were
condensed gasses or solids with vacancies: we must understand and treat
dense fluids as a many-body problem.
Statistical mechanics and Thermodynamics
Thanks to thermodynamics, we are able to characterize a system in
equilibrium by a small number of state variables (temperature, pressure,
density,...). Theses quantities are experimentally measurable and they pro-
vide useful information about the macroscopic properties of the system.
On the other hand, as we are working on a many-body problem, our
system can be microscopically described in terms of its particles coordinates
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(r = r1, r2, ..., rN) and the momenta (p = p1,p2, ...,pN), which comprise
the system’s phase space. Statistical Mechanics is the tool that allows us
to cross over from the microscopic to the macroscopic level. The origin
of this branch of physics is closely related with the kinetic theory of gases
stablished by Bernouilli in 1738 in his work Hydrodynamica: gasses con-
sist of molecules moving in all directions. Maxwell, based on Kro¨nig and
Clausius contributions to the field during the XIX century, formulated his
distribution of molecular velocities in 1859, which was the first statistical
law in physics. Maxwell’s work strongly inspired Boltzmann, who was the
real developer of Statistical Mechanics and settled the basis of this field in
his Lectures on Gas Theory in 1896. The term ”Statistical Mechanics” was
introduced in 1884, when Gibbs first used the name in his works.
The connexion between macroscopic and microscopic scales is done in
the canonical ensemble (NVT) by means of the partition function Z that is
a sum over all the microstates of the system, i.e. Z =
∑
allstates e
−H /kBT ;
where the Hamiltonian function H is the sum of potential V (r) and ki-
neticK (p) energies, defined as functions of the positions and the momenta
respectively: H (p, r) = K (p) + V (r). This function is directly related to
the system’s Helmholtz energy and hence all relevant thermodynamic quan-
tities can be derived from it. Alternative -but equivalent- formulations can
be derived for other ensembles defined in terms of other thermodynamic
quantities (NPT, µVT,...).
Modeling dense fluids
While the particle velocities determine K (p), V (r) contains all the
information concerning the interactions between the constituents particles
of the system. In order to model fluids, we need to know the functional
form of this interaction and simplify it as much as possible. In principle,
the potential energy may be written as a sum of the interactions of single
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atoms in an external potential, pairs, triplets... present in the system.
V (r) =
∑
i
v1(ri) +
∑
i
∑
j>i
v2(ri, rj) + ... (1.1)
In the absence of external fields, the dominant term is the second one,
the pair potential, and for many purposes it has been shown [Egelstaff, 1992]
that it is a good approximation to truncate the expansion of the potential
energy after this term (pairwise approximation). If the system is isotropic,
homogenous and composed of spherically symmetric particles, v2(ri, rj)
only depends on the distance between the pair of atoms r = |ri − rj|,
thus it can be written as v2(r).
One of the simplest pair potentials that represents the interaction be-
tween two spherical particles is the hard-sphere potential. It is highly ide-
alized and considers only the hard repulsion between a pair of particles, i.
e. U(r) is infinite for r ≤ σ and it is 0 for r > σ. Colloidal systems can
actually be designed to behave as hard-sphere fluids [Bartlett et al., 1992;
Royall et al., 2013].
A more realistic pair potential for spherical particles, must take into
account features such as the repulsion induced by Pauli principle (equal spin
electrons of adjacent atoms can not overlap) and the attractions induced
by London dispersion forces (even if the atoms are electrically neutral,
fluctuations in their electronic clouds appear). All these considerations are
effectively taken into account in Lennard-Jones (LJ) potential, which in its
12-6 formulation reads:
U(r)LJ = 4
[(σ
r
)12 − (σ
r
)6]
, (1.2)
where the parameters σ (the collision diameter) and  (well depth) are
calculated by fitting macroscopic properties obtained using the suggested
potential to experimental results or/and ab initio calculations. The LJ po-
tential successfully describes the interaction between noble gas atoms and
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quasispherical molecules such as CH4 or even SF6 [Allen and Tildesley,
1987, p. 6].
In the case of mixtures, the total interaction includes contributions be-
tween the atoms of different species. Here, Lorentz-Berthelot mixing rules
(among other possible rules) define the cross terms as:
σAB = 1/2[σAA + σBB]
AB = [AABB]
1/2,
where σAA, AA and σBB, BB are the LJ parameter between atoms of the
same type.
Molecular fluids can be treated in principle resorting to the Interaction
Site Mode (ISM), in which the pair energy between two molecules A and B
is approximated by: UAB(rA, rB, ωA, ωB) =
∑
α,β u
αβ
AB(rαβ), where α and
β designate the interaction sites in molecules A and B.
Additionally, when dealing with highly polar molecules or ions, the sim-
plest solution is to attach electrostatic charges, q, to the particles and ex-
tend the effective pair potential with a Coulombic term: Vij(r) = v
nonCoul
ij (r)+
vCoul(r); where vCoul = qiqj/4pi0r. These interactions are long ranged
and we will see that, when performing molecular simulations, will require
specific strategies to cope with the effect of periodicity implicit in most
simulation approaches. Among these strategies we can mention the Ewald
summation [Allen and Tildesley, 1987] or the P3M algorithm [Cerda` et al.,
2008].
However, the level of complexity exhibited by some fluids in nature
(colloids, protein solutions,...), exceeds by far the modeling possibilities of
simple ISM approaches. Here is where the effective potentials and its design
play a central role. Although the LJ potential can be considered in itself
an effective potential, we refer here to those designed to model complex
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systems through a coarse-graining procedure.
Figure 1.2: Example of an united-atoms model: left figure shows the
full chemical structure of the C50H10 molecule while right figure shows
the united-atoms reduction of the system where the carbon atoms of the
edge have been grouped with their bonded hydrogens in sites placed in the
center of mass, C40(CH)10.
Coarse-graining approaches are useful since they link atomistic and
mesoscales: they simplify the structure of the fluid, reducing its number
of degrees of freedom, while essential information about its behavior is
included in the effective potential. One of the most commonly used coarse-
graining methods is the so-called united-atom model (UAM), which groups
several atoms or molecules into a single coarse-grained particle (called site).
It typically maps CHn groups onto a single site, but it can be applied to
more complex situations [Chennamsetty et al., 2011]. Other coarse-graining
techniques integrate out degrees of freedom corresponding to certain com-
ponents of a mixture. Perhaps one of the simplest examples that illustrates
this case is the DLVO theory for colloidal solutions [Derjaguin and Landau,
1941; Verwey and Overbeek, 1948]
8 Introduction
The effective potentials and the coarse-graining considerations we have
used in this thesis have been thoroughly explained in Section 1.4 while
describing each of the systems under study.
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Self-assembling systems
Fluids with self-assembling properties are an example of the complex
fluids we have introduced above. We aim here at improve our understand-
ing of the origin of the self-assembling behavior, and analyze how it can be
modified by confinement.
The understanding of the self-organizing capability of soft and fluid mat-
ter is critical for a wide panoply of applications of great relevance nowadays.
Self-assembly mechanisms play a crucial role in processes involving protein
solutions in food products [Alexander et al., 2002; Mezzenga et al., 2005],
therapeutic monoclonal antibodies [Johnston et al., 2012; Yadav et al., 2012;
Yearley et al., 2013] or gelation processes [Charbonneau and Reichman,
2007].
The spontaneous emergence of patterns is a consequence of the self-
assembly behavior and it appears in a diverse collection of physical, chem-
ical and biological systems [Seul and Andelman, 1995]. In spite of the di-
verse nature of these systems, the appearance of the emerging microphases
is quite similar: in 2-D systems circular droplets, stripes or ”bubbles” oc-
cur, and in 3-D systems one may find spherical droplets, sheets or tubes.
In some cases the patterns appear as transient states due to energy or mass
fluctuations that occur in the process of spinodal decomposition, but some-
times these states can be stabilized.
As mentioned before, in the realm of colloidal science, systems with
extremely short ranged repulsive interactions are often used as an experi-
mental realization of the hard sphere fluid [Royall et al., 2013], a system no-
torious for its theoretical interest. The addition of non-adsorbing polymers
to the colloidal solution typically activates an attractive inter-particle inter-
action, due to depletion mechanism. Moreover, changing the concentration
and molecular weight of the polymer, the attraction range and strength
of the colloid-colloid interaction can be tuned. In this situation, cluster-
ing is to be expected due to the presence of the attractive forces [Poon
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et al., 1997; Segre et al., 2001], but in principle it would correspond to
meta-stable states and/or irreversible processes of kinetic nature. Never-
theless, microphases formed by clusters and percolating structures can be
stabilized in protein solutions and colloid-polymer mixtures both in exper-
iment [Stradner et al., 2004] and in theoretical descriptions [Groenewold
and Kegel, 2001] due to the presence of additional repulsive interactions
stemming from electrostatic forces. An extreme example of the stabiliz-
ing role of charges is the nanostructural organization that appears in room
temperature ionic liquids (RTIL’s) [Canongia Lopes and Pa´dua, 2006]. We
will go back to ionic liquids in Chapter 3 in order to study the delicate
interplay between confinement, packing effects and wetting.
Figure 1.3: Model (top left), snapshot (bottom left) and effective inter-
actions in the room temperature ionic liquid model we have considered
to study the emergence of intermediate range order in systems with only
short-range interactions.
It has been shown, furthermore, that long range repulsive interactions
alone can give rise to stable nanostructural order [Camp, 2003], the driving
force of attractive interactions to induce spontaneous aggregation being
replaced by external forces (e.g. pressure). Beyond this, we will see in
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Section 3.1 that intermediate range order appears naturally even when
no explicit long range interactions are present. To this aim, we have em-
ployed a coarse-grained model of room temperature ionic liquid composed
of heteronuclear dimers and monomers (Figure 1.3), that interact via a
combination of attractive and repulsive short ranged potentials mimicking
the interactions present in the modeled room temperature ionic liquid. We
find that intermediate range ordering (or nanostructuring) emerges for cer-
tain ranges of density and temperature [Bores et al., 2015b].
Figure 1.4: Upper graph: Short attractive - long repulsive potential
introduced by [Sear et al., 1999] and parametrized by [Imperio and Reatto,
2004] (blue line) compared with the simple short attractive Lennard Jones
potential (green line). Lower figures: Droplets (left), stripes (central) and
bubbles (right) patterns may be distinguished.
Back to electrostatic forces, the colloid-colloid interaction between charged
colloidal particles which are screened by ions in the solvent, has been shown
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on theoretical grounds to be adequately represented by a Yukawa potential
[Verwey and Overbeek, 1948] according to the Derjaguin-Landau-Verwey-
Overbeen (DLVO) theory. Following this, numerous works have resorted
to potentials with a combination of short range attraction and long range
repulsion (SALR) in the form of a double Yukawa [Bomont et al., 2012;
Godfrin et al., 2013], or a Lennard-Jones (LJ) plus a Yukawa interaction
[Godfrin et al., 2014; Mani et al., 2014; Sciortino et al., 2004] in order to
model the spontaneous emergence of microstructured patterns in fluids.
However, already in 1999, Sear et al. [1999] made use of an empirical
two exponential form, Equation 1.3, with SALR characteristics in order to
explain the experimental appearance of stable microphases of nanoparticles
(quantum dots) at the air-water interface.
φ(r) = −a σ
2
R2a
exp(− r
Ra
) + r
σ2
R2r
exp(− r
Rr
) + usr(r) (1.3)
This potential has been studied in depth in model systems, both in
bulk and in confinement [Archer, 2008; Imperio and Reatto, 2004, 2006;
Schwanzer and Kahl, 2011; Bores et al., 2015a; Lomba et al., 2014], and
as a rough approximation to account for vegetation patterns in ecosystems
with limited resources [Meyra et al., 2012]. We note here that the effective
potential derived for our simple self-assembly mixture can be fitted to a
very similar functional form, which further supports the use of this type
of SALR interactions as effective potentials. We will analyze in depth the
effects of confinement and disorder in the topology of the confining media
on the system modeled with the interaction of Eq. 1.3 (see Figure 1.4) in
Section 3.2.
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1.2 Confinement and Adsorption processes
Fluids are often found in nature under different levels of confinement: wa-
ter remaining inside the pores of the sponges, sap traveling inside capillary
tubes throughout the whole plant, cell components enclosed by the cell
membrane... In connection with the latter issue, confinement plays a vi-
tal role in biological mechanisms, and it seems to be a cornerstone for life
emergence [Kuhn, 2008].
Historically, absorbent materials such as clays, sand, charcoal,... were
used for drying, desalinating water, clarifying oil or treating certain de-
seases [Robens, 1994]. First references of the adsorption phenomenon are
very old: they appear even in the Bible (Judg. 6:33-40); however, a system-
atic investigation in the field did not begin until the 18th century with the
work of Fontana [1777] and Scheele [1777]. The number of technological
applications of porous materials has greatly increased since then: they are
widely used nowadays for drying out, separating gasses, purifying liquids
and air, supporting catalytic processes, microfluidics, medicine, ... Addi-
tionally, fluid adsorption or inclusion has a relevant role in the design of
new porous materials as adsorbents (using templating techniques [Nishi-
hara et al., 2009]) and in the design of nanodevices (self-assembly under
confinement).
The synthesis and tailoring [Barton et al., 1999] of porous materials have
greatly progressed in recent years due to their commercial interest; how-
ever, the understanding of chemical and physical mechanisms underlying
adsorption processes is still an open field of research. As atoms located on
the surface of a material are not able to fulfill their bonding requirements,
they are more reactive than those atoms belonging to the inner part of the
material which are fully surrounded. For this reason, the surfaces of solid
materials present unique properties different from those in the bulk: they
are responsible for the adsorption process, which can be defined [Rouquerol
et al., 2014a] as the ”enrichment of one or more components in an interfa-
cial layer”. The porous solid with cavities or channels on which adsorption
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takes place is called the adsorbent ; and the fluid molecules immersed into
those pores are the adsorbate.
The adsorbed molecules might exhibit unusual properties due to the
geometrical constraints of the confinement they are exposed to. The previ-
ously described competition between fluid-pore and fluid-fluid interactions
leads to shifts in phase coexistence curves and critical points, emergence of
new transitions such as wetting or layering, variation of diffusion and vis-
cosity values... These effects have been observed in many different systems
experimentally [Gelb et al., 1999, and references therein] and also by means
of computer simulation [Scho¨ll-Paschinger et al., 2001].
Due to the critical influence of pore properties on the technological
applications of porous materials, their characterization has been exten-
sively studied [Thommes and Cychosz, 2014]. The structural information
of porous materials is quantified by means of the surface area, pore vol-
ume, pore size distribution and porosity [Rouquerol et al., 1994]; all these
quantities will be analyzed in more detail in Section 2.2. Experimental
techniques [Thommes and Cychosz, 2014; Myers and Monson, 2014] such
as Raman, infrared, NMR spectroscopy or X-ray and neutron scattering
provide indirect evidence of the micro-structural properties of the porous
media. Computational methods [Sarkisov, 2012; Sarkisov and Harrison,
2011; Gelb and Gubbins, 1998] are a complement to the experimental tech-
niques and furnish an atomistic view of these materials that has to be made
compatible with the experimental evidence.
When the pore width is of the order or a few molecular diameters (nano-
scale), the dimensionality of the system is modified: the system may be
forced to be almost two-dimensional when it is confined in a slit pore or
one-dimensional when it is confined in a cylindrical pore. This process is
becoming a very important tool for instance in the fabrication of nano-
materials by means of templates, e.g. supercapacitors or molecular sieves.
In close connection with confinement at the nanoscale, nanoscience and
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nanotechnology involve studying and working with matter on an ultra-small
scale: the scale of nanometers (1nm = 10−9m). Richard Feyman intro-
duced the concept behind this science in 1959 in his talk: ”There’s plenty
of room at the bottom”, at the California Institute of Technology. He
envisioned the possibility of manipulate and control individual atoms and
molecules, and this prediction became possible in 1981 by means of the
scanning tunneling microscopy. The main interest of matter at nanoscale
is that it behaves in a different manner than at larger sizes, and the new
properties cannot be extrapolated from those of the bulk because they are
a consequence of size confinement, predominance of interfacial phenomena
and quantum mechanics [Mansoori, 2005]. Nano science has been quickly
evolving since its origin, and nowadays a lot of innovative technologies and
applications in other fields such as chemistry, biology, physics,... are rising
driven by progress in nanotechnology [NSTC, 2000].
Types of confinement
Depending on the size of the pores, the IUPAC -International Union of
Pure and Applied Chemistry- distinguishes between micropores (less than
2nm), mesopores (between 2nm and 50nm) and macropores (more than
50nm). Pores can be classified as open (if they are communicated with the
external surface of the material) and closed (if they are totally isolated)
[Rouquerol et al., 1994]. It is important to remark that the existence of
inter-connected pores throughout the material allows the fluid to flow or to
diffuse across the system; thus, closed pores do not contribute to the adsorp-
tion although they determine macroscopic properties of the bulk materials
such as density or conductivity. In this work we have used a percolation
model to elucidate whether the pores spread across the material or not (see
Section 2.2).
Furthermore, the geometry of the adsorbent is a fundamental feature to
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take into account before characterizing or modeling a porous system [Rou-
querol et al., 2014b]. There is a distinction between materials presenting
pores regularly disposed and those presenting randomly distributed pores:
we call them regular and disordered porous materials respectively. Some
examples of disordered and crystalline porous structures are shown in Table
1 of Ref. [Gelb et al., 1999].
Crystalline structures such as those found in zeolites, metal organic
framework (MOF) materials or some nano-structured materials can be
fully determined by X-ray diffraction. On the other hand, modeling the
structural properties and random pore shapes present in disordered porous
materials is a more difficult task: their surface roughness and topological
disorder lead to a large dependence of the adsorption properties on the
particular sample when carrying out computer simulations. It is necessary
therefore to work with very large systems or to average over several samples
in order to get results independent of the system size.
Along this work we will consider both regular and topological disordered
porous media. As regular pores, we will focus on slit-pores in Section 3.1
in order to analyze the transition from 3D systems to a two dimensional sit-
uation (which mimics and interface) and the effect of this transition on the
emerging ordered nano-structures both in our simple self-assembling mix-
ture and our realistic model for RTIL. Furthermore, molecular crystals of
short-capped nanotubes and zeolites will be considered in Section 4.1. On
the other hand, a topological disordered porous media (porous glass) will
be considered in Section 3.2 in order to illustrate the effect of the compe-
tition between confinement and disorder on the emerging nano-structures
of a self-assembling fluid modeled by a SALR potential. Figure 1.5 shows
the confining media employed in this work.
On the other hand, depending on the interaction between the ma-
trix and the adsorbate, adsorption may be specific or non-specific [Kise-
lev, 1965]. Only a few adsorbents -such as graphitized carbon, silica gels,
some zeolites and MOF solids- present non-specific interactions with a high
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Figure 1.5: Porous materials considered in this thesis. Crystalline
porous media: molecular crystal of short-capped nanotubes (top left) and
zeolite MFI (top right), versus a two dimensional model of an amorphous
porous glass (bottom).
number of molecules, i.e. the adsorption energy is little influenced by the
adsorbent-adsorbate interplay but it is very similar for different adsorbed
molecules. London dispersive forces, short-range repulsions and polariza-
tion terms between the adsorbent and the adsorbed molecules are non-
specific interactions: in these cases the geometry and orientation of the
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adsorbent and of the adsorbate are determining, and the interaction can
be basically represented by a simple hard repulsion preventing the overlap
between the fluid and the solid; however when specific interactions take
place in the system they must be explicitly incorporated into the inter-
atomic potentials. Extreme cases are e.g. the acid sites in zeolites due to
the presence of Al cations, in particular when interacting with aromatic
molecules. Modeling this type of interactions is a highly non-trivial prob-
lem [Mart´ın-Calvo et al., 2015].
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Quenched-annealed systems
As we have mentioned when referring to dense fluids, systems that lack
long range order but endowed with a certain degree of local order (ab-
sent in low density gas phases) pose particular difficulties for theoretical
treatments. Such is also the case for the study of adsorption in disordered
materials. From a strict statistical mechanical stand point, these systems
imply two kinds of averages: first a thermal average on the adsorbed fluid
configurations for a given adsorbent microstate, and then an average over
disorder, i.e. an average over a significative number of samples of adsor-
bent configurations. This approach maps the adsorption process onto the
problem of a partially quenched (or quenched-annealed) mixture, in which
the degrees of freedom of one of the components are frozen. This is an
usual approximation for the study of adsorption (or more strictly fluid in-
clusions). A formal treatment of these problems within the framework of
statistical mechanics was introduced by Madden and Glandt [1988] in the
context of integral equation theory.
We note also that the idea of considering the adsorbent as a system of
frozen particles is also the common approach when performing computer
simulations, and it is the approximation we have used in this work. When
considering a specific configuration of a disordered crystalline material, the
effect of the adsorbent on the adsorbate can be dealt with as that of a
external field. This is the standard approach in simulations (average over
disorder must be implemented at a later stage) and will be of use in our
theoretical treatment as well.
On the other hand, it must be noticed that the influence of the adsorbed
fluid on the structure of the adsorbent material cannot be neglected in many
porous materials such as in some porous glasses, activated carbons or even
some zeolites [Scherer, 1986; Haines and McIntosh, 1947; Koningsveld and
Tuinstra, 1989]. The development of flexible models of porous materials
(see for instance [Kowalczyk et al., 2008]), able to incorporate the induced
deformation, is a current challenge encouraging the development of new
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theoretical, experimental and computational methods [Gor and Neimark,
2011].
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Templated systems
Templating is a well stablished synthetic approach for the development
of new porous materials. The basic idea is the use of a structured material
as template in a mixture, which can later be removed, normally by treat-
ment with very reactive solvents, such as hydrogen fluoride in the case of
silica templates.
Figure 1.6: Generation of the two dimensional porous glass model used
in 3. Binary mixture of non-additive hard spheres is taken to an state
near the spinodal decomposition (left), one of the components is removed
(center) and the isolated particles of the matrix are eliminated (right).
Two different approaches are possible. One typically applied for the
design of controlled pore glasses, is based upon the use of a molten binary
mixture (e.g. borosilicate) which is brought to conditions close to the spin-
odal decomposition [Siggia, 1979]. The mixture is then quenched, and the
template (the silica) is washed away by means of treatment with acid. This
is the typical process of synthesis of Vycor glass [Haller, 1965]. A slightly
different approach is used for the synthesis of zeolite templated carbons
(ZTC) [Nishihara et al., 2009]. In this case a zeolite is filled with furfuryl
alcohol, which is polymerized in the zeolite channels and then carbonized
at high temperature. The silica is afterwards washed away by treatment
with hydrogen fluoride. In both cases one ends up with systems with high
porosity and with a considerable control on the pore size of the resulting
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material, though in the second case (ZTC) the pore size distribution is
much narrower.
esto tambien lo dejaria para depues de introducir las ecuaciones in-
tegrales [Zhang and Van Tassel [1999] generalized the Given and Stell’s
replica approach to deal with templated systems of the type of Controlled
Pore Glasses (CPGs), and Gelb and Gubbins [1998] have explored in detail
simulation procedures that attempt to mimic the synthesis process of Vycor
glasses.[
We will make use of the templating approach for CPGs to construct bidi-
mensional topologically disordered porous systems (see Figure 1.6) whose
effects on self-assembly and nano-structuring will be studied by means of
computer simulation and a new theoretical approach in Section 3.2.
1.3 Computer modeling
Nowadays, scientist and engineers are able to tune the properties of mate-
rials -higher strength, lighter weight, greater chemical reactivity,...- manip-
ulating them at the nanoscale. However, basic difficulties in nano science
must be solved to exploit its full potential. Many applications in this field
require the knowledge of the correlations between nano structures, and
these remain unknown in many relevant cases. In order to improve the
technologies and the applications of these innovative materials, it is neces-
sary to know and to understand how do nano structures interact with each
others. To this aim, there are sophisticated experimental techniques for
manufacturing and analyzing objects in this size range: beams of electrons
or ions, scanning tunneling microscopy, lithography or self-assembly. In
this connection, a theoretical (or more properly computational) description
of the systems at hand will be of invaluable help.
However, multiple problems arise to achieve this desired goal. Most of
the equations that describe the laws of nature (from classical mechanics to
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fluid dynamics including many other fields of physics) cannot be exactly
solved [Thijssen, 1999]: only a few of quite simple systems (such as ideal
gas or harmonic crystal) can be completely described by the theory. In our
case (molecular systems in the liquid state) we must deal with a many-body
problem which is also non-analytically solvable. Furthermore, if we aim to
compare our theory to real systems (the number of particles in real samples
is around 1023), we need to take into account as many particles as possible,
making the issue even harder to manage.
Some of these problems can be coped with by resorting to computational
methods. When working at the microscopic level (atomistic description)
they describe the atomic correlations using a variety of techniques well
suited to the particular problem under study:
• Ab initio methods: from simple Tight Binding approaches to Density
Functional Theory or more elaborated Quantum Chemical approxi-
mations [Fulde, 1995], these techniques aim at describing the atomic
systems as a many-electron problem where the nuclei act as fixed ex-
ternal fields (within the Born-Oppenheimer approximation). Of great
accuracy, ab initio approaches are limited to a few up to several thou-
sand atoms depending on the level of approximation required. If the
nuclei are to be considered as quantum mechanical objects (e.g. in
low temperature hydrogen), then approaches as the Path Integral for-
malism [Kleinert, 2006] come to our aid.
• Effective potentials. These are the key elements in most applications
of Statistical Mechanics for the modeling of realistic systems. Basi-
cally they are constructed by fitting more or less simple functional
forms (sometimes with a physical background. e.g. in the Lennard-
Jones potential), to experimental macroscopic properties, or to the re-
sults of ab initio calculations. They might include simple pair terms,
or three-body contributions (e.g. Axilrod and Teller [1943] for no-
ble gasses, Stillinger and Weber [1985] for Si, C, etc.), four-body,
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or many-body contributions (e.g. embedded atom models in liquid
metals cite). The number of fitting parameters is very variable, and
it is sometimes connected with the transferability of the potential.
It might range from the simple one-parameter hard-sphere models,
to the multi-parameter AIREBO potential for hydrocarbons [Stuart
et al., 2000], or the neural network many body potentials for semi-
conductors [Behler and Parrinello, 2007].
Once the interactions, have been defined, we need computational tools
that take us from the microscopic properties characterizing atoms to the
macroscopic world we are interested on. Here we will have:
• Computer simulations
We will employ Monte Carlo (MC) techniques, based on stochastic
approaches, and Molecular Dynamics (MD), a fully deterministic ap-
proach based on the solution of the equations of motion. Other tech-
niques might be of use depending on the nature of the problem, such
as brownian dynamics (dynamics with stochastic forces), or Lattice-
Boltzmann simulations (for much longer time scales approaching the
hydrodynamic regime).
Advanced techniques of atomistic computer simulations are very use-
ful to study how matter interacts at the nanoscale: these are in some
cases a complement to the experimental work, but in other cases
they are a guide to devise the experiments or even an alternative to
them. The origin of computer simulations is correlated with the rise
of electronic computing machines rise, emerged for developing nuclear
weapons and code breaking during the Second World War.
In the framework of this thesis, we have employed Monte Carlo and
Molecular Dynamics methods, and we describe them in some detail
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Figure 1.7: Grand-canonical Monte Carlo scheme. Green circles and
arrows represent particles displacements within the system boundaries,
blue color represent insertion of a particle into the simulation box and
red shows the removal of a random particle.
in Section 2.3. We recall here the idea of a liquid made up of
atoms or molecules interacting with each other. We can reproduce
their dynamic following two different strategies: solving the equa-
tions of motion straightforwardly (Molecular Dynamics), or follow-
ing a stochastic path devised to generate microscopic configurations
with statistical weights defined by a given thermodynamic ensemble
(importance sampling Monte Carlo). Both approaches enable us to
explore the phase space in order to find all the microstates (set of po-
sitions and velocities of all the particles in the system) consistent with
a given macrostate (set of thermodynamic variables that define a sys-
tem: N ,V ,T ,P ,...). This is important because statistical mechanics,
in order to calculate thermodynamic quantities from the microscopic
information of its particles, requires to average over all these compat-
ible microstates.
The Monte Carlo approach is a useful method for simulating fluids
under confinement, specially in the grand-canonical ensemble. Grand
canonical Monte Carlo (GCMC) implies three different kind of par-
ticle movements: displacement, insertion of a new particle and re-
moval of a random particle in the system (see Figure 1.7). However,
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when applying a GCMC scheme to confined fluids, we will encounter
efficiency issues: most of the displacement and insertion trials will
be rejected since they lead to overlaps with the confining medium.
The solution is to perform a biased sampling of preferential areas of
the simulation box avoiding overlaps with the matrix particles. This
strategy is called cavity bias and we will describe it in Section 2.3.
Other complementary biasing alternatives have been proposed [Snurr
et al., 1993] but will not be needed for our purposes.
In the framework of Molecular Dynamic simulations, Targeted Molec-
ular Dynamics (TMD) is an useful technique for studying molecular
inclusions [Schlitter, 1993; Schlitter et al., 2001] to calculate binding
Gibbs free energies of complexes. It introduces an external force to
the classical molecular dynamic simulation that drives the guest par-
ticle out of the host : the binding Gibbs free energy of the complex
is connected to the constant pressure work exerted by the external
force. This method will be used in Section 4.1 of this thesis in or-
der to analyse the stability of Van der Waals complexes formed by
short-capped nanotubes and small host molecules, and it is described
in detail in Section 2.3. These complexes might have applications
in the process of encapsulation of chemically or biologically active
molecules, as well as for transport or storage of gases.
• Theoretical approaches
There is a wide number of theoretical tools at our disposal in this con-
text, ranging from Perturbation Theory, Classical Density Functional
Theory, or Integral Equation Theory (IE) [Hansen and McDonald,
1986]. In this work, we will restrict ourselves to the latter, in partic-
ular to the family of Ornstein-Zernike approaches.
The target of Integral Equation Theories in its Ornstein-Zernike for-
1.3 Computer modeling 27
mulation is to predict the structure of the system, via the pair corre-
lation functions (that provide information about the arrangement of
particles in a fluid, as we will see in Section 2.1), from the knowl-
edge of the pair potential Uij(rij) (that describes the interactions
present in the system). Thus, they aim at solving a non-linear equa-
tion like: g(rij) = F [U(rij)], where g(rij) is the pair distribution
function. More sophisticated (and computationally expensive) the-
ories can provide information on triplet correlations as well [Barrat
et al., 1988; Jorge et al., 2001; Attard, 1991]. This integral equation
approach has been widely used since it was proposed at the beginning
of the twentieth century, to describe homogeneous monoatomic flu-
ids such as the hard sphere fluids; and it has been extended to more
complicated systems such as mixtures, molecular fluids or electrolytes
[Hansen and McDonald, 1986]. Moreover, it has been also applied to
inhomogeneous fluids, such as those confined in single pores (cylin-
drical, spherical or rectangular) [Henderson, 1992] and to anisotropic
fluids [Lado and Lomba, 1998].
Beyond this, it is also possible to use the integral equation approach to
describe confinement in topologically disordered porous media. Mad-
den and Glandt [1988] considered a fluid constrained by an external
field, due to the confining matrix particles, that varies according to
a certain probability distribution. This system requires two types of
statistical averages to be considered: a thermodynamic one over the
fluid particle configurations, and another over frozen disorder, includ-
ing the possible matrix configurations given by a certain probability
distribution.
An alternative view of confinement processes in disordered media is
to consider the quenched-annealed model: Given and Stell [1992] ap-
plied the replica method, originally introduced by Edwards for de-
scribing spin systems with frozen degrees of freedom [Edwards and
Anderson, 1975], to these systems with frozen and disordered con-
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fining matrix. This method implements a completely artificial con-
struction, which constitutes an useful mathematical abstraction, to
simplify the problem: the former system, consisting of a quenched
matrix (M particles) plus an equilibrated fluid (N particles), is rep-
resented by an equilibrated mixture of N particles of the fluid plus
M particles of the matrix plus s− 1 non interacting replicas of the N
fluid particles in the limit of s → 0. The integral equations derived
from this formalism are called Replica Ornstein Zernike (ROZ) -see
Section 2.3- and has been applied to a variety of systems under dis-
ordered confinement, such as hard-sphere fluids [Lomba et al., 1993],
binary mixtures [Scho¨ll-Paschinger et al., 2001], diatomic molecules
[Fernaud et al., 2001], dipolar fluids [Fernaud et al., 2003], associative
fluids [Pizio et al., 1998],...
Additionally, and of special relevance to this thesis, Zhang and Van Tas-
sel [1999] generalized the Given and Stell’s replica approach to deal
with templated systems of the type of Controlled Pore Glasses (CPGs),
and Gelb and Gubbins [1998] have explored in detail simulation pro-
cedures that attempt to mimic the synthesis process of Vycor glasses.
Why should we pursue a new theoretical ap-
proach?
The ROZ approach yields average thermodynamic properties, fluid-fluid
and fluid-matrix correlations, but if one is interested in the explicit spatial
distribution of the fluid/adsorbate for a given configuration of the matrix
an alternative approach is needed. Pair correlation functions cannot pro-
vide a precise information of the most likely location of fluid particles in
complex confining geometries (such as zeolites or functionalized carbons)
since they only furnish average probabilities over a pair of particles, either
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fluid-fluid or fluid-matrix. Higher order correlations are lost.
Detailed information on the explicit spatial distribution of the fluid
(adsorbate) is of paramount importance in many processes of industrial in-
terest, such as gas storage or catalysis, and also for the understanding of
many biological processes such as the catalytic activity of enzymes. The
knowledge of this adsorbate distribution within the adsorbent is essential,
specially when dealing with functionalized adsorbents [Wood et al., 2012].
Experimental techniques such a FTIR, NMR spectroscopy [Grahn et al.,
2008; Fyfe et al., 2005] or neutron scattering [Llewellyn et al., 1993; Floquet
et al., 2007] provide very valuable information in this context. Also molec-
ular simulations allow the calculation of density maps, however it might
turn into a computationally lengthy process especially when the sampling
is poor due to problems of accessibility.
Therefore, the development of reliable and fast tools capable of de-
scribing explicitly and accurately the three dimensional structure of a fluid
confined in porous materials is of primary interest. In this way, meth-
ods based on Integral Equation theory are good candidates. As we have
mentioned above, ROZ -the method for dealing with fluids confined in dis-
ordered porous media in the framework of integral equation theory- does
not provide information of the confined fluid at this level.
As an alternative, we may follow the prescription formulated by Be-
glov and Roux [1995] for describing the solvation of solutes with arbitrary
geometry; this approach formulates the inhomogeneous Ornstein-Zernike
equations, based on the hypernetted chain approximation (HNC), and pro-
vides the solvent structure in the external field induced by the solute. The
key element here is to consider the solvent and solute as a mixture, and
take the limit of infinite dilution. This methodology has been extended
to molecular liquids, both polar and non-polar [Beglov and Roux, 1996;
Perkyns et al., 2010; Kovalenko and Hirata, 1998], and also to solvation
of small proteins [Yamazaki and Kovalenko, 2011]. In this approximation,
since the solute-solvent interaction is considered as a many-body potential,
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it turns out that information concerning solvent-solute correlations will be
recovered beyond the pair level. This is in close connection with Attard’s
method [Attard, 1991] to calculate triplet correlations using the inhomo-
geneous Ornstein-Zernike equation and the source particle approximation
[Jorge et al., 2001; Attard, 1991].
In this thesis we will explore the extension of this approach to con-
fined systems. Actually, Beglov and Roux [1995] already applied their in-
tegral equation approach to compute the density profile of a monoatomic
Lennard-Jones fluid adsorbed in a simplistic model of zeolite. We have
further improved their method by including in the equations the fluid-fluid
direct correlation function corresponding to the confined case, instead of
using the bulk-fluid approximation as it was originally done in [Beglov and
Roux, 1995]. Our approach, which combines the Ornstein-Zernike equation
explicitly in 2D or 3D with the HNC closure, will be denoted by 3DOZ-
HNC or 3DOZ-HNC.
We will describe the key elements of Beglov and Roux [1995] formalism
and its extension to confined fluids in Section 2.3. Furthermore, we make
use of the two and three-dimensional versions of the new approach in Sec-
tion 3.2 and Section 4.2 for the study of the structure of a SALR fluid
confined in a 2D porous glass, and for noble gases in zeolites, respectively.
Advances in Computer science
Even making use of the high calculation capabilities of today’s com-
puters, the size of the system is limited by the available storage and the
execution speed. We spend a time proportional to N2 when evaluating the
forces or potential energies of a system of N particles; thus, only small sam-
ples (N ≤ 10000) can be analyzed and then very long and time-consuming
simulations are required to obtain statistically accurate results. Further-
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more, when dealing with such small systems, there is a non-despicable
amount of atoms in the surface of the system that are subject to different
conditions (surface effect). Trying to bypass this handicap, several tech-
niques have been developed: potential truncation diminishes the number
of terms involved in the energy and forces calculation (when dealing with
short-range interactions), periodic boundary conditions makes the system
infinitely periodic avoiding surface effects, neighbor lists and link-cell ap-
proaches scale the size dependence of the calculations to 0(N),... A more
detailed description of some of these techniques is presented in Section 2.3.
The appearance of parallel computing in 1980s resulted in a huge ad-
vance for computing science since it allows many calculations to be carried
out simultaneously. Most of the current computer software for soft matter
calculations make use of this advantageous technique. Progress in com-
puter science has helped to increase the size and complexity of the systems
under study, and also the time scale of the simulations. Some advances in
parallel computing with a direct impact in computer simulation concern
the use of GPU ’s (graphics processing units) for molecular modeling since
NVIDIA introduced in 2007 the application programming interface CUDA
(Computer Unified Device Architecture) to exploit the power of modern
GPU’s in scientific applications [Stone et al., 2007]. In our particular case,
the numerical solution of the OZ integral equations and the Molecular Dy-
namics of simple self-assembling systems are suitable for GPU processing
with speed-ups of one to two orders of magnitude.
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1.4 Systems of interest
As we have indicated in the preface, the goals of this research are: to
analyze the effect of confinement on self-assembly fluids, to study nano-
structured materials for adsorption applications, and the development of
a new theoretical approach to describe the topology of adsorbates under
confinement. In order to achieve these goals, several porous media (both
regular and disordered) will be used to confine various fluids (from sim-
ple molecules to complex fluids exhibiting structural order emergence), and
the adsorption/confinement process will be studied by means of different
computational methods (classical simulations and theoretical approaches).
Figure 1 reveals the connection between the studied systems and the goals
we pursue.
In the current section we will introduce and describe all the systems
that will be studied in this thesis. We will divide them into two groups:
complex fluids with associative properties under confinement (Chapter 3)
and simple fluids adsorption in nano-structured materials (Chapter 4).
1.4.1 Self-assembly under confinement: regular and topo-
logical disordered media
This part of the work is focused on self-assembling fluids that exhibit the
emergence of ordered nanostructures at certain thermodynamic conditions.
In particular we have studied three systems showing this feature, modeled
with different effective potentials: First we have explored the possibility of
nano-structuring in a simple model of a binary mixture where only short
range interactions appear. From the nanostructured fluid configurations
it is possible to extract an effective potential that exhibits the features of
a SALR interaction. We have then focused on the effect of regular con-
finement on structural order, and its role to stabilize the nanostructures.
We then turn to a more realistic model of room temperature ionic liquids,
where the long-ranged interactions that stabilize the emerged patterns are
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represented by electrostatic charges. Finally we have considered the SALR
potential [Sear et al., 1999], where the effective interaction is modeled by a
simple contribution of competing exponential functions.
1.4.1.1 A nanostructured binary fluid mixture with short-range
competing interactions
As we mentioned in Section 1.1, the origin of nanoscale pattern formation
has been attributed, in most of the cases, to the presence of short-ranged
forces that originate the patterns and long-ranged forces that stabilize them.
However, in Section 3.1 we will explore the possibility of pattern formation
in a system, consisting of a simple equimolar mixture of diatomic molecules
and monomers, in which only short-ranged forces are present, and pattern
formation emerges as a collective effect due to competing interactions be-
tween different species and/or molecular sites.
Our model system, composed of heteronuclear dimers and monomers
combine attractive and repulsive potential so as to mimic the interactions
present in room temperature ionic liquids, but without electrostatic forces.
It consists in an equimolar fluid mixture of two different species (see Figure
1.3): a two-site dimer, AB, and a monomer, C. The dimers are represented
by a two center LJ site-site potential, in which the sites are separated by a
distance l. Our monomers also interact via LJ potentials. In all cases, the
interactions are cut and shifted at a distance rc, by which the explicit form
of the site-site potentials is:
uij(r) =4
[(σij
r
)12 − (σij
r
)6 − (σij
rc
)12
+
(
σij
rc
)6]
if r < rc;
uij(r) =0 otherwise.
(1.4)
Our model is to a certain degree inspired by the simple coarse-grained
model for imidazolium based room temperature ionic liquids (RTILs) of
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Merlet et al. [2012b]. Thus, we will preserve the attractive/repulsive char-
acter of the interactions in the RTIL but avoiding long-ranged interactions
like the electrostatic ones. In our model then, C monomers would corre-
spond to anions and AB dimers to the molecular cations; the imidazolium
ring that contains the positive charge is represented by site A, and the non-
polar tail by the larger site B. This implies that AA and CC interactions
will be repulsive, BB and AC are attractive, finally BC and AB interactions
are also repulsive.
We will see in Section 3.1 to what extent this simple model, with just
two sites and purely short ranged interactions can reproduce the presence
of nanostructural order as found in RTILs. We will address the emer-
gence of intermediate-range order analyzing the behavior of the partial
and concentration-concentration structure factors, and performing a clus-
ter analysis. The results obtained via our molecular dynamics simulations
will be compared with those from Reference Interaction Site Model (RISM)
equation calculations done by A. Perera [Bores et al., 2015b], which turn
out to agree remarkably well.
We will analyze how the intermediate-range order found can be tuned by
changing the density of the system, the size of B particles, and introducing
electrostatic charges to our model, which get us closer to real ionic liquids.
We will see that by using an Inverse Monte Carlo [Almarza and Lomba,
2003] approach, the short range attractive - long range repulsive interaction
appears naturally as an effective interaction when one of the components
of the mixture is effectively ”integrated out”. It is somewhat striking to
see how the short ranged competitive interactions give rise to a very long
ranged effective repulsive potential.
Nanostructuring and regular confinement
We have analyzed the effect of confinement in slit pores of systems which
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exhibit nanostructuring. We will consider two systems:
A. Self-assembling simple binary mixture
In our toy model of self-assembling mixture we will analyze the change
in the demixing critical temperature from the pure three dimensional limit
to the 2D case, and its dependency with pore size. By means of extensive
computer simulations we will analyze the changes in the nanostructuring
induced by confinement and the stabilization of membrane like entities. We
will see how the decrease in the degrees of freedom encourages the formation
of finite versus continuum percolating structures.
B. Ionic liquids
Historically, traditional molten salts are the precursor of the room tem-
perature ionic liquids. Currently, after decades of research on the field it
has been possible to synthesize organic salts with stable liquid phases at
room temperature. Among these, water-stable imidazolium cation are the
most used ones. Ionic fluids are defined in the literature as salts showing a
melting point below 100oC, strong ion-ion interactions and, most of them,
having organic cations and inorganic anions. Due to the possibility of mix-
ing and changing the nature of the cations and anions, a huge amount of
ionic liquids with tuned properties can be prepared. Nevertheless, they
present some common properties that are unusual in other molecular liq-
uids and that justify the importance of these unique materials [Wilkes,
2002; Ohno, 2005]. Thanks to their ionic composition, these liquids are
non volatile, non flammable and thermally stable; and this together with
the wide liquidus range make ionic liquids a great choice in the development
of new solvents for synthesis and catalysis [Welton, 1999]. Gas separation
technologies, specially for CO2 capture, is another interesting application
where ionic liquids seems to be a promising solution due to their low vapor
pressure [Bates et al., 2002].
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Figure 1.8: Imidazolium based ionic liquid. Left: cation. Right: anion.
In order to perform molecular simulations of ionic liquids, we require to
know the particular form and parameters of the interactions between all the
particles involved. This information is condensed in the force field model,
and the parameters are often obtained from both experimental work and
high-level quantum mechanical calculations. The 1-alkyl-3-methylimidazolium
cation family (represented in Figure 1.8) are the most extensively studied
ionic liquids because they are water stable and easy to prepare. In this case,
force field models have greatly evolved since the first model of Hanke et al.
[2001] until that of Canongia-Lopes et al. [2004], which we will employ in
this thesis. Finally, also coarse grained models of these systems have been
developed and successfully tested [Merlet et al., 2012b], and have inspired
the simple self-assembly mixture model introduced above. Studies on this
field show that structural heterogeneities appear in the special case of liq-
uid imidazolium salts, with the heterogeneous region size depending on the
length of the alkyl cation chain (see[Bhargava et al., 2008; Maginn, 2009]).
In addition, these materials are particularly interesting when they come
into contact with a solid because their properties change drastically: wet-
ting, immobilization or phase behavior modification are possible phenom-
ena due to the interactions between the solid and the ionic fluid [Sha et al.,
2012; Gobel et al., 2012; Singh et al., 2014; Sha et al., 2008].
A large amount of simulation studies on confined ionic liquids have been
already performed; most of them are related with ionogels and tend to ana-
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Figure 1.9: Ionic liquid confined in a slit pore whose walls consisting
of three graphene layers.
lyze ionic liquids confined in complex geometries that mimic real carbon or
silica porous materials [Monk et al., 2011; Rajput et al., 2014; Merlet et al.,
2012a] or in nanotubes that mimic biological nano channels [Coasne et al.,
2011; Singh et al., 2010]. However, there are only a few comprehensive
works about the confinement of ionic liquids in simple slit pores, and most
of them are focused on the electrochemical response of the ionic liquids, so
the walls are usually charged or polarized trying to reproduce the complex
real electrode systems [Pinilla et al., 2007; Reed et al., 2007; Fedorov and
Kornyshev, 2008; Feng et al., 2009; Tazi et al., 2010; Vatamanu et al., 2010;
Rajput et al., 2012a; Mendez-Morales et al., 2014].
In Section 3.1.2.2 we will study the structural behavior of imida-
zolium based room temperature ionic liquids when confined in simple pores
consisting in two graphitic parallel walls (see Figure 1.9). These systems
correspond to a structured slit pore, and consequently is closely connected
with the studies we have carried out for our simple mixture model. We have
employed molecular dynamics simulations performed with GROMACS to
analyze the structural order of the ionic liquid when confined in a simple
slit-like pore, and in this way assess the interplay between microhetero-
geneity and confinement. In particular, we will explore the possibility of
employing small amounts of RTIL as a wetting agent of graphitic walls in
order to enhance their capabilities as adsorbent materials.
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1.4.1.2 Short-attractive and long-repulsive potential (SALR)
As mentioned, a common approach for reproducing fluids with self-assembling
properties is to use short-attractive and long-repulsive potentials (SALR).
The origin for the long-range repulsion has been attributed to electrostatic
forces (as in the case of ionic liquids in the Section above) which due to
screening can be effectively represented by exponential functions as we
have already said in Section 1.1. Moreover, as we will show with our
self-assembling mixture model, these interaction can also naturally result
from the effective reduction of one component in nano-structured mixtures.
In Section 3.2 we will study the behavior or a fluid whose constituent
particles will interact via a potential φ(r) consisting of a repulsive region
(with a spatial extent σ) plus a tail that is attractive at short distances
and repulsive at larger particle separations. Here, we have chosen a slightly
modified version of the standard parameterization for this type of inter-
action introduced previously by Sear et al. [1999] and further studied by
Imperio and Reatto [2007] among others. This potential has the shape
shown in Figure 1.4 and the following functional form:
φ(r) = −a σ
2
R2a
exp
(
− r
Ra
)
+ r
σ2
R2r
exp
(
− r
Rr
)
+ usr(r). (1.5)
The strength and the range of the attractive and repulsive interactions
of the potential tail are represented by a, r, σa and σr respectively; the
short range repulsive part of φ(r) is given by a soft-core repulsion that re-
places the hard-core term used in the original potential form Imperio and
Reatto [2004] in order to ease the study of dynamic properties by means of
molecular dynamics simulations.
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usr(r) = (
σ + δ
r
)n. (1.6)
Depending on the density and the temperature this system is able to
show a rich structural phase behavior, which is characterized below a certain
temperature by the formation of three archetypes of mesophases: clusters
(at low densities), stripes (at intermediate densities) and bubbles (at high
densities). The phase behavior of this system has been extensively studied
during recent years [Schwanzer and Kahl, 2010; Imperio et al., 2006; Impe-
rio and Reatto, 2006; Archer, 2008] and quantitative structural information
obtained for our particular model will be presented in Section 3.2. Using
grand-canonical Monte Carlo simulations and integral equation theory, will
study the structural and thermodynamic properties of both the bulk and
the confined SALR. Besides, we will study the dynamics of this complex
fluid in bulk and under confinement. We will consider a quenched-annealed
system where the quenched component is a solid matrix based on a con-
trolled porous glass model and the annealed component is the previously
described SALR fluid exhibiting spontaneous aggregation.
In this case, the confinement of the fluid will be done in a controlled
pore glass with relatively large but irregular cavities. Topological disorder
will affect the structural features of the confined fluid in addition to the vol-
ume restrain due to the physical boundaries. Moreover, since matrix-fluid
interactions will be defined as plain hard-core repulsions, we can anticipate
that any deviations in the behavior of the confined fluid with respect to the
properties of the bulk fluid will originate from the effects of randomness in
the volume constraints, and the topology of the confining matrix.
Pore glasses are solid amorphous materials, consisting of approximately
96% of silica, that present micro and nano-metric pores. As a consequence
of the rigid silica network, these porous materials exhibit a high degree of
chemical, thermal and mechanical resistance. Furthermore, characteristic
features of the glass such as porosity, pore size, etc can be tuned by the
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thermal treatment and/or the original composition of the precursor mate-
rial. The typical pore size ranges present on these materials lie between
1nm and 1µm.
As an example of a controlled pore size glass, we have borosilicate glasses
whose precursors are typically mixtures of Na2O−B2O3−SiO2. The pro-
duction of such a porous glass is realized in what is known as the VYCOR
process [Haller, 1965; Levitz et al., 1991]: after thermal treatment a glass
is formed via spinodal decomposition of the molten mixture into a sodium-
rich borate phase and a silica phase; once quenched in a subsequent step the
silica phase is removed by treatment with hydrogen fluoride, HF , leaving
a highly porous, disordered matrix.
If one aims at a quantitative prediction of such processes, it is indis-
pensable to mimic the underlying theoretical models the features both of
the matrix as well as of the adsorbed fluid as faithfully as possible. In our
case, we will construct the disordered matrix model from a two-dimensional
non-additive hard-sphere fluid (which shows close to its demixing critical
point large concentration fluctuations), after a subsequent quenching of the
particle positions and removal of one of the components. This process is
depicted in Figure 1.6 and described in detail in Section 3.2.
Once the porous system is defined, we can compare both thermody-
namic, structural and dynamic properties for the SALR fluid in bulk and
confined in the pore glass. To this purpose we have employed Monte Carlo
simulations in the grand-canonical ensemble; molecular dynamic simula-
tions using the LAMMPS package for studying the dynamics of the system,
together with our own MD code; and a new approach based on Integral
Equation Theory which will provide detailed average density maps of the
adsorbed fluids.
Finally, we have also analyzed the confinement of our simple mixture
model in this disordered two-dimensional pore glass in order to compare
both models.
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1.4.2 Confinement in regular nano-structured materials
In Chapter 4 we will first focus on the characterization of new nano-
structured materials for adsorption applications, and on the development of
new theoretical tools for the study of the distribution of adsorbents within
complex porous topologies. First we will analyze a recently synthesized
carbon based material (short capped nanotube) and study its ability for
encapsulation small molecules, such as CS2 and H2. Then we will explore
the feasibility of storing hydrogen on molecular crystals consisting of these
nano-structures; all these results are presented in Section 4.1. Lastly, in
Section 4.2 we will study the adsorption of noble gasses in zeolites, sys-
tems that have already been largely studied in the last 40 years both by
experimental, theoretical and simulation approaches. Our purpose in this
thesis is to use these systems as a testing ground in order to assess the
performance of our theoretical approach for fluids confined in three dimen-
sional regular pore networks.
1.4.2.1 Encapsulation of small molecules in short-capped nan-
otubes
Carbon has been used for many different purposes since the antiquity: it
was first used in the form of charcoal as a fuel by the Egyptians, in the form
of graphite as a pigment, and in the form of diamond as a jewel. However,
carbon also presents modern and sophisticated uses [RSC, 2014]: to cut
and drill hard materials, protect surfaces, enhance the resistance of mate-
rials subject to high stress, ... and many other applications that are closely
related with their adsorptive properties (such as purification, catalysis or
gas storage).
Because of the varying bonding capabilities of carbon atoms, two crys-
talline allotropic forms of the carbon arise naturally depending on how the
atoms bond to each other: graphite (sp2 bonds) and diamond (sp3 bonds).
However, carbon exhibiting amorphous structures, without long-range or-
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der, also exist (mixed sp2 and sp3) [Robertson, 1986]: coal, soot, carbide
derived carbons, etc.
In 1985 Kroto et al. [1985] discovered the fullerenes: they found ex-
perimental evidence of the spontaneous self-assembly of an almost perfect
spherical molecule consisting in 60 carbon atoms, which had already been
theoretically predicted [Kroto, 2003]. Fullerenes discovery seemed to give
rise to a new carbon allotrope, but it has been lately considered to belong
to the graphite family with every carbon atom bonded to three neighbors:
it can actually be seen as a rounded graphitic (graphene) carbon layer.
After this decisive finding, many carbon structures closely related to
the fullerene soon emerged: onions (embeded fullerenes), giant fullerenes
(spherical molecules with more than sixty carbon atoms), nanotubes... Car-
bon nanotubes, first synthesized by Iijima [1991], may be described as an
elongated giant fullerene or as a curved graphene layer. All these carbon
nano-structures are the cause of a science revolution because of their novel
properties, far different from those of carbon structures at a larger scales.
Fullerenes have the shape of a natural molecular container due to their
large inner cavity: first guests found were metal atoms, La@C60 [Chai et al.,
1991], but other components such as noble gas atoms, hydrogen molecules,
clusters of metal or nonmetal atoms,... [Shinohara, 2014] were soon also
encapsulated into the fullerenes. The host molecules modify the fullerene
providing these compounds, endohedral fullerenes, with unusual properties
and motivating many potential applications [Popov et al., 2013]. Neverthe-
less, the main drawback of endohedral fullerenes is the difficulty to extract
the guest molecule: although the synthesis is possible and the component
is stable, a lot of energy is needed to recover the adsorbate [Dodziuk, 2011].
Since carbon nanotubes have open edges, they minimize the problem
of extracting the adsorbed substances and they are a promising material
for adsorption applications. Studies about the hydrogen storage on carbon
nanotubes [Dodziuk and Dolgonos, 2002] show that the content of hydrogen
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at room temperatures is too low for the real application of these materials.
Apart from this, carbon nanotubes exhibit amazing properties that make
them popular materials: they are super strong, heat and mechanical resis-
tant, light-weighted and exhibit a variable electronic response depending
on their structure.
Actually, only one open edge is enough for extracting the guest molecule.
A new carbon based material showing this feature has been recently syn-
thesized by Scott et al. [2011] from corannulene. It is a hemispherical
hydrocarbon (C50H10) with the shape of an opened fullerene or a short
semi-closed nanotube: it has been called in the literature short capped nan-
otube. Furthermore, this novel material has a fixed diameter and chirality,
properties that extremely affect the nanotubes behavior, and it can be used
for nanotube growing acting as a template.
Fullerenes may form a crystal at certain thermodynamic conditions
[Kratschmer et al., 1990] and also nanotubes self-organize into ropes [Thess
et al., 1996]. Two types of pores exist in both arrangements [Shinohara,
2014]: the spaces inside the spheres (adsorption in these pores is denoted
as adsorbate@adsorbent) and the spaces between the spheres (where ad-
sorption is denoted as adsorbate(adsorbent)). Similarly, Scott et al. [2011]
have also found a stable crystalline structure for short capped nanotubes
and CS2. These crystalline structures may in principle be used for adsorp-
tion applications as well as other porous solid materials like zeolites, porous
glasses,... and we intend to explore its potential in this connection.
In a work in collaboration with us, Helena Dodziuk and Tatiana Ko-
rona carried out several energy and stability calculations, by means of a
SAPT (symmetry-adapted perturbation theory) technique [Dodziuk et al.,
2012, and references therein], of the C50H10 nanotube with a high number
of different guest molecules encapsulated into the cage. As a sample, they
considered monoatomic molecules (noble gas atoms), linear molecules (H2,
CS2, CO2,...), more complex molecules (H2O, CH4, ...) and many more.
It was found that the complexes were predicted to be stable in all cases at
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0K, but at room temperature and using simple minded finite temperature
corrections only CS2@C50H10 was stable.
Here, using more elaborate approaches, we will first assess the binding
energy and thermal stability of complexes composed of short capped nan-
otubes with different molecules such as CS2 or H2, in order to evaluate
its capabilities as encapsulating agents at non-zero temperatures. To that
aim, we have resorted to molecular dynamics simulations for the systems
in vacuum and in a solvent solution. Simple NVT simulations allow us to
study the stability of the complex; and the more sophisticated techniques
Targeted Molecular Dynamics (TMD) provides quantitative results for the
binding Gibbs free energy.
Two different models will be used to describe the molecules. First, an
all-atom approach that considers every atom present in the nano-structure:
CS2@C50H10; and secondly a united-atom model that considers the hy-
drogens on the edge joined to their adjacent carbon atoms defining new
C ′ = CH sites, and also the hydrogen molecule as a single molecular site
H ′ = H2: H ′@C40C ′10. For the interactions of the H ′@C40C ′10 complex we
have used a new LJ effective forcefield derived from new ab initio calcula-
tions provided by R. Notario at the IQFR-CSIC.
A porous distribution analysis of the molecular crystal of C50H10 shows
that this material is not amenable to be used as adsorbent of gases such as
N2, but still He or H2 can be adsorbed. Therefore, Gran Canonical Monte
Carlo simulations were carried out for molecular hydrogen adsorbed in the
short capped nanotubes crystal described in [Scott et al., 2011] in order to
evaluate this material’s ability for H2 storage. Additionally, we will analyze
the hydrogen distribution within the molecular crystal, by means of density
maps generated using extensive Molecular Dynamics simulations. All the
results found for these systems are presented in Section 4.1.
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1.4.2.2 Nobles gasses adsorbed in zeolites
In Section 4.2 we will explore the ability of our inhomogeneous integral
equation approach to provide a full three dimensional description of simple
fluids under conditions of confinement in porous media. Explicitly, we will
consider the case of argon adsorbed into zeolites, with a three-dimesional
porous structure composed of linear and zig-zag channels of 5-8 A˚ diameter.
Zeolites are crystalline aluminosilicates with open 3D framework struc-
tures built of SiO4 and AlO4 linked tetrahedra forming a framework with
cavities and channels inside where cations, water and/or small molecules
may reside. They were introduced in 1954 as adsorbents for industrial sep-
arations and purifications and are used now in a variety of applications such
as petrochemical cracking, water softening and purification, in the separa-
tion and removal of gases and solvents, agriculture, construction... [Corma,
1997; Smit and Maesen, 2008] thanks to their unique porous properties.
More than 150 zeolites have been synthesized and about 40 natural zeolites
have been identified during the past 200 years [Baerlocher et al., 2007]; in
Section 4.2 we have studied three pure silica zeolites: MFI, MEL and
FAU (see Figure 1.10). The fact that we restrict ourselves to pure silica
zeolites is important, since the presence of Al sites induces a charge imbal-
ance that is compensated by OH− groups, which considerable complicates
the physicochemistry of the adsorption processes.
On the other hand, the use of noble gasses as the confined fluid is ba-
sically academic and makes possible, thanks to their molecular size and
inert behavior, to analyze and characterize the porous structure acting as
a reference and a testing ground.
Our system will thus be composed of Ar atoms which interact with each
other and with the zeolite oxygen atoms via a LJ potential whose parame-
ters have been taken from Garc´ıa-Pe´rez et al. [2008]: ArAr/kB = 124.07K
and σArAr = 3.38A˚; and for the zeolite-Ar interaction OAr/kB = 107.69K
and σOAr = 3.15A˚, being kB Boltzmann’s constant as usual. The structure
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Figure 1.10: MFI (left), MEL (center) and FAU (right) zeolites are
shown. Note that the xy and xz projections of the MEL zeolites are
identical, and the xz projection of the MFI zeolite is identical to that of
the MEL zeolite. The projection of the FAU zeolite corresponds to the
plane 110. Oxygen and silicon atoms are represented by red and grey
circles respectively.
of the three zeolites in question is illustrated in Figure 1.10 and it has been
taken from [Terasaki et al., 1996; Olson et al., 1981; Baerlocher et al., 2007].
For our calculations, we have used a super-cell of 2 × 2 × 3 unit cells for
the MFI and MEL frameworks and one of 2× 2× 2 unit cells for the FAU
framework.
As it is customary when modeling adsorption in zeolites, if charges
are not taken into account, the interaction between Ar and Si atoms is
neglected, being the latter completely embedded within the oxygen tetra-
hedra. In the case of the faujasite framework, one must take into account
that in each unit cell there are eight inaccessible cavities, large enough to
host an Ar atom. Obviously, these cavities will not participate in the ad-
sorption process, and this must be borne in mind both when running grand
canonical Monte Carlo (GCMC) simulations or when building the matrix-
adsorbate potential for the solution of the 3DOZ equation.
For these systems we have first solved the Replica Ornstein-Zernike
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equations in the Hypernetted Chain Approximation, in order to obtain
a reasonable approximation for the fluid-fluid direct correlation functions
[Lomba et al., 2015]. Interestingly, the adsorption isotherms obtained from
this crude integral equation approximation reproduce the simulated (and
experimental) saturation behavior. From this level of approximation, we
solved the 3DOZ-HNC equation obtaining adsorbate density maps and
average fluid-zeolite correlations in good agreement with the studies per-
formed by means of GCMC and long MD runs. This study of the 3DOZ
performance on a realistic model of adsorbate fluid on a zeolite, closes the
results sections of this thesis.
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Chapter 2
Theory and Methods
Most of the times we are interested in macroscopic data like energy, temper-
ature, pressure, ... while the information we obtain directly from molecular
modeling concerns microscopic data. For this reason, we have to make use
of the Statistical Mechanics, which connects both worlds. Key elements
needed for its application in what follows can be found in standard text-
books [Hansen and McDonald, 1986; Barrat and Hansen, 2003].
On the other hand, although the nature of the systems analyzed along
this thesis is diverse, all can be cast into the cathegory of fluids -simple
and complex- under confinement. In Section 2.1 we have described the
characteristic features of fluid systems and how to analyze them; and in
Section 2.2 we have detailed how to characterize porous media.
Finally, Section 2.3 deals with computer simulation techniques and
Integral Equation theory, and the specific methods we have used to analyze
the systems under study.
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2.1 Dense fluids
The ideal crystal lattice model stresses the most characteristic feature of
solids: their structural order. It constitutes a good approximation to de-
scribe the solid state at least as a reference state. The ideal gas model is
the equivalent representation for modeling gasses: it emphasizes the lack
of correlations between particle positions and neglects interactions. In one
extreme structure plays a central role (solids), in the other (gasses) it is al-
together neglected. In order to accurately describe liquid state, the analysis
of the structural and the thermal features of the system is an essential point.
The structure of dense fluids exhibits a short-range order that distin-
guishes this state of the matter from the gas -where the particles positions
are uncorrelated- and from the solid -where the order extends periodically
to macroscopic distances. As a consequence, order in fluids will have to
be described in probabilistic terms resorting correlation functions. We will
see how these functions are related, how they can be computed by means
of theoretical approaches and computer simulation, and very specially how
they relate to thermodynamics
Dynamics. Solids are characterized by the presence of periodic long
range order in the minimum of their potential energy landscape. Parti-
cles vibrate around these periodic minima, with occasional migrations of
defects (vacancies or interstitial atoms). Particles in gasses move in a bal-
listic regime, no oscillations around potential energy minima occur. Liquids
again, represent an intermediate situation. The minima of their potential
energy lack long range order, but they exhibit an inherent structure in same
cases reminiscent of solid phases. Particles spend a considerable amount
of time within the ”valleys” formed by the potential energy minima (cage
effect) but they easily migrate from valley to valley, which gives rise to net
particle diffusion. Bellow the glass transition temperature, this diffusive
movements disappear, particles are trapped in the potential energy min-
ima, but these lack long range order. This explains why the ”glassy state”
lies somewhere in between liquids and solids.
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Particle time correlations will help us to classify the dynamic behavior,
in particular for dense fluids which, as Brazhkin et al. [2012] pointed out,
can exhibit solid-like or gas-like dynamics.
In this section we introduce different methods to analyze and charac-
terize both the structure and the dynamics of dense fluids, stressing the
peculiarities of the analysis of mixtures and self-organizing systems.
2.1.1 Structure
In this section we introduce the quantities that provide us a better un-
derstanding of the atomic structure of the fluids. As mentioned, these
quantities are of statistical nature, and will provide a probabilistic view of
the problem at hand.
2.1.1.1 Pair distribution function
The particle distribution function g(n)(rn) is one of the most simple exam-
ples of these microscopic quantities, and it provides a picture of the relative
spatial average arrangement of the particles in the system.
This function is related with the equilibrium n-particle density ρ(n)(rn),
that is defined as the probability of finding n particles in the volume ele-
ments dr1, ..., drn and all the possible permutations. Actually, considering
interacting particles, there would always be some correlation between their
positions: n-particle distribution function g(n) is defined as a static corre-
lation function of the n-particle density :
g(n)(rn) =
ρ(n)(rn)
n∏
i=1
ρ(1)(ri)
,
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where the denominator represents the n-particle density for independent
particles. This quantity provides a measure of the deviation from the ran-
domness: if particles are statistically independent (uncorrelated particles)
-e.g. they are separated enough so they do not feel each other- g ≡ 1.
The second-order correlation function (usually called pair distribution
function, PDF ) is the most representative one: it gives the probability that,
given a fixed particle in ri, there be another particle in rj , scaled with that
of an ideal gas:
g(2)(ri, rj) =
N(N − 1)
ρ2
∫
exp[−βUN (rN )]dr(N−2)
ZN
. (2.1)
In the particular case of isotropic and homogeneous systems it is a
function only of the separation rij = |ri − rj | and we should notice that
4piρg(r)r2dr is the number of particles located in a spherical shell of width
dr around the particle fixed in the position r. For a system of N particles,
Eq. 2.1 transforms into [Hansen and McDonald, 1986, p. 39]:
ρg(2)(r) =
1
N
〈
∑∑N
i 6=jδ(r − rij)〉, (2.2)
where < ... > denotes an ensemble average. This equation serves as a
basis to implement the estimation of pair distribution functions in computer
simulation. Once properly discretized, Eq. 2.2 reads:
ρg(2)(r) =
1
N
1
4pir2∆r
×〈
N∑
i
N∑
j
H(rij − r + ∆r/2)H(r − rij + ∆r/2)(1− δij)
〉
,
(2.3)
where ¡...¿ denotes an average over particle configurations. The product of
the Heaviside step functions will contribute to the PDF value only if both
of them are one, and this occurs for r + ∆r/2 > rij > r −∆r/2.
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• Total correlation function and OZ integral equation theory
When calculating the structure factor (see Section below) one must
eliminate the forward scattering, and the remaining part contains the
Fourier Transform of the function:
h(2)(r12) = g
(2)(r12)− 1 (2.4)
which vanishes for large separations and accounts for the particle cor-
relations. Therefore it is called total correlation function.
As we will see in Section 2.3, the Integral Equations theory of fluids
connects the correlation functions between the particles with the in-
teratomic potential that describes the system. In this thesis, we have
worked in the framework of the Ornstein-Zernike theory, and in this
approach the total correlation function is calculated as the sum of two
different contributions: the direct part, given by the direct correlation
function between particles 1 and 2 (c(r12) which is closely connected
with the interaction potential) and the indirect part, that represents
correlations mediated by one or more particles in the fluid (see Figure
2.1), namely:
Figure 2.1: Diagram showing the influence of particle 1 on particle
2. Solid arrow represents the direct correlation, given by the interacting
pair potential U(r12); dotted arrows represent the indirect correlation
mediated by the rest of the particles.
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h(r12) = c(r12) +
∫
c(2)(r13)ρ
(1)(r3)h
(2)(r32)dr3 (2.5)
The functions h(r) and c(r) can be further related performing a dia-
grammatic expansion in terms of the one particle density and Mayer
bonds (f(r) = exp(−βU(r))− 1) which after grouping and renormal-
ization [Hansen and McDonald, 1986] gives:
h(r) = exp(−βU(r) + h(r)− c(r) + b(r))− 1 (2.6)
where U(r) is the pair interaction and b(r) is the so-called bridge
function, making a reference to its first diagram which recalls the
shape of the Wheatstone bridge. Different approximations (closures)
can be formulated depending on how b(r) is approximated. The most
straightforward one is the Hypernetted Chain approximation (HNC),
with reduces to b(r) = 0. The well known Percus-Yevick relation can
be simply derived from the HNC by linearization of the exponential
(by which b(r) 6= 0). Many other alternatives can be defined if b(r)
is taken from a well defined reference system, e.g. hard sphere fluid
(Reference HNC) [Lado et al., 1983], or using parametric closures and
imposing thermodynamic consistency conditions (e.g. HMSA [Zerah
and Hansen, 1986]).
2.1.1.2 Structure Factor
Experimentally, it is possible to determine the pair distribution function
directly from imaging techniques [Kepler and Fraden, 1994; Crocker and
Grieg, 1996]; however, the most common way is to calculate it from the
structure factor, S(k), which is determined via radiation diffraction exper-
iments [Barrat and Hansen, 2003]. The choice of the radiation source is
determined by the resolution of the particular measure: X-ray and thermal
neutron are fit for molecular scale studies because their wavelength is of the
order of angstroms. Thus, the structure factor is defined in terms of scat-
tered intensity from the liquid as: S(k) = I(k)/Nf2, where k = 4pisinθ/λ,
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I(k) is the intensity, θ the reflection angle and λ the wavelength of the
scattered radiation, N is the total number of atoms and f is the atomic
scattering factor in the case of X ray scattering, or the scattering length
for neutron diffraction.
From a theoretical point of view, S(k) can be defined as the autocor-
relation function of the one-particle density Fourier transform ρk: S(k) =
1
N < ρkρ−k >, where we have simply assumed all the scattering lengths
equal to one. This expression would be useful to analyze correlations in
Fourier space, e.g. divergences for finite k associated with periodic order,
but when comparing with experiment, then the scattering lengths or form
factors must be explicitly taken into account. Expanding the last expres-
sion, the structure factor ends up being the Fourier transform of the radial
distribution function [Hansen, 1986, p. 98], which once forward scattering
is removed leaves for the atomic structure factor of a homogeneous and
isotropic system:
S(k) = 1 + ρ
∫
exp(−ik · r)h(r)dr.
In the case of a monoatomic fluid we can integrate over the angles by
which [Fischer et al., 2006]:
S(k) = 1 + 4piρ
∫ ∞
0
h(r)r2
sin(kr)
kr
dr. (2.7)
The discrete integration rectangular method is used to calculate numer-
ically the last expression [Evrard and Pusztai, 2005]:
S(k) = 1 +
4piρ
k
imax∑
i=0
hi
∫ ri+1
ri
r sin(kr)dr, (2.8)
where hi is considered to be constant on each range ∆r = [r1, ri+1] and the
integrals may be computed analytically.
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Alternatively, along a computer simulation, the structure factor can
be calculated by direct evaluation using the definition of the density self-
correlation, i.e.
S(k) =〈(
∑
i
e−ikri)(
∑
i
eikri)∗〉 =
= 1 + 〈 1
N
|
∑
i
e−ikri)|2〉.
(2.9)
Notice that in our simulations we will use a periodic box of sides (Lx,Ly,Lz),
which must be consistent with the k vectors that must reflect the pe-
riodicity of the sample. This implies that the allowed values of k are
(2pinxLx ,
2piny
Ly
,2pinzLz ), with nx, ny and nz integers. These formulas are needed
whenever the range of the computed h(r) is short, and the numerical eval-
uation of Eq. 2.8 introduces artificial ripples in the short range of S(k),
and of course in the presence of inhomogeneities or anisotropy.
• Structure Factor for mixtures
The definition of the S(k) introduced above is easily extended to the
case of multicomponent systems. In these situations we can calculate
the partial contribution of each component to the total structure fac-
tor, by summing over only the number of particles of every specie.
Thus, if we consider a homogeneous system consisting of Nν particles
of species ν (with ν = 1 to n), in such a way that the total number
of particles is N =
∑
ν Nν and the concentration of the specie ν is
xν = Nν/N , the related partial structure factor Sνµ(k) is given by:
Sνµ(k) = xνδνµ + xνxµρ
∫
exp(−ik · r)hνµ(r)r
The total structure factor is defined as a linear combination of these
partial contributions: S(k) =
∑Nµ
i=1
∑Nν
j=1 Sij(k). It tends to one as
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k tends to ∞ while each partial structure factor tends to its corre-
sponding species mole fraction.
In the case of binary mixtures (ν = 1 or 2), the approach introduced
by Bathia and Thornton [1970] is specially important: They have
defined a set of linear combinations of the partial structure factors,
Sνµ(k), which are related with the fluctuations in number density and
concentration of the system:
SNN (k) =
1
N
< ρNk ρ
N
−k >
SNC(k) =
1
N
< ρNk ρ
C
−k >
SCC(k) =
1
N
< ρCk ρ
C
−k >
The last of these quantities is called concentration-concentration struc-
ture factor and it is expressed, for a binary mixture, in terms of the
Sνµ(k) as follows:
SCC(k) = x
2
2S11(k) + x
2
1S22(k)− 2x1x2S12(k) (2.10)
It describes the chemical order in the fluid and fluctuates around x1x2.
Furthermore, its low k limit is related with the demixing phase tran-
sition (which will be introduced below, in Section 2.1.2) in such a way
that for an ideal mixture SCC(0) = x1x2, but for real mixtures, when
approaching the critical point (temperature, concentration, and total
density) the fluctuations of the concentration become macroscopic in
range, and SCC(k) diverges as k → 0. Large values or divergences for
k 6= 0 indicate the presence of compositional quasiperiodic or periodic
spatial patterns.
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2.1.1.3 Clustering analysis
In computer experiments, it is sometimes desirable to identify the presence
of clusters and their size distribution. Clusters are more or less long lived
aggregates of particles. Particles are considered to belong to a given clus-
ter when their separation is below a given threshold (distance criterion)
or their interaction energy is lower than certain value (energy criterion)
or both. Since g(r) and S(k) show the correlations between the particles
of the system, these quantities should allow us to identify the presence of
aggregated states -where the particles are not homogeneously distributed
but they are forming certain patterns.
In a g(r) graph the presence of clusters in fluid systems appears as a
long-range extended correlation: i.e., beside the peaks at short distances,
related with the correlation between individual components, there should
be also broad peaks at higher separations due to the particle aggregates.
The distance between these peaks yields a rough estimation of the distance
between clusters and the peak widths are connected to their size. Accord-
ing to the definition of the wave vector, long-range correlations between
the atoms with features observable at rcl will affect the low k region of the
structure factor with new features emerging at kcl = 2pi/rcl. Thus, the exis-
tence of particle aggregation is typically associated with a pre-peak at low k
region in S(k), whose position informs us about the inter cluster separation.
In spite of the usefulness of the correlation functions in order to detect
the presence of particle aggregation in a system, other quantities beyond
pair correlations are needed to fully describe the structure and the evolu-
tion of the clusters in the system. To this aim, we will perform a geometric
cluster analysis and calculate the cluster size distribution.
The definition of a cluster C is somewhat arbitrary; here we will define
it as a set of particles topologically connected, i.e. the distance from a
neighbor within the cluster is less than a critical distance rcl, called link
distance. This condition may be mathematically expressed: if i ∈ C and
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rij ≤ rcl then j ∈ C, where rij is the distance between particles i and j.
This last definition was used in [Stoddard, 1978] and is equivalent to that
introduced by Stillinger [1963]. Again the choice of the distance rcl is not
unique, in [Stillinger, 1963] the author selects half the distance at which
the inter-particle potential vanishes. However one does not always know
the shape of the effective potential of a fluid, in these cases it is appropri-
ated to choose rcl as the distance at which the first minima of the radial
distribution function occurs.
In the case of periodic systems (e.g. simulations with PBC), we have
performed clustering analysis based on the algorithm given in [Bunz, 1986],
that allows us to count the number of atoms belonging to the same cluster,
i.e. the cluster size (s). We may represent the results obtained from the
former analysis as a histogram of cluster sizes, n(s). However, this quantity
is biased towards smaller cluster sizes and it is not an appropriate function
to describe the state of the major part of the particles in the system: If
half the system particles, Np, are forming a huge cluster and the rest are
isolated monomers, n(s) will exhibit two peaks weighted with the number
of cluster of each size, thus the peak at size one will be Np/2, much bigger
than that at size Np/2 that will be 1.
For this reason we will use the normalized function that was proposed
by Stauffer [1979] and used in [Chen et al., 1994; Godfrin et al., 2013, 2014],
N(s), which we will call Normalized cluster size distribution:
N(s) = (
s
Np
)n(s). (2.11)
This function represents the average fraction of particles contained in clus-
ters of size s, and it thus provides a balanced information on the clustering
distribution.
60 Theory and Methods
2.1.2 Thermodynamics and phase transitions
An isolated system in stable thermodynamic equilibrium is characterized
by a maximum in the entropy: dS = 0 and d2S < 0; and it can be described
with a set of thermodynamic quantities such as the internal energy U , the
volume V , ... In principle, the thermodynamic formalism we will be dealing
with is designed to describe systems in equilibrium.
A stable and homogeneous system always satisfies the stability criteria,
whose physical meaning is contained in Le Chatelier principle (or Equilib-
rium Law): whenever a spontaneous process disturbs a system in equilib-
rium, the system will adjust itself in such a way that the effect of the change
will seek the equilibrium restoration [Callen, 1981]. The stability criteria
equations are: (
∂T
∂S
)
V
=
T
cV
> 0 ; −
(
∂P
∂V
)
T
=
1
V χT
> 0, (2.12)
where cV is the specific heat at constant volume and χT the isothermal com-
pressibility (these quantities are named response functions because they
measure the response of the system to certain stimulus) [Stanley, 1971].
If we take into account that for an equilibrium system (or a quasi-static
process) dQ = TdS -being dQ the heat exchanged in the process-, then
the first stability criterion states that a heat supply in a system leads to a
temperature increase. The second criterion (r.h.s. of Eq. 2.12) means that
at constant temperature, applying pressure on a system must decrease its
volume.
However, when the stability criteria are not fulfilled, the system looses
its homogeneity and it separates into two or more parts through a phase
transition. During a fluid liquefaction, near the critical point, small pres-
sure variations lead to a large rise in the molar volume, Vm = V/N .
This behavior causes a divergence of isothermal compressibility: κT =
−1/V (∂V/∂P )T =∞.
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On the other hand, when multicomponent systems, such as binary mix-
tures, do not satisfy the stability criterion, they separate into phases with
different composition. This phase separation, also called demixing tran-
sition, is characterized with large concentration fluctuations. There are
different order parameters, i.e. quantities that are zero in the stable ho-
mogenous phase, and change when a given symmetry of the system is bro-
ken. These quantities characterize every phase separation: L-V transition
is linked with the density difference ρl − ρv, and demixing transition in a
symmetric binary mixture with x = 1/2 − xA, being xA the mole fraction
of one of the components. If we represent the phase diagram in terms of
the temperature as a function of the density (for LV transition) or the con-
centration (for demixing transition in mixtures), we may represent all the
points corresponding to equilibrium states between both phases with a line
called binodal or coexistence curve, which delimits the region where a stable
system may start to phase separate (indicated by ∂G/∂φ = 0, where G is
Gibbs energy and φ the order parameter). Inside this region there might be
metastable states until one reaches the limit of stability (set of points where
d2G/dφ2 = 0) called spinodal curve. All the states between both lines are
metastable, and within spinodal curve only unstable points may be found.
Spinodal decomposition is clearly a non-equilibrium process through which
a thermodynamic unstable state decomposes into two stable phases.
Thermodynamics and structure
Thermodynamic variables, together with the equation of state, define
the state of the system; they remain invariant in time, if the system is in
equilibrium, and in space, if the system is homogeneous. Once the system
structure is known, one may determine several thermodynamic properties,
such as the pressure, chemical potential or the isothermal compressibil-
ity, through the relatively simple equations we present here below for the
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isothermal compressibility.
Pressure and radial distribution function are connected through the
virial equation expressed for simple fluids interacting via pair potentials as
follows [Hansen and McDonald, 1986, p. 35]:
βP = ρ− 2pi
3
βρ2
∫ ∞
0
r∇U(r)g(r)r2dr. (2.13)
The excess internal energy is related whit the structure in a pairwise
interacting system by means of:
βU ex = 2piρ
∫ ∞
0
U(r)g(r)r2dr. (2.14)
As to the chemical potential, it can be determined by means of Kirk-
wood’s charging procedure, namely:
µex = ρ
∫ 1
0
∂U(r12;λ)
∂λ
g(r12;λ)dλdr1dr2, (2.15)
where U(r12;λ) is the interaction potential between a probe particle and
bulk fluid whose interaction potential is U(r12). U(r12;λ = 0) = 0 and
U(r12;λ = 1) = U(r12). In principle the parametric dependence on λ can
be linear.
In order to integrate Eq. 2.15 we must know the dependence of g(r12;λ)
on U(r12;λ), or perform a full thermodynamic integration, e.g. performing
a series of simulations for systems with different values of λ 1. From a
theoretical point of view one can make use of an approximation such as the
1In practice in simulation one usually applies Widom’s insertion method [Frenkel and
Smit, 2002].
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HNC (Eq. 2.6 with b(r) = 0) and perform the integration analytically to
obtain:
βµex = −ρ
∫
c(r)dr +
1
2
ρ
∫
h(r) (h(r)− c(r)) dr. (2.16)
On the other hand, the isothermal compressibility χT is related to fluc-
tuations in an open system. Thus, the compressibility equation connects
this quantity with the correlation functions in the grand canonical ensemble
:
ρχT
β
=
< N2 > − < N >2
< N >
= 1 + ρ
∫
[g(r)− 1]dr
=
[
1− ρ
∫
c(r)dr
]−1
.
(2.17)
We can derive, from this equation and the structure factor definition
(Eq. 2.7), the limit of the structure factor at k = 0:
S(0) =
ρχT
β
. (2.18)
The behavior of the structure factor at low k provides important in-
formation. Actually, taking into account Eq. 2.12, it will describe how
close we are to a spinodal decomposition. If the system is close to a phase
transition, certain domains arise where quantities such as density strongly
differ from the average values. These long ranged fluctuations lead to large
isothermal compressibility values also reflected in increasing values of S(k)
at k = 0, which when dealing with light scattering is the visible range is
known as critical opalescense.
In the case of mixtures the isothermal compressibility may be expressed
in terms of the partial structure factors through this relation:
ρkBTχT =
|S(0)|∑
ab(xaxb)
1/2|S(0)|ab
, (2.19)
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where the components of the matrix S(0) are the partial structure fac-
tors at k = 0; |S(0)| is the matrix determinant and |S(0)|ab are the cofactors
of each element Sab(0).
The expressions for pressure, internal energy and chemical potential can
easily be extended to mixtures [Anta, 1997].
2.1.3 Dynamics
Studying the motion of the fluid constituents over the time provides in-
formation on dynamic and transport properties. Three different regimes
exist in the dynamics of a fluid depending on the value of the time of the
measurement and the sampling distance, compared to the mean collision
time τ and the mean free path l respectively: short times and distances
represent the free-particle regime (particles move almost independently of
each other), times and lengths comparable to τ and l constitute the ki-
netic regime (provides information at a molecular level) and large times
and lengths are related to macroscopic processes such as transport or flow
and correspond to the hydrodynamic regime.
Dynamical properties of fluids are described by means of the time-
correlation functions, which show how positions or velocities of the par-
ticles in the system are affected by one another after a period of time ∆t
[Hansen, 1986, C. 7]. Some important time-dependent functions, that help
us to analyze the dynamic of fluids are described in the following sections.
The discretization and adaptation of these quantities, in order to calculate
them in the context of computer simulation, have been done using the al-
gorithms given by Rapaport [Rapaport, 2004].
2.1 Dense fluids 65
2.1.3.1 Mean square displacement
The mean square displacement, MSD(t)), [Balucani and Zoppi, 1994, p. 20]
is the squared average displacement of a particle from a given origin to a
time t, i.e.
MSD(t) =< [ri(0)− ri(t)]2 > . (2.20)
In the case of liquids, the shape of this function shows different behavior
depending on the time scale we are considering: for very short times the
MSD increases quadratically with time as it corresponds to a free particle;
and for large times, (typical of the diffusive regime) it has a linear shape.
The slope of MSD(t) for long times is connected to the diffusion coefficient,
D, by:
lim
t→∞
d
dt
MSD(t) = 2dD, (2.21)
where d is the dimension of the system, and thus MSD(t) = 2dDt for
t→∞, which is known as Einstein relation.
2.1.3.2 Velocity autocorrelation function
The velocity autocorrelation function [Egelstaff, 1992, C. 12], Z˜(t), corre-
lates the velocity of certain atom i at a time t = 0 with its velocity at a
later time t:
Z˜(t) =
1
d
< v(0)v(t) > . (2.22)
The value of Z˜(t) at t = 0 is Z˜(0) = kBT/m due to the energy equipar-
tition theorem. Z˜(t) for very long times tends to 0 since final and initial
velocities are completely uncorrelated.
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Since r(t)− r(0) = ∫ t0 v(t′)dt′, Z˜(t) and MSD(t) are closely connected,
and their relation, for very long times, becomes:
MSD(t) = 2
∫ t
0
dτ < vi(0)vi(τ) > . (2.23)
This leads another definition of the diffusion coefficient : D =
∫∞
0 Z˜(s)ds
where s is the time interval. In other words, D is the area under the Z˜(t)
curve.
Another relevant function for studying fluids dynamics is the Fourier
transform of Z˜(t):
Z(ω) =
1
2pid
∫ +∞
−∞
< v(0)v(t) > e(−iωt)dt, (2.24)
which means that D = Z(0). This quantity is known as the frequency
spectrum of the system, and its structure reflects translational movements,
rotations and very specially intramolecular vibrations. It can be compared
with infrared and Raman spectra -but these have selection rules (by which
some vibrations are absent)- and very specially with the spectra obtained
from inelastic neutron scattering experiments (INS).
2.1.3.3 Dynamic structure factor
The Van Hove distribution function G(r, τ), which is a generalization of
the pair distribution function described in the Section 2.1.1.1, gives the
probability of finding an atom at position r2 and time t2 if there was an
atom at r1 and t1. It may be expressed as the time correlation of the
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particle density function ρ(r, τ) =
∑
i δ[r− ri(τ)]:
G(r, τ) =
1
ρ
< ρ(r′ + r, τ)ρ(r′, 0) >=
1
N
〈∑
i
∑
j
δ(r + rj(0)− ri(τ))
〉
(2.25)
It is often more convenient to consider the density-density autocorrela-
tion function of the Fourier component ρk, i. e. the intermediate scattering
function, and its spectrum, the dynamic structure factor :
F (k, t) =
∫
G(r, t) exp(−ikr)dr (2.26)
S(k, ω) =
1
2pi
∫
F (k, t) exp(−iωt)dr (2.27)
The dynamic structure factor is closely connected with the experimental
measurements of the inelastic scattering of slow neutrons or scattering of
electromagnetic radiation [Egelstaff, 1992, p. 178], and it informs us about
single-particle and collective dynamics of the fluid through its limiting be-
havior as k →∞ and k → 0 respectively.
Now, these expressions can be split into ”self” and ”distinct” compo-
nents with:
Gs(r, t) =
1
N
〈
∑
i
δ(r + ri(0)− ri(t))〉
Gd(r, t) =
1
N
〈
∑
i 6=j
δ(r + rj(0)− ri(t))〉
(2.28)
and hence:
Gs(r, t) +Gd(r, t) = G(r, t) (2.29)
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with similar definitions for Fs(k, t), Fd(k, t) and Ss(k, t), Sd(k, t).
2.2 Porous Materials
The features of the particular porous material are crucial for adsorption
and confinement processes, for this reason we need a comprehensive knowl-
edge of the adsorbent system’s nature before analyzing the arrangement,
movement and behavior of the fluid adsorbed in it. Characterization of
such materials has been therefore highly developed during the last years
with two main aims: to optimize their adsorption qualities, and to improve
certain features of the adsorbed substances. While from the experimental
point of view there are numerous techniques, in the case of model sys-
tems we would like to mention Poreblazer [Sarkisov and Harrison, 2011]
as an useful software that provides porous media structural characteriza-
tion, pore size among other properties. This software performs a geometric
characterization of the material model based on connectivity analysis and
various volume and suface stochastic integration methods. We will deal
with porous materials characterization in Section 2.2.1.
In addition, the knowledge of the confined fluid structure is an essen-
tial feature to understand adsorption mechanism and then to improve it.
Experimental techniques such as Raman, Infrared or Nuclear magnetic res-
onance spectroscopies, and X-ray and neutron diffraction provide indirect
information to elucidate adsorbate structure; moreover, simulation and the-
ory provide direct information about this issue. We will see how to describe
the fluid into the confining medium in Section 2.2.2
2.2.1 Characterization of Porous Solids
Properties such as the adsorbent geometry, the size and the shape of the
pores, the area of the pore walls, the surface chemical structure and the
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interaction with the adsorbate are features that greatly determine the ef-
fects of confinement and adsorption processes. This analysis is particularly
relevant for disordered (non-crystalline) porous materials, since contrary to
what happens in e.g. zeolites, here the specific positions of the constituents
particles are unknown.
• Pore Size
Most of the times the best approach is to classify porous solids de-
pending on the pore size rather than on the chemical nature of the
material. Certain amorphous porous solids, which exhibit random
surface topology, are characterized by a fixed porosity or pore size.
For instance, porous glasses are manufactured in a controlled way and
it is possible to select a specific value of the pore size by fixing some
parameters during the production process. In these cases, it is neces-
sary to reproduce this property when modeling the porous materials.
Pore size is generally determined by the pore width that is taken as
the distance between opposite walls. In the case the pore presents a
non uniform shape, pore size is determined by the smallest dimension
of the cavity that is the limiting distance for adsorption. From the
experimental point of view, pore sizes as estimated by analyzing the
volumetric adsorption isotherms of probe molecules (He, H2,...).
• Accessible volume and Porosity
The accessible volume is defined as the volume that the matrix par-
ticles leave for the fluid to move in and that percolates throughout
the sample. This means that a fluid particle can in principle diffuse
through the sample and reach any point within the accessible volume.
We hence discard all isolated cavities. This quantity is calculated
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experimentally by performing volumetric adsorption experiments us-
ing normally N2 and He as probe molecules, applying the T-method
[Rouquerol et al., 2014b]; however, in the case of computer simula-
tion, where we fully know the atomistic geometry of the system, a
Delaunay tessellation allows us to assess the value of this quantity
and also to characterized the pores. Delaunay tessellation consists
in a triangulation study, purely geometric, that decomposes the sys-
tem in different non-overlapping regions completely filling the volume
and taking as vertices (Delaunay-vertices or D-vertices) the center of
mass of our matrix particles (represented by black points in upper
left panel of Figure 2.2).
This decomposition is based on the Voronoi decomposition as it has
been described in [Delaunay, 1934] for a d-dimensional space. To
decompose a two-dimensional system, we generate all the possible
circles (D-circles) containing non D-vertex inside and three lying on
its perimeter; afterwards, we construct lines (D-edges) connecting
the three D-vertices of every circle perimeter, that form triangles (D-
triangles) inscribed in the D-circles and wholly filling the system area
(green lines in upper right panel of Figure 2.2).
Taking into account the matrix and fluid particle diameters, we clas-
sify D-edges in crossable or non-crossable depending on the feasibility
of a fluid particle to cross the D-edge. We show this classification in
Figure 2.2, and how it enables us to classify the space into available
or non-available (red lines in lower left panel of Figure 2.2) if any D-
edge defining a D-triangle is crossable (green lines in lower left panel
of Figure 2.2) or all of them are non-crossable respectively.
This analysis, complemented by a percolation study based on the
analysis of the available pore length, will define accesible pores (green
in lower right panel of Figure 2.2), and non accessible pores when they
are isolated areas completely surrounded by non-crossable D-edges
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Figure 2.2: Delaunay decomposition of a two-dimensional system. Up-
per left: D-vertices are the centers of mass of the matrix particles repre-
sented by black points. Upper right: D-edges (green lines) decompose the
area of the system in D-triangles. Lower left: Classification of D-edges
in crossable (green) and non crossable (red). Lower right : Classification
of D-triangles in non-accesible (red), available (green), and non-available
(orange).
(orange in lower right panel of Figure 2.2). Finally, by summing over
the area enclosed in all the accessible D-triangles we may calculate
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the accessible volume and consequently the porosity () as the ratio
of the total accessible pore volume Vp to the total volume of the ad-
sorbent V :  =
Vp
V .
From the experimental point of view, theories such as the Brunauer-
Emmett-Teller (BET) and Broekhoff-de Boer (BdB) methods provide in-
formation about the surface area and the pore size distribution (PSD) re-
spectively; furthermore, hysteresis phenomena are related with the porous
network topology. In order to compare with the experimental results ob-
tained from the methods listed above, one can define quantities such as the
BET area, the accessible volume, the geometric pore size distribution, etc,
which have been analyzed from a computational point of view by Sarkisov
and Harrison [2011]. They describe in their article computational methods
for calculating the accessible surface area and the pore size distribution, by
means of Monte Carlo methods of different nature.
2.2.2 Adsorption Features
We have considered all along this thesis rigid adsorbent systems during
the adsorption process: this means that we have ignored the effect of the
adsorbate presence over the adsorbent structure. Using this approach, the
interaction adsorbent-adsorbent is only required to build the solid matrix
exhibiting the desired features (pore size, porosity,...) and, during the ad-
sorption process, we will omit these interactions.
Thus, we simulate the movement of the adsorbed particles -constrained
into the rigid matrix- interacting with another adsorbed particles (through
the same potential they exhibit in bulk conditions) and with the matrix.
The interactions between the matrix and the adsorbent molecules mod-
ify the bulk behavior of the fluid and determine the adsorption features:
adsorption isotherms and density profiles will be used to quantify these ad-
sorption features.
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• Adsorption isotherm
The amount of gas adsorbed is a function of the pressure, the tem-
perature and the interactions between matrix and adsorbent. If we
represent this quantity for a given matrix-adsorbent system at a fixed
temperature, the shape of the graph provides representative informa-
tion about the system [Rouquerol et al., 2014b]. Experimentally these
isotherms represent amount adsorbed vs. adsorbate pressure. Here
we will normally use adsorbate chemical potential instead, since this
is the key input in the GCMC simulations and we will not make com-
parisons with experiment. In any case, µ and P are connected by
means of the adsorbate equation of state, which in many cases re-
duces to the simple law of the ideal gases.
• Density maps and profiles
A graphical representation of the fluid density distribution inside the
porous material is a useful tool that allows us to discover preferred
adsorption sites and to understand the structural behavior of the
confined fluid. Being an inhomogeneous system we can compute
ρ(x, y, z), taking as origin a given site of the porous matrix. This
can be represented graphically either in 3D resorting to visualization
tools [Humphrey et al., 1996] or across a given section of the adsor-
bent material. When projected on a given axis it will give the density
profile, which provides a more quantitative picture of the average fluid
density distribution.
A practical implementation of the calculation of ρ(x, y, z) implies the
discretization of the sample space in a regular grid, where ρ(x0, y0, z0)
is defined by counting the average number of particles in a parallelo-
gram defined by (x0 ±∆x, y0 ±∆y, z0 ±∆z). This technique implies
considerable sampling difficulties as we will see in the next chapters,
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since sampling bins are small and the number of adsorbate particles is
typically low. Additionally, some regions of the porous system might
be difficult to access, by which MD procedures will stumble with ki-
netic bottlenecks. This might be bypassed by means of smart byassing
techniques or, as we will see, resorting to theoretical approaches.
2.3 Molecular Simulations and Integral Equation
Theory
2.3.1 Molecular Dynamics
The core of a MD program [Hansen, 1991] consists in the solution of the
equations of motion:
d
dt
(∂L /∂q˙i) = ∂L /∂qi, (2.30)
where L is the Lagrangian function defined as L = K − V , K and V
the kinetic and potential energies of the system, and qi the generalized
coordinates. For spherical particles the generalized coordinates are their
centres of mass, r, and the equations of motion in a conservative system
become:
mir¨i = Fi = −∂V /∂ri, (2.31)
and if V is pairwise additive Fi(ri) =
∑
j 6=i F (|ri − rj |)rˆij , i.e. the force
on the atom i and it is related to the gradient of the intermolecular poten-
tial. The main computational effort in the MD scheme is the calculation of
the force on each atom, specially when long-range interactions are involved.
In order to integrate Eq. 2.31, Verlet-like algorithms use information
of the coordinates at current and previous times, and are based on their
Taylor expansions:
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ri(t+ δt) = ri(t) + δtr˙i(t) +
1
2
δt2r¨i(t)
ri(t− δt) = ri(t)− δtr˙i(t) + 1
2
δt2r¨i(t).
(2.32)
Adding these equations we may predict the position of the particle i at
t + δt from its value at t − δt, and the velocities are computed from the
positions:
ri(t+ δt) = 2ri(t)− ri(t+ δt) + δt2Fi(t)/mi
vi(t+ δt) =
vi(t)− vi(t+ δt)
2δt
.
(2.33)
The error of the position estimation is of order δt4; the velocities how-
ever, are correct to the order δt2. Some variants of Verlet algorithm have
been developed to solve this problem, such as Leap-frog and velocity-Verlet
schemes [Frenkel and Smit, 2002].
After a certain number of time step integrations Nt starting from an en-
ergetically reasonable configuration, the algorithm produces a phase space
trajectory. Finally, once the system has reached thermal equilibrium, time
averages may be performed over this MD trajectory to calculate the desired
properties:
A¯ = lim
T→∞
1
T
∫ T
0
A(t)dt ' 1
Nt
Nt∑
n=1
A(nδt), (2.34)
where Nt is the number of integration timesteps and δt the time step. As
this method describes the real time evolution of the system, it is particu-
larly convenient to study dynamical features. It provides direct information
on transport phenomena and can be adapted to describe non-equilibrium
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behavior [Rapaport, 2004]. As formulated in Eq. 2.30 - 2.33, these equa-
tions preserve the number of particles, the volume and the total energy
(conservative system), hence they correspond to the NVE (microcanonical)
ensemble. The equations can be generalized to other ensembles more ap-
propriate to mimic experimental conditions, such as the canonical ensemble
(NVT) or the isobaric-isothermal ensembles (NPT). This can be achieved
by introducing thermodynamic constraints: in the first case the system is
considered to be surrounded by a heat bath (thermostate) and in the later
by a pressure reservoir [Rapaport, 2004; Frenkel and Smit, 2002].
We have made use of computer packages developed by various organi-
zations that have invested a considerable effort to produce fast and flexible
multipurpose codes. LAMMPS [Plimpton, 1995] or GROMACS [Berend-
sen et al., 1995; Lindahl et al., 2001] are two examples of codes widely used
in this thesis. Additionally, we have developed our own code particularly
adapted to 2D problems and SALR potentials, both in bulk and under con-
finement.
2.3.1.1 Targeted Molecular Dynamics
In order to deal with molecular systems and/or various thermodynamic
ensembles, molecular dynamics software implements fancy techniques and
approaches such as rigid body constraints, pressure and temperature ther-
mostats, external fields, walls, etc. and we select the most suitable method
depending on the complexity of the system and the physical feature we are
focused on.
Here we will pay special attention to targeted molecular dynamics, which
is especially useful for studying molecular aggregates: it provides pathways
of configurational transitions and estimations of ligand Gibbs energy. We
will make use of this approach in order to study the encapsulation of small
molecules in C50H10, and we will briefly summarize here the key elements
of this technique as implemented in the LAMMPS package [Schlitter, 1993;
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Figure 2.3: Two-dimensional projection of the trajectory generated by
TMD in a solvation example. Starting with the guest molecule into the
host (x0) and continuously diminishing the distance ρ, the trajectory
ends in a position far away from the host molecule (Xf ).
Schlitter et al., 2001].
This method generates an artificial trajectory by introducing an addi-
tional force that decreases a root mean square distance between a starting
and a final configuration of the complex; this process is represented in Fig-
ure 2.3.
TMD defines a weighted configurational distance: ρ = [
∑
j µ
2
j (rj −
sj)2]
1/2, where the µj = (mj/mtotal)
1/2 is the factor that introduces the
mass-weighting and rj and sj are the coordinates of the initial and tar-
get configurations. Afterwards, in order to solve the equations of motion,
following the ideas of the SHAKE and RATTLE algorithms to fix bonds
and/or angles in molecular simulations [Allen and Tildesley, 1987], a con-
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straint is introduced as:
σ(ρ, ρ0) = [
∑
j
µ2j (rj − rfin,j)2]1/2 − ρ0 = 0
This constraint enters the Lagrange equations, by which the leapfrog
algorithm is modified as follows,
ri(t+ δt) = ri(t) + ∆t[vi(t−∆t/2) + ∆tFi(t)/mi + ∆t2λµ2i (ri(t)− rfin/m)]
= rui (t+ ∆t) + δr(t); δr = γ(ri(t)− rfin),
that will we solved together with the constraint equation:
Φ(r′) = (r− rfin)2 − ρ′20 = 0; µr = r′.
During the simulation, this method will explore the configurational
space of 3N−1 coordinates and drive the system to the desired final configu-
ration. Finally, the work exerted by the external artificial force is connected
with the binding Gibbs free energy: dG =< f c >constr dρ. In vacuum at
0K this is precisely the binding energy.
2.3.2 Monte Carlo simulation
Monte Carlo (MC) methods were introduced by von Neumann, Ulam, and
Metropolis in 1949 [Metropolis and Ulam, 1949] to study the diffusion of
neutrons, and constitutes an alternative to Molecular Dynamics for study-
ing fluids [Murthy, 2003], [Landau and Binder, 2009]. This method is
connected with the Monte Carlo approach for the evaluation of multidi-
mensional integrals, which is useful for complex boundary conditions. As
simple (but inefficient) example is the ”hit and miss” calculation of pi by
Monte Carlo integration [Allen and Tildesley, 1987]. In the evaluation of
the multidimensional integrals of statistical mechanics, such as the configu-
rational integral or the ensemble averages of physical quantities, we will see
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that particularly efficient Monte Carlo approaches can be developed. For
example, in the canonical ensemble:
< A >NV T=
∫
drAe−βU∫
dre−βU
≈
∑τmax
τ=1 Ae
(−βU(τ))∑τmax
τ=1 e
(−βU(τ)) , (2.35)
being τmax the number of trials. If we sample randomly the whole phase
space, most of the computing effort is spent on points that hardly con-
tribute to the average since their Boltzmann weight is negligible. Impor-
tance sampling is a technique that allows to guide the sampling so as to
be concentrated in the regions of space with significant contribution to the
configurational integral.
Thus, the generation of the Monte Carlo trajectory is based in the con-
struction of statistically independent configurations (phase space points) X,
which are accepted or rejected with a probability exp[−βU(X)], i.e. within
a Boltzmann distribution. To that aim, the Metropolis method -making use
of the importance sampling technique- generates the sought configurations
through a so-called Markov chain, in which the probability distribution of
a new configuration is independent of the previous one: ”The past has no
influence in the future once the present is specified” [Murthy, 2004, p. 35].
In the case of a monoatomic fluid, the configurations generation scheme is
as follows [Frenkel and Smit, 2002]:
1. Select a particle at random.
2. Calculate the energy Uold(r
N ) of the ”old” configuration.
3. Give the particle a random displacement r′ = r + δr.
4. Calculate the energy Unew(r
′N ) of the ”new” configuration.
5. Generate a random number nrandom.
6. Accept the proposed move if nrandom < exp(−∆U/kBT ) and reject it
otherwise.
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For systems consisting in more complex molecules the proposed move-
ments will include center of mass translations, rotations of the molecules,
and even changes in the internal degrees of freedom (bonds and lengths) in
non-rigid molecules.
2.3.2.1 Grand-canonical Monte Carlo
The former scheme corresponds to the canonical ensemble (NVT), which
was the first formulated in MC simulations. Nevertheless, it is also possible
to simulate other ensembles such as the microcanonical, isobaric or isother-
mal, Gibbs,... when required by the problem or the system we are focused
on. For instance, in adsorption studies the natural ensemble to use is the
grand-canonical ensemble, µV T , in which the controlled thermodynamic
variables are the adsorbate chemical potential, the sample volume and the
temperature.
The most immediate method for simulating adsorbed fluids would be
to mimic the real adsorption experiment where the adsorbent is in contact
with a gas reservoir by means of MD simulations; however, it would take
too long until the adsorbate diffuses inside the adsorbent and the equilib-
rium is reached, if reached at all (depending on the temperature and the
chemical potential of the reservoir). Gran-canonical Monte Carlo (GCMC)
provides an advantageous alternative to mimic the experimental procedure
of adsorption since it allows to fix the temperature and the chemical poten-
tial while the number of molecules fluctuates until equilibrium is achieved.
In this ensemble, our sample is in ”virtual” contact with a particle reser-
voir with which it exchanges particles and heat (i.e. the temperature is the
same both in the reservoir and in the sample). Additionally the volume of
the sample (adsorbent and adsorbate) is kept constant.
For sampling all the possible configurations in this ensemble, we must
try to insert and remove particles, in addition to the particle displacement
trials of the canonical MC method. These ”new” trial moves that allow to
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change the system configuration from N to N + 1 particles or from N to
N − 1 particles, will be accepted with a probability:
P (N → N + 1) = min[1, V
Λ3(N + 1)
eβ(µ−U(N+1)+U(N))]
P (N → N − 1) = min[1, Λ
3N
V
e−β(µ+U(N−1)−U(N))]
(2.36)
When we are dealing with adsorption problems in systems with frozen
adsorbent particles, the GCMC method can be optimized introducing a
cavity bias that avoids insertion moves leading to overlaps with matrix
particles. To this purpose, we scan the system at the beginning of the
simulation and build a grid where the cells are classified as available to
the fluid if no matrix particle is located on the cells. Then, insertion trials
along the simulation will we performed only in available cells. Obviously,
V in Eqs. 2.36 will now correspond to the volume of the available cells, not
the sample volume.
2.3.2.2 Semigrand ensemble MC
As mentioned before, we will also be interested in a determination of the
phase equilibrium in binary mixtures, which is determined by the condi-
tions: µIA = µ
II
A , µ
I
B = µ
II
B , p
I = pII where I and II denote the two
coexisting phases. This equilibrium will be of use for the construction of
models of controlled pore glasses. Now, the calculation of chemical poten-
tials is not straightforward with the MC algorithms we have presented so
far. There is however an alternative particularly suitable for the case of
symmetric binary mixtures, which will be the situation we are interested
on, namely the Semigrand ensemble Monte Carlo.
The semigrand ensemble MC simulation method has been widely used
in the past in symmetric mixtures of non-additive hard spheres [Lomba
et al., 1995; Gozdz, 2003]. We set the system’s volume, the temperature,
the difference between the chemical potentials of the two components and
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the total number of particles (V,T,∆µ = µB − µA,N = NA + NB); thus,
the number of molecules of each species fluctuates, while the total density
remains constant. The equilibrium of such a system is achieved by com-
bining the common Monte Carlo translations (and rotations when dealing
with non-linear molecules) with particle identity changes.
The probability of an identity change is given by: P = min[1, Qα→β],
where
QA→B =
NA
NB + 1
QB→A =
NB
NA + 1
When we approach the critical point, we need to cope with the criti-
cal slowing down: correlations become long-ranged and larger samples are
needed. In the case of symmetric non-additive hard sphere mixtures, we
can take advantage of the symmetry of this particular system and comple-
ment single particles moves with cluster moves following the Swendsen and
Wang [1987] strategy. Thus, identity samplings are performed through an
efficient cluster algorithm that involves identity changes in whole clusters
instead of individual changes [Almarza et al., 2015]. In this way is possible
to reach thermodynamic states quite close to the consolute point (the criti-
cal point in a demixing transition) with large samples, so that extrapolation
to the thermodynamic limit is feasible.
2.3.2.3 Inverse MC
This method tries to solve one of the key problems when dealing with
many-particle systems: to determine the Hamiltonian of a given system
from information on its microscopic structure. Henderson [1974]’s theorem
states that if the system’s potential energy is pairwise additive, given a
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pair distribution function, g(r), the corresponding pair potential that re-
produces the g(r), is unique.
Here we present the procedure developed by Almarza and Lomba [2003],
based on Wang-Landau’s sampling approach [Wang and Landau, 2001]: this
is a simulation-based iterative procedure that pursues to minimize the dif-
ference between the test pair distribution function and the input reference,
by iteratively improving the trial interaction potential.
This method starts from an initial guess of the effective interaction v(ri)
and a particle configuration (for example a fcc lattice structure). The pro-
gram tries, for each stage, N trial particles displacements, ruled by the
potential vold(r) previous to the modification, and computes a instanta-
neous RDF (ginst(r)). Afterwards, the effective potential is modified from
the current values vold(r) to the new estimated vnew(r):
βvnewi = βv
old
i + λl
ginst(ri) − gi
∆gi
< ∆gi >,
where < ∆gi >=
1
m
m−1∑
i=0
∆gi.
Finally, after every nc stages, we check the convergence of the method
by comparing the original radial distribution function with that we are
generating during the iterations:
1
m
m−1∑
i=0
(
gl(ri)− gi
∆gi
)2
≤ η, (2.37)
where η is the convergence parameter.
2.3.3 Integral Equation theory
Integral Equation theory is an alternative (in some cases a complement)
to full scale molecular simulations in systems ranging from simple atomic
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fluids to moderately complex molecular fluids. The idea is to establish a
connection between the interaction potential, U(r1, ..., rN ), and the struc-
ture of the fluid defined in terms of distribution functions gn(r1, ...rn).
At this point various approaches exist, e.g. Yvon-Born-Green hierarchy
and Orstein-Zernike family of integral equations among others. We will
only consider in this work the Orstein-Zernike (OZ) equation, which was
already formulated in Eqs. 2.4 and 2.5 for pairwise additive systems.
For a simple fluid these equations can be solved iteratively, first trans-
forming Eq. 2.4 to Fourier space :
h˜(k) = c˜(k) + ρh˜(k)c˜(k). (2.38)
Then one defines the indirect correlation function: γ(r) = h(r) − c(r),
which by definition is continuous for all systems. With this, Eq. 2.38 now
reads:
γ˜(k) = ρ[γ˜(k) + c˜(k)]c˜(k) =
ρc˜2(k)
1− ρc˜(k) . (2.39)
This equation can be Fourier inverted to obtain γ(r), which is then
inserted into Eq. 2.5, rewritten as:
c(r) = exp(−βU(r) + γ(r) + b(r))− 1− γ(r), (2.40)
which can be Fourier transformed to get a new c˜(k), and thus the equa-
tion solved iteratively. There are many sophisticated numerical procedures
to speed up convergence [Ishizuka and Yoshida, 2012; Kelley and Mont-
gomery Pettitt, 2004], but for the purposes of this work a simple Broyles
mixing iterates approach [Broyles, 1960] will suffice. Namely, once a new
γnew(r) is obtained by inversion of Eq. 2.39, our new estimate will be given
by:
γi+1(r) = αγinew(r) + (1− α)γiold(r), (2.41)
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where typically α ≈ 0.5 works in most instances, and for stubborn cases
α = 0.95 ≈ 0.99. This new γi+1(r) can then be inserted in Eq. 2.40 to
yield another estimate ci+1(r), and to proceed with the iterations.
As mentioned, it is not possible to consider all the terms in b(r12) in Eq.
2.40, and they have to be approximated. In the case of hypernetted-chain
(HNC) approach we find bHNC(r12) = 0, leading to:
hHNC(r12) = exp[−βU(r12) + h(r12)− c(r12)]− 1, (2.42)
which once linearized gives the PY approximation:
hPY (r12) = exp[−βU(r12)](1 + h(r12)− c(r12))− 1. (2.43)
The extension of the OZ to mixtures, by means of matrices, is straight-
forward. In Fourier space, Eq. 2.38 now reads,
H˜(k) = C˜(k) + H˜(k)ρC˜(k).
Here H˜(k) and C˜(k) are the matrices of elements h˜αβ(k) and c˜αβ(k) re-
spectively, where α and β are the components of the mixture, and [ρ]αβ =
ραδαβ. Additionally, molecular fluids can be treated using molecular distri-
bution functions which are expanded into spherical harmonic series (linear
fluids) or rotational invariants (non-linear fluids) [Gray et al., 2011], or al-
ternatively using a site-site approach such as the Reference Interaction Site
Model (RISM) [Hansen and McDonald, 1986]
2.3.3.1 Replica Ornstein-Zernike Integral Equations (ROZ)
This approach was developed for disordered confining media where both
components of the system (fluid and matrix) are not in equilibrium, since
one of them (the matrix) has frozen degrees of freedom. It reduces the
problem of a partly-quenched system to a completely equilibrated mixture
formed by the matrix plus s identical replicas of fluid that do not inter-
act with each other. The origin of this transformation of the system is
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not physical but purely mathematical, and it is based on the definition of
logarithm as [Edwards and Anderson, 1975]:
log x = lim
s→0
d
ds
xs. (2.44)
The free energy of the fluid particles (denoted by the subscript 1) con-
fined in a disordered quenched matrix (denoted by the subscript 0), aver-
aged over all the possible matrix configurations, is:
−βF¯1 = 1
N0!Z0
∫
d{qN0}exp[−β0H00(qN0)]logZ1(qN0), (2.45)
where Z1(q
N0) is the partition function of the fluid. At this point, using
Eq. 2.44 the following expression for the free energy can be obtained:
−βF¯1 = 1
Z0
lim
s→0
d
ds
1
N0!(N1!)s
∫
d{qN0}(d{rN1})sexp[−βHrep]
=
1
Z0
lim
s→0
d
ds
Zrep(s),
where βHrep describes the Hamiltonian of the equilibrated mixture of the
matrix particles plus the s fluid replicas. This is called the replicated sys-
tem, and Zrep(s) is its partition function.
From this, Given and Stell [1992] formulated the Replica Ornstein-
Zernike equations for a thermally equilibrated fluid adsorbed in a matrix
formed by a quenched simple fluid, which reads:
h00 = c00 + ρ0c00 ⊗ h00
h01 = c01 + ρ0c00 ⊗ h01 + ρ1c01 ⊗ h11 − ρ1c01 ⊗ h12
h11 = c11 + ρ0c01 ⊗ h01 + ρ1c11 ⊗ h11 − ρ1c12 ⊗ h12
h12 = c12 + ρ0c01 ⊗ h01 + ρ1c11 ⊗ h12 + ρ1c12 ⊗ h11 − 2ρ1c12 ⊗ h12
(2.46)
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with the corresponding closures in r-space. The closure for c12 (replica-
replica) has U12 = 0, and the matrix equation is fully decoupled as it
should be for a frozen system. Subscripts 0 and 1 denote respectively the
matrix and the fluid, and 2 the replicas of fluid particles.
Later on, Zhang and Tassel [2000] expanded the ROZ equations for a
templated matrix from those of a two component matrix system simply dis-
missing the interactions between the template and the adsorbed fluid after
quenching. In [Lomba and Weis, 2010; Lomba et al., 2014] one may find
the explicit procedure to build and solve the ROZ equations for templated
matrices. First, the ROZ equations are written in matrix form in Fourier
space in terms of density scaled 2 Fourier transformed functions as:
H00 = C00 + C00H00
H01 = C01 + C00H01 + C01H11 −C01H12
H11 = C11 + C01H01 + C11H11 −C12H12
H12 = C12 + C01H01 + C11H12 + C12H11 − 2C12H12.
(2.47)
Now, each of the matrix functions Fij (where F stands for either H or C)
can be explicitly expressed in terms of the density scaled Fourier transforms
of the total correlation function, h˜αν , or the direct correlation function, c˜αν ,
according to:
F00 =
[
f˜0α0α f˜0α0β
f˜0β0α f˜0α0β
]
, F01 =
[
f˜0α1
f˜0β1
]
, F11 = f˜11, F
12 = f˜ r11
(2.48)
where the superscript r specifies correlations between the replicas of the
annealed fluid.
2By density scaled we mean that the forward Fourier transform of a function fαβ is
multiplied by a factor (ραρβ)
1/2, and the corresponding reverse transform by a factor
(ραρβ)
−1/2.
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These equations in Fourier space are complemented by the correspond-
ing closures in r-space, which in the HNC approximation read:
h0i0j (r) = exp(−βu0i0j (r) + h0i0j (r)− c0i0j (r))− 1
h11(r) = exp(−βu11(r) + h11(r)− c11(r))− 1
h0α1(r) = exp(−βu0α1(r) + h0α1(r)− c0α1(r))− 1
h0β1(r) = exp(h0β1(r)− c0β1(r))− 1
hr11(r) = exp(h
r
11(r)− cr11(r))− 1
(2.49)
Equations for the matrix-matrix interactions (H00 and h0i0j (r) in Eq.
2.47 and 2.49) can be solved independently, and the equations for the rest of
correlations (matrix-fluid and fluid-fluid) can be cast into a more compact
matrix form for computational convenience, and solved iteratively:
C01C11
C12
 =
I−C00 −C01 C01−C10 I−C11 C12
−C10 −C12 I−C11 + 2C12
H01H11
H12
 (2.50)
Last equation can be efficiently inverted for the components of the total
correlation function in terms of the direct correlation function using a LU
decomposition based algorithm [Anderson et al., 1999]. Iterations can be
performed between real and Fourier space following a mixing iterates pro-
cedure as indicated in Eq. 2.41, or accelerated using Ng’s procedure [Ng,
1974].
Finally, once the correlation functions are determined, we can calculate
thermodynamic properties for the adsorbed fluid such as the excess internal
energy per particle using the expressions found in Section 2.1, and for the
adsorbed fluid excess chemical potential:
βµα =− ρ0c˜0α(0) + 1
2
ρ0
∫
drh0α(r)γ0α(r)+
+
1
2
ρ1
∫
dr (h11(r)γ11(r)− h12(r)γ12(r)) .
(2.51)
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2.3.3.2 3DOZ-HNC approach
When dealing with adsorption, in ordered and disordered porous materials,
the adsorbate molecules will be in the presence of a highly inhomogeneous
field. If we decide to make use of an Orntein-Zernike approach to treat this
problem, Eq. 2.5 has to be generalized to something like:
h(r1, r2) =
∫
c(r1, r3)ρ(r3)h(r3, r2)dr3, (2.52)
where now, in three dimensions, h and c will be six-dimensional functions,
and ρ(r3) = ρ(x, y, z). Clearly, this approach is unfeasible with the current
computational facilities.
There is however an alternative that was first exploited by Beglov and
Roux [1995] for the study of solvation of large molecules, in order to pro-
vide a full three dimensional description of the solvent structure around
the solvate. If we follow Percus source particle approach [Percus, 1964] and
consider the solute particle (in our case the adsorbent) as a source of an
external potential, then the one particle density of the solvent (adsorbate)
can be expressed as: ρ1(x, y, z) = ρ¯g01(x, y, z), where in Beglov-Roux ap-
proach ρ¯ is the solvent’s bulk density, and g01(x, y, z) is the solute-solvent
pair distribution function. In our case ρ¯ is a density related parameter
that will have to be defined self-consistently later on, and g01(x, y, z) the
adsorbent-adsorbate pair distribution function. Now if we make use of the
HNC approximation, the singlet fluid density is given by:
ρ1(x, y, z) = ρ¯1 exp(−βU(x, y, z) + h01(x, y, z)− c01(x, y, z)). (2.53)
We can now consider the inhomogeneous OZ equation for a mixture of
solvent-solute particles:
h01(r1, r2)− c01(r1, r2) =
∫
h00(r1, r3)ρ0(r3)c01(r3, r2)dr3
+
∫
h01(r1, r3)ρ1(r3)c11(r3, r2)dr3
(2.54)
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If r1 (coordinate of the solute) is taken as origin and ρ0 → 0 (infinite
dilution limit):
h01(r1, r2)− c01(r1, r2) =
∫
h01(r1, r3)ρ1(r3)c11(r3, r2)dr3, (2.55)
and we approximate: ρ1(r3)h01(r3) ≈ ρ¯1(g01(r3)− 1), by which:
ρ1(r) = ρ¯1 exp
[
−βU01(r) +
∫
c11(r, r
′)(ρ1(r′)− ρ¯1)dr′
]
. (2.56)
Additionally, following Beglov and Roux we now assume that c11(r
′, r) =
c11(|r′ − r|), i.e. the inhomogeneous fluid-fluid correlation can be approxi-
mated by that of an isotropic and homogeneous fluid. In the case of solva-
tion problems, the natural approximation is to replace the solvent-solvent
direct correlation function by that of the bulk fluid (without solute), i.e.
c11(r
′, r) = cbulk11 (|r′−r|). This approximation has been successfully applied
to study the physics of solvation of complex molecules, including proteins
[Beglov and Roux, 1996; Beglov et al., 1997; Cortis et al., 1997; Kovalenko
and Hirata, 1998, 1999; Du et al., 2000].
Beglov and Roux [1996] actually made use of this crude approach to
calculate the density profile of a simplistic model of zeolite as confining
media for a simple fluid with relative success. The shortcomings of this ap-
proximation are rather obvious, since the direct correlations of a confined
fluid are well different from those of the bulk, as we will demonstrate later
on.
As an alternative, we propose the use of the fluid-fluid correlations
approximated by the ROZ-HNC, by which c11(r − r′) in Eq. 2.56 is given
by:
c11(x− x′, y − y′, z − z′) = cROZ−HNC11 (
√
(x− x′)2 + (y − y′)2 + (z − z′)2),
(2.57)
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and cROZ−HNC11 (r) is computed from Eqs. 2.46 and 2.49. Once c11(x, y, z) is
known, Eq. 2.56 can be solved iteratively using a mixing iterates approach
Eq. 2.40 [Beglov and Roux, 1995]. The use of acceleration procedures
is rather limited by the available RAM storage, particularly in the three
dimensional case. For numerical convenience, Eq. 2.56 can be conveniently
rewritten as:
h1(x, y, z) = exp[−U01(x,y, z)/kBT+
+ ρ¯1
∫
dx′dy′dz′c11(ρ1(x− x′, y − y′, z − z′)h(x′, y′, z′)]− 1,
(2.58)
ρ1(x, y, z) = ρ¯1(h(x, y, z)+1) and U01(x, y, z) =
∑N0
i=1 u01(x−x0i, y−y0i, z−
z0i), where N0 is the number of matrix particles. This latter equation can
easily be extended to multicomponent matrices.
Note that the convolution in Eq. 2.58 can easily be evaluated in Fourier
space, and the computation of the numerical Fourier transform is straight-
forward using efficient library routines such as those of the FFTW3 library
(see Appendix A). For the particular nature of our problem, and taken into
account that we will analyze fluid density distributions for a given configu-
ration of matrix particles that is assumed to have periodic boundary condi-
tions, the Fourier transforms can be carried out without zero padding. Note
that our calculations will be compared to simulation results obtained using
precisely the same periodic boundary conditions. This periodic nature of
the problem must be very specially borne in mind when approximating the
inhomogeneous direct correlation function in Eq. 2.57 using the averaged
ROZ fluid-fluid correlations.
Additionally, Eq. 2.58 can be linearized to yield a Percus-Yevick (PY)
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like approximation of the form:
h(x, y, z) = exp(−U01(x, y, z)/kBT )[
1 + ρ¯1
∫
dx′dy′dz′c11(x− x′, y − y′, z − z′)h(x′, y′, z′)
]
− 1
(2.59)
Even if the main result of Eq. 2.58 (in combination with a sum rule spec-
ified below, Eq. 2.62) is the fluid spatial density distribution, ρ1(x, y, z),
this quantity can also give information on the average matrix-fluid correla-
tions. In fact, these can be obtained by means of the average:
g01(r) =
1
ρ¯1N0
N0∑
i=1
∫
ρ1(r
′ − r0i)δ(r− r′ + r0)dr′, (2.60)
where the integration over the Dirac’s δ(r− r′ + r0) can be discretized as:
g01(r) =
1
ρ¯1N0
N0∑
m=1
∑
i,j,k
ρ1(x
′
i, y
′
j , z
′
k)H(r + ∆r − r′m)×
×H(r′m − r + ∆r)
∆x∆y∆z
∆Vshell
(2.61)
In the last equation, r′m =
√
(x′i − xm)2 + (y′j − ym)2 + (z′k − zm)2, H(x)
is a step function, and the space is discretized according to x′i = i∆x,
y′j = j∆y and z
′
k = k∆z. ∆Vshell defines the volume of the spherical shell
(circular in two dimensional problems) determined by the discretized Dirac
δ, i.e., here ∆Vshell = 4pir
2∆r. For practical purposes, we have chosen our
grid in r such that ∆r = ∆x. The summation in 2.60 and 2.61 runs over
the number of matrix particles, e.g., over the unit cell in a periodic system.
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Now, in Eq. 2.58, the value of the effective density ρ¯1 is not straightfor-
wardly defined for our problem. In solvation problems [Beglov and Roux,
1995; Kovalenko and Hirata, 1998; Yamazaki and Kovalenko, 2011; Beglov
et al., 1997], the density in question can accurately be approximated by
the bulk density, but this is certainly not the case in situations of strong
confinement. On the other hand, we know that the density distribution
must satisfy the sum rule:
ρ′1 =
ρ¯1
LxLyLz
∫
dxdydz(h(x, y, z) + 1) (2.62)
where Lx, Ly, Lz are the dimensions of the periodic cell. Once the fluid
inhomogeneous density, ρ1(x, y, z), is known, the effective homogeneous
density ρ¯1 can be evaluated iteratively solving Eqs. 2.58 and 2.62 self-
consistently, taking into account that ρ′1 must converge towards ρ1 = N1/V ,
i.e. the net number of fluid particles divided by the total volume of the fluid
plus matrix particles.
The reduction of the above equations to the two dimensional case is
straightforward, and we will denote it in what follows by 2DOZ-HNC or
2DOZ-PY depending on the choice approximation, i.e. Eq. 2.58 or Eq.
2.59. In three dimensions, the evaluation of the adsorbent-adsorbate po-
tential U01(x, y, z) and the integration in Eq. 2.61 over an N ×N ×N grid
(with N ≥ 256) are extremely time consuming tasks which can be accel-
erated resorting to the use of GPU computing. For short range potentials
using a cell method (or a neighbor list) in order to avoid the computation
of inter particle distances for non-interacting pairs also considerably acce-
larates the evaluation of U01(x, y, z).
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Chapter 3
Associative systems under
confinement
3.1 The origin of effective SALR interactions: a
simple model
The aim of this Section is to explore the possibility of pattern formation,
typical of SALR interactions, in a system consisting of a simple equimolar
mixture of diatomic molecules and monomers, in which only short-ranged
forces are present. This somehow contrasts with the common assumption
that long range repulsive interactions alone stabilize pattern formation vs-
simple phase separation. We will see how a suitable combination of short
range potentials leads to the desired stabilization of nano-heterogeneous
structures. We have here addressed the emergence of intermediate-range
order analyzing the behavior of the partial and concentration-concentration
structure factors, and performing cluster analysis. Our simulation results
have been compared with Reference Interaction Site Model (RISM) equa-
tion calculations carried out by A. Perera [Bores et al., 2015b], which will
be shown to agree remarkably well. Furthermore, we have extracted effec-
tive site-site potentials from the pair correlation functions using an inverse
Monte Carlo approach (see Section 2.3). We will see that these potentials,
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despite the fact that all interactions at play are short ranged, exhibit the
features characteristic of a SALR potential.
Additionally, we have also analyzed the effect of charges on our model,
which in fact by the addition of electrostatic site-site interactions becomes
a coarse-grained representation of a room temperature ionic liquid. In ad-
dition, we have studied too the effect of confinement on the self-organizing
behavior of this system, and on a realistic model of imidazolium based ionic
liquid. In this Section, the confinement of self-assembling fluids has been
carried out in narrow regular pores, in particular slit pores of a few molec-
ular diameters width, that constrain the volume of the system decreasing
its dimensionality.
Description of the Model
Figure 3.1: System components: monomers (C) and dimers (A-B).
The system studied in this Section consists in an equimolar fluid mix-
ture of two different species, a two-site dimer AB and a monomer C (see
Figure 3.1). The dimers are represented by a two center LJ site-site poten-
tial, in which the sites are separated by a distance l, and our monomers also
interact via LJ potentials. In all cases, the interactions are cut and shifted
at a distance rc, by which the explicit form of the site-site potentials is:
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uij(r) = 4
[
(
σij
r
)12 − (σij
r
)6 − (σij
rc
)12 + (
σij
rc
)6
]
; if r < rc
uij(r) = 0 otherwise
(3.1)
Our model is to a certain degree inspired by the simple coarse-grained
model for imidazolium-based room temperature ionic liquids (RTILs) of
Merlet et al. [2012b]. To that aim, we will preserve the attractive/repulsive
character of the interactions in the RTIL whilst droping the Coulomb inter-
actions. Table 3.1 outlines the parameters and the character of the LJ in-
teractions between the particles of the fluid. Since the size of the non-polar
tail is essential to determine the nanostructural ordering [Canongia Lopes
and Pa´dua, 2006] we have considered various sizes for σBB (always with
σBB > σAA). For the attractive interactions, we have truncated and shifted
the LJ potential at rc = 3σBB. For the repulsive interactions, we have sim-
ply used rc = 2
1/6σij , thus defining purely repulsive soft spheres following
the prescription of Weeks, Chandler, and Andersen (WCA) [Weeks et al.,
1971].
Table 3.1: Lennard-Jones potential parameters of our self-assembling
mixture model
i j Interaction (kJ/mol) σij(A˚) rc(A˚)
A A Repulsive 2.092 4.0 21/6 · σAA
A B Repulsive 2.092 (σAA + σBB)/2 2
1/6 · σAB
A C Attractive 2.092 4.0 3 · σBB
B B Attractive 2.092 σBB 3 · σBB
B C Repulsive 2.092 (σBB + σCC)/2 2
1/6 · σBC
C C Repulsive 2.092 4.0 21/6 · σCC
Moreover, in order to analyze the effect of charges on the intermediate
range order, we have considered explicitly the same model with a positive
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charge +q on the A sites and a corresponding negative charge −q on the
monomers. The value of q is varied between 0 and 0.25e, where e is the
elementary electron charge. Again these values are of the same order as
those considered in the model of Merlet et al. [2012b]. Eight different
systems have been analyzed showing different charges, B particles diameters
and densities. We present them in Table 3.2.
Table 3.2: Potential parameters and thermodynamic state variables for
the systems under study
|q|(e) σB(A˚) ρ( A˚−3) T(K) P(atm)
System 1 0 8.0 0.001 226.4 27.05
System 2 0 8.0 0.00125 226.5 39.5
System 3 0 8.0 0.0015 226.5 59.4
System 4 0 9.0 0.001 226.5 30.4
System 5 0 9.0 0.00125 226.4 53.2
System 6 0 9.0 0.0015 226.4 96.7
System 7 0.1 8.0 0.0015 226.4 39.4
System 8 0.25 8.0 0.00195 226.3 0.61
We have also confined our mixture confined into a slit pore generated
by two rigid and flat walls interacting with the fluid atoms via a pure repul-
sive soft interaction. For the fluid particles interactions we have preserved
the LJ parameters of System 3 (see Table 3.1). Preliminary calculations
for xAB = xC = 1/2 indicate the disappearing of the droplet phase as a
consequence of the reduced dimensionality, we have therefore investigated
phases with larger monomer concentrations up to xAB = 1/4 and xC = 3/4.
In order to deal with equivalent and comparable systems when going
from 3D to 2D, in confined systems, we have redefined the densities so as
to keep constant the packing fractions [Hansen and McDonald, 1986, p. 95]
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defined as:
η3D = pi/6[ρAB(σ
3
A + σ
3
B) + ρC(σ
3
C)]
η2D = pi/4[ρAB(σ
2
A + σ
2
B) + ρC(σ
2
C)]
(3.2)
for three and two dimensional systems respectively. For the system 3 fluid
with xAB = xC = 1/2 the packing fraction is η = 0.25133, thus the new
densities for the fluid with xAB = 1/4 and xC = 3/4 are ρf = 0.02A˚
−3 and
σf = 0.04A˚
−2 for three and two dimensions respectively. More dimers-
monomers concentrations have been considered in order to analyze the
emerging patterns, and as mentioned the equivalent densities have been
calculated preserving the packing fraction.
We have confined the fluid in a slit-like pore modeled by two flat walls
applying a perpendicular force on the particles of the fluid [Magda et al.,
1985]. The interactions between the walls and the fluid particles is purely
soft repulsive and consists in a 12/6 Lennard Jones potential (wall =
1.0Kcal/mol and σwall = 1A˚) which has been truncated and shifted at
rc = 2
1/6σwall, keeping only the repulsive region of the potential [Weeks
et al., 1971]. We have considered different pore widths -defined as the dis-
tance between the walls- being the width of the thiner pore equal to the
biggest particle diameter, i.e. 8A˚. For the side of the simulation box we
have considered Lx = Ly = 151.43A˚ and the Z-dimension defined by the
separation between the walls: w = 8A˚, w = 24A˚ and w = 40A˚. Thus, the
number of particles of the confined fluid is determined by the width of the
pore N = NAB + NC = ρ/wlxly: N = 1251, 3777 and 7500 for w = 8A˚,
24A˚ and 40A˚ respectively.
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Simulations details
We have performed extensive molecular dynamics simulations, using
the LAMMPS package, in the canonical and isothermal-isobaric ensembles
with a Nose-Hoover thermostat. Our samples contained 16384 particles,
but samples up to 65536 particles were investigated and no significant size
dependence was found. Initial themalization runs at a temperature of 226K
were 2x106 step long (with a timestep of 1 fs) followed by production runs
of 5x106 step long, and averages were carried out every 5000 steps.
The confined model described above has been studied in terms of Molec-
ular Dynamics simulations using LAMMPS package [Brown et al., 2011;
Plimpton and Thompson, 2012; Plimpton, 1995] in the canonical ensemble
using a Nose-Hoover thermostat [Frenkel and Smit, 2002]. The system was
thermalized during 106 steps at T = 113.22K with a time step of 1fs and
afterwards we have performed simulations of 5x106 steps long recording 500
configurations to analyze every 10000 steps.
Thermodynamic equilibrium
One of the problems one can encounter when performing simulations
in the canonical ensemble in this type of system is the occurrence of phase
transitions, either vapor-liquid equilibria or demixing. In order to guar-
antee that the states under consideration correspond to thermodynamic
equilibrium conditions, and consequently any potential intermediate range
order is not the result of a spinodal decomposition, we have run additional
isothermal-isobaric simulations and analyzed the volume fluctuation of the
samples. In this way one can avoid those states that lie inside the liquid-
vapor spinodal.
3.1 The origin of effective SALR interactions: a simple model 101
Moreover, one can compute the partial structure factors defined as:
Sij(k) = xiδij + xixjρ
∫
(gij(r)− 1)e−qrdr, (3.3)
where ρ is the total number density. Here sites A and B are considered as
different particles and gij is the atom-atom pair distribution function. Our
samples are large enough to allow for an accurate integration of the pair dis-
tribution functions, and the results are consistent with direct k-sampling.
Notice that as far as Equation (3.3) is concerned, xA = xB = xC = 1/3,
hence in the large k limit all structure factors will tend to 1/3. Further-
more, we have also calculated the Bathia and Thornton concentration-
concentration structure factors, introduced in Eq. 2.10 of Section 2.1,
where now one has to consider explicitly the structure factors correspond-
ing to the molecular species AB, and as a consequence xAB = xC = 1/2.
We can simply approximate gAB−AB = gB−B and gC−AB = gC−B, as if the
scattering length or form factor of A sites was negligible compared to that
of B sites. This is in principle not unreasonable given the much larger size
of B sites, but in a realistic situation one should take explicitly into account
the true scattering lengths or form factors of sites A and B. Now one has to
correct for the different values of the molar fraction when AB is considered
as a single species and Eq. (3.3) is used in the concentration-concentration
structure factor Eq. (2.10). In this way, limk→∞Scc(k) = xCxAB = 1/4.
With all this in mind, the presence of a divergence when k → 0 in Scc(k) is
a signal of a demixing transition, so this quantity will be essential to assess
the stability of the thermodynamic states chosen for our simulations.
Finally, back to the vapor-liquid transition, one can analyze the cor-
responding k-dependent linear response susceptibility ρkBTχT (previously
defined in Eq. 2.19 of Section 2.1) in density fluctuations, namely [Hansen
and McDonald, 1986], whose k = 0 limit is precisely the isothermal com-
pressibility. The presence of a divergence -or a substantial increase in xT (0)-
is an indication of the vicinity of a vapor-liquid transition. A careful moni-
toring of this quantity together with the use of NPT simulations provides a
reliable assessment of the stability of the state points under consideration
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during the simulation runs.
In the case of the System 8, when increasing the charge from 0.10e to
0.25e the conditions of temperature and density corresponding to system
3, 6 and 7 lie in the two-phase region. Consequently we resorted to an
isothermal-isobaric simulation at low positive pressure to achieve thermo-
dynamic equilibrium conditions in our system with q = 0.25e. The final
value of total particle density achieved in this way is indicated in Table 3.2.
Inverse Monte Carlo method
With the pair correlation functions produced along the simulations runs
and the corresponding statistical uncertainties calculated using block aver-
ages, we have used the IMC procedure proposed by Almarza and Lomba
[2003] (see Section 2.3) in order to produce single component site-site ef-
fective potentials able to reproduce the microscopic structure exhibited by
our mixture model. As it has been explained in the Methods chapter, the
procedure starts from a simple approximation βueffin (r) = − log g(r) and
proceeds to modify the pair potential along the simulation run in such a
way that the calculated geff (r) matches the input g(r). In our case, we
have used a total of 4000 particles. The procedure of inversion was carried
out in 20 stages. In the last stages, the effective potentials hardly varied,
and the convergence between input and calculated g(r)’s was achieved suc-
cessfully in all the cases.
In this way, one can use as input of the IMC procedure either gAA(r),
gBB(r) or gCC(r) and obtain a corresponding set of u
eff
AA (r), u
eff
BB(r) and
ueffCC (r), which will obviously be different, but in the case of emergence of
intermediate range order should exhibit some common features.
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3.1.1 Bulk system
3.1.1.1 Pair structure
Here, we have analyzed the effect of the molecular geometry on the nanos-
tructure formation changing the diameter of σBB. We have first considered,
σBB = 8A˚, 9A˚, 10A˚ and 12A˚. Some snapshots of configurations for varying
σBB are depicted in Figure 3.2. We have found that for σBB > 9A˚ cluster-
ing or microheterogeneity of C particles can only be appreciated when the
packing of the B-sites is so high that it resembles that of a solid. In fact in
this case, the height of the first peak of SBB(k) exceeds 2.7, which according
to the Hansen-Verlet rule [Hansen and Verlet, 1969] indicates that freez-
ing conditions have been reached. Moreover, the prepeak in the structure
factor characteristic of the presence of IRO is absent from SBB(k). The
clustering of C particles results from a mere steric effect, since these are
restricted to occupy the holes between the large B particles. These effects
can be appreciated in the snapshots of Figure 3.2, where the dense pack-
ing of B-sites is readily apparent. The color coding here, and in the rest
of the Chapter is red for B sites, green for A sites and blue for C monomers.
For the reasons mentioned above, we will concentrate on the results for
σBB = 8A˚ and 9 A˚. Already in the corresponding snapshot of Figure 3.2,
one can appreciate the formation of a bicontinuous network of percolating
clusters, connecting both AB dimers and C monomers. By bicontinuous
network, we mean that the clusters formed by B-sites and C particles will
be seen to both span practically the whole sample, forming two continu-
ous interpenetrated percolating microphases. This can be analyzed from a
more quantitative perspective by first taking a look at the corresponding
pair distribution functions and partial structure factors, which are depicted
in Figures 3.3 and 3.4, respectively, for Systems 1–6. Focusing first on the
gAA pair distribution function, one first appreciates the large exclusion hole
after the first layer, which is a simple consequence of the large size of B-
sites. Obviously, the exclusion hole grows with the size of the B-sites, as can
be seen when comparing figures on the left and right columns. Correlations
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Figure 3.2: Snapshots of configurations for total particle density ρ =
0.00125A˚−3 and temperature T = 226.45K for two B-site diameters.
As the size of B-sites grows, C monomers cluster in the cavities formed
by the B-sites due to excluded volume effects. All other diameters and
total density are kept fixed, σAA = σCC = 4.0A˚. (a) σBB = 8A˚. (b)
σBB = 12A˚. B sites are depicted in red, A sites in green and C monomers
in blue.
between A-sites extend up to five σAA, and the width of the gCC correla-
tion is ≈ 2σCC . These features hint at the presence of some degree of IRO.
B-B correlations (graphs in the middle row) behave like those of a dense
fluid, and no apparent sign of clustering or IRO is evident. In contrast, the
wide first peak of gCC is characteristic of clusters of particles confined in
cavities, in this case formed by B-sites. This effect, as mentioned before,
is maximized for the largest σBB. We will see later that these clusters
of partly occluded C-particles are connected, forming a three dimensional
percolating structure.
If we take now a look at the partial structure factors, we immediately
appreciate a feature characteristic of the emergence of IRO, namely, the
presence of a prepeak at 0.25 A˚−1. This corresponds to correlations in the
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Figure 3.3: The figures show the radial distribution functions for A,
B, and C particles, respectively. Left column corresponds to σBB =
8 A˚ for system 3 (theory vs. simulation) and right column presents
the simulations results for systems 4-6 for σBB = 9A˚. Total density is
indicated in the legend. Simulation results are represented by solid lines
and dashed-dotted curves correspond to integral equation calculations.
range of 25A˚, the distance at which any sign of structure of the pair dis-
tribution function dies out. Interestingly, the prepeak is almost absent in
SAA, except for a small maximum visible for the σBB = 9A˚ and the highest
density. This quantity shows otherwise very little structure for k > 0.5
A˚−1. As seen in the gAA’s, the most relevant feature in the AA correla-
tions is the exclusion hole due to the presence of the B-sites. In contrast,
SBB does exhibit a prepeak, even when no evidence of IRO was visible in
gBB. This prepeak is more apparent in the monomer structure factor SCC .
When the density is lowered, the prepeak in the B-site structure factor
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Figure 3.4: The figures show the structure factors for A, B, and C
particles, respectively. Left column corresponds to σBB = 8A˚for system 3
(theory vs. simulation) and right column presents the simulations results
for systems 4-6 for σBB = 9A˚. Total density is indicated in the legend.
Simulation results are represented by solid lines and dashed-dotted curves
correspond to integral equation calculations.
shifts to lower k-values and vanishes at ρ = 0.001A˚−3. In the case of SCC ,
the position of the prepeak is preserved, but its magnitude decreases. In
Figure 3.5, the corresponding concentration-concentration structure factor
is displayed. The prepeak at k0 ≈ 0.25A˚−1 is preserved, although its mag-
nitude decreases when the total density is lowered. In contrast, no increase
when k → 0 is visible. This implies that we are encountering concentration
fluctuations inducing spatial inhomogeneities, but no demixing transition.
In Figure 3.6 we have plotted the k-dependent susceptibility corresponding
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to density fluctuations. The prepeak is visible except for the lowest density,
which implies that density inhomogeneities with a spatial pattern are also
correlated with the corresponding concentration inhomogeneities. But now,
the k → 0 behavior is different. As density is decreased, the susceptibility
(i.e., the isothermal compressibility) grows, an indication of the vicinity of
a vapor-liquid transition. This means, that lowering the density from the
value of ρ = 0.001 A˚−1 at the same temperature could move the system
across the spinodal curve into the two-phase region and induce vaporiza-
tion. Our analysis indicates that the thermodynamic conditions we have
simulated can be considered equilibrium states. Moreover, we have con-
firmed that the results do not have a significant sample size dependence,
by which metastability can also be ruled out.
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Figure 3.5: Concentration-concentration structure factor for the sys-
tems 1-3.
The site-site correlation functions and structure factors obtained from
the RISM theory in the HNC approximation (see [Bores et al., 2015b] for
further information) are represented in dashed lines in Figs. 3.3 and 3.4. It
108 Associative systems under confinement
is seen that the agreement is excellent in most cases, particularly in what
concerns the BB and CC correlations. The AA correlations are systemat-
ically underestimated near contact and overestimated at larger distances.
The most significant differences are seen for the structure factors in Fig. 3.
Integral equations in the HNC approximation tend to exaggerate concen-
tration fluctuations and often tend to interpret small aggregate formations
as the onset of demixing or a vapor/liquid transition [Perera and Kezic,
2013; Perera and Mazighi, 2015]. We observe here a similar trend for the
low density case ρ = 0.001A˚−3, for which fluctuations compete the most
with aggregate formation. The prediction of aggregation, through the pre-
peak is in very good agreement with simulations for the highest density
ρ = 0.0015A˚−3, precisely when the denser packing tends to favor aggre-
gation. This is also in line with previous observations of similar type of
behavior for model ionic liquids. These features are a direct consequence
of the fact that the HNC closure approximation misses high order corre-
lations. We observe that in all cases, the k = 0 behavior of the RISM
structure factor always overestimates the concentration fluctuations.
3.1.1.2 Effective pair potentials
In Figure 3.7, we present the effective potentials obtained from the site-site
pair distribution functions. By construction, using these effective poten-
tials in a simulation for a single component system will lead to a pair
distribution function coincident with the original site-site correlation of the
mixture. This is one of the possible alternatives to reduce the behavior of
a complex system to a simpler one component system. Other alternatives,
such as the force-matching approach[Izvekov et al., 2004], will lead to quan-
titatively different results, but certainly retaining the essential features of
the effective potentials found here. Among these features, we see that in
all cases, the effective potential has a short range (extremely short in the
case of AA potentials) attractive well and this is followed by a long range
repulsive region, which extends to 20-30A˚. The repulsive region of UCCeff is
much less visible and is illustrated in the inset. The repulsive range is more
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Figure 3.6: Isothermal compressibility as a function of k for systems
1-3.
influenced by the change in the total density. The attractive part of AA and
CC effective interactions is due to depletion forces (in this case, the plain
site-site interactions are repulsive). In the case of AA interactions, most of
the attractive wells are masked by the excluded volume effect of the B sites
in the AB molecules (the large repulsive potential between 5-15 A˚ corre-
sponds to the exclusion hole in gAA). Note that even if in gBB long range
correlations due to nanostructure organization are not clearly visible, there
are long range repulsions in the BB effective potential, which are reflected
in the prepeak in SBB as an indication of IRO. The long range repulsion
vanishes for ρ = 0.001A˚−3, which we have seen is a state approaching the
gas-liquid transition.
Figure 3.7 shows the effective pair potentials as obtained by the RISM
integral equation approach. The comparison with the simulations is over-
all quite good in all cases. However, it is seen that the repulsive shoulder
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Figure 3.7: Effective potentials for A, B, and C particles, respectively.
Left column corresponds to σBB = 8A˚for system 3 (theory vs. simula-
tion) and right column presents the simulations results for systems 4-6
for σBB = 9A˚. Total density is indicated in the legend. Simulation re-
sults are represented by solid lines and dashed-dotted curves correspond
to integral equation calculations.
-which is the signature of the clustering ability- is always systematically
underestimated by the theory. This is a direct consequence of the weaker
tendency of the integral equation theory to predict clustering.
Taken into account that B-sites are much larger than A-sites, we can
think of our model as a system of B particles in a “sea” of C monomers,
just like colloids in solution. Following the work of Mani et al. [2014], we
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Figure 3.8: B-B effective interaction for systems 1-3, fitted to a gener-
alized LJ+Yukawa interaction.
can use a functional form of the type:
U(r)/KBT = 4a0
[(σBB
r
)12 − (σBB
r
)a1]+ a2a3
r
e
− r
a3 (3.4)
to represent the BB effective interactions. Note that given the large size
of the B-sites, we have retained the repulsive part of the bare LJ inter-
action in order to account for the short range repulsive component of the
effective potential. One can see that the fits of the effective interactions
U effBB /(kBT ) to Equation (3.4) represented in Figure 3.8 are fairly accurate
except for the minor inflection of the curve around 13A˚. The parameters
of the fit are collected in Table 3.3. Notice that the exponent of the at-
tractive LJ component, a1, deviates substantially from the standard value
of 6, being its range shorter as density increases. The range parameter a3
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grows considerably with the density, reflecting the increase of intermediate
range ordering as the total density is increased. We observe that a single
component representation of our system can be well performed by a stan-
dard SALR potential in which the long range repulsion has the form of a
Yukawa interaction, even when the original bare interactions in the mixture
are relatively short ranged LJ potentials.
Table 3.3: Parameters of SALR effective interaction Charbonneau and
Reichman [2007] between B sites fitted to the data extracted from the
IMC procedure. Note that the potential is scaled with kBT , by which
a0 is dimensionless.
a0(A˚) a1(A˚) a2(A˚) a3(A˚)
System 1 1.788 8.185 3.749 4.297
System 2 2.066 8.667 0.843 7.282
System 3 3.578 9.927 0.231 14.816
3.1.1.3 Cluster analysis
In order to go beyond the mere qualitative information provided by simu-
lation snapshots and the two-body level of pair distribution functions, we
present now a cluster analysis of the simulation samples. We will use var-
ious values or rcl in the range 10-12A˚ for B-sites and C monomers and
6-8 A˚ for A-sites. This choice is determined by the attractive range of
the corresponding effective potentials depicted in Figure 3.8. The effects
of the particular choice of rcl on the cluster distribution will be analyzed.
Specifically, we have calculated the normalized cluster size distribution,
N(s) = n(s)(s/N), as proposed by Stauffer [1979] and described in Section
2.1.
Of all the systems analyzed, in Figure 3.9, we have chosen to plot the
results of system 6, which exhibits a significant prepeak in its partial struc-
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Figure 3.9: Normalized cluster distribution function for A and B sites
and C monomers of system 3.
ture factors. We observe that the normalized cluster size distributions of
both A and B-sites and C monomers present the same qualitative features:
first, one finds a maximum for isolated particles which decays monotonously
to zero at a value of cluster size, s, that strongly depends on rcl. This is a
typical behavior of a non-associating fluid, in which instantaneous clusters
are created and destroyed as particles explore their configurational space.
If stable finite clusters were formed, the cluster size distribution should ex-
hibit the corresponding maxima for the preferred sizes. On the other end of
the s-axis, interestingly, one finds large clusters that span all the simulation
cell. Here, N(s) shows little dependence on rcl, particularly for the B-sites
and C monomers. Finally, the cluster size distribution of A and B sites is
qualitatively very similar, which is understandable taking into account that
both sites are linked into single molecular units. We will see in the next
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section that this symmetry is broken by the presence of charges and a new
symmetry between A-sites and C particles emerges.
Thus, from our analysis, a more clear picture shows up, in which we have
a large portion of the sample linked into microsegregated clusters forming
bicontinuous structures, with a remnant of disconnected particles that form
short lived structures up to tens or hundreds of particles depending on the
choice of rcl, as one would expect in a non-associating fluid.
3.1.1.4 The effect of charges
Our previous results have shown that microheterogeneity or stable inter-
mediate range order can be induced by competing short range interactions
in a simple mixture model of dimers and monomers. As we have already
said before, our model was somehow inspired by a coarse grained represen-
tation of ionic liquids, which are in reality characterized by the presence
of Coulombic interactions, absent from our model. An immediate question
that deserves to be answered is then how the presence of charges affects
the stability of the aforementioned bicontinuous structures. To that aim,
we have carried out the corresponding analysis on systems 7 and 8 that, as
mentioned, correspond to system 3 with charges +q added to sites A and -q
to the C monomers. For q = 0.1e, standard canonical molecular dynamics
simulations were run. Recall that in the case of q = 0.25e, density had to be
increased in order to move out of the vapor-liquid coexistence region. This
was simply achieved by means of an isothermal-isobaric simulation run at
the same T as the original system and a pressure of 0.61 MPa, leading to
a total ρ = 0.00195A˚−3.
In the snapshots of Figure 3.10, one can readily see that the charges
enhance the formation of microstructural order, and particularly for the
highest charge, one see very well defined stripes of C particles, stripes that
now appear to be finite. A more clear picture emerges when taking a look
at the partial structure factors, presented in left panels of Figure 3.11. Now,
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Figure 3.10: Snapshots of the equimolar mixture of AB dimers and C
monomers with embedded charges (indicated on the figures). Left: qA =
0.10e; qC = -0.10e. Right: qA =0.25e; qC =-0.25e.
the prepeak is perfectly defined even for the SAA structure factor for the
lowest charge, in contrast with the uncharged system SAA. The extremely
large values of Sαβ(k0) for k0 ≈ 0.25 A˚−1 resemble Bragg peaks and in-
dicate the presence of quasiperiodic order in the microstructural domains.
Moreover, if now one looks at the cluster size distributions plotted on the
right panels of Figure 3.11, together with the percolating clusters, one finds
now a maximum centered at s ≈ 20 for q = 0.25e for C and A-sites, which
indicates the presence of finite clusters of monomers and A-sites. This max-
imum is preserved in the results obtained for other charges up to q = 0.2e
(not shown for the sake of clarity), to disappear for weaker Coulombic
interactions. It is obvious that the net effect of charges on the microstruc-
turing of our model mixture is to enhance the formation of nanostructures,
also giving rise to the formation of finite size clusters for sufficiently high
charges. In contrast, B-sites form a percolating bicontinuous structure co-
existing with some disconnected B-sites or short lived aggregates. A-sites
and C monomer form aggregates embedded in the percolating network of
B-sites. All this suggests that the network of B-sites forms cavities, with
the A-sites pointing inside the cavity. This in turn is filled by C monomers.
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Figure 3.11: Left: Charge dependence of the partial structure factors
for A (top), B (middle), and C (bottom) particles. Right: Charge depen-
dence of the cluster size distribution. Charge magnitudes are specified in
the legend.
This configuration is favored both by steric effects and by the net attraction
between the positively charge A sites and negatively charged C monomers.
On the other hand, despite the fact that A-sites form part of the AB
dimers and C monomers are independent particles, due to the symmetry
of the electrostatic interactions and the symmetry in shape and density -
σAA = σCC , ρA = ρC- as the charges increase, AA and CC correlations
become extremely similar- compare SAA and SCC in Figure 3.11 -as one
would encounter in a simple fully symmetric electrolyte.
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The next question is how this is all reflected on the effective potentials.
These are plotted in Figure 3.12. In all cases, one observes the characteris-
tic SALR structure, obviously being the CC and AA effective interactions
those that are most affected by the introduction of charges. In spite of the
fact that these two effective interactions result from the coarse graining of
many body effects, the dominant role of electrostatic interactions already
reflected in the partial structure factors leads to surprisingly similar effec-
tive potentials when charges are present. On the other hand, the changes
in U effBB are just quantitative. The attractive part is hardly influenced by
the charges, since it results mostly from the depletion interactions and the
bare attractive uBB. The long range repulsion is enhanced, and as the
charge reaches q = 0.25e, oscillations appear. These oscillations recall the
Friedel oscillations characteristic of effective cation-cation potentials in liq-
uid metals[Cusack, 1987]. In the latter instance, the oscillations result from
the quantum nature of the electrons. Here, they result from the interplay
of the Coulombic interactions and depletion forces. Thus, for sufficiently
large charges, the long range attractive interaction between C and A sites
propagates through the AB bonds and induces the attraction well around
30A˚ as a result of a many body effect.
3.1.2 Confinement in slit pores
We will now see how confinement in a regular geometry (slit pore) modifies
clustering effects and pattern formation. As mentioned we will focuse on
two closely related systems, first our simple mixture model which has been
analyzed in the preceding paragraphs in bulk, and then a realistic represen-
tation of a RTIL confined between graphene layers. In this latter instance
we will pay special attention to the phenomenon of wall wetting by the
RTIL at low pore fillings. This is an important technological issue, since
given the large ability of RTIL’s as universal solvents (in particular also
for CO2 absortion), one could potentially enhance the adsorption of car-
bonaceous porous materials if an appropriate RTIL wets their inner porous
surface before pore filling conditions.
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3.1.2.1 The simple mixture model
As mentioned, we will keep a constant packing fraction η = 0.2513 (see
Eq. 3.2) in order to make comparisons between systems under equivalent
thermodynamic conditions. Different aspects of confinement effects will be
addressed, namely:
A. Critical density and corresponding states
First of all we have examined how does the confinement modify the
critical behavior of this fluid, in particular concerning demixing. We have
performed molecular dynamics simulations for the fluid in different confine-
ment situations: bulk, several pore widths (W = 40A˚, W = 24A˚, W = 8A˚)
and the purely two-dimensional case. We have explored a large number of
temperatures and inspected the corresponding concentration-concentration
structure factors and isothermal compressibility in search for an approach-
ing divergence as k → 0.
We can infer from Figures 3.13, 3.14, 3.15, 3.16, 3.17 that a phase
transition occurs for all the cases at different temperatures. Furthermore,
looking at the isothermal compressibility (right column in Figure 3.18)
we see that no liquid-vapour transition happens since it shows no diver-
gence at low ks. Instead of that, we have found a divergence in the
concentration-concentration structure factor (left column in Figure 3.18)
revealing a demixing transition.
We have associated the temperature immediately above to that showing
a divergence in the Scc graph, Figure 3.18, with a rough estimation of the
critical temperature of the fluid for each confinement situation. Arbitrar-
ily we have considered Scc(k → 0) as diverging when its slope at k → 0
is beyond 10. The concrete values of S(k → 0) for the minimum k that
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can be evaluated (2pi/L, with L the largest side of the simulation box) are
obviously constrained by the sample size, and a true divergence would only
occur in the thermodynamic limit, N →∞. We have plotted the difference
Tc(bulk)− Tc(W ) versus 1/W (see Figure 3.19) and we have found a good
agreement with Kelvin’s scaling law [Almarza et al., 2009; Davis, 1996]:
Tc(bulk) − Tc(W ) ∝ 1/W . Note that this decrease in the critical temper-
ature is a straightforward consequence of the decrease in the number of
neighbors that surround each particle, and the subsequent decrease of the
intensity of the interactions. The extreme situation is clearly the 2D limit.
When analyzing pattern formation, we should not compare systems at
the same temperature because they correspond to thermodynamic states
considerably different with respect to the critical point, i.e. its location in
the phase diagram would be different. The estimation of the critical tem-
peratures for every confinement condition makes possible the comparison
between states in different confinement situations resorting to correspond-
ing states principle. We define a reduced temperature with respect to our
estimate of the critical temperature, Tr = T/Tc, and then comparisons will
be carried out for Tr = 1.1667, which is slightly above the demixing critical
temperature. In this way we will be able to see how confinement affects pat-
tern formation for different states in ”equivalent” thermodynamic states,
that are stable.
B. Structural order induced by confinement
First of all we have analyzed the averaged order induced across the slit
pore. To this aim, we have calculated the density profiles for every type of
particle in a plane perpendicular to the pore walls, and the orientational
profile for dimers. In Figure 3.20 we show the number density profile of the
fluid confined into the slit pore for different walls separations. The most
remarkable feature one appreciates is the inhomogeneous structure that
emerges when the fluid is confined. For the thiner pore all A, B and C par-
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ticles show a similar symmetric distribution around the center of the pore
(left panel in Figure 3.20). However, as we increase the distance between
the walls (central and right panel in Figure 3.20), the particles exhibit a
preference for specific location into the pore: B particles are mostly located
in the center of the pores while A and C particles stay near the walls, spe-
cially for larger pore widths. Since the walls are purely repulsive, this is
basically a larger depletion effect, by which volume occupancy is optimized
if C particles are microseggregated from B particles. Since C and A par-
ticles attract each other, the latter necessarily point in the direction of C
particles that stay close to the walls.
As we have seen in Figure 3.20, each type of particle (A, B and C)
prefers different average location inside the pore. That suggests that the
dimers will also present preferential orientations in consequence of the inho-
mogeneous distribution of particles. Figure 3.21 illustrates the orientation
of the dimers into the slit-pore. Here we represent the normalized angu-
lar distribution of the cosα, being α the angle formed by the AB dimer
axis and the vector perpendicular to the pore walls. Given the symmetric
nature of the walls, f(cos(α)) is symmetric with respect to cos(α) = 0.
One can observe that for the thinnest pore (w = 8A˚) the dimmers have
no room to lie perpendicular to the pore, and most of them are parallel
(cos(α) = 0 ); however, in the case of the widest pore (w = 40A˚), the
graph reveals a preferred distribution of the dimers perpendicular to the
pore walls (cos(α) = ±1), which agrees with the higher concentration of B
particles in the center of the pore shown in Figure 3.20.
The last two Figures reveal the existence of an inhomogeneous layered
structure of the fluid confined inside the pore. For a clearer illustration
of this feature, we have split the system in slides of width 8A˚ (see Figure
3.20), and represented the snapshots corresponding to these layers in the
lower graphs of Figures 3.22, 3.23 and 3.24. Upper graphs of the last figures
shows two projections of the confined fluid configurations: a cut perpen-
dicular to the walls (left) and other parallel (right).
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Apart of the emergence of layering across the pore, induced by the
confinement, in this Section we have explored the presence of intermediate-
range order on the unbounded plane parallel to the pore walls. To this aim,
we have studied the correlations of the fluid into the pore by means of two
dimensional structure factors and performed a clustering analysis. We note
that the use of a two dimensional approximation for the structure factor is
somewhat crude for the largest pore widths, but a complete analysis of the
inhomogeneous structure factor following the steps of Nygard et al. [2012]
is too complex, and in our opinion it would not add further information
concerning the emergence of IRO as compared with the simple 2D approx-
imation. In the case of W = 40A˚ the 2D analysis leads to meaningless
results and are therefore not presented. In this case the system is expected
to approach bulk behavior as far as pattern formation in the direction par-
allel to the planes is concerned.
Figures 3.25 and 3.26 compares the pair distribution function and the
structure factors of the fluid confined in the pores: w = 8A˚ and w = 24A˚,
and the purely three and two dimensional system. In all the cases we ob-
serve the presence of a prepeak for all species indicating the emergence of
IRO. The purely 2D system is clearly closer to demixing. Note that de-
spite our attempt to study an equivalent 2D system, there are considerable
differences between the smallest pore width, w = 8A˚, and the 2D. Even
if for w = 8A˚ the B sites are restricted in a 2D space, the dimers have a
certain degree of rotational freedom, by which they can pack better than
the purely 2D dimers. The same can be said for the C monomers. This is
clearly appreciated in the peaks of the gAA and gCC distribution functions
(and to a lower extent also in gBB) which are shifted to larger r-values, in
the 2D case, as if the particle size, was larger. As a result one observes in
the low-k behavior of SBB(k) a tendency to diverge, i.e. the 2D system is
closer to demixing.
Finally, we have carried out an analysis of the clustering similar to that
performed for the bulk mixture (see further explanation in Section 2.1).
The link distance we have selected to define the clusters (maximum distance
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between a pair of particles that belong to the same cluster) corresponds to
the first minimum in the radial distribution functions (left graph in Figures
3.25 and 3.25). The results obtained, shown in Figures 3.27, completely
agree with the behavior found by means of the radial distribution func-
tion and the structure factor. As one could qualitatively appreciate in the
snapshots of Figures 3.17 - 3.13, the cluster size distribution (Figure 3.27)
clearly indicates that confinement enhances the formation of finite size clus-
ters, very well defined in the case of w = 8A˚, and not so well in the 2D case
(here only B particles show a maximum in N(s)). This difference is likely
due to the aforementioned inexact mapping of the 2D system conditions
due to the different packing constraints.
C. Composition dependency of the structural patterns
As in other fluids with self-assembly features, we would expect a struc-
tural phase diagram rich in different nano-structures such as micelles, lamel-
las,... as a function of density. In this case, as we are dealing with a
mixture, we have analyzed the ordered patterns that appear for different
concentrations of monomers and dimers. We have analyzed this issue on
the purely two dimensional fluid, again keeping a fixed packing fraction for
every case so as to assess the effects of composition on their own. As before,
η2D = 0.2513.
Here we have performed simulations at a temperature slightly below
Tc, (Tr = 0.83), so that the structures are more stable. As a consequence,
one can first observe in Fig. 3.28, that for all compositions the system
seggregates in a monomer fluid and a lamellar phase formed by layers of
AB dimers oriented AB-BA, with C monomers interspersed between the
A sites. After 7.5 ns lamellar domains coallesce into a single region in all
cases but for xC = 11/12. In this latter case one observes smaller domains
separated by a sea of C-monomers. After sufficiently long simulation times,
15 ns, this domains also merge into a single region, which is the energeti-
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cally most favorable structure. The low temperature and small number of
dimers in this system makes the process extremely long.
Now in Fig. 3.29 we can take a look at the structure of the lamellar
phase. One sees immediately the characteristic trigonal order of a 2D solid
phase. In the case of the B sites this ordering is limited by the fact that
they form a bilayer but for A sites and C monomers, one interestingly sees
that each C monomer has the characteristic six neighbors of the trigonal
phase, alternatively between A sites and C monomers. Despite this solid-
like ordering, this lamellar structures are flexible, and for high monomer
concentrations reorganize themselves constantly at the boundaries.
In summary, we can say that the most favorable structural patterns for
all concentrations are seggregated lamellar regions which even though ex-
hibit solid-like order, are flexible dynamic entities. At higher temperatures,
as we have seen, the lamellar regions break into finite domains, that give
rise to the maxima found in the cluster size distribution of Fig. 3.27.
3.1.2.2 Room temperature Ionic liquids
The aim of this Section is to understand the effect of neutral confinement
over the structure of ionic liquids, exploring in which conditions the liquid
wets the surface. This is an important feature for studying ionogels, i.e.
ionic liquids which are confined in porous matrices improving the adsorp-
tion and storage capacity of the confining medium.
In particular, we have performed molecular dynamic simulations (using
GROMACS [Berendsen et al., 1995; Lindahl et al., 2001]) of a room tem-
perature ionic liquid with cations based on imidazolium organic salts, more
specifically 1-butyl-3-methylimidazolium hexa-fluoro-phosphate
([BMIM+][PF6]
−), confined into slit pores made up of graphitic walls, see
Figure ??. Different pore sizes and fluid densities inside the pore have been
considered in order to build a picture that illustrates the behavior of ionic
liquid at different confinement levels, in particular the wetting properties
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for low packing densities.
We have used the model of Canongia-Lopes et al. [2004] for simulating
the [BMIM+][PF6]
− ionic liquid. This model is based on the Jorgensen et al.
[1996] OPLS-AA (optimized potentials for liquid simulations in an all-atom
representation) force field, which includes intramolecular interactions such
as bond stretching, angle bending, dihedral torsion, as well as van der Waals
and Coulombic interactions. Thus, its functional form is the following:
E =
∑
i
Kb,i[ri − r0,i]2 +
∑
i
Kb,i[θi − θ0, i]2
+
∑
i
[
1
2
V1,i(1 + cos(φi)) +
1
2
V2,i(1 + cos(2φi))
1
2
V3,i(1 + cos(3φi)) +
1
2
V4,i(1 + cos(4φi))
]
+
∑
i
∑
j<i
{
1
4pi0
qiqje
2
rij
+ 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]}
,
(3.5)
where K is the force constant, r0 and θ0 the nominal values, q the partial
atomic charges fixed on each atom center and distributed among the sites of
the [BMIM]+ and [PF6]
− as shown in [Canongia-Lopes et al., 2004], and σij
and ij the LJ radii and potential well depths respectively. Lennard-Jones
parameters for each type of atom are collected in Tables 3.4 and ??, and
the interactions between atoms of different type were parametrized using
Lorentz-Berthelot mixing rules.
Table 3.4: Lennard-Jone parameters for the [BMIM]+ cation
[Canongia-Lopes et al., 2004]
σij(A˚) ij(kcal/mol)
C − C 0.276 0.350
H −H 0.126 0.242
N −N 0.711 0.325
Table 3.6: Lennard-Jones parameters for the graphitic walls.
σij(A˚) ij(kcal/mol)
C − C 0.0998 0.335
The walls of the slit pore we are considering in this work consist of three
uncharged and completely rigid graphene layers separated by a distance
0.335 nm. They are made up of Lennard-Jones particles with  = 0.0998
KJ/mol and σ = 0.335 nm (see Table 3.6). The potential energy landscape
inside the slit-pore, due to the graphitic walls, is represented in Figure ??
and shows two attractive wells near the walls and a flat region in the center
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of the pore where the force is zero. The separation between the walls (∆)
gives us the pore width, and here we have considered: 7nm, 6nm, 5nm,
4nm, 3nm and 2.1nm; and the pore volume to calculate the fluid density is
defined as V = X × Y × (∆− 0.34nm), where X and Y are the size of the
simulation box in those directions.
Computationally, we have employed the particle-mesh Ewald [Darden
et al., 1993] method to handle long-range Coulomb interactions with a cut-
off of 1.5nm and used a cut off for the Lenard-Jones interactions of 1.2nm.
The temperature coupling was performed by means of the Nose-Hoover
thermostat [Nose´, 1984; Hoover, 1985] and the pressure coupling by means
of the Parrinello-Rahman algorithm [Parrinello and Rahman, 1980, 1981].
First of all, we have checked the consistency of the model both in
bulk and confined. We have simulated the bulk system consisting of 128
[BMIM]+ cations plus 128 [PF6]
− anions for testing the reliability of the
model. After a simulation 5ns long we found that at room temperature the
system density is ρ = 1.350g/cm3, which agrees with the simulated and
experimental values from the literature (ρ = 1.363g/cm3, [Bhargava and
Balasubramanian, 2007; Canongia-Lopes et al., 2004; Chun et al., 2001]).
Afterwards, the RTIL at the bulk density was confined into the slit
pore, and the structural order emerged has been studied as a function of
the pore width. Due to the high viscosity of ILs, we have to chose a high
value of the temperature, T = 550K, in order to avoid that the system gets
stuck into a local minimum. Even at this high temperature, the system’s
dynamic is very slow and long simulations (up to 10ns) are required to get
reliable and symmetric density profiles. Figure 3.32 shows the density pro-
file for the ionic liquid confined into slit-pores of different sizes illustrating
anion and cation profiles; we have split the data into two graphs for clar-
ity (left panel corresponds to bigger pores and right panel to smaller pores).
Figure 3.32: Density profiles for the cations (upper), anions (central)
and the total ionic liquid (lower) confined in slit pores of different widths
at T=550K and ρ near that of the bulk IL.
We have found peaks revealing an ordered structure induced by the pres-
ence of the walls, even in central areas of the pore for the largest widths.
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As one can appreciate in Figure 3.32, the number of layers depends on the
pore size and in central regions of the larger pores, the ions show a more
relaxed structure and density values converge towards these of the bulk sys-
tem, ρbulk,T=550K =1.156g/cm
3). This layered order found for the IL near
the walls agrees with the literature [Singh et al., 2011a; Maolin et al., 2008]
for this particular ionic liquid as well as for other systems [Rajput et al.,
2012b; Singh et al., 2011b]. This feature has been also seen for confined
molten salts systems in the 90s [Bratko et al., 1990].
The main goal of this study is to analyze the structure of the confined
ionic liquid inside the pore, specially near the walls. We have already seen
that when the density of the fluid is that of the bulk at the same tempera-
ture, it exhibits ordered layers next to the walls. Now, we will analyze how
is the structure of the IL for a lower density. To this aim, we have performed
MD simulations 12 ns long at T = 550 K for different pore loadings, and we
have calculated the density profiles averaging over the resulting trajecto-
ries. Figures ??, 3.34, ??, 3.36, ??, 3.38 show the profiles we have obtained,
and complement then with snapshots of the corresponding systems.
We may see that for highest loadings (near the bulk density) the struc-
ture is similar for all the pore widths: a layered structure near the walls.
However, when the liquid density decreases two different behaviors emerge
depending on the pore size and the liquid density inside the pores. We des-
ignate them as wetting, when the mass density profile shows maxima near
the walls; and aggregation, when there is empty space near the walls and
the IL remains at the center of the pore. The transition between both be-
haviors is progressive, for the widest pores the ionic liquid takes the shape
of a percolating sheet in the center of the pore, and as the pore width de-
creases the clusters start to stick to the walls avoiding the percolation and
taking the shape of a pile between the walls.
Although the minima of the confining potential energy appear only next
to the walls, the symmetry of the system and the strong electrostatic inter-
actions between the ions, makes that at certain densities the IL molecules
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prefer to stay in the center of the pore, separated from the walls. Somehow,
this recalls the non-wetting behavior of water in graphitic walls, in which
despite a LJ-like attraction between oxygen and carbon atoms, electrostatic
interactions drive water molecules away from the wall. Here the situation
is somewhere in between and wetting exhibits a density dependence, given
the much larger attraction between the non-polar tails of the ions and the
graphene walls.
Figure 3.34: Same as Fig. ?? for a pore width of 6nm. The snapshot
correspond to the final configurations of the different loading situations:
20%(first two pictures), 40%(second two pictures), 60%, 80% and 100%
the bulk density at T = 550K.
Figure 3.36: Same as Fig. ?? for a pore width of 4nm. The snapshot
correspond to the final configurations of the different loading situations:
20%, 40%, 60%, 80% and 92% the bulk density at T = 550K.
Figure 3.38: Same as Fig. ?? for a pore width of 2.1nm. The snapshot
correspond to the final configurations of the different loading situations:
20%, 40% and 68% the bulk density at T = 550K.
Finally, in Figure ?? we present a diagram summarizing all the infor-
mation about ILs structural behavior previously commented on. We may
see that, depending on the IL loading and on the dimension of the pores,
they behave in a different way. For high loadings ILs show layering order
next to the walls for any pore size. However, when the amount of IL is not
enough to completely fill the pore, they adopt two different configurations:
for small pores, ILs are affected by the walls attraction and they thus form
clusters that are fixed to the walls, keeping the layering order as we can see
in the density profiles (wetting states); however, for larger pores, the ILs
stay forming an infinite sheet in the middle of the pore (due to the symme-
try of the system and the strong interactions between the ions), where the
force is zero, and only the molecules closer to the walls notice the attraction.
From a practical point of view is clear, that with this type of RTIL it
would not be possible to coat the walls of a porous carbon material with a
layer of ions, so as to enhance the adsorption potential of the material. It
remains open, the question of how one can actually modify the diagram of
Fig. ??, by tuning parameters such as the temperature and very specially
the length of the non-polar tail of the cations.
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Figure 3.12: Charge dependency of the effective potentials for A (top),
B (middle) and C (bottom) particles. Charge magnitudes are specified in
the legend. Values of rcl correspond to the inflexion points of the effective
potentials in their first minimum, i.e., rcl(A–A) = 6 A˚, rcl(B–B) = 11A˚,
and rcl(C–C) = 10A˚.
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Figure 3.13: Snapshot of the system at a temperature slightly below the
critical value (left) and partial structure factors (right) of the bulk fluid
ρ = 0.02A˚−3 and xAB = 1/3xC for different temperatures.
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Figure 3.14: Same as 3.13 for the fluid confined in a pore of W = 40A˚.
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Figure 3.15: Same as 3.13 for the fluid confined in a pore of W = 24A˚.
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Figure 3.16: Same as 3.13 for the fluid confined in a pore of W = 8A˚.
0
2
4
S A
A
(k)
T=62.9K
T=69.19K
T=75.48K
T=88.06K
T=100.64K
T=125.80K
0
2
4
S B
B
(k)
0 0.2 0.4 0.6 0.8 1
k(Å-1)
0
2
4
6
S C
C(k
)
Figure 3.17: Same as 3.13 for the purely 2D system.
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Figure 3.18: Concentration-concentration structure factors (left) and
Isothermal compressibility (right) for the fluid at ρ = 0.02A˚−3, xAB =
1/3xC and confined in different pore widths (from down to up: purely 3D,
W = 40A˚, W = 24A˚, W = 8A˚ and purely 2D). Different temperatures
are indicated in the key.
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Figure 3.19: Kelvin-like behavior of the critical temperature when de-
creasing the confining pore width: Tc(bulk)− Tc(W ) ∝ 1/W .
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Figure 3.20: Number density profiles of the binary mixture of dimers
and monomers (xAB = 1/4 and xC = 3/4) confined in slit-pores of
different widths: w = 8A˚ (left panel), w = 24A˚ (central panel) and w =
40A˚ (right panel). Profiles for different particle specie are represented
with different colors indicated in the legend. Dotted lines divide regions
8A˚ wide.
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Figure 3.21: Angular distribution of the AB dimers with respect to
a vector perpendicular to the pore walls. It corresponds to the system
confined in the three pore widths we have considered: w = 8A˚, w = 24A˚
and w = 40A˚; at a temperature above the critical one: Tr = T/Tc =
1.1667.
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Figure 3.22: Snapshots of the fluid confined in a pore 8A˚ wide. Two
views have been displayed for a better comprehension of the system: right
figure corresponds to a plane perpendicular to the pore walls and the left
one to a parallel plane.
Figure 3.23: Snapshots of the fluid confined in a pore 24A˚ wide. We
have split the configuration into three slides 8A˚ wide, and we show here
only two of them (the other one are omitted due to the symmetry across
the pore): region near the walls (left), and the center of the pore (right).
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Figure 3.24: Snapshots of the fluid confined in a pore 40A˚ wide. The
configuration has been split into five slides 8A˚ wide, and we show here
only three of them (the others two are omitted due to the symmetry across
the pore): region near the walls (left), intermediate region (central) and
the center of the pore (right).
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Figure 3.25: Radial distribution function (left) and structure factor
(right) for equivalent systems under different confinement conditions
(different colors).
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Figure 3.26: Radial distribution function (left) and structure factor
(right) for equivalent systems under different confinement conditions
(different colors).
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Figure 3.27: Radial distribution function (left) and structure factors
(right) for equivalent systems under different confinement conditions
(different colors).
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Figure 3.28: Snapshots of the two-dimensional binary mixture at dif-
ferent monomer concentrations at Tr = 0.833. From left to right:
xC = 1/2, xC = 3/4, xC = 7/8 and xC = 11/12
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Figure 3.29: Zoom showing quantitatively the hexagonal order emerged
between the system particles within the lamellar pattern.
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3.2 Topological disorder: confinement and self-
assembly
In this section we will study the influence of confinement realized via a dis-
ordered, porous matrix on the properties of a fluid with competing inter-
actions. Being more specific, we have analyzed the structural and dynamic
behavior of a system composed of a two-dimensional SALR fluid confined
into a controlled pore size glass, where the typical pore size ranges are be-
tween 1nm and 1µm. Since matrix-fluid interactions will be modeled by
plain hard-core repulsions, we can anticipate that any deviations in the be-
havior of the confined fluid with respect to the properties of the bulk fluid
will originate from the effects of randomness and the topology of the con-
fining matrix. Here, using both GCMC simulations and a two-dimensional
OZ approach, we have studied the structural and thermodynamical prop-
erties of both bulk and confined SALR fluid. Additional MD simulations in
the canonical ensemble will be run to obtain accurate density profiles and
analyze the dynamic properties of the confined fluid.
The system under study will be described in the first part of this section
where we analyze the features of matrix and adsorbent fluid separately.
Following sections present the results we have obtained for the confined
self-assembling fluid concerning its thermodynamic, structure and dynam-
ical properties.
3.2.1 Devising the model
This is a quenched-annealed system where the quenched component is a
solid matrix based on a controlled porous glass (CPG) obtained by means
of a templating process. The annealed component is a SALR fluid ex-
hibiting spontaneous aggregation. In the next we describe the essential
characteristics of the fluid and the process of generation of the confining
medium: the porous matrix.
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• Self-assembling Fluid
Figure 3.40: Interaction potential Φ(r) as a function of the distance
r. The red line shows the original SALR potential as used in [Imperio
and Reatto, 2004, 2006] with the parameters specified in the text; the
green line denotes the softened version of the SALR potential used in this
contribution and as specified in equation 3.6. The distance rcl highlighted
in the figure corresponds to Φ(rcl) = 0 and defines our reference distance
to consider two particles linked in a cluster.
The particles of the fluid considered in this section interact via a po-
tential, φ(r), which consists of a short range repulsive region (with
a spatial extent σ) plus a tail that is attractive at short distances
and repulsive at larger particle separations. Here, we have chosen
a slightly modified version of the parameterization for this type of
interaction introduced previously by Sear et al. [1999] and analyzed
in detail in several works by Imperio and Reatto [2004, 2006, 2007];
Imperio et al. [2006]; Schwanzer and Kahl [2011]. This potential has
the shape shown in Figure 3.40 and the following functional form:
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φ(r) = uat + urep + usr
= −a σ
2
R2a
exp(− r
Ra
) + r
σ2
R2r
exp(− r
Rr
) + (
σ + δ
r
)n
(3.6)
The strength and the range of the attractive and repulsive interactions
of the potential tail are represented by a, r, σa and σr respectively;
the short range repulsive part of φ(r) is given by the term usr(r),
where n = 20 and δ = −0.01σ. For computational convenience all
interactions are cut and shifted at Rc = 10σ.
In our case, we have chosen the following potential parameters: Ra =
σ, Ra = 2σ,  = a = r, that have been used and tested in previous
studies of SALR fluids. The cutoff radius is chosen large enough to
preserve the clustering behavior; since the cutoff is located in the re-
pulsive tail of the interaction, increasing the cutoff value would only
imply larger inter-cluster separations. Decreasing the repulsive range
would lead to a collapse of the clusters giving rise to a vapour-liquid
transition. In fact, very recently Godfrin et al. [2014] have suggested
using a reference fluid in which the repulsive part of the SALR in-
teraction is removed in order to map the clustering region onto the
vapor-liquid spinodal of the reference fluid. As mentioned before,
the long-range repulsion stabilizes the clusters, therefore this corre-
sponding states phase behavior helps to define the limits of stability
of cluster regions, but obviously does not provide information on the
different types of cluster topologies present.
As usual, we have introduced the dimensionless temperature, T ∗ =
kBT/. The potential φ(r) is drawn as a function of the distance r in
Figure 3.40 for this particular set of parameters.
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• Porous Glass Matrix
For our theoretical investigations we create a matrix by a process that
mimics the experimental preparation of a realistic controlled pore
glass.
Figure 3.41: Illustration of the non-additive binary mixture, which acts
as the solid matrix precursor.
In an effort to capture the main features of the CPG fabrication in
our model of the matrix, we have reproduced the method used by
Gelb and Gubbins [1998]. This is a realistic method that mimics the
processes by which Vycor and controlled-pore glasses are produced by
making use of spinodal decomposition [Siggia, 1979], quenching and
removal of one of the components.
Instead of the Lennard-Jones mixture used in [Gelb and Gubbins,
1998], we have used in our investigation one of the simplest possi-
ble systems that shows spinodal decomposition: a binary mixture
of (positively) non-additive hard disks [Dijkstra, 1998]. In this sys-
tem the diameters of both species (labeled ’A’ and ’B’) are equal
(σAA = σBB = σ), and will be used henceforward as the unit length,
while the cross interaction diameter is set to: σAB =
1
2(1 + ∆)σ with
∆ > 0, demixing will be driven by entalpic and entropic effects (at
constant pressure volume effects). This means, for a given pressure
the system will try to maximize the entropy (disorder) and minimize
the occupied volume. Figure 3.41 illustrates this system.
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Figure 3.42: Critical density value determination.
For this binary mixture we have performed semi-grand canonical
Monte Carlo simulations, imposing the difference in chemical poten-
tial ∆µ = µA−µB between species A and B, the area A = L2 with L
being the edge length of the square simulation box, the temperature
T and keeping the total number of particles N = NA + NB fixed;
xA = NA/N is the concentration of particles of species A. The total
number density ρ = N/A is thus fixed. In addition to the conven-
tional Monte Carlo moves, particles can also exchange their identity
in suitable Monte Carlo moves [Lomba et al., 1995]. After 5 × 105
Monte Carlo sweeps for equilibration, our simulations were typically
extended over 106 Monte Carlo sweeps.
Thus, setting the parameters to the values described in the para-
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Figure 3.43: Structure factor of the A-particles at different densities
(upper graph), and typical snapshots of our two-dimensional binary mix-
ture of non-additive hard spheres (lower pictures) as we increase the
density of the system to the critical value where the demixing transi-
tion occurs. The respective values for the overall number density are:
ρσ2 = 0.4, 0.5, 0.6 and 0.675, from left to right.
graph above, the system undergoes above a certain critical density,
ρc, a demixing transition. Analyzing the molar fraction histograms
for the binary mixture for different densities and system sizes, the
concentrations at coexistence, xA(ρ) and the phase diagram of the
system can be evaluated. In an effort to locate the critical density
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ρc at which demixing transition occurs, we have considered different
system sizes with N varying between 5000 and 20000 particles, see
Figure 3.42.
Using the scaling laws given in [Ferreira and Prodanescu, 2005], the
value of the critical density for an infinite system size is estimated
to be ρc = 0.684. As we approach the density of the system to the
critical value, the system demixes (see Figure 3.43), and for density
values close to the critical density the system exhibits strong spatial
fluctuations in xA (and conversely in xB), a fact that will be of rele-
vance when creating a matrix of desired density, ρm and porosity.
So, for a given system size, we choose a total density sufficiently close
to the spinodal decomposition (say ρσ2 = 0.675) where concentration
fluctuations approach the range of the simulation box. The corre-
sponding partial structure factors S(k) for the A-particles at different
densities are depicted in upper graph of Figure 3.43. It shows that
a divergence appears at low k-values when we approach the critical
density, a feature characteristic for a system close to spinodal decom-
position that is a direct result of the presence of concentration fluctu-
ations (or clustering) with length scales comparable to the simulation
box size. Moreover, the low-k behavior of SAA(k) corresponds to that
of a porous material and can be related to the surface of the pore net-
work and its structure: this is a much used approach in the analysis
of small angle diffraction data in porous materials [Sink’o et al., 2008].
Now we quench the system (freeze the particle positions) and from
these particle configurations we construct our matrix: one of the two
particle species will play the role of matrix particles (A particles)
while the other specie acts as a template (B particles) and is to be
removed thereby creating the pores of our matrix. In addition, those
A particles that remain disconnected after the removal of the B par-
ticles are also removed. Connectivity of the matrix is analyzed by
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Figure 3.44: Visualization of the matrix creation process.
identifying clusters of matrix particles, and two particles are consid-
ered to be linked in a cluster if their separation is smaller than two
particle diameters. All disconnected clusters formed by less than ten
particles are removed. This procedure attempts to roughly mimic the
template and some loose matrix particles being washed away from the
porous matrix. This process is schematically displayed in Figure 3.44.
We have analyzed and characterized the porous structure on a quan-
titative level by means of a Delaunay decomposition (see Section 2.2)
of the simulation cell. Starting from the positions of the matrix parti-
cles centers (top-left panel of Figure 3.45) Delaunay triangles are con-
structed following the rules well defined in [Delaunay, 1934; Torquato,
2001] (see top-right panel of Figure 3.45). The edges of these triangles
are now classified either as ’crossable’ edges (i.e. they are sufficiently
long to let particles of diameter σ pass) or as ’non-crossable’ edges (i.e
they are shorter than σ); these edges are respectively colored in green
or red in the bottom-left panel of Figure 3.45. We have discarded,
for obvious reasons, those Delaunay triangles with only non-crossable
edges (marked with a red cross in bottom-right panel of Figure 3.45)
and finally retained only accessible Delaunay triangles with crossable
faces and that can be reached by the fluid particles by diffusion and
inclusion (those marked with green and orange crosses in bottom-right
panel of Figure 3.45).
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Figure 3.45: Quantitative analysis of a representative matrix configu-
ration based on a Delaunay decomposition. See text for a full explanation
of the method.
The total area covered by accessible Delaunay triangles in relation
to the total surface of the simulation cell yields the porosity param-
eter p (defined as the ratio of area available for the insertion of a
test fluid particle in an empty matrix configuration with respect to
the total matrix sample area), with 0 ≤ p ≤ 1. In this way we can
generate many equivalent disordered matrix configurations and per-
form its analysis in terms of a Delaunay decomposition. We obtained
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Figure 3.46: Ratio of different areas with respect to total sample area
found for 100 independent configurations of porous glasses. Porosity p
(available area/total area) displays a narrow distribution around p ≈ 47%
which agrees with the experimental porosity of these materials.
a narrow probability distribution of the porosity value (displayed in
Figure 3.46) of all the generated matrices, centered around p ≈ 47%.
The value obtained if the accessible area is used instead porosity is
somewhat lowe, ≈ 45%, but comparable to the value of p. We note in
passing that the composition of the original sample prior to quenching
and removal of B particles is not equimolar. This explains why the
portion of solid material in the matrix is above 50%, and is simply
due to the fact that in the semi-grand canonical ensemble the compo-
sition fluctuates. Interestingly, we find for these model porous glasses
porosities that lies within the experimental range [Gelb and Gubbins,
1998].
• Matrix-fluid interactions
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The interaction between matrix (denoted by the subscript 1) and fluid
particles (denoted by the subscript 0) used in this Section is a simple
short range repulsion. However, we have slightly modified the plain
hard-core repulsions in order to avoid the divergence and be able to
perform MD simulations, as we did with the short-range repulsion
between fluid particles (last term in Equation 3.6):
u01(r) = (
σ + δ
r
)n (3.7)
taking n = 20 and δ = −0.01σ.
Simulations have been realized in a square simulation box of area A =
L2 using periodic boundary conditions. In the case of the bulk fluid we
have used L = 64σ and for the confined system L = 86σ. When comparing
values of the densities of the bulk and of the confined fluid (ρ0), in the
latter case we refer to the effective density of the adsorbed fluid, evaluated
as the number of fluid particles per area of the accesible matrix sample.
Densities reported correspond to averages along the simulation runs and
have standard deviations that vary typically in the range of 1− 3%.
An explicit description of the structure of a fluid inclusion in a partic-
ular matrix configuration can be achieved by means of an approximation
to the full twodimensional solution on the Ornstein-Zernike (OZ) equation
following the prescription of Beglov and Roux [1995]. A key element in this
description is the approximation of the fluid-fluid direct correlation func-
tion, for which in [Beglov and Roux, 1995] that of the bulk fluid was used.
As we mentioned in Section 2.3, this is inappropriate under conditions of
close confinement, and in the present instance, the fluid-fluid correlation
will be approximated by that of a confined fluid in a disordered matrix,
which is in turn averaged (via the ROZ-formalism) over disorder. The
matrix is here manufactured by means of a templating procedure, which
means that the problem can also be theoretically modeled with the Zhang
and Tassel [2000] ROZ formulation.
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3.2.2 Thermodynamics
Figure 3.47: Upper graphs: temperature scaled internal energy
E/NkBT . Lower graphs: chemical potential µ/kBT . These quantities
are represented versus the fluid density < ρ1 > σ
2 and correspond to the
SALR fluid in the bulk (left panel) and adsorbed into the matrix (right
panel) at different temperatures indicated in the legend. Lines are drawn
as a guide to the eye.
The adsorption isotherms 1 (chemical potential, µ/kBT versus average
fluid density < ρ1 >) and the fluid potential energy E/NkBT for the bulk
and in confinement are shown and compared in Figure 3.47. These quanti-
ties are represented versus the average fluid density < ρ1 > σ
2 for several
temperatures from T ∗ = 0.09 to T ∗ = 0.33, corresponding to state points
1Strictly speaking the adsorption isotherm represents the quantity of adsorbate -e.g.
in mmols/g of adsorbate- versus the adsorbate pressure. This quantity can be directly
connected with µ/kBT using an equation of state.
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where cluster formation is observed. We first observe that the fluid density
and the chemical potential exhibits a rather linear dependence. The slope
of the curves is somewhat smaller for the confined fluid, i.e. at the same
chemical potential the density of the confined fluid is higher than in the
bulk. This is the result of the missing long range repulsions between the
matrix particles and the fluid ones, and the fact that the matrix particles
are clustered together by construction, minimizing the fluid-matrix repul-
sive energy. For this reason, the work needed to insert a particle in the
matrix cavities with fluid is lower than in the bulk.
Effects of clustering are visible in the energy at low temperature: the
energy curves exhibit a minimum and then bend upwards as the density
is increased (ρ1σ
2 & 0.15 in the bulk and ρ1σ2 & 0.23 under confinement)
due to the effect of increasingly dominant inter-cluster repulsions. The pres-
ence of the matrix shifts the effect of long-ranged interparticle repulsion to
a higher fluid density value and the potential energy remains negative over
all the density range considered. These features are most likely due to the
effect of the limited spatial separation forced upon the fluid particles as a
consequence of the presence of matrix. One might expect on this basis that
the cluster phase will be stable even up to higher densities in the confined
system. This will become evident in the next subsection when plotting the
structural phase diagram.
As a first test of our theoretical approach, we have checked the per-
formance of the ROZ-HNC equation for the matrix density ρ0σ
2 = 0.314.
This corresponds to the highest density for which the HNC equation can
be solved for the non-additive hard disk fluid which is the precursor of our
templated matrix. The HNC matrix-matrix correlations enter the solution
of the ROZ-HNC equations, and therefore, in all theoretical calculations
in this work, we will approximate the confined fluid-fluid correlations by
those of the ROZ-HNC solved for a matrix of ρ0σ
2 = 0.314, even when the
case of study has a somewhat larger matrix density and hence a different
topology.
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Figure 3.48: Average fluid excess internal energy and chemical poten-
tial for a matrix density ρ1σ
2 = 0.314 at various temperatures.
In Figure 3.48, we plot the adsorption isotherms (lower curve) and the
excess potential energy obtained from the ROZ equations for the SALR
fluid inserted into the matrix solved following the procedure introduced in
[Lomba and Weis, 2010] and with the same discretization conditions (see
details in Section 2). These graphs correspond to a relatively high tempera-
ture (kBT/ = 0.4) and a much lower one (kBT/ = 0.15), for which cluster-
ing effects can be appreciated. Actually, the low density non-monotonous
behavior of the internal energy reflects the competition between attractive
forces (dominant at low densities) and repulsive forces that start to shape
the system’s behavior for densities above ρ1σ
2 ≈ 0.06. The simulation re-
sults correspond to averages over ten matrix configurations. We see that the
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ROZ-HNC results for this situation perform rather well, with minor devia-
tions, for the internal energy in the region where clustering effects start to
dominate. This of course can be understood taking into account the limited
performance of the HNC in the strong association regime [Hoye et al., 1993].
3.2.3 Structure
We have studied the characteristic mesophases that occur in the SALR
fluid in bulk and we have investigated to what extent they appear in the
confined geometry. To this aim we have calculated correlation functions,
2D density maps and cluster distributions. All these results are described
in the following items:
3.2.3.1 Correlation functions and pattern formation
We have first performed a qualitative visual inspection of characteristic
snapshots for thermodynamic states exhibiting characteristic clustering pat-
terns, followed by a more quantitative analysis in terms of structure factors,
S(k), and pair distribution functions, g(r). These results are collected in
Figure 3.49 for the bulk and in Figure 3.50 for the confined fluid.
We start our discussion with the bulk case: in the left column of Fig-
ure 3.49 one can see in representative snapshots of the system (taken at
a sufficiently low temperature T ∗ = 0.09) that particles self-assemble into
the characteristic mesophases corresponding to each density (< ρ1 > σ
2 =
0.144 shows droplets, < ρ1 > σ
2 = 0.2955 shows stripes and < ρ1 > σ
2 =
0.4454 shows bubbles). On the other hand, in the left column of Figure 3.50
we have presented the corresponding snapshots for the confined system at
fluid densities similar to those of the bulk case. From a simple visual in-
spection one can already infer that our particular type of confinement tends
to favor the formation of droplets over the percolating structures; only for
higher fluid densities signatures of stripe formation within the pores are
observed.
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Figure 3.49: Left panels: typical snapshots obtained by means of
GCMC simulations of the system studied in this section: a two-
dimensional system where particles interact via the potential described
in Equation (3.6). The temperature was set to T∗ = 0.09; snapshots
were taken at different densities (from top to bottom < ρ1 > σ
2 = 0.144,
< ρ1 > σ
2 = 0.2955 and < ρ1 > σ
2 = 0.4454). Central panels: pair dis-
tribution functions g(r) as function of r. Right panels: static structure
factors S(k) as function of k.
Our qualitative observations are also reflected in the corresponding pair
distribution functions and the structure factors, collected in the second and
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Figure 3.50: The same as Figure 3.49 for the fluid confined in the
porous matrix. average fluid densities are indicated in the graph legends.
third columns of Figures 3.49 and 3.50. These graphs show the distinct sig-
nature of clustering or intermediate range order, namely the presence of a
large prepeak in S(k) and a wide maximum in g(r) at intermediate dis-
tances corresponding to the inter-cluster separation [Schwanzer and Kahl,
2010; Imperio and Reatto, 2006, 2007; Archer, 2008].
The structure factor S(k) shown in the last column of Figures 3.49 and
3.50 for bulk and confined SALR fluid respectively, provides evidence for
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the occurrence of a mesophase at an intermediate range via a prepeak at
low q-values. In the confined case we observe a marked growth in S(k) as
k → 0, a characteristic feature of the presence of a porous structure with
long-ranged correlations induced by the matrix. By construction these
correlations have in our case the same range as the spatial extent of the
simulation box, since they result from the proximity of the spinodal decom-
position of the non-additive hard disk mixture (the precursor matrix). In
fact if one calculates the structure factor of the matrix particles one finds
the corresponding k → 0 divergence (see Figure 3.43) but the prepeak is
obviously missing.
As we mentioned, we observe both in the bulk and in the confined case
a prepeak in S(k) at q ≈ 0.5σ−1 that is the signature of intermediate range
order. The position of this prepeak corresponds in real space to correlations
at distances r ≈ 11σ. It is also worth mentioning that in the bulk bubble
phase S(k) a prepeak also occurs, reflecting correlations between bubbles.
This feature does not have a correspondence in the g(r) graph as we will
see in the paragraph below.
In the pair distribution function we can observe two different modula-
tions: a short-ranged one that reflects the local structure of the fluid, with
a periodicity of approximately σ, and a long-ranged modulation due to the
pattern structure.
This mesophase structure is more pronounced in droplets, whose g(r)
exhibits a small minimum around r ≈ 6σ corresponding to the average di-
ameter of the clusters. The maximum around r ≈ 11σ indicates the average
distance between neighboring clusters and is in agreement with the position
of the prepeak in S(k) as we have indicated in the paragraph above. At
very low densities and temperatures, the size of the clusters is essentially
determined by the position of the maxima in φ(r), where dφ(r)/dr = 0; in
our case this distance is r ≈ 4.16σ. This quantity defines approximately
the average size of a cluster for low densities, which in turn conditions the
inter-cluster separation in combination with the range of the repulsive tail.
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In our case, modifying Rc from 7.5σ to 30σ changes the average interpar-
ticle separation from 9.3σ to 11.6σ. Larger densities increase the average
cluster size but hardly influence the inter-cluster separation.
In the stripe phase the maximum in g(r) is still clearly visible, reflect-
ing the average distance between stripes. In the presence of the matrix,
the essential features can be observed but now the stripe phase no longer
occurs as a percolating mesophase. In the snapshots of Figure 3.50 one
can identify the emergence of a stripe phase in the largest portion of the
pore whose growth is limited by the confinement. As a consequence of the
presence of stripes, the long range maximum in g(r) is found again, similar
to the stripe phase of the unconfined system at < ρ1 > σ
2 = 0.296, shown
in the central panel of Figure 3.49.
In what follows we present the correlation functions resulting from solv-
ing ROZ-HNC equation, and they are compared with those extracted from
the simulation. Figure 3.51 shows the fluid-fluid structure factor, S11(k),
which is defined as:
S11(k) = 1 + ρ1h˜11(0), (3.8)
where h˜11(0) is the Fourier transform of the fluid-fluid total correlation func-
tion. The fluid-fluid correlation function in last equation must be replaced
(in the ROZ formalism) by its connected counterpart, h11(r)−hr11(r), when
the average over disorder is performed [Fernaud et al., 2003].
The simulation results presented in Figure 3.51 (and below in Figures
3.53 and 3.54) correspond to a molecular dynamics (MD) run for a single
matrix configuration and in which the initial fluid configuration is gener-
ated in a GCMC run. MD results correspond to averages carried out for
1–2×106 configurations, using samples with 441 and 2399 fluid and matrix
particles, respectively, and an integration time step of 0.0025 in reduced
time units. The matrix density in this case is ρ0σ
2 = 0.324, slightly above
the one used in the solution of the ROZ-HNC equations. The presence of
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Figure 3.51: Fluid-fluid structure factor as calculated from the ROZ-
HNC equation (curves) and from MD (symbols) for the adsorbed SALR
fluid (upper graph) and the LJ system (lower graph) for ρ1σ
2 = 0.0596
and ρ0σ
2 = 0.324. Note the marked pre-peak at k = 0.578σ−1 for the
SALR fluid. The LJ fluid S11(k) grows as k → 0, which indicates the
vicinity of the condensation transition.
intermediate range order [Godfrin et al., 2013], is indicated by the marked
pre-peak in the fluid-fluid structure factor at k = 0.578σ−1, that reflects
density correlations for distances around 11σ. For comparison in the lower
graph, we present results obtained using the same matrix and initial fluid
configuration but with the particles of the fluid interacting via LJ potential.
We observe in the latter case that the structure factor lacks any signature
of intermediate range order, but it clearly shows signs of an approaching
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divergence at k → 0, i.e., the vicinity of the condensation transition.
(a) ρ1σ2 = 0.3; ρ0σ2 = 0.314; kBT/ =
0.15
(b) ρ1σ2 = 0.0596; ρ0σ2 = 0.324;
kBT/ = 0.12
Figure 3.52: Average matrix-fluid (upper graphs) and fluid-fluid (lower
graphs) correlations for a SALR fluid inclusion as estimated from MD
simulations run from a given GCMC configuration with a fixed matrix
configuration (circles), by means of PY-2D (blue dotted line), 2DOZ-
HNC equations (black solid line) and ROZ-HNC equations (red dotted
line). Note that the ROZ equations provide the average of the correlations
over matrix disorder. For the lower fluid density clustering effects are
more apparent, as can be inferred by the long range of the fluid-fluid
correlations, g11(r), which exhibit a wide maximum -see the inset- around
10.5σ (11.5σ for the theory).
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Figures 3.52b and 3.52a shows the fluid-fluid correlations (lower graphs)
and the fluid-matrix correlations (upper graphs) for high (ρ1σ = 0.3) and
low (ρ1σ = 0.0596) fluid density respectively. We can see that the per-
formance of the ROZ-HNC equation for the calculation of the fluid-fluid
correlations is relatively good for the high density case and acceptable for
the low density. Differences can be in part attributed to the fact that we are
comparing the ROZ results obtained for a matrix density ρ0σ
2 = 0.314 with
those of the simulation sample for which ρ0σ
2 = 0.324, with the additional
modification induced in the matrix topology by the removal of disconnected
matrix particles. Notice that both theory and simulation reproduce the
presence of a wide maximum at approximately 10.5σ, in approximate cor-
respondence with the location of the pre-peak in S11(k). The position of
the wide maximum in the ROZ-HNC results is somewhat shifted to higher
distances (11.5σ), as a result of the failure of the HNC closure to cor-
rectly reproduce the phase of the oscillations in the correlation functions.
The comparison of the ROZ-HNC data with simulation results consider-
ably worsens for the fluid-matrix correlations, particularly at low density
where clustering is more evident. Obviously, this discrepancy results from
the poor description of matrix-matrix correlations when using ρ0σ
2 = 0.314
ROZ results to model those of ρ0σ
2 = 0.324, which is particularly crucial
for the g01(r) correlations at low fluid densities. For higher fluid densities,
the packing effects of the fluid dominate and this explains why the ROZ
performance for ρ1σ
2 = 0.3 is far better than for ρ1σ
2 = 0.0596, as far as
matrix-fluid correlations are concerned.
Nonetheless, we will only need the fluid-fluid correlations g11(r) -more
precisely c11(r)- to solve the 2DOZ-HNC equation (Eq. 2.58, and those
are reasonably approximated by the ROZ-HNC. The solution of the 2DOZ-
HNC is done using a discretized two-dimensional grid of Nx×Ny points (in
this case Nx = Ny = 512) with a grid spacing that is given by δx = Lx/Nx
and δy = Ly/Ny, where Lx and Ly represent the size of the simulation box
corresponding to the matrix configuration whose fluid density distribution
will be calculated using Eq. 2.58. Here, we will consider Lx = Ly = 86.066σ
for low fluid density calculations, ρ1σ
2 = 0.0596 (with ρ0σ
2 = 0.324) and
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Lx = Ly = 39.84σ, for the moderately high fluid density, ρ1σ
2 = 0.3 (with
ρ0σ
2 = 0.314). The first results that come out from the solution of the
2DOZ-HNC equation are the matrix-fluid correlations calculated via Eq.
2.60 that are depicted in the upper graphs of Figures 3.52b and 3.52a.
It is evident that the full 2D approach considerably improves upon the
ROZ-HNC approximation for the average g01(r) distributions for a specific
matrix configuration, in particular at low densities. For the highest density,
we include in the figures results from the PY-2D approximation (see Eq.
2.59), which in this particular instance is more or less of the same quality
as the HNC.
3.2.3.2 Two-dimensional density maps
We compare the 2DOZ-HNC density maps with those obtained from Molec-
ular Dynamic simulations in order to test the theoretical approach. Finally,
for the sake of comparison, we have also considered the inclusion of a two-
dimensional LJ fluid which interacts with matrix particles via a LJ potential
as well.
In Figures 3.53a and 3.53b we present the explicit 2D fluid density
distributions ρ1(x, y), for ρ1σ
2 = 0.3 (ρ0σ
2 = 0.314), and ρ1σ
2 = 0.0596
(ρ0σ
2 = 0.324) for our SALR fluid at temperatures where clustering be-
comes apparent (particularly at low density). One can immediately appre-
ciate that, in spite the relatively small difference in the matrix density ρ0,
the matrix porosity is appreciably larger 2 for ρ0σ
2 = 0.324 (see Figure
3.53b), and therefore matrix-matrix correlations (and hence matrix-fluid
correlations as well) are quite different in both instances as we have seen.
This effect will be less appreciable in the fluid-fluid correlations, which are
mostly conditioned by the effective density of the adsorbed fluid.
In the case of the higher fluid density, in Figure 3.53a one readily ob-
serves that the 2DOZ-HNC equation actually reproduces quite well the
2We have in fact p ≈ 21.9% for ρ0σ2 = 0.314 and p ≈ 22.6% for ρ0σ2 = 0.324
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(a) ρ1σ2 = 0.3; ρ0σ2 = 0.314; kBT/ =
0.15
(b) ρ1σ2 = 0.0596; ρ0σ2 = 0.324; kBT/ =
0.12
Figure 3.53: Fluid density distribution ρ1(x, y) of the SALR fluid from
MD (up) and in the 2DOZ-HNC approximation (down). Regions for
which ρ1(x, y) > 0.25 are plotted in white.
simulated density distribution, and interestingly the maxima and minima
of ρ1(x, y) are seen to display the features of a partly ordered system (ap-
proaching the local structure of a triangular lattice). Note that in this
figure the black region represents the area of the system in which the fluid
density vanishes. In this case, this is precisely the area inaccessible to
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the centers of adsorbate atoms, i.e., the exclusion surface of the matrix as
defined by the positions of its constituent atoms and their corresponding
individuals exclusion surfaces. This exclusion surface per matrix particle is
given for our matrix-fluid interaction by ≈ ξpiσ2, with a parameter ξ that
accounts for the potential softness set to ξ = 0.98 for the SALR potential,
and ξ = 0.8 for the LJ matrix-fluid interaction. In the case of the MD
picture, the black region also includes those isolated matrix cavities that
were empty from fluid particles in the starting configuration of the MD
run. These empty cavities will be thus indistinguishable from the area of
the sample excluded by the matrix in these spatial fluid density maps.
It can be appreciated that in the 2DOZ-HNC picture there is a sub-
stantially larger number of small disconnected pores partly filled with fluid
inclusions as compared with the MD results. In this latter instance, most
of the disconnected pores happen to be empty for our particular initial fluid
configuration. As mentioned, this results from the fact that our simulation
corresponds to a MD run started from a single GCMC configuration of the
fluid particles. A better agreement in this respect would be reached at a
much higher computational cost calculating the fluid density ρ1(x, y) as the
average from a series of MD runs started from different GCMC configura-
tions of the fluids sampling the same chemical potential. In this case, the
average population of the disconnected pores would be determined by the
equilibrium grand canonical partition function and we would not have to
rely on a single initial fluid configuration which might well be away from
the equilibrium average. Notice that for large pores, the subsequent MD
sampling would essentially converge toward the GCMC result. An alterna-
tive approach, would be the use of configurations in which fluid particles
are not allowed to populate disconnected cavities in the matrix, and modify
consequently the matrix-adsorbate interaction in the 2DOZ-HNC approach
to include an artificial hard core potential that forces ρ1(x, y) → 0 inside
these isolated cavities (e.g., retaining the template matrix particles that
occupy these cavities in the original non-additive hard disk mixture). For
simplicity, we have retained the original control pore glass like configura-
tion and used our initial test GCMC results as input to generate the MD
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trajectories, since in fact we are mostly interested in the fluid behavior in-
side the medium-large cavities of the matrix, where there is room enough
for pattern formation to take place.
On the other hand, the reason for using MD generated configurations
and not the output of the GCMC directly, is simply related to computa-
tional efficiency in the calculation of the simulated ρ1(x, y). In order to
obtain a smooth density distribution, one needs to perform an intensive
sampling of the configurational space with a large number of averages of
spatially contiguous particle configurations, which is much simpler to attain
using MD.
In Figure 3.53b, we observe a density distribution ρ1(x, y) characteristic
of the presence of clustering. One sees immediately that there are spatially
separated regions of substantially higher fluid density, which tend to con-
centrate in pockets and bays of the porous structure, despite the fact that
the matrix fluid interaction is purely repulsive. This is due to the fact that,
once particles aggregate in clusters as a consequence of the short range at-
tractive part of the potential, the long-range repulsion between the clusters
pushes them apart to places where at least some of them are “sheltered” by
matrix particles. The intercluster separation lies in the range 10σ ∼ 11σ, in
agreement with the position of the S11(q) pre-peak and the wide maximum
of g11(r). The theoretical results are in excellent agreement with the sim-
ulated density distribution. Moreover, we have seen that as the simulation
proceeds the results tend to approach the theoretical prediction, since the
reorganization of the clusters is a relatively slow process, particularly when
they get trapped in narrow pockets. This is one of the reasons why the MD
simulations have to be exceptionally long to yield a reliable ρ1(x, y). As an
illustration, the fluid density inside the cavity at (x, y) ≈ (12σ, 55σ) in up-
per panel of Figure 3.53b was found to remain well above ρ1(x, y)σ
2 > 0.3
for close to 1×106 MD steps, to slowly decrease and reach ≈ 0.17 after an-
other 2×106 steps, much closer to the predicted 2DOZ-HNC estimate seen
in lower panel of Figure 3.53b.
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Figure 3.54: Illustration of the density profile ρ1(x, 0) of the SALR
fluid along the x-axis taking as origin a given matrix particle. The upper
figure corresponds to the density map of Figure 3.53a and the lower one
to the map of Figure 3.53b. Distances are scaled with the side of the
simulation box since each figure corresponds to samples of different size,
and the reference matrix particle is also a different one.
In order to appreciate the performance of the integral equations more
quantitatively, in Figure 3.54 we plot the density profiles along the x-axis
using as reference a given matrix particle. We observe that the 2DOZ-PY
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approximation underestimates the value of the density minima, and the
2DOZ-HNC slightly overestimates the maxima, which are characteristic
features of the YP and HNC correlation functions. Note that the theoreti-
cal profile exhibits some spikes corresponding to fluid particle inclusions in
the aforementioned isolated cavities. These spikes are either absent in the
MD results or have a much lower intensity, as a result of a much lower (or
zero) initial density of fluid particles in the cavity in the starting MD con-
figuration. This is again explained in the preceding paragraph as a result
of the use of a single GCMC configuration as starting point for our MD
calculations. Aside from this detail, the agreement between the theory and
the simulation is remarkable.
Finally, for the sake of comparison we have run a long MD simulation
(2×106 independent configurations in a run of 10×106 time steps) from the
same starting fluid and matrix configuration as before (ρ0σ
2 = 0.324), but
where now fluid-fluid and matrix-fluid interactions correspond to a trun-
cated and shifted LJ potential. The temperature of the run was set to
kBT/ = 0.55 and the fluid density as before ρ1σ
2 = 0.0596. These condi-
tions are quite close to the gas-liquid transition as can be inferred from the
large S11(0) values in Figure 3.51. We have solved the ROZ-HNC equations
for this system and obtained the density distribution using the 2DOZ-HNC
equation. In Figure 3.55a, we show the fluid-matrix and fluid-fluid cor-
relations. As in the case of the low density SALR fluid, again here the
fluid-matrix correlation ROZ-HNC predictions are rather poor, due to the
inaccurate representation of the matrix-matrix correlations for this matrix
configuration. Also, fluid-fluid correlations do not show any trace of in-
termediate long range ordering or clustering (the high values of the first
peak of g11(r) are just an indication of confinement and the fluid-fluid cor-
relation dies out rapidly). This is in clear contrast with the long range
features found in Figure 3.52. Again, the 2DOZ-HNC fluid-matrix correla-
tion agrees quite well with the MD results.
Now, the fluid density distribution for the same density as that of Figure
3.53 can be seen for the LJ system in Figure 3.55b, and again we appreci-
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(a) Radial distribution function (b) 2D density maps
Figure 3.55: (a) Same as Figure 3.52 for a LJ fluid in a LJ matrix.
Note the higher intensity of the first peaks as a consequence of the LJ
attraction, the pronounced spatial structure of g01(r) and the lack of max-
imum at 10σ in g11(r) due to the absence of clustering. (b) Fluid density
distribution ρ1(x, y) for ρ1σ
2 = 0.0596 and kBT/ = 0.55 (ρ0σ
2 = 0.324)
from MD (up) and in the 2DOZ-HNC approximation (down) for a LJ
fluid inclusion in a matrix formed by LJ particles.
ate a remarkable agreement between theory and simulation. In this case,
the simulation had to be particularly long for the density distribution to
be smooth enough. The only salient feature appreciated in Figure 3.55b
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is the fact that the fluid density is enhanced near the pore walls, due to
the attractive nature of the matrix particles. During the simulation run
one can see the formation of short lived aggregates as a consequence of the
vicinity of the liquid-gas transition, but in contrast to the SALR fluid, they
have no preferred positions within the pore space, and the local density
enhancements average out.
Figure 3.56: Illustration of the LJ fluid density profile ρ1(x, 0) along
the x-axis taking as origin a given matrix particle. The fluid-matrix
attraction is reflected in the large values of the density profile in the
immediate vicinity of the matrix particles.
Again, in Figure 3.56 we can have a more quantitative appreciation of
the quality of the results in the density profile along the x-axis. The attrac-
tive nature of the pore particles is evidenced by the large values of ρ1(x, 0)
near the matrix particle boundaries, in contrast to the situation in Figure
3.54, where the repulsive nature of matrix-particle interaction used for the
SALR fluid simulations is evident.
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3.2.3.3 Clustering
We have simulated a large number of states at different temperatures and
chemical potential; by identifying the different types of mesophase struc-
tures we have constructed a structural phase diagram. The simulations are
based on GCMC runs extending over 6x106 steps (2x106 for the confined
fluid) of which 5x103 independent configurations were used in the cluster
analysis.
Figure 3.57: The upper panel shows the normalized cluster distribution
N(s) (see text) for various fluid densities of the SALR fluid as labeled.
Representative snapshots of the corresponding mesophases are illustrated
in the bottom panels (with increasing density from left to right). Differ-
ent colors of the particles provide an approximate measure of how many
particles are involved in separated regions of the respective mesophases.
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We have performed a geometric cluster analysis of these configurations
[Godfrin et al., 2013] using as link distance the r-value which corresponds
to the point where φ(rcl) = 0, i.e. the link distance, rcl = 2.78σ (see
equation(3.6) and Figure 3.40). For smaller distances the potential of two
interacting particles is negative and particles are thus considered to belong
to the same cluster. We have calculated the normalized cluster size distri-
bution, N(s), proposed by Stauffer [1979] (See Section 2.1).
Function N(s) allows us to distinguish the different types of possible
mesophase structures for the bulk SALR fluid and has been plotted in Fig-
ure 3.57. For each type of mesophase a characteristic snapshot is shown on
the lower part of this figure. Analysis of N(s) leads to the definition of four
distinctively different morphologies: (i) the dispersed fluid mainly consist-
ing of monomers, for which the cluster size distribution has a maximum
for s = 1 and then decreases monotonically (red line in Figure 3.57); (ii)
the clustered fluid, consisting of finite size clusters where the cluster size
distribution has a maximum for s > 1 and then decreases monotonically
(blue line in Figure 3.57); (iii) and (iv) two different percolating states,
where N(s) exhibits maxima at cluster size close to the system size. In the
case of random percolated states or bubbles all the particles belong to the
same cluster (pink line in Figure 3.57) thus N(s) has a single maximum; fi-
nally, in the case of cluster percolated states or stripes, N(s) has secondary
maxima at given large s-values resulting from the presence of disconnected
stripes in the sample (green line in Figure 3.57).
Based on this analysis, we have mapped out the different regions in
the phase diagram where different mesophase structures can be identified.
In Figure 3.58 the emerging structural phase diagram for the bulk (upper
graph) and confined (lower graph) fluid are displayed. Comparing both
graphs, we observe that the cluster percolated states dominate the struc-
tural phase diagram of the confined fluid. These states correspond essen-
tially to stripe phases in which the stripes are prevented from organizing
themselves in a lamellar phase due to the effect of the matrix disorder,
despite the relatively large size of the pores of our particular matrix. In a
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lamellar phase such as the one depicted in the lower panel of Figure 3.58
one can see that the stripes percolate, which is not the situation in a pro-
totype stripe phase such as the one illustrated in the lower left panel of
Figure 3.50. In the case of the confined fluid, the cluster percolated phases
are mostly composed of finite size stripes.
Figure 3.58: Structural phase diagram of the bulk SALR fluid (upper
graph) in the (T ∗, < ρ1 > σ2) plane. The lower graph correspond to the
phase diagram for the confined fluid. Different mesophases are indicated
on the figure by different symbols and colors as labeled (full symbols-bulk
fluid, open symbols-confined fluid).
Interestingly, the cluster fluid phase is nonetheless supported by the
presence of the matrix, a fact that already became apparent when com-
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paring the internal energies of both systems in Figure 3.47. On the other
hand, we note that when the density increases, from a visual inspection
the distinction between a confined stripe phase (a cluster percolated state)
and the bubble phase (random percolated state) becomes somewhat blurred
due to confinement. Some structures could be thought of either as bubbles
or short stripes. The presence of a maximum in the the cluster size dis-
tribution for finite s however tells us that these cluster percolated phases
are more properly interpreted as short stripe phases. This is the reason
random percolated states are missing from the structural phase diagram
of the confined fluid in Figure 3.58. For fluid densities higher than those
depicted in Figure 3.58, one will certainly find random percolated states,
even in the confined case for matrices with sufficiently high porosities.
Figure 3.59: Snapshots of the two-dimensional system (up), and two-
dimensional system confined in a porous glass matrix (down) for several
temperatures around the critical value: T=0.30 (left), T=0.25 (center)
and T=0.20 right).
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3.2.4 The simple mixture model under disordered confine-
ment
In addition, we have studied the effect of disordered confinement on the
patterns emerged in the self-assembing mixture model introduced in the
Section 3.1. We may appreciate in Figure 3.59 that topologically disor-
dered confinement does no affect the stability of the lamellar phase in this
fluid model, contrary to the case of SALR fluid where this kind of con-
finement hinders the formation of stripes favoring the droplets. Upper and
lower rows in Figure 3.59 represent snapshots of the bulk and confined sys-
tem respectively at the same state (same temperature and pressure), and
we see from a simple visual inspection that the structure does not vary
because of the confinement. We conclude from these results that droplets
do not emerge from this model because of the small size and rigidity of the
”non-polar” tail (A-sites) of the dimers, that leads to very stable stripes
characterized by the hexagonal order seen in Figure 3.29.
Figure 3.60: This picture shows the configuration of the emerged pat-
tern, at a temperature below the critical value: Tr = 0.833K, for the
system confined in a matrix based on a realistic porous glass. The frames
correspond to three consecutive states picked separated by a time interval
of 0.04 ns. We may notice how the fluid evolves between the matrix fixed
particles, but it keeps a flexible lamellar structure.
The lamellar domains become obviously more stable as the temperature
is lowered, and the only noticeable effect of the confinement in a disordered
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medium is that now the domain size is limited by the size of the cavities, by
which finite size clusters are absolutely favoured with respect to unbounded
ones. This feature was already observed in 3.2.3.3 for the SALR model and
raises naturally from the joint effect of a limited pore size and a disordered
topology that hinders the formation of percolating clusters.
Finally, as we already found in Section 3.1, the finite lamellar domains
are dynamic and flexible entities, that change shape and exchange con-
stituent particles with the surrounding monomer phase. This is illustrated
in the sequence of consecutive snapshots of Figure 3.60, even at a rather low
T. This is very clear for the smaller domains but even larger ones are seen
to change their shape, even when the internal hexagonal order is preserved.
3.2.5 Dynamics
Dynamical features of the self assembly fluid of particles interacting by
means of competing interactions (SALR potential) have been analyzed in
terms of time-correlation functions. Since this system does no exhibit a
vapour-liquid transition in the regions we have studied, we will attempt to
characterize its dynamics behavior in terms of the Frenkel line.
According to [Brazhkin et al., 2012], Frenkel’s line signals an impor-
tant qualitative change in the fluid dynamics: the transition between the
solid-like dynamics characterized by oscillatory motion around equilibrium
positions at potential energy minima versus a gas-like dynamics charac-
terized by a diffusive dynamics dominated by particle jumps between the
potential energy minima. We have analyzed the transition between both
dynamical states by means of the analysis of the normalized VACF, de-
fined as < v(0)v(τ) > /v2(0), and of the second derivative of the self-
intermediate scattering function Fs(k, t). In the case of a solid-like fluid
behavior, VACF shows oscillatory behavior at short times (cage effect) and
the second derivative of the self scattering function exhibits a maximum also
at short times corresponding to these oscillations around the minimum. On
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the other hand, gas like dynamics is characterized by a monotonic decay
of the VACF and the shift of the maximum in Fs(k, t) second derivative to
larger time scales due to the ballistic like jumps.
The close relation between the velocity self correlation function an the
self intermediate scattering function is clearly seen in the relation [Balucani
and Zoppi, 1994]:
lim
k→0
{
− 1
k2
d2Fs(k, t)
dt2
}
=
1
3
< vi(0)vi(t) >= Z˜(t), (3.9)
which clearly shows that minima in Z˜(t) will be correlated with maxima in
d2FS(k, t)/dt
2 for small k-values.
Here we have performed extensive Molecular Dynamics simulations in
the NVT ensemble using our own code. For the bulk case, we have started
from a square lattice configuration of 500 particles whose size is defined by
the density; we have averaged over 2×106 steps, after equilibrating the sys-
tem for 7×104 steps. In the case of the confined fluid, we have performed
the MD simulation taking the final configuration of the GCMC simulations
described in the Section above, for the large matrix as the initial state for
the run. The averages have been performed in this case over 5×106 after
5×104 equilibration steps with a time step of 0.001 in reduced time units,
being Fs(k, t) an adimensional quantity. Configurations have been recorded
every 20 time steps to perform the analysis of the dynamic properties.
Figures 3.61 and 3.62 show the normalized VACF and the d2Fs(k, τ)/dτ
2
respectively for the bulk SALR fluid at different densities and temperatures.
We denote by τ the time in reduced time units.
In Figure 3.61 we represent VACF in bulk for a series of densities and
temperatures ranging form the dense fluid, to the cluster phase and the gas
monomer phase. We observe at < ρ1 > σ
2 = 0.8 the behavior characteristic
of a dense fluid for all temperatures, with the characteristic cage effect at
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Figure 3.61: Normalized velocity autocorrelation function of SALR
fluid in bulk for different densities and temperatures specified in the
graph.
short times. It is clearly appreciated that as the temperature increases the
position of the minimum decreases, i.e. the particles experience the cage ef-
fect collisions with their neighbors for shorter times, as their average kinetic
energy increases. Now when density decreases we can see that the transition
from gas-like dynamics (no VACF minimum) to solid-like dynamics as the
temperature is lowered. What is remarkable is that this crossover occurs
still for densities clearly on the low dense gas regime (< ρ1 > σ
2 ≤ 0.2).
Even at very low density one can appreciate the presence of a minimum
for the lowest T ∗ = 0.015. This is clearly connected with the fact that the
system is on the cluster phase, so particle velocities experience a cage-like
effect due to their neighboring particles in the cluster. Still the net behav-
ior the VACF retains its gas-like slow decay, since clusters also experience
gas-like collective motion. We find now that in this system, which lacks a
liquid phase due to the clustering and long-range repulsion, the Frenkel line
separating gas-like from solid-like behavior extends down to very low tem-
peratures. One might estimate that for < ρ1 > σ
2 = 0.02 T ∗Frenkel ≈ 0.02,
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for < ρ1 > σ
2 = 0.1 T ∗Frenkel ≈ 0.05, increasing up to T ∗Frenkel ≈ 0.1 for
< ρ1 > σ
2 = 0.6.
Figure 3.62: Second derivative of the self-intermediate scattering func-
tion of SALR fluid in bulk for different densities and temperatures spec-
ified in the graph, for k=0.1568A˚−1.
In general, one observes various features in Fig. 3.61. For high density,
above < ρ1 > σ
2 = 0.2 one observes a regular dependence of the VACF
on the temperature, as T increases the correlations decay more rapidly due
to the higher rate of collisions. As density is lowered there are competing
effects (kinetic energy vs. aggregation) which lead to a non-monotonous be-
havior, but the general trend is that at low temperatures the decay of the
correlations is much faster, due to the formation of clusters. This implies
that collisions occur at shorter times at low temperatures due the vicinity
of particles in the same cluster. At intermediate temperatures, aggregates
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are not completely formed and we observe that correlations decay faster for
T ∗ = 0.5 than for T ∗ = 0.2, as it occurred for the highest density; now the
fact is that the kinetics dominates, since we are outside the cluster phase.
Figure 3.63: Normalized VACF of a fluid of spherical particles inter-
acting via repulsive soft potential(dotted lines) compared with that of the
IR-fluid (solid lines) showing clustering emergence for certain values of
density and temperature. Different temperatures and densities have been
plotted and are specified on the graph.
Another feature that is worth mentioning is that the VACF at low tem-
perature for < ρf > σ
2 = 0.2, even though displaying well defined short τ
minima, are always positive. We have interpreted these minima as a result
of a cage effect within the clusters. Now, the fact that < v(τ)v(0) > stays
positive is an indicative that there is a substantial amount of diffusion of the
clusters. It is the change of the relative particle velocities with respect to
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the clusters center of mass which gives rise to the oscillation. Whereas the
clusters as a whole exhibit a low density gas-like dynamics, this is superim-
posed on the individual particle dynamics within the aggregates, exhibiting
”solid-like” dynamics (cage effects).
These features can be to some extent confirmed in Fig. 3.62 where the
behavior of d2FS(k, τ)/dτ
2 is presented. The short time maxima of the
function τ . 1 correspond to the minima in the VACF, i.e. the cage ef-
fect that reflects oscillation around the potential energy minima indicating
solid like behavior. As T increases, these maxima disappear (except for
< ρ1 > σ
2 = 0.8 which retains solid-like behavior) and are shifted to much
higher τ . Now these maxima represent gas-like dynamics, i.e. transitions
from the oscillatory to the ballistic regime [De Lorenzi-Venneri et al., 2008].
Note that this information must be complemented with the study of the
VACF, since the statistics for d2F (k, τ)/dτ2 is somewhat poor, particularly
at low densities and temperatures.
Now, in Fig. 3.63, we further analyze the effects of clustering by com-
paring the VACF’s of the SALR fluid with those of a system interacting
solely through the short range repulsive component of the SALR potential,
U ref (r) in Eq. 3.6. Whereas in the dense fluid regime the dynamics of both
systems is identical, clear differences emerge already at moderate densities
(for low temperature, where clustering takes place at all T’s studied). One
immediately sees that the correlations die out more rapidly in the cluster
phase, even when the densities are identical, due to collisions with close
neighbors, that are not present in the purely repulsive fluid gas phase. At
very low temperatures we see even a cage-like effect as shown in Fig. 3.62
as well.
Finally, in Fig. 3.64 we perform a comparison for the VACF for the
SALR fluid in bulk and under confinement. In the latter instance, densities
are obviously calculated in terms of the accessible volume. The only appre-
ciable effect is that at low densities, as temperature is lowered correlations
decay somewhat faster in bulk than in confinement. This effect is relatively
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Figure 3.64: Effect of the confinement on the normalized velocity au-
tocorrelation function. Left column corresponds to bulk fluid and right
column to fluid confined in a disordered media. Different temperatures
and densities have been plotted and are specified on the graph.
weak, and it is probably due to the fact that the confining medium is rigid
and purely repulsive, by which collisions with the matrix have a lower im-
pact on the velocity self correlation as compared with collisions with other
clusters occurring in the bulk, which in a certain sense can be thought as
”more inelastic”.
Chapter 4
Nano-structured materials
for adsorption applications
4.1 Short Capped Nanotubes
In this Section we have explored the ability of a crystal formed by short-
capped nanotubes for adsorption applications. We have first studied the
encapsulation of small molecules (CS2 and H2) in a single short capped
nanotube by means of molecular dynamics simulations, in particular using
Targeted Molecular Dynamics to assess the binding Gibbs energy. Then,
we have investigated the feasibility of a molecular crystal made up of short-
capped nanotubes to store hydrogen. To this aim we have studied the
adsorption of hydrogen molecules into the crystal via grand-canonical MC,
and the arrangement of the confined H2 into the pores sing density maps
obtained from NVT Molecular Dynamics.
For this purpose, we have employed two different models: an all-atom
approach to study the complex CS2@C50H10, and a united-atom approach
for H2@C50H10. In the first instance the nanocage C50H10 model is non
rigid (we use a bond order C-C and C-H interaction) and in the case of
H2@C50H10, our cage will be rigid, in order to ease the computational cost
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of the GCMC simulations.
4.1.1 Encapsulation of small molecules: CS2@C50H10
The aim of this section is in the first instance to compare SAPT(DFT) fi-
nite temperature predictions, obtained by Dodziuk et al. [2012] with those
of Targeted Molecular Dynamics results for the CS2@C50H10 complex, in
vacuum, and then analyze the effect of the presence of an ?? solvent on the
stability of the complex.
The interaction energy of the X@C50H10 complexes is defined as:
Eint = EA@B − [EA + EB],
and using SAPT it was found that these quantity turns out to be nega-
tive for all the considered guest molecules (see Table 1 in [Dodziuk et al.,
2012]), being lowest for CS2@C50H10. Consequently, at 0K the complex
formation is favored in all cases. Using simple approximations, such as ideal
gas assumption, separation of rotation from vibrations, the rigid-rotor ap-
proximation and the harmonic approximation for vibrations, it is found
that also the Gibbs energy for the complex CS2@C50H10 is lowest and neg-
ative at room temperature (-1.5kcal/mol) being that of H2@C50H10 and
all other complexes positive or barely negative (i.e. the complexes are un-
stable). In an attempt to go beyond the simple finite approach, here we
will assess the binding energy and thermal stability of the CS2@C50H10
resorting to molecular dynamics simulations using effective interactions for
the system in vacuum, and in solution using chloroform as solvent. Sim-
ple NVT simulations allow us to study the stability of the complex; and a
more sophisticated technique, Targeted Molecular Dynamics (TMD),s pro-
vides quantitative results for the binding Gibbs free energy. The aim of
this study is ultimately, to evaluate the capability of C50H10 molecules as
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encapsulating agents.
In our model of the complex CS2@C50H10 (see Figure 4.1) both in
vacuum and in chloroform solution, all the interactions between pairs of
atoms have been considered:
Figure 4.1: In the left figure we show CS2 molecule, which has the
role of the guest molecule in our system; in the middle C50H10 capped
nanotube, which is the host molecule; and in the right figure CHCl3
molecule, which acts as the solvent.
Carbon and hydrogen atoms belonging to the nanocage interact via the
AIREBO (Adaptative Intermolecular Reactive Empirical Bond Order) po-
tential of Stuart et al. [2000], which is implemented in LAMMPS. This
potential has been proved to effectively work in hydrocarbon molecules as
well as single and multi walled nanotubes. It consists of three terms:
E =
1
2
∑
i
∑
j 6=i
[EREBOij + E
LJ
ij +
∑
k 6=i,j
∑
l 6=i,j,k
ETORSIONkijl ]
The first term, named REBO potential, is the dissociable hydrocar-
bon potential developed by Brenner et al. [2002]. Although this potential
was originally developed for simulating the chemical vapor deposition of
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diamond, it has been later extended to model many different materials in-
cluding fullerenes [Brenner et al., 1991], carbon nanotubes [Harrison et al.,
1997], ... However, the force field of Brenner does not consider neither
dispersion and nonbonded repulsion interactions, thus it is not appropri-
ate when important intermolecular interactions are present. The second
term of AIREBO potential solves the problem indicated above. It is a
Lennard-Jones 12-6 potential that models the intermolecular interactions
of the system including dispersion and short-range repulsion effects. Be-
sides, the last term includes the torsional interactions necessary to represent
large hydrocarbon molecules, whose properties are far away from those of
the bulk and of the small molecular fragments.
On the other hand, CS2 is a flexible molecule and its significant quadrupole
moment must be explicitly considered; thus, we have used a 3-centre Lennard-
Jones plus Coulomb potential to describe it. Lennard-Jones parameters
were taken from the work of Tildesley and Madden [1981], and the partial
charges for CS2 and C50H10 were obtained from the Natural Bond Orbital
analysis, as implemented in MOLPRO [Reed et al., 1985; Mata and Werner,
2007] from the PBE [Perdew et al., 1996] one-electron densities.
Additionally, the intermolecular interactions between the CS2 and the
nanotube were also modeled in terms of a Lennard-Jones plus Coulombic
potential: the parameters for the interactions of CS2 molecule with the nan-
otube carbon atoms were taken from [Kholmurodov et al., 2010] and with
the nanotube hydrogen atoms from [Phillips and Hammerbacher, 1984].
Finally, the potential model for chloroform follows the work of Ben-
jamin [1995] and the nanotube-chloroform cross interactions were defined
in terms of the Lorentz-Berthelot rules.
In all the cases both AIREBO, Lennard-Jones and Coulombic interac-
tions have been cut at a distance of 11.0 A˚, and all the angles and bonds are
flexible with harmonic intramolecular interactions defined in [Kholmurodov
et al., 2010; Benjamin, 1995]
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We have analyzed the thermodynamic features in order to estimate the
binding energy and the stability of the complex, and also the frequency
spectra. To this aim, simulations have been performed using LAMMPS in
the canonical ensemble at different temperatures. A time-step of 1 fs has
been used during the simulations (although a smaller value was proved, we
found no substantial difference in the results).
Both the system in vacuum and in chloroform solution have been sim-
ulated. Simulation runs of the CS2@C50H10 complex in vacuum were per-
formed during 1ns, fixing the temperature at different values with temper-
ature rescaling [Allen and Tildesley, 1987]. As the system in vacuum pos-
sesses only a small number of atoms, the use of the thermostat is inefficient
and deviations of the temperature are sometimes larger than 20% even with
rescaling. The systems in solution (see Figure 4.6) have been generated by
introducing 2048 molecules of CHCl3 in a cubic box of 64.86A˚ side (the
resulting density corresponds to the experimental density at room tem-
perature, 1.48g/cm3), and removing 16 molecules to insert CS2@C50H10
complex, and finally equilibrating the system for 10 ps in a microcanon-
ical run using temperature rescaling every 500 time-steps. Subsequently,
during production runs of 1ns length, the temperature was fixed using a
Hoover thermostat [Allen and Tildesley, 1987]. These simulations provide
information on the thermal stability of the complex as we will see in next
section.
4.1.1.1 Complex stability and binding energy
First of all, using the effective potential model for the CS2@C50H10 com-
plex described above, we have computed the potential energy profile of the
complex along the main symmetry axis of the C50H10 molecule calculating
the internal energy of the CS2@C50H10 complex for different position of the
CS2 molecule in its lowest energy orientational configuration (see Figure
4.2), i.e. lying on the symmetry axis. In Figure 4.3 we have plotted the
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Figure 4.2: Diagram showing the calculation of the potential energy
profile. CS2 molecule is moved along the symmetry axis of the nanotube,
represented here with the yellow line. We have plotted the potential en-
ergy of system versus the separation between the CS2 carbon atom and
the nanocage center of mass, represented here with a red point.
values of the binding energy with respect to the separation between the
centers of mass of the C50H10 and the CS2 molecules.
We have obtained an energy minimum of −12.70 kcal/mol at about
3A˚ separation between the guest and the host centers of mass. This value
indicates the CS2 molecules should have a definite tendency to remain in-
side the nanocage. Furthermore, we have also used our empirical potential
model to minimize the corresponding potential energy for both the complex
system and the two separate components, the geometry corresponding to
the minimum potential energy is shown in Figure 4.4, and we have found
that the binding energy of the system under study obtained through both
methods is almost identical:
EBinding = ECS2@C50H10 − [ECS2 + EC50H10 ] = −12.74 kcal/mol (4.1)
This minimum is also in a very good agreement with the SAPT(DFT)
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Figure 4.3: Binding energy of the CS2 molecule at 0K (lying inside
the nanotube along its principal symmetry axis) as a function of the
separation between the centers of mass of the guest molecule and the
nanotube determined from the effective potentials used in MD calculation.
Figure 4.4: Geometry corresponding to the potential energy minimum
of the CS2@C10H50 complex. The separation between the centers of mass
of both molecules is about 3A˚, which agrees with the potential energy
profile.
results from [Dodziuk et al., 2012] work: EBinding = −12.36 kcal/mol,
which is a good indication of the quality of the effective interaction model.
Left panel in Figure 4.5 illustrates the thermal stability of the complex
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in vacuum. The guest molecule remains in the cage at 300K at a distance of
3.5A˚ of the center of mass of the nanocage, but it leaves the cage for higher
temperatures as estimated from SAPT(DFT) calculations. This occurs in
spite of the relatively high dissociation energy, as the result of the thermal
fluctuations modifying the structure of both the guest molecule, (rotations
and vibrations) and the host (vibrations of the nanotube edge).
0 0.5 1 1.5 2 2.5
Time (ps)
0
5
10
15
20
25
30
r C
50
 H
10
-C
S 2
 
(Å
) T=300K
T=350K
0 200 400 600 800
Time (ps)
0
2
4
6
8
10
12
r C
50
 H
10
-C
S 2
 
(Å
) T=300K
T=350K
Figure 4.5: Guest and host centers of mass separation is represented
with respect to the time of the simulation for the system in vacuum (left)
and in a chloroform solution (right).
When the solvent is added, see Figure 4.6, although the equilibrium dis-
tance between the centers of mass of CS2 and C50H10 increases, the guest
molecule remains inside the cage for higher temperatures -see right panel of
Figure 4.5-. Being CS2 fully soluble in CHCl3, this means that, although
the chloroform molecules exert an attractive force over the guest, the net
effect of the solvent is the stabilization of the complex.
4.1.1.2 Targeted molecular dynamics
In addition to straightforward NVT-MD, we have used Targeted Molecular
Dynamics (TMD) (see Section 2.3), to evaluate the ligand Gibbs free en-
ergy (∆ G), by connecting this quantity with the work required to remove
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Figure 4.6: CS2@C10H50 complex immersed into a chloroform solu-
tion.
the CS2 molecule from the nanocage. We have used a distance type reac-
tion coordinate, ρ that measures the root mean square displacement of the
CS2 molecule from the equilibrium position inside the host towards a tar-
get configuration where the CS2 is beyond the cutoff of the C50H10 −CS2
interaction. The Molecular Dynamics is driven until the guest is well off
the host. TMD simulations have been run for the complex CS2@C50H10 in
vacuum and in the presence of chloroform as solvent for 1ns and for differ-
ent temperature values.
The results obtained from the TMD simulations are displayed in Fig-
ure 4.7. For the system in vacuum (left panel) we can observe that the
work needed to pull the CS2 molecule out of the host, when the temper-
ature approaches at 0K, agrees with the binding energy value previously
presented, −12.7 kcal/mol. When the temperature increases to 298K, the
entropic effects gain importance and diminish the Gibbs free energy value
∆G = −2.5 kcal/mol but still above the SAPT estimate with finite tem-
perature corrections which is −1.5 kcal/mol. This relatively low value of
the Gibbs free energy explains why the CS2 molecule leaves the host when
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Figure 4.7: Temperature dependence of the work required to remove
the CS2 molecule from the nano cage at different temperatures in vac-
uum (left) and in CHCl3 solution (right). Furthermore, right panel also
shows the Gibbs energy dependence with the simulation length.
running Molecular Dynamics simulation at T higher than 300K in vacuum.
On the other hand, when the solvent is present (right panel) its stabilizing
effect is again noticeable in the binding Gibbs free energy value: at 298K
∆G = −10kcal/mol, which is substantially larger than the value for the
system in vacuum.
TMD results vary considerably with the length of the simulation, since
increasing the run length implies exploring a larger portion of the configu-
rational space, thus increasing the chance of finding the absolute minimum
free energy path to exit the nano cage (in right panel of Figure 4.7 we show
the dependence of the results with the length of the simulation for various
temperatures). As a guide to estimate the appropriate length of the simula-
tion in the presence of solvent we have run TMD simulation for a free CS2
molecule in CHCl3, and chosen the simulation length for which the work
required to move the CS2 molecule tends to vanish (see Figure 4.8). In
any case, it is absolutely clear that the nanocage can act as encapsulating
agent of a non-polar molecular such as CS2 in the presence of a practically
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Figure 4.8: Left: The work required to move a free CS2 molecule in
the presence of solvent (blue line) and to extract this molecule from the
nano cage (red line).
non-polar solvent; this is clearly shown in Figure 4.9.
4.1.1.3 Frequency spectra
In order to study the intramolecular dynamics of the CS2@C50H10 complex,
we have run simulations with a time step of in the range of 0.5 fs. Figure
4.10 shows the frequency spectrum (Fourier transform of the velocities au-
tocorrelation function) of the free CS2 and of the CS2@C50H10 complex.
We may appreciate that, together with the typical bands corresponding to
the CS2 molecule vibrations (bending and stretching), a new peak rises in
the low infrared region when the complex is conformed. This feature is
more evident for sulphur atoms (lower graph in Figure 4.10) and therefore
it is not expected to occur in the empty nanocage. We lack experimental
information in this respect, but given the relatively good agreement of the
result for plain CS2 with the experiment [Zhu et al., 1988] we have rea-
son to believe that this feature is to be expected as a sign of the complex
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Figure 4.9: Temperature dependence of the work required to remove
the CS2 molecule from the CS2@C50H10 complex, in vacuum at 0.5 and
298 K and in the presence CHCl3 at 298 K, in terms of the ρ reaction
coordinate.
formation and can be used as a measure of the strength of the interaction.
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Figure 4.10: Fourier transform of the velocity autocorrelation function
Z(ω) shows that the CS2 bound with the nanotube gives rise to a band
in the low infrared.
4.1.2 Encapsulation and adsorption of hydrogen: H2@C50H10
In this Section we have studied, by means of grand canonical MC and MD
simulations, the adsorption of hydrogen molecules in a crystal of short-
capped nanotubes [Scott et al., 2011], modeled by a united atom approach.
First of all, we have analyzed the interaction between a single short-capped
nanotube and a hydrogen molecule, both in vacuum and in the presence of
more hydrogen molecules acting as solvent. Again, the effect of the solvent
on the stability of the complex has been studied using targeted molecular
dynamics to calculate Gibbs free energies. Finally, we have explored the
possibility of adsorption of molecular hydrogen in a molecular crystalline
porous material made of these nano-structures.
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Figure 4.11: Short-capped nanotube modeled using a united atoms ap-
proach. It consists of 40 carbon atoms (black) plus 10T CHs (grey).
Molecular hydrogen is also considered as a spherical single particle (blue).
Red point indicates the center of mass and yellow line the axis of sym-
metry of the carbon structure.
The model we have used for describing short-capped nanotubes is based
on a united atom approach: the structure, originally consisting of 50 carbon
plus 10 hydrogen atoms (C50H10), has been reduced to 40 carbon atoms plus
10 CH sites conforming the open edge of the nanostructure (C40(CH)10).
The hydrogen molecule has been also described as a single site (see Figure
4.11) following [Levesque et al., 2002]. Now our nanocage C50H10 will be
considered as a rigid unit, which we believe to be a reasonable approxima-
tion, particularly for the low temperature calculations. The use of a rigid
model will considerably lighten the computational burden when performing
GCMC calculations on the molecular crystal of C50H10.
We have thus only taken into account the interactions of the hydro-
gen molecules, with each other and with the nanotubes. The interatomic
potential we have used in this work is based on simple Lennard-Jones inter-
actions that have been tuned in order to reproduce ab-initio energy data for
the H2@C50H10 complex. In the beginning, we have considered Lennard-
Jones interactions between H2 molecules and H2-carbon atoms given by
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Table 4.1: Effective potentials for the hydrogen-nanotube interaction.
(a) [Levesque et al., 2002] and (b) [Zhao et al., 2005].
σij(A˚) ij(kcal/mol) 
f
ij(kcal/mol)
H2 −H2 2.958 (a) 0.07293 (a) 0.07293
H2 − C 3.18 (a) 0.06369 (a) (×1.5) 0.095535
H2 − CH 3.3265 (a) (b) 0.08555 (a) (b) (×1.8) 0.15399
Levesque et al. [2002]. We have calculated the H2-CH sites interactions
through Lorentz-Berthelot mixing rules, using the Lennard Jones parame-
ters given in [Levesque et al., 2002] (for H2-H2) and in [Zhao et al., 2005]
(for CH-CH). All these parameters have been summarized in Table 4.1.
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Figure 4.12: Interaction potential between the H2 molecule and the
nano cage, both structures have been modeled through an all atom ap-
proach.
The ab-initio data were obtained from DFT calculations using the
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PBE (Perdew-Burke-Ernzerhof) exchange-correlation functional using basis
PBE/PBE/6-3/G(d) and complemented by the Grimme’s approach (GD3BJ)
to account for the effect of dispersion forces (all this implemented in Gaus-
sian09). The effective potential has been tuned to fit these calculations
adjusting the strength of the H2-C and H2-CH original interactions (see
last column in Table 4.1). Figure 4.12 shows the data obtained from DFT
and the fitted Lennard-Jones parameters we have employed in this work. It
can be seen that a good agreement has been reached between both poten-
tials reproducing both the minimum and the shoulder for larger distances.
The DFT calculations were carried at the IQFR by Prof. R. Notario.
On the other hand, C50H10 molecules have been shown to form molec-
ular crystals [Scott et al., 2011]: a matrix of open structures that in prin-
ciple seems to be a promising material to adsorb small molecules. We have
characterized this porous material using the tool Poreblazer 3.0.2 [Sarkisov
and Harrison, 2011], which gave a system density of 1.309 g/cm3 and a
maximum pore diameter of 3.91A˚. The material is inappropriate for the
adsorption of even small molecules such as N2. However, it has a volume
available for He of 0.301 cm3/g, and one can expect hence that H2 can be
adsorbed in a stable fashion.
Hence, we have first analyzed the stability of H2@C50H10 complexes as
done before for CS2, and considered the effect of the presence of an exter-
nal bath of H2. Afterwards, with the aim of studying the confinement of
hydrogen into the molecular crystal, we have used grand-canonical Monte
Carlo simulations to determine the adsorption isotherms of H2 at various
temperatures.
4.1.2.1 Solvation and Binding energy
First of all, we have studied the interaction between a single hydrogen
molecule and a short-capped nanotube both in vacuum and in the presence
of a H2 bath. Figure 4.12 shows the interaction energy profile along the
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Figure 4.13: Molecular crystal formed of short-capped nanotubes that
results in an ordered porous media.... Only one plane of nanotubes have
been colored to provide a clearer scheme of the structural order of the
crystal. Left figure shows the empty crystal while the right one corre-
sponds to 22 hydrogen molecules adsorbed per unit cell.
Figure 4.14: Snapshots of the C40(CH)10-H2 system both in vacuum
(left) and in the presence of a H2 bath (right).
symmetry axis of the nanotube. One may appreciate that the value on the
minimum is of ≈ −5kcal/mol, meaning that this complex is considerably
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less stable than CS2@C50H10. The value obtained here is lower than that
given in Table 1 of [Dodziuk et al., 2012]. The reason for this discrepancy
might be connected with the fact that the treatment of dispersion forces in
SAPT(DFT) is essentially different from Grimme’s approach implemented
in Gaussian09. We believe that the latter is likely to provide better results.
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Figure 4.15: Separation between the bottom of the nanotube and the
adsorbed H2 molecule in vacuum (left) and in the presence of more H2
molecules acting as solvent (right). It shows that, in the vacuum case,
the stability of the H2-nanotube bond agrees with the minimum in the
binding energy. 4.12
Figure 4.14 shows a snapshot of the system in vacuum (left) and sur-
rounded by hydrogen molecules (right) at a density of ρH2 = 0.00763
molec/A˚−3 and an average pressure P = 73.32atm.
Figure 4.15 corresponds to MD long simulation runs in the NVT en-
semble illustrating the change in the position of the H2 molecule inside the
nanotube with respect to its equilibrium position at 0K. They show how the
hydrogen molecule remains oscillating around the distance corresponding
to minimum of energy (see Figure 4.12) until the kinetic energy is enough
to expel the hydrogen molecule from the host nanocage. In the case of
the system in vacuum, only at high temperatures (beyond T=300K) the
H2 molecules transition from vibrating around the minimum of energy at
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Figure 4.16: Temperature dependence of the work required to remove
the H2 molecule from the nano cage at different temperatures in vacuum
(left) and in a H2 bath (right).
r ≈ 3.5A˚ to an oscillation around r ≈ 6A˚ corresponding to the position of
the shoulder in the binding energy (Figure 4.12) at the mouth of the nan-
otube. We have found that the complex is stable for temperatures higher
than 180K, in contrast with the result of Dodziuk et al. [2012], which agrees
the deeper energy well we have obtained here. However, when the system is
surrounded by hydrogen molecules, the complex becomes unstable for much
lower temperatures, between 170K and 190K. This is in marked contrast
with the situation for CS2@C50H10 in CHCl3, due to the fact that the
host molecule is now surrounded by identical molecules but also at a lower
density. In the case of CS2, the surrounding medium is liquid CHCl3, by
which there is an extra penalty to open room for a new molecule in the
liquid. Such penalty is inexistent when the surrounding medium is gas, like
in the case of H2.
Once again, the effect of the H2 bath on the Gibbs energy and the
stability of the complex H2@C50H10 has been analyzed by using Targeted
Molecular Dynamics. We may see interestingly that whereas at low T the
external H2 atmosphere stabilizes the complex (e.g. at 0.1K the Gibbs
binding energy is approximately 88 kcal/mol vs. 5 kcal/mol in vacuum).
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Already at 77K this stabilizing effect is gone. For higher temperatures the
binding energy is lower in the presence of an H2 atmosphere.
4.1.2.2 Isotherm
Figure 4.17: Adsorption isotherms of H2 molecules in the C50H10
molecular crystal, obtained from GCMC simulations at different tem-
peratures.
In Figure 4.17 we present the adsorption isotherms for hydrogen ad-
sorbed in the crystal of short-capped nanotubes for different temperatures.
The calculations have obtained from a big number of grand canonical Monte
Carlo simulations. These simulations were 1.5×107 steps long, of which the
first 5×106 steps were used for equilibration. Each step implies a displace-
ment attempt of all the sample particles, one deletion and one insertion
attempt. Pressures have been roughly estimated using the ideal gas equa-
tion of state, which is reasonable taking into account that the vapor-liquid
critical Tc=33K. Use of more sophisticated EOS such as Peng-Robinson
equation would quantitatively only modify the pressure axis.
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Particularly at 77K we have a type I-VI adsorption isotherm [Rouquerol
et al., 2014b], characteristic of a stepped adsorption. The presence of steps
evidences the preferential adsorption of the H2 molecules in the inner part
of the cages, the mouth and the interstitial space within the molecular crys-
tal (in this order). As T increases, the molecules tend to spend more time
in the mouth of the nanocages (as we have seen in our MD analysis before)
and the first step is somewhat blurred as well, but some remnant can still
be appreciated in the change of slope of the isotherm. The maximum load
values obtained (equivalent to 22 H2 molecules per unit cell) clearly indi-
cate that this material would certainly be a poor adsorbent for H2, and
the T dependence of the isotherm shows the low thermal stability of the
adsorbed phase.
4.1.2.3 3D density maps and profiles
MD simulations in the NVT ensemble have been performed using LAMMPS
package. The runs start from an initial configuration generated by a GCMC
simulation at T = 298 K and the chemical potential needed to achieve the
desired loading, 22 H2 molecules per unit cell close to saturation. The
performed simulations are long enough (5× 105 steps for equilibrating the
system plus 107 steps for recording configurations) to generate smooth and
reliable density maps. Figure 4.18 shows the density maps for the molecular
hydrogen adsorbed into the nano cages crystal complemented by represen-
tative snapshots of the corresponding system.
One may appreciate that the most intense areas (meaning that the prob-
ability of finding a molecule is higher) correspond to: the space inside the
nanocages, where the minimum of the energy takes place; the mouth of
the nano cage, where the binding energy exhibits a shoulder; and certain
positions around the nano cages showing hexagonal order in the X plane
(see central pictures in Figure 4.18).
Note that despite the high T, the loading is high, so as to achieve suf-
206 Nano-structured materials for adsorption applications
ficiently good statistics in a reasonable simulation time.
In summary, even if the stability of the H2@C50H10 is acceptable, the
molecular crystal is inadequate as a storage material, due to its low porosity
and low thermal stability of the complex. An obvious possible improvement
can be the design of longer nanocages tuning the synthesis os [Scott et al.,
2011]. So as to stabilize the complex, and further on generate a disorder
porous aggregate of cages, that increases the interstitial space as well.
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Figure 4.18: Density maps and representative snapshots for the X (up),
Y (center) and Z (bottom) planes of the molecular crystal. Averages have
been taken over 500000 configurations of 22 hydrogen molecules per unit
cell at 298 K.
208 Nano-structured materials for adsorption applications
4.2 Simple fluids in zeolites
The aim of this Section is to explore the capabilities of the inhomoge-
nous integral equation described in Section 2.3 and applied in Section
3.2 to the case of three dimensional porous systems exhibiting perfect
crystalline order. Comparison with the results of grand canonical Monte
Carlo/molecular dynamics simulations evidence that the theory provides
an accurate description for the three dimensional density distribution of
the adsorbed fluid, both at the level of density profiles and bidimensional
density maps across representative sections of the porous material. Inter-
estingly, we will also see that the crude approximation implied by using the
ROZ-HNC equation to describe the fluid adsorbed in an ordered network
of pores, gives reasonable results for the average fluid-fluid correlations and
for the saturation behavior of the adsorption isotherms.
Model description
We present here the solution of the 3DOZ-HNC equation for a simple
fluid, argon modeled as a one-site LJ fluid, adsorbed into three zeolite mod-
els, namely, silicalite-1 (all silica analogue of the ZSM-5 zeolite, framework
type MFI), silicalite-2 (all silica analogue of the ZSM-11 zeolite, framework
type MEL) and an all silica model of faujasite (framework type FAU). Both
MFI and MEL zeolites are composed of 4-, 5-, and 6-membered rings linked
to form a system of channels with 10-membered ring openings [Bibby et al.,
1979]. In MFI, there is a combination of linear and zig-zag channels, while
in MEL-type zeolites, all the channels are linear. Their channels are typi-
cally in the range of 5.4- 5.6 A˚ wide. All the channels in faujasite are formed
by 12-membered rings and are also linear, being considerably wider (7.4 A˚)
and intersecting to form a cavity of 12A˚ of diameter. In contrast to the
application of 2DOZ-HNC in Section 3.2, the adsorbent material is now
formed by a regular network of interconnected channels, i.e a regular and
highly inhomogeneous confining medium. However, the system composed
by the fluid and the adsorbent will still be thought as a partly quenched
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mixture following the ideas of Ravikovitch and Neimark [2006].
Figure 4.19: MFI (left), MEL (center) and FAU (right) zeolites are
shown. Note that the xy and xz projections of the MEL zeolites are
identical, and the xz projection of the MFI zeolite is identical to that of
the MEL zeolite. The projection of the FAU zeolite corresponds to the
plane 110. Oxygen and silicon atoms are represented by red and grey
circles respectively.
The interactions between Ar atoms in our model are represented via a
LJ potential of the form:
uArAr(r) = 4ArAr
[(σArAr
r
)12 − (σArAr
r
)6]
, (4.2)
with ArAr/kB = 124.07 K and σArAr = 3.38A˚ [Garc´ıa-Pe´rez et al., 2008].
For our calculations, we have used a super-cell of 2 × 2 × 3 unit cells for
the MFI and MEL frameworks and one of 2× 2× 2 unit cells for the FAU
framework. The structure of the three zeolites in question is illustrated
in Figure 4.19. Structural data for these zeolites are taken from [Terasaki
et al., 1996; Olson et al., 1981; Baerlocher et al., 2007]. For the zeolite-Ar
interaction, we will use the model of Garc´ıa-Pe´rez et al. [2008] that is, a
Lennard-Jones interaction with OAr/kB = 107.69 K and σOAr = 3.15A˚.
As it is customary when modeling adsorption in zeolites, if charges are not
taken into account, the interaction between Ar and Si atoms is neglected,
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being the latter completely embedded within the oxygen tetrahedra. In the
case of the faujasite framework, one must take into account that in each
unit cell there are eight inaccessible cavities, large enough to host an Ar
atom. Obviously, these cavities will not participate in the adsorption pro-
cess, and this must be borne in mind both when running grand canonical
Monte Carlo (GCMC) simulations or when building the matrix-adsorbate
potential for the solution of the 3DOZ equation. To that aim we have
placed in the center of each cavity auxiliary sites which interact with the
adsorbate molecules with a WCA-like interaction with  and σ identical to
those of the O-Ar potential. For computational efficiency, we have trun-
cated and shifted the interactions at Rc = 3σArAr.
Ar atoms adsorbed into MFI and MEL zeolites are under conditions
of very tight confinement. In both instances, the channel width can only
accommodate one atom, and the channel portion between intersections two
atoms. Channel intersections have room for up to 4-6 atoms. As a whole,
these rigid zeolite models can accommodate 30-40 atoms per unit cell. In
contrast, FAU frameworks accept a loading of up to 150 Ar atoms per unit
cell. These different levels of confinement will have a significant reflection
in the performance of the theoretical approach. In order to assess the qual-
ity of our approximations, we have performed GCMC simulations for the
adsorption isotherms of Ar in the three zeolite frameworks at 77 K for MEL
and FAU and at 176 K for MFI. These simulations were 2× 106 steps long,
of which the first 500 000 were used for equilibration. Each step implies a
displacement attempt of all the sample particles, one deletion attempt and
one insertion attempt. The procedure uses a cavity bias algorithm to speed
up the simulation [Snurr et al., 1993]. Three dimensional density maps of
the adsorbed fluid were then generated for MEL at 77 K and a load of 30
Ar atoms/u.c., for MFI at 176 K and a load of 22 Ar/u.c., and for FAU
for 104 Ar/u.c. at 77 K. For that purpose from the final GCMC configu-
rations for a given load, canonical Molecular Dynamics (MD) simulations
were run for 5 × 106 steps with a 1 fs timestep. Averages were calculated
over 5000 configurations separated by 1000 steps with a time step of one
fs. The loads were chosen such that in the case of MEL is close to the satu-
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ration and above the adsorption step present in the experimental isotherm
[Sa´nchez-Gil et al., 2016] and for MFI is just below the load corresponding
to the adsorption step found at 77 K [Garc´ıa-Pe´rez et al., 2008]. In the
case of FAU, the loading corresponds to two thirds of saturation, and its
adsorption isotherm does not present any singular feature.
Solving ROZ-HNC equation
As a first step to solve the 3DOZ-HNC equation, we first have to solve
the ROZ-HNC equations. This we have done on a 2048 point grid with a
grid size of 0.02σArAr using standard procedures [Lomba and Weis, 2010].
As input data our calculations require the knowledge of the structure fac-
tor. Instead of using matrix-matrix correlations obtained form the solution
of a decoupled set of HNC equations as required by Eqs. 2.47 (which is
not possible for a crystalline solid), here we will directly employ the ex-
act structure factors for each zeolite structure. This is in stark contrast
with the idea implicit in the ROZ equations of averaging over disorder. We
might however interpret that the average is performed over the fluctuating
positions of the lattice sites, which are not fixed due to thermal movement.
This approximation will turn out to yield relatively good results. Addition-
aly, the zeolite structures are well-known and the structure factors can be
accurately determined, due to their periodic nature, using direct q-sampling
techniques. With these data at hand one can solve the ROZ equation, both
using either a single component (O) matrix or a two component (Si/O)
matrix. We will analyze the effect of the particular matrix model on the
adsorption isotherms and on the pair correlation functions of the Ar-Ar and
Ar-O in next Sections.
4.2.1 Adsorption isotherm
As we can see in Figure 4.20, the adsorption isotherms of the ROZ-HNC
using the two component matrix are very poorly predicted. The problem
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Figure 4.20: Adsorption isotherms of Ar in MEL (upper graph) and
FAU zeolites (lower graph) obtained from GCMC simulations and from
the ROZ-HNC approximation
clearly stems from the fact that including the Si atoms in the ROZ cal-
culation increases the matrix density (i.e., lowers the porosity), and the
atom-atom structure factors contain only partial information on the zeolite
structure, namely information at the pair level which is clearly insufficient
to describe the porosity of the system.
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If we now focus on the adsorption results for the one component matrix,
we observe that both in the case of MEL and FAU zeolites the saturation
behavior is correctly reproduced. This is somehow telling us that the knowl-
edge of the matrix density (that of the O atoms that form the channel struc-
ture) and the corresponding structure factors is sufficient to account for the
volume available to the adsorbate. This is the quantity that determines the
maximum load. Interestingly, the quality of the ROZ results deteriorates
at low loads, where adsorption is mostly determined by energetic factors.
Here, we observe that the adsorption in MEL zeolites is underestimated
and in FAU is overestimated. This low adsorption load regime basically
follows Henry’s law, i.e., nads = KH exp(µ/kBT ). The theory predicts ba-
sically the same adsorption in MEL and in FAU at low chemical potentials
(KH(MEL) = 0.0125 atoms/u.c. vs KH(FAU) = 0.0114 atoms/u.c.).
This is not what happens in the simulation. When the number of adsor-
bate atoms is low, MEL adsorbs substantially more than FAU at the same
chemical potential as a result of the stronger interactions between Ar atoms
and the narrower channels of the MEL. In this case, an adsorbate molecule
interacts directly with all the surrounding O atoms forming the channel,
whereas in the case of FAU, the Ar-O interaction takes place mostly with
part of channel surface, given the much larger size of the channels. Ob-
viously in the case of low load, Ar-Ar contributions to the net interaction
are negligible. It is clear that this difference is strongly dependent on the
topology of the channel network, and as mentioned this is only partially
incorporated into the ROZ equations via the structure factors. Since these
are orientationally averaged pair functions that enter into a set of equations
where all the functions are assumed to be homogeneous, one can hardly ex-
pect that such effects could be reproduced by the theory. In fact the latter
behaves as if the pore network of its averaged “quenched” matrix would be
somewhere in between that of MEL (narrow pores) and FAU (wide pores)
zeolites.
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4.2.2 Structural results
Figure 4.21: Fluid-fluid (upper graphs) and zeolite-fluid (lower graphs)
average pair distribution functions for Ar adsorbed into a MEL-zeolite at
77 K, MFI-zeolite at 176 K and FAU-zeolite at 77 K. Simulation results
are denoted by circles, red curves represent results from the ROZ-HNC
equations -in the case of MEL-zeolite (left) we have distinguished between
the results with a one component matrix (red curves) and those of the
two component matrix (dashed-dotted blue curves)- and solid black curve
corresponds to results from the 3DOZ-HNC (at 94 K in the case of MEL
and MFI-zeolites).
We have found that the structural results when considering the two
component matrix are practically indistinguishable from those of the single
component matrix; this is shown in the left panel of Figure 4.21, where the
theoretical Ar-Ar and Ar-O pair distribution functions for MEL zeolite are
compared with simulation results.
In the central and right panels of Figure 4.21, we present the corre-
sponding pair distribution functions for MFI and FAU zeolites at a some-
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what lower relative loading. In these instances, only the single component
matrix ROZ results are plotted. We note in passing that at the pair level
structure, the ROZ results for the MEL and MFI are practically indistin-
guishable (and the simulation results for the pair distribution functions av-
eraged over the inhomogeneity are also extremely close). In any case, when
analyzing the results of Figure 4.21, it is rather obvious that the crude ROZ
approximation we are using provides a qualitatively correct picture of the
pair distribution functions averaged over the lattice inhomogeneities. Note
however that the results for FAU (in particular for gArAr) are considerably
worse than those for MFI or MEL. One might speculate that this can be
related to the fact that Ar in the much larger cavities and channels of FAU
is probably better represented by a fluid confined in a cylindrical cavity
than in a disordered array of matrix particles. In the case of MEL/MFI,
it may be that the higher degree of confinement can be somewhat better
described from the structural point of view by our disordered matrix model.
With the fluid-fluid correlation provided by the ROZ-HNC approxima-
tion as indicated above, we solved the 3DOZ-HNC following the scheme
summarized in Eqs. 2.52-2.61 using a cubic 256 × 256 × 256 grid, by
which the grid size is given by ∆x = Lx/256, ∆y = Ly/256 and ∆z =
Lz/256 where (Lx, Ly, Lz) are (40.12A˚, 40.12A˚, 40.209A˚), (40.14A˚, 39.84A˚,
40.26A˚) and (48.69A˚, 48.69A˚, 48.69A˚) for MEL, MFI and FAU respectively.
The equations typically converge in a couple of hundreds of iterations and
take a few minutes to yield converged results.
Now, when solving the 3DOZ-HNC for MEL and MFI zeolites, we could
not find convergence below 94 K (which is most likely associated with the
extremely negative values of the zeolite-Ar interaction in the exponential).
One may appreciate that the first peak in gArO, shown in left-lower panel
of Figure 4.21, is underestimated as a consequence of the inability to reach
the correct temperature. We insist on comparing theory and simulation in
these conditions even when temperatures are rather different, since 77 K is
one of the reference temperatures for adsorption experiments of noble gases.
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4.2.3 Density maps and profiles
In Figures 4.22 and 4.23 we present bidimensional density profiles for the
most unfavorable situation, MEL-zeolites in which the desired temperature
(77K) could no be reached. In these figures, one can see the projection
of the fluid density on some relevant planes of the zeolite structure that
reflect the channel filling. Note that the MD results are averaged over a
slab of 1.5 A˚ of thickness in order to collect sufficient statistics during the
simulation run. Obviously, the theory can provide results with a resolution
of approximately 0.2 A˚ (depending on the grid size) but we have performed
a corresponding average over 1.5 A˚ to be able to compare with the simula-
tion. One immediately appreciates that the theory reproduces qualitatively
all the details of the spatial distribution within the channels. This can be
seen from a more quantitative perspective in Figure 4.23, where the density
profiles are plotted. One observes that both ρ(x) and ρ(y) are more struc-
tured in the theoretical results. This discrepancy is most likely due to the
characteristic enhanced correlations of the HNC closure at contact, that in
our case might as well be responsible for the breakdown of the equation
when lowering the temperature.
In Figure 4.24, we present density maps for the MFI zeolite under less
harsh conditions (a load of 22 Ar atoms/u.c. and 176 K). Results of the
integral equation are now fully converged at the desired average adsorbate
density and temperature. One observes that the agreement is now almost
perfect. This is even more clearly seen in left panel of Figure 4.25 where
the cumulative density profiles on the x and y axes are represented, and in
the right panel of Figure 4.25 where we plot sections of the profiles for slabs
around specific planes. In all cases, we observe here an excellent agreement
between the theory and the simulation for all the details of the profiles.
Finally, we take now a look at the results for Ar adsorbed into faujasite
for a load of 104 Ar atoms/u.c. and 77 K. In Figure 4.27, we plot the den-
sity maps corresponding to slabs centered on the relevant planes for this
framework, which are now the 110 and ¯110, orthogonal and parallel to the
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channels. The agreement is again fairly good, and one might even specu-
late that some discrepancies are due to the limited sampling of the MD run,
e.g., some areas of the MD profile present a much starker contrast, which
we have seen tends to become blurred as the sampling is increased. The
corresponding cumulative density profile and the profile within a 1.5A˚ thick
slab centered around the 110 plane are plotted in Figure 4.27. The overall
performance of the theory is once more good with minor discrepancies in
the heights of the peaks.
As an additional illustration of the structuring of the adsorbed fluid,
we present in Figures 4.28 three dimensional representations of the fluid
density, by means of isosurfaces using VMD software package [Humphrey
et al., 1996]. A first isosurface represented in transparent glass corresponds
to ρ1(x, y, z) = 0.005 A˚
−3, which is close to the average fluid density within
the zeolite. In yellow (or red for FAU-zeolite), we indicate areas of high
fluid concentration (close to liquid density) ρ1(x, y, z) = 0.058 A˚
−3. One
can appreciate the presence of a high density region within the channels and
two wide regions on the bottom and the top of the intersections together
with 4 small regions in the middle of the intersection. These correspond to
the locations where the 6 Ar atoms will be found at full loading [Sa´nchez-
Gil et al., 2016]. In addition, one can also see that for the FAU framework
(right panel in Figure 4.28), high adsorbate concentrations can be found
equally scattered along the channels and intersections. This figure is a clear
illustration of the information on the spatial disposition of the adsorbates
that this type of approach can furnish.
In summary, we have seen that the 3DOZ-HNC provides an accurate de-
scription of the microscopic structure of simple fluids adsorbed into narrow
channel zeolites, and in considerable shorter computer time that molecular
simulation, opening an avenue for research in this type of system in parallel
with the recent developments of the use of 3D-RISM in solvation problems
of large molecules.
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Figure 4.22: Scaled fluid density distribution ρ1(x, y, z)/ρ
max of ad-
sorbed Ar atoms into a MEL zeolite corresponding to a 1.5 A˚ thick
slab centered at y0 = 20.36 A˚ for the xz-plane and for the xy-plane at
z0 = 23.4 A˚ as computed from the 3DOZ-HNC equation for T = 94
K and 32 Ar/u.c. and simulation results for the same load and 77 K.
Density profile projections on the y- and z-axis for a 1.5 A˚ thick slab are
illustrated by green and yellow curves arbitrarily normalized to ease the
visibility of the graphs. The plane positions are chosen to illustrate the
channel structure. ρmax is chosen as the maximum value of ρ1(x, y, z)
-both in the 3DOZ and MD results- so as to normalize the color scale of
the plot. (a) MD ρ1(x, y0, z)/ρ
max, (b) 3DOZ ρ1(x, y0, z)/ρ
max, (c) MD
ρ1(x, y, z0)/ρ
max, (d) 3DOZ ρ1(x, y, z0)/ρ
max
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Figure 4.23: Cumulative average density profiles of Ar atoms projected
on the x axis, ρ(x), and the z axis, ρ(z), and sections ρ(x, z0) and ρ(z, x0)
for slabs of 1.5 A˚ thickness around x0 = 20.36 A˚ and z0 = 23.4 A˚ for
a load of 30 Ar atoms adsorbed into a MEL zeolite at 77 K, obtained
from the 3DOZ-HNC approximation (solid curve) and computer simula-
tion (circles). Note that the 3DOZ-HNC results correspond to the lowest
converging temperature, 94 K. The axis label xi denotes x or z depending
on the graph under consideration.
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Figure 4.24: Scaled fluid density distribution ρ1(x, y, z)/ρ
max of ad-
sorbed Ar atoms into a MFI zeolite corresponding to a 1.5 A˚ thick
slab placed at x0 = 20.04 A˚ for the yz-plane and for the xz-plane at
y0 = 20.36 A˚ as computed from the 3DOZ-HNC equation and MD sim-
ulations for T = 176 K and 22 Ar/u.c. Density profile projections
on the y- and z-axis for a 1.5 A˚ thick slab are illustrated by green
and yellow curves arbitrarily normalized to ease the visibility of the
graphs. The plane positions are chosen to illustrate the channel struc-
ture. ρmax is chosen as the maximum value of ρ1(x, y, z) — both in
the 3DOZ and MD results — so as to normalize the color scale of the
plot. (a) MD ρ1(x0, y, z)/ρ
max, (b) 3DOZ ρ1(x0, y, z)/ρ
max, (c) MD
ρ1(x, y0, z)/ρ
max, (d) 3DOZ ρ1(x, y0, z)/ρ
max.
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Figure 4.25: Left graph: Cumulative average density profile of Ar
atoms projected on the x axis, ρ(x), y-axis, ρ(y), and z axis, ρ(z) for
a load of 22 Ar atoms adsorbed into a MFI zeolite at 176 K obtained
from the 3DOZ-HNC approximation (solid curve) and computer simula-
tion (circles). Right graph: Sections of the density profiles of Ar atoms
projected on the x axis, ρ(x, y0) for y0 = 24.90 A˚, y-axis, ρ(y, x0) for
x0 = 20.04 A˚, and z-axis planes, ρ(z, x0) for x0 = 20.04 A˚ for a slab
of 1.5 A˚thickness around the planes for a load of 22 Ar atoms adsorbed
into a MFI zeolite at 176 K obtained from the 3DOZ-HNC approxima-
tion (solid curve) and computer simulation (circles). The axis label xi
denotes x, y, or z depending on the graph under consideration.
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Figure 4.26: Scaled fluid density distribution ρ1(x, y, z)/ρ
max of ad-
sorbed Ar atoms into a FAU zeolite corresponding to a slab of 1.5 A˚
around the planes 110 (upper graphs) and ¯110 (lower graphs), as com-
puted from the 3DOZ-HNC equation and MD simulations for T = 77 K
and 104 Ar/u.c. Density profile projections on the diagonal axis of the
xy plane defined by y = x or y = Lx − x for a slab of 1.5 A˚thickness are
illustrated by yellow curves and arbitrarily normalized to ease the visibil-
ity of the graphs. ρmax is chosen as the maximum value of ρ1(x, y, z) -
both in the 3DOZ and MD results - so as to normalize the color scale of
the plot. (a) MD ρ1(x, x, z)/ρ
max, (b) 3DOZ ρ1(x, x, z)/ρ
max, (c) MD
ρ1(x, Lx − x, z)/ρmax, (d) 3DOZ ρ1(x, Lx − x, z)/ρmax.
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Figure 4.27: Density profile of Ar atoms for a 1.5 A˚ thick slab around
the h¯110 plane, ρh¯110(r; d), and integrated over the xy plane in the 110-
direction, ρh¯110(r), for a load of 104 Ar atoms adsorbed into a FAU ze-
olite at 77 K obtained from the 3DOZ-HNC approximation (solid curve)
and computer simulation (circles). The r represents the distance to the
origin across the diagonal of the xy-plane.
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Figure 4.28: Three-dimensional density distribution of Ar atoms for a
load of 30 Ar atoms adsorbed into a MEL zeolite at 94 K (left panel) and
for a load of 104 Ar atoms adsorbed into a FAU zeolite at 77 K (right
panel) obtained from the 3DOZ-HNC approximation, plotted by means of
isosurfaces defined by ρ1(x, y, z) = 0.005 A˚
−3 (glassy surface) and 0.058
A˚−3 (yellow for MEL and red for FAU).
Conclusions
As mentioned in the Preface, along this thesis we have pursued three ob-
jectives: to reveal how does the confinement influence self-assembling fluids,
to evaluate the capabilities of new nanostructured materials for adsorption
applications, and to construct an integral equation based theory suitable to
deal with adsorption and confinement processes. To this aim, simple and
self-assembling fluids have been confined in a variety of porous media, and
studied by means of both theoretical and simulation approaches. The result
obtained from the analysis of these systems are described in Chapter 3
and Chapter 4.
In what follows, we highlight the most relevant conclusions obtained in
this thesis, underlying the connection with our goals.
1. To reveal the effect of the confinement on the properties of self-assembling
fluids constitutes our first goal. To this aim, we have considered
different models of fluids exhibiting spontaneous order emergence
and their confinement into both regular (slit-pores) and disordered
(porous glasses) media.
• First, we have considered a simple mixture of dimers and monomers,
with short range attractive and repulsive interactions. It turns
out that this simple ”toy model” gives rise to the presence of
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nanostructural order in the form of micro-segregation in bicon-
tinuous structures (which in turn translates into the character-
istic presence of a prepeak in the site-site structure factors).
The effective site-site potentials extracted from the pair distri-
bution functions by means of an inverse MC and integral equa-
tion approach display the characteristic features of the SALR
interactions, with the repulsive long range increasing as the to-
tal density (and hence the ordering) increases. Furthermore, the
addition of charges to the model enhances the nanostructural
order. This analysis presents a unified view of microsegregated
bi-continuous domains, pre-peaks in structure factors, and SALR
type interactions, which are common to many complex systems
with self-assembling features, and explains how pattern forma-
tion at the nanoscale level can occur even without the presence
of explicit long-range interactions. We find that confinement of
this model mixture both in regular and disorder porous tends to
enhance pattern to demixing. In the case of disordered media,
finite structures are somewhat favored due to spatial constraint.
• We have also analyzed the confinement of a fluid described by
means of an effective SALR potential into a model of porous
glass, showing large and random disordered cavities. We have
found that the adsorption process of the SALR fluid in our
porous matrix strengthens the formation of droplets, i.e. it stabi-
lizes the cluster phase and impedes the formation of percolating
structures. Emerging stripe phases can still be found in large
pores, whereas in small pores the cluster phase transforms into
a bubble phase upon increasing fluid density. For the type of ma-
trix we have considered, we find that the pores are wide enough
to preserve the average intercluster separation in the confined
fluid with values quite close to those obtained for the infinite
fluid. Future work may focuse on the modulation of the fluid
mesophases by tuning of the matrix-fluid interactions, possibly
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including the presence of heterogeneities in the matrix composi-
tion.
• In the case of RTILs confined between graphene layers, we have
found that our [BMIM ][PF6] RTIL model does not wet the pore
walls for low packing densities, which rules out the possibility of
practical coating of the inner surface of carbon porous materials
with this IL, in order to enhance the adsorption capabilities. It
remains open the question of the effect of temperature and very
specially the length of the non polar chain.
• In addition, we have also studied the dynamics of this SALR fluid
both in bulk and confined in the disordered matrix. The clus-
ter emergency is reflected in the dynamics of the fluid through
the cage effect of the particles within each cluster that can be
observed at gas-like densities and low temperatures. Comparing
the dynamics of the SALR fluid in bulk and under confinement,
we have found that the effect of this confining medium is rel-
atively weak, because collisions with the matrix have a lower
impact on the velocities correlations than those with other clus-
ters, but correlations decay somewhat faster in bulk than under
confinement.
Summarizing, we have found that the effect of the confine-
ment over the structural order emerged in self-assembling
fluids is the enhancement of finite non-percolating patterns,
and the appearance of preferred positions in the confining
media, which translates into a layered structure near the
walls when they are confined in slit pores, and into perma-
nent droplets placed in certain cavities when confined in a
disorder matrix. Dynamics of the SALR fluid clearly re-
flects the emergence of particle aggregates, and it is weakly
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affected by the confinement probably due to the specific na-
ture of our confining medium.
2. Our second goal is to explore the feasibility of the storage of small
molecules storage in short capped nanotubes. We have first studied
the encapsulation of simple molecules such as CS2 and H2 into a
single carbon based short-capped nanotube both in solvent and in
vacuum; and afterwards we have studied the adsorption of H2 into a
molecular crystal formed by short-capped nanotubes.
The results for the experimentally observed CS2@C50H10 complex
obtained using Molecular Dynamics simulations are in excellent agree-
ment with those obtained by Dodziuk and Korona by means of the
SAPT(DFT) theory. Both predict that the complex becomes unsta-
ble at temperatures larger than 340K at 1 atm. Furthermore, the
simulations also indicate that the CHCl3 solvent stabilizes the com-
plex. This opens the possibility of using these nanocages for transport
of other molecules, e.g. biologically active chemicals) and study their
release in different environments. On the contrary, we have found
that the H2@C50H10 complex has a much lower stability, particularly
in the presence of H2 atmosphere.
Furthermore, we have found from a porous distribution analysis of the
crystal made up of short capped nanotubes, that only small cavities
are present in the material, thus only He and H2 molecules may be
adsorbed... which is reflected in the stepped shape of the adsorption
isotherms, the amount of H2 adsorbed rules out its potential use for
H2 storage.
To conclude, C50H10 nanocages might well have the potential
use for encapsulation of molecules of biological/medical in-
terest, but its use for H2 storage is ruled out. However, this
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study paves the way to scrutinize potential new longer short-
capped nanotubes, and search for either molecular crystals
of disordered structures with larger interstitial spaces, con-
siderably enhancing the stability of the adsorbed and their
capability as adsorbent.
3. Finally, we have constructed and tested a new theoretical approach,
in the framework of integral equation theory, that provides an explicit
and detailed description of the fluid distribution into the porous me-
dia.
• We have first explored the ability of a full 2D solution of the HNC
(and PY) equation for the description of the self-assembling
fluid, described by means of the SALR potential, adsorbed into
a disordered porous matrix with a large degree of porosity. The
equation was complemented by the use of a ROZ-HNC equa-
tion to faithfully approximate the fluid-fluid correlations under
confinement. We have shown that this approach reproduces in
a satisfactory way the average fluid-fluid spatial correlations of
different types of adsorbates and its combination with the 2DOZ-
HNC equation also yields a fair approximation for the matrix-
fluid correlations. Additionally, subject of future work will be
the analysis of the correlation between porosity and cluster size
distribution.
• We have also applied this procedure to three dimensional model
systems of Ar adsorbed into MEL, MFI, and FAU zeolites. Fluid-
fluid direct correlation functions were approximated using the
ROZ-HNC equations using as matrix-matrix correlations those
calculated from the zeolite structure factors. The average fluid-
fluid and fluid-zeolite structure provided by the ROZ-HNC using
a one-component (oxygen atoms) matrix turned out to be quali-
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tatively correct, particularly in the case of MFI and MEL (tight
confinement). Interestingly, the adsorption isotherms obtained
from the one component ROZ-HNC reproduce well the satura-
tion limits of the zeolites and much better than those obtained
using a two component matrix. Using the ROZ-HNC fluid-fluid
correlations, the 3DOZ-HNC was solved for the three systems
of interest. At higher temperatures/lower loads or for low tem-
perature adsorption in faujasite, the theoretical results agree re-
markably well with the simulation and provide an accurate three
dimensional picture of the fluid distribution with a much higher
resolution. Additionally, we have shown that the averaged fluid-
adsorbate distribution function can also be accurately computed
from the 3DOZ equation, outperforming the ROZ-HNC results
for this structural quantity. The fact that the 3DOZ-HNC incor-
porates explicitly many body effects from the adsorbate-matrix
interaction explains the better accuracy of this approach.
• A straightforward application of this 3DOZ-HNC approach, which
is under performance at this moment, is to use it for describing
the adsorption of H2 in the molecular crystal of C50H10 nano
cages, and its extension to mixtures of adsorbed fluids, includ-
ing molecular liquids in the RISM approximation.
In conclusion, this work presents a very useful tool, in the
framework of the Integral Equation Theory, for providing a
detailed average density map of the adsorbed fluids in both
two and three dimensional systems. We have applied this
technique to study simple noble gasses and complex fluids
with self-assembling properties confined in both random dis-
ordered (pore glasses) and regular (zeolites) porous media,
finding in all cases a good agreement with simulation results
at a substantially lower computational cost.
Conclusiones
En el Prefacio se han sen˜alado los tres objetivos perseguidos a lo largo de
esta tesis: analizar la influencia del confinamiento sobre el comportamiento
de los fluidos con propiedades autoensamblantes, evaluar la capacidad de
nuevos materiales nano-estructurados para aplicaciones de adsorcio´n, y con-
struir una teor´ıa, en el marco de las Ecuaciones Integrales, adecuada para
situaciones de adsorcio´n y confinamiento. Para cumplir estos objetivos,
se han analizado, mediante me´todos teo´ricos y de simulacio´n, fluidos sim-
ples y con propiedades auto-ensamblantes confinados en diferentes medios
porosos. Los resultados obtenidos se han descrito en los Cap´ıtulos 3 y 4.
En los siguientes items se describen las conclusiones mas relevantes que
se han encontrado a lo largo de esta tesis:
1. Se ha encontrado que en condiciones de confinamiento, el orden es-
tructural que emerge en fluidos auto-ensamblantes se ve afectado de
forma que se acentu´a la formacio´n de patrones finitos no percolantes.
Adema´s, aparecen posiciones preferenciales en determinados lugares
de los medios porosos. Esto se traduce a una estructura ordenada en
forma de la´minas en los poros tipo ”slit-pore” en las zonas cercanas
a las paredes, y en agregados permanentes situados en determinadas
cavidades cuando el medio poroso es desordenado. La dina´mica de
los fluidos tipo SALR refleja claramente la presencia de agregados de
part´ıculas, y esta´ de´bilmente afectada por el confinamiento, probable-
mente debido a la naturaleza del medio de confinamiento espec´ıfico
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que hemos utilizado.
2. Las nanocajas (C50H10) pueden usarse para encapsular mole´culas con
intere´s biolo´gico o me´dico, sin embargo este estudio concluye que su
uso para almacenamiento de hidro´geno queda descartado. No ob-
stante, queda abierta la posibilidad de considerar nuevas moleculas
del mismo estilo pero un poco mas largas, y construir con ellas tanto
cristales moleculares como estructuras desordenadas con espacios in-
tersticiales mas grandes mejorando considerablemente la estabilidad
del compuesto, y por tanto la capacidad del material como adsor-
bente.
3. Por u´ltimo, este trabajo presenta una u´til herramienta, en el marco
de la teor´ıa de Ecuaciones Integrales, que provee un detallado mapa
de densidad del fluido adsorbido en sistemas de dos y tres dimen-
siones. Hemos aplicado esta te´cnica para estudiar tanto gases nobles
como fluidos complejos por propiedades auto-ensamblantes confina-
dos en medios porosos aleatoriamente desordenados (vidrios porosos)
y tambie´n regulares (zeolitas). Se ha encontrado en ambos casos una
buena concordancia con los resultados obtenidos mediante me´todos
de simulacio´n y al mismo tiempo una disminucio´n sustancial del coste
computacional.
4.2 Simple fluids in zeolites 233
The main results of this thesis are collected in the following publications:
1. A Carbon Nanotube Container: Complexes of C50H10 with small
molecules. H. Dodziuk, T. Korona, E. Lomba and C. Bores, J. Chem.
Theory Comput. 8 4546 (2012)
2. Explicit spatial description of fluid inclusions in porous matrices in
terms of an inhomogeneous integral equation. E. Lomba, C. Bores,
G. Kahl, J. Chem Phys. 141 164704 (2014)
3. Demixing and confiment of non-additive hard-sphere mixtures in slit
pores. N.G. Almarza, C. Mart´ın, E. Lomba and C. Bores, J. Chem.
Phys. 142 014702 (2015)
4. Pattern formation in binary fluid mixtures induced by short-range
competing interactions. C. Bores, E. Lomba, A. Perera and N.G.
Almarza, J. Chem. Phys. 143 084501 (2015)
5. Adsorption of a two dimensional system with competing interactions
in a disordered, porous matrix. C. Bores, N.G. Almarza, E. Lomba,
G. Kahl, J.Phys: Condensed matter 27 194127 (2015)
6. A three dimensional integral equation approach for fluids under con-
finement: Argon in zeolites. E. Lomba, C. Bores, V. Sanchez-Gil,
E.G. Noya, J. Chem. Phys. 143 164703 (2015)
7. Confinement effects on a simple self-assembling mixture model C.
Bores, E.Lomba, A.Perera and B. Kracic (2016). In preparation.
8. Hydrogen adsorption in molecular crystals of short-capped nanotubes:
simulation and integral equation studies C. Bores, E.Lomba and R.
Notario (2016). In preparation.
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Appendix A
Generalization of the
structure factor: from 1D to
3D
The 1d discrete Fourier Transform and its inverse are:
Yk =
N−1∑
j=0
Xje
−i 2pi
N
jk ; Xj =
1
N
N−1∑
k=0
Yke
i 2pi
N
jk. (A.1)
It is possible to generalize these one-dimensional expressions to the
multi-dimensional case by multiplying the 1d transforms along each di-
mension [?]:
Yk1,...,d =
N1−1∑
j1=0
N2−1∑
j2=0
...
Nd−1∑
jd=0
Xj1,...,dω
−j1k1
1 ω
−j2k2
2 ...ω
−jdkd
d , (A.2)
where ωs = e
i2pi/Ns for all s ∈ 1, 2, ..., d being d the dimension. It can
be shown how this multi-dimensional array made up of mono-dimensional
functions preserves Fourier transforms properties like orthogonality.
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Moreover, the Fourier transform of a discrete convolution of the form:
Fj =
1
N
N−1∑
i=0
higj−1, (A.3)
may be decomposed as:
F˜k =
N−1−l∑
j′=−l
gj′e
i 2pi
N
kj′
N−1∑
l=0
hle
i 2pi
N
kl =
1
N
G˜H˜. (A.4)
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