This paper reports observations of rapid energy transport effects resulting from high intensity laser heating of fused silica targets. Picosecond optical probing of these interactions provides information on the kinematics of supersonic ionization fronts driven into the targets. Studies have been conducted as a function of laser intensity, wavelength, and target angle. Additionally, targets with metallic surface layers have been investigated. Characterization of the laser absorption has enabled plasma and radiation hydrodynamics energy transport simulations to be implemented. Although consideration has been given to several energy transport mechanisms, including thermal and suprathermal electron transport, the kinematics are best explained with a radiation transport model. This is confirmed by angled and high and medium Z coated target experiments.
I. INTRODUCTION
Short pulse, high intensity lasers based on Chirp Pulse Amplification 1 ͑CPA͒ allow for the study of high energy density matter generated from solid target interactions, but without many of the complications associated with longer laser pulses. 2 Current CPA lasers have pulse durations ranging from a few ps down to tens of fs, and focused intensities readily in excess of 10 16 W cm
Ϫ2
. Substantial free electron quiver energies at these intensities enable the production of transient, small scale length plasma at both high temperature and near solid density. This has allowed for applications such as high brightness, ultra fast x-ray generation from solids 3, 4 and the proposed fast ignition scheme for inertial confinement fusion. 5 In these schemes, the energy transport kinematics are of central importance.
On progressively longer timescales, electron thermal transport, 6 hydrodynamic expansion, 7 and shock wave propagation are all means by which plasma energy leaves the interaction region. Furthermore, the coherent part of the laser interaction can generate suprathermal electrons which ionise the bulk target in a delocalized manner. However, the extent of suprathermal electron generation varies substantially between experiments conducted with different laser and target conditions.
Even if the fraction of plasma energy in thermal radiation is small, the energy transport into the target can become dominated on fast timescales ͑fs or ps͒ by ionizing x-ray photons. This becomes possible when the radiation temperature is high and the temperature gradients are steep. 8 Intense, ultrashort pulse laser generated plasmas are a natural choice for producing plasmas with these conditions and are therefore suitable for studies of radiation transport.
Recent experiments have highlighted the importance of radiation transport in short pulse ͑2 ps͒ laser interactions with solid density targets. 9 Ionization fronts were understood to be driven by radiation transport, with measured velocities up to 40 times higher than seen using nsec laser pulses. 10 In this paper we report on a more comprehensive set of experiments covering a wider parameter range. These results, together with detailed plasma and radiation hydrodynamics simulations, help isolate the energy transport processes responsible for driving these ionisation fronts.
A discussion of our experiments begins in Sec. II with a description of the characteristics of the CPA laser. We then show how the absorption of laser energy in solid target experiments was determined ͑a key parameter for our simula-tions͒, and discuss its observed scaling in intensity and wavelength. Section III introduces the optical probing technique used for resolving the ionization front propagation within fused silica targets. To explore the processes driving these ionization fronts, we use the plasma and multigroup radiation hydrodynamics code MEDX 11 and the radiative opacity generating code IMP. 12 After a description of these codes, we report on transport data for normal incidence interactions, showing ionization front kinematics as a function of laser intensity and wavelength. Through comparison with our numerical modeling we find that radiation transport dominates in these experiments.
In Sec. IV we present transport data for various target angles and laser polarizations, in which we see an absence of angular dependence in the ionization front kinematics. We have also found ionization front acceleration for normal incidence interactions with the application of high Z ͑Pb͒ submicron thickness coatings on the target surface. We show that these observations are also consistent with radiation transport.
II. LASER ABSORPTION EXPERIMENTS

A. High intensity Nd:Glass CPA laser system
The laser system used in our experiments is a Nd:Glass laser based on the CPA technique. The central wavelength is 1053.4 nm and post-compression pulse energies E PULSE were upward of 0.5 J. A single-shot autocorrelator was used to monitor the temporal width of the compressed pulse, which was (2.0Ϯ0.2) ps. Measurements of the pulsed laser contrast ratio using a high dynamic range third order autocorrelator 13 show that within the Ϯ100 ps correlation window ͑roughly the temporal range in our probing experiment͒ there is a 1.5ϫ10 Ϫ4 pre-pulse 27 ps before the peak power in the main pulse. This pre-pulse is associated with the laser oscillator. The pulse contrast prior to the pre-pulse is better than 10 Ϫ5 and therefore below the solid target breakdown threshold for our experiments.
For detailed comparison, absorption and ionization studies have also been conducted where the laser pulse was frequency doubled in a type II, phase-matched KD*P crystal ͑the conversion efficiency was about 45%͒. In these experiments, residual 1053.4 nm laser light was rejected by transmission through a high reflectance ͑HR͒ 1053.4 nm mirror and subsequent reflections off two HR beam-steering mirrors for the second harmonic (2 0 ). This means that the 2 0 heating beam was pre-pulse free and so able to interact directly with a near solid density target.
Prior to focusing for solid target irradiation, the 1053.4 nm heating beam polarization was set to circular. The 526.7 nm beam had either p or s polarization, which was varied using a half-wave plate. Throughout, f /10 refractive optics were used to focus the heating beam, which had a Gaussian intensity profile. We varied the intensity on target by changing the pulse energy.
B. Absorption experiments
An Uhlbricht sphere was used in conjunction with a thermoelectric detector in order to quantify the laser energy E DIFF diffusely scattered off the target ͑see Fig. 1͒ . A glass wedge positioned at the vacuum chamber entrance window collected specularly reflected radiation from the target, and a calibrated fast photodiode ͑ϳ100 ps rise time͒ was used to determine the reflected energy E SPEC . This photodiode was cross-calibrated with a second fast photodiode to enable determination of the pulse energy for the interaction.
The space and time dependence in the laser absorption determine the plasma energy transport kinematics. Although ultrashort absorption measurements are time and space integrated, the information they provide on the energy input into the plasma is a prerequisite for numerical simulation of energy transport. Figure 2͑a͒ shows the integrated laser absorption fraction f A varying with peak intensity I 0 for 526.7 nm and 1053.4 nm irradiation at normal incidence. We find that the shorter wavelength produces greater absorption, as is characteristic of collisional heating. From these data, we have derived intensity dependencies f A 0 ϳI 0 Ϫ0.79Ϯ0.17 and f A 2 0 ϳI 0 Ϫ0.22Ϯ0.04 , both of which are consistent with a tail-off in the collisional heating rate as the laser field reduces the electron-ion collision frequency. For additional comparison, we cite the collisional heating scaling f A ϳI Ϫ1/2 from Ref. 14, which is intermediate between the two absorption curves. Furthermore, the divergence toward higher intensities between the curves is consistent with that seen in Ref. 15 , also under collisional heating.
Resonance absorption would occur with both heating beam frequencies, owing for instance to vector diffraction effects, 16 although no significant difference was found in the absorption between normal incidence and 45°incidence under p polarized 2 0 irradiation. In Fig. 2͑b͒ the measured fraction of specularly reflected radiation is shown. We see that this is approximately invariant with intensity, suggesting that microinstabilities were below threshold for amplified backscattering along the heating laser axis. Such an observation is consistent with the limited extent of underdense plasma produced during the ultrashort pulse interaction.
III. PROBE EXPERIMENT RESULTS AND INTERPRETATION
A. Time-and space-resolved heat front propagation within fused silica targets
The configuration for the energy transport experiment is illustrated in Fig. 1 . SiO 2 targets were irradiated on a polished planar face. The plasma evolving inside the target was imaged perpendicular to the heating beam axis using a sidelighting probe pulse generated from a 2 0 component of the main laser pulse Raman shifted in ethanol to 620 nm. Since cold SiO 2 is transparent to the probe radiation, varying the delay between the heating and probe beam enabled a sequence of 2-D shadowgrams to be obtained. These shadowgrams show the evolution of plasma at and above the probe critical density (n crit Ϸ3ϫ10 21 cm
Ϫ3
). From these images, the extent of the ionization front x front corresponding to n crit was determined as a function of time . We define 0 to be when the ionization front can first be resolved within the target.
The probe pulse wavelength enabled good discrimination of the ionization front against scattered heating laser radiation and harmonic generation arising within the plasma. A collecting lens optimized illumination, and a microscope objective was used to image the target and plasma onto a charge coupled device ͑CCD͒ camera. In order to transmit the probe beam alone, we placed an HR mirror for the appropriate heating beam wavelength in front of the CCD camera in series with interference filters. Between shots, a new area of the target ͑outside the region to where shock damage had propagated͒ was positioned under vacuum to the focus position.
Since the probe was generated from two cascaded nonlinear processes, the time resolution was no worse than Ϯ1 ps. Having determined the resolution of the imaging system in locating the edge of a thin wire of known diameter positioned in the probe beam, we found that the ionization front extent could be measured to within bounds of Ϯ2 m.
An approximate zero time delay between heating and probe beams was first established by using the laser oscillator pulse train. The relative delay of the beams was determined with a high speed photodiode ͑13 ps resolution͒, the diode output being read using a fast sampling oscilloscope. Following this approximate calibration, we used the onset of the ionization wave within the target to indicate the relative timing of the pulsed beams.
Calibrated photodiodes were used to monitor the heating pulse energy. Allowing for calibration uncertainties, the effective shot-to-shot bin on the measured energy had bounds of Ϯ17%.
In Fig. 3 we show a typical ionisation front image using 526.7 nm irradiation at normal incidence. In our simulations we track the ionization front using the same local thermodynamic equilibrium ͑LTE͒ criteria as applied in Ref. 6 , the front position x front corresponding to an electron temperature T e Ϸ1 eV. Owing to possible differences between 0 and the time of peak intensity in our simulations (t 0 ), we have where necessary offset the data in time in order to obtain best fits with the simulations.
B. Description of plasma-radiation hydrodynamics and opacity codes
Our simulations use the 1-D multi-group radiation transport and laser-plasma interaction code MEDX, which is implemented in planar geometry in conjunction with the opacity generating code IMP. Plasma dynamics are determined by one-dimensional, two-fluid, Lagrangian hydrodynamic equations for electrons and ions as per the MEDUSA code. 17 In MEDX the ions are assumed to obey an ideal gas equation of state, while for the free electrons we use a Thomas-Fermi ͑TF͒ model 18 supplemented with quantum and exchange corrections in order to model matter at or near solid densities.
FIG. 2. ͑a͒
Measured fractional absorption f A of laser energy as a function of peak intensity I 0 for 526.7 nm and 1053.4 nm irradiation at normal incidence. The uncertainties in these results arise principally from the random errors in the measurements using the two energy monitoring diodes, the calorimeter used for photodiode calibration and in the thermopile. The intensity dependencies f A (I 0 ) are derived for polynomial least squares fits to the tabulated values f A Ϯ⌬ f A . ͑b͒ Specularly reflected fraction of laser energy E SPEC /E PULSE under the same experimental conditions. The ionization of the plasma is calculated from the equilibrium TF model, and ionization energy is included in the energy balance.
MEDX calculates collisional absorption in the underdense plasma. The total collisional and resonance absorption in the code ( f A MEDX ) is then adjusted to agree with the measured absorption f A . Electron thermal transport is simulated using either a flux-limited, Spitzer heat flow 19 or a properly delocalised heat flux based on Ref. 20 . It is also possible to simulate suprathermal generation and transport. This is carried out under the assumption of an initially Maxwellian distribution characterized by a single suprathermal electron temperature T h in accordance with fits to measured values of T h (I 2 ). 21 The subsequent suprathermal electron evolution is then calculated by splitting the Maxwellian into ten energy groups. ͑This algorithm has been extensively verified in other experiments.͒ The fraction of energy absorbed into suprathermal electrons f h MEDX is constrained in an attempt to account for the observations in the probing experiments. This is reasonable given substantial variations in suprathermal fractions in other reported experiments. For the intensities used in our experiments these vary from less than 1% 22 to 10% or more. 7, 23 Radiation transport is calculated in accordance with the quasi-static assumption of an instantaneous distribution of emission and absorption sources determined by the local plasma conditions at each fluid element. A locally Planckian source function is assumed and appropriate boundary conditions are applied to the transfer equation. 11 Radiative energy ͑and momentum͒ transfer terms are derived using a powerful second order differential form of the quasi-static radiation transfer to enable recovery of both the optically thick ͑diffu-sive͒ and optically thin limits.
11 This is desirable since any realistic radiation flow has both optically thin and thick components because of the strong temperature dependencies in radiation opacities.
IMP generates Planckian energy group opacities g ͓cm 2 g Ϫ1 ͔ as a function of mass density and temperature T e for a specified target material. These account for freefree, bound-free, and bound-bound transitions ͑including stimulated emission effects͒. Typically, about 100 energy groups are generated. For a particular energy group the optical depth of a fluid cell of dimension ⌬x is g ⌬x. We emphasize that both medium and high Z element laserplasma opacity measurements realize good agreement with IMP tabulations. 12 We expect the LTE assumption for the opacities to be valid at high densities before significant plasma expansion occurs. This is the case in our experiments until after the laser beam has turned-off ͑and the plasma has expanded and cooled͒. We do not, however, expect the LTE assumption to be valid in the low density, high temperature corona. 3 . ͑a͒ Time-and space-resolved ionization front image, indicating the extent of plasma evolution within a planar SiO 2 target resulting from linearly polarized 526.7 nm irradiation at normal incidence. This image was captured at late time ͑defined as Ͼ 0 ϩ25 ps) after the initial onset of ionisation within the target. The estimated peak intensity was 7 ϫ10
16 W cm Ϫ2 . The measured extent of the ionization front (x front ) is 72 m. Although roughness on the target edge is visible, we have established that roughness does not influence our measurements, providing the target has been polished. This is because chips occur at the target edge, and not where the laser is focused.
C. Comparison of experiment and simulation
Focal spot measurements enabled the peak intensity to be estimated to within a factor of 2 (⌬I 0 рI 0 ), so the simulated intensity could be set accordingly. In all cases a 2 ps Gaussian laser pulse was assumed. In Fig. 4 the results of electron transport simulations using Spitzer heat flow ͑dot-dash curve͒ are presented against the experimental data for 1053.4 nm irradiation. A peak intensity of 1.5 ϫ10 17 W cm Ϫ2 has been simulated ͑corresponding to I 0 0 ϩ⌬I 0 0 ), and we have chosen to use the upper limit on our absorption measurements of 30%. Although for this calculation the flux-limiter has been set to unity, corresponding to the free-streaming limit, the simulation does not yield the behavior observed in the experiments. Furthermore, if under the same irradiation conditions a delocalized electron heat flux is simulated, no significant increase in heat front penetration and velocity occurs. We can attribute this to high particle densities preventing free streaming from the base of the heat front. Also plotted in Fig. 4 are the radiation transport simulation results for 0 irradiation ͑solid line͒. For further comparison Fig. 5 shows radiation transport simulations for 2 0 irradiation against the experimental data. In the 2 0 calculations we have simulated intensities I 0 2 0 ͑dashed line͒ and I 0 2 0 ϩ0.57⌬I 0 2 0 ͑solid line͒ in order to obtain best fits to the data. We see in both Figs. 4 and 5 that the radiation hydrodynamics simulations correlate well with the experiments, although differences between the simulations and experiments could be due to non-LTE effects. This needs to be investigated further.
The heat front penetration arising during the interaction is evident with the rapid ionization speed dx front /dt about t 0 . From Figs. 4 and 5 we estimate that dx front /dt р10 9 cm s
Ϫ1
, corresponding to approximately 10 m penetration over 1 ps. This is large compared to the extent of the thin layer where direct laser heating is most pronounced, as determined by the skin depth.
The absorption measurements comparing normal incidence to oblique incidence using the 2 0 beam indicate that the suprathermal electron fraction f h was small compared to f A . Nevertheless, in order to investigate further the effects of fast electron transport, we have also conducted suprathermal electron transport simulations and have considered fast electron stopping data for SiO 2 from Ref. 24 .
The MEDX simulations allow for space and time dependencies in suprathermal electron generation. The results of these calculations are that suprathermal electrons would reach the maximum penetration seen in the experiments within 2-3 ps ͑the exact time depends on the suprathermal electron current, and therefore on the simulated intensity, wavelength and f h MEDX ). For comparison, suprathermal electron stopping distance data show that 100 keV electrons ͑relativistic energy parameter ␥Ϸ1.2) have a range of 76 m in SiO 2 , a typical penetration depth in our experiments. This corresponds to a stopping time of about 0.5 ps ͑where we have assumed deceleration occurs predominately toward the end of the penetration depth, consistent with Coulomb collisions͒. To qualify this data, a period of approximately 2 ps can be added, corresponding to where suprathermal electron generation would be most energetic during the pulse. Even with this adjustment, it is clear from Figs. 4 and 5 that the effective fast electron stopping time of around 2.5 ps is too abrupt to account for our observations.
We have also considered changes brought about by retarding electric fields setup in order to maintain plasma quasi-neutrality. Since fast electron heating of the target depends on the fraction f h and efficient transport into the target, reduction in f h or transport inhibition would reduce the extent of heating. We have tested these effects in our simulations. First we increased the rate of energy deposition within the target dE/dx in order to simulate transport inhibition and decrease the penetration ͑by about a factor of 2͒. Second we increased f h MEDX so as to recover the original penetration depth, while maintaining the modified deposition term. Under these modified simulations the maximum penetration was reached in times of order 1 ps, demonstrating that significant transport inhibition by this mechanism did not occur in our experiments.
For further comparison, we refer to 2-D relativistic electron transport simulation results from Ref. 25 . These calculations included self-consistent electric and magnetic field effects and used laser and target parameters similar to our own ͑1 ps, 1 micron laser pulses and target Zϭ13).
, a net transport time of 3 ps was predicted. This included an 8.7% energy lost to the background owing to return currents, and a penetration depth reduction of 10%. Between this result, our own simulations and the stopping distance data, we emphasize that fast electron heating would not yield the ionization kinematics derived from our probing experiments.
D. Further discussions of normal incidence interactions
In the laser plasma interaction region, rapid temperature quenching would result from ionization and heating of the bulk target. Thus under a short pulse laser coupling to the radiation heating, the ionization kinematics will be determined by the absorbed energy fluence F abs ͓J cm ), any increase in F abs could change the late time ionization penetration.
In Fig. 6 we plot the late time ionization penetration as a function of I 0 for both heating wavelengths. ͑We define late time as Ͼ 0 ϩ25 ps, such that the observed ionisation front has slowed very considerably.͒ The 1053.4 nm results demonstrates an approximate peak intensity dependence of I 0 0.7 . It is also clear that there is no significant jump in penetration owing to pre-pulse breakdown. However, this is reasonable given the uncertainty in intensity and the variation spatially across the laser focus. Figure 6 also shows that the pre-pulse free 526.7 nm heating beam produces a sublinear intensity dependence. For comparison, the scaling here is approximately I 0 0.6 . We can account for differences in ionization penetration between the two wavelengths with the scaling x front ϳt 1/7 F abs 5/7 . This is derived from the self-similarity solution of radiation heat conduction from Ref. 27, 23 Second, the measured scaling in suprathermal electron stopping distances is x h ϳT h 2 .
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Taken together, this shows that the ratio of the extent of the late time penetration is 2 4q Ϸ2.5Ϫ16. Unlike the radiation penetration scaling, this is inconsistent with the data in Fig.  6 .
We have so far indicated that suprathermal electrons alone cannot determine the energy transport. For completeness we have also investigated their effect in changing the target opacity ahead of the radiation ionization front. Plotted in Fig. 4 ͑dotted curve͒ is the result of a simulation where we have coupled a small fraction ͑consistent with Ref. 22͒ of the laser energy into suprathermal electrons ( f h MEDX ϭ0.2%). However, this makes worse any discrepancy in ionization front speed between simulation and experiment. In this respect, the model enables us to estimate that the upper limit for f h is of order 1%.
IV. FURTHER EXPERIMENTAL WORK
A. Irradiation of angled targets
To fully isolate the effects of fast electron transport ͑which the previous data show to be insignificant͒, we have performed optical probing experiments using angled targets. We have also utilized the laser contrast improvement with second harmonic with a view to producing plasmas with reduced tunnel distance to the critical surface, and to limit any possible disruption of angular dependence in resonance absorption arising from satellite pulses. This is important considering that the ionization kinematics for 1053.4 nm p polarized irradiation were unchanged between 0°and 45°i ncidence. 9 Equally we operate in a regime where Chen et al. 29 demonstrated with p polarized, 1 ps pulses that suprathermal electron production was substantially affected by laser contrast.
Our experiments have used a range of angles where we expected resonance absorption to maximize according to Refs. 30 and 31 together with simple estimates of the density scale length. Yet Fig. 6 shows that under these conditions there is no angular dependence within the spread of late time ionization penetration. This we can attribute to radiation transport being dominant over suprathermal electron transport. Nevertheless, suppose that the resonantly absorbed fraction in these interactions were composed of one component due to classical resonance absorption ͑with some angular maximum͒ and a second component due to polarizationmixing ͑decreasing with angle owing to increasing tunnelling distance͒. The sum of these components might be angularly invariant, consistent with our observations, but then the second component would have to be larger than the maximum FIG. 6 . Late time ionization penetration for 1053.4 nm and 526.7 nm irradiation at normal incidence as a function of I 0 with circular and linear polarization, respectively. The 526.7 nm data are shown single-shot, whereas the 1053.4 nm results represent a ten shot spread at the specified I 0 within the designated energy bin. Additionally, data over a ten shot spread are shown for 526.7 nm irradiation using target angles of 18°͑p polarization͒, 33°͑s and p͒ and 45°͑s and p͒, respectively. in the first. To our knowledge, this would not be consistent with any other experiments, supporting our observation that resonance absorption cannot be responsible for our results.
B. Overcoated targets
With the application of a high Z material layer to the target face, the initial plasma radiation field should become more closely Planckian. To investigate this further, experiments were conducted with the addition a Pb coating of thickness lϭ500 nm deposited on the target face. ͑Al coatings were also used, but did not produce changes in the 2 0 ionization kinematics, being of similar Z to Si and O.͒ Figure  5 shows that the Pb coating increases dx front /dt over a period of roughly 10 ps around t 0 . Here we can estimate that dx front /dt exceeds 10 9 cm s
Ϫ1
, which we believe is the fastest ionization front observed from short pulse laser-solid interactions. For comparison, Fig. 7 indicates that the late time penetration is unchanged with the Pb coating, and this is true over an order of magnitude in I 0 .
Although we cannot incorporate Pb coated targets into our rigorous model, since opacities are unavailable for such high energy density, high Z matter, a simple qualitative argument is sufficient: since lϾc/ p , the laser energy deposition occurred within the coating, and as we can assume that the emission characteristics of the Pb plasma layer were more closely quasi-Planckian ͑than that of the uncoated target surface plasma͒, the increase in dx front /dt seen in Fig. 5 is explicable with the greater radiation emission I p (tϷt 0 ) from the laser heated region. If we assume that the Pb coating guarantees a quasi-Planckian source where the SiO 2 surface plasma cannot, this may also explain why the MEDX simulations fit more closely to the data in Fig. 5 for the Pb coated target. Fig. 7 can also be attributed to radiation transport.
Fast electron generation may have arisen in the coating, but because the fast electron range is large compared to the thickness of the surface coating (x h ӷl), no direct modification to the penetration could occur. However, changes in the plasma density profile and scale length may have occurred within the coating. Such changes could be expected to alter f h and therefore the late time ionization penetration. However, because this behaviour is not discernible in Fig. 7 , it can be ascertained for the Pb coated target experiments that fast electron transport was not observed.
C. Further discussions
It is appropriate to use the MEDX simulations to describe the heating within the target with greater detail than sampled experimentally. Characteristic of these simulations are two distinct components to the energy transport. These can be seen in Fig. 8 . The first component corresponds to the hot material ͑hundreds of eV͒ which drives the radiation front. This has a spatial extent which is limited to about 10 m or less. Within this hot region, T e falls away sharply, and the strong temperature gradients exceed several hundred eV/m.
A second component is in evidence by the peak of the pulse (t 0 ). This ''warm'' tail originates at the base of the hotter material, and spans tens of m. It arises in the MEDX simulations because the energy transport is calculated under considerations which, although assuming LTE opacities, still allow for nonlocal radiation propagation. 11 This tail therefore represents the nonlocal part of the flow, being consistent with the nonlinear g (T e ) dependencies. In our work, we believe that the high plasma temperatures drive this optically thin component in the radiation flow, consisting of penetrating x-rays. This is the case despite the high electron and ion densities within the stationary solid target. Although this nonlocal component is weak, containing a small fraction of the energy subsisting within the plasma, it is important experimentally because it helps us delineate the spatial extent of hotter matter ͑when using appropriate modelling͒.
Finally 1/3 to 10-fold increase in T h ͑as well as perhaps a larger f h ) as J؋B electron heating 33 becomes important. In our experiments this could be achieved by using a focusing optic not limited by spherical aberration. Given that the plasma temperature appears to be clamped by ultrafast radiation transport, one can anticipate a transitional regime where radiation and suprathermal electron ionization are simultaneously effective. This interplay may have subtle bearing on fast ignitor physics, 5 making this an interesting subject for further detailed work.
