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Abstract
In this paper, we present a numerical algorithm for the accurate and efficient
computation of the convolution of the frequency domain layered media Green’s
function with a given density function. Instead of compressing the convolution
matrix directly as in the classical fast multipole method, fast direct solvers, and
fast H-matrix algorithms, the new algorithm considers a translated form of the
original matrix so that many existing building blocks from the highly optimized
free-space fast multipole method can be easily adapted to the Sommerfeld in-
tegral representations of the layered media Green’s function. An asymptotic
analysis is performed on the Sommerfeld integrals for large orders to provide an
estimate of the decay rate in the new “multipole” and “local” expansions. In or-
der to avoid the highly oscillatory integrand in the original Sommerfeld integral
representations when the source and target are close to each other, or when they
are both close to the interface in the scattered field, mathematically equivalent
alternative direction integral representations are introduced. The convergence
of the multipole and local expansions and formulas and quadrature rules for
the original and alternative direction integral representations are numerically
validated.
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1. Introduction
The efficient numerical simulation of waves in layered media in the frequency
domain is a challenging task in scientific computing. One of the key numerical
difficulties arises from the Sommerfeld integral representation for a general lay-
ered media Green’s function [1, 2]. For example, consider a simple three-layered
medium with layer interfaces at y = 0 and y = −d, and assume k1, k2, and k3
are the wave numbers in each layer, respectively. When the source is located in
the top layer x0 = (x0, y0) with y0 > 0, the scattered field at x1 = (x1, y1) in
the middle layer (−d < y1 < 0) has the reflected field from the top and bottom
interfaces. The reflected field from the top interface gt2 (formula for the bottom
interface is similar) is represented by
gt2(x1,x0) =
∫ ∞
−∞
e
√
λ2−k22y1eiλx1e−
√
λ2−k21y0e−iλx0
1
4π
√
λ2 − k22
σt2(λ)dλ
where
σ
t
2(λ) =
e
d
√
λ2−k22 (λ2 +
√
λ2 − k22
√
λ2 − k23 − k
2
2)
sinh(d
√
λ2 − k22)(λ
2 +
√
λ2 − k21
√
λ2 − k23 − k
2
2) +
√
λ2 − k22(
√
λ2 − k21 +
√
λ2 − k23) cosh(d
√
λ2 − k22)
is referred to as the density on the top interface found by matching the continuity
conditions at the layer interfaces [3]. A discretization of the integral equation
description of the wave field in layered media leads to a linear system and each
entry in the coefficient matrix requires the evaluation of one or more of these
Sommerfeld integrals [4, 5], which is very expensive especially when the source
and target are close to the same interface, e.g., when both y1 and y0 are close to
the upper (y = 0) interface and |x1−x0| ≫ |y1−y0| in the function gt2. Note that
even the state-of-the-art fast direct solvers or H-matrix algorithms [6, 7, 8, 9]
require a sufficient number of samples of the coefficient matrix entries before
the matrix can be effectively compressed for further numerical linear algebra
operations.
This paper is aimed at completely resolving two of the many existing chal-
lenges in the simulation of waves in layered media: (a) an optimal fast al-
gorithm for the application of the layered media Green’s function to a given
density function, and (b) an effective numerical scheme to compute the layered
media Green’s function when the source and target are close to each other, or
close to the media interface. Firstly, we present a general algorithm framework
for an optimal fast solver. The new algorithm compresses a transformed ver-
sion of the original matrix, and both the expansions and translation operators
are derived using mathematical analysis techniques. The transformed matrix
approach made possible for the new algorithm to use many well-optimized nu-
merical tools from existing free-space fast multipole method (FMM) with minor
or no changes. This approach is different from existing FMM, fast direct solver,
and fast H-matrix algorithms which compress the coefficient matrix directly.
The error analysis of the expansion is based on the asymptotic analysis of in-
tegrals which can be generalized to layered media Green’s functions in three
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dimensions. Secondly, by introducing different integration contours for the Som-
merfeld integral representation of the layered media Green’s function, the new
method can also effectively and accurately evaluate the interactions when either
the source, or target, or both are close to the interface between different layers.
The resulting algorithm complexity is asymptotically optimal O(N) in the low
frequency regime, with a prefactor close to that of the well-developed free-space
FMM algorithms.
To present the ideas, we restrict our attention to the two-dimensional (2-D)
layered media in this paper and organize the paper as follows. In Section 2,
we first summarize all the necessary building blocks for the new algorithm and
present the pseudocode and complexity analysis. Section 3 provides several ex-
amples of these Green’s functions. In Section 4, we present a detailed analysis of
the numerical algorithm, including the asymptotic expansion based truncation
error analysis of the new “multipole” (far-field) and “local” expansions, and
the mathematically equivalent alternative direction Sommerfeld integral repre-
sentations of the original layered media Green’s function. Section 5 presents
numerical results designed to validate the algorithm analysis. We summarize
our results and discuss future work in Section 6.
2. Adapting Free-space FMM for 2-D Layered Media Green’s Func-
tions
We first present the algorithm framework. Detailed analysis of each algo-
rithm component will be covered in Section 4. This section is written for readers
with sufficient knowledge of the classical FMM [10], which is becoming a stan-
dard topic in scientific computing.
2.1. Summary of Algorithm Building Blocks
We use notations and terminologies commonly adopted by the FMM com-
munity, and present the building blocks in the same order as they appear in the
algorithm.
Layered Media Green’s Functions.
The layered media Green’s function consists of the free-space and scattered
field parts. As the free-space Green’s function is well-studied, we focus on a
general form of the scattered field Green’s function. For a target point x = (x, y)
in the layer with wave number k and a source point x0 = (x0, y0) in the layer
with wave number k0, the scattered field Green’s function is given by
gs(x,x0) =
∫ ∞
−∞
e−
√
λ2−k2(y+d)eiλxe±
√
λ2−k20y0e−iλx0
σ(λ)
4π
√
λ2 − k2 dλ (1)
where d is a constant and σ(λ) is independent of x and x0 and converges to a
constant when λ→ ±∞. When the “+” sign is used in e±
√
λ2−k20y0 , y+d−y0 is
assumed to be positive in order to guarantee integrability. Sample Sommerfeld
integral representations of layered media Green’s functions for acoustic waves
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and time harmonic Maxwell’s equations (vector Helmholtz equations) can be
found in [3, 11, 12, 13] and in Section 3. In the following, the mathematical
formulas for the “+” sign are presented. The formulas for the “−” sign can be
derived in the same way and are thus omitted.
Multipole Expansion and Source-to-Multipole (S2M) Translation Op-
erator. Assume there are N sources located in a box centered at xsc = (x
s
c , y
s
c),
each carries a charge qj located at xj = (xj , yj), their contributions to the
far-field location x = (x, y) are given by
φ(x) =
N∑
j=1
qjg
s(x,xj) (2)
=
∫ ∞
−∞
e−
√
λ2−k2(y+d)eiλx
 N∑
j=1
qje
√
λ2−k20yje−iλxj
 σ(λ)
4π
√
λ2 − k2 dλ.
Definition 1 (Multipole Expansion). The far-field contributions at x due
to charges qj located at xj, j = 1, 2, · · ·N in a box centered at xsc in Eq. (2)
have the multipole expansion:
φ(x) =
∞∑
p=−∞
MpΦp(x, y) (3)
where the multipole coefficient is given by
Mp =
N∑
j=1
qjJp(k0rj)e
−ipθj , (4)
(rj , θj) are the polar coordinates of xj with respect to x
s
c, Jp is the Bessel func-
tion of order p,
Φp(x, y) =
∫ ∞
−∞
e−
√
λ2−k2(y−ysc+d)eiλ(x−x
s
c)
(
λ−
√
λ2 − k20
k0
)p
σ˜(λ)
4π
√
λ2 − k2 dλ,
(5)
and σ˜(λ) = σ(λ)e−
√
λ2−k2ysc+
√
λ2−k20ysc .
Eq. (4) is derived from the Jacobi-Anger formula [14]
eikr cos θ =
∞∑
m=−∞
imJm(kr)e
imθ
and the multipole coefficient Mp is the same as the multipole coefficient for the
free-space Helmholtz kernel [15]. We refer to forming the multipole expansion
as the Source-to-Multipole (S2M) operator. This definition simply states that
by changing the basis (matrix transformation) to Φp, existing free-space S2M
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operator for the Helmholtz equation with the same wave number k0 can be used
directly to derive the coefficientsMp of the compressed representation in Eq. (3).
Note that the asymptotic properties of σ˜(λ) = σ(λ)e−
√
λ2−k2ysc+
√
λ2−k20ysc re-
main the same as the original σ(λ) as λ→ ±∞.
Remark: By introducing the change of variable z =
λ−
√
λ2−k20
k0
in Eq. (5), the
expansion
∑∞
p=−∞Mpz
p is the Laurent expansion of the function
N∑
j=1
qje
√
λ2−k20(yj−ysc)e−iλ(xj−x
s
c)
and Mp is the expansion coefficient independent of λ (or z).
At the low-frequency regime when both k0 and k are small, the number
of terms required in the truncated layered media multipole expansion for a
prescribed error tolerance is approximately the same as that in the free-space
Laplace FMM. We leave the truncation error analysis of the multipole (and
local) expansions to Section 4.
Multipole-to-Multipole (M2M) Translation Operator. In FMM, multi-
pole expansion of the parent is constructed by translating that of the children.
Translating the center of a multipole expansion from child box to its parent box
is referred to as the Multipole-to-Multipole (M2M) translation operator. As the
multipole coefficients for the layered media in Eq. (4) are the same as those for
the free-space Green’s function for the Helmholtz equation with wave number
k0 for both the parent and child boxes, we therefore have the following lemma.
Lemma 1 (M2M). The M2M translation operator for the layered media Green’s
function in Eq. (4) is the same as the M2M operator for the free-space Green’s
function of the Helmholtz equation with wave number k0. The parent’s multipole
coefficients M˜p are given by
M˜p =
∞∑
q=−∞
Mp−qJq(k0r12)eiqθ12 (6)
where Mp−q are the child’s multipole coefficients and (r12, θ12) are the polar
coordinates of the child’s center with respect to the parent’s center.
Therefore, the free-space M2M translation operator can be used without any
change to obtain the multipole expansions for all the boxes on the hierarchical
tree structure for the layered media Green’s function.
Local Expansion and Multipole-to-Local (M2L) Translation Operator.
Notice that the potential field φ(x) satisfies the Helmholtz equation with wave
number k, we therefore use the same Bessel function based expansion as that for
the free-space Green’s function with wave number k to compress the received
far-field contributions into a local expansion of the target box centered at xtc =
(xtc, y
t
c).
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Definition 2 (Local Expansion). The potential function φ due to the far-
field source contributions can be compressed into a local expansion
φ(x) =
∞∑
p=−∞
LpJp(kr)e
ipθ (7)
where (r, θ) are the polar coordinates of x with respect to the target box center
xtc, Lp is called the local expansion coefficient. Evaluating the local expansion at
a target point is referred to as the Local-to-Target (L2T) translation operator.
Similar to the free-space FMM, the compressed far-field multipole expansion
of the source box centered at xsc given by Eq. (3) can be translated into a local
expansion in Eq. (7) of the target box centered at xtc, by plugging the plane
wave formula
ei(λ(x−x
t
c)+
√
k2−λ2(y−ytc)) =
∞∑
m=−∞
imJm(kr)e
imθ
(
λ− i√k2 − λ2
k
)m
(8)
in the basis function Φp in Eq. (5), where (r, θ) are the polar coordinates of x
with respect to the target box center at xtc. Translating the multipole expansion
to a local expansion is referred to as the Multipole-to-Local (M2L) translation
operator and we have the following lemma.
Lemma 2 (M2L). The local expansion coefficients of a target box centered at
xtc, due to the contributions from particles in a source box centered at x
s
c de-
scribed by its multipole expansion in Eq. (3), can be computed using the M2L
translation matrix A = {Ap,q} using
Lp =
∞∑
q=−∞
Ap,qMq (9)
where
Ap,q =
∫ ∞
−∞
ipe−
√
λ2−k2(ytc−ysc+d)eiλ(x
t
c−xsc) (10)
×
(
λ+
√
λ2 − k2
k
)p(
λ−
√
λ2 − k20
k0
)q
σ˜(λ)
4π
√
λ2 − k2 dλ.
Note that when |ytc−ysc+d| ≪ |xtc−xsc|, the evaluation of Ap,q can be very costly
due to the highly oscillatory term eiλ(x
t
c−xsc). This difficulty can be resolved by
using the alternative direction integral representation of the translation operator
that will be discussed in Sec. 4. The translation matrix A can be precomputed
for optimal efficiency when the geometries of the layered media and embed-
ded objects are fixed, or computed on the fly using the Gauss and Laguerre
quadrature rules for the alternative direction integral representations.
Local-to-Local (L2L) Translation Operator. The local expansion of the
parent can be translated to its children using the Local-to-Local (L2L) transla-
tion operator given by the following lemma [15, 16].
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Lemma 3 (L2L). As the basis for the local expansion of the layered media
Green’s function is the same as that for the free-space Green’s function of the
Helmholtz equation with wave number k, the L2L translation operator for the
layered media Green’s function in Eq. (7) is therefore the same as the L2L
operator of the free-space FMM for the Helmholtz equation with wave number
k. The child’s local coefficients L˜p are given by
L˜p =
∞∑
q=−∞
Lp−qJq(kr12)e−iq(θ12−π) (11)
where Lp−q are the parent’s local expansion coefficients and (r12, θ12) are the
polar coordinates of the parent’s box center with respect to the child’s box center.
This lemma states that the free-space L2L translation operator can be used
without change to derive the local expansion of the child box from its parent’s
for the layered media case.
Direct Source-to-Target (S2T) Interactions. For neighboring boxes, the
interaction of the source and target can be handled in two ways: (1) by evaluat-
ing the Sommerfeld integral directly, or (2) for the scattered field contribution
from sources in a source box, when its multipole expansion is also valid in its
neighboring target box, the source box’s multipole expansion can be translated
and merged into the target box’s local expansion using the same M2L transla-
tion operator as we discussed previously for the interaction list boxes, which will
be evaluated later using the very efficient L2T operator for the leaf boxes. Note
that when this happens, the FMM tree structure should be modified accordingly
to further accelerate the computation.
One numerical difficulty of evaluating the layered media Green’s function
for direct S2T interaction or entries of the translation matrix A in M2L comes
from the oscillatory term eiλx when the other exponential terms in the integrand
decay slowly. For example, in the free-space Green’s function,
g(x,x0) =
∫ ∞
−∞
e−
√
λ2−k2yeiλx
1
4π
√
λ2 − k2 dλ (12)
where the source point is located at the origin (x0, y0) = (0, 0) and the target
point is located at the first quadrant (x > 0 and y > 0). In the new version of
FMM [16, 17, 18], it is referred to as the “north” plane wave expansion because
this formula is valid when y > 0. However, when y is very close to the line y = 0
and x ≫ 0, a huge number of quadrature points has to be used to resolve the
oscillatory term eiλx due to the very slow decay of e−
√
λ2−k2y. Similar problems
arise when evaluating the direct interactions of the source and target points that
are close to the interface of the layered media and the M2L translation matrix
A in Eq. (9).
To understand the origin of this problem, we divide the Sommerfeld integral
representation into the propagating (|λ| < k) and evanescent (|λ| < k) parts,
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and after the change of variables as in [17], Eq. (12) can be rewritten as
g(x,x0) =
1
4π
∫ π
0
eik(y sin θ−x cos θ)dθ +
1
2πi
∫ ∞
0
e−ty cos(
√
t2 + k2x)dt.
The first and second integrals are called the propagating part and evanescent
part, respectively. For the propagating part, the number of required Gauss
quadrature points to evaluate the integral only depends on k and r =
√
x2 + y2,
which is normal. However, when y ≪ x, the integrand in the evanescent part
e−ty cos(
√
t2 + k2x) requires many Laguerre quadrature points to resolve the
oscillatory term cos(
√
t2 + k2x) because e−ty decays slowly. This problem can
be resolved by using the equivalent “east” plane wave representation for x > 0
g(x,x0) =
1
4π
∫ π
0
eik(−y cos θ+x sin θ)dθ +
1
2πi
∫ ∞
0
e−tx cos(
√
t2 + k2y)dt,
which can be derived from the “north” plane wave representation using contour
integration as will be discussed in Section 4. Since y ≪ x, the evanescent part
of the alternative direction integral can be evaluated using a small number of
Laguerre quadrature points. Similar representations can also be derived for
the “south” and “west” directions for general layered media Green’s functions,
either using the method of images, contour integration, or applying the integral
transforms directly in the alternative direction.
2.2. Algorithm Pseudocode
We present the algorithm pseudocode in Algorithm 1. Compared with
the classical FMM for free-space kernels, the adapted FMM for layered me-
dia Green’s function only differs in the M2L and S2T subroutines, and in the
number of expansion terms when the wave numbers are different. All other
subroutines and functions from free-space FMM can be adopted with minor or
no changes by the layered media FMM.
2.3. Algorithm Complexity
We compare the algorithm complexity of the layered media FMM (LM-
FMM) with that of the free-space FMM (FS-FMM).
In the upward pass, only the free-space S2M and M2M translation operators
are used. Thus, if the number of expansion terms is the same as that of the free-
space case, the LM-FMM has the same number of operations as the FS-FMM
in the upward pass. In the downward pass, the L2L operator of the LM-FMM
has the same complexity as that of the FS-FMM. However, the M2L opera-
tor requires more operations when the M2L translation matrix is computed on
the fly, as at least one integral has to be evaluated to find each entry of the
translation matrix. Note that these integrals can be evaluated efficiently when
the alternative direction integral representations are used (further discussed in
Sec. 4). Moreover, the translation matrix can often be re-used by many boxes in
the same level in the hierarchical tree structure. On the other hand, when the
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Algorithm 1 Adapting Free-space FMM for Layered Media Green’s Functions
Step 1: Initialization
Generate an adaptive hierarchical tree and precompute necessary tables.
Step 2: Upward Pass
for l = L, · · · , 0 do
for all boxes j on level l do
if j is a leaf node then
compute S2M using free-space S2M operator.
else
compute M2M using free-space M2M operator.
end if
end for
end for
Step 3: Downward Pass
for l = 1, · · · , L do
for all boxes j on level l do
shift local expansion of j’s parent to j using free-space L2L operator.
collect interaction list contribution using M2L operator in Eq. (9).
collect valid neighbor box multipole expansion using M2L operator.
end for
end for
Step 4: Evaluate Local Expansions and Direct Interactions
for each leaf node (childless box) do
evaluate local expansion (L2T) at each particle location.
collect un-evaluated source target interaction (S2T) from neighbor boxes
(including self) using alternative direction Sommerfeld integrals.
end for
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translation matrix A is precomputed, the algorithm complexity in the downward
pass is about the same as that in the classical FS-FMM. In Step 4, the evalu-
ation of the local expansion in the LM-FMM has the same complexity as that
in the FS-FMM. For the direct source to target (S2T) interactions, more oper-
ations are needed than FS-FMM because the alternative direction Sommerfeld
integrals have to be evaluated. In summary, when the local direct interaction
operations are not counted (which can be very efficient on parallel computers),
the translation matrix A is precomputed, and the number of expansion terms
is the same as that of the FS-FMM, the total number of operations of the LM-
FMM is about the same as that of the FS-FMM. In Sec. 4, we show that for
many settings, the number of expansion terms of the LM-FMM is in the same
order as that of the FS-FMM, for example, when the wave numbers of different
layers are all in the low-frequency regime.
3. Examples of 2-D Layered Media Green’s Functions
We consider the potential at a target point x = (x, y) due to a source charge
with density q0 located at x0 = (x0, y0). The source and target may locate in
the same or different layers with the jth interface located at y = yj . The wave
numbers are k0 for the source layer and k for the target layer, respectively.
To derive the layered media Green’s function, a Fourier transform is usually
performed in the x-direction, reducing the 2-D Helmholtz equation to an ODE
system, which can be solved analytically with some unknown density functions
in the Sommerfeld integral representations. The density functions are obtained
by solving a linear system of algebraic equations to match the interface condi-
tions. In this paper, we consider the Green’s function in a rather general form
G(x,x0) =
∫ ∞
−∞
e−
√
λ2−k2(y+d)eiλxe±
√
λ2−k20y0e−iλx0
σ(λ)
4π
√
λ2 − k2 dλ (13)
where d is a constant and σ(λ) converges to a constant when λ → ±∞. Many
2-D layered media Green’s functions are in this particular form. In the following
discussions, we refer to the first two exponential terms e−
√
λ2−k2(y+d)eiλx as the
target term, the third and fourth exponential terms e±
√
λ2−k20y0e−iλx0 as the
source term, and σ(λ) as the image term (for reasons which will be explained
later).
In this section, we present a few examples of the layered media Green’s
functions, all are in the form of Eq. (13).
Example 1: Free-space Green’s Function. The first example is the free-
space Green’s function for the Helmholtz equation with wave number k. For a
source point x0 = (x0, y0) and a target point x = (x, y) with y − y0 > 0, the
free-space Green’s function is given by the Sommerfeld integral of the form
g(x,x0) =
∫ ∞
−∞
e−
√
λ2−k2yeiλxe
√
λ2−k2y0e−iλx0
1
4π
√
λ2 − k2 dλ. (14)
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Example 2: Two-layered Medium with Zero Dirichlet Interface Con-
dition. The second example is the half-space problem with Dirichlet condition
(total field is 0) at the layer interface located at y = 0. We assume the source is
located at x0 = (x0, y0) on the upper half plane (y0 > 0). Using the method of
images, the scattered field for a target point located at x = (x, y) on the upper
half plane (y > 0) can be represented as
gs(x,x0) =
∫ ∞
−∞
e−
√
λ2−k2yeiλxe−
√
λ2−k2y0e−iλx0
−1
4π
√
λ2 − k2 dλ. (15)
To satisfy the Dirichlet boundary condition, an image charge is added at the
location (x0,−y0) and −1 is the charge of the image source. Interested readers
are referred to [19] for more details.
Example 3: Two-layered Medium with Impedance Interface Condi-
tion. The third example is the half-space Green’s function with the impedance
boundary condition
∂u
∂y
− iαu = 0 (16)
at the layer interface y = 0. The scattered field at a target point x = (x, y) due
to the source at x0 = (x0, y0), where both points are located at the upper half
plane with wave number k, is given by
gs(x,x0) =
∫ ∞
−∞
e−
√
λ2−k2yeiλxe−
√
λ2−k2y0e−iλx0
1
4π
√
λ2 − k2
√
λ2 − k2 + ikα√
λ2 − k2 − ikαdλ.
(17)
In [13, 20], it was shown that the term
√
λ2−k2+ikα√
λ2−k2−ikα can be derived using the
method of complex images, we therefore refer to σ(λ) =
√
λ2−k2+ikα√
λ2−k2−ikα term as
the image term. This Green’s function was also discussed in [19]. Note that
when λ→ ±∞, σ → 1.
Example 4: Three-layered Medium with Transmission Condition. The
last example we consider in this paper is the Green’s function for a three-layered
medium with the transmission condition in [3], where the layer interfaces are
located at y = 0 and y = −d. Let a source point be located in the top layer
at x0 = (x0, y0) and a target point x = (x, y). In the first layer (y > 0), the
scattered field gs1 is the field reflected from bottom layers. In the second layer
(−d < y < 0), the scattered field consists of the contribution from top and
bottom interfaces gs2 = g
t
2 + g
b
2. In the third layer (y < −d), the scattered field
gs3 is the transmitted field from the source in the first layer. By matching the
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continuity of the field, the scattered field in each layer can be represented as
gs1(x,x0) =
∫ ∞
−∞
e−
√
λ2−k21yeiλxe−
√
λ2−k21y0e−iλx0
1
4π
√
λ2 − k21
σ1(λ)dλ,
gt2(x,x0) =
∫ ∞
−∞
e
√
λ2−k22yeiλxe−
√
λ2−k21y0e−iλx0
1
4π
√
λ2 − k22
σt2(λ)dλ,
gb2(x,x0) =
∫ ∞
−∞
e−
√
λ2−k22(y+2d)eiλxe−
√
λ2−k21y0e−iλx0
1
4π
√
λ2 − k22
σb2(λ)dλ,
gs3(x,x0) =
∫ ∞
−∞
e−
√
λ2−k23(y+2d)eiλxe−
√
λ2−k21y0e−iλx0
1
4π
√
λ2 − k23
σ3(λ)dλ
where (σ1(λ), σ
t
2(λ), σ
b
2(λ), σ3(λ))
T are the solutions of the linear system
−1
√
λ2−k21√
λ2−k22
e
−d
√
λ2−k22
√
λ2−k21√
λ2−k22
0
0 e−d
√
λ2−k22 1 −
√
λ2−k22√
λ2−k23
1 1 −e−d
√
λ2−k22 0
0 e−d
√
λ2−k22 −1 −1


σ1(λ)
σt2(λ)
σb2(λ)
σ3(λ)
 =

1
0
1
0
 ,
(18)
and the solutions (σ1(λ), σ
t
2(λ), σ
b
2(λ), σ3(λ))
T are explicitly given by


sinh
(
d
√
λ2−k22
)(
−λ2+
√
λ2−k21
√
λ2−k23+k
2
2
)
+
√
λ2−k22
(√
λ2−k21−
√
λ2−k23
)
cosh
(
d
√
λ2−k22
)
sinh
(
d
√
λ2−k2
2
)(
λ2+
√
λ2−k2
1
√
λ2−k2
3
−k2
2
)
+
√
λ2−k2
2
(√
λ2−k2
1
+
√
λ2−k2
3
)
cosh
(
d
√
λ2−k2
2
)
e
d
√
λ2−k22
(
λ2+
√
λ2−k22
√
λ2−k23−k
2
2
)
sinh
(
d
√
λ2−k22
)(
λ2+
√
λ2−k21
√
λ2−k23−k
2
2
)
+
√
λ2−k22
(√
λ2−k21+
√
λ2−k23
)
cosh
(
d
√
λ2−k22
)
−
e
d
√
λ2−k22
(
−λ2+
√
λ2−k2
2
√
λ2−k2
3
+k22
)
sinh
(
d
√
λ2−k22
)(
λ2+
√
λ2−k21
√
λ2−k23−k
2
2
)
+
√
λ2−k22
(√
λ2−k21+
√
λ2−k23
)
cosh
(
d
√
λ2−k22
)
2
√
λ2−k22
√
λ2−k23e
d
√
λ2−k2
3
sinh
(
d
√
λ2−k22
)(
λ2+
√
λ2−k21
√
λ2−k23−k
2
2
)
+
√
λ2−k22
(√
λ2−k21+
√
λ2−k23
)
cosh
(
d
√
λ2−k22
)


.
Note that when λ→ ±∞, all the σ functions converge to constants.
The form of the Green’s function in Eq. (13) is not surprising. Clearly the
first target term satisfies the Helmholtz equation at the target layer with wave
number k and the source term satisfies the Helmholtz equation at the source
layer with wave number k0. The third term is independent of the variables x0
and x, and we collect all the exponential growth or decay terms in the constant
d in the target term so the image term converges to a constant when λ→ ±∞.
4. Analysis of Layered Media Fast Multipole Method
We present a detailed analysis of the algorithm for layered media Green’s
function in this section. We focus on the following two topics: (a) the num-
ber of terms in the multipole and local expansions and truncation errors, and
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(b) evaluation of the local direct interactions and M2L translation operators
using the mathematically equivalent alternative direction Sommerfeld integral
representation.
4.1. Truncating the Multipole and Local Expansions
We study the decay rates of the terms in the multipole and local expansions
by considering the setting of a single source with a unit charge located at x0 =
(x0, y0). The multipole expansion describes the potential at far-field locations
as a function of x = (x, y) due to a charge in the source box, namely,
φ(x) =
∞∑
p=−∞
MpΦp(x, y), Mp = Jp(k0r)e
−ipθ
where (r, θ) are the polar coordinates of the point (x0, y0) with respect to the
source box center xsc = (x
s
c, y
s
c), the basis function Φp(x) is given by
Φp(x) =
∫ ∞
−∞
e−
√
λ2−k2(y−ysc+d)eiλ(x−x
s
c)
(
λ−
√
λ2 − k20
k0
)p
σ˜(λ)
4π
√
λ2 − k2 dλ
(19)
and we define the “modified” distance between x and xsc of the multipole ex-
pansion as ρ =
√
(y − ysc + d)2 + (x− xsc)2. The multipole expansion can be
considered as a compressed representation of the source box’s contribution to
be sent to the far-field locations. Similarly, the local expansion associated with
each target box compresses the received far-field contributions and describes the
potential as a function of (x− xtc, y − ytc) given by
φ(x) =
∞∑
p=−∞
LpJp(kr˜)e
ipθ˜ =
∞∑
p=−∞
Jp(kr˜)e
ipθ˜Ψp(x0, y0)
where (r˜, θ˜) are the polar coordinates of the point (x, y) with respect to the
target box center xtc = (x
t
c, y
t
c) and the basis function Ψp(x0) is given by
Ψp(x0) =
∫ ∞
−∞
(
λ− i√k2 − λ2
k
)p
e−
√
λ2−k20(ytc+d−y0)eiλ(x
t
c−x0)
≈
σ(λ)
4π
√
λ2 − k2 dλ
(20)
where
≈
σ(λ) = σ(λ)e−
√
λ2−k2ytc+
√
λ2−k20ytc .We define the “modified” distance be-
tween x0 and x
t
c of the local expansion as ρ˜ =
√
(ytc − y0 + d)2 + (xtc − x0)2.
Similar to the FS-FMM where the truncation errors of the multipole and
local expansions are determined by the decay rate of |Jp(kr)Hp(kρ)|, we study
the decay rate of the term |Jp(k0r)Φp(x, y)| for the multipole expansion, and
|Jp(kr)Ψp(x0, y0)| for the local expansion for different physical parameter set-
tings. When all other variables are fixed, Jp → 0 and Hp,Φp,Ψp → ∞ as
p → ∞. Therefore, it is necessary to understand the asymptotic behavior of
these functions for large p values.
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Asymptotic Forms of Bessel Functions for Large Order. The asymptotic
expansion for large order Bessel functions is a well-studied topic. We cite the
following well-known results from [14], which are valid for fixed z when ν →∞.
Jν (z) ∼ 1√
2πν
( ez
2ν
)ν
, (21)
Yν (z) ∼ −iH(1)ν (z) ∼ iH(2)ν (z) ∼ −
√
2
πν
( ez
2ν
)−ν
. (22)
Therefore for the free-space Green’s function,
|Jp+1(k0r)Hp+1(k0ρ)|/|Jp(k0r)Hp(k0ρ)| ∼ r
ρ
,
and the truncation errors of both the free-space multipole and local expansions
decay exponentially as p→∞ [15].
Asymptotic Approximation of Integrals. The asymptotic expansion for
the Bessel functions can be derived from the integral representations of these
special functions. Note that these integral representations are similar to the
layered media Green’s functions, therefore the same asymptotic analysis tech-
niques can be applied, and the results can be used to derive more precise error
bounds when truncating the layered media multipole and local expansions. We
demonstrate the ideas using the following examples.
We start with the integral representation of the Bessel function [14],
Jn(z) =
i−n
2π
∫ π
−π
eiz cos θ cos(nθ)dθ
=
i−n
2π
∫ π
−π
∞∑
k=0
(iz cos θ)k
k!
cos(nθ)dθ
= i
∞∑
k=0
i−n
2π
(iz)k
k!
∫ π
−π
(cos θ)k cos(nθ)dθ.
Note that when k < n, the integral
∫ π
−π(cos θ)
k cos(nθ)dθ = 0. By applying the
Stirling’s formula n! ∼ √2πn(n
e
)n to the leading order of the expansion, one
recovers the asymptotic form of the Bessel function for large orders in Eq. (21).
This asymptotic expansion is valid for all z values and provides more accurate
estimate when studying the truncation error in the multipole and local expan-
sions, especially in the low frequency regime when k0r and kr are small.
For the layered media Green’s function, both integrals in the basis functions
Φp and Ψp can be formulated as∫ ∞
−∞
e−
√
λ2−k21yeiλx
(
λ−
√
λ2 − k22
k2
)p
σ(λ)
4π
√
λ2 − k21
dλ (23)
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where k1 is the wave number in the target layer and k2 is the wave number in
the source layer. The integral can be divided into three parts, when (a) |λ| <
min{k1, k2}, (b) |λ| > max{k1, k2}, and (c) min{k1, k2} ≤ |λ| ≤ max{k1, k2}.
The asymptotic expansion for each part can be derived using existing asymptotic
analysis techniques for integrals [21]. When k1 = k2, the integral in (a) is
often referred to as the “propagating” part and the integral in (c) becomes the
“evanescent” part. The asymptotic properties of the basis functions Φp and Ψp
are determined by the “propagating” part for large ||x|| values with fixed p,
and by the “evanescent” part for large p values with fixed ||x||. To understand
the truncation errors in the multipole and local expansions of the layered media
Green’s function, we therefore focus on the evanescent part and demonstrate
the asymptotic analysis for the simplified integral∫ ∞
0
e−tyei
√
t2+k21x
(√
t2 + k21 +
√
t2 + k21 − k22
k2
)p
σ˜(t)
4π
√
t2 + k21
dt (24)
where we assume k1 > k2. The case when k1 < k2 can be analyzed in a similar
way. Instead of deriving the asymptotic expansion of Eq. (24) directly, we
adopt the following steps to further simplify the integral to a more standard
form that is commonly used when analyzing the asymptotic behavior of the
Bessel functions. First, using the polar coordinates (r, θ) of (x, y), we rewrite
the {x, y}-related exponential part as
e−tyei
√
t2+k21x = e
−k1r
(
t sin(θ)
k1
− i cos(θ)
√
k21+t
2
k1
)
.
Second, we define a new variable u = t sin(θ)
k1
− i cos(θ)
√
k21+t
2
k1
. Clearly, the new
integral for the u-variable is on a complex contour, not on the real axis. Third,
using contour integration and residue theorem, we can rewrite the integral on
the complex contour back to the sum of an integral on the real axis and an
easy-to-analyze integral on a line segment in the complex plane (which will be
explained in detail in Section 4.2). Finally, we focus on the asymptotic expansion
of the dominating integral∫ ∞
0
e−k1ru
(
β(u) +
√
β2(u)− k22
k2
)p
≈
σ(u)
4π
√
1 + u2
du =
∫ ∞
0
e−k1ru (f(u))p g(u)du
where β(u) = k1
(√
u2 + 1 sin(θ)− iu cos(θ)) and ≈σ(u) = σ˜(t(u)). For any fixed
z = k1r, one approach to find the asymptotic behavior of this integral is to
first perform another change of variable λ = k1ru = zu (or u =
λ
k1r
= λ
z
) and
consider the new integral∫ ∞
0
e−λ
(
f(
λ
z
)
)p
g(
λ
z
)
dλ
z
= (k2r)
−p
∫ ∞
0
e−λ
(
β˜(z) +
√
β˜2(z)− (k2
k1
z)2
)p
g˜(
λ
z
)dλ
where β˜(z) =
√
λ2 + z2 sin(θ)− iλ cos(θ). Under proper conditions, the function(
β˜(z) +
√
β˜2(z)− (k2
k1
z)2
)p
g˜(λ
z
) is an analytic function for z values on the right
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half complex plane away from the origin, we can consider its Taylor expansion(
β˜(z) +
√
β˜2(z)− (k2
k1
z)2
)p
g˜(
λ
z
) =
∞∑
k=0
tk(λ, p,
k2
k1
)zk
as a function of z. Then, the integral representation of evanescent part can be
derived as
(k2r)
−p
∞∑
k=0
(∫ ∞
0
e−λtk(λ, p,
k2
k1
)dλ
)
zk.
The leading order term of the expansion for very large p values is approximately
(k2r)
−peipθ0
∫ ∞
0
e−λ(2λ)pdλ
for some constant θ0, which has the same asymptotic properties as the Hankel
function Hp(k2r)e
ipθ0 . Note that the expansion can be used to study the proper-
ties of both the cases when p→ ±∞ or when z is small (low-frequency regime).
Without presenting the details, we summarize our results in the following the-
orem.
Theorem 1. (1) The multipole and local expansions satisfy the following con-
vergence estimates for large p values,
|Jp+1(k1r)Φp+1(x, y)|/|Jp(k1r)Φp(x, y)| ∼ r
ρ
, (25)
|Jp+1(k2r)Ψp+1(x0, y0)|/|Jp(k2r)Ψp(x0, y0)| ∼ r
ρ˜
(26)
where r is the distance from the particle to its box center and ρ (or ρ˜) is
the “modified” distance between the box center and far-field point. Both d
and ± sign are considered to correct the ρ (or ρ˜) value. For example, ρ =√
(y − ysc + d)2 + (x− xsc)2 for Φ(x, y) in Eq. (5) and ρ˜ =
√
(ytc + d− y0)2 + (xtc − x0)2
for Ψ(x0, y0) in Eq. (20).
(2) When the wave numbers k1 and k2 are small, the required number of terms
in the multipole and local expansions for a prescribed accuracy in the layered
media FMM is approximately the same as that in the free-space FMM.
This theorem simply states that both the multipole and local expansions in
the layered media FMM are exponentially convergent and presents the asymp-
totic convergence rates. In the low-frequency regime, it provides more precise
estimates of the number of terms required.
Remark: Note that using the “modified” distance, the truncated multipole
expansion of the scattered field Green’s function may become valid for a neigh-
boring (including self) target box, and therefore can be translated to its neigh-
bor’s local expansion using the M2L operator instead of the more expensive S2T
operator.
16
Laplace Transform and Complex Images. For many layered media Green’s
functions, one can justify that the inverse Laplace transform of
≈
σ(z) can be
derived using the Fourier-Mellin integral formula
L−1{≈σ}(t) = 1
2πi
lim
T→∞
∫ γ+iT
γ−iT
ezt
≈
σ(z)dz
where the integration is done along the vertical line Re(z) = γ in the complex
plane and γ is greater than the real part of all singularities of
≈
σ(z), so that the
image part in the layered media Green’s function can be represented as
≈
σ(λ) =
∫ ∞
0
e−
√
λ2−k20(t−γ0)f(t)dt
for some γ0 which may or may not be the same as γ. Plugging this representation
in the original layered media Green’s function in Eq. (13), we have
G(x,x0) =
∫ ∞
0
∫ ∞
−∞
e−
√
λ2−k2(y+d)eiλx
4π
√
λ2 − k2 e
±
√
λ2−k20y0−
√
λ2−k20(t−γ0)e−iλx0f(t)dλdt.
(27)
In this new representation, f(t) can be considered as the complex image located
at (x0,±y0 − t). For many layered media, it is sufficient to analyze the conver-
gence of the multipole and local expansions of the layered media Green’s func-
tions for each t-mode where the new source box center is at (xsc,±ysc − (t−γ0)).
In [20], this complex image approach is applied to the 2-D half-space layered
medium Green’s function with impedance boundary conditions (see Example 3
of Sec. 3), and it becomes straightforward to verify using the complex images
that for the same prescribed accuracy requirement, the number of expansion
terms for the layered medium case is no more than that for the free-space case.
Another application of the complex image approach is for the direct source-
target (S2T) interactions. For a neighboring source box, when all the com-
plex images of the scattered field are well-separated from the target box, the
source box’s multipole expansion becomes applicable, and it is more efficient to
translate the multipole expansion to a local expansion of the target box. This
technique is used in [20] to compute the scattered field part of the source-target
interactions.
Precomputed Tables for Number of Expansion Terms. In practice, both
the asymptotic expansion and complex image approach only give a very rough
estimate of the number of terms required in different expansions of the layered
media Green’s function. A more practical approach is to precompute a table (or
table of tables) for different layered media settings. This approach is problem
dependent. We are constructing such tables for several real world applications,
and results will be reported in the future.
4.2. Alternative Direction Sommerfeld Integral Representations
Another difficulty in simulating waves in layered media is when the source
and target are very close to each other or when the source and target are close
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to the interface of different layers for the scattered field. In these cases, the
computation of layered media Green’s function and M2L translation operator
becomes extremely expensive. For example, when y−y0 > 0 is close to zero and
|x− x0| is relatively a big number in the Sommerfeld integral representation of
free-space Green’s function in Eq. (14) or the half-space layered medium Green’s
function with impedance boundary conditions in Eq. (17), the exponential term
e−
√
λ2−k2(y−y0) decays slowly and the highly oscillatory term eiλ(x−x0) must be
sufficiently sampled. A similar problem occurs in the M2L operator in Eq. (9).
When the ratio of (ytc− ysc + d)/|xtc− xsc| is small, a wide range of λ values have
to be sampled before the integrand decays to zero sufficiently.
The numerical difficulty is not from any inherent properties of the original
physical problem, it is the result of using the inefficient integral representation in
the numerical computation. For the same Hankel function H0(βr), which is the
Green’s function of the free-space Helmholtz equation, a common practice is to
divideR2 into four overlapping regions–North, South, East, West–corresponding
to points (x, y) ∈ R2 with y > 0, y < 0, x > 0, x < 0, respectively. In each
region, the plane wave representation of H0(βr) takes the following forms:
H0(βr) = (28)
1
π
∫ π
0
eiβ(y sin θ−x cos θ)dθ + 1
iπ
∫∞
0
e−ty
ρβ(t)
(
eiρβ(t)x + e−iρβ(t)x
)
dt North,
1
π
∫ π
0
eiβ(−y sin θ−x cos θ)dθ + 1
iπ
∫∞
0
ety
ρβ(t)
(
eiρβ(t)x + e−iρβ(t)x
)
dt South,
1
π
∫ π
0
eiβ(−y cos θ+x sin θ)dθ + 1
iπ
∫∞
0
e−tx
ρβ(t)
(
eiρβ(t)y + e−iρβ(t)y
)
dt East,
1
π
∫ π
0 e
iβ(−y cos θ−x sin θ)dθ + 1
iπ
∫∞
0
etx
ρβ(t)
(
eiρβ(t)y + e−iρβ(t)y
)
dt West
where ρβ(t) =
√
t2 + β2 and (r, θ) are the polar coordinates of the point (x, y).
For higher order Hankel functions Hl(βr)e
ilθ , we have the following integral
representations.
Hl(βr)e
ilθ =
il
π
∫ π
0
eiβ(y sin θ−x cos θ)e−ilθdθ+
(−i)l
iπ
∫∞
0
e−ty
ρβ(t)
(
eiρβ(t)x
(
ρβ(t)−t
β
)l
+ e−iρβ(t)x
(
−ρβ(t)−t
β
)l)
dt North,
il
π
∫ π
0
eiβ(−y sin θ−x cos θ)eilθdθ+
(−i)l
iπ
∫∞
0
ety
ρβ(t)
(
eiρβ(t)x
(
ρβ(t)+t
β
)l
+ e−iρβ(t)x
(
−ρβ(t)+t
β
)l)
dt South,
1
π
∫ π
0 e
iβ(x sin θ−y cos θ)eilθdθ+
(−1)l
iπ
∫∞
0
e−tx
ρβ(t)
(
eiρβ(t)y
(
−ρβ(t)−t
β
)l
+ e−iρβ(t)y
(
ρβ(t)−t
β
)l)
dt East,
(−1)l
π
∫ π
0
eiβ(−x sin θ−y cos θ)e−ilθdθ+
(−1)l
iπ
∫∞
0
etx
ρβ(t)
(
eiρβ(t)y
(
−ρβ(t)+t
β
)l
+ e−iρβ(t)y
(
ρβ(t)+t
β
)l)
dt West
where the first and the second integrals in each formula are called the propa-
gating part and evanescent part, respectively. These directional representations
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Figure 1: Contour Integral
have been applied in the new version of FMM in both two and three dimensions
[16, 18, 22, 23]. They are also effective tools to compute the lattice sums of the
free-space Green’s functions [24, 25]. Clearly in these formulas, the oscillation of
the integrand in the propagating part is controlled by βr and hence no numeri-
cal quadrature issues arise. For the evanescent part at the overlapping regions,
e.g., when both x, y > 0, both the north and east integral representations are
valid and can be applied, however their numerical properties are very different.
Clearly when y/x ≫ 1, the north formula is preferred, and when y/x ≪ 1,
the east formula can be computed more efficiently using existing quadrature
techniques.
The alternative direction integral can be derived using contour integration
and residue theorem in two dimensions. To demonstrate how this technique
works, we consider the contour integral for x, y > 0 in fig. 1
1
π
∫
Γ
ei(λx+
√
β2−λ2y)√
β2 − λ2 dλ. (29)
Because there are no singularities or branch cut points inside the contour Γ, we
have
1
π
∫
Γ
ei(λx+
√
β2−λ2y)√
β2 − λ2
dλ =
∫
I
+
∫
Cǫ
+
∫
II
+
∫
CR
+
∫
III
= 0. (30)
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When ǫ→ 0 and R→∞,
1
π
∫
Cǫ
ei(λx+
√
β2−λ2y)√
β2 − λ2 dλ→ 0 ,
1
π
∫
CR
ei(λx+
√
β2−λ2y)√
β2 − λ2 dλ→ 0
and
1
π
∫
I
ei(λx+
√
β2−λ2y)√
β2 − λ2 dλ→
1
π
∫ β
0
ei(λx−
√
β2−λ2y)
−
√
β2 − λ2 dλ,
1
π
∫
II
ei(λx+
√
β2−λ2y)√
β2 − λ2 dλ→
1
π
∫ ∞
β
ei(λx+i
√
λ2−β2y)
i
√
λ2 − β2 dλ,
1
π
∫
III
ei(λx+
√
β2−λ2y)√
β2 − λ2
dλ→ 1
π
∫ ∞
0
ie(−tx−i
√
t2+β2y)√
t2 + β2
dt.
Therefore, the evanescent part in
∫
II
can be computed using − (∫
I
+
∫
III
)
. In
fact, the east plane wave representation can be re-derived from the north one
using this approach for x, y > 0.
Finally, we point out that the proper choice of the integration contour is
problem dependent. We present more details in Section 5 for other layered
media Green’s functions.
5. Preliminary Numerical Experiments
In this section, we present numerical experiments to validate our theoretical
analysis of the general numerical framework. Matlab and Mathematica codes
are developed to numerically validate the analysis presented in Section 4.
Alternative Direction Sommerfeld Integral Representation. We have
studied and validated the alternative direction Sommerfeld integral formulas for
several layered media Green’s functions using Mathematica. Different direction
plane wave representations of the free-space Green’s function presented in Sec-
tion 4.2 can be readily found from existing literature [24, 25], therefore we focus
on the results for the half-space layered medium with impedance boundary con-
dition. The three layered medium Green’s functions can be handled in a very
similar way, we skip the detailed formulas and interested readers are referred to
the Mathematica files for these formulas as well as their validations.
For the half-space layered medium Green’s function, we focus on the evanes-
cent part of the Green’s function given by∫ ∞
0
e−tyeix
√
t2+k2
√
t2 + k2
(t+ iα)
(t− iα)dt. (31)
To avoid the pole on the imaginary axis, we have numerically tested the following
two contours. In the first contour (left of fig. 2), a positive c value is chosen so
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Figure 2: Two different contours for half-space layered medium with impedance boundary
condition.
that∫ ∞
0
e−tyeix
√
t2+k2
√
t2 + k2
(t+ iα)
(t− iα)dt =
(∫ c
0
+
∫ ∞
c
)
e−tyeix
√
t2+k2
√
t2 + k2
(t+ iα)
(t− iα)dt.
As the first term integrates from 0 to c on a finite (and reasonably small by
proper choice of c) line segment (labeled IV ), it can therefore be efficiently
evaluated using standard Gauss quadrature rules. For the second integral, as
the sum of the contour integrals on I + II + III is 0 and the integral on II
approaches 0 when R → ∞, the alternative direction representation of the
integral ∫ ∞
c
e−tyeix
√
t2+k2
√
t2 + k2
(t+ iα)
(t− iα)dt
is given by
ie−cy
∫ ∞
0
e−λxe−iλy√
(c+ iλ)2 + k2
e
ix
(√
(c+iλ)2+k2−
√
(iλ)2
)
((c+ iλ) + iα)
((c+ iλ)− iα)dλ. (32)
This representation is numerically validated using Mathematica’s NIntegrate
with options AccuracyGoal→20, PrecisionGoal→20, WorkingPrecision→60,
MaxRecursion→100, Method→DoubleExponential for different x, y > 0 values.
In the second contour (right of fig. 2), we assume (r, θ) are the polar coordi-
nates of (x, y), and perform the change of variable u = t
k
sin θ − i
√
t2+k2
k
cos θ,
then the evanescent part becomes∫
I
e−kru√
1 + u2
ik cos θ
√
1 + u2 + uk sin θ + iα
ik cos θ
√
1 + u2 + uk sin θ − iαdu
where the contour I is a curve defined by z(t) = t
k
sin θ − i
√
t2+k2
k
, t ∈ [0,∞).
As the integral on II approaches 0 when R→∞, the evanescent part becomes
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Figure 3: Convergence of the quadrature rules for different integrals.
the (negative) sum of the integrals on III and IV given by∫ ∞
c
e−kru√
1 + u2
φ(u) + iα
φ(u)− iαdu (33)
and ∫ 1
0
e−krψ(u)√
1 + ψ(u)2
φ(ψ(u)) + iα
φ(ψ(u)) − iα (c+ i cos θ)du (34)
where φ(u) = ik cos θ
√
1 + u2 + uk sin θ, ψ(u) = (c + i cos θ)u − i cos θ, and c
is a constant to be optimized so that both the Gauss quadrature applied on
IV and Laguerre quadrature on III converge rapidly. These formulas are also
validated using Mathematica for different (x, y) and c values. Note that in the
second contour, the oscillatory term eiλx or eiλy is completely removed from
the integrand, at the cost of a new rational function on a contour closer to the
singularities.
We have tested numerically the convergence of the quadrature rules for the
original and mathematically equivalent alternative direction representations of
the half-space layered medium Green’s function. In fig. 3, we set x = 1, y = 0.1,
k = 1, and c = 2, and present the numerical errors when different numbers
of nodes are used in the quadrature rules for different integrals. The reference
solutions are computed using Mathematica requesting more than 20 correct
digits. On the left of fig. 3, we present the accuracy when different numbers of
Laguerre quadrature nodes are used for the original evanescent part in Eq. (31),
the integral on III of the first contour in Eq. (32), and the integral on III
of the second contours in Eq. (33). As y ≪ x, the original integral converges
slowly due to the oscillatory term ei
√
t2+k2x. The Laguerre quadrature for the
alternative direction integrals, on the other hand, converges much faster. For a
fair comparison, we also present the convergence of the quadrature rules for the
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Figure 4: Convergence of the multipole expansions for impedance half-space layered medium.
integrals on the finite line segments. When Legendre polynomial based Gauss
quadrature is applied to the integral IV on both the first and second contours,
for double precision requirement, under the current setting of c, approximately
17 nodes are required for the integral IV on the first integral, while around 200
Gauss nodes are required for the integral IV on the second contour. In our
numerical implementation, as the formulas for the first contour is easy to derive
and manipulate, we therefore adopt the first contour for the evanescent part of
a general layered media Green’s function.
Convergence of Multipole and Local Expansions. As we have discussed
in Sec. 4.1, the convergence of the multipole and local expansions is determined
by the ratio of r/ρ, where r is the distance between the source (target) and
center of the source (target) box in the multipole (local) expansion, and ρ is
the “modified” distance between the far-field target (source) and center of the
source (target) box (constant d and ± sign are considered). We have numerically
validated the analysis. In fig. 4, we present the results for the half-space layered
medium with impedance boundary conditions using settings xtarget − xsc = 2,
ytarget + y
s
c = 3, r = 1.5, k = 0.1, α = 1, and the modified distance ρ =√
(xtarget − xsc)2 + (ytarget + ysc)2.
On the left of the figure, we compare the propagating and evanescent parts
of the basis Φp for different p values. Clearly, for large order p, the propagating
part can be neglected when analyzing the truncation errors. On the right of the
figure, we plot the ratio (Jp+1Φp+1)/(JpΦp) when p→ ±∞. When |p| increases,
the ratio approaches the constant r/ρ (dashed green line).
A similar analysis is also performed for the three-layered medium Green’s
function with wave numbers k1, k2, and k3 in each layer. In the numerical
experiment, we set k1 = 1, k2 = 3, k3 = 1 and consider the contribution from
upper layer (y = 0)
gt2(x,x0) =
∫ ∞
−∞
e
√
λ2−k22yeiλxe−
√
λ2−k21y0e−iλx0
1
4π
√
λ2 − k22
σt2(λ)dλ
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Figure 5: Convergence of the local expansion for three-layered medium Green’s function.
where
σt2(λ) =
e
d
√
λ2−k2
2 (λ2+
√
λ2−k22
√
λ2−k23−k22)
sinh(d
√
λ2−k22)(λ2+
√
λ2−k21
√
λ2−k23−k22)+
√
λ2−k22(
√
λ2−k21+
√
λ2−k23) cosh(d
√
λ2−k22)
.
We study the convergence of the local expansion where the basis function
Ψp(x0, y0) is given by
Ψp(x0, y0) =
∫ ∞
−∞
(
λ− i
√
k22 − λ2
k2
)p
e−
√
λ2−k22(y0−ytc)eiλ(x0−x
t
c)
× e(−
√
k22−λ2+
√
k21−λ2)y0 σ
t
2(λ)
4π
√
λ2 − k22
dλ. (35)
We set x0 − xtc = 2, y0 − ytc = 3, therefore the modified distance ρ =
√
22 + 33.
The distance between the target and center of the target box is r = 1.5. We
neglect the propagating part in the layered medium Green’s function that is very
small compared with the evanescent part for large orders, and only consider the
integral from k2 to ∞ in the evanescent part of the basis function Ψp. In fig. 5,
we show the ratio (Jp+1Ψp+1)/(JpΨp), which clearly converges to r/ρ ≈ 0.416
when p→∞.
6. Conclusion and Generalization
In this paper, we present a general numerical framework for the efficient
application of the layered media Green’s function to a given density function.
Instead of constructing and compressing the matrix directly, which involves the
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expensive evaluations of one or more Sommerfeld type integrals for each ma-
trix entry, the new algorithm considers a transformed matrix, so existing fast
algorithms for the free-space Green’s function can be readily adapted for better
algorithm efficiency. Theoretical analysis on the convergence of the new expan-
sions and alternative direction Sommerfeld integral representations to accelerate
the convergence of the numerical quadrature rules are provided and numerically
validated. Similar to deriving the layered media Green’s functions, the de-
tailed translations, alternative direction Sommerfeld integral representations,
and number of terms in the expansions all depend on the geometric settings
and physical parameters, especially in three dimensions. We have studied a
few examples of such layered media Green’s functions in this paper, and we are
working on both the analysis and implementation details for other important
settings from domain applications. In particular, we are studying the optimal
alternative direction Sommerfeld integral representations and more accurate es-
timate of the number of expansion terms in different scenarios. Results along
these directions will be presented in the future.
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