Abs tra ct ART (Adaptive Resonance Theory) networks were invented in the 1990s as a new approach to the problem of image classification and recognition. ART networks belong to the group of resonance networks, which are trained without supervision. The paper presents the basic principles for creating and training ART networks, including the possibility of using this type of network for solving problems of predicting and processing measurement data, especially data obtained from geodesic monitoring. In the first stage of the process of creating a prediction model, a preliminary analysis of measurement data was carried out. It was aimed at detecting outliers because of their strong impact on the quality of the final model. Next, an ART network was used to predict the values of the vertical displacements of points of measurement and control networks stabilized on the inner and outer walls of an engineering object.
INTRODUCTION
Artificial intelligence (AI) is a field of science that mainly concentrates on searching for methods for solving problems that imitate processes occurring in the brain. For this reason AI algorithms are able to learn, draw conclusions, generalize the acquired knowledge and foresee or predict the results of the actions taken [6, 10, 11, 13] . Neural networks created by scientists can be trained under supervision and without supervision. An example of a network trained without supervision (without a teacher) is the ART (Adaptive Resonance Theory) network used in this paper. ART neural networks were invented by Grossberg and Carpenter [2] as a new approach to solving image classification and recognition problems. ART networks belong to the group of resonance networks, which are trained without supervision. It is possible to distinguish three types of ART networks: network ART 1, which is mainly used for analysing binary images, and networks ART 2 and ART 3, which are used for analysing analogue images [10] . In comparison with the other neural networks used for data and image classification and recognition, in the case of ART networks it is not necessary to repeat the training process after new patterns are introduced into the network. This approach is possible because the network preserves previously acquired knowledge and can continue the learning process for new data [1] . In general, this type of network consists of two layers: the lower input layer, whose task is to register input signals and to compare them with the previously registered patterns, and the upper output layer, where features are analysed by determining the weighted sum of inputs and recognizing images. The final decision is made based on competition between neurons [4, 13] . ART-type networks have been frequently modified by a number of scientists for the purpose of solving specific problems [1, 3] , including problems from the field of broadly understood geodesy and cartography [7, 14] . The paper presents the problem of using ART neural networks for identifying and classifying vertical displacements of points of measurement and control networks stabilized on a public building. The building had a masonry structure with alternately arranged prefabricated concrete floor slabs. Periodic measurements aimed at determining the values of vertical displacements were carried out with the precision levelling method in the years 2006-2014. ART NETWORK TRAINING AND OPERATION SCHEME ART neural networks are trained without supervision and based on the adaptation resonance theory. A typical ART network architecture ( Fig. 1 ) was presented by Carpenter and Grossberg [2] . A block scheme of the network represents sets of particular neurons, and the network itself consists of two layers: the comparing layer and the recognizing layer. The first layer (the comparing layer P) with n binary neurons and a step function as an activation function compares the input data with the data stored in the memory of the algorithm. The second layer (the recognizing layer R) with m neurons, which operate in the WTA (Winner Takes All) mode, classifies the input data [8] . The particular blocks shown in Fig. 1 represent the sets of neurons (P, R), the weight matrixes (W, V, A, B) and the identity matrix 1. The neurons in the comparing layer P are connected with the input set X and by the weight matrix
with all neurons of the layer R.
In the recognizing layer neurons operate in the WTA mode, so the competition is won by the i th neuron with the highest value of the weighted adder net defined as [8] : Since the ART network is recurrent, the i th neuron in the layer R takes over the signal from the layer P through the weights V, and after winning the competition against the other neurons of this layer, it sends its signal back through the weights W to the layer P. While using the ART network for solving the problems in question, it is necessary to pay special attention to the selection of values of the vectors A and B, which do not undergo the training process, but change the values of their components during the operation of the network. Using specifically determined values of these vectors, it is possible to stop the operation of particular neurons and eliminate them from competition against the other neurons in the layer R. The process of competition between neurons in the recognizing layer lasts until victorious neurons representing the data pattern are determined, which satisfy the condition of adaptation to the input vector X written as [8] :
where ε is the conformity factor calculated as the numerical ratio between the sum of individual neurons of the layer P and individual values of the input vector X, and is a value chosen a priori by the user of the network. A general scheme of the operation of the network consists of five stages, which are presented in Fig. 2 .
NUMERICAL EXAMPLE
The object where the measurements were carried out is a four-floor administration-office building with a basement. On the inner and outer walls of the building there are scratches and cracks that may indicate changes that put at risk the stability of the building's structure. In the case of this type of signal, geodesic monitoring is very important. It should be carefully planned and carried out, also with the use new technology, both during measurements and while processing the results [5, 12, 15] .
The paper presents the results of research aimed at determining uneven settlement of the object and predicting it with the use of an ART network. In order to do this, periodic measurements were carried out on measurement and control networks set up outside and inside the building (Fig. 3a, 3b) . The network set up outside the building consisted of 10 points, and the network inside the building consisted of 6 points. Periodic measurements were carried out with the precision levelling method in the years 2006-2014. During that time 6 periodic measurements were carried out. displacements of points of the measurement and control network, mutually stable points were identified, which define the reference system. This was based on the algorithm shown in Fig. 4 . The displacements determined for the measurement points are relative in character and they provide sufficiently precise information about the stability of the building [9] . The analysis of the measurement data and calculation results made it possible to state that in the years 2006-2014 the uneven settlement presented in Table 1 ranged from -2.93 to 0.41 mm (outer network) and from -0.19 to 1.18 mm (inner network). Based on the results obtained, an attempt was made to use the ART network for predicting vertical displacements. The prediction was carried out for the final measurement period of August 2014. The results of the prediction for the outer network and the inner network are presented in Figures 5 and 6 . The accuracy of the prediction of vertical displacements was characterized for both networks by the mean error. For the inner network this error was ±0,14mm, and the distribution of errors is shown in Fig. 7a . The mean error for the outer network amounted to ±0,04mm, the distribution of errors is shown in Fig. 7b . As can be seen, the prediction was carried out with sufficient accuracy, which is on the same level as the accuracy of the measurements. The only disadvantage of the results is the generalization of the network training process, which is probably the reason why the tendency of changes in the negative direction at one point of the inner network remained unnoticed. 
CONCLUSIONS
The article presents the possibility of using an ART-type network, based on the resonance theory, for predicting vertical displacements of points of measurement and control networks located inside and outside a building that is at risk of uneven settlement.
In the case of buildings where this phenomenon is likely to occur, it is important to carry out geodesic measurements periodically at equal time intervals. This kind of geodesic monitoring of engineering objects can be helpful in making decisions about the necessity to carry out protective work or renovations in these objects. The use of the ART network was preceded with a calculation procedure for determining vertical displacements. One of its elements is definition of a reference system based on minimization of absolute deviations. This is very favourable from the practical point of view because the set of mutually stable points is determined with the smallest value of the sum of the squares of corrections to the observations, which decreases the probability of occurrence of a type II error. On the basis of the results, it is possible to say that ART neural networks can be used for predicting vertical displacements of points of a measurement and control b) a)
network. However, it should be noticed that the values of prediction errors strongly depend on the correctness of the training process and the conditions adopted a priori for the termination of the training process. Research using artificial intelligence and the theory of structural mechanics makes it possible to predict changes in engineering objects and thus to anticipate their damage.
