Vertical slot fishways are hydraulic structures which allow the upstream migration of fish through obstructions in rivers. The appropriate design of these devices should take into account the behavior and biological requirements of the target fish species. However, little is known at the present time about fish behavior in these artificial conditions, which hinders the development of more effective fishway design criteria. In this work, an efficient technique to study fish trajectories and behavior in vertical slot fishways is proposed. It uses computer vision techniques to analyze images collected from a camera system and effectively track fish inside the fishway. Edge and region analysis algorithms are employed to detect fish in extreme image conditions and Kalman filtering is used to track fish along time. The proposed solution has been extensively validated through several experiments, obtaining promising results which may help to improve the design of fish passage devices.
INTRODUCTION
The construction of water resources management works, such as dams, weirs, water diversions, and other barriers, leads to significant changes in the river ecosystem. These structures constitute a physical barrier to fish natural movements, which negatively impacts their populations. In fact, this interruption of free passage has been identified as the main reason for the extinction or the depletion of numerous species in many rivers ( Jackson et al. ) .
One of the solutions to restore longitudinal connectivity of rivers is the construction of fishways, vertical slot fishways being a common and widely used type However, it should be noted that most of the published techniques have been carried out in calm water conditions and with controlled light sources and therefore are not suitable to be used inside a fishway. In addition, some of these techniques use marks or light sources, which may influence fish behavior, while others employ special and expensive sensors, which may only be used at certain points of the structure. as fish resting areas and times, fish velocities and accelerations, or passage success rates. As well, the results can be used to formulate and calibrate models that predict fish movement behavior (Weber et al. ) . This may ultimately contribute to improving the efficiency of these types of devices.
This work continues the research started in Rodriguez et al. () , in which the camera acquisition system and the methodology to conduct the experiments are described.
In this previous paper, a new technique combining image processing and ANN is proposed to automatically detect fish in the images. In this case, only preliminary results were obtained and experimental tests were carried out with a single fish species. Also, the resulting accuracy was not compared with that of other techniques. This paper focuses on improving the image analysis techniques to detect and track fish in a fishway. To this end, a new and more efficient technique is proposed, based on the combination of region and edge analysis. 
PROPOSED TECHNIQUE
The proposed technique detects and tracks fish in a vertical slot fishway, analyzing the images acquired with a multicamera system. It uses a combination of computer vision techniques and processes the information to obtain different parameters regarding the interaction between fish and fishway.
The technique has been tested in a full-scale fishway Figure 2 . The slope of the fishway during the tests was 7.5% and the total discharge was set to 250 L/s.
The camera system consists of 28 cameras with fisheye lenses, placed in the fishway in an overhead perspective and partially submerged. The seven upper pools are covered (four cameras have been installed in each pool, as shown in Figure 3 ) and turbulence and surface reflections are avoided.
The cameras are integrated into a monitoring and data acquisition system, which is described in detail in Rodriguez
The main steps of the proposed technique can be summarized as follows:
(1) camera calibration: the image distortion is eliminated and a projective model is designed to integrate measurements from the different cameras into a common coordinate space;
(2) segmentation: a dynamic background model of the scene is created and subtracted from the image to highlight regions where the fish can be found. A technique based on the combination of region and edge analysis is then applied to detect fish; (3) representation and interpretation: the detected objects are translated into a descriptive representation which can be operated with. A first filtering step is done at this point; (4) tracking: the detected objects are used as the input of a filter extended from the Kalman model. This is an algorithm that uses a motion model and works in a similar way to a Bayesian filter. It allows the deletion of isolated noise detections, separation of different 
Camera calibration
The first step of the algorithm is to calculate the transformation from coordinates in a particular camera to real coordinates in the fishway. This is performed in two stages: first, the parameters to correct and scale the image are obtained for each camera; second, the transformation of each camera into a common coordinate system is calculated.
For the first stage, we use the pin-hole projective model (Zhang ) which describes how a point from the real space is projected into the image plane, as shown in Figure 4 .
Pin-hole equations can be written as follows: In practice, the previous model needs to be extended, due to the distortions and defects of the lenses (Weng et al. ) . The influence of distortion is modeled using the following equations:
where ( In addition, the refraction of light in the water must be considered. Thus, cameras should be calibrated underwater or refraction should be modeled with an additional transformation. In this case, an affine model is employed to perform this task.
In the second process, the measurements obtained by each camera are projected to a common coordinate system, the entire pool being covered. Thus, applying an equation of general projective geometry, the transformation M 2 between the global coordinate space d 0 and the coordinate space d, obtained from a specific camera, can be expressed as follows: At present, the most common criteria to detect fish in images are based on color features and a priori knowledge of the background. However, these techniques do not perform well in underwater images, even for calm water and high quality images, due to the low levels of contrast (Lines et al. ) . Besides, acquired images in this study will be characterized by extreme luminosity changes and huge noise levels, making texture and features based on a priori color properties useless.
Taking this into account, different techniques are considered in this work. They are detailed in the Results section and provide a comparative framework for evaluating the system performance. These techniques involve a twostep process. First, the variability of the images is reduced using knowledge of the background. Second, an adaptive analysis is performed either on the discontinuities of the image (edge-based classification) or on the local similarity of pixels (region-based classification). Owing to the need to operate the system by non-experts, only non-supervised techniques have been considered and, given the huge amount of images to be analyzed, computational complexity was decided as being a critical factor.
One of these techniques, previously developed in To reduce the false positives obtained, the objects detected by the edge analysis are filtered using a second segmentation technique. This second technique is the Otsu method, which performs a region classification by automatically thresholding the image histogram. It is a fast and efficient technique to separate dark objects in a white background (Sezgin & Sankur ) . The final outcome will include only the objects detected by the edge algorithm which overlap 95% with those found with the region technique.
To include knowledge about the background in the method, a dynamic background is calculated forming a synthetic image. Before the application of the segmentation technique, the image is normalized and the foreground is extracted using this background model. This procedure is known in computer vision as background subtraction.
The synthetic background is constructed dynamically to handle light and long-term scene changes. It is calculated according to the following equation:
where I i is the current processed image, corresponding to the frame i of the video, BI i is the new background image, and BI iÀ1 is the previous background image. For i ¼ 1 the background model is initialized using an image from the camera with no fish.
To update the background image along time, BI iÀ1 and I i images are divided into four regions which are considered separately. Each region of the background image BI iÀ1 is updated with the current image I i if no objects were detected and if time elapsed from the previous update exceeds a certain value (which was empirically set by default to 30 frames).
To enhance the image quality, the images are preprocessed using a standard contrast-limited adaptive histogram equalization technique. Also, the borders where the waterproof cases of the cameras produced a black region (without information) were masked.
Representation and interpretation
As a result of the segmentation process, the image is divided into different regions representing background and possible fish. At this point, it is possible to use a higher level processing, adding knowledge extracted from the characteristics of real fish, to interpret the segmented image. To this end, the objects detected in the previous step are translated into convenient descriptors, which can be used to perform different operations: its area, its centroid (calculated as the average position of the body pixels), and the minimum ellipse containing the body.
Subsequently, an algorithm classifies each detected body into fish or non-fish categories. The operation of this algorithm is divided in three stages, as shown in Figure 5 . In the first stage, the detected bodies are discarded or classified as either fish or small bodies. To this end, a shape criterion based on value ranges of the above descriptors is defined for each fish species. In the second stage, close fish bodies are joined if the resulting body verifies the shape criterion.
Finally, small bodies are either joined with detected fish or discarded. Figure 6 shows the obtained results when applying image interpretation. 
where A is a n × n matrix called state transition matrix, which relates the state of the system at the previous time step to the state at the current step, and w represents the process noise, which is assumed normally distributed with mean 0.
For the state transition matrix, we consider the equations of two-dimensional motion assuming a constant acceleration between time steps
where (x,y) is the fish position, (v x, ,v y ) is the velocity, and (a x, ,a y ) is the acceleration, which is assumed constant in a time step (equal to the frequency of the image acquisition,
i.e., 0.04 s).
We also consider an observation model described by the following equation:
where z ϵ R m represents the measurement, H is a m × n matrix called observation matrix, and v is the measurement error, which is assumed independent of w and normally distributed with mean 0.
After the calibration process, it is assumed that real world positions can be inferred from observed positions in the image. So the model equations can be expressed as follows: 
The Kalman filter works in a two-step recursive process.
First, it estimates the new state, along with their uncertainties. Once the outcome of the next measurement (corrupted with noise) is observed, these estimates are updated using a weighted average. The higher weight is given to the estimates with higher uncertainty. The algorithm can, therefore, run in real time using only the current input measurements and the previously calculated state.
In the present work, the implementation of the Kalman filter was performed according to Welch & Bishop () , obtaining an empirical estimate of the measurement error and the process noise covariances.
The Kalman filter is designed to track multiple objects, which are referred to as fish or tracks. The essential problem which is solved at this point is the assignment of detections to fish. To associate detections to tracks, a cost is assigned to every possible pair of fish-detection.
The cost is understood as the probability of that detection to correspond to the current fish position. It is calculated using the distance from the detected position to the predicted position and to the last confirmed position of the fish. To this end, the minimum of the Euclidean distances is selected as cost metric.
Therefore, every detection is assigned to the track with the lower cost, provided that it is lower than a selected value and each track can only be assigned to one detection. When a new detection is assigned to a fish, the predicted position for that instant is confirmed and corrected. Detections which remain unassigned to any existing fish are assumed to belong to new tracks. In addition, if a fish remains unassigned for too long, its track is closed, so no new assignments can be made to that fish. Fish without enough detections are assumed to be noise and deleted. The operation of the assignment algorithm is described in the schematic of Figure 7 and the results obtained in a situation with two fish are shown in Figure 8 . In conclusion, this technique does not only obtain trajectories from detections, but also allows filtering some of the false positives of the system and estimating the fish position when it is not detected in the images. 
Filtering
The result of the process so far is the position vector of every detected fish along time, representing its full trajectory in the fishway. However, these results are still expected to show certain undesirable phenomena caused by the small variability of the calculated position of the centroid, the parts of fish which are hidden by bubbles, and the errors in perspective and alignment of planes, when the fish moves from one camera's field of view to another.
To solve these problems and to remove some of the noise still present in the results, a complex filtering process is required. First, the relative position of the cameras is taken into account to solve differences between simultaneous observations. Thus, when the fish is detected simultaneously by two or more cameras, its position is the average of all the observed positions. To determine whether two observations from different cameras belong to the same target, the trajectories resulting from the Kalman filter are compared. If they start and end in adjacent cameras at similar times, they are then merged. When more than one fish crosses simultaneously from one camera field of view to another, the distance from the last predicted position in the old camera to the first position in the new camera is used as a cost function.
In the next step, a moving average filtering process is applied (SIGMUR ) and outliers are detected by thresholding the distance between filtered and original positions. Therefore, while normal detections are simply replaced by their filtered ones, the outliers are substituted by the average of the previous and next confirmed detections. This implies that predicted positions near outliers are no longer valid and they are hence replaced using interpolation techniques.
Data processing
As the result of the previous process, the fish position in the fishway over time is obtained. From the fish position vector, the observed instantaneous velocities are calculated as follows:
where X i and Y i are the x and y coordinates of the fish in the global coordinate system in time t i , and v obs is the observed fish velocity vector.
However, the observed velocities are not really those which quantify the real effort made by fish to swim. To calculate the actual swimming velocities, the water velocity in the pools is taken into account as follows:
where v swim is the fish swimming speed vector and v flow is the flow velocity vector.
As noted above, the water velocity in the fishway can be evaluated by means of experimental studies or numerical models. In this case, the velocity field in the pools was com- Once the fish swimming velocities are known, their accelerations a i are calculated according to the following expression:
where v swimx and v swimy are the x component and the y component of the fish swimming velocity.
In addition, further information regarding fish behavior can be obtained from the analysis of the trajectory and the times spent in the fishway. On one hand, fish response to physical factors such as current velocity or turbulence levels can be studied and preferential fish paths and areas for rest can be determined. On the other hand, total ascending times, which are an important component of passage delay, can be calculated. In this line, resting times, passage success, and total distances covered can be also examined.
Although further research is needed, the analysis of these parameters can contribute to the definition of key factors in fish passage through these devices. In this way, the need to provide specific resting zones or to keep the velocity and turbulence levels below a certain threshold can strongly affect the fishway design.
RESULTS

Accuracy of the system
To measure and compare the accuracy of the system, several experiments were performed in a full-scale vertical slot fish- Once the representation and interpretation step is completed, fish detections are processed with the tracking algorithm. As explained above, this algorithm can operate as a filter, using the confirmed positions of the tracked fish. The results obtained using this configuration are shown in Table 2 . Techniques without background have been discarded, as they generally achieved low accuracy.
However, the tracking technique can also estimate hidden positions of the fish. This is done by the Kalman algorithm, which predicts fish locations based on the motion model (Equation (6)). Following this procedure, the results include both confirmed and estimated positions (Table 3 ).
The precision of the system is increased significantly if the algorithm operates only as a filter. However, the use of predicted positions improves the recall, without losing precision when compared to the results before the tracking step (Table 1) .
It must be taken into account that some of the new false positives that appear when using predictions are not errors. In fact, they may reflect the position of the fish when it is not observable in the images and the fish center position has not been manually marked.
Overall, the proposed technique obtained the best accuracy of all tested algorithms. It achieved one of the lowest false positive rates, false negative rates, and execution times. Hence, the technique is considered to obtain reliable results: it detects the fish in most situations and finds their true positions with a high probability.
Tracking errors
As shown in the previous section, the proposed technique performs comparatively better than the other implemented methods, in terms of precision and recall. However, the ability of the algorithm not only to detect fish in images but also to generate trajectories from fish still has to be tested. In this section, the capability of the system to observe fish along time is studied, which implies measuring the efficiency in assigning detections to fish.
Although there is not a standard metric to perform this task, it can be measured by analyzing and counting tracking errors. From a general point of view, this type of error can be classified as follows:
• Type 1: the output trajectory of a detected fish contains isolated noise detections;
• Type 2: a fish is not detected and does not generate a trajectory;
• Type 3: a group of noise detections is classified as a new fish and a trajectory is generated for a non-existing fish;
• Table 4 . They show a very low error rate, with one tracking error every 5,000 frames or more. These results confirm that the proposed system is suitable for obtaining fish trajectories from recorded images.
Experimental results
The proposed system was applied to 15 assays conducted in (Table 5 ). In general, larger individuals presented a higher rate of success in ascending On the other hand, the path chosen by fish moving from one pool to another and the specific resting zones actually exploited by the fish were identified. In the experiments, the individuals avoided high-velocity areas and used recirculation regions, in which velocity and turbulence levels are lower, to move within the pool and for resting before ascending through the higher-velocity area of the slot.
Thus, a preliminary analysis of the fish trajectories revealed that when ascending the fishway, fish spent the vast majority of time in low-velocity areas. Despite the high transit times observed occasionally in these areas, no signs of disorientation and very few fall back movements were detected in the recordings. This suggests that the use of resting zones influences fish passage delay, but not fishway passage success.
As noted above, fish rest frequently in low-velocity areas and, in fact, consecutive ascents of more than four pools (without a resting period) have not been observed. However, low-velocity areas were not frequented uniformly by fish, which stayed most frequently in the zone located just downstream from the slot and behind the small side baffle (zone A in Figure 10 ). The exploitation of low-velocity areas for the four species can be seen in Table 6 In addition, the paths taken by fish to swim from one pool to the next through the slot were analyzed separately.
In general, two modes of successful ascents were observed, depending on the location of the individual within the pool before traversing the slot and the area used to approach it On the other hand, fish acceleration data are more scattered, being maximum accelerations observed when fish approach the slot. This is due to the fact that fish usually come from a resting area and need to reach a certain speed to traverse the slot. After crossing this high-velocity area, they usually decelerate.
Average maximum swimming speeds and accelerations can be seen in Table 7 . Observed fish velocities are low relative to the flow velocity in the slot region, as shown in Figure 12 . Hence, maximum swimming velocities are only slightly higher than the water velocity in the slot, regardless of the fish species.
Swimming velocities are usually defined as a function of fish body length (BL), since it is considered one of the most influential factors affecting speed (Beamish ) . Figure 13 shows More specifically, it employs a combination of background modeling, edge, and region analysis to detect fish.
Also, it takes advantage of the Kalman filter to obtain the trajectory of one or multiple individuals inside the fishway.
The proposed technique has been extensively tested and compared with different standard methods. It achieved the best balance of precision, recall, and execution time.
In addition, the system was applied to 15 assays conducted during 2 years with more than 250 living fish. It provided valuable information regarding fish behavior, including fishway efficiency, swimming trajectories, swimming velocities and accelerations, resting times, and preferential resting areas.
The analysis of these data, together with the results of upcoming experiments, is expected to improve fishway design criteria in the future. 
