The position-sensitive multi-anode photomultiplier tube (MA-PMT) is widely used in high-resolution scintillation detectors. However, the anode gain nonuniformity of this device is a limiting factor that degrades the intrinsic performance of the detector module. The aim of this work was to develop a gain compensation method for the MA-PMT and evaluate the resulting enhancement in the performance of the detector. The method employs a circuit that is composed only of resistors and is placed between the MA-PMT and a resistive charge division network (RCN) used for position encoding. The goal of the circuit is to divide the output current from each anode, so the same current flows into the RCN regardless of the anode gain. The current division is controlled by the combination of a fixed-value series resistor with an output impedance that is much larger than the input impedance of the RCN, and a parallel resistor, which detours part of the current to ground. PSpice simulations of the compensation circuit and the RCN were performed to determine optimal values for the compensation resistors when used with Hamamatsu H8500 MAPMTs. The intrinsic characteristics of a detector module consisting of this MA-PMT and a lutetium-gadolinium-oxyorthosilicate (LGSO) crystal array were tested with and without the gain compensation method. In simulation, the average coefficient of variation and max/min ratio decreased from 15.7% to 2.7% and 2.0 to 1.2, respectively. In the flood map of the LGSO-H8500 8 Author to whom any correspondence should be addressed. detector, the uniformity of the photopeak position for individual crystals and the energy resolution were much improved. The feasibility of the method was shown by applying it to an octagonal prototype positron emission tomography scanner.
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Introduction
Nuclear medicine (NM) imaging devices, such as single photon emission computed tomography (SPECT) and positron emission tomography (PET) scanners, are widely used for the diagnosis and treatment monitoring of a variety of diseases (Zhu and Shim 2011, Lee et al 2011) . NM imaging devices provide image data that visualize the distribution of radiopharmaceuticals within living bodies. Many devices dedicated to imaging small animals or specific human organs have been developed. Such devices require high spatial resolution and gamma-ray detection sensitivity (Pichler et al 2008 , Lee 2010 , and increasingly make use of the position-sensitive multi-anode photomultiplier tubes (MA-PMTs). PSPMTs are compact, and have a wide effective area and an excellent intrinsic resolution, because of the integration of tens to hundreds of anodes (Rouze et al 2004 , Olcott et al 2005 , More et al 2006 , Loudos et al 2007 , Pani et al 2007 , Raylman et al 2008 , Alva-Sanchez et al 2010 , Ito et al 2010a , 2010b . A position-sensitive MA-PMT can be used together with an array of tiny scintillation crystals to yield a scintillation detector with high intrinsic spatial resolution.
However, MA-PMTs have a non-uniform anode gain, which can degrade the intrinsic performance of MA-PMT-based detector modules. In particular, the gain non-uniformity distorts the event position and signal amplitude linearity, and reduces the effective dynamic range of the readout . Moreover, the dead-time loss in scintillation detector modules occurs because the MA-PMT output signal requires a relatively low trigger level. Previous approaches to overcome these limitations have different advantages and disadvantages, as will be described in section 4.
In this work, we devised an alternative method for performing gain compensation on the MA-PMT. This method is based on a 2D resistive charge division network (RCN), which is a discrete version of a single-wire, position-sensitive proportional counter readout (Siegel et al 1996) . We describe the simulation and experimental studies we performed to investigate the feasibility of the proposed method, and show an example PET scanner to which the method was applied.
Materials and methods

Position-sensitive MA-PMT
A Hamamatsu H8500 MA-PMT was used to study our gain compensation method. The H8500 MA-PMT has 64 output channels in a square 8 × 8 arrangement. It is useful in high performance, small field of view (FOV) imaging systems because of its compact anode size (5.8 × 5.8 mm 2 ), which is assembled with a very narrow inter-anode spacing (0.28 mm). Figure 1 shows the anode gain uniformity distribution of a typical H8500, as provided by the manufacturer. These values were obtained for each channel using a tungsten lamp with a blue filter running at a supply voltage of -1000 V. We see that the gain varies by up to 2:1, depending on the channel. Figure 2 outlines the gain compensation method devised in this work. The anode signal from the MA-PMT is treated as a current source. The output current from each anode, I(i), is divided so that the current flowing into the corresponding anode of the RCN, I 1 , is the same for all anodes. The circuit is designed to make the magnitude of I 1 equal to the current from the anode with minimum output gain, I min . The remaining current from the ith anode (I 2 = I(i) − I min ) flows to the ground.
Gain compensation method
The gain compensation method for a 2D RCN is implemented by applying a parallel resistor, R p , and a series resistor, R s , to each channel. The division of the current is controlled by the ratio of R p to R s , as shown in the following equation, where it is assumed that the input impedance of the RCN, R eq , is negligibly small relative to R s :
Thus, R s is fixed at a value much larger than R eq , and R p is varied to compensate for each MA-PMT channel. The value of R p (i) for the ith channel is determined with the equation below:
Simulation study for concept verification
The feasibility of our method was examined using the PSpice simulation toolkit (OrCAD 10.5), a circuit simulator. The circuits for the gain compensation, RCN and amplifier units were included in the simulation. Each current source input to the gain compensation circuit was simulated as a sinusoidal function with a magnitude, I(i), proportional to the gain distribution shown in figure 1 . The output signals from the compensation circuit were multiplexed in the RCN to produce four weighted-sum signals (A, B, C and D), which were amplified by charge-sensitive amplifiers. Because the sum of the RCN outputs (S = A + B + C + D) is proportional to I 1 (the compensated anode output), the performance of the gain compensation was evaluated by activating a single anode and assessing the uniformity of the distribution of S.
Block detector design
In addition to our simulations, the performance of our gain compensation method was evaluated using real detector modules consisting of an H8500 MA-PMT and a crystal array. The crystal array consists of a 29 × 29 polished lutetium gadolinium oxyorthosilicate (Lu 1.8 Gd 0.2 SiO 4 : Ce, LGSO) scintillator (dimensions: 1.5 × 1.5 × 7 mm 3 ; crystal pitch: 1.65 mm), which showed excellent characteristics in the development of high-resolution PET detectors in our previous studies . The crystal arrays were assembled using reflector grids composed of 3M enhanced spectral reflector polymer (thickness: 0.065 mm). Optical grease (Saint-Gobain, BC-630, index of refraction: 1.465) was used to optically couple the crystal array to the MA-PMT.
The readout electronics (the gain compensation, RCN and amplifier circuits) were also constructed, as shown in figure 3, where they are connected to the H8500 MA-PMT (1). The correction resistors, R s and R p , for each channel are surface mounted on the gain compensation boards (2). The RCN board (3) processes the 64 outputs from the gain compensation boards. The amplifier board (4) processes the four outputs from the RCN board, and the dynode output signal from the H8500, which is used for event triggering. Because resistors with the exact R p values determined in the PSpice simulation were unavailable, two resistors were combined in series to obtain a close approximation. The resulting average error between the exact and approximate R p values was less than 1%. Figure 4 shows a schematic of the test setup used to obtain the pulse height spectra and flood maps of the detector modules. The front side of each detector module was irradiated with a 1.25 MBq 22 Na point source with a nominal diameter of 0.25 mm. Coincidence data were acquired with a coincidence detector, which consists of an H8500 MA-PMT and a 7 × 7 LGSO ([Lu 1.8 Gd 0.2 SiO 4 : Ce]; Hitachi Chemical Co., Ltd) scintillator array (dimensions: 1.5 × 1.5 × 7.0 mm 3 ; crystal pitch: 1.65 mm). The distance between the test detector and the coincidence detector was 25 cm. The detector modules were tested with and without gain compensation.
Experimental details
The dynode outputs from the detector modules were used to generate coincidence signals, which were input to nuclear instrumentation module and VME (Versa Module Eurocard) modules to initiate the measurement of energy and position. Appropriate cable lengths were added to ensure that signals arrived within the gate period of the charge-to-digital converter (QDC). We used a constant fraction discrimination (CFD) module (KN381, CAEN) to discriminate signals from noise, and coincidence logic (N455, CAEN) to determine coincident events from the CFD outputs. Finally, a QDC VME module (V965, CAEN) was used to measure the integrated charges.
Flood maps were generated from the detector modules by decoding the gamma-ray interaction position (X, Y) from the A, B, C and D signals, as given by the following equations:
The crystal map was generated from the flood map automatically by searching for local peaks in the flood map and calculating the minimum distance between the peaks Figure 4 . Schematic diagram of the test setup used to obtain the pulse height spectra and flood maps of the detector modules. . The uniformity of the photopeak position in the energy spectrum of each crystal was then evaluated.
Prototype PET scanner
The gain-compensated detector modules developed in this work were applied to a prototype, small-ring PET scanner with eight detector modules. The scanner was designed for imaging small animals, such as rats and mice. The face-to-face distance between two opposite detectors was 13.1 cm. A detailed description of the PET scanner is given in table 1. The four position signals from each detector module were digitized (sampling rate = 170 MHz) and processed using the field-programmable gate array (FPGA)-based acquisition boards, in which the digital baseline correction and energy calculation are carried out. The events determined as valid in the acquisition boards were transferred to a master board that is also based on FPGA (Virtex 5; Xilinx). Here, the coincidence events between all the combinations of detector pairs were determined and sent to a main computer through Gigabit Ethernet (Ko et al 2011) . The coincidence window of 12 ns was used.
To measure spatial resolution and sensitivity, we used the 22 Na point source with nominal diameter of 250 μm (activity = 1.11 MBq; Isotope Products Laboratories) embedded with an acrylic disc.
For the measurement of spatial resolution at various positions, the point source was positioned at the center of the PET scanner and moved in the radial direction to 30 mm with 2 mm step size. At each location, list-mode PET data were acquired for 5 min with the energy window of 400-600 keV. The list-mode data were sorted into a three-dimensional sinogram and then rebinned into two-dimensional data using the single-slice rebinning algorithm. Finally, the PET data were reconstructed using the maximum-likelihood expectation-maximization (MLEM) algorithm (iteration number = 16). We used the MLEM algorithm because the gaps between H8500 PMTs led to significant reconstruction artifacts when a filtered back-projection reconstruction algorithm was applied. The spatial resolution was measured as the full-width at half-maximum (FWHM), which was estimated using linear interpolation (National Electrical Manufacturers Association 2008, Kim et al 2007 .
To measure the sensitivity, the 22 Na point source placed at the transaxial center was moved to the axial range of -23-23 mm and scanned for 5 min at each axial position. The activity of the point source was corrected for the branching ratio. Three different energy windows were applied (250-750, 350-650 and 400-600 keV).
To show the feasibility of the scanner for small-animal imaging, PET studies were performed on a rat. The rat was anesthetized by the continuous administration of isoflurane in oxygen. A 30 min PET scan of a Sprague Dawley rat (240 g) brain was acquired for 50 min after the injection of [
18 F]FDG 47.5 MBq). PET data were processed using the same procedures as used in the spatial resolution measurement.
The animal bed of the PET scanner was moved after the PET scan into the x-ray computed tomography (CT) gantry to acquire the CT image without the movement of the rat. We used small animal dedicated CT in the eXplore VISTA PET/CT scanner (GE Healthcare). The 360 projection data with 0.25 mA and 40 kV protocol were acquired (exposure time for each projection: 250 ms × 4 shots), and reconstructed into the 526 × 26 × 380 matrix (voxel size = 0.123 × 0.123 × 0.123 mm 3 ). A 68 Ge annulus phantom was scanned for 8 h to obtain the data for normalization correction that was applied to the phantom and animal data prior to the image reconstruction.
Results
Simulation results
As described, the performance of the gain compensation method was evaluated in simulation by assessing the normalized distribution of the sum of the RCN output signals (the distribution of S). Figure 5(a) shows the distribution of the normalized S after applying the primary gain compensation method defined by equation (2) to the MA-PMT with the distribution of (a) (b) Figure 6 . 2D distribution of S before (a) and after (b) gain compensation in a typical H8500 MA-PMT (COV decreased from 22.0% to 2.6%; max/min ratio decreased from 2.5 to 1.2).
figure 1. The compensated distribution shows that the output was not very uniform. To improve the uniformity, secondary and tertiary compensations were performed on the results of the primary compensation.
In the secondary compensation, the new parallel resistor values, R p2 (i), were determined by
where S 1 (i) is the sum of the RCN outputs after primary compensation when I(i) was the output from the ith anode, and max(S 1 (i); i = 1, . . . , 64) is the maximum of the values of S 1 (i).
In the tertiary compensation, the new parallel resistor values, R p3 (i), were determined by
where S 2 (i) is the sum of the RCN outputs after secondary compensation, and max(S 2 (i); i = 1, . . . , 64) is the maximum of the values of S 2 (i). Figures 5(b) and (c) show the distribution of S after performing the secondary and tertiary compensations, respectively. These results indicate that the iterative application of gain compensation improved uniformity significantly. Figure 6 shows the 2D distribution of S before and after gain compensation in another H8500 MA-PMT. Here, the coefficient of variation (COV) of the normalized output and the ratio of the maximum to the minimum photopeak position (max/min ratio) were improved from 22.0% to 2.6% and 2.5 to 1.2, respectively. Table 2 gives the simulated intrinsic uniformity results for 11 H8500 MA-PMTs. On average, the COV of the normalized output and the max/min ratio were improved from 15.7% to 2.7% and 2.0 to 1.2, respectively. Table 2 . The gain compensation simulation results for eleven H8500 MA-PMTs. The entries give the intrinsic uniformity of the MA-PMTs and the normalized sum of signals (S) after primary, secondary and tertiary simulations (mean ± standard deviation (COV)).
MA-PMT number
Intrinsic uniformity Primary result Secondary result Tertiary result 1 82.7 ± 7.4 (9.0%) 92.4 ± 3.8 (4.1%) 96.6 ± 2.4 (2.5%) 96.8 ± 1.3 (1.3%) 2 80.3 ± 9.1 (11.3%) 86.8 ± 6.3 (7.3%) 94.1 ± 4.2 (4.5%) 95.3 ± 2.9 (3.0%) 3 70.5 ± 8.8 (12.5%) 86.8 ± 6.5 (7.5%) 91.0 ± 4.5 (4.9%) 95.6 ± 2.9 (3.0%) 4 68.9 ± 8.7 (12.6%) 83.8 ± 5.1 (6.1%) 95.6 ± 2.8 (2.9%) 96.2 ± 2.3 (2.4%) 5 74.6 ± 11.0 (14.7%) 82.1 ± 6.3 (7.7%) 96.5 ± 3.2 (3.3%) 96.0 ± 2.5 (2.6%) 6 72.9 ± 12.5 (17.1%) 80.8 ± 8.0 (9.9%) 96.1 ± 4.5 (4.7%) 94.3 ± 2.8 (3.0%) 7
71.0 ± 12.3 (17.3%) 85.0 ± 8.0 (9.4%) 94.6 ± 4.1 (4.3%) 95.0 ± 2.8 (2.9%) 8 71.5 ± 12.7 (17.8%) 78.7 ± 7.5 (9.5%) 97.1 ± 3.9 (4.0%) 96.3 ± 3.1 (3.2%) 9
70.6 ± 13.1 (18.6%) 73.6 ± 7.0 (9.5%) 97.7 ± 3.5 (3.6%) 94.0 ± 2.8 (3.0%) 10 68.5 ± 13.4 (19.6%) 81.0 ± 7.5 (9.3%) 96.7 ± 3.8 (3.9%) 95.4 ± 2.8 (2.9%) 11 66.0 ± 14.5 (22.0%) 77.4 ± 7.9 (10.2%) 96.9 ± 3.5 (3.6%) 96.1 ± 2.5 (2.6%)
Performance evaluation of block detectors
Figures 7-10 show the experimental results obtained using the block detector described in section 2.4 with and without gain compensation. Figure 7 shows the pulse height spectra of an H8500 block detector without (a) and with (b) gain compensation. Spectrum peak alignment to correct for the light output difference was not applied to individual crystals. The gain compensation yielded better discrimination of photopeak and scatter regions in the pulse height spectrum. The FWHM of the primary peak region was improved from 37.7% to 25.6%. Figure 8 is the intrinsic uniformity map of a typical H8500 MA-PMT. Figures 9 and 10 show (a) flood images, (b) maps of the photopeak position in the energy spectrum of each element in the crystal array, (c) peak-aligned energy spectrum, (d) maps for energy resolution which were measured with the detector block using a PMT shown in figure 8 before (figure 9) and after (figure 10) gain compensation.
The flood images in figures 9(a) and 10(a) were generated by applying ± 20% energy windows to the raw pulse height spectra, and the serious non-uniform intensity distribution in the flood image was yielded without gain compensation as shown in figure 9(a) . The distribution of photopeak position obtained without gain compensation (figure 9(b)) shows a similar pattern to the MA-PMT intrinsic uniformity shown in figure 8. In contrast, the gain compensation gave much better uniformity in the flood image and photopeak position (figures 10(a) and (b)).
Absolute photopeak values decreased after gain compensation because part of the current was diverted to the ground (figure 9(b) versus figure 10(b) ). However, the decrease in the photopeak did not lead to any degradation in the image quality of the flood image, shape of the peak-aligned energy spectrum and energy resolution for each individual crystal as shown in figures 10(a), (c) and (d). Figure 11 shows the prototype octagonal PET scanner (a) and eight detector modules (b) assembled in the scanner. The best and worst energy resolutions at 511 keV for all crystals were 11.3% and 69.8%, respectively. The energy resolutions, averaged over all detectors and crystals, were 14.2% ± 3.0%, respectively. In figure 12, radial and tangential spatial resolutions acquired from the reconstructed images of the 22 Na point source are plotted versus the radial offset from the center. Spatial resolution at the center was approximately 1.0 mm in both the radial and tangential directions. Although degradation in the spatial resolution was observed at the periphery of the FOV, the spatial resolution was not greater than 2 mm within 30 mm off-center positions. Figure 13 shows the sensitivity profile measured with various energy window settings. The maximum sensitivity values obtained at the central plane were 3.61%, 2.31% and 0.95% for the energy windows of 250-750, 350-650 and 400-600 keV, respectively. This scanner gave the [ 18 F]FDG PET image of a rat brain shown in the right column of figure 14. Using 3D registration software (Lee et al 2005) , the PET image was coregistered to a CT image (figure 14, left) that was acquired immediately after the PET scan. The result is shown at the center of figure 14. 
Prototype PET scanner
Discussion
The position-sensitive MA-PMT is one of the most commonly used components in the development of NM imaging devices for small animals or specific organs. However, the degradation in the intrinsic performance of such imaging systems due to the anode gain non-uniformity of the MA-PMT is an important technical issue. Hence, there is a need for detector modules employing the position-sensitive MA-PMT to include the gain nonuniformity correction technique. It is possible to improve the intrinsic performance of a detector module by compensating for the anode gain non-uniformity. Two different methods to do this are dominantly used. The first method uses the variable gain amplifiers (VGAs) in an application-specific integrated circuit (ASIC) (Moriya et al 2008) . The VGAs are attached to the front-end circuit, with one VGA per channel. Moriya et al (2008) compared the relative photopeak position of each crystal before and after tuning the VGAs in the ASIC to provide compensation. The max/min ratio of the photopeak position improved from 3.1 to 1.9 after tuning. However, an ASIC is a slow and expensive way to provide the compensation because of their high price and the long period needed to design and develop them. The other dominant method is to divide the output current from the MA-PMT anodes, as was suggested by Popov et al (2006a, b) . This analog method is simple and inexpensive. They achieved this by adding a correction resistor to each anode. The value of the resistor was determined by a resistive matrix readout network, which decoupled each anode output into the X and Y directions to convert the 2D readout into a projective, single coordinate readout. As the authors observed, the advantage of this method is that all electronics are built from standard components. Thus, it was easily applied to a matrix readout network.
Although the approach of this paper also employs the output current division method, this method is based on an RCN circuit rather than a matrix readout network. Because the 2D RCN circuit is widely used, this new gain compensation method is useful, simple, easy to apply and inexpensive.
This work showed that our compensation method gave high-performance gain correction. Moreover, it did not take long to manufacture the gain compensation circuits, perform the iterative simulation process (two or three iterations) and implement the experimental setup. The results of the experiments presented in this paper show that the suggested method improved gain uniformity, proving its usefulness and feasibility. The system enhances the discrimination of photopeak and scatter regions in the pulse height distribution of block detectors, and can be used in the construction of high-resolution NM imaging devices.
Conclusion
A novel anode gain non-uniformity compensation method for the position-sensitive MA-PMT has been developed for application to high-performance NM imaging systems. The method described and tested in this paper will be useful for small FOV gamma cameras, SPECT and PET scanners that use position-sensitive MA-PMT.
