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INTRODUCTION 
Eddy current nondestructive evaluation (NDE) is one of the most important NDE 
techniques. Due to its inductive nature, eddy current testing only requires one-sided access 
to the test piece. Therefore, it can be used in complex test geometries, where many other 
NDE techniques cannot be easily applied. Typical applications of eddy current testing 
include the inspection of steam generator tubing in nuclear power plants and the inspection 
of surface structures of aircraft. 
Traditionally a bobbin coil probe is used to inspect steam generator tubing. During the 
inspection the bobbin coil is inserted into a tube and then pulled out. While the probe is 
moving along the internal surface of the tube, the impedance change of the coil is 
monitored and recorded. From the one-dimensional impedance change data obtained from 
the bobbin coil, one can decide whether there are flaws and approximately how large the 
flaws are. Flaws in steam generator tubing are sometimes circumferential outside diameter 
(OD) cracks near tube support plates. Because of the one-dimensional nature of the bobbin 
coil, it has a limited sensitivity to circumferential cracks. Therefore, the use of motorized 
rotating pancake coils (MRPC) for eddy current inspection has become a more common 
practice in recent years, as utilities struggle to stay ahead of aging steam generator tubes. In 
an MRPC inspection, a small pancake coil is placed on the internal surface of the tube and 
rotated while the MRPC probe is pulled out. Therefore, the trace of the pancake coil has a 
helical shape. MRPC probes can provide a two-dimensional impedance-change image over 
the tube's internal surface, which improves the probability of detection and enhances its 
flaw characterization capability. 
Despite its performance improvement over the bobbin coil, the MRPC still has some 
disadvantages. One of its major disadvantages is sensitivity-limiting noise resulting from 
stray electromagnetic pickup and irregular probe motion. Another major disadvantage is 
the blurring of the impedance-change image due to the nonlinear interaction between the 
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flaw and the probe coil. Therefore, image restoration techniques must be developed to 
improve the resolution of steam generator tubing inspection data so that the promise of 
better flaw detection and characterization can be achieved. In our previous work [1], we 
developed two linear image restoration techniques for two-dimensional eddy current data. 
The two methods are the Wiener filter and the maximum entropy method (MEM). Our 
study showed a certain degree of success with these methods, as well as revealing some of 
their limitations. In this paper we present two nonlinear image restoration methods for 
eddy current testing. The two methods are based on simulated annealing and genetic 
algorithms. The basic idea of the nonlinear methods is to formulate the image restoration 
problem as a nonlinear combinatorial optimization problem by using proper error criteria 
and a regularization function. To deal with the slow speed of the combinatorial 
optimization methods, a fast nonlinear forward model based on radial basis function 
networks was developed [2]. Our test results showed that the nonlinear methods are 
superior to linear methods such as the Wiener filter and the maximum entropy method in 
terms of resolution, noise reduction, and reliability. However, they also require longer 
execution time than the linear methods. Therefore, in practice the linear methods can be 
used for quick screening of most of the data, while the nonlinear methods can be used for 
processing critical data. 
NONLINEAR IMAGE RESTORA nON MODEL 
The basic concept of the nonlinear image restoration methods is to treat the eddy 
current image restoration methods as a nonlinear combinatorial optimization problem. 
Define Y = seX) as the nonlinear function relating the changed flaw conductivity 
distribution to the coil impedance change, where X is the flaw image representing 
conductivity change, and Y is the impedance-change image. Assume Xo is an unknown 
flaw image, Yo = s(Xo) is the corresponding ideal impedance-change image. A noisy 
measurement of Yo is 
(1) 
where No is an image containing additive noise. We can define the nonlinear image 
restoration problem as: " To find a restoration X of Xo such that the forward prediction 
error, Ils(X) - til, is minimized." Owing to the ill-posedness of the inverse mapping, 
minimization of the forward prediction error usually does not guarantee the minimization 
of the restoration error. To regularize the solution, we define the problem as: "To find a 
restoration X of Xo that minimizes the cost function 
e(X) = iis(X) - yW + Ate eX), (2) 
where A is a regularization constant, and ee(X) is a regularization function that represents 
our prior knowledge of the restoration." Generally this regularization function is a 
smoothness constraint that requires the restoration to have smooth transitions. 
Due to the nonlinearity in the forward mapping, usually we need to use iterative 
methods to solve the combinatorial optimization problem defined in Equation (2). Many 
algorithms for finding the minima of a nonlinear cost function require knowledge of the 
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gradient of the cost function. However, for the nonlinear image restoration problem 
defined in Equation (2), we generally cannot find an analytical expression for the gradient 
because the eddy current forward problem usually can only be solved numerically. 
Therefore, gradient based methods are not easily applied to the solution of this 
minimization problem. Combinatorial optimization algorithms, such as simulated 
annealing and genetic algorithms, do not require knowledge of the gradient, but require 
solving the forward problem many times. Therefore, to apply them to industrial practice, 
we must first develop a fast eddy current forward model. 
FAST FORWARD MODEL BASED ON RADIAL BASIS FUNCTION NETWORKS 
To speed up the eddy current forward computation, a fast forward model based on 
radial basis function (RBF) networks was developed [2]. Here we briefly review the basic 
idea of the neural network forward model. Details on the RBF network forward model can 
be found in References [2,3,4]. 
The structure of the neural network eddy current forward model is shown in Fig. 1. The 
binary flaw image in Fig. 1 represents the two-dimensional conductivity-change 
distribution of the flaw. If only cracks and voids are considered, a binary image can be 
used for the flaw image to reduce the complexity of the forward model. To reduce the size 
of the input image, i.e., to reduce the number of input features of the neural network, we 
use a two-dimensional Haar transform to capture the major features of the flaw image. The 
inputs to the neural network are the thresholded Haar transform coefficients of the flaw 
image. The Haar transform is a wavelet transform with the mother wavelet being the Haar 
wavelet. The multi-resolution decomposition capability of the Haar transform makes it 
easy to separate the important features of the flaw image from less important details. To 
reduce the dimension of the output space, we use the low frequency components of the 
impedance-change image in the Fourier domain as the outputs of the neural network. The 
complex impedance-change image is then obtained by applying the inverse FFT to the 
neural network outputs. The justification for using this compression approach arises from 
the fact that the impedance-change image is usually smooth, due to the diffusive nature of 
eddy currents. 
The diagram in Fig. 1 is based on a two-dimensional imaging model in which an eddy 
current probe is considered as a black box transforming a binary flaw conductivity-change 









Figure 1. Diagram of the fast neural network forward model. 
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to the impedance-change image can be learned by training the neural networks using a 
training data set. After the learning process of the neural networks is finished, they can be 
used to generate outputs corresponding to new inputs. 
SIMULATED ANNEALING 
Simulated annealing borrows its idea from the metallurgical annealing process, in 
which a metal object is heated to high temperature and then cooled slowly so that the 
crystal structure in the metal can reach a configuration state with minimum energy. The 
basic idea of simulated annealing is: Rather than always going downhill on the cost surface 
as in gradient-descent based methods (e.g., steepest descent and conjugate gradient), try to 
go downhill most of the time. In other words, there is a nonzero probability of accepting 
new states that increase the cost or the energy. The probability is controlled by a 
temperature parameter, which becomes smaller and smaller towards the end of the 
annealing process. There are three major components of a simulated annealing algorithm: 
1. Cost function. 
2. New state generation. 
3. Cooling schedule. 
Cost Function 
The cost function defines how close a solution is to the ideal solution. It is the 
objective function of the simulated annealing algorithm. For our problem, we can use a 
simple cost function based on the mean square error between the predicted impedance 
change and the measured impedance change 
C(X) = LLI62ij -62iJI2 +A.m, 
i j 
(3) 
where X represents the flaw image, 62ij is the impedance change corresponding to the 
current solution obtained using the neural network fast forward model, 623 is the 
measured impedance change, ,1, is a regularization constant that controls the relative 
importance of the smoothing term and the mean square error, and m is the number of 
direction changes on the flaw boundary (number of comers of the flaw). By changing the 
regularization constant, we can control the smoothness of the solution. The selection of the 
regularization constant is usually decided by the signal-to-noise ratio (SNR) of the data. 
When the data has low SNR, one should use a large,1, to reduce the effect of noise. 
New State Generation 
In our problem, the solution is a binary image representing the shape of a flaw. Since 
we assume that there is only one flaw in the region of interest, in a valid solution all the 
pixels representing the flaw should be connected together. In the new state generation step 
we must ensure that a valid new state is generated from a valid old state. This cannot be 
accomplished by using a simple random pixel-flip scheme because it may generate an 
invalid state. To deal with this problem, we developed a new state generation algorithm in 
which a new flaw image is obtained by randomly expanding or shrinking the flaw region in 
the old flaw image. We have also incorporated an heuristic based on the energy of the 
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impedance-change image to guide the flaw growth in the correct direction. Details on the 
new state generation algorithm can be found in Reference [3]. 
Cooling Schedule 
A cooling schedule consists of an initial high temperature, a final low temperature, the 
number of transitions per temperature, and a function for updating the temperature. The 
cooling schedule must make a trade-off between two conflicting requirements - fast speed 
and convergence to optimal or near-optimal results. The selection of the high temperature 
and the low temperature is related to the maximum and minimum values of the cost 
function, which are generally not available before the annealing process. To ensure 
convergence to the global minimum, the high temperature must be high enough, the low 
temperature must be low enough, and the temperature must be decreased slowly enough. 
Summary of the Simulated Annealing Algorithm 
The simulated annealing based nonlinear eddy current image restoration method can be 
summarized as follows: 
1. Select the training flaw set by using prior information about flaw shape. 
2. Use a numerical model or experimental measurements to obtain the impedance-change 
images for the training flaw set. 
3. Establish the fast forward model using the training data set and training algorithms 
discussed in References [2,4]. 
4. Select the parameters for the cooling schedule. 
5. Generate a random initial flaw image. Since at high temperature simulated annealing 
searches over a large space, the selection of the initial state is not crucial to the 
performance of the algorithm. 
6. From the current state, generate a new state using the new state generation algorithm. 
For the new state, calculate its corresponding impedance-change image using the fast 
forward model and then compute its cost. Accept this new state if it has a lower cost 
than the current state. Otherwise, accept the new state with a probability given by the 
Metropolis function [3]. Repeat the above process until a transition occurs. 
7. After a certain number of transitions, decrease the temperature. 
S. Stop if the temperature is lower than the final temperature and return the state with the 
smallest cost found during the annealing process. 
GENETIC ALGORITHMS 
Like the simulated annealing algorithm, genetic algorithms are used for solving 
combinatorial optimization problems. Genetic algorithms were developed originally in the 
field of artificial intelligence more than 20 years ago. But only recently has it been widely 
used in solving the combinatorial optimization problem. Genetic algorithms simulate the 
natural evolution process. More specifically, they involve the following steps: 
1. Encode the candidate solutions of a problem in binary strings or arrays of numbers. 
This encoded representation is called a chromosome. 
2. Define a fitness function for the candidate solutions. For an optimization problem, the 
fitness function is related to the objective function to be optimized. 
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3. Define a selection process to generate an intermediate population from an initial 
popUlation based on the fitness of each individual. 
4. Define a mutation operation which brings random changes to the chromosome of each 
individual. 
5. Define a crossover operation to exchange genetic material between two individuals. 
6. Perform an evolution process that is based on the operations defined above. 
In many applications, genetic algorithms have been found to be more efficient than the 
simulated annealing algorithm. This is mainly due to the crossover operation used to create 
new candidate solutions from the current population. The crossover operation can extend 
the region of search to be much larger than the region of search for the random perturbation 
used in simulated annealing. This increases the probability of finding a good candidate and 
improves convergence performance. 
Encoding of the Solution 
The individuals in a genetic algorithm are the candidate solutions of the optimization 
problem. In our image restoration problem, the candidate solutions are binary images 
containing possible flaw shapes. According to the neural network forward model we 
developed, the flaw image is defined as a binary image for the conductivity distribution in 
the flaw region. The binary flaw image can also be considered as a binary string if we map 
the two-dimensional array of binary numbers into a one-dimensional array of binary 
numbers by rearranging the indices. Thus, for our problem a candidate solution is encoded 
as a binary string. 
Fitness Function 
The fitness function defines how well an individual is able to survive in the 
evolutionary process. In an optimization problem, the fitness function defines how close a 
solution is to the optimal solution. In our image restoration problem, we can define the 
fitness function as the reciprocal of the cost function we used for the simulated annealing 
algorithm: 
f(X) = 1/ C(X), (4) 
where X represents the flaw image, and C(X) is given by Equation (3). 
Population Selection 
We use rank-based selection for generating an intermediate population. In rank-based 
selection, the expected number of offspring for a candidate solution depends upon its 
fitness rank, not the absolute value of its fitness. Therefore, rank-based selection can 
guarantee that a good solution has many more offspring than a bad solution. 
Crossover 
The crossover operation is a very important operation in genetic algorithms. The 
crossover operation should randomly incorporate the genetic materials of the two parents to 
generate offspring without any preference for either one of the parents. We developed an 
algorithm for the crossover operation that is based on examining the intersection and union 
of the flaw regions of the two parents [3,4]. The intersection of the two flaw regions 
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contains genetic material common to the two parents, which is likely to be an important 
part of the optimal solution. Therefore, we initialize the offspring with the intersection and 
then randomly grow it in the union of the two flaw regions. 
Mutation 
The mutation operation in the genetic algorithm is very similar to the new state 
generation step in the simulated annealing algorithm. Details on the mutation operation can 
be found in Reference [3]. 
(a) (b) (c) (d) 
(e) (t) 
Figure 2. Test results: (a) real part of impedance change; (b) imaginary part of impedance 
change; (c) result of Wiener filter; (d) result of MEM; (e) result of simulated annealing; (t) 
result of genetic algorithm. 
COMPARISON OF LINEAR METHODS AND NONLINEAR METHODS 
To evaluate the performance of the nonlinear methods and compare them to the linear 
methods, we tested them using laboratory data derived from a two-dimensional impedance-
change measurement for a surface crack on a thick aluminum plate. The crack had a length 
of 4.04 mm, a width of 0.21 mm, and a depth of 0.916 mm. The 504-turn coil used had an 
inner radius of 3.8 mm, an outer radius of 5.63 mm, and a height of 2.64 mm. A two-
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dimensional scan was made on a 64 by 64 grid, with a grid separation of 0.4 mm. Before 
restoration, the data were preprocessed using polynomial background removal and spline 
smoothing. The impedance change data and the restoration results are shown in Fig. 2. Details on 
the processing procedures can be found in Reference [3]. As can be seen from Fig. 2, the 
two nonlinear methods give better restoration results than the linear methods in terms of 
resolution and noise reduction. However, they are also computationally more intensive. 
On a DEC 5000 workstation, the Wiener filter took about 2 seconds, MEM took about 1.5 
minutes, simulated annealing took about 30 minutes, and the genetic algorithm took about 
2 minutes. Other tests also revealed that the nonlinear methods are more reliable under 
various flaw-coil configurations [5]. 
CONCLUSIONS 
In this paper we presented two nonlinear image restoration methods for two-
dimensional eddy current testing and compared them with two linear methods. The 
nonlinear methods are based on simulated annealing and genetic algorithms. Both methods 
utilize a fast nonlinear forward model based on radial basis function networks to improve 
speed performance. Our test results showed that the nonlinear methods are superior to 
linear methods such as the Wiener filter and maximum entropy method in terms of 
resolution, noise reduction, and reliability. However, they also require longer execution 
times than the linear methods, especially the simulated annealing algorithm. 
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