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Abstract
We consider the problem o pricing perpetual American options written on
dividend-paying assets whose price dynamics follow a multidimensional Black and
Scholes model. For convex Lipschitz continuous functions, we give a probabilistic
characterization of the fair price in terms of a reflected BSDE, and an analytical
one in terms of an obstacle problem. We also provide the early exercise premium
formula.
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1 Introduction
In this paper, we consider the problem of pricing perpetual American options written
on dividend-paying assets whose price dynamics follow the classical multidimensional
Black and Scholes model. In this model, under the risk-neutral measure P , the asset
pricesXs,x,1, . . . ,Xs,x,d on [s,∞) evolve according to the stochastic differential equation
Xs,x,it = xi +
∫ t
s
(r − δi)Xs,x,iθ dθ +
n∑
j=1
∫ t
s
σijX
s,x,i
θ dW
j
θ , t ≥ s. (1.1)
In (1.1), W is a standard d-dimensional Wiener process, xi, i = 1, . . . , d, are the initial
prices at time s, r ≥ 0 is the risk-free interest rate, δi ≥ 0, i = 1, . . . , d, are dividend
rates and σ = {σij}i,j=1,...,d is the volatility matrix. We assume that a = σ · σ∗, where
σ∗ is the transpose of σ, is strictly positive definite.
Let T > 0 and ψ : Rd → R be a nonnegative continuous functions with polynomial
growth. Under the measure P , the value at time s of the American option with payoff
function ψ and expiration time T is given by
VT (s, x) = sup
s≤τ≤T
Ee−r(τ−s)ψ(Xs,xτ ), (1.2)
and the value of the perpetual option with payoff function ψ is
V (s, x) = sup
τ≥s
Ee−r(τ−s)ψ(Xs,xτ ). (1.3)
1
(see [9, 10, 19]). In (1.2), the supremum is taken over the set of all stopping times with
values in [s, T ], and in (1.3), over the set of stopping times in [s,∞]. In the event that
τ =∞, we interpret e−r(τ−s)ψ(Xs,xτ ) to be zero.
At present, properties of VT are quite well investigated. It is known (see [5, 6, 7])
that VT can be represented by a solution of a reflected backward stochastic differential
equation (RBSDE). A detailed study of the structure of this RBSDE, which in partic-
ular leads to the early exercise premium formula, is given in [12] (also see Section 3.1).
The value VT can also be characterized analytically as a solution of some obstacle prob-
lem (or, in different terminology, variational inequality) (see [5, 6, 7, 12] and Section
3.2). It is worth pointing here that the analytical characterization relies heavily on the
characterization via solutions of RBSDEs.
In case of perpetual options less in known, except for put and call options in case
d = 1, which were thoroughly investigated as early as in [16, 17]. For a nice presentation
of these results as well as some newer results and historical comments see the books
[10, 19]. Presumably, the main reason that less attention has been paid to V than
to VT is that perpetual options are not traded. On the other hand, in our opinion,
perpetual American options are interesting from historical reasons and from a purely
theoretical point of view. This motivated us to ask whether in the multidimensional
case, for a wide class of payoffs functions one can represent V in terms of BSDEs or
solutions of obstacle problems. Another reason for writing this paper is that the desired
representations of V can be derived in a quite elegant way from those for VT . The main
idea is as follows. Intuitively, V is the limit of VT as T → ∞ (in fact this is true; see
Section 3.1). This suggests that properties of V we are interested in can be derived
by studying the behaviour, as T → ∞, of the solution of the RBSDE with terminal
condition at time T , which is used to represent VT . By modifying some results from
the recent paper [14], we show that the idea sketched above is indeed realizable. As
a result we show that for convex and Lipschitz continuous ψ the value function V is
represented by a solution of some RBSDE with terminal condition 0 at infinity and we
get the exercise premium formula. We also show that V is a solution a unique of some
obstacle problem. Finally, we estimate that rate of convergence of VT to V . It seems
that some of our results (the representation in terms of RBSDEs, rate of convergence)
are new even in the case of classical call/put option and d = 1.
2 Preliminaries
In our considerations only the distribution of the processes Xs,x,i will be important.
Since they depend on σ only through a, we may and will assume that σ is a symmetric
square root of a. From the same reason (only the distributions are important), as in
[12], we will use a slightly different from (1.1) form of the price dynamics. It appears
to be more convenient for us than (1.1).
Let Ω = C([0, T ];Rd) and let X be the canonical process on Ω. For (s, x) ∈
[0, T ] × Rd let Ps,x denote the law of the process Xs,x = (Xs,x,1, . . . ,Xs,x,d) defined
by (1.1) and let {Fst } denote the completion of σ(Xθ; θ ∈ [s, t]) with respect to the
family {Ps,µ;µ a finite measure on B(Rn)}, where Ps,µ(·) =
∫
Rd
Ps,x(·)µ(dx). Then for
each s ∈ [0, T ), X = (Ω, (Fst )t∈[s,T ],X, Ps,x) is a Markov process on [0, T ]. Using Itoˆ’s
formula and Le´vy’s characterization of the Wiener process motion one can check (see
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[12, Section 2] for details) that
Xit = X
i
0 +
∫ t
s
(r − δi)Xiθ dθ +
d∑
j=1
∫ t
s
σijX
i
θ dB
j
s,θ, t ≥ s, Ps,x-a.s., (2.1)
where {Bs,t, t ≥ s} is under Ps,x a standard d-dimensional {Fst }-Wiener process on
[s,∞). It is well known that the unique solution of (2.1) is of the form
Xit = X
i
0 exp
(
(r − δi − aii/2)(t − s) +
d∑
j=1
σijB
j
s,t
)
, t ≥ s, Ps,x-a.s. (2.2)
Let σi =
√
aii. Since B˜
i :=
∑d
j=1 σijB
j
s,· is a continuous martingale with the quadratic
variation 〈B˜is,·〉t = aii(t− s), t ≥ s, the process Xi has the form
Xit = X
i
0e
(r−δi)(t−s)N is,t, t ≥ s, (2.3)
where N is,t = exp(−(t − s)a2ii/2 + B˜is,t), t ≥ s, is an (Fst )-martingale under Ps,x. Let
D = {x = (x1, . . . , xd) : xi > 0, i = 1, . . . , d}. From (2.2) it follows that if x ∈ D, then
Ps,x(Xt ∈ D, t ≥ s) = 1.
Below we recall some known results on the pricing of American options with finite
expiration time T > 0. They will be needed in the next section.
In this paper, we assume that the payoff function satisfies the following condition:
(A1) ψ : Rd → R is a nonnegative convex function which is Lipschitz continuous, i.e.
there is L > 0 such that |ψ(x) − ψ(y)| ≤ L|x− y| for all x, y ∈ Rd.
In particular, ψ(x) ≤ C(1 + |x|) with C = max{L,ψ(0)}. Furthermore, since ψ is
convex, for a.e. x ∈ Rd there exist the usual partial derivatives ∇1ψ(x), . . . ,∇dψ(x)
of ψ at x. Furthermore, by Alexandrov’s theorem (see, e.g., [1, Theorem 7.10]), ψ has
second order derivatives at x for a.e. x ∈ Rd, which we denote by ∇2ijψ(x).
Let Ts,T denote the set of all (Fst )-stopping times with values in [s, T ]. The fair
price (or value) VT (s, x) of the American option with expiration time T and payoff
function ψ is given by
VT (s, x) = sup
τ∈Ts,T
Es,xe
−r(τ−s)ψ(Xτ ). (2.4)
Since ψ is continuous with linear growth, from [5, Theorem 5.2] it follows that
for every (s, x) ∈ [0, T ] × Rd there exists a unique solution (Y T,s,x,KT,s,x, ZT,s,x), on
the space (Ω,FsT , Ps,x), of the RBSDE with coefficient f(y) = −ry, y ∈ R, terminal
condition ψ(XT ) and barrier ψ(X), that is RBSDE of the form

Y T,s,xt = ψ(XT )−
∫ T
t rY
T,s,x
θ dθ +
∫ T
t dK
T,s,x
θ −
∫ T
t Z
T,s,x
θ dBs,θ, t ∈ [s, T ],
Y T,s,xt ≥ ψ(Xt), t ∈ [s, T ],
KT,s,x0 = 0 ,K
T,s,x is continuous and increasing, and satisfies
the minimality condition
∫ T
s (Y
T,s,x
t − ψ(Xt)) dKT,s,xt = 0.
(2.5)
For the precise definition of a solution we defer the reader to [5]. Here let us only note
that Es,x
∫ T
s |ZT,s,xθ |2 dθ <∞, so the process
MT,s,xt =
∫ t
s
ZT,s,xθ dBs,θ, t ∈ [s, T ],
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is a martingale under Ps,x. Let LBS denote the Black-Scholes operator defined by
LBS =
d∑
i=1
(r − δi)xi∂xi +
1
2
d∑
i,j=1
aijxixj∂
2
xixj ,
where ∂xi , ∂
2
xixj denote the partial derivatives in the distribution sense. In [5, Theorem
8.5] it is also proved that for every (s, x) ∈ [0, T ] × Rd,
Y T,s,xt = uT (t,Xt), t ∈ [s, T ], Ps,x-a.s., (2.6)
where uT is a (unique) viscosity solution to the obstacle problem{
min{uT − ψ,−∂suT − LBSuT + ruT } = 0 in [0, T ] ×Rd,
uT (T, ·) = ψ on x ∈ Rd.
(2.7)
The process Y¯ T,s,x defined as Y¯ T,s,xt = e
−r(t−s)Y T,s,xt , t ∈ [s, T ], is the first component
of the solution of RBSDE with coefficient f = 0, terminal condition e−rTψ(XT ) and
barrier e−rtψ(Xt), t ∈ [s, T ]. Therefore from (2.6) with t = s and [5, Proposition 2.3]
(or [6, Proposition 3.3]) it follows that VT = uT . Let
LBS =
d∑
i=1
(r − δi)xi∇i + 1
2
d∑
i,j=1
aij∇ij .
In [12, Theorem 2] it is proved that under (A1), for every (s, x) ∈ [0, T ] ×D,
KT,s,xt =
∫ t
s
Φ(Xθ, uT (θ,Xθ)) dθ, t ∈ [s, T ], Ps,x-a.s.
where
Φ(x, y) = Ψ−(x)1(−∞,ψ(x)](y), Ψ(x) = −rψ(x) + LBSψ(x) (2.8)
and Ψ− = max{−Ψ, 0}. Since uT (s, x) ≥ ψ(x) ≥ 0, we have
Φ(x, 0) = Ψ−(x), Φ(x, uT (s, x)) = Ψ
−(x)1{uT (s,x)=ψ(x)}, (s, x) ∈ [0, T ]×D.
3 Perpetual options
To shorten notation, in this section we set V (x) = V (0, x), Ft = F0t , Px = P0,x, and
we denote by Ex the expectation with respect to Px. With this notation, (1.3) takes
the form
V (x) = sup
τ∈T
Exe
−rτψ(Xτ ), (3.1)
where T is the set of all (Ft)-stopping times.
3.1 Stochastic representation of the value function
Assume (A1) and let
Y Tt = uT (t,Xt), K
T
t =
∫ t
0
Φ(Xs, uT (s,Xs)) ds, t ∈ [0, T ].
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Then Y T andKT are independent of x versions of Y T,0,x and KT,0,x, respectively. Since
VT = uT , we have
VT (t,Xt) = Y
T
t = uT (t,Xt), t ∈ [0, T ], Px-a.s. (3.2)
From the first equation in (2.5) it follows that MT,0,x also has a version independent
of x, which we denote by MT . Set
Y¯ Tt = e
−rtY Tt , K¯
T
t =
∫ t
0
e−rs dKTs , M¯
T
t =
∫ t
0
e−rs dMTs , t ∈ [0, T ].
Since
Y Tt = ψ(XT )−
∫ T
t
rY Ts ds+
∫ T
t
dKTθ −
∫ T
t
dMTs , t ∈ [s, T ],
integrating by parts we obtain
Y¯ Tt = e
−rTψ(XT ) +
∫ T
t
dK¯Ts −
∫ T
t
dM¯Ts , t ∈ [0, T ]. (3.3)
We will also need the following condition.
(A2) For every x ∈ D,
(a) lim
t→∞
Exe
−rtψ(Xt) = 0, (b) Ex
∫ ∞
0
e−rtΨ−(Xt) dt <∞. (3.4)
Remark 3.1. (i) Condition (3.4) can be equivalently stated as
(a) lim
t→∞
e−rtPtψ(x) = 0, (b) RrΨ
−(x) <∞,
where (Pt)t>0 (resp. (Rα)α>0) is the semigroup (resp. resovent) associated with X.
(ii) Assume that r > 0. Clearly (3.4)(a) is satisfied if ψ is bounded. By (2.3), ExX
i
t =
xie
(r−δi)t, t ≥ 0. Therefore (3.4)(a) is satisfied for general Lipschitz-continuous ψ if
δi > 0, i = 1, . . . d. Similarly, (3.4)(b) is satisfied if Ψ
− is bounded or Ψ− satisfies the
linear growth condition and δi > 0, i = 1, . . . , d.
We are going to show that if (3.4) is satisfied for some x ∈ D, then Y¯ T converges
as T → ∞ to a process Y¯ x being the first component of the solution (Y¯ x, K¯x, M¯x) of
the reflected BSDE which informally can written as
Y¯ xt =
∫ ∞
t
dK¯xs −
∫ ∞
t
dM¯xs , t ≥ 0. (3.5)
We will also show that K¯x has the representation
K¯xt =
∫ t
0
e−rsΦ(Xs, e
rsY¯ xs ) ds, t ≥ 0, (3.6)
so in fact (Y¯ x, M¯x) is a solution of the usual BSDE
Y¯ xt =
∫ ∞
t
e−rsΦ(Xs, e
rsY¯ xs ) ds −
∫ ∞
t
dM¯xs , t ≥ 0. (3.7)
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Before giving the definition of solutions of (3.5) and (3.7) let us recall that a con-
tinuous (Ft)-adapted process Y is said to be of class (D) under the measure Px if the
collection {Yτ : τ ∈ T } is uniformly integrable under Px. Let L1(Px) denote the space
of continuous processes with finite norm ‖Y ‖x,1 = sup{Ex|Yτ | : τ ∈ T }. It is known
that L1(Px) is complete (see [3, Theorem VI.22]). Moreover, if Y n are of class (D) and
Y n → Y in L1(Px), then Y is of class (D) (see [14, Section 3]).
Definition. (i) We say that a triple (Y¯ x, K¯x, M¯x) of adapted continuous processes is a
solution of the reflected BSDE (3.5) with lower barrier L¯t = e
−rtψ(Xt) if Y¯
x is of class
D, M¯x is a local martingale with M¯x0 = 0, K¯
x is an increasing process with K¯0 = 0,
and for every T > 0,

Y¯ xt = Y¯
x
T +
∫ T
t dK¯
x
s −
∫ T
t dM¯
x
s , t ≥ 0,
Y¯ xt ≥ L¯t, t ∈ [0, T ],
∫ T
0 (Y¯
x
t − L¯t) dK¯xt = 0,
Y¯ xT → 0 Px-a.s. as T →∞.
(3.8)
(ii) We say that a pair (Y¯ x, M¯x) of adapted continuous processes is a solution of the
BSDE (3.7) if Y¯ x is of class D, M¯x is a local martingale with M¯x0 = 0 and for every
T > 0,
∫ T
0 e
−rtΦ(Xt, e
rtY¯ xt ) dt <∞ Px-a.s.{
Y¯ xt = Y¯
x
T +
∫ T
t e
−rsΦ(Xs, e
rsY¯ xs ) ds −
∫ T
t dM¯
x
s , t ≥ 0,
Y¯ xT → 0 Px-a.s. as T →∞.
(3.9)
Remark 3.2. Let (Y¯ x, M¯x, K¯x) be a solution of (3.8). Then for every t ∈ T ,
ExY¯
x
0 ≥ ExY xτ ≥ Exe−rτψ(Xτ ).
To see this, consider a localizing sequence {τn} for M¯x. Since
Y¯ xt = Y¯
x
0 −
∫ t
0
dK¯xs +
∫ t
0
dM¯xs , t ≥ 0,
we have ExY¯
x
0 ≥ lim infn→∞ExY xτ∧τn . Applying Fatou’s lemma yields the desired
inequalities.
Proposition 3.3. Assume that ψ satisfies (A1) and (3.4) for some x ∈ D. Then there
is at most one solution of (3.8). Similarly, there is at most one solution of (3.7).
Proof. Suppose that (Y¯ i, K¯i, M¯ i), i = 1, 2, are solutions of (3.8). Write Y¯ = Y¯ 1 − Y¯ 2,
K¯ = K¯1 − K¯2, M¯ = M¯1 − M¯2. Then
Y¯t = Y¯0 −
∫ t
0
dK¯s +
∫ t
0
dM¯s, t ≥ 0.
By the Meyer-Tanaka formula (see, e.g., [18, Theorem IV.68]),
Y¯ +t ≤ Y¯ +T +
∫ T
t
1{Y¯ 1s >Y¯ 2s } dK¯s −
∫ T
t
1{Y¯ 1s >Y¯ 2s } dM¯s. (3.10)
Since e−rtψ(Xt)Lt ≤ Y¯ 1t ∧ Y¯ 2t ≤ Y¯ 1t , we have∫ T
t
1{Y¯ 1s >Y¯ 2s } dK¯
1
s =
∫ T
t
1{Y¯ 1s >Y¯ 2s }(Y¯
1
s − Y¯ 2s )−1(Y¯ 1s − Y¯ 1s ∧ Y¯ 2s ) dK¯1s ≤ 0.
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By the above inequality and (3.10), ExY¯
+
t ≤ ExY¯ +T . Since ExY¯ +T → 0 as T → ∞, we
see that Y¯ +t = 0, t ≥ 0, Px-a.s. In the same way we show that (−Y¯t)+ = 0, t ≥ 0,
Px-a.s. Thus Y¯
1 = Y¯ 2. That M¯1 = M¯2 and K¯1 = K¯2 now follows from uniqueness of
the Doob-Meyer decomposition of Y¯ 1.
The proof of the second assertion is similar. Suppose that (Y¯ 1, M¯1), (Y¯ 2, M¯2) are
solutions of (3.7). Let Y¯ = Y¯ 1 − Y¯ 2, M¯ = M¯1 − M¯2. Applying the Meyer-Tanaka
formula yields
Y¯ +t ≤ Y¯ +T +
∫ T
t
1{Y¯ 1s >Y¯ 2s }e
−rs(Ψ(Xs, e
rsY¯ 1s )−Ψ(Xs, ersY¯ 2s )) ds −
∫ T
t
1{Y¯ 1s >Y¯ 2s } dM¯s.
But
(Φ(x, y1)− Φ(x, y2))(y1 − y2)
= Ψ−(x)(1(−∞,ψ(x)](y1)− 1(−∞,ψ(x)](y2))(y1 − y2) ≤ 0, (3.11)
so Y¯ +t ≤ Y¯ +T −
∫ T
t 1{Y¯ 1s >Y¯ 2s } dM¯s. To prove that Y¯
1 = Y¯ 2 and M¯1 = M¯2 it suffices now
to repeat the argument from the proof of the first assertion.
By (3.3) with T = n,
Y¯ nt = e
−rnψ(Xn) +
∫ n
t
e−rsΦ(Xs, e
rsY¯ ns ) ds −
∫ n
t
dM¯ns , t ∈ [0, n]. (3.12)
We put
Y˜ nt = Y¯
n
t , M˜
n
t = M¯
n
t , t < n, Y˜
n
t = 0, M˜
n
t = M¯
n
n , t ≥ n.
The proof of the following theorem is a modification of the proof of [14, Propositions
4.1, 4.2].
Theorem 3.4. Assume that ψ satisfies (A1) and (3.4) for some x ∈ D. Then there
exists a unique solution (Y¯ x, M¯x) of (3.7) on (Ω,F , Px). Moreover,
Ex
∫ ∞
0
e−rtΦ(Xt, e
rtY¯ xt ) dt ≤ 2Ex
∫ ∞
0
e−rtΨ−(Xt) dt, (3.13)
lim
n→∞
‖Y¯ n − Y¯ x‖x,1 = 0 (3.14)
and for every q ∈ (0, 1),
lim
n→∞
Ex sup
t≥0
|Y¯ nt − Y¯ xt |q = 0. (3.15)
Proof. Uniqueness follows from Proposition 3.3. The proof of the existence and (3.13)–
(3.15) we divide into two steps.
Step 1. We shall prove some a priori estimates for the process Y¯ n and the difference
δY˜ := Y˜ m − Y˜ n. Specifically, we shall prove that
‖δY˜ ‖x,1 ≤ Ex
(
e−rmψ(Xm) + e
−rnψ(Xn) +
∫ m
n
e−rtΨ−(Xt) dt
)
, (3.16)
Ex sup
t≥0
|δY˜t|q ≤ 1
1− qEx
(
e−rmψ(Xm) + e
−rnψ(Xn)) +
∫ m
n
e−rtΨ−(Xt) dt
)q
(3.17)
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for every q ∈ (0, 1), and for every t ≥ 0,
Ex
∫ t
0
e−rsΦ(Xs, e
rsY¯ ns ) ds ≤ Ex
(
Y¯ nt + 2
∫ t
0
e−rsΨ−(Xs) ds
)
. (3.18)
By (3.12),
Y¯ nt = Y¯
n
0 −
∫ t
0
1[0,n](s)e
−rsΦ(Xs, e
rsY¯ ns ) ds+
∫ t
0
1[0,n](s) dM¯
n
s , t ∈ [0, n]. (3.19)
Moreover,
Y˜ nt = Y˜
n
0 −
∫ t
0
1[0,n](s)e
−rsΦ(Xs, e
rsY˜ ns ) ds +
∫ t
0
dV ns +
∫ t
0
1[0,n](s) dM˜
n
s , t ≥ 0,
where
V nt = 0, t < n, V
n
t = −Y¯ nn , t ≥ n.
Hence
δY˜t = δY˜0 +Rt +
∫ t
0
(1[0,m](s) dM˜
m
s − 1[0,n](s) dM˜ns ), t ≥ 0
with
Rt = −
∫ t
0
1[0,n](s)e
−rs(Φ(Xs, e
rsY˜ ms )− Φ(Xs, ersY˜ ns )) ds
−
∫ t
0
1(n,m](s)e
−rsΦ(Xs, e
rsY˜ ms ) ds+
∫ t
0
d(V ms − V ns ).
By the Meyer-Tanaka formula, for t < m we have
|δY˜m| − |δY˜t| ≥
∫ m
t
sign(δY˜s−) d(δY˜ )s,
where sign(x) = 1 if x > 0 and sign(x) = −1 if x ≤ 0. Therefore, for t < m,
|δY˜t| = Ex(|δY˜t| |Ft) ≤ Ex
(
|δY˜m| −
∫ m
t
sign(δY˜s−) dRs
∣∣Ft).
From this it follows that for t ∈ [0,m],
|δY˜t| ≤ Ex
(
|δY˜m|+
∫ m
t
1[0,n](s)e
−rssign(δY˜s)(Φ(Xs, e
rsY˜ ms )− Φ(Xs, ersY˜ ns )) ds
+
∫ m
t
1(n,m](s)e
−rssign(δY˜s)Φ(Xs, e
rsY˜ ms ) ds + |V mm |+ |V nn |
∣∣Ft).
By (3.11),∫ m
t
1[0,n](s)e
−rssign(δY˜s)(Φ(Xs, e
rsY˜ ms )− Φ(Xs, ersY˜ ns )) ds ≤ 0. (3.20)
Furthermore, since Y˜ nt = 0 for t ≥ n, it follows from (3.11) that∫ m
t
1(n,m](s)e
−rssign(δY˜s)Φ(Xs, e
rsY˜ ms ) ds
≤
∫ m
t
1(n,m](s)e
−rssign(δY˜s)Ψ
−(Xs) ds ≤
∫ m
n
e−rsΨ−(Xs) ds.
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Furthermore, δY˜m = 0 and |V mm | + |V nn | = |Y¯ mm | + |Y¯ nn | = e−rmψ(Xm) + e−rnψ(Xn).
Therefore, for t ∈ [0,m] we have
|δY˜t| ≤ Ex
(
e−rmψ(Xm) + e
−rnψ(Xn) +
∫ m
n
e−rsΨ−(Xs) ds
∣∣Ft) =: Nt,
from which (3.16) follows. By the above inequality and [2, Lemma 6.1],
Ex sup
0≤t≤m
|δY˜t|q ≤ (1− q)−1(ExNm)q,
which shows (3.17). To prove (3.18), we first observe that by the Meyer-Tanaka formula,
Ex|Y¯ nt | − Ex|Y¯ n0 | ≥ Ex
∫ t
0
sign(Y¯ ns−) dY¯
n
s .
By the above inequality and (3.19), for t < n we have
Ex|Y¯ nt | − Ex|Y¯ n0 | ≥ −Ex
∫ t
0
1[0,n](s)sign(Y¯
n
s )e
−rsΦ(Xs, e
rsY¯ ns ) ds.
On the other hand, for every t ≥ 0,∫ t
0
e−rsΦ(Xs, e
rsY¯ ns ) ≤
∫ t
0
e−rs|Φ(Xs, ersY¯ ns )− Φ(Xs, 0)| ds +
∫ t
0
e−rsΦ(Xs, 0) ds
= −
∫ t
0
sign(Y¯ ns )e
−rs(Φ(Xs, e
rsY¯ ns )− Φ(Xs, 0)) ds
+
∫ t
0
e−rsΦ(Xs, 0) ds
≤ −
∫ t
0
sign(Y¯ ns )e
−rsΦ(Xs, e
rsY¯ ns ) ds + 2
∫ t
0
e−rsΨ−(Xs) ds,
which when combined with (3.20) proves (3.18).
Step 2. We will prove the existence of a solution of (3.7) and (3.14), (3.15). From
(3.4) and (3.16) it follows that ‖Y¯ n − Y¯ m‖x,1 → 0 as n,m → ∞. Hence there exists
a process Y x ∈ L1(Px) of class D such that (3.14) is satisfied. By (3.4) and (3.16),
limn,m→∞Ex supt≥0 |Y¯ nt − Y¯ mt |q → 0. Since the space Dq(Px) is complete, the last
convergence and (3.14) imply that Y¯ x ∈ Dq(Px) and (3.15) is satisfied. By (2.4) and
(3.2), Y¯ nt ≤ Y¯ n+1t , t ≥ 0, Px-a.s. By this and (3.15),
lim
n→∞
1{ertY¯ nt ≤ψ(Xs)}
= 1{ertY¯t≤ψ(Xs)}, t ≥ 0, Px-a.s.
Hence
lim
n→∞
Φ(Xt, e
rtY¯ nt ) = Φ(Xt, e
rtY¯t), t ≥ 0, Px-a.s., (3.21)
so applying Fatou’s lemma we conclude from (3.18) that for every T > 0,
Ex
∫ T
0
e−rtΦ(Xt, e
rtY¯ xt ) dt ≤ Ex
(
Y¯ xT + 2
∫ T
0
e−rtΨ−(Xt) dt
)
. (3.22)
From (3.15) it follows that Y¯ xT → 0 in probability Px as T → ∞. As a consequence,
since Y¯ x is of class D, ExY¯
x
T → 0. Letting T → ∞ in (3.22), we therefore get (3.13).
By (3.12),
Y¯ nt = Y¯
n
T +
∫ T
t
e−rsΦ(Xs, e
rsY¯ ns ) ds −
∫ T
t
dM¯ns , t < T ≤ n.
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Since M¯n is a martingale, it follows that
Y¯ nt = Ex
(
Y¯ nT +
∫ T
t
e−rsΦ(Xs, e
rsY¯ ns ) ds
∣∣Ft), t < T ≤ n. (3.23)
By Doob’s inequality and (3.14),
lim
n→∞
Px( sup
0≤t≤T
|Ex(Y¯ nT − Y¯T |Ft)| > ε) ≤ ε−1 limn→∞Ex|Y¯
n
T − Y¯ xT | = 0. (3.24)
By (3.4), (3.21) and the dominated convergence theorem,
lim
n→∞
Ex
∫ T
0
e−rs|Φ(Xs, ersY¯ ns )− Φ(Xs, 0)| ds = 0. (3.25)
From (3.23)–(3.25) we deduce that
Y¯ xt = Ex
(
Y¯ xT +
∫ T
t
e−rsΦ(Xs, e
rsY¯s) ds
∣∣Ft).
Letting T →∞ and using (3.13) and the fact that limT→∞ExY¯T = 0 yields
Y¯ xt = Ex
(∫ ∞
t
e−rsΦ(Xs, e
rsY¯ xs ) ds
∣∣Ft).
Let M¯x be a ca`dla`g version of the martingale
t 7→ Ex
( ∫ ∞
0
e−rsΦ(Xs, e
rsY¯ xs ) ds
∣∣Ft)− Y¯0. (3.26)
One can check that (Y¯ x, M¯x) is a solution of (3.7).
Remark 3.5. Since M¯x is a version of (3.26), it follows from (3.13) and (A2)(b) that it
is a closed martingale. Hence (see, e.g., [18, Theorem I.12]), M¯x∞ = limt→∞ M¯
x
t exists
Px-a.s. and M¯
x is a martinagale on [0,∞]. Therefore (3.5) is satisfied Px-a.s. and
ExM¯
x
∞ = ExM¯
x
0 = 0. As a result,
ExY¯
x
0 = Ex
∫ ∞
0
Φ(Xt, e
rtY¯ xt ) dt. (3.27)
Corollary 3.6. Let the assumption of Theorem 3.4 hold.
(i) If (Y¯ x, M¯x) is a solution of (3.7), then (Y¯ x, K¯x, M¯x) with K¯x defined by (3.6) is
a solution of (3.5).
(ii) Conversely, if (Y¯ x, K¯x, M¯x) is a solution of (3.5), then K¯x admits the represen-
tation (3.6).
Proof. To prove (i), we only have to show that Y¯ x, K¯x have the properties formulated
in the second line of (3.8). By (3.15), Y¯ xt ≥ L¯t, t ≥ 0, since Y¯ nt ≥ Lt, t ∈ [0, n], for
every n ≥ 1. Clearly K¯x0 = 0 and K¯x is continuous and increasing. Since we know
that Y¯ xt ≥ L¯t, t ≥ 0, directly from the definition of Φ it follows that K¯x satisfies the
minimality condition. Part (ii) follows from (i) and the first part of Proposition 3.3.
Corollary 3.7. Assume that (A1), (A2) are satisfied. Then
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(i) V (x) = ExY¯
x
0 , x ∈ D. Moreover, ertY¯ xt = V (Xt), t ≥ 0, Px-a.s. for every x ∈ D.
(ii) limT→∞ VT (t, x) = V (x) for all t ≥ 0 and x ∈ D. Moreover, for every x ∈ D,
V (x)− VT (0, x) ≤ e
(
e−rTψ(XT ) +
∫ ∞
T
e−rtΨ−(Xt) dt
)
, T > 0. (3.28)
Proof. By (2.4) and (3.1), Vn(0, x) ≤ V (x), n ≥ 1, whereas by (3.2) and Theorem 3.4,
Vn(0, x) = ExY¯
n
0 ր ExY¯ x0 . Hence ExY¯ x0 ≤ V (x). On the other hand, by Remark 3.2,
ExY¯
x
0 ≥ V (x), which proves the first part of (i). From (2.2) and (2.4) it follows that
VT (t, x) = VT−t(0, x), t ∈ [0, T ], x ∈ D. By (3.2) and (3.14), limT→∞ VT−t(0, x) =
limT→∞ExY¯
T−t
0 = ExY¯
x
0 , which equals V (x). This proves the first part of (ii). By
(3.15) and (3.17), for every q ∈ (0, 1),
|VT (0, x) − V (x)| ≤ (1− q)−1/qEx
(
e−rTψ(XT ) +
∫ ∞
T
e−rtΨ−(Xt) dt
)
, T > 0.
Letting q ↓ 0 yields (3.28). Finally, by (ii), for every x ∈ D, ertY¯ Tt = Y Tt = VT (t,Xt)→
V (Xt) Px-a.s. as T →∞. On the other hand, by (3.14) again, ertY¯ Tt → ertY¯ xt Px-a.s.
as T →∞. Hence ertY¯ xt = V (Xt) Px-a.s. for every t ≥ 0, which proves the second part
of (i) because the processes t 7→ ertY¯ xt and V (X) are continuous.
Remark 3.8. (i) From Corollary 3.6(ii) and Corollary 3.7(i) it follows that the solution
(Y¯ x, K¯x, M¯x) of (3.7) has a version (Y¯ , K¯, M¯ ) independent of x.
(ii) The argument from the proof of [13, Proposition 5.6] shows that if ψ(x) > 0 for
some x ∈ D, then {x ∈ D : V (x) = ψ(x)} ⊂ {x ∈ D : ψ(x) > 0}. Therefore K¯ can be
written in the form
Kt =
∫ t
0
e−rsΨ−(Xs)1{V (Xs)=ψ(Xs), ψ(Xs)>0} ds, t ≥ 0.
The value of “perpetual European option” with payoff function ψ is defined as
V E(x) = limT→∞Exe
−rtψ(XT ). Under the assumption (A2) it is equal to zero. There-
fore the next result can be called the early exercise premium formula for perpetual
American options. This formula extends the corresponding formula for call option in
one-dimensional model (see [10, (6.31)]).
Corollary 3.9. Assume that (A1), (A2) are satisfied. Then for every x ∈ D,
V (x) = Ex
∫ ∞
0
e−rtΨ−(Xt)1{V (Xt)=ψ(Xt), ψ(Xt)>0} dt. (3.29)
Proof. Follows immediately from (3.27) and Corollary 3.7(i) and Remark 3.8(ii).
Lemma 3.10. Assume (A1). Then
(i) D ∋ x 7→ VT (x), D ∋ x 7→ V (x) are Lipschitz continuous with constant L.
(ii) For all x ∈ D, T > 0 and t ∈ [0, T ], VT (t, x) ≤ C(1+ |x|) with C = max{L,ψ(0)}.
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Proof. (i) For y ∈ D set X˜ = (X˜1, . . . , X˜d), where X˜i, i = 1, . . . , d, is defined by (2.2)
with xi replaced by yi. Let x, y ∈ D. By (2.4),
|VT (0, x)− VT (0, y)| ≤ sup
τ∈TT
Exe
−rτ |ψ(Xτ )− ψ(X˜τ )| ≤ LExe−rτ |Xτ − X˜τ |.
Define N i as in (2.3). Since |Xiτ − X˜iτ | ≤ |xi − yi|ExN i0,τ = |xi − yi|, it follows that
|VT (0, x) − VT (0, y)| ≤ L|x − y| for all T > 0. This and Corollary 3.7 imply that we
also have |V (x)− V (y)| ≤ L|x− y| for x, y ∈ D.
(ii) Since ψ(x) ≤ C(1 + |x|), x ∈ D, for all T > 0 and t ∈ [0, T ] we have VT (t, x) ≤
VT (0, x) ≤ C + C supτ∈T0,T Exe−rτ |Xτ |. Since δi ≥ 0, i = 1, . . . , d, for any τ ∈ T0,T we
also have |Xτ | ≤
∑d
i=1X
i
0e
rτN i0,τ . Since ExN
i
0,τ = 1, i = 1, . . . , d, this proves (ii).
3.2 Analytical characterization of the value function
Let ̺(x) = (1+|x|2)−γ with γ > (2+d)/4. By an elementary calculation, ∫
Rd
̺2(x) dx <
∞ and ∫
Rd
|x|2̺2(x) dx <∞. In particular,∫
Rd
|ψ(x)|2̺2(x) dx <∞,
∫
Rd
|Ψ−(x)|2̺2(x) dx <∞
if ψ satisfies (A1) and
Ψ−(x) ≤ c(1 + |x|), x ∈ Rd, (3.30)
for some c > 0. Define
L2̺(D) = L
2(D; ̺2 dx), H1̺(D) = {u ∈ L2̺(D) :
d∑
j=1
σijxiuxj ∈ L2̺, i = 1, . . . , d},
and for φ,ϕ ∈ C∞0 (D) set
BBS̺ (φ,ϕ) =
d∑
i=1
∫
D
(r − δi)xi∂xiφ(x)ϕ(x)̺2(x) dx
− 1
2
d∑
i,j=1
∫
D
aij∂xiφ(x)∂xj (xixjϕ(x)̺
2(x)) dx.
One can check that BBS̺ (φ,ϕ) ≤ c‖φ‖H1̺ (D)‖ϕ‖H1̺ (D) for some c > 0. Therefore the
form BBS̺ can be extended to a bilinear form on on H̺(D) × H̺(D), which we still
denote by BBS̺ . For an open set U ⊂ RD, we define the spaces H1(U), H2(U) in the
usual way.
Definition. We say that v ∈ H1̺ (D) is a variational solution of the semilinear problem
LBSv = rv − Φ(·, v), v ≥ ψ (3.31)
if v(x) ≥ ψ(x) for x ∈ D, Φ(·, v) ∈ L2̺(D) and the equation in (3.31) is satisfied in the
weak sense, i.e. for every ϕ ∈ H1̺ (D),
BBS̺ (v, ϕ) = (rv − Φ(·, v), ϕ)L2̺(D). (3.32)
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Proposition 3.11. Assume that (A1), (A2) and (3.30) are satisfied. If v is a varia-
tional solution of (3.31) then v ∈ H2loc(D). In particular,
LBSv(x) = rv(x)− Φ(x, v(x)) for a.e. x ∈ D. (3.33)
Proof. Fix a bounded open set U such that U ⊂ U¯ ⊂ D. Let ξ ∈ C∞0 (U) and ϕ = ξ/̺2.
Then ϕ ∈ H1̺ , so from (3.32) it follows that
BBS(v, ξ) = (rv − Φ(·, v), ξ)L2(Rd;dx),
where BBS is defined as BBS̺ but with ̺ = 1. Therefore v is a weak solution, in the
space H1(U), of the problem LBSv = rv − Φ(·, v) in U . Write ex = (ex1 , . . . , exd) for
x = (x1, . . . , xd) ∈ Rd, and then define v˜(x) = v(ex), Φ˜(x) = Φ(ex, v˜(x)), U˜ = {x ∈
R
d : ex ∈ U} and
L˜ =
d∑
i=1
(r − δi − aii/2)∂xi +
1
2
d∑
i,j=1
aij∂
2
xixj .
One can check that v˜ ∈ H1(U˜) and v˜ is a weak solution of the problem L˜v˜ = rv˜− Φ˜ in
U˜ . By [4, Theorem 1, Section 6.3], v˜ ∈ H2(U˜), from which it follows that v ∈ H2(U).
Because of arbitrariness of U , v ∈ H2loc(D). The equality (3.33) now follows by a
standard argument (see Remark (ii) following [4, Section 6.3, Theorem 1]).
Theorem 3.12. Assume that (A1), (A2) and (3.30) are satisfied. Then V is a varia-
tional solution of (3.31).
Proof. Let W̺ = {u ∈ L2(0, T ;H1̺ ) : ut ∈ L2(0, T ;H−1̺ )}. In [12] it is proved that for
every T > 0, VT ∈W̺ and VT is a variational solution of the Cauchy problem
∂tVT + LBSVT = rVT − Φ(·, VT ), VT (T, ·) = ψ, (3.34)
i.e. VT ≥ ψ and (3.34) is satisfied in the weak sense. In particular, for any η ∈
C∞0 ((0, T ) ×D) we have∫ T
0
〈∂tVT (t), η(t)〉 dt +
∫ T
0
BBS̺ (VT (t), η(t)) dt =
∫ T
0
(rVT (t)− Φ(·, VT (t)), η(t))L2̺ dt,
where Vt(t) = VT (t, ·), η(t) = η(t, ·) and 〈·, ·〉 denotes the duality pairing between
L2(0, T ;H−1̺ ) and L
2(0, T ;H1̺ ). From this one can deduce that for every ϕ ∈ C∞0 (D),∫ 1
0
〈∂tVT (t), ϕ〉 dt +
∫ 1
0
BBS̺ (VT (t), ϕ) dt =
∫ 1
0
(rVT (t)− Φ(·, VT (t)), ϕ)L2̺ dt. (3.35)
By Corollary 3.7(ii), for every x ∈ D, VT (0, x) → V (x) and VT (1, x) → V (x), so
applying the dominated convergence theorem we get
lim
T→∞
∫ 1
0
〈∂tVT (t), ϕ〉 dt = lim
T→∞
(VT (1)− VT (0), ϕ)L2̺ = 0. (3.36)
Suppose that supp[ϕ] ⊂ U for some relatively compact open set U ⊂ D. By Lemma
3.10, |∂xiVT | ≤ L a.e. for all i = 1, . . . , d and T > 0, and VT are bounded on (0, 1)×U
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uniformly in T > 0. By this and Corollary 3.7(ii), VT → V weakly in L2(0, 1;H1(U)).
Therefore
lim
T→∞
∫ 1
0
BBS̺ (VT (t), ϕ) dt = B
BS
̺ (V, ϕ). (3.37)
Since VT ≤ VT ′ if T ≤ T ′, in fact VT ր V as T → ∞. Therefore Φ(·, VT ) → Φ(·, V )
pointwise, so applying the dominated convergence theorem we get (jakies ograniczenia
na Ψ−).
lim
T→∞
∫ 1
0
(rVT (t)− Φ(·, VT (t)), ϕ)L2̺ dt = (rV − Φ(·, V ), ϕ)L2̺ . (3.38)
From (3.35)–(3.38) it follows that V satisfies (3.32) for ϕ ∈ C∞c (D), and hence for
ϕ ∈ H1̺ by an approximation argument. Clearly V ≥ ψ, so V is a solution of (3.31).
Before stating the uniqueness result, we note that under the assumptions on ψ and
δ1, . . . , δd stated in Remark 3.1(ii), e
−rtPtV (x)→ 0 as →∞.
Proposition 3.13. Under the assumptions of Theorem 3.12 there is at most one vari-
ational solution v of (3.31) such that limt→∞ e
−rtPtv(x) = 0 for every x ∈ D.
Proof. Let v1, v2 be two solutions of (3.31) such that limt→∞ e
−rtPtv
k(x)→ 0, x ∈ D,
k = 1, 2, and let v = v1 − v2. Define L˜ as in Proposition 3.11 and set v˜(x) = v(ex).
Then v(X) = v˜(Z), where Z = (Z1, . . . , Zd), Zit = lnxi+(r−δi−aii/2)t+
∑d
j=1 σijB
j
0,t,
t ≥ 0. Choose an increasing sequence {Un} of bounded open sets such that U¯n ⊂ Un+1
and
⋃
n≥1 Un = D and set τn = inf{t > 0 : Xt /∈ Un} = inf{t > 0 : Zt /∈ U˜n}, where
U˜n = {x ∈ Rd : ex ∈ U}. Since v˜ ∈ H2(U˜n), by the extension of Itoˆ’s formula proved
by Krylov (see [15, Chapter II, §10, Theorem 1]) we have
v˜(Zt∧τn) = v˜(Z0) +
d∑
i,j=1
∫ t∧τn
0
∂xi v˜(Zs)σij dB
j
0,s +
∫ t∧τn
0
L˜v˜(Zs) ds, t ≥ 0.
Define Yt = v(Xt), t ≥ 0. Since v(X) = v˜(Z), it follows that
Yt∧τn = Y0 +
d∑
i,j=1
∫ t∧τn
0
LBSv(Xs) ds +Rt∧τn , t ≥ 0, (3.39)
where Rt =
∑d
i,j=1
∫ t
0 σijX
i
s∂xiv(Xs) dB
j
0,s. Since Px(Xt ∈ D, t ≥ 0) = 1, τn → ∞
Px-a.s. as n → ∞. Therefore letting n → ∞ in (3.39) shows that it holds true with
t ∧ τn replaced by t. Let Y¯t = e−rtYt. Integrating by parts we obtain
Y¯t = Y¯0 +
∫ t
0
(−re−rsYs ds+
∫ t
0
e−rs dYs
= Y¯0 +
∫ t
0
e−rs(−rv + LBSv)(Xs) ds +
∫ t
0
e−rs dRs
= Y¯0 −
∫ t
0
e−rs(Φ(Xs, v
1(Xs))− Φ(Xs, v2(Xs)) ds +
∫ t
0
e−rs dRs.
Repeating now the argument from the proof of Proposition 3.3 we show that ExY¯
+
0 ≤
ExY¯
+
t , t ≥ 0. In much the same way we show that ExY¯ −0 ≤ ExY¯ −t , t ≥ 0. Hence
Ex|Y¯0| ≤ Ex|Y¯t| = e−rtEx|v(Xt)| = e−rtPt|v|(x), which converges to zero as t → ∞.
Thus |v(x)| = ExY¯0 = 0.
Note that in case of American call and American put on single asset explicit formulas
for the solution of (3.31) are known (see, e.g., [8, 10, 16, 19]).
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4 Examples
Below we give examples of payoff functions satisfying (A1), (A2) and (3.30). In all the
examples Ψ− is computed in the subset D ∩ {ψ > 0} (see Remark 3.8(ii)).
Example 4.1. Let d = 1.
ψ(x) = (x−K)+, Ψ−(x) = (δx − rK)+ (call)
ψ(x) = (K − x)+, Ψ−(x) = (rK − δx)+ (put)
The assumptions (A1) and (A2) are satisfied if r > 0 in case of put option, and if
r > 0, δ > 0 in case of call option. By (3.28), for put option we have
V (x)− VT (0, x) ≤ e
(
Ke−rT + rK
∫ ∞
T
e−rt dt
)
= 2eKe−rT , x > K.
For call option, V (x)− VT (0, x) ≤ 2eKe−δT , T > 0, x ∈ (0,K).
Example 4.2. In the examples below d ≥ 2. In all the cases where ψ is bounded, (A1)
and (A2) are satisfied if r > 0. In the other cases they are satisfied if r > 0 and δi > 0,
i = 1, . . . , d.
1. Index options and spread options.
ψ(x) =
( d∑
i=1
wixi −K
)+
, Ψ−(x) =
( d∑
i=1
wiδixi − rK
)+
(call)
ψ(x) =
(
K −
d∑
i=1
wixi
)+
, Ψ−(x) =
(
rK −
d∑
i=1
wiδixi
)+
(put)
2. Call on max option.
ψ(x) = (max{x1, . . . , xd} −K)+, Ψ−(x) =
( d∑
i=1
δi1Bi(x)xi − rK
)+
,
where Bi = {x ∈ Rd : xi > xj , j 6= i}.
3. Put on min option.
ψ(x) = (K −min{x1, . . . , xd})+, Ψ−(x) =
(
rK −
d∑
i=1
δi1Ci(x)xi
)+
,
where Ci = {x ∈ Rd : xi < xj , j 6= i}.
4. Multiple strike options.
ψ(x) = (max{x1 −K1, . . . , xd −Kd})+,
Ψ−(x) =
( d∑
i=1
1Bi(x−K)(δixi − rKi)
)+
with K = (K1, . . . ,Kd).
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