Theories are developed to optimize the mask structure of alternating phase-shifting masks (PSMs) to minimize the average image placement error towards aberration under coherent imaging. The constraint of the optimization is a given mean value of RMS aberration, which corresponds to infinitely many sets of random Zernike coefficients. To begin the analysis, the image placement error is expressed as a function of the mask spectrum and the wave aberration. Monte Carlo analysis on the Zernike coefficients is then performed, which assures us that a global minimum of average image placement error is likely to occur at low phase widths. This result is confirmed by analytically considering the expected value of the square of the image placement error. By Golden Section Search, the optimal phase width is found to be 0.3707(λ/NA) at 0.07λ RMS aberration. This methodology of finding the optimal phase width is applicable to the design of all alternating PSMs.
INTRODUCTION
In the production of integrated circuits, the miniaturization of devices and the rapid increase in integration density have led to the development of resolution enhancement techniques (RETs) in lithography.
1 Examples include modified illumination (such as annular, dipole and quadrupole illumination), 2, 3 alternating phase-shifting mask (PSM) 4 and attenuated PSM. 5 Alternating PSM is one of the RETs that offers superior image quality for printing small and dark features. Making use of the destructive interference of light rays that are 180
• out of phase, alternating PSMs are capable of both light-field and dark-field applications. A k 1 factor as low as 0.1 has been achieved by using alternating PSMs. 6 Current issues such as image intensity imbalance, aberration sensitivity and mask defects have placed a challenge on the design of alternating PSMs. In this paper, we focus on aberration sensitivity. Aberration is the departure of light ray propagation from Gaussian or paraxial optics. There has been an extensive study on the relationship between aberration and PSMs. For example, spherical aberration is found to degrade the depth of focus (DOF) of semi-randomly aligned patterns printed by alternating PSMs. 7 Coma, on the other hand, causes critical dimension (CD) asymmetry in multiphase PSMs. 8 Although it has been demonstrated that alternating PSMs incur less intrafield linewidth variations than conventional chromium-on-glass (CoG) masks, 9 they generally result in higher image placement error (i.e. the lateral shift of printed features). 10 An effort to design an alternating PSM less susceptible to image placement error is thus necessary.
A linear combination of Zernike polynomials, 11, 12 whose coefficients are called Zernike coefficients, is the usual candidate for quantifying aberration. During the fabrication of lenses, Zernike coefficients can be measured by wavefront sensors. 13 Adaptive techniques can be used to correct certain kinds of aberration on the lenses. lithographers, as the lens users, are not able to tune the coefficients to suit every kind of circuit pattern. It is a common practice for them to analyze their lithographic requirements and generate some tolerance levels on the RMS aberration. 15 If we are given a certain value of RMS aberration, it remains a question of how the alternating PSM should be designed to minimize the image placment error. The following study aims at obtaining the theoretical optimal design. Coherent imaging is assumed here to simplify the analysis.
THEORY

Wave aberration and RMS aberration
To begin, we shall take a closer look on how aberration is expressed mathematically. Fig. 1 shows the formation of a point image. Without aberration, all transmitted light rays converge to the point image P I . Taking P I as the center, a spherical wavefront is formed at the exit pupil E. This wavefront is called Gaussian reference sphere S.
When aberration is present, the light rays no longer converge to a single point on the image plane. The aberrated wavefront W at the exit pupil deviates from the surface S. The optical path difference (OPD) between W and S is known as the wave aberration Φ. 16 Since Φ can be regarded as a surface over the exit pupil E, it is possible to use polynomials to fit this surface. The most common candidates are Zernike polynomials. If Z i denotes the i th Zernike polynomial (RMS normalized) and C i the i th Zernike coefficient, then the wave aberration at an arbitrary point (f, g) * on plane E is:
In Fourier optics, (f, g) are called spatial frequencies and the points on the image plane are called spatial coordinates (x, y). 17 Following the convention of projection lithography, the spatial frequencies are normalized by (NA/λ), while the spatial coordinates are normalized by (λ/NA), where NA is the numerical aperture and λ is the wavelength. We shall denote this by a caretˆover the corresponding variables.
RMS aberration R is defined in terms of the Zernike coefficients as:
Our optimization problem is now constraint by a single value of RMS aberration. From Eq. (2), we can see that each value of RMS aberration corresponds to infinitely many possible combinations of Zernike coefficients. Each coefficient is a random variable. They are dependent on one another and their probability density functions (PDFs) are unknown. All these complicate the analysis.
To simplify the problem, we relax the constraint a little bit. First, we assume that each Zernike coefficient C i has a known PDF. Since there is not much statistical research on how the Zernike coefficients are distributed in different series of exposure systems, each coefficient is modelled as a normal random variable with zero mean and variance σ c 2 , i.e. C i ∼ N (0, σ c 2 ) . It implies that the aberration present in various exposure systems is most likely very small. With this assumption, R 2 becomes a χ 2 random variable with n degrees of freedom. 18 Second, we assume that the given value of RMS aberration is the population mean of R (denoted as µ R ). Since µ R is given by:
for all n, where Γ(p) is the gamma function, σ c is:
Model of alternating PSM
A simple model of alternating PSM is depicted in Fig. 2 . The 0 • and 180
• openings are called phase regions and their widthsŝ are known as phase widths. Between them is a line with a width of critical dimension (ĈD). Here we have chosen phase width as the object of our optimization, because it is an important parameter in optical proximity correction (OPC) and image intensity balance between the 0
• and 180
• openings. 19 As a simplication we only consider alternating PSMs having equal 0
• phase widths and without phase or transmission error. Under this assumption, the mask spectrumÕ x (f ) † of the alternating PSM is a purely imaginary function ofŝ andĈD:Õ
Image placement error formula
To facilitate the optimization, it is useful to express the image placement error as a function of the mask spectrum and the wave aberration. Let the placement error be ∆x. With reference to Ref. 20, the image shift for a general one-dimensional (1D) mask spectrum under coherent imaging is:
where
. † A mask with mask features varying in thex-direction only can be represented by the mask transmission function Ox(x). This function defines the amplitude and phase of the transmitted light wave at every point ofx. The mask spectrum
Ox(f ) is the Fourier transform of the mask transmission function (Tilde˜signifies a frequency-domain function)
Since the mask spectrum of our alternating PSM is a purely imaginary function, D 12 in Eq. (6) is reduced to zero. Note that the value of ∆x can be either positive or negative, which represents a shift towards the +x or −x direction respectively. Since we are only interested in the absolute amount of image placement error in our optimization, we ignore the sign of ∆x and consider |∆x| instead:
Alternatively, we can also consider the quantity (∆x) 2 :
(∆x)
This will be further explained in Section 4.
Equipped with Eq. (7) or Eq. (8), if we are given a deterministic wave aberration Φ andĈD, we can determine the relationship between the image placement error and the phase width easily. However, due to the randomness of Zernike coefficients (as explained in Section 2.1), Φ is now a random function. This implies that the placement error is also a random quantity (hereafter as ∆X, with capital letter meaning random variable). A phase width optimized for a particular combination of Zernike coefficients may not be optimal for another combination. This calls for a need to perform the optimization on the average sense. Monte Carlo analysis is our first attempt to find out the relationship between the mean placement error and the phase width, which is described in the next section.
MONTE CARLO ANALYSIS ON ZERNIKE COEFFICIENTS
The aim of Monte Carlo analysis on Zernike coefficients is to obtain some preliminary evidence on the existence of global minimum of average placement error at certain phase width. The results underscore the possibility of theoretical analysis in the subsequent sections. Before going into the details, let us first examine how the Zernike coefficients are generated.
Sufficient for the current lithographic applications, we choose the Zernike coefficient set {C 5 , . . . , C 37 } to represent the wave aberration Φ. The mean RMS aberration is taken to be 0.07λ, because this value is the conventional definition of diffraction-limited optics.
15 Many state-of-the-art exposure systems have specifications tighter than this value. 15 Using Eq. (4), the PDF of each coefficient is found to be N (0, 1.5075 × 10 −4 λ). The parameters used in the simulation are listed in Table 1 . In each trial of Monte Carlo analysis, a set of Zernike coefficients is randomly sampled according to the normal distribution just mentioned. By substituting the coefficients (i.e. the wave aberration Φ) into Eq. (7) and Eq. (8), we get the a sample of |∆X| and a sample of (∆X) 2 as functions ofŝ. After taking 10000 trials in the simulation, the sample means of |∆X| and (∆X) (without normalization by (λ/NA)) are plotted against the phase width in Fig. 3 and Fig. 4 . Observing the two plots, we see that there is remarkable similarity in the shape of both plots. They both peak atŝ = 1(λ/NA). Besides, both plots have their global minima occurring atŝ = 0.3(λ/NA). These results assure us that the optimal phase width is likely to lie between 0.3(λ/NA) and 0.4(λ/NA). In Section 4, we return to our image placement error formulae and perform derivations to find the optimal phase width analytically. 
EXPECTED PLACEMENT ERROR AND OPTIMAL PHASE WIDTH
The encouraging results from Monte Carlo analysis prompt us to search for a theoretical way in obtaining the optimal phase width. To this end, it is natural for us to consider the expected value of |∆X| (denoted by E[|∆X|], where E[·] stands for expected value operation). However, without knowing the PDF of ∆X, it is a daunting task to determine its expected value. This is because from the mathematical point of view, expectation is an integral but absolute value operation is nonlinear. It is not possible to interchange the order of expectation and absolute value operation, i.e.
E[|∆X|] is not identical to |E[∆X]|.
To overcome this problem, we consider the expected value of (∆X) 2 
instead. It is possible to determine E[(∆X)
2 ] without knowing the PDF of ∆X. The idea is as follows. Referring to Eq. (8), it is noted that both the numerator and the denominator depend on φ 12 , which is the difference of the wave aberration function values at (f 1 , 0) and (f 2 , 0). The statistical parameters of φ 12 (e.g. mean, variance, etc.) can be determined from the statistical nature of the Zernike coefficients. If the expectation can be performed on φ 12 , then our problem is mostly solved. The difficulty here is that Eq. (8) is a non-linear operation on φ 12 . With φ 12 in the denominator, the order of expectation and the double integral in the numerator cannot be interchanged. In order to linearize Eq. (8), i.e. to remove the dependence on φ 12 in the denominator, the following empirical approximation has been made to cos(2πφ 12 ) in the denominator of Eq. (8):
The numbers in Eq. (9) are estimated from the sample mean and sample variance of cos(2πφ 12 ) (number of samples = 50000). Their validity is verified by means of Monte Carlo analysis. All the parameters are the same as those in Table 1 . We compare the sample mean of |∆X| obtained from Eq. (7) and its linearized version, as well as the sample mean of (∆X) 2 obtained from Eq. (8) and its linearized version. The results are shown in Fig. 5 and Fig. 6 . In general, the plots from the linearized equations follow the trend of the plots from the original equations. The match is better for low phase widths (0 ≤ŝ ≤ 1). Although the deviation is larger for higher phase widths, this is still acceptable because the optimal phase width is likely to occur at low values. With the linearization, (∆X) 2 can be expanded in the following manner:
(∆X)
where K is the denominator of the first step of Eq. (10) and G is the region wheref 1 =f 3 orf 2 =f 4 . Note that K does not depend on the wave aberration Φ. Now Eq. (10) comprises of two integrals. The first integral is made up of the squared terms, whereas the second integral composes of the cross-multiplied terms during the squaring of ∆X.
Let us first consider the expected value of the first integral. Let
represent the integrand of the first integral. Since the function h is continuous for any real values off 1 ,f 2 ,ŝ and {C 5 , C 6 , . . . , C 37 }, the order of expectation and the integration is allowed to be interchanged. This is shown as follows:
The expected value of the cosine function in Eq. (12) is:
where Z ij = Z i (f j , 0) for j = 1, 2, the expected value of the first integral becomes:
Similar to the first integral, the integrand of the second integral is continuous for all independent variables present in it. The order of expectation and integration can thus be interchanged, which is shown as follows:
The expected values of the two cosine functions in Eq. (15) are evaluated below:
Since
the expected value of the second integral becomes:
Combining Eqs. (10), (14) and (18), E[(∆X) 2 ] is finally given by:
The essence of Eq. (19) is that E[(∆X) 2 ] is a function of two parameters only -the phase widthŝ and the variance of the Zernike coefficients σ c 2 :
This is a very pleasant result because σ c 2 is related to the mean RMS aberration. In other words, given a certain mean RMS aberration, E[(∆X) 2 ] depends on the phase width only.
In Fig. 7 Fig. 8 . This is to show the validity of Eq. (19) . By comparing Fig. 7 and Fig. 8 , we see that the agreement of the dotted curve and the solid curve in Fig. 8 is better. In both figures, the results show excellent agreement at low phase widths. Since we are only interested in low phase widths, Eq. (19) still maintains its validity. Equipped with Eq. (19), we can use numerical methods like method of bisection and Newton's method to determine the position of the global minimum. We do not proceed with the differentiation of Eq. (19) with respect toŝ. It is because Eq. (19) is still a complicated function ofŝ. We have chosen the Golden Section Search method for its quick convergence. The range of search is limited to 0 ≤ŝ ≤ 1. After iterations, the optimal phase width is found to be 0.3707(λ/NA) (i.e. approximately 135 nm) at 0.07λ mean RMS aberration. The optimal phase width as a function of mean RMS aberration is also plotted in Fig. 9 . This curve shows that the optimal phase width is between 0.3(λ/NA) and 0.5(λ/NA). The value tends to decrease with increasing aberration.
DISCUSSION
There are several points worth mentioning in the foregoing analysis. First of all, the applicability of Eq. (19) is not only limited to alternating PSMs. In fact, it can be applied to any masks whose spectraÕ x (f ) are purely imaginary functions. One example is the enhanced alternating PSM (without phase or transmission error).
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The phase widths, linewidths and the number of phase regions per edge may be optimized for low aberration sensitivity using Eq. (19) .
On the other hand, although coherent imaging is assumed throughout the analysis, Eq. (19) can be extended to partially coherent imaging, which is a more realistic imaging condition. This is possible by considering the image placement error under a general light source. 20 Other aspects that prompt for further study include: different phase widths for 0
• phase regions, different variances for individual Zernike coefficients and the trade-off of other image quality metrics, e.g. exposure latitude. Nevertheless, the methodology detailed in this paper can be followed for further analysis.
SUMMARY
Optimization is performed on the phase widths of alternating PSMs. The aim is to minimize the mean image placement error towards aberration under coherent imaging. The constraint is a given value of mean RMS aberration. We first express the image placement error as a function of the mask spectrum and the wave aberration. By randomly generating wave aberrations that conform to our constraint, we perform Monte Carlo analysis to the absolute image placement error |∆X| and the square of placement error (∆X) 2 . From the results in Monte Carlo analysis, on average, a global minimum of placement error is likely to occur at a phase width between 0.3(λ/NA) and 0.4(λ/NA). By the theoretical consideration of the expected value of (∆X) 2 , the optimal phase width of alternating PSMs is obtained as a function of the mean RMS aberration. The results are generally applicable to the design of all alternating PSMs.
