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Abstract
The equilibrium thermodynamic properties of the SU(N) plasma at finite temperature
are studied non-perturbatively in the large-N limit, via lattice simulations. We present high-
precision numerical results for the pressure, trace of the energy-momentum tensor, energy
density and entropy density of SU(N) Yang-Mills theories with N = 3, 4, 5, 6 and 8 colors,
in a temperature range from 0.8Tc to 3.4Tc (where Tc denotes the critical deconfinement
temperature). The results, normalized according to the number of gluons, show a very mild
dependence on N , supporting the idea that the dynamics of the strongly-interacting QCD
plasma could admit a description based on large-N models. We compare our numerical data
with general expectations about the thermal behavior of the deconfined gluon plasma and
with various theoretical descriptions, including, in particular, the improved holographic QCD
model recently proposed by Kiritsis and collaborators. We also comment on the relevance of an
AdS/CFT description for the QCD plasma in a phenomenologically interesting temperature
range where the system, while still strongly-coupled, approaches a ‘quasi-conformal’ regime
characterized by approximate scale invariance. Finally, we perform an extrapolation of our
results to the N →∞ limit.
PACS numbers: 12.38.Gc, 12.38.Mh, 11.15.Ha, 25.75.Nq, 11.10.Wx, 11.15.Pg, 11.25.Tq
1 Introduction
A direct implication of asymptotic freedom in non-Abelian gauge theories [1, 2] is that hadronic
matter should undergo a change of state to a deconfined phase at sufficiently high temperatures
or densities [3,4]. This theoretical prediction has been subject to extensive experimental investi-
gation through heavy-ion collisions for more than two decades. The evidence obtained from the
SPS and RHIC experiments led to the conclusion that ‘a new state of matter’ was created [5–9],
which reaches rapid thermalization, and is characterized by very low viscosity values, making it
a nearly ideal fluid [10]; a brief summary of experimental results can be found in ref. [11].
On the theoretical side, however, the understanding of such strongly-interacting quark-gluon
plasma (sQGP) is still an open issue [12]. Relativistic fluidodynamics—see ref. [13] for an intro-
duction to the subject—provides a successful phenomenological description of the experimental
data, but it is not derived from the first principles of QCD. On the other hand, the weak-coupling
expansion in finite-temperature QCD is non-trivial: it contains terms proportional to odd powers
of the gauge coupling [14], as well as contributions from diagrams involving arbitrarily large num-
bers of loops [15,16], and is slowly convergent; finally, it shows quite large discrepancies with the
results determined non-perturbatively from lattice simulations at temperatures close to the de-
confinement [17–22]. One possibility is that this mismatch is due to intrinsically non-perturbative
contributions proportional to T 2 [23,24], which could perhaps be modelled in terms of a modified
bag model [25] with finite thickness; related ideas have also been discussed in refs. [26–30]. Alter-
native descriptions of the sQGP phenomenology are based on various types of effective degrees
of freedom [12,31–35].
For a first-principle description of the QCD plasma, however, the numerical approach on
the lattice is essentially the main tool. In particular, the lattice determination of equilibrium
thermodynamic observables in the SU(3) gauge theory is considered as a solved problem [36]; on
the other hand, several studies of finite-temperature QCD with dynamical fermions have begun
appearing during the last decade [37–44], and today large-scale unquenched simulations can be
done at or close to the physical point; recent results are reviewed in refs. [45–47].
Yet, studies of the thermodynamics of the pure-gauge sector can still be relevant from a
fundamental perspective, as they capture the essential qualitative features of the deconfinement
phenomenon, and offer several advantages.
Firstly, the deconfining transition at finite temperature in pure Yang-Mills (YM) models is
characterized by a well-defined theoretical setup, with a clean symmetry pattern: in the Euclidean
formulation, the action is invariant under center symmetry, and the trace of the Wilson line (or
Polyakov loop) along the compactified Euclidean time direction serves as the order parameter
distinguishing the confined (symmetric) from the deconfined phase (with spontaneously broken
symmetry). By contrast, in full QCD with physical quark masses the center symmetry is explicitly
broken by the quarks, and no unambiguous definition of a critical temperature exists, with the
change of state from the confined to the deconfined phase being a cross-over.
Secondly, calculations in lattice QCD including fermionic degrees of freedom are computation-
ally much more demanding than in YM models, and all presently known methods to implement
the fermionic sector on the lattice have advantages and drawbacks [48]. On the other hand,
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numerical simulations in the pure gauge sector can attain much higher precision, and allow to
detect fine details in the behavior of various observables.
Finally, the study of SU(N) gauge models with N ≥ 3 colors is relevant for the large-N
limit. Historically, the idea of studying QCD in the large-N limit was first put forward in 1974
by ’t Hooft [49], who proposed to consider 1/N as an expansion parameter: the limit for N
going to infinity at fixed bare ’t Hooft coupling λ0 = g
2
0N (g0 being the bare YM coupling)
yields a simpler theory, characterized by dominance of a subset of Feynman diagrams (which,
in a double-line notation, can be represented as planar ones), and amenable to a topological
expansion in terms of surfaces of increasing genus. Indeed, the simplifications taking place in the
large-N model can be useful to obtain insight into certain non-trivial non-perturbative features of
QCD [50,51]. As finite-N corrections are of orderO(N−1) for QCD (or O(N−2) for pure YM), one
may expect that predictions derived from large-N QCD have phenomenological relevance; several
issues related to this expectation have been investigated on the lattice by different groups—see
refs. [52–54] and references therein.
However, from a more modern perspective, the large-N limit has much farther-reaching im-
plications (see, e.g., refs. [55, 56] and references therein), and also entails deep connections with
string theory. Indeed the large-N limit is one of the crucial ingredients underlying the AdS/CFT
correspondence conjectured by Maldacena [57], according to which the large-N limit of the max-
imally supersymmetric N = 4 supersymmetric YM (SYM) theory in four dimensions is dual to
type IIB string theory in a AdS5 × S5 space. In principle, this highly non-trivial correspondence
allows one to study the strongly-coupled regime of field theory by mapping it to the weak-coupling
limit of a gravity model. The AdS/CFT correspondence is an example of a duality relating the
large-N limit of gauge theories with U(N) structure group and string theory. The mathematical
meaning of such dualities can be summarized in the following terms: gauge theories deal with
invariants originating from moduli spaces of connections on principal bundles, whereas string
theory studies the invariants arising from spaces of maps from certain classes of domains onto
different targets; large-N dualities relate the generating functions of such invariants, i.e. the
partition functions of these theories [58].
Although the Maldacena conjecture was originally formulated for the N = 4 SYM theory,
the techniques underlying the AdS/CFT correspondence are often applied to theories which
are expected to have properties more similar to QCD: in the so-called ‘top-down’ approach,
this is achieved by explicitly breaking some symmetries of the N = 4 theory. This allows to
build models with a non-trivial hadron sector, which can be studied non-perturbatively using
the dual gravity formulation [59]; for the meson sector, the predictions obtained from these
calculations have been compared with (quenched) spectroscopy calculations in SU(N) lattice
gauge models [60, 61], finding satisfactory agreement. Another field where analytical techniques
inspired by the AdS/CFT correspondence are applied is in the description of hydrodynamic and
thermodynamic properties relevant for a strongly interacting system, like the QCD plasma—see
refs. [62–70] and references therein. In principle, the appropriate parameters for the gravity
models dual to the sQGP can be pinned down using the combined constraints coming from
experimental data and lattice QCD simulations [71].
On the other hand, similar analytical techniques have also been used in a ‘bottom-up’ ap-
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proach, building five-dimensional holographic models that should reproduce the non-perturbative
features of QCD [72–75]; this approach has proven quite successful for the hadron properties, but
is not completely satisfactory for the QCD plasma thermodynamics [76]. More recently, a related
approach has been used to build an “improved holographic QCD model” [77–80] through a dual
description in terms of a dilaton-gravity system in five dimensions; this model reproduces the
main non-perturbative features of the SU(3) YM spectrum as determined in lattice calculations,
as well as the equilibrium thermodynamic properties of the sQGP [80–82]; furthermore, the model
can also be used to derive predictions for observables which are more difficult to study on the
lattice, such as the plasma bulk viscosity, drag force and jet quenching parameter [83]. Related
works include refs. [84–93].
Clearly, all models aiming at a description of N = 3 QCD (or YM) in terms of predictions
based on the large-N limit implicitly rely on the assumption that the features of the N = 3
theory are ‘close enough’ to those of its N = ∞ counterpart. While a priori this assumption is
not guaranteed to be true, there is strong numerical evidence that this is indeed the case [52]. In
this context, the aim of the work reported here was to study non-perturbatively the equilibrium
thermodynamics properties at finite temperature in SU(N) YM theories with N = 3, 4, 5, 6 and
8 colors, via lattice simulations. Related studies include works by Bringoltz and Teper [94, 95]
and by Datta and Gupta [96–98].
The structure of this paper is the following: in sec. 2, we briefly review some theoretical
expectations for the sQGP thermodynamics, which can be compared with lattice results at large
N . The setup of our lattice calculation is formulated in sec. 3, while in sec. 4 we present the
numerical results for the pressure, trace of the stress-energy tensor, energy and entropy densities,
and compare them with the theoretical expectations; we discuss the main uncertainties involved
in our calculation, and the extrapolations to the continuum and to the large-N limit. Finally, we
conclude in sec. 5 with a summary of our findings, a discussion about their implications, and an
outlook on future work. Preliminary results of this study have been presented in ref. [99].
2 Pictures of the Unicorn: Theoretical descriptions of the sQGP
thermodynamics
In the literature, there exist many theoretical approaches to describe the sQGP thermodynamics;
the elusiveness of the QCD plasma, which has inspired the comparison with the mythological
creature (see ref. [100] and ref. [3] therein), is not only a matter of experimental issues, but is
also related to the theoretical difficulties in working out a quantitatively successful description
for a strongly-interacting system.
While a review of the theoretical approaches would be a task beyond the scope of this paper
(we refer the reader to reviews available in the literature, like, e.g., refs. [12, 31]), in this section
we just recall certain theoretical expectations, for which a comparison with the numerical results
of N ≥ 3 simulations may be of interest.
Roughly speaking, the logical organization of this section is from the perturbative to the
non-perturbative, from QCD to strings, from lower to higher dimensions. More precisely, we
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start by briefly discussing the key issues in the weak-coupling expansion for thermal QCD, and
the possibility to resolve its mismatch with lattice results at temperatures of the order of the
deconfinement temperature Tc by including terms of non-perturbative origin, which could perhaps
be described in terms of a “fuzzy bag model”. Then we move to the description of the sQGP
by gravity models, reviewing the basic features of the improved holographic QCD model, and
recalling some AdS/CFT predictions which can be compared with our numerical results.
2.1 Weak-coupling expansions in hot QCD
Due to asymptotic freedom, the weak-coupling expansion is expected to be a natural analytical
approach to the thermodynamics of hot QCD [32]. In particular, at very high temperatures
QCD develops a hierarchy of momentum scales, with a clear separation between ‘hard’, ‘soft’ and
‘ultrasoft’ modes, whose parametric dependence on the temperature T and on the coupling g is
O(T ), O(gT ) and O(g2T ), respectively. By integrating out the hard modes, one can derive a
dimensionally-reduced effective theory [101–104], whereby the QCD pressure can be studied in a
weak-coupling expansion [20,105,106] and some of the intrinsically non-perturbative terms [15,16]
can be estimated numerically [22, 107–109]. However, the convergence of the perturbative series
appears to be rather slow, and the most recent results (for the pure gauge sector) [22] exhibit large
deviations from the corresponding lattice calculations at temperatures O(Tc) [36]; perhaps the
situation could be improved using a center-symmetric dimensionally-reduced theory [110–112].
2.2 Non-ideal contributions to the QCD pressure and a “fuzzy bag” model
The mismatch between the weak-coupling expansion for the pressure in thermal QCD and lattice
results is particularly severe for Tc ≤ T ≤ 3Tc, see, e.g., fig. 6 in ref. [22]. Pisarski observed that in
this temperature range the lattice results for the trace of the stress-energy tensor (often denoted
as ∆) in the SU(3) gauge theory appear to be well-described by a T 2 behavior [23, 24], which
is not captured by the weak-coupling expansion. For this reason, he argued that the expression
of the pressure p, as a function of the temperature in the range between the maximum of ∆/T 4
(which, for SU(3), is located around 1.1Tc) and the onset of the perturbative behavior, should be
of the form [24]:
p(T ) = fpertT
4 −BfuzzyT 2 −BMIT + . . . (1)
where fpert includes the perturbative contributions, Bfuzzy is a “fuzzy bag” term, and BMIT is the
term associated with the usual MIT bag model [25]. The idea behind the Bfuzzy term is that
of a QCD vacuum where deconfined “bubbles” have a surface of finite thickness; if the degrees
of freedom associated with fluctuations of this thick bag surface are collective ones and involve
the whole surface width, then they are expected to be difficult to excite, thus they should not
lead to (unphysical) multiplicities in the zero-temperature hadron spectrum. On the other hand,
assuming that the surface of the fuzzy bag extends over a width between 0.3 fm and the typical
hadron size of 1 fm would make it plausible that it should become relevant for temperatures in a
range between Tc and 3Tc.
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From this point of view, one can consider the fuzzy bag model as a phenomenological descrip-
tion for the QCD vacuum and for the plasma thermodynamics; such description involves two free
parameters (Bfuzzy and BMIT). One possible way to relate this description to more fundamental
degrees of freedom is in terms of an effective theory of Wilson lines, whose dynamics could be
described by some random matrix model [113,114]; in this respect, confinement would arise from
the eigenvalue repulsion in the large-N limit—an issue which has been studied in a finite volume
in ref. [115].
2.3 Thermodynamics from the improved holographic QCD model
A radically different description for the YM spectrum and for the deconfined gluon plasma can
be obtained from the improved holographic QCD (IHQCD) model proposed by Kiritsis and
collaborators [77–83], which is an AdS/QCD model based on an Einstein-dilaton gravity theory
in five dimensions, where the fifth (radial) direction is dual to the energy scale of the SU(N)
gauge theory. On the gravity side, the bulk fields are the metric, the dilaton and the axion, which
are respectively dual to the energy-momentum tensor, to the trace of F 2, and to the trace of FF˜
on the gauge side. The action is defined as:
SIHQCD = −M3PN2
∫
d5x
√
g
[
R− 4
3
(∂Φ)2 + V (λ)
]
+ 2M3PN
2
∫
∂M
d4x
√
h K, (2)
where Φ is the dilaton field, while λ = exp(Φ) is identified with the running ’t Hooft coupling of
the dual SU(N) YM theory, MP denotes the five-dimensional Planck scale, and K is the extrinsic
curvature of the boundary a` la Gibbons-Hawking. Note that the effective five-dimensional Newton
constant is G5 = 1/
(
16πM3PN
2
)
, which becomes small in the large-N limit. The dilaton potential
V (λ) is defined according to the requirements of asymptotic freedom with a logarithmically
running coupling and linear confinement in the ultraviolet (UV) and infrared (IR) limits of the
dual gauge model; one possible Ansatz is:
V (λ) =
12
ℓ2
[
1 + V0λ+ V1λ
4/3
√
log
(
1 + V2λ4/3 + V3λ2
)]
, (3)
where ℓ is the AdS scale (which only defines the overall normalization of the potential). V0, V1, V2
and V3 are free parameters: two of them can be fixed by imposing that the dual model reproduces
the first two (scheme-independent) perturbative coefficients of the SU(N) β-function, and one is
left with two independent parameters. The latter can be adjusted by requiring that the values
for two independent physical quantities in the dual model match the corresponding YM results
obtained from lattice simulations.
In this model, the first-order transition from a confined to a deconfined phase (respectively
dual to a thermal-graviton- and to a black-hole-dominated regime of the five-dimensional gravity
theory) is associated with the appearance of a non-trivial gluon condensate.
Strictly speaking, the IHQCD model is expected to hold in the large-N only, while at finite
N one expects corrections; in particular, the calculations in the gravity model neglect string
interactions, which are expected to become important above a cut-off scale MPN
2/3; for the
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values of the parameters used in ref. [82], this would approximately correspond to 2.5 GeV in
SU(3)—see also ref. [116].
2.4 A prediction from N = 4 SYM thermodynamics: The entropy deficit
While the IHQCD model discussed in subsec. 2.3 provides a quantitatively accurate descrip-
tion—rather than a prediction—for the non-perturbative features of the strongly-interacting YM
spectrum and of the deconfined plasma, and is based on a non-supersymmetric, non-critical string
formulation [117, 118], a more fundamental/less phenomenological approach consists in deriving
general properties of the sQGP directly from the AdS/CFT setup—see refs. [66–70] and references
therein.
It is worth stressing that, in principle, there are no obvious reasons to expect the large-N
limit of N = 4 SYM to be a theory “close” to real-world QCD: as opposed to the latter, the
former is maximally supersymmetric, conformally invariant, lacks confinement and spontaneous
breaking of chiral symmetry. The field content of the two theories is also very different, given
that SYM features fermions in the adjoint, rather than in the fundamental, representation, and
that the number of colors N is infinite, rather than 3 as in QCD.
Yet, this approach has led to the analytical derivation of important results, with potential
relevance also for phenomenology. A celebrated example is the value for the shear viscosity to
entropy density ratio η/s = 1/(4π) [62], which is expected to hold for all gauge theories in the
limit of infinite ’t Hooft coupling [119], and which is conjectured to be a universal lower bound
for all substances existing in Nature [120].
In the context of the equilibrium thermodynamics quantities that we studied in the present
work, one important prediction from large-N N = 4 SYM concerns the entropy density s, which
can be evaluated in the limit of infinite coupling λ → ∞ by identifying it with the Bekenstein-
Hawking entropy density of the dual gravity theory: the result is found to be equal to 3/4 of the
entropy density calculated in the limit of zero coupling (denoted as s0) [121]. This result was
later refined in ref. [122], with the evaluation of the leading correction at large but finite λ values:
s
s0
=
3
4
+
45
32
ζ(3)(2λ)−3/2 + . . .
where ζ is the Riemann function, and the dots denote subleading corrections; as Ape´ry’s constant
ζ(3) ≃ 1.2020569 is a positive number, the asymptotic value of s/s0 is approached from above
when λ tends to infinity.
Note that—as opposed to QCD or to the IHQCD model discussed in subsec. 2.3—in the
supersymmetric model λ is merely a parameter of the theory, which does not run with the
energy.
3 Lattice formulation
In this work, we performed a non-perturbative study of SU(N) YM theories with N = 3, 4, 5, 6
and 8 colors, regularizing them on a four-dimensional Euclidean hypercubic, isotropic lattice with
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periodic boundary conditions in all directions, and estimating the expectation values of physical
observables via Monte Carlo simulations. In the following, a denotes the lattice spacing, Ns (Nt)
is the number of lattice points along each of the three space-like (along the time-like) directions,
while V = (aNs)
3 and T = 1/(aNt) denote the spatial volume and temperature, respectively.
The degrees of freedom of the theory are represented as Uµ(x) ∈ SU(N) matrices of size N ×N ,
defined on the oriented elementary bonds (x, µ) of the lattice; their dynamics is governed by the
standard (unimproved) Wilson gauge action SW [123]:
SW =
∑
p
(
1− 1
N
ReTrUp
)
, (4)
where the summation ranges over all the elementary lattice plaquettes p, with Up denoting the
path-ordered product of the link variables around each plaquette. The partition function Z =
Z(T, V ) is given by:
Z(T, V ) =
∫
DU exp(−βSW ), (5)
where DU denotes integration over the Haar measure for all Uµ(x), and β is related to the bare
lattice gauge coupling g0 through: β = 2N/g
2
0 . The expectation values of the various observables
are estimated via a dynamic Monte Carlo simulation sampling the space of configurations of
the system. The configuration update algorithm to generate the Markov chain is based on a
combination of heat-bath steps for the SU(2) subgroups of SU(N) [124–126] and full SU(N)
overrelaxations [127,128]—see also ref. [129]—, except for a subset of the T = 0 simulations, which
were performed using the Chroma library [130] on the QCDOC machine [131] in Regensburg.
The physical scale for the SU(3) gauge group was set using the values of Sommer’s parameter
r0 [132] taken from ref. [133]. For the other SU(N > 3) groups, the physical scale was defined
from interpolation of high-precision measurements of the string tension σ [134, 135]; for the β
values beyond the range where high-precision string tension measurements are available, this
was combined with a three-loop perturbative expansion [136] in terms of the Parisi mean-field
improved bare lattice coupling [137], taking lattice corrections into account, following ref. [138].
The parameters of the main set of lattice simulations performed in this work (denoted as
‘ensemble A’ in the following) are summarized in tab. 1
We focus on the following equilibrium thermodynamic quantities: free energy density (f),
pressure (p), energy density (ǫ), trace of the energy-momentum tensor (∆) and entropy density
7
N Ns Nt βmin βmax Nβ ∆β β-range T = 0 statistics finite-T statistics
3 20 5 5.7 6.6 181 0.005 [5.7, 5.795] 3000 12000
[5.8, 5.845] 5800 33600
[5.85, 5.895] 5800 21600
5.9 6400 21600
[5.905, 6.2] 5800 21600
[6.205, 6.6] 3000 12000
4 16 5 10.5 11.8 131 0.01 [10.5, 11.5] 16000 24000
[11.51, 11.67] 4200 12300
11.68 7400 12300
[11.69, 11.8] 4200 12300
5 16 5 16.75 18.45 35 0.05 [16.75, 18.45] 2500 7500
6 16 5 24.4 26.9 26 0.1 [24.4, 25.5] 10000 20000
[25.6, 26.9] 5200 8400
8 16 5 43.9 48.1 43 0.1 [43.9, 48.1] 3200 9200
Table 1: Parameters of the main set of lattice simulations used in this work (ensemble A). N
denotes the number of colors, Ns and Nt are the space-like and, respectively, time-like sizes of
the system in lattice units, Nβ is the number of β-values that were simulated, separated by ∆β
from each other, in the βmin ≤ β ≤ βmax interval. For each subset of β-values in this range, the
T = 0 and finite-T statistics at each β are shown in the last two columns.
(s):
f = −T
V
logZ (6)
p = T
∂ logZ
∂V
∣∣∣∣
T
(7)
ǫ =
T 2
V
∂ logZ
∂T
∣∣∣∣
V
(8)
∆ = ǫ− 3p (9)
s =
1
V
logZ +
ǫ
T
. (10)
In the thermodynamic limit one has: p = −f , while in a finite hypertorus in general this relation
gets infrared corrections [139–144]. In particular, the infrared corrections to the equation of state
of a gas of free gluons in a finite volume were derived analytically in ref. [142]; such corrections
could be particularly relevant for lattice simulations at very high temperatures [145], especially
for the case of a fixed value of the aspect ratio of a time-like cross-section of the system LT .
Although the investigation of such a limit (i.e. at a very fine lattice spacing a, with a shrinking
physical space-like volume) is interesting in its own [146, 147], in the present work we restricted
our attention to relatively low temperatures, in a range up to about 3Tc, where—due to screen-
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ing [16]—such effects are not visible within the level of precision of our simulations. This was
investigated in our preliminary study reported in ref. [99], which showed that, for the setup of
the calculations presented in this work, finite-size effects are negligible.
In the regime where finite-volume corrections can be neglected, the pressure—relative to its
T = 0 vacuum value—can be conveniently estimated by means of the “integral method” [148]:
p ≃ T
V
logZ =
1
a4N3sNt
∫ β
β0
dβ′
∂ logZ
∂β′
, (11)
where β0 is chosen to be a point sufficiently deep in the confined phase (corresponding to a
temperature at which the pressure differs from its T = 0 value by a negligible amount).
The dimensionless ratio p/T 4 can be readily evaluated from:
p
T 4
= 6
∫ β
β0
dβ′ (〈Up〉T − 〈Up〉0) , (12)
where the notation 〈. . . 〉T indicates the expectation value in the system at temperature T (which
is estimated from simulations on a lattice of sizes N3s ×Nt), while 〈. . . 〉0 denotes the expectation
value at zero temperature (that can be estimated from measurements on a lattice of size N4s ).
The integration in eq. (12) was performed numerically, dividing the integration range in β
in Nβ − 1 equally spaced intervals (see tab. 1) and according to the methods discussed in the
Appendix of ref. [149].
∆/T 4 can be expressed as:
∆
T 4
= 6N4t (〈Up〉0 − 〈Up〉T ) · a
∂β
∂a
. (13)
The energy and entropy densities can then be obtained indirectly, as linear combinations of
p/T 4 and ∆/T 4, namely:
ǫ
T 4
=
∆+ 3p
T 4
(14)
and:
s
T 3
=
∆+ 4p
T 4
. (15)
Finally, it should be noted that lattice cut-off effects induce a systematic deviation from the
continuum values of these quantities. In the infinite-temperature limit, such effect is quantified by
a dimensionless ratio denoted as RI(Nt), which can be evaluated by numerical integration [150].
In the present work, we always include this factor in the definition of the lattice Stefan-Boltzmann
(SB) limit for the various thermodynamic observables.
4 Results
In this section, we present the numerical results from our main set of simulations on lattices with
Nt = 5 (ensemble A) and compare them with the theoretical predictions in subsection 4.1. The
systematic uncertainties of our calculations are discussed in subsection 4.2, where we also present
an extrapolation of the thermodynamic observables to the large-N limit.
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Figure 1: (Color online) The dimensionless ratio p/T 4, normalized to the lattice SB limit π2(N2−
1)RI(Nt)/45, versus T/Tc, as obtained from simulations of SU(N) lattice gauge theories onNt = 5
lattices. Errorbars denote statistical uncertainties only. The results corresponding to different
gauge groups are denoted by different colors, according to the legend. The yellow solid line
denotes the prediction from the improved holographic QCD model from ref. [82] (with a trivial,
parameter-free rescaling to our normalization).
4.1 Results from the simulation ensemble A
The data obtained from our high-precision simulations reveal very strong qualitative and quantita-
tive similarities between the results (normalized to their lattice SB limits) for the thermodynamic
observables, in all of the gauge groups investigated,1 in agreement with the findings of refs. [94,96].
This is manifest in figs. 1, 2, 3 and 4, where we show the dimensionless ratios p/T 4, ∆/T 4, ǫ/T 4
and s/T 3, normalized to their respective SB limits,2 are plotted against T/Tc.
In these plots, we also show the comparison with the curves obtained from the improved
holographic QCD model in ref. [82], assuming eq. (3) as an Ansatz for the dilaton potential, and
by fitting two free parameters via a comparison with lattice results taken from other works.
1This feature has an interpretation in the quasi-particle model discussed in refs. [151,152].
2Since the SB limit of ∆ is zero, we conventionally normalize ∆/T 4 to the SB limit of p/T 4.
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Figure 2: (Color online) Same as in fig. 1, but for the ∆/T 4 ratio, normalized to the SB limit of
p/T 4.
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Figure 3: (Color online) Same as in fig. 1, but for the ǫ/T 4 ratio, normalized to the SB limit.
Note that in ref. [82], by looking at the comparison with the N = 3 lattice results for ∆/T 4
from ref. [36], it was pointed out that the slight discrepancy between the improved holographic
QCD model and the lattice results in the region of the peak (which for the SU(3) lattice data
is located at T ≃ 1.1Tc, and is slightly lower than the IHQCD model curve) was likely to be a
finite-volume lattice artifact. Here, fig. 2 indeed confirms this: our results for the SU(3) gauge
group are consistent with ref. [36], while the ∆/T 4 maximum for the N > 3 gauge groups is
higher and located closer to Tc. This is related to the fact that the deconfining phase transition,
which is a weakly first-order one for SU(3), becomes stronger when N is increased [153–155]—see
also refs. [156–158]—and correspondingly the value of the correlation length at the critical point
becomes shorter.
In order to study the relevance of AdS/CFT effective models for the sQGP, it is interesting
to investigate ‘how close’ to being conformal the deconfined system is. To address this issue, in
fig. 5 we plot the lattice equation of state in a (ǫ, p) plane (in a format similar to analogous plots
in refs. [96,159], up to a different normalization of the horizontal axis), where the conformal limit
is described by the straight line through the origin and the point corresponding to the SB limit in
the top-right corner. As the temperature is increased, the points tend to approach the conformal
line from below. As it has been pointed out in ref. [96] (by looking at results of SU(3) and SU(4)
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Figure 4: (Color online) Same as in fig. 1, but for the s/T 3 ratio, normalized to the SB limit.
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Figure 5: (Color online) The SU(N) lattice equation of state, expressed as p(ǫ), and the approach
to conformality (dotted line). The dashed curve denotes the prediction from the SU(3) weak-
coupling expansion [22].
gauge groups), this behavior favors perturbation theory [22] over a conformal description; our
data, displayed in the same format as in ref. [96], appear to confirm this result. However, at
temperatures about 3Tc, although both ǫ and p are still far from their SB values, the points (for
all groups) lie close to the conformal line, so it is reasonable to expect that an AdS/CFT model
could also provide a good effective description at these temperatures.
In this respect, one observable which is particularly interesting to consider is the entropy
density s, as in the literature it is often mentioned that the relative entropy deficit (with respect
to the non-interacting limit) that is observed in lattice QCD simulations is close to the one
predicted by AdS/CFT for the strongly-coupled limit of N = 4 SYM, which is 1/4 [121]. In
fact, AdS/CFT also predicts the leading dependence of the s/s0 ratio (with s0 denoting the
entropy density in the free case) on the ’t Hooft coupling λ of the supersymmetric theory, at
the first perturbative order around the strong-coupling limit [122]. However, this information
cannot be directly used for a comparison with the YM model, because the ’t Hooft coupling of
the supersymmetric model cannot be identified with its counterpart in the non-supersymmetric
gauge model: the former does not run with the energy and is simply a parameter of the theory,
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while the latter is a renormalized coupling which runs with the momentum scale and, in general,
is scheme-dependent. One possible strategy to bypass this potential ambiguity and try to work
out a comparison between the supersymmetric model and the YM theory could be by considering
the screening masses [160].
In general, insisting on identifying the λ parameter of N = 4 SYM with some particular
definition of the running ’t Hooft coupling in the YM theory would be a scheme-dependent,
and thus ambiguous, procedure. However, one may still argue that one could get at least some
general, semi-quantitative information about how well the supersymmetric model captures the
behavior of the YM theory (in the regime where it becomes ‘quasi-conformal’) by identifying the
supersymmetric theory parameter with the YM running coupling evaluated in some physically-
motivated, ‘good’ scheme (meaning a scheme for which low-order perturbation theory calculations
work well down to energies close to the non-perturbative scale of the theory).
In this context, we mention that in the recent literature there are various studies discussing the
running of the coupling in large-N lattice gauge theories, with different approaches and in different
schemes [138, 161–163], pointing to a mild, well-behaved dependence on N . In particular, one
popular choice to define the running coupling is the Schro¨dinger functional (SF) scheme [164,165];
the behavior of the running coupling in the SF scheme in the SU(4) lattice gauge theory has been
investigated by Lucini and Moraitis [163]: they found good agreement with two-loop perturbation
theory down to energies comparable to the square root of the string tension. Assuming that such
agreement also holds in the large-N limit [138,163], one can estimate the running coupling for all
gauge groups considered in the present work, and convert between different schemes—including,
in particular, the modified minimal-subtraction (MS) scheme—using the expressions for ΛMS/
√
σ
and Tc/
√
σ at different N which can be taken from the literature [138, 155]. Following this
approach, one can obtain a plot of the entropy versus an approximate estimate of the running
’t Hooft coupling in the MS scheme, which is shown in fig. 6; at temperatures around 3Tc (where
the plasma approaches a ‘quasi-conformal’ regime), the physical ’t Hooft coupling for SU(3) is
around 5.5 (in agreement with ref. [36]), and still large for all SU(N) groups.
Incidentally, it may be interesting to note that, if one were to directly identify the λ parameter
of the N = 4 model with the YM running ’t Hooft coupling evaluated in the MS scheme, then
eq. (4) would predict a curve (dashed line in fig. 6) that is smoothly approached by the lattice
results in the temperature regime where the AdS/CFT description is expected to begin to work
(right end of the plot). Also, the values of the ’t Hooft coupling in that regime agree with the
estimate obtained in ref. [166] from the comparison of the drag force on heavy quarks in the
N = 4 model and in lattice QCD simulations with dynamical quarks, and appear to be roughly
comparable with the lower bound of the window for this parameter identified in ref. [71], namely:
λ ≈ 10–25 (although the gravity model discussed there also includes a Gauss-Bonnet term [167],
and the constraints on the parameters are derived by comparing with experimental data and with
results of lattice QCD simulations with dynamical fermions [39–42]).
However, we stress once more that the comparison suggested by fig. 6 should be taken cum
grano salis. First and foremost, because of the ambiguity and scheme-dependence in compar-
ing a running coupling of the non-supersymmetric model with a parameter of the conformal,
supersymmetric model, as we discussed above. Secondly, because, even if one could prove that
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the identification of the λ parameter of the SYM theory with the MS ’t Hooft coupling is well-
motivated and should be preferred over other schemes, it is not at all obvious that, at the
(relatively small) λ-values where the YM plasma appears to become quasi-conformal, subleading
corrections not included in eq. (4) would still be negligible. Finally, because it should be noted
that the λ-dependence predicted by eq. (4) in a range of couplings comparable to those shown
in fig. 6 is relatively weak, therefore it may well be that the identification of the SYM λ parame-
ter with the YM running coupling evaluated in some different scheme would yield equally good
optical agreement; in any case, the systematic and statistical uncertainties involved do not allow
one to draw any firm conclusion about a “preferred” scheme for this type of comparison.
Another interesting issue concerns the possibility of non-perturbative T 2 contributions to
∆, which may play a prominent roˆle in the temperature range between the maximum of ∆/T 4
(which is attained at 1.1Tc for SU(3), and tends to values closer to Tc when N is increased) and
the onset of the regime where perturbation theory is accurate: as it has been pointed out by
Pisarski [23,24], the SU(3) data in this regime [36] appear to be described well by eq. (1).
Our data seem to confirm that this a general feature of all the gauge groups that we studied in
this work: fig. 7 shows that the results for ∆/T 4 (which are plotted with the same normalization
as in fig. 2) can be described by:
∆/T 4 =
π2
45
(N2 − 1)RI(Nt) ·
[
m
(
Tc
T
)2
+ q
]
. (16)
In ref. [29], it was argued that this behavior may be related with the existence of a dimension-two
condensate above the phase transition.
In particular, the parameters obtained from linear fits according to eq. (16) show a weak
N -dependence. However, the precision of our results does not allow us to rule out the possibility
that the data may actually be described by different, more complicated functional forms (possibly
involving combinations of logarithms of perturbative origin).
4.2 Systematic uncertainties, extrapolation to the continuum and to the large-
N limit
Having presented the numerical results from our main ensembles of configurations (which have
been obtained on lattices withNt = 5 for the finite-temperature runs), we now turn to a discussion
of the main systematic errors in our calculations, and to the issues related to the continuum and
large-N extrapolations.
The main systematic uncertainties involved in our calculation include the setting of the phys-
ical scale, discretization effects, and finite-volume effects.
To set the physical scale for our simulations, we used high-precision non-perturbative results
which are available in the literature. In particular, for the SU(3) gauge group, we set the scale
using the r0 parameter, via the interpolating formula given by eq. (2.6) in ref. [133], which holds
for 5.7 ≤ β ≤ 6.92, and thus completely covers the range of points that we simulated. Therefore,
the systematic uncertainty associated with the scale determination for our SU(3) data receives
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Figure 6: (Color online) The entropy density s (normalized to its limit for the non-interacting
gluon gas s0) versus the renormalized ’t Hooft coupling λ evaluated in the MS scheme at the
momentum scale characteristic of the corresponding temperature, as estimated from two-loop
perturbation theory; note that the data correspond to temperatures which are increasing from
left to right. The dashed curve is the AdS/CFT prediction for the dependence of s/s0 on the
’t Hooft coupling, at the leading order in an expansion around the strong-coupling limit, eq. (4):
intriguingly, if one identifies the ’t Hooft coupling of the supersymmetric model with the running
coupling λ of the YM theory in the MS scheme, the numerical results in the temperature regime
where the deconfined plasma approaches a quasi-conformal regime—see fig. 5—tend to get very
close to the curve describing the AdS/CFT model. However, see the text for a discussion of the
ambiguity in such a comparison.
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Figure 7: (Color online) Does ∆ receive non-perturbative O(T 2) contributions in the range be-
tween the deconfinement temperature Tc and the onset of the perturbative regime? Do such
contributions appear only in SU(3), or are they a feature of the large-N limit too? This diagram
shows that the data of fig. 2 for the ∆/T 4 ratio, plotted against (Tc/T )
2, may be compatible
with a linear behavior. The dashed straight lines are obtained fitting the numerical results to
eq. (16) in the range (Tc/T )
2 ≤ 0.9, with m = 1.64(1), 1.60(2), 1.480(9), 1.67(1), 1.622(9) and
q = 0.006(3), 0.028(6), 0.037(5), −0.005(3), 0.005(4) for SU(3), SU(4), SU(5), SU(6) and SU(8),
respectively.
18
contributions from the accuracy limits on that interpolating formula (which are between 0.5%
and 1%), and from the ambiguity in choosing the dimensionful quantity through which the scale
is set: different observables would lead to slight, O(a2), differences in the scale determination. For
the SU(N > 3) groups, we set the scale by interpolating the string tension values calculated by
Lucini, Teper and Wenger [134,135]; since these results do not extend up to the largest β-values
that we simulated, in the latter range we determined the scale following the strategy discussed in
ref. [138], namely through the three-loop perturbative lattice β-function [136] in the mean-field
improved lattice scheme [137], taking lattice corrections into account (note that in ref. [138] it
was shown that the two methods are, in fact, consistent). The systematic uncertainty associated
with the scale determination is difficult to quantify, but can be (roughly) estimated by comparing
the results obtained using different interpolations for log(σa2) as a function of (β−β⋆) (where β⋆
is a value chosen within the interpolating range). We estimate the systematic uncertainty related
to the scale determination to be up to 2%.
To get a reliable extrapolation to the continuum limit, in principle one should repeat the whole
calculation on a series of lattices of increasingly finer spacing, i.e. at increasingly larger Nt values
(keeping the Nt/Ns ratio fixed, to disentangle from possible finite-volume effects), and perform a
linear extrapolation in a2 to the limit a→ 0 for each gauge group separately. Unfortunately, for
a set of high-precision calculations like the present one, this task would be computationally very
demanding. On the other hand, in the literature there are indications suggesting that the results
from our simulation ensemble A, obtained on lattices with Nt = 5, may already be relatively
close to the continuum limit. In particular, ref. [96] discusses a recent calculation similar to ours,
finding that, for SU(4), the continuum limit is reached at Nt = 6.
To check the impact of discretization effects on our results from the Nt = 5 lattices, we
also performed a preliminary set of SU(3) simulations on lattices with Nt = 10, Ns = 40, that
we denote as ‘ensemble Ω’ in the following—see tab. 2 for technical information. However,
the comparison between the results for the trace of the energy-momentum tensor in SU(3), as
evaluated from the two ensembles, which is shown in fig. 8, does not give conclusive information
on discretization effects. By comparing with similar works in the literature [96], we take 3% as
a rough estimate of the impact of discretization effects (not accounted for by the rescaling of
the SB limit on the lattice through the factor RI(Nt)) affecting our main set of results from the
ensemble A.
As it concerns finite-volume effects, at the temperatures investigated in the present work one
generally expects them to be strongly suppressed, due to screening. In ref. [99], we checked this
explicitly for the setup of the present simulations, and found that further, non-trivial infrared
corrections to the lattice equation of state [142] are not visible within our data precision at the
temperatures and volumes considered in the present work.
To summarize, we estimate that the major sources of systematic uncertainties in our simu-
lations come from the determination of the scale and from discretization effects. In particular,
in our plots, the scale uncertainty has an impact on both the temperature axes and on the ther-
modynamic quantities, which have an explicit scale-dependence through eq. (13). Combining the
errors associated to scale determination and discretization effects in quadrature, the systematic
uncertainty in our results turns out to be around 3%.
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Figure 8: (Color online) Comparison of the results for the trace of the energy-momentum tensor
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Nt = 5 and Ns = 20, denoted by the small black symbols) and from a set characterized by a
lattice spacing twice as fine (ensemble Ω, with Nt = 10 and Ns = 40, denoted by the large violet
symbols).
20
N Ns Nt T = 0 statistics finite-T statistics β T
3 40 10 9000 2800 6.055 0.804
6.180 0.978
6.305 1.170
6.430 1.383
6.550 1.613
6.680 1.903
6.805 2.239
Table 2: Parameters of the set of lattice simulations (ensemble Ω) used to check the impact of
discretization effects in the main set of results presented in this work.
Finally, we perform an extrapolation of the results from our ensemble A for ∆/T 4 to the
N →∞ limit. According to the method we used in this work, this observable is evaluated from
direct measurements of plaquette expectation values, see eq. (13), whereas all other quantities
are obtained indirectly from it, as discussed above.
In order to do the extrapolation to the large-N limit, we first interpolate our results for the
trace of the stress-energy tensor for the different gauge groups, according the functional form
given in eq. (C1) of ref. [42] (redefined according to our normalization conventions):
∆
T 4
=
π2
45
(N2 − 1) ·

1− 1{
1 + exp
[
(T/Tc)−f1
f2
]}2

(f3T 2c
T 2
+ f4
T 4c
T 4
)
, (17)
which models the region near the critical temperature using a modified hyperbolic tangent and
includes T−2 and T−4 terms to mimic the data behavior at temperatures intermediate between
the ∆/T 4 maximum and the onset of the perturbative regime. The fit results are given in tab. 3,
where the uncertainties shown do not include systematic errors.
N f1 f2 f3 f4 χ
2/d.o.f.
3 1.0317(13) 0.02557(96) 1.686(14) −0.038(24) 2.30
4 1.0154(20) 0.0082(12) 1.763(20) −0.185(33) 2.10
5 1.0094(98) 0.0056(10) 1.729(83) −0.205(65) 1.56
6 0.989(37) 0.009(87) 1.803(65) −0.244(97) 2.77
8 0.9944(46) 0.0058(51) 1.720(26) −0.165(40) 6.11
Table 3: Results of the fits for ∆ according to eq. (17); errors shown do not include systematic
uncertainties.
The parameters thus obtained are then fitted as functions of N−2 including a constant, a
linear and a quadratic term:
fi(N) = ci +
li
N2
+
qi
N4
; (18)
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we note that, for f1, f3 and f4, the O(N−4) term can be neglected, therefore for these parameters
we perform a two-parameter fit, setting qi to zero (and we include the difference between such
linear interpolation and a quadratic interpolation as a contribution to the overall systematic
effects). On the contrary, for f2 it is necessary to include the O(N−4) term in the fit, otherwise
one would find an unphysical, negative result for the extrapolated value c2.
The fit results are displayed in tab. 4 and in fig. 9.
parameter ci li qi χ
2/d.o.f.
f1 0.9918(20) 0.361(21) – 0.32
f2 0.00895(53) −0.217(16) 3.30(11) 0.01
f3 1.768(36) −0.66(41) – 2.16
f4 −0.244(46) 1.73(55) – 1.56
Table 4: Results of the fits for ∆ according to eq. (17); for f1, f3 and f4, we perform a two-
parameter fit, including the ci and li terms in eq. (17), setting qi = 0. However, this procedure
would yield a non-physical, negative result for the f2 extrapolation, therefore for this parameter
we performed a three-parameter fit, fitting ci, li, and also qi. The errors shown do not include
systematic uncertainties.
Finally, from the parameters thus extrapolated, we obtain the curves for the large-N limit of
∆/(N2T 4), of p/(N2T 4) (by numerical integration of the latter over log T ), and of ǫ/(N2T 4) and
s/(N2T 3) (through linear combinations of the former two quantities). The results are shown in
fig. 10 (note that the quantities in this plot are not normalized to their SB limits; the latter are
denoted by the three horizontal bars on the right-hand side of the figure), where we also show the
large-N limit of the latent heat Lh calculated in ref. [155], namely: L
1/4
h N
−1/2T−1c = 0.766(40).
Our estimate for the same quantity is fully consistent: L
1/4
h N
−1/2T−1c = 0.759(19). In this figure
we also show our estimate of the errors at six reference temperatures T/Tc = 0.9, 1, 1.5, 2, 2.5
and 3.
5 Conclusions and outlook
In this article, we have presented the results of a lattice study of the main equilibrium ther-
modynamic observables in SU(N) gauge theories with N = 3, 4, 5, 6 and 8 colors at finite
temperature, and discussed their extrapolation to the large-N limit. Our main motivation for
this study was to investigate whether (and to what quantitative extent) the large-N limit cap-
tures the non-trivial thermodynamics of the deconfined plasma in the theory with N = 3 colors.
This is crucially relevant for AdS/CFT models or holographic QCD models which are expected
to provide an analytical theoretical description of the strongly-interacting QCD plasma produced
in relativistic collisions of heavy ions. To address this issue, we have performed a high-precision
numerical study, based on a fine temperature scan in the phenomenologically most interesting
region between 0.8Tc and 3.4Tc.
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Figure 9: (Color online) Extrapolation of the parameters of eq. (17), as obtained from fits to our
data for the different SU(N) groups, to the large-N limit. For each parameter, the result in the
N →∞ limit is obtained through a first- (for f1, f3 and f4) or second-order (for f2) polynomial
extrapolation in N−2, according to eq. (18).
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Figure 10: (Color online) Final results for the large-N limits of p/(N2T 4) (black solid curve),
∆/(N2T 4) (red dashed curve), ǫ/(N2T 4) (blue dash-dotted curve) and s/(N2T 3) (green dotted
curve); the errorbars (including statistical and systematic uncertainties) at six reference points
corresponding to T/Tc = 0.9, 1, 1.5, 2, 2.5 and 3 are also shown. In the normalization used in
this plot, the Stefan-Boltzmann limits for the pressure, energy density and entropy density are
respectively denoted by the three horizontal bars displayed on the right-hand side of the plot,
from bottom to top. The maroon arrow on the left-hand side of the figure denotes the large-N
limit of the latent heat Lh, as calculated in ref. [155], which is consistent with our result.
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Our results, which agree with previous similar studies [94, 96], show that the pressure, the
trace of the stress-energy tensor, the energy density and the entropy density (per gluon) evaluated
in all gauge theories that we considered are very close to each other and to those obtained in the
SU(3) model. Essentially, the main difference between the results we obtained for SU(3) and for
the other SU(N > 3) groups is that, as expected on general grounds [156–158], the latter exhibit
a more strongly first-order deconfining phase transition.
This led us to compare our results with the improved holographic QCD model recently pro-
posed in refs. [77–80], which is an AdS/QCD model providing a quantitative description of the
features of the strongly-coupled regime of the gauge theory in terms of a dual, five-dimensional
gravity model with a dilaton potential depending on two free parameters. Our results turn out to
be in very good agreement with the curves from the improved holographic QCD model published
in ref. [82], as fig. 1, fig. 2, fig. 3 and fig. 4 show.
In the improved holographic QCD model (and in other similar models) the running of the
coupling in the gauge theory is associated with a non-trivial dilaton in the dual gravity theory; in
particular, the parameters of the dilaton potential can be chosen consistently with the quantitative
results known for the gauge theory, both in the perturbative and in the non-perturbative regimes.
This successfully reproduces the non-trivial features observed in the thermodynamic quantities
considered in this work, including, in particular, their behavior in the temperature range above
and close to the deconfinement temperature.
The latter temperature range is indeed particularly interesting, not only from the phenomeno-
logical and experimental point of view, but also from a theoretical perspective, since it is a
regime where weak-coupling expansions of the pressure typically show large deviations from lat-
tice results, and, in particular, fail to reproduce the large values of ∆ observed in numerical
simulations—see ref. [22] and references therein. In particular, the observation of a possible T 2-
dependence of ∆ in the lattice results for SU(3) from ref. [36] led to conjecture the existence of
contributions which could not be captured by a perturbative approach [23,24]. Our results appear
to confirm that the T 2-behavior ∆ is common to all gauge groups that we studied, and thus is
likely to also persists in the N →∞ limit (see fig. 7), but we cannot rule out the possibility that
our data could also be fitted by some more complicated functional form.
Next, we discussed some issues related to the description of the QCD plasma in terms of
AdS/CFT models, in particular the large-N limit of the N = 4 supersymmetric Yang-Mills the-
ory. While the gauge-gravity correspondence [57] provides one with formidable tools to study
the strongly-coupled regime of this theory analytically, via calculations in the weakly-coupled
regime of the dual supergravity theory, the supersymmetric theory is not a close approximation
of real-world QCD; in particular, the former is conformally invariant, whereas in the latter the
coupling runs with the momentum scale. However, it is possible that QCD may admit an effec-
tive AdS/CFT description, at least in a regime where it tends to be almost scale-invariant. In
fig. 5, we have shown that, for temperatures around 3Tc, the results for the pressure versus the
energy density for all gauge groups are already relatively close to the conformal limit ǫ = 3p,
while the theory is still strongly interacting and far from the Stefan-Boltzmann limit. It is in-
triguing to observe that, if one identifies the physical ’t Hooft running coupling evaluated at such
temperatures in the MS scheme with the λ parameter of the N = 4 model, then the supergrav-
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ity prediction for the ratio of the entropy density to its limit in the non-interacting gas [122] is
in very good agreement with the lattice results precisely in the expected temperature range, as
fig. 6 shows. Although, as we have discussed, such comparison between the Yang-Mills models
and the supersymmetric theory may be questionable at a fundamental level, prone to scheme-
dependence, and the observed agreement may be accidental (because the dependence of s/s0 on
λ in the supergravity theory is only known at the first non-trivial order in an expansion around
the strong-coupling limit), we also note that, if one just compared the lattice results with the
s/s0 value predicted by the supergravity model in the infinite-coupling limit, which is 3/4 [121],
then in the temperature regime where the thermodynamic observables (in units of the appropri-
ate powers of the temperature) tend to become almost T -independent the lattice results would
overshoot the AdS/CFT prediction. This observation may be relevant to identify the parameters
of AdS/CFT models appropriate to describe the QCD plasma [71].
Finally, we have discussed the systematic uncertainties affecting the calculations presented
in this work (including, in particular, those related to the scale determination, to discretization
effects, and to finite-volume effects), and performed an extrapolation to the large-N limit of the
various thermodynamic quantities; the results—for a parametrization of ∆ according to eq. (17)—
are reported in the second column of tab. 4 and displayed in fig. 10 (in which we also show the
estimated errorbars at some reference temperatures).
To summarize, our results show that the non-trivial features of equilibrium thermodynamic
observables in the strongly-interacting deconfined plasma are common to all gauge groups in-
vestigated in this work, and to the large-N limit. Theoretical models based on the analytical
simplifications and on the dualities that are conjectured to be realized in that limit are thus
expected to be relevant for the thermodynamic properties of the plasma of SU(3) Yang-Mills
theory (and, likely, of QCD) at finite temperature. This is particularly important to get ana-
lytical predictions about quantities (e.g. transport coefficients, observables involving real-time
dynamics) and/or regions of the QCD phase diagram (e.g. at large densities) where lattice QCD
calculations are hindered by technical difficulties.
As for possible future research lines related to this project, it would be interesting to extend
the present investigation of the thermodynamics of hot SU(N) gauge theories by looking at
other observables, for instance screening masses, and comparing the results with predictions
from the improved holographic QCD model [77–80] or from AdS/CFT [160]. The investigation
of observables related to non-equilibrium thermodynamics in the large-N limit would also be
interesting, but is expected to be much more demanding from the computational point of view.
On the contrary, another interesting research direction would be to perform similar studies for
models defined in lower dimensions [168], and/or based on different gauge groups, not necessarily
relevant for the large-N limit, for which powerful numerical algorithms are available [169–176].
This could lead to a better identification and understanding of the universal and of the model- or
dimension-dependent features of strongly interacting systems at finite temperature, and possibly
shed new light onto the fascinating mysteries of the QCD plasma.
26
Acknowledgements
The author acknowledges support from the Alexander von Humboldt Foundation and from INFN,
and thanks B. Bringoltz, M. Caselle, Ph. de Forcrand, J. Erdmenger, M. Fromm, F. Gliozzi,
U. Gu¨rsoy, E. Kiritsis, I. Kirsch, A. Kurkela, M. Laine, B. Lucini, F. Nitti, G. D. Torrieri
and P. Weisz for correspondence, discussions and encouragement. The author also thanks the
authors of ref. [82] for providing the numerical values obtained in the improved holographic QCD
model for various thermodynamic quantities, which are reproduced in figs. 1, 2, 3 and 4 of the
present work. The University of Regensburg hosts the Collaborative Research Center SFB/TR
55 “Hadron Physics from Lattice QCD”.
References
[1] D. J. Gross and F. Wilczek, Ulatraviolet behavior of non-Abelian gauge theories, Phys. Rev.
Lett. 30, 1343 (1973).
[2] H. D. Politzer, Reliable perturbative results for strong interactions?, Phys. Rev. Lett. 30, 1346
(1973).
[3] N. Cabibbo and G. Parisi, Exponential hadronic spectrum and quark liberation, Phys. Lett. B
59, 67 (1975).
[4] J. C. Collins and M. J. Perry, Superdense matter: neutrons or asymptotically free quarks?,
Phys. Rev. Lett. 34, 1353 (1975).
[5] U. W. Heinz and M. Jacob, Evidence for a new state of matter: An assessment of the results
from the CERN lead beam programme, arXiv:nucl-th/0002042.
[6] K. Adcox et al. [PHENIX Collaboration], Formation of dense partonic matter in relativistic
nucleus nucleus collisions at RHIC: Experimental evaluation by the PHENIX collaboration,
Nucl. Phys. A 757, 184 (2005) [arXiv:nucl-ex/0410003].
[7] I. Arsene et al. [BRAHMS Collaboration], Quark gluon plasma and color glass condensate
at RHIC? The perspective from the BRAHMS experiment, Nucl. Phys. A 757, 1 (2005)
[arXiv:nucl-ex/0410020].
[8] B. B. Back et al., The PHOBOS perspective on discoveries at RHIC, Nucl. Phys. A 757, 28
(2005) [arXiv:nucl-ex/0410022].
[9] J. Adams et al. [STAR Collaboration], Experimental and theoretical challenges in the search
for the quark gluon plasma: The STAR collaboration’s critical assessment of the evidence from
RHIC collisions, Nucl. Phys. A 757, 102 (2005) [arXiv:nucl-ex/0501009].
[10] P. F. Kolb and U. W. Heinz, Hydrodynamic description of ultrarelativistic heavy-ion colli-
sions, arXiv:nucl-th/0305084.
27
[11] P. Braun-Munzinger and J. Stachel, The quest for the quark-gluon plasma, Nature 448, 302
(2007).
[12] E. Shuryak, Physics of strongly coupled quark-gluon plasma, Prog. Part. Nucl. Phys. 62, 48
(2009) [arXiv:0807.3033 [hep-ph]].
[13] P. Romatschke, New developments in relativistic viscous hydrodynamics, arXiv:0902.3663
[hep-ph].
[14] J. I. Kapusta, Quantum Chromodynamics at high temperature, Nucl. Phys. B 148, 461 (1979).
[15] A. D. Linde, Infrared problem in thermodynamics of the Yang-Mills gas, Phys. Lett. B 96,
289 (1980).
[16] D. J. Gross, R. D. Pisarski and L. G. Yaffe, QCD and instantons at finite temperature, Rev.
Mod. Phys. 53, 43 (1981).
[17] P. Arnold and C. X. Zhai, The three loop free energy for pure gauge QCD, Phys. Rev. D 50,
7603 (1994) [arXiv:hep-ph/9408276].
[18] P. Arnold and C. x. Zhai, The three loop free energy for high temperature QED and QCD
with fermions, Phys. Rev. D 51, 1906 (1995) [arXiv:hep-ph/9410360].
[19] C. x. Zhai and B. M. Kastening, The free energy of hot gauge theories with fermions through
g5, Phys. Rev. D 52, 7232 (1995) [arXiv:hep-ph/9507380].
[20] K. Kajantie, M. Laine, K. Rummukainen and Y. Schro¨der, The pressure of hot QCD up to
g6ln(1/g), Phys. Rev. D 67, 105008 (2003) [arXiv:hep-ph/0211321].
[21] M. Laine and Y. Schro¨der, Two-loop QCD gauge coupling at high temperatures, JHEP 0503,
067 (2005) [arXiv:hep-ph/0503061].
[22] A. Hietanen, K. Kajantie, M. Laine, K. Rummukainen and Y. Schro¨der, Three-dimensional
physics and the pressure of hot QCD, Phys. Rev. D 79, 045018 (2009) [arXiv:0811.4664 [hep-
lat]].
[23] R. D. Pisarski, Effective theory of Wilson lines and deconfinement, Phys. Rev. D 74, 121703
(2006) [arXiv:hep-ph/0608242].
[24] R. D. Pisarski, Fuzzy bags and Wilson lines, Prog. Theor. Phys. Suppl. 168, 276 (2007)
[arXiv:hep-ph/0612191].
[25] A. Chodos, R. L. Jaffe, K. Johnson, C. B. Thorn and V. F. Weisskopf, A new extended model
of hadrons, Phys. Rev. D 9, 3471 (1974).
[26] E. Meg´ıas, E. Ruiz Arriola and L. L. Salcedo, The thermal heat kernel expansion and the
one-loop effective action of QCD at finite temperature, Phys. Rev. D 69, 116003 (2004)
[arXiv:hep-ph/0312133].
28
[27] E. Meg´ıas, E. Ruiz Arriola and L. L. Salcedo, Dimension two condensates and
the Polyakov loop above the deconfinement phase transition, JHEP 0601 (2006) 073
[arXiv:hep-ph/0505215].
[28] O. Andreev, Some thermodynamic aspects of pure glue, fuzzy bags and gauge/string duality,
Phys. Rev. D 76, 087702 (2007) [arXiv:0706.3120 [hep-ph]].
[29] E. Meg´ıas, E. Ruiz Arriola and L. L. Salcedo, Trace anomaly, thermal power corrections
and dimension two condensates in the deconfined phase, Phys. Rev. D 80 (2009) 056005
[arXiv:0903.1060 [hep-ph]].
[30] E. Meg´ıas, E. Ruiz Arriola and L. L. Salcedo, Correlations between perturbation theory and
power corrections in QCD at zero and finite temperature, arXiv:0912.0499 [hep-ph].
[31] J. P. Blaizot and E. Iancu, The quark-gluon plasma: Collective dynamics and hard thermal
loops, Phys. Rept. 359, 355 (2002) [arXiv:hep-ph/0101103].
[32] U. Kraemmer and A. Rebhan, Advances in perturbative thermal field theory, Rept. Prog.
Phys. 67, 351 (2004) [arXiv:hep-ph/0310337].
[33] D. Antonov, H. J. Pirner and M. G. Schmidt, Pressure and interaction measure of the gluon
plasma, arXiv:0808.2201 [hep-ph].
[34] F. Brau and F. Buisseret, Glueballs and statistical mechanics of the gluon plasma, Phys. Rev.
D 79 (2009) 114007 [arXiv:0902.4836 [hep-ph]].
[35] F. Buisseret, Glueballs, gluon condensate, and pure glue QCD below Tc, arXiv:0912.0678
[hep-ph].
[36] G. Boyd, J. Engels, F. Karsch, E. Laermann, C. Legeland, M. Lu¨tgemeier and B. Pe-
tersson, Thermodynamics of SU(3) lattice gauge theory, Nucl. Phys. B 469, 419 (1996)
[arXiv:hep-lat/9602007].
[37] F. Karsch, E. Laermann and A. Peikert, The pressure in 2, 2+1 and 3 flavour QCD, Phys.
Lett. B 478, 447 (2000) [arXiv:hep-lat/0002003].
[38] A. Ali Khan et al. [CP-PACS collaboration], Equation of state in finite-temperature
QCD with two flavors of improved Wilson quarks, Phys. Rev. D 64, 074510 (2001)
[arXiv:hep-lat/0103028].
[39] Y. Aoki, Z. Fodor, S. D. Katz and K. K. Szabo´, The equation of state in lattice
QCD: With physical quark masses towards the continuum limit, JHEP 0601, 089 (2006)
[arXiv:hep-lat/0510084].
[40] C. Bernard et al., QCD equation of state with 2+1 flavors of improved staggered quarks,
Phys. Rev. D 75, 094505 (2007) [arXiv:hep-lat/0611031].
29
[41] M. Cheng et al., The QCD equation of state with almost physical quark masses, Phys. Rev.
D 77, 014511 (2008) [arXiv:0710.0354 [hep-lat]].
[42] A. Bazavov et al., Equation of state and QCD transition at finite temperature, Phys. Rev. D
80, 014504 (2009) [arXiv:0903.4379 [hep-lat]].
[43] Y. Aoki, S. Borsa´nyi, S. Du¨rr, Z. Fodor, S. D. Katz, S. Krieg and K. K. Szabo´, The QCD
transition temperature: results with physical masses in the continuum limit II, JHEP 0906,
088 (2009) [arXiv:0903.4155 [hep-lat]].
[44] M. Cheng et al., Equation of state for physical quark masses, arXiv:0911.2215 [hep-lat].
[45] C. E. DeTar, Recent progress in lattice QCD thermodynamics, PoS LATTICE2008, 001
(2008) [arXiv:0811.2429 [hep-lat]].
[46] C. DeTar and U. M. Heller, QCD thermodynamics from the lattice, Eur. Phys. J. A 41 (2009)
405 [arXiv:0905.2949 [hep-lat]].
[47] M. Laine, Finite-temperature QCD, PoS LAT2009, 006 (2009) [arXiv:0910.5168 [hep-lat]].
[48] K. Jansen, Lattice QCD: a critical status report, PoS LATTICE2008, 010 (2008)
[arXiv:0810.5634 [hep-lat]].
[49] G. ’t Hooft, A planar diagram theory for strong interactions, Nucl. Phys. B 72, 461 (1974).
[50] E. Witten, Baryons in the 1/N expansion, Nucl. Phys. B 160, 57 (1979).
[51] A. V. Manohar, Large N QCD, arXiv:hep-ph/9802419.
[52] M. Teper, Large N, PoS LATTICE2008, 022 (2008) [arXiv:0812.0085 [hep-lat]].
[53] R. Narayanan and H. Neuberger, Phases of planar QCD on the torus, PoS LAT2005, 005
(2006) [arXiv:hep-lat/0509014].
[54] E. Vicari and H. Panagopoulos, Theta dependence of SU(N) gauge theories in the presence
of a topological term, Phys. Rept. 470, 93 (2009) [arXiv:0803.1593 [hep-th]].
[55] M. U¨nsal and L. G. Yaffe, Center-stabilized Yang-Mills theory: confinement and large N
volume independence, Phys. Rev. D 78, 065035 (2008) [arXiv:0803.0344 [hep-th]].
[56] A. R. Zhitnitsky, Confinement-deconfinement phase transition in hot and dense QCD at large
Nc, Nucl. Phys. A 813 (2008) 279 [arXiv:0808.1447 [hep-ph]].
[57] J. M. Maldacena, The large N limit of superconformal field theories and supergrav-
ity, Adv. Theor. Math. Phys. 2, 231 (1998) [Int. J. Theor. Phys. 38, 1113 (1999)]
[arXiv:hep-th/9711200].
30
[58] D. Auckly and S. Koshkin, Introduction to the Gopakumar-Vafa large N duality, Geom.
Topol. Monogr. 8, 195 (2006) [arXiv:math/0701568].
[59] J. Erdmenger, N. Evans, I. Kirsch and E. Threlfall, Mesons in gauge/gravity duals - A
Review, Eur. Phys. J. A 35, 81 (2008) [arXiv:0711.4467 [hep-th]].
[60] L. Del Debbio, B. Lucini, A. Patella and C. Pica, Quenched mesonic spectrum at large N,
JHEP 0803, 062 (2008) [arXiv:0712.3036 [hep-th]].
[61] G. S. Bali and F. Bursa, Mesons at large Nc from lattice QCD, JHEP 0809, 110 (2008)
[arXiv:0806.2278 [hep-lat]].
[62] G. Policastro, D. T. Son and A. O. Starinets, The shear viscosity of strongly coupled N = 4 su-
persymmetric Yang-Mills plasma, Phys. Rev. Lett. 87, 081601 (2001) [arXiv:hep-th/0104066].
[63] C. P. Herzog, A. Karch, P. Kovtun, C. Kozcaz and L. G. Yaffe, Energy loss of a heavy
quark moving through N = 4 supersymmetric Yang-Mills plasma, JHEP 0607, 013 (2006)
[arXiv:hep-th/0605158].
[64] H. Liu, K. Rajagopal and U. A. Wiedemann, Calculating the jet quenching parameter from
AdS/CFT, Phys. Rev. Lett. 97, 182301 (2006) [arXiv:hep-ph/0605178].
[65] S. S. Gubser, Drag force in AdS/CFT, Phys. Rev. D 74, 126005 (2006)
[arXiv:hep-th/0605182].
[66] D. T. Son and A. O. Starinets, Viscosity, black holes, and quantum field theory, Ann. Rev.
Nucl. Part. Sci. 57, 95 (2007) [arXiv:0704.0240 [hep-th]].
[67] D. Mateos, String Theory and Quantum Chromodynamics, Class. Quant. Grav. 24, S713
(2007) [arXiv:0709.1523 [hep-th]].
[68] S. S. Gubser and A. Karch, From gauge-string duality to strong interactions: a pedestrian’s
guide, arXiv:0901.0935 [hep-th].
[69] T. Brasoveanu, D. Kharzeev and M. Martinez, In search of the QCD-gravity correspondence,
arXiv:0901.1903 [hep-ph].
[70] M. Rangamani, Gravity & hydrodynamics: Lectures on the fluid-gravity correspondence,
arXiv:0905.4352 [hep-th].
[71] J. Noronha, M. Gyulassy and G. Torrieri, Constraints on AdS/CFT gravity dual models of
heavy ion collisions, arXiv:0906.4099 [hep-ph].
[72] J. Polchinski and M. J. Strassler, Hard scattering and gauge/string duality, Phys. Rev. Lett.
88, 031601 (2002) [arXiv:hep-th/0109174].
[73] J. Erlich, E. Katz, D. T. Son and M. A. Stephanov, QCD and a holographic model of hadrons,
Phys. Rev. Lett. 95, 261602 (2005) [arXiv:hep-ph/0501128].
31
[74] L. Da Rold and A. Pomarol, Chiral symmetry breaking from five dimensional spaces, Nucl.
Phys. B 721, 79 (2005) [arXiv:hep-ph/0501218].
[75] A. Karch, E. Katz, D. T. Son and M. A. Stephanov, Linear confinement and AdS/QCD,
Phys. Rev. D 74, 015005 (2006) [arXiv:hep-ph/0602229].
[76] C. P. Herzog, A holographic prediction of the deconfinement temperature, Phys. Rev. Lett.
98, 091601 (2007) [arXiv:hep-th/0608151].
[77] U. Gu¨rsoy and E. Kiritsis, Exploring improved holographic theories for QCD: Part I, JHEP
0802, 032 (2008) [arXiv:0707.1324 [hep-th]].
[78] U. Gu¨rsoy, E. Kiritsis and F. Nitti, Exploring improved holographic theories for QCD: Part
II, JHEP 0802, 019 (2008) [arXiv:0707.1349 [hep-th]].
[79] E. Kiritsis, Dissecting the string theory dual of QCD, Fortsch. Phys. 57, 396 (2009)
[arXiv:0901.1772 [hep-th]].
[80] U. Gu¨rsoy, E. Kiritsis, L. Mazzanti and F. Nitti, Deconfinement and gluon plasma dynamics
in improved holographic QCD, Phys. Rev. Lett. 101, 181601 (2008) [arXiv:0804.0899 [hep-th]].
[81] U. Gu¨rsoy, E. Kiritsis, L. Mazzanti and F. Nitti, Holography and thermodynamics of 5D
dilaton-gravity, JHEP 0905, 033 (2009) [arXiv:0812.0792 [hep-th]].
[82] U. Gu¨rsoy, E. Kiritsis, L. Mazzanti and F. Nitti, Improved holographic Yang-Mills at finite
temperature: Comparison with data, Nucl. Phys. B 820, 148 (2009) [arXiv:0903.2859 [hep-th]].
[83] U. Gu¨rsoy, E. Kiritsis, G. Michalogiorgakis and F. Nitti, Thermal transport and drag force
in improved holographic QCD, arXiv:0906.1890 [hep-ph].
[84] S. Nojiri and S. D. Odintsov, Running gauge coupling and quark anti-quark potential from
dilatonic gravity, Phys. Lett. B 458, 226 (1999) [arXiv:hep-th/9904036].
[85] O. Andreev, 1/q2 corrections and gauge/string duality, Phys. Rev. D 73, 107901 (2006)
[arXiv:hep-th/0603170].
[86] C. Csa´ki and M. Reece, Toward a systematic holographic QCD: A braneless approach, JHEP
0705, 062 (2007) [arXiv:hep-ph/0608266].
[87] S. S. Gubser and A. Nellore, Mimicking the QCD equation of state with a dual black hole,
Phys. Rev. D 78, 086007 (2008) [arXiv:0804.0434 [hep-th]].
[88] S. S. Gubser, A. Nellore, S. S. Pufu and F. D. Rocha, Thermodynamics and bulk viscosity
of approximate black hole duals to finite temperature quantum chromodynamics, Phys. Rev.
Lett. 101, 131601 (2008) [arXiv:0804.1950 [hep-th]].
[89] N. Evans and E. Threlfall, The thermal phase transition in a QCD-like holographic model,
Phys. Rev. D 78, 105020 (2008) [arXiv:0805.0956 [hep-th]].
32
[90] B. Batell and T. Gherghetta, Dynamical soft-wall AdS/QCD, Phys. Rev. D 78, 026002 (2008)
[arXiv:0801.4383 [hep-ph]].
[91] W. de Paula, T. Frederico, H. Forkel and M. Beyer, Dynamical AdS/QCD with area-law
confinement and linear Regge trajectories, Phys. Rev. D 79 (2009) 075019 [arXiv:0806.3830
[hep-ph]].
[92] J. Noronha, Connecting Polyakov loops to the thermodynamics of SU(Nc) gauge theories
using the gauge-string duality, arXiv:0910.1261 [hep-th].
[93] J. Alanen, K. Kajantie and V. Suur-Uski, A gauge/gravity duality model for gauge theory
thermodynamics, arXiv:0911.2114 [hep-ph].
[94] B. Bringoltz and M. Teper, The pressure of the SU(N) lattice gauge theory at large-N, Phys.
Lett. B 628, 113 (2005) [arXiv:hep-lat/0506034].
[95] B. Bringoltz and M. Teper, The pressure and a possible hidden Hagedorn transition at large-
N, PoS LAT2005 (2006) 175 [arXiv:hep-lat/0509186].
[96] S. Datta and S. Gupta, Exploring the gluoNc plasma, Nucl. Phys. A 830 (2009) 749C
[arXiv:0906.3929 [hep-lat]].
[97] S. Datta and S. Gupta, Scaling and the continuum limit of gluoNc plasmas, arXiv:0909.5591
[hep-lat].
[98] S. Datta and S. Gupta, Properties of the SU(Nc) gluon plasma, PoS LAT2009, 178 (2009)
[arXiv:0910.2889 [hep-lat]].
[99] M. Panero, Geometric effects in lattice QCD thermodynamics, PoS LATTICE2008, 175
(2008) [arXiv:0808.1672 [hep-lat]].
[100] R. D. Pisarski, Chasing the unicorn: RHIC and the QGP, Braz. J. Phys. 36, 122 (2006).
[101] P. H. Ginsparg, First order and second order phase transitions in gauge theories at finite
temperature, Nucl. Phys. B 170, 388 (1980).
[102] T. Appelquist and R. D. Pisarski, High-temperature Yang-Mills theories and three-
dimensional Quantum Chromodynamics, Phys. Rev. D 23, 2305 (1981).
[103] E. Braaten and A. Nieto, Free energy of QCD at high temperature, Phys. Rev. D 53, 3421
(1996) [arXiv:hep-ph/9510408].
[104] E. Braaten and A. Nieto, Effective field theory approach to high temperature thermodynam-
ics, Phys. Rev. D 51, 6990 (1995) [arXiv:hep-ph/9501375].
[105] K. Kajantie, M. Laine, K. Rummukainen and Y. Schro¨der, How to resum long-distance
contributions to the QCD pressure?, Phys. Rev. Lett. 86, 10 (2001) [arXiv:hep-ph/0007109].
33
[106] F. Di Renzo, M. Laine, Y. Schro¨der and C. Torrero, Four-loop lattice-regularized vacuum
energy density of the three-dimensional SU(3) + adjoint Higgs theory, JHEP 0809, 061 (2008)
[arXiv:0808.0557 [hep-lat]].
[107] A. Hietanen, K. Kajantie, M. Laine, K. Rummukainen and Y. Schro¨der, Plaquette
expectation value and gluon condensate in three dimensions, JHEP 0501, 013 (2005)
[arXiv:hep-lat/0412008].
[108] A. Hietanen and A. Kurkela, Plaquette expectation value and lattice free energy of three-
dimensional SU(N) gauge theory, JHEP 0611, 060 (2006) [arXiv:hep-lat/0609015].
[109] F. Di Renzo, M. Laine, V. Miccio, Y. Schro¨der and C. Torrero, The leading non-perturbative
coefficient in the weak-coupling expansion of hot QCD pressure, JHEP 0607, 026 (2006)
[arXiv:hep-ph/0605042].
[110] A. Vuorinen and L. G. Yaffe, Z(3)-symmetric effective theory for SU(3) Yang-Mills theory
at high temperature, Phys. Rev. D 74, 025011 (2006) [arXiv:hep-ph/0604100].
[111] Ph. de Forcrand, A. Kurkela and A. Vuorinen, Center-symmetric effective theory for high-
temperature SU(2) Yang-Mills theory, Phys. Rev. D 77, 125014 (2008) [arXiv:0801.1566 [hep-
ph]].
[112] A. Kurkela, Framework for non-perturbative analysis of a Z(3)-symmetric effective theory
of finite temperature QCD, Phys. Rev. D 76, 094507 (2007) [arXiv:0704.1416 [hep-lat]].
[113] T. Guhr, A. Mu¨ller-Groeling and H. A. Weidenmu¨ller, Random matrix theories in quantum
physics: Common concepts, Phys. Rept. 299, 189 (1998) [arXiv:cond-mat/9707301].
[114] M. Caselle and U. Magnea, Random matrix theory and symmetric spaces, Phys. Rept. 394,
41 (2004) [arXiv:cond-mat/0304363].
[115] O. Aharony, J. Marsano, S. Minwalla, K. Papadodimas and M. Van Raamsdonk, A first
order deconfinement transition in large N Yang-Mills theory on a small 3-sphere, Phys. Rev.
D 71, 125018 (2005) [arXiv:hep-th/0502149].
[116] U. Gu¨rsoy, Deconfinement and thermodynamics in 5D holographic models of QCD, Mod.
Phys. Lett. A 23, 3349 (2009) [arXiv:0904.2750 [hep-th]].
[117] A. M. Polyakov, The wall of the cave, Int. J. Mod. Phys. A 14, 645 (1999)
[arXiv:hep-th/9809057].
[118] I. R. Klebanov and J. M. Maldacena, Superconformal gauge theories and non-critical su-
perstrings, Int. J. Mod. Phys. A 19, 5003 (2004) [arXiv:hep-th/0409133].
[119] A. Buchel and J. T. Liu, Universality of the shear viscosity in supergravity, Phys. Rev. Lett.
93, 090602 (2004) [arXiv:hep-th/0311175].
34
[120] P. Kovtun, D. T. Son and A. O. Starinets, Viscosity in strongly interacting quantum field
theories from black hole physics, Phys. Rev. Lett. 94, 111601 (2005) [arXiv:hep-th/0405231].
[121] S. S. Gubser, I. R. Klebanov and A. W. Peet, Entropy and temperature of black 3-branes,
Phys. Rev. D 54, 3915 (1996) [arXiv:hep-th/9602135].
[122] S. S. Gubser, I. R. Klebanov and A. A. Tseytlin, Coupling constant dependence in the
thermodynamics of N = 4 supersymmetric Yang-Mills theory, Nucl. Phys. B 534, 202 (1998)
[arXiv:hep-th/9805156].
[123] K. G. Wilson, Confinement of quarks, Phys. Rev. D 10, 2445 (1974).
[124] M. Creutz, Monte Carlo study of quantized SU(2) gauge theory, Phys. Rev. D 21, 2308
(1980).
[125] A. D. Kennedy and B. J. Pendleton, Improved heat bath method for Monte Carlo calculations
in lattice gauge theories, Phys. Lett. B 156, 393 (1985).
[126] N. Cabibbo and E. Marinari, A new method for updating SU(N) matrices in computer
simulations of gauge theories, Phys. Lett. B 119, 387 (1982).
[127] J. Kiskis, R. Narayanan and H. Neuberger, Does the crossover from perturbative to non-
perturbative physics in QCD become a phase transition at infinite N?, Phys. Lett. B 574, 65
(2003) [arXiv:hep-lat/0308033].
[128] P. de Forcrand and O. Jahn, Monte Carlo overrelaxation for SU(N) gauge theories,
arXiv:hep-lat/0503041.
[129] S. Du¨rr, Gauge action improvement and smearing, Comput. Phys. Commun. 172, 163
(2005) [arXiv:hep-lat/0409141].
[130] R. G. Edwards and B. Joo´ [SciDAC Collaboration and LHPC Collaboration and UKQCD
Collaboration], The Chroma software system for lattice QCD, Nucl. Phys. Proc. Suppl. 140,
832 (2005) [arXiv:hep-lat/0409003].
[131] P. A. Boyle et al., Hardware and software status of QCDOC, Nucl. Phys. Proc. Suppl. 129,
838 (2004) [arXiv:hep-lat/0309096].
[132] R. Sommer, A new way to set the energy scale in lattice gauge theories and its applications
to the static force and alpha-s in SU(2) Yang-Mills theory, Nucl. Phys. B 411, 839 (1994)
[arXiv:hep-lat/9310022].
[133] S. Necco and R. Sommer, The N(f) = 0 heavy quark potential from short to intermediate
distances, Nucl. Phys. B 622, 328 (2002) [arXiv:hep-lat/0108008].
[134] B. Lucini, M. Teper and U. Wenger, Glueballs and k-strings in SU(N) gauge theories:
Calculations with improved operators, JHEP 0406, 012 (2004) [arXiv:hep-lat/0404008].
35
[135] B. Lucini and M. Teper, The k = 2 string tension in four dimensional SU(N) gauge theories,
Phys. Lett. B 501, 128 (2001) [arXiv:hep-lat/0012025].
[136] B. Alle´s, A. Feo and H. Panagopoulos, The three-loop beta function in SU(N) lattice gauge
theories, Nucl. Phys. B 491, 498 (1997) [arXiv:hep-lat/9609025].
[137] G. Parisi, Recent progresses in gauge theories, presented at the 20th International Confer-
ence on High Energy Physics, Madison, Wis., Jul 17-23, 1980.
[138] C. Allton, M. Teper and A. Trivini, On the running of the bare coupling in SU(N) lattice
gauge theories, JHEP 0807, 021 (2008) [arXiv:0803.1092 [hep-lat]].
[139] J. Engels, F. Karsch and H. Satz, Finite size effects in Euclidean lattice thermodynamics
for noninteracting Bose and Fermi systems, Nucl. Phys. B 205, 239 (1982).
[140] H. T. Elze, K. Kajantie and J. I. Kapusta, Screening and plasmon in QCD on a finite
lattice, Nucl. Phys. B 304, 832 (1988).
[141] J. I. Kapusta, Finite lattice size effects on QCD thermodynamics, Physica A 158, 125
(1989).
[142] F. Gliozzi, The Stefan-Boltzmann law in a small box and the pressure deficit in hot SU(N)
lattice gauge theory, J. Phys. A 40, F375 (2007) [arXiv:hep-lat/0701020].
[143] R. G. Campos and E. S. Tututi, Finite-size effects on a lattice calculation, Phys. Lett. A
372, 6717 (2008) [arXiv:0808.1925 [hep-lat]].
[144] H. B. Meyer, Finite volume effects in thermal field theory, JHEP 0907, 059 (2009)
[arXiv:0905.1663 [hep-th]].
[145] G. Endro˝di, Z. Fodor, S. D. Katz and K. K. Szabo´, The equation of state at high temperatures
from lattice QCD, PoS LAT2007, 228 (2007) [arXiv:0710.4197 [hep-lat]].
[146] F. Bruckmann, S. Keppeler, M. Panero and T. Wettig, Polyakov loops and spectral properties
of the staggered Dirac operator, Phys. Rev. D 78, 034503 (2008) [arXiv:0804.3929 [hep-lat]].
[147] F. Bruckmann, S. Keppeler, M. Panero and T. Wettig, Polyakov loops and SU(2) staggered
Dirac spectra, PoS LAT2007, 274 (2007) [arXiv:0802.0662 [hep-lat]].
[148] J. Engels, J. Fingberg, F. Karsch, D. Miller and M. Weber, Nonperturbative thermodynamics
of SU(N) gauge theories, Phys. Lett. B 252, 625 (1990).
[149] M. Caselle, M. Hasenbusch and M. Panero, The interface free energy: Comparison of accu-
rate Monte Carlo results for the 3D Ising model with effective interface models, JHEP 0709,
117 (2007) [arXiv:0707.0055 [hep-lat]].
36
[150] J. Engels, F. Karsch and T. Scheideler, Determination of anisotropy coefficients for SU(3)
gauge actions from the integral and matching methods, Nucl. Phys. B 564, 303 (2000)
[arXiv:hep-lat/9905002].
[151] A. Peshier, B. Ka¨mpfer, O. P. Pavlenko and G. Soff, A massive quasiparticle model of the
SU(3) gluon plasma, Phys. Rev. D 54 (1996) 2399.
[152] A. Peshier, B. Ka¨mpfer and G. Soff, The equation of state of deconfined matter at fi-
nite chemical potential in a quasiparticle description, Phys. Rev. C 61, 045203 (2000)
[arXiv:hep-ph/9911474].
[153] B. Lucini, M. Teper and U. Wenger, The deconfinement transition in SU(N) gauge theories,
Phys. Lett. B 545, 197 (2002) [arXiv:hep-lat/0206029].
[154] B. Lucini, M. Teper and U. Wenger, The high temperature phase transition in SU(N) gauge
theories, JHEP 0401, 061 (2004) [arXiv:hep-lat/0307017].
[155] B. Lucini, M. Teper and U. Wenger, Properties of the deconfining phase transition in SU(N)
gauge theories, JHEP 0502, 033 (2005) [arXiv:hep-lat/0502003].
[156] K. Holland, M. Pepe and U.-J. Wiese, The deconfinement phase transition of Sp(2) and
Sp(3) Yang-Mills theories in 2+1 and 3+1 dimensions, Nucl. Phys. B 694, 35 (2004)
[arXiv:hep-lat/0312022].
[157] K. Holland, M. Pepe and U.-J. Wiese, The deconfinement phase transition in Yang-
Mills theory with general Lie group G, Nucl. Phys. Proc. Suppl. 129, 712 (2004)
[arXiv:hep-lat/0309062].
[158] M. Pepe, Deconfinement in Yang-Mills: A conjecture for a general gauge Lie group G, Nucl.
Phys. Proc. Suppl. 141, 238 (2005) [arXiv:hep-lat/0407019].
[159] R. V. Gavai, S. Gupta and S. Mukherjee, The speed of sound and specific heat in the QCD
plasma: Hydrodynamics, fluctuations and conformal symmetry, Phys. Rev. D 71, 074013
(2005) [arXiv:hep-lat/0412036].
[160] D. Bak, A. Karch and L. G. Yaffe, Debye screening in strongly coupled N=4 supersymmetric
Yang-Mills plasma, JHEP 0708, 049 (2007) [arXiv:0705.0994 [hep-th]].
[161] P. de Forcrand and D. Noth, Precision lattice calculation of SU(2) ’t Hooft loops, Phys.
Rev. D 72, 114501 (2005) [arXiv:hep-lat/0506005].
[162] P. de Forcrand, B. Lucini and D. Noth, ’t Hooft loops and perturbation theory, PoS
LAT2005, 323 (2006) [arXiv:hep-lat/0510081].
[163] B. Lucini and G. Moraitis, The running of the coupling in SU(N) pure gauge theories, Phys.
Lett. B 668, 226 (2008) [arXiv:0805.2913 [hep-lat]].
37
[164] M. Lu¨scher, P. Weisz and U. Wolff, A numerical method to compute the running coupling
in asymptotically free theories, Nucl. Phys. B 359, 221 (1991).
[165] M. Lu¨scher, R. Narayanan, P. Weisz and U. Wolff, The Schro¨dinger functional: A
renormalizable probe for non-Abelian gauge theories, Nucl. Phys. B 384, 168 (1992)
[arXiv:hep-lat/9207009].
[166] S. S. Gubser, Comparing the drag force on heavy quarks in N = 4 super-Yang-Mills theory
and QCD, Phys. Rev. D 76 (2007) 126003 [arXiv:hep-th/0611272].
[167] A. Buchel, R. C. Myers and A. Sinha, Beyond eta/s = 1/4pi, JHEP 0903, 084 (2009)
[arXiv:0812.2521 [hep-th]].
[168] P. Bialas, L. Daniel, A. Morel and B. Petersson, Thermodynamics of SU(3) gauge theory
in 2 + 1 dimensions, Nucl. Phys. B 807, 547 (2009) [arXiv:0807.0855 [hep-lat]].
[169] M. Caselle, M. Hasenbusch and M. Panero, String effects in the 3d gauge Ising model, JHEP
0301, 057 (2003) [arXiv:hep-lat/0211012].
[170] M. Panero, A numerical study of a confined Q anti-Q system in compact U(1) lattice gauge
theory in 4D, Nucl. Phys. Proc. Suppl. 140, 665 (2005) [arXiv:hep-lat/0408002].
[171] F. Gliozzi, S. Lottini, M. Panero and A. Rago, Random percolation as a gauge theory, Nucl.
Phys. B 719, 255 (2005) [arXiv:cond-mat/0502339].
[172] M. Panero, A numerical study of confinement in compact QED, JHEP 0505, 066 (2005)
[arXiv:hep-lat/0503024].
[173] M. Caselle, M. Hasenbusch and M. Panero, High precision Monte Carlo simulations of
interfaces in the three-dimensional Ising model: A comparison with the Nambu-Goto effective
string model, JHEP 0603, 084 (2006) [arXiv:hep-lat/0601023].
[174] J. W. Cherrington and J. D. Christensen, A dual non-Abelian Yang-Mills amplitude in four
dimensions, Nucl. Phys. B 813, 370 (2009) [arXiv:0808.3624 [hep-lat]].
[175] J. W. Cherrington, Recent developments in dual lattice algorithms, PoS LATTICE2008,
050 (2008) [arXiv:0810.0546 [hep-lat]].
[176] A. Allais and M. Caselle, On the linear increase of the flux tube thickness near the decon-
finement transition, JHEP 0901, 073 (2009) [arXiv:0812.0284 [hep-lat]].
38
