Abstract-By exploiting the Fourier series expansion, we have developed a new constructive method of automatically generating a multivariable fuzzy inference system from any given sample sets with the resulting multivariable function being constructed within any specified precision to the original sample set. The given sample sets are first decomposed into a cluster of simpler sample sets such that a single input fuzzy system is constructed readily for a sample set extracted directly from the cluster independent of the other variables. Once the relevant fuzzy rules and membership functions are constructed for each of the variables completely independent of the other variables, the resulting decomposed fuzzy rules and membership functions are integrated back into the fuzzy system appropriate for the original sample set requiring only a moderate cost of computation in the required decomposition and composition processes.
I. INTRODUCTION

I
T is well known [1] that fuzzy systems are extremely effective in approximating any continuous function on a compact set. Taking advantage of its additional unique capability of capturing an approximate, qualitative aspect of human knowledge and reasoning needed in many of expertise-dominated systems [14] , the fuzzy system is found to be extremely effective in controlling some complex control systems, providing a powerful alternative to the conventional control system particularly for complex and/or ill-defined systems including an increasingly wider range of applications in industrial applications and household appliances, as well as in financial analysis [9] , [11] , [12] , [16] , [20] , [22] , [24] .
Because the performance of a fuzzy system depends critically on the depth of experts' understanding of the domain knowledge, as in many expert systems, a serious bottleneck problem arises due to the soaring cost of having cooperation from first-class experts in the field for system development. This motivates an intensive study on automatic generation of fuzzy systems and the subject has often been studied as a data-driven, self-adaptive problem. We refer to [3] for a review of the related works on this topic.
One of the biggest problems we immediately encounter in solving the self-adaptive problem relates to what we call a dimensional explosion predicament [4] , [12] , which is associated with an exponential explosion in the required computational time as the number of variables increases. This is because the relationship among the variables of the fuzzy rules and membership functions is often quite complicated and is, more often than not, nonlinear. Because of this, almost all of the existing works available can only deal with a relatively small number of variables. As far as we know, none of these algorithms can deal with more than five input variables. For example, the well-known fuzzy logic design kit NeuFuz4, by Kahn et al. [17] - [19] , can only solve the problem of at most, four variables. Even for very limited input variables, most of them can only deal with "straight" membership functions, such as trapezoidal-shaped membership functions, so that the resulting controllers represent a linear control. Furthermore, very few [15] , [17] - [19] can deal with continuous membership functions as represented by Gaussian membership functions so that nonlinear effects of controllers can be taken into account [13] .
Chen et al. [4] - [8] presented a new algorithm, PolyNeuFuz, based on polynomial approximation. PolyNeuFuz was later improved to ParNeuFuz [3] which, in principle, can be run in parallel processing if one takes advantage of the independence of the input variables. Like the present Fourier-series-based approach, both PolyNeuFuz and ParNeuFuz solve the problem of generating multivariable fuzzy systems by decomposing the problem to a solution of single input, multiple outputs fuzzy systems. In place of Fourier series decomposition, PolyNeuFuz and ParNeuFuz exploit a polynomial expansion in approximating the given sample sets. Because of the decomposition and composition processes introduced, the time complexity of the algorithms depends only linearly on the number of variables used, so that the algorithms can be applied to generate a fuzzy system with a large number of variables without much problem, thus resolving the dimensional explosion predicament. However, an 1083-4419/02$17.00 © 2002 IEEE error estimation or prediction at several key steps of the computation scheme is not easy for the PolyNeuFuz and ParNeuFuz methods.
The purpose of this paper is to develop a new Fourier-seriesbased automatic generation scheme for a multivariable fuzzy inference system capable of providing accurate error estimates at each step of the computational scheme consistent to the overall error bounds needed, while at the same time avoiding the dimensional explosion predicament. Following PolyNeuFuz and ParNeuFuz [4] , [3] , the fuzzy rules and membership functions for each variable will be developed completely independent of the other variables. To do so, we first decompose the sample set, e.g., , into a cluster of sample sets associated with each of the given input variables, and individually compute the fuzzy rules and membership functions for each variable by solving a single input, multiple outputs fuzzy system extracted from the set cluster. The resulting fuzzy rules and membership functions are composed and integrated back into the fuzzy system appropriate for the original sample set with a minimal computational cost. Taking an advantage of the fact that the decomposition is based on a Fourier series, a careful error analysis shows how an overall system error can be related to errors at each stage of decomposition and composition so that we are now able to specify the final precision of the resulting fuzzy system on the original sample set consistent to the overall system errors specified. Unlike its predecessor PolyNeuFuz [3] , which has depended on a trial and error basis with possible "over accuracy" computations, our FouNeuFuz method considerably reduces the overall computational time by avoiding the process of trial and error processes. An additional advantage of the present approach relates to a further reduction in computational time by implementing the present scheme on a parallel processor, because the complete independence of the input variables is ensured for computing the fuzzy rules and membership functions for each variable, as in ParNeuFuz [3] .
In Section II, we prove two theorems which form the theoretical foundation of the present method, ensuring the validity of the present Fourier-series-based decomposition and composition process. In Section III, a constructive algorithm is given for computing the fuzzy rules and membership functions from the given sample set. In Section IV, we demonstrate how our method is capable of simulating 8-variable functions with considerable ease and accuracy than the conventional methods. The conclusion is given in Section V.
II. THEORETICAL FOUNDATION
The two theorems presented in this section form the foundation of the present method. Theorem 1 ensures the decomposition of the original sample set into a number of simpler sample sets, which form the basis for the decomposition process of our method. Theorem 2 ensures the construction and composition procedure of decomposed single input fuzzy systems to recover the fuzzy system on the original sample set . Theorem 2 is proved in terms of two lemmas, namely, Lemma 1 and Lemma 2. Lemma 1 ensures the construction process of a fuzzy system characterized by a multiple inputs, single output sample set from the decomposed single input single output sample set of Theorem 1, while Lemma 2 ensures the reconstruction process of an overall fuzzy system satisfying the original specified overall sample set.
Throughout the paper, we denote the number of samples by , and the number of input variables by , with both and being finite. Fourier series theory [10] shows that any continuous function of multivariables can be uniformly approximated by the sum of the Fourier series.
Theorem 1: For any sample set , where and for all ( and denote, respectively, the minimum and maximum of real variable , with being assumed), there exists a set , with being nonnegative integers , and a sample set cluster , such that (1) where (2) Proof: Fourier series theory [10] ensures the existence of Fourier series , such that . The equality is ensured for discrete input variables and output with and being finite.
Write . If we let the s be the coefficients of the orthogonal functions (with bounded by some finite constant say, Q), we have and Theorem 2: Suppose that the single input, multiple output sample set can be described by the fuzzy system of Table I . Then the fuzzy sample set can be described by the fuzzy system MFS in Table I .
Proof: Because the fuzzy system of Theorem 2 can be regarded as single input single output fuzzy systems (for ), each describing a single input single output sample set , Theorem 2 can be proved in terms of the following Lemma 1 and Lemma 2, the proofs of which are given in Appendix.
Lemma 1: Suppose that the sample set can be described by the fuzzy system of Table II . Then, the sample set can be described by the fuzzy system of Table II .
Lemma 2: Suppose that for each , the fuzzy system of Table III describes the sample set . Then, the fuzzy system FSS of Table III can now describe the sample set . Lemma 1 shows how we can construct, for each given , a fuzzy system for the sample set from the fuzzy systems (for ), describing (for ). Writing , we note readily that of Lemma 1 is identical to of Lemma 2. Now, Lemma 2 completes the proof of Theorem 2 by showing how we obtain the final fuzzy system describing the given sample set ; this can be done by combining and integrating all the fuzzy systems for sample sets for of Lemma 1 with due consideration paid to error bound specifcations. Assigning the maximum error bound and the sum of errors bound of of Table II to those  of  of Table III , i.e., and , the maximum error bound and the sum of errors bound of FSS in Table III will match those of MFS, thus proving Theorem 2.
Note that of Lemma 2 is equivalent to of Theorem 1, as long as (1) holds.
III. CONSTRUCTIVE ALGORITHM Theorem 1 and Theorem 2 ensure the main ideas of our scheme for an automatic generation of fuzzy systems. Actually, Theorem 1 ensures the existence of a set cluster decomposed from original sample set . Theorem 2 shows that, once the fuzzy systems each with only one variable are computed on a sample set extracted directly from the set cluster , we can construct the fuzzy system appropriate for by following the steps of Theorem 2.
In this section, we will first establish a decomposition method for obtaining the set cluster , and then establish a method for obtaining a fuzzy system with single variable on the sample set . We will then show how the whole constructive algorithm for computing a fuzzy system on the original sample set can be completed.
A. Decomposition Method
Knowledge of the sample set as well as on the smoothness of an object surface plays an important role in our analysis. Suppose that the object system does not include higher components than for each variable . Then we can select an where . An optimal approximation to the sample set can be obtained by minimizing the following function: (3) This is equivalent to finding the roots of the equations . Thus, can be determined by determinants, as in [4] . We need some care in the process of collecting all terms of equal wave numbers into one term lest any two terms left over differ only in coefficients. For example, the two terms and should be combined into before we determine the coefficients of the terms of Fourier series. Once this is done, if , with , the can be expressed in the following simplified form by determinants: (4) where (see the equation at the bottom of the next page).
In case the sample data fall exactly on the multidimensional grids, a standard fast Fourier transform (FFT) method [23] can be employed to speed up this process.
B. Generating Single Input, Multiple Outputs Fuzzy Systems
Consider the neural network in Fig. 1 . Each of the link weights between the second-layer neuron and the third-layer neuron can be interpreted as a rule: "if is then the output of is ," then the relationship between the input and output of the neural network can be described by the following fuzzy system :
• Membership functions: For each , where , the membership of fuzzy interval is .
• Fuzzy rules:
For each pair of , where , if is then the output of . • Defuzzification method: output of .
Thus, the task of obtaining the membership functions and fuzzy rules of each variable reduces to training the neural network in Fig. 1 using the set as its sample set. The mem- bership functions of each variable can either be of "straight" type or continuous type. A steepest descent (SD) method [2] , [21] can be used to train these individual networks.
C. Algorithm FouNeuFuz for Generating Multivariable Fuzzy System
Suppose that we need to develop the fuzzy system on sample set with the maximum error bound and the sum of errors bound of and , respectively, such that and . 1) Decompose the sample set into the sample set cluster by minimizing (3), and letting ; Calculate the maximum error and the total errors: . Make sure that , and . If not, add terms with higher frequency and repeat the calculation of this step until satisfied. 2) For each variable , obtain the fuzzy rules and membership functions on sample set by training and if if the neural network in Fig. 1 , where we choose , The terminating condition of training each network is set as:
and for each output of the networks, where . 3) Accumulate the fuzzy rules and the membership functions into an integrated fuzzy system on sample set according to Theorem 2. Theorem 2 also ensures that the maximum error and the sum of errors of the resulting fuzzy system on all of the samples are bounded by and , respectively.
IV. EXPERIMENTAL RESULT
To test our computational scheme, we have tried approximating the same nonlinear function of eight variables , which we have used in ParNeuFuz and PolyNeuFuz [3] , as given by (5) We have randomly chosen 500 sampling points each from the following eight variable intervals:
so that 500 input-output data are used as the sample set. The error thresholds are set as and , and initially we set , dividing the intervals of each variables into three equally partitioned fuzzy sets with Gaussian membership functions each of which have a standard deviation of 0.5.
Using a Pentium 90 MHz computer in numerical experiments, we have obtained the final memberships and fuzzy rules of a fuzzy system represented by (5) and . However, as we mentioned in the introduction, the error bounds cited came from a trial and error basis and we cannot predict nor prespecify the final accuracy beforehand. This is impressive in part because the computation of multivariable fuzzy systems exceeding eight variables is beyond the capability of most of the conventional algorithms, and also because the specified accuracy of computations can be implemented with much less computational resources needed in the preceding schemes of PolyNeuFuz [4] , and its parallel version ParNeuFuz [3] .
Unlike ParNewFuz and PolyNeuFuz algorithms which can specify the overall accuracy in the multistep processes only by trials and errors, our Fourier-based method is capable of specifying the consistent error bounds at each of the steps so that an "over accuracy" can be avoided consistently thus without wasting the computing time.
V. CONCLUSION
This paper presented a new scheme for generating multivariable fuzzy systems. We have proved mathematically that the task of generating a multivariable fuzzy system can be decomposed into simpler tasks of generating a single input fuzzy system. Because of the independence of the input variables in computing different single input fuzzy systems, it is easy to show that our scheme can also be implemented on a parallel computer system. Our approach can be implemented as a practical tool for generating a fuzzy system in the areas involving moderately large number of variables. It can generate fuzzy systems with multiple inputs much faster than PolyNeuFuz [4] , and perhaps ParNeuFuz [3] , if we implement the algorithm with a multi-CPU system. This becomes possible by taking full advantage of an approach whereby we can control the error threshold values at any values. This is in sharp contrast to PolyNeuFuz and ParNeuFuz algorithms. As far as we know, no other methods are known to be capable of dealing with the same problem if the number of variables exceed five.
APPENDIX
A. Proof of Lemma 1
The assumption that fuzzy system can describe the sample set implies where and . By noting that for each and for we have Because of the fact that for all and , we have Hence, the proof is completed.
B. Proof of Lemma 2
The assumption that fuzzy system can be used to describe the sample set implies where and . Thus, we readily have the following conclusion:
Then, we have Thus, the lemma is proved.
