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 The accurate tropical cyclone (TC) track forecast is necessary to mitigate and prepare significant 
damage by a tropical cyclone. TC has been predicted by the numerical model, statistical model, and 
machine learning in previous researches. However, those models are separately used to predict the track 
of TC, and historical data with satellite image were used as input variables for machine learning without 
predicted data about the tropical cyclone in previous researches. In this study, we corrected the predicted 
track of TC by the regional climate model to ANN. TCs that occurred during the period from 2006 to 
2015 over the western North Pacific were simulated by WRF, and TCs in this study include all 
categories of TCs except tropical depression (i.e., tropical storm, severe tropical storm, and typhoon) 
from June to November. We evaluated the performance of predicting TC track based on length, speed, 
and direction of forecast compared with observation. The simulated positions of TCs with historical 
data were used as variables for training and testing ANN targeted to TC position after 24-hour, 48-hour, 
and 72-hour. For optimizing the number of neurons in ANN, simulated TCs were divided into two parts, 
which are the TCs in 2006-2014 for ANN optimization and the TCs in 2015 for a blind test. Also, the 
output selection method, which has range based on the mean absolute error of WRF, was applied to 
exclude outlier of ANN results. By the output selection, the prediction error of ANN was more reduced 
than the prediction error of WRF. As a result, ANN can improve more the performance of WRF when 
the error of WRF was higher, and the error of ANN result, which wasn’t excluded by the output selection, 
increased less than ANN without applying output selection in the lower error of WRF. Also, cluster 
analysis was done in this study to investigate the effect of ANN depending on the location of predicted 
TC. This study used k-means clustering to divide the simulated TCs, and the TCs were divided into four 
parts, considering the silhouette coefficient value. The ANN with the output selection had better 
performance than WRF in cluster 1 (western Pacific) and cluster 2 (south of Korea) for 24-hour and 48-
hour forecast. The ANN without the output selection had better performance than WRF in cluster 3 
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 A tropical cyclone (TC) is a kind of natural disaster characterized by a low-pressure center, closed 
low-level atmospheric circulation, and a spiral arrangement of thunderstorms. TC can cause a 
considerable amount of social and economic damage with torrential rainfall, flash flood, and strong 
wind. East Asia and North America contribute to 88 % of financial loss by TC (Mendelsohn et al., 2012) 
and about 4 TCs occurred over the western North Pacific (WNP) have annually influenced Korea and 
Japan (Wu et al., 2004). There are typical cases that caused severe damage in Korea. Typhoon Rusa in 
2002 broke recorded daily rainfall as 879.5 mm in Gangneung in the eastern coastal region of Korea, 
and high waves and astronomical high tide induced severe disaster in the coastal area while Typhoon 
Maemi (Typhoon 0314) passed (Kawai et al., 2005; Lee and Choi, 2010). TC can be assessed based on 
a model calculation to estimate losses of it (Rumpf et al., 2009; Lee et al., 2018). For mitigating and 
preparing significant damage and injury by TC, it is necessary to predict TC track accurately. 
Atmospheric phenomena have been simulated and predicted with numerical and statistical models (Jin 
et al., 2016; Knaff et al., 2003; Neumann and Hope, 1972; Xu and Neumann, 1985). Despite 
advancements in observations and high computing system for the models, simulation still has a 
systematic error because of uncertainties in the computation of model and initial conditions. In order to 
reduce forecast error, there has been a lot of effort to improve forecast models related to physical 
processes, convection, ocean feedback and resolution (Islam et al., 2015; Park et al., 2008; Soden and 
Held, 2006; Kendon et al., 2012). Also, the performance of the forecast models has been improved by 
techniques related to initial condition (Kwon and Cheong, 2010; Cha et al., 2013), forcing data (Kang 
et al., 2005; Moon et al., 2019) and model output (Piani et al., 2010; Dosio and Paruolo, 2011). 
Another method to predict atmospheric characteristics is machine learning (ML). ML is one kind of 
statistical models that capture non-linearities and complex relations from sample data based on 
scientific algorithms with computer systems. With the current emergence of machine learning 
technology as a new application field of supercomputing, many researchers have tried to predict TC 
track as well as weather and other natural disasters through the technique. Chaudhuri et al. (2015) used 
multilayer feed-forward neural nets with different architectures to forecast track and intensity of TCs 
over the North Indian Ocean with 6, 12, and 24 hours. Their high performed model was compared with 
other neural networks which have different architecture. Moradi et al. (2016) applied a sparse recurrent 
neural network for trajectory prediction of Atlantic hurricanes. They defined the center of hurricanes as 
two sequences and arranged two sequences on the sides of a grid, with one on the top and the other on 
the left-hand side. Zhang et al. (2018) handled spatial correlations in the data by matrix neural network 
without vectorization of cyclone trajectories. The neural network can adjust the input feature to any size, 
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such as 2D for each input unit. Rüttgers et al. (2019) predicted typhoon tracks using a generative 
adversarial network with a satellite image. They generated a future cloud image of TC by using cloud 
image satellite data for predicting the coordinate of a typhoon center. In the previous researches, 
machine learning was trained to identify the center of TC in a satellite image or to predict the trajectory 
of TC with meteorological data based on observation. The models were trained by input data about 
current or past TC without predicted future TC. The numerical weather model has been operated for 
predicting atmospheric phenomena, and it can produce predicted future atmospheric characteristics. 
With numerical model data, machine learning can generate more accurate output for predicting 
atmospheric characteristics. 
TC tracks in the WNP have different characteristics according to the location of track and environment. 
By this feature, the numerical model generates the different performance of the TC track forecast 
depending on where it passes. Several studies tried to classify TC trajectories into a fixed number in 
order to find the characteristics of various TC tracks. Kim et al. (2011) used the fuzzy c-means clustering 
method to classify 855 TC tracks in the WNP during the 1965-2006 year. The cases were classified with 
7 clusters, which have characteristics of landfall, track distance, and track shape. These clusters were 
analyzed by large-scale environments for the reason each track has the features. In addition, Kim et al. 
(2016) classified TC tracks in WNP in the 1979-2013 year using a self-organizing map. The TC tracks 
were divided into 5 clusters, and TC genesis frequency was interpreted by intraseasonal and interannual 
features for each cluster. Zhang and Chan et al. (2013) tried to find mechanisms for elucidating TC track 
recurvature and landfall. In this process, the decision tree, which is one of data mining method for 
selecting features, was used for classifying. For the searching pattern of track forecast, it is necessary 
to analyze the feature of predicted TC tracks with classification. Clustering method is used in this study 
for finding features of ANN effect on TC tracks predicted by WRF. 
In this study, we simulated TC cases for ten years (from 2006 to 2015) with Weather Research and 
Forecasting (WRF) model and trained artificial neural network (ANN) by TC information with 
predicted TC track by WRF. Methodology with WRF and ANN configuration are described in Chapter 
2. Chapter 3 includes analyzing the performance of WRF model and optimizing ANN. Clustering 
analysis of model results in the 2015 year among ten years is presented in Chapter 4. The summary and 
discussion of this study are given in Chapter 5. 
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Chapter Ⅱ 
Methodology and Dataset 
2.1 Numerical Model Simulation 
WRF model version 3.7.1 (Skamarock and Klemp, 2008), which is one kind of regional climate model, 
was used to generate six-hourly TC track data for three days. The horizontal resolution was 12 km, and 
the grid numbers of the domain were 421 x 371. Center of the model domain was defined as latitude 
which is more northward 10 ° than latitude of initial TC center and longitude which is less eastward 10° 
than longitude of initial TC center when the TC center was under 20°N, and it was defined latitude 
which is more northward 10 ° than latitude of initial TC center and longitude of initial TC center when 
the TC center was over 20 °N. Vertical levels from the surface to the top of the atmosphere were 35, 
and the top of the atmosphere was 50 hPa in the domain. The model time step was 36 s. Model 
simulations were 72 hours of forecasts for TC cases over the WNP. NCEP final (FNL) Operational 
Global Analysis data with a 1 ° by 1 ° grid was used as the initial and boundary conditions for the WRF 
model. The model consisted of the WRF single-moment six-class microphysics scheme (Hong and Lim, 
2006), Rapid Radiative Transfer Model long-wave radiation scheme (Mlawer et al., 1997), Dudhia 
short-wave radiation scheme (Dudhia, 1989), Kain-Fritsch cumulus parameterization scheme (Kain, 
2004), Yonsei University planetary boundary layer scheme (Hong et al., 2006) and thermal diffusion 
scheme (Dudhia and Jimy, 1996). The model configuration was described in Table 2.1. 
TCs over the WNP from June to November in the 2006-2015 year were simulated. TC can classify 
four categories about maximum wind speed with tropical depression (< 33 kts), tropical storm (34 - 47 
kts), severe tropical storm (48 - 63 kts), and typhoon (> 64 kts). WRF model simulated the TCs of which 
intensity was over a tropical storm with interval of 12 hours. Totally 106 TCs were simulated, and WRF 
was run 666 times for each initial condition (Table 2.2). The 6-hourly location of TC center was defined 
by the minimum pressure in the sea level pressure field (Feser and von Storch, 2008a). 
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Table 2.1. Numerical weather model configuration. 
Model WRF (Weather Research and Forecasting) Model V3.7.1 
Horizontal grids (Grid spacing) 421 x 371 (12km) 
Time step 36s 





Cumulus parameterization Kain-Fritsch 
Planetary boundary layer  Yonsei University 
Land surface model Thermal diffusion scheme 
 
Table 2.2. Forecast information and initial time of 106 TCs, which occurred from June to November 
in the 2006-2015 year over WNP. The interval of forecast initial time is 12 hours. 
TC number TC name Forecast initial time (interval of 12 h) Number of 
Cases 
0603 EWINIAR 2006/07/01/18 UTC to 2006/07/07/06 UTC 13 
0604 BILIS 2006/07/10/06 UTC to 2006/07/11/18 UTC 4 
0605 KAEMI 2006/07/20/12 UTC to 2006/07/22/12 UTC 4 
0607 MARIA 2006/08/07/00 UTC ~ 2006/08/07/12 UTC 2 
0610 WUKONG 2006/08/14/06 UTC to 2006/08/16/06 UTC 4 
0612 IOKE 2006/08/29/00 UTC to 2006/09/03/06 UTC 11 
0613 SHANSHAN 2006/09/11/12 UTC to 2006/09/15/00 UTC 8 
0614 YAGI 2006/09/18/12 UTC to 2006/09/22/00 UTC 8 
0615 XANGSANE 2006/09/27/00 UTC to 2006/09/28/00 UTC 3 
0618 SOULIK 2006/10/10/12 UTC to 2006/10/13/00 UTC 6 
0619 CIMARON 2006/10/28/06 UTC to 2006/11/01/06 UTC 7 
0704 MAN-YI 2007/07/10/00 UTC to 2007/07/12/12 UTC 6 
0705 USAGI 2007/07/30/06 UTC to 2007/07/31/18 UTC 4 
0708 SEPAT 2007/08/14/00 UTC to 2007/08/16/00 UTC 5 
0709 FITOW 2007/08/30/00 UTC to 2007/09/04/12 UTC 12 
5 
0710 DANAS 2007/09/08/06 UTC 1 
0714 LEKIMA 2007/10/01/00 UTC 1 
0715 KROSA 2007/10/03/06 UTC to 2007/10/04/18 UTC 4 
0723 MITAG 2007/11/21/18 UTC to 2007/11/24/06 UTC 6 
0724 HAGIBIS 2007/11/21/18 UTC to 2007/11/24/06 UTC 6 
0806 FENGSHEN 2008/06/20/00 UTC to 2008/06/22/00 UTC 3 
0808 FUNG-WONG 2008/07/26/06 UTC 1 
0812 NURI 2008/08/19/06 UTC ~ 2008/08/19/18 UTC 2 
0813 SINLAKU 2008/09/10/00 UTC to 2008/09/17/12 UTC 16 
0814 HAGUPIT 2008/09/20/12 UTC to 2008/09/21/12 UTC 3 
0815 JANGMI 2008/09/26/00 UTC to 2008/09/27/12 UTC 4 
0908 MORAKOT 2009/08/04/18 UTC to 2009/08/07/06 UTC 6 
0910 VAMCO 2009/08/18/18 UTC to 2009/08/22/18 UTC 9 
0912 DUJUAN 2009/09/05/06 UTC to 2009/09/06/18 UTC 4 
0914 CHOI-WAN 2009/09/14/00 UTC to 2009/09/17/00 UTC 7 
0916 KETSANA 2009/09/27/00 UTC 1 
0917 PARMA 2009/09/30/06 UTC to 2009/10/09/18 UTC 20 
0918 MELOR 2009/10/01/06 UTC to 2009/10/05/06 UTC 9 
0919 NEPARTAK 2009/10/10/06 UTC ~ 2009/10/10/18 UTC 2 
0920 LUPIT 2009/10/16/12 UTC to 2009/10/23/12 UTC 15 
0921 MIRINAE 2009/10/28/06 UTC to 2009/10/30/06 UTC 5 
0922 NIDA 2009/11/25/00 UTC to 2009/11/27/12 UTC 6 
1002 CONSON 2010/07/13/12 UTC to 2010/07/14/12 UTC 3 
1004 DIANMU 2010/08/09/12 UTC 1 
1006 LIONROCK 2010/08/29/18 UTC 1 
1011 FANAPI 2010/09/16/18 UTC ~ 2010/09/17/06 UTC 2 
1013 MEGI 2010/10/15/00 UTC to 2010/10/20/12 UTC 11 
1014 CHABA 2010/10/25/18 UTC to 2010/10/27/06 UTC 4 
1105 MEARI 2011/06/23/00 UTC ~ 2011/06/24/00 UTC 2 
1106 MA-ON 2011/07/13/12 UTC to 2011/07/21/00 UTC 16 
1108 NOCK-TEN 2011/07/27/00 UTC 1 
1109 MUIFA 2011/07/29/06 UTC to 2011/08/05/18 UTC 16 
1110 MERBOK 2011/08/04/18 UTC to 2011/08/06/06 UTC 4 
6 
1111 NANMADOL 2011/08/24/12 UTC to 2011/08/27/12 UTC 7 
1112 TALAS 2011/08/26/00 UTC to 2011/09/01/12 UTC 14 
1115 ROKE 2011/09/14/06 UTC to 2011/09/18/18 UTC 10 
1116 SONCA 2011/09/16/12 UTC ~ 2011/09/17/00 UTC 2 
1119 NALGAE 2011/09/28/18 UTC to 2011/09/30/18 UTC 5 
1203 MAWAR 2012/06/02/18 UTC 1 
1204 GUCHOL 2012/06/14/12 UTC to 2012/06/16/12 UTC 4 
1209 SAOLA 2012/07/29/12 UTC to 2012/07/31/00 UTC 4 
1210 DAMREY 2012/07/30/00 UTC ~ 2012/07/30/12 UTC 2 
1211 HAIKUI 2012/08/04/12 UTC to 2012/08/06/00 UTC 4 
1213 KAI-TAK 2012/08/14/00 UTC to 2012/08/15/00 UTC 3 
1214 TEMBIN 2012/08/20/06 UTC to 2012/08/27/06 UTC 15 
1215 BOLAVEN 2012/08/21/06 UTC to 2012/08/25/18 UTC 8 
1216 SANBA 2012/09/12/00 UTC to 2012/09/14/12 UTC 6 
1217 JELAWAT 2012/09/22/00 UTC to 2012/09/28/00 UTC 13 
1218 EWINIAR 2012/09/25/12 UTC to 2012/09/26/12 UTC 3 
1220 GAEMI 2012/10/02/12 UTC ~ 2012/10/03/00 UTC 2 
1221 PRAPIROON 2012/10/08/12 UTC to 2012/10/16/00 UTC 16 
1223 SON-TINH 2012/10/25/12 UTC to 2012/10/26/00 UTC 2 
1224 BOPHA 2012/11/27/18 UTC 1 
1307 SOULIK 2013/07/09/00 UTC to 2013/07/10/12 UTC 4 
1311 UTOR 2013/08/10/18 UTC to 2013/08/12/06 UTC 3 
1312 TRAMI 2013/08/19/00 UTC ~ 2013/08/19/12 UTC 2 
1313 PEWA 2013/08/20/06 UTC to 2013/08/21/18 UTC 4 
1319 USAGI 2013/09/18/00 UTC to 2013/09/20/00 UTC 5 
1320 PABUK 2013/09/22/06 UTC to 2013/09/23/18 UTC 4 
1323 FITOW 2013/10/01/18 UTC to 2013/10/03/18 UTC 5 
1324 DANAS 2013/10/05/06 UTC ~ 2013/10/05/18 UTC 2 
1325 NARI 2013/10/10/12 UTC to 2013/10/12/12 UTC 4 
1326 WIPHA 2013/10/11/12 UTC to 2013/10/13/00 UTC 4 
1327 FRANCISCO 2013/10/17/12 UTC to 2013/10/23/00 UTC 11 
1328 LEKIMA 2013/10/21/18 UTC to 2013/10/23/06 UTC 3 
1329 KROSA 2013/10/30/18 UTC to 2013/10/31/18 UTC 3 
7 
1330 HAIYAN 2013/11/05/06 UTC to 2013/11/07/18 UTC 6 
1408 NEOGURI 2014/07/04/18 UTC to 2014/07/07/18 UTC 7 
1409 RAMMASUN 2014/07/13/06 UTC to 2014/07/16/06 UTC 7 
1410 MATMO 2014/07/18/12 UTC to 2014/07/22/00 UTC 8 
1411 HALONG 2014/07/30/12 UTC to 2014/08/07/12 UTC 16 
1413 GENEVIEVE 2014/08/09/00 UTC 1 
1415 KALMAEGI 2014/09/13/18 UTC 1 
1416 FUNG-WONG 2014/09/19/00 UTC to 2014/09/20/12 UTC 3 
1417 KAMMURI 2014/09/25/12 UTC to 2014/09/27/00 UTC 4 
1418 PHANFONE 201/09/30/06 UTC to 2014/10/03/06 UTC 7 
1419 VONGFONG 2014/10/04/18 UTC to 2014/10/10/18 UTC 12 
1420 NURI 2014/11/01/00 UTC to 2014/11/03/12 UTC 6 
1509 CHAN-HOM 2015/07/01/12 UTC to 2015/07/09/12 17 
1510 LINFA 2015/07/03/18 UTC,2015/07/05/18 UTC, 
2015/07/06/06 UTC 
3 
1511 NANGKA 2015/07/04/18 UTC to 2015/07/14/06 UTC 19 
1513 SOUDELOR 2015/08/02/06 UTC to 2015/08/06/18 UTC 10 
1514 MOLAVE 2015/08/08/06 UTC to 2015/08/10/18 UTC 6 
1515 GONI 2015/08/15/18 UTC to 2015/08/22/06 UTC 13 
1516 ATSANI 2015/08/16/00 UTC to 2015/08/22/00 UTC 13 
1517 KILO 2015/09/03/18 UTC to 2015/09/08/06 UTC 10 
1520 KROVANH 2015/09/16/18 UTC to 2015/09/18/06 UTC 4 
1521 DUJUAN 2015/09/24/00 UTC to 2015/09/26/00 UTC 5 
1523 CHOI-WAN 2015/10/03/06 UTC, 2015/10/04/06 UTC 2 
1524 KOPPU 2015/10/14/12 UTC to 2015/10/18/00 UTC 7 
1525 CHAMPI 2015/10/15/00 UTC to 2015/10/22/00 UTC 14 
  Total 666 
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Figure 2.1. Best track of Regional Specialized Meteorological Centers Tokyo which is over Tropical 
cyclone from June to November in 2006-2015 for WRF simulation in this study. 
 
2.2 Artificial Neural Network (ANN) Regression 
ANN is based on an interconnected structure that is inspired by operations and connectivity of 
biological neurons in human brain (Özçelik et al., 2010; Tiryaki and Aydın, 2014, Yang et al., 2018). It 
is constructed with input layer, hidden layer, and output layer and feature neurons of each layer are 
interconnected with weight and bias. The neurons in ANN are trained for a target variable, and neural 
network is tuned by a back-propagation algorithm. It is basic type of neural net compared to 
convolutional neural network or recurrent neural network. In previous researches, ANN was used for 
regression problems because it has capability of finding pattern of non-linearities and complex relations. 
In this study, ANN was built by the Keras open-source library. We adapted the rectified linear unit 
(ReLU) (Hahnloser et al., 2000) for the activation function and the adaptive moment estimation (ADAM) 
optimizer (Kingma and Ba, 2014) for the optimization function. ANN model in this study had two hidden 
layers, and sensitivity tests for the number of neurons in each hidden layer were conducted considering 
the performance of output. An epoch of the ANN was 500, and we applied to mean absolute error for 
loss function.  
2.3 Datasets for Training ANN 
 The data employed in this study were separated as TC track, atmospheric dynamics, and numerical 
model output. TC track included a date, the coordinate of TC center, minimum sea-level pressure of 
9 
initial TC, and atmospheric dynamics included zonal wind (U), meridional wind (V). Numerical model 
output included the coordinates of predicted TC center after 6-72 hours. 
 In TC track, historical data was included. The historical intensity and track for TC were extracted from 
the best track of Regional Specialized Meteorological Centers (RSMC) Tokyo. Best track data includes 
the date, locations, minimum sea level pressure (SLP), maximum wind speed (MWS), classification of 
TC during the life cycle of a TC with a 6-hour interval. Julian day, latitude and longitude were used as 
independent variables. DAY is a parameter for the date, which was calculated as the absolute value of 
the initial yearday called Julian day. In the case of the intensity of TC, SLP was used as an indicator of 
initial TC intensity even though both SLP and MWS represent the intensity of TC. In atmospheric 
dynamics, meteorological data was included. For the meteorological data, U and V were from European 
Centre for Medium-Range Weather Forecasts ERA-interim (ECMWF ERA-Interim) with a 6-hour 
interval and 0.70° by 0.70° horizontal resolution. We averaged U component and V component of wind 
from a square frame around the typhoon center of which length is 500 km. The averaging generates 
representative U and V of TC. U and V in initial time with U and V before 12 hours and 24 hours were 
used as input data together. 
 The numerical model output consists of predicted atmospheric characteristics. Sea level pressure was 
used for finding the center of TC in the model domain. The coordinates of TC center from 6 hours to 
72 hours that are12 predictors were used as independent variables. 
  
10 
Table 2.3. Description of predictor used for training and testing ANN. 
Name Description Min Max 
DAY (d) Absolute Julian day of initial tropical cyclone 154 332 
LAT0 (°) Latitude of initial tropical cyclone 4.6 33.5 
LON0 (°) Longitude of initial tropical cyclone 110.7 177.5 
SLP (hPa) Sea level pressure of initial tropical cyclone 885 1004 
U0 (m s
-1
) Averaged U component of wind of initial tropical cyclone -10.0 6.9 
V0 (m s
-1
) Averaged V component of wind of initial tropical cyclone -5.1 8.9 
U-12 (m s
-1
) Averaged U component of wind of tropical cyclone before 12-h -10.0 8.0 
V-12 (m s
-1
) Averaged V component of wind of tropical cyclone before 12-h -4.1 8.2 
U-24 (m s
-1
) Averaged U component of wind of tropical cyclone before 24-h -10.0 8.0 
V-24 (m s
-1
) Averaged V component of wind of tropical cyclone before 24-h -4.1 8.8 
Lat+6 (°) Latitude of predicted tropical cyclone after 6-h 5.1 33.6 
Lon+6 (°) Longitude of predicted tropical cyclone after 6-h 110.5 176.9 
Lat+12 (°) Latitude of predicted tropical cyclone after 12-h 5.2 33.6 
Lon+12 (°) Longitude of predicted tropical cyclone after 12-h 110.1 176.6 
Lat+18 (°) Latitude of predicted tropical cyclone after 18-h 5.7 34.2 
Lon+18 (°) Longitude of predicted tropical cyclone after 18-h 110.6 176.1 
Lat+24 (°) Latitude of predicted tropical cyclone after 24-h 5.7 34.2 
Lon+24 (°) Longitude of predicted tropical cyclone after 24-h 109.4 175.1 
Lat+30 (°) Latitude of predicted tropical cyclone after 30-h 5.8 35.9 
Lon+30 (°) Longitude of predicted tropical cyclone after 30-h 109.5 174.3 
Lat+36 (°) Latitude of predicted tropical cyclone after 36-h 6 35.9 
Lon+36 (°) Longitude of predicted tropical cyclone after 36-h 108.4 173.1 
Lat+42 (°) Latitude of predicted tropical cyclone after 42-h 6.3 36.5 
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Lon+42 (°) Longitude of predicted tropical cyclone after 42-h 107.2 172.1 
Lat+48 (°) Latitude of predicted tropical cyclone after 48-h 6.4 38.2 
Lon+48 (°) Longitude of predicted tropical cyclone after 48-h 106.3 171 
Lat+54 (°) Latitude of predicted tropical cyclone after 54-h 6.5 41 
Lon+54 (°) Longitude of predicted tropical cyclone after 54-h 105.4 169.8 
Lat+60 (°) Latitude of predicted tropical cyclone after 60-h 6.5 44.4 
Lon+60 (°) Longitude of predicted tropical cyclone after 60-h 104.3 168.8 
Lat+66 (°) Latitude of predicted tropical cyclone after 66-h 6.7 47.2 
Lon+66 (°) Longitude of predicted tropical cyclone after 66-h 102.9 167.9 
Lat+72 (°) Latitude of predicted tropical cyclone after 72-h 6.8 50.4 
Lon+72 (°) Longitude of predicted tropical cyclone after 72-h 100.8 167.5 




WRF Simulation and ANN Optimization 
3.1 Performance of TC Forecast using WRF 
 In order to assess the performance of the models, it is necessary to select evaluation criteria. In this 
study, mean bias error (MBE), mean absolute error (MAE), root mean square error (RMSE), and 
coefficient of determination (R2) were chosen to evaluate the output of the models. The MBE indicates 
better performance when its value is close to zero. The MAE and RMSE represent better performance 
when their value is lower. The R2 is used to analyze how one variable can be explained by the other 
variable. The other variable can explain well if the value of the R2 is close to 1. The MBE, MAE, RMSE, 































where N is the number of cases, 𝐹𝑖 is predicted values, 𝑂𝑖 is observed values, 𝑆𝑆𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 is sum 
squared regression error, and 𝑆𝑆𝑇𝑜𝑡𝑎𝑙 is sum squared total error. 
The tracking error referred to as track position error (TPE) is the great-circle distance between TC 
forecast position and the best track position. Distance between forecast (𝜑𝑠, 𝜆𝑠) and best track (𝜑0, 𝜆0) 
latitude and longitude of TC on spherical earth can be calculated from the haversine formula (Neumann 
and Pelissier, 1981; Powell & Aberson, 2001; Moon et al., 2018): 
 𝑇𝑃𝐸 = 111.11𝑐𝑜𝑠−1[𝑠𝑖𝑛𝜑0𝑠𝑖𝑛𝜑𝑠 + 𝑐𝑜𝑠𝜑0𝑐𝑜𝑠𝜑𝑠𝑐𝑜𝑠(𝜆0 − 𝜆𝑠)] (5) 
The TPE is the criterion about the quality of track error, but it doesn't contain information about the 
difference in speed and direction between forecast and best track of TC. The TPE can be divided into 
two components to be explained about speed and direction as an along-track error (ATE) and cross-
track error (CTE). The ATE occurred when predicted TC move faster or slower than observed TC 
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according to the direction of observation. The ATE can be defined as that formula: 
 ATE =
(𝑂𝐵1 𝑂𝐵2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙ 𝑂𝐵1 𝐹𝐶⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  )
‖𝑂𝐵1 𝑂𝐵2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗‖
− ‖𝑂𝐵1 𝑂𝐵2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗‖ (6) 
The ATE has a positive value if predicted TC moves faster than observed TC and has negative value if 
predicted TC moves slower than observed TC. The CTE determines how much predicted TC moves 
toward the side of observed TC direction. The CTE can be defined as that formula: 
 CTE = √‖𝑂𝐵1 𝐹𝐶⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ‖
2
−
(𝑂𝐵1 𝑂𝐵2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙ 𝑂𝐵1 𝐹𝐶⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  )
2
‖𝑂𝐵1 𝑂𝐵2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗‖
2  (7) 
The CTE has a positive value if predicted TC moves the right side of observed TC direction and has 
negative value if predicted TC moves left side of observed TC direction in the Northern hemisphere 
(Aemisegger, 2009).  
 
 
Figure 3.1. Criteria for estimating forecast errors based on length, speed and direction. OB1 is the 
observation at time t, OB2 is the observation at time t+1, FC is the forecast at time t+1. 
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Simulated TC cases in the 2006-2015 year were compared with the best track of RSMC. Predicted 
latitude and longitude of WRF were compared with latitude and longitude of best track data separately. 
The MBEs of predicted latitude after 24, 48, and 72 hours were -0.07 °, -0.05 °, and 0.10 °. The RMSEs 
of predicted latitude after 24, 48, and 72 hours were 0.58 °, 0.97 °, and 1.76 °. WRF tends to simulate 
TCs more southward than best track, but TCs predicted by WRF move more northward when forecast 
lead time passes. The MBEs of predicted longitude after 24, 48, and 72 hours were 0.07 °, 0.23 °, and 
0.24 °. The RMSEs of predicted longitude after 24, 48, and 72 hours were 0.71 °, 1.26 °, and 2.10 °. 
WRF tends to simulate TCs more eastward in all forecast lead time. Forecast error of WRF is an effect 
on longitude than latitude, and the RMSEs of latitude and longitude are increasing when forecast lead 
time passes (Figure 3.2). 
The average of the TPEs in all years described the general performance of predicting TC position in 
each forecast hour. Each TPEs of 6 hourly forecasts of TC position from 6 hours to 72 hours was 46.8, 
62.1, 71.9, 80.4, 93.2, 104.4, 120.4, 137.7, 155.5, 175.4, 199.0, and 224.4 km (Figure 3.3). According 
to analyzing the TPE of TC forecast in each year separately, it represents that the numerical model 
generates the different performance of TC track forecast from 57.8 to 127 km after 24 hours, from 106.8 
to 223.3 km after 48 hours, and from 172.4 to 355.1 km after 72 hours (Figure 3.4). 
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Figure 3.2. Comparison of (a) latitude and (b) longitude of tropical cyclone after 24 hours between 
WRF and best track. Comparison of (c) latitude and (d) longitude of tropical cyclone after 48 hours 
between WRF and best track. Comparison of (e) latitude and (f) longitude of tropical cyclone after 72 




Figure 3.3. Hourly mean track position error of WRF run for all tropical cyclones in the 2006-2015 
year. 
 
Figure 3.4. Hourly mean track position error of WRF run for tropical cyclones with error spread in 
the 2006-2015 year.  
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Figure 3.5 describes the average of the ATE and CTE about the six-hourly TC position forecast. The 
ATE was decreasing when WRF had been simulated for more forecast lead time. WRF predicted TC 
position at a slower speed than observed TC position. The more WRF simulated about next time step 
of TC position, the slower predicted TC position was based on the direction of the observed TC position. 
The CTE started with a negative value, but it had a positive value as of 42 hours. At the beginning of 
WRF simulation, the predicted TC position moved toward the left side of the observed TC position. 
But, the predicted TC position gradually moved with the same direction of observed TC position and 
moved toward the right side of the observed TC position after 42 hours. 
 
Figure 3.5. Hourly mean along-track bias and cross-track bias of WRF run for all tropical 
cyclones in the 2006-2015 year.  
 
3.2 Optimization of Neurons in the Hidden Layer of ANN 
 ANN consists of three different kinds of the layer. The input and output layer are basic components 
to obtain input data and generate output from ANN. The number of neurons in the input layer is defined 
by the characteristic of input data, and the number of neurons in the output layer is specified by the 
problem, which should be solved with ANN. So, settings of input and output layer can be determined 
without difficulty. On the other hand, there is no theoretical determination of how many hidden layers 
and neurons make the best performance of ANN for each problem. For ANN optimization, it is 
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necessary to find the number of hidden layers and the number of neurons in each hidden layer (Carvalho 
et al., 2011; Mohammadhassani et al., 2013). The number of hidden layers is fixed as two, and the 
experiments of ANN optimization were set for testing the number of neurons in each hidden layer from 
10 to 30 at two intervals. Totally different 121 architectures of ANN were tested in ANN optimization. 
For producing a representative value of one ANN architecture, we set a process explained in Figure 3.6. 
TCs of one year were used for test datasets, and rest data was divided into two parts as 80 % for 
calibration and 20 % for validation. Since ANN doesn't produce the same output whenever ANN is 
trained, we trained ANN 10 times and generated ten predicted values. All predicted values were 
averaged for extracting representative results about TCs of one year. Each representative result was 
extracted by testing TCs of each year in one experiment of ANN optimization. Lastly, averaged RMSE 
of each representative result was used for selecting the number of neurons that has the best performance. 
The dataset of TCs in 2006 – 2014 years was used to do ANN optimization and TCs in the 2015 year 




Figure 3.6. ANN optimization (2006-2014) and blind testing (2015) process for TCs over the 
WNP. 
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 Figure 3.7a represents the result of ANN optimization about the latitude forecast model for 24-hour 
forecast. The lowest RMSE of this optimization was 0.56 ° compared with 0.61 °, which is the RMSE 
of WRF latitude. The number of neurons that has the lowest RMSE is 26 and 10 neurons of each two 
hidden layers in order. Figure 3.7b represents the result of ANN optimization about longitude forecast 
model for 24-hour forecast. The lowest RMSE of this optimization was 0.66 ° which is lower than 0.72 ° 
that is the RMSE of WRF longitude. The number of neurons that has the lowest RMSE is 22 and 10 
neurons of each two hidden layers in order. As a result, optimized ANN model for latitude had 26 and 
10 neurons of each hidden layer and optimized ANN model for longitude had 22 and 10 neurons of 
each hidden layer sequentially. 
 
 
Figure 3.7. Averaged RMSE of ANN optimization experiment for 24-hour forecast about (a) 
latitude and (b) longitude for tropical cyclones in each 2006-2014 year. 
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The result of ANN optimization about the latitude forecast model for 48-hour forecast is described in 
Figure 3.8a. The lowest RMSE of this optimization was 0.95 ° which is lower than 1.02 ° the RMSE of 
WRF latitude. The number of neurons that has the lowest RMSE is 18 and 14 neurons of each two 
hidden layers in order. The result of ANN optimization about longitude forecast model for 48-hour 
forecast is described in Figure 3.8b. The lowest RMSE of this optimization was 1.23 ° which is lower 
than 1.31 ° the RMSE of WRF longitude. The number of neurons that has the lowest RMSE is 10 and 
12 neurons of each two hidden layers in order. Lastly, optimized ANN model for latitude had 18 and 14 
neurons of each hidden layer and optimized ANN model for longitude had 10 and 12 neurons of each 
hidden layer sequentially. 
 
 
Figure 3.8. Averaged RMSE of ANN optimization experiment for 48-hour forecast about     
(a) latitude and (b) longitude for tropical cyclones in each 2006-2014 year. 
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Figure 3.9a represents the result of ANN optimization about the latitude forecast model for the 72-
hour forecast. All results had lower RMSE than the RMSE of latitude from WRF. The lowest RMSE of 
this optimization was 1.67 ° compared with 1.83 °, which is the RMSE of WRF latitude. The number 
of neurons that has the lowest RMSE is 14 and 16 neurons of each two hidden layers in order. Figure 
3.9b represents the result of ANN optimization about the longitude forecast model for the 72-hour 
forecast. RMSEs of this result were over the RMSE of longitude from WRF. The lowest RMSE of this 
optimization was 2.19 °, which is higher than 2.18 ° that is the RMSE of WRF longitude. The number 
of neurons that has the lowest RMSE is 18 and 10 neurons of each two hidden layers in order. As a 
result, the optimized ANN model for latitude had 14 and 16 neurons of each hidden layer, and the 
optimized ANN model for longitude had 18 and 10 neurons of each hidden layer sequentially. 
 
 
Figure 3.9. Averaged RMSE of ANN optimization experiment for 72-hour forecast about     
(a) latitude and (b) longitude for tropical cyclones in each 2006-2014 year. 
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 Optimized ANN models for latitude and longitude were used for blind test about TCs in the 2015 
year. The number of samples about TCs in 2015 years is 123 cases. The optimized ANN models were 
trained using TC cases in the 2006-2014 year and tested by TC cases in the 2015 year. In case of 
predicting latitude, MBEs for 24-hour, 48-hour, and 72-hour were 0.17 °, 0.36 °, and 0.28 ° and RMSEs 
for 24-hour, 48-hour, and 72-hour were 0.54 °, 0.86 °, and 1.44 °. ANN doesn’t have better performance 
than WRF except 72-hour for latitude forecast, and it predicted TC more northward than WRF. For 
predicting longitude, MBEs for 24-hour, 48-hour, and 72-hour were -0.15 °, -0.28 ° and -0.15 ° and 
RMSEs for 24-hour, 48-hour, and 72-hour were 0.64 °, 0.94 °, and 1.43 °. ANN also doesn't have better 
performance than WRF except 72-hour for longitude forecast. ANN predicted the longitude of TC more 
westward based on observation. Forecast results for 24-hour and 48-hour followed the trend of 
observation well despite the fact that those optimized ANN model predicted TC position worse than 
WRF. Through ANN was optimized by TC cases in 2006-2014 years, MBE, RMSE, and R2 for 72-hour 
forecast represented that the result of ANN was better than WRF. 
23 
 
Figure 3.10. Comparison of (a) latitude and (b) longitude of tropical cyclone after 24 hours between 
ANN and best track. Comparison of (c) latitude and (d) longitude of tropical cyclone after 48 hours 
between ANN and best track. Comparison of (e) latitude and (f) longitude of tropical cyclone after 72 




3.3 Post-Processing for ANN Output 
 Representative result of ANN was calculated by averaging outputs from ten times train and test 
because ANN generates different outputs at each time. There were some outputs which didn't have better 
performance. Output selection is needed to exclude unreasonable output, which can have a bad 
influence on ANN result. The range of output selection was set using MAE of latitude and longitude of 
WRF from the center of typhoon at forecast lead time. The range for output selection of latitude was 
calculated by averaging MAE of the predicted latitude of WRF, and range for output selection of 
longitude was calculated by averaging MAE of predicted longitude of WRF about all TCs in the 2006-
2015 year. Averaged MAEs of latitude forecast after 24-hour, 48-hour, and 72-hour were 0.44 km, 0.72 
km, and 1.21 km. Averaged MAEs of longitude forecast after 24-hour, 48-hour, and 72-hour were 0.50 
km, 0.94 km, and 1.53 km. Averaged ANN outputs which were in the range of output selection was 
used as excluded ANN (EXANN) results. If 10 ANN results are excluded, the last result is changed to 
the predicted position of WRF. Figure 3.12 describes the number of excluded ANN latitude and 
longitude for each tropical cyclone separately in the 2015 year. Averages of excluding cases in latitude 
for 24-hour, 48-hour, and 72-hour forecast were 3.24, 2.71, and 2.43. Averages of excluding cases in 
latitude for 24-hour, 48-hour, and 72-hour forecast were 2.80, 2.53, and 2.50. 
 
Figure 3.11. Output selection method for ANN results. Excluded ANN defined as EXANN. The blue 
(green; red) square is a range of ANN (WRF; EXANN) results. The range of green square is defined 
by MAEs of predicted latitude and longitude by WRF. OB is observation, and FC is the forecast 
position of WRF. 
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Figure 3.12. The number of excluded ANN for 24-hour forecast of (a) latitude and (b) longitude, for 
48-hour forecast of (c) latitude and (d) longitude, and for 72-hour forecast of (e) latitude and (f) 
longitude with tropical cyclones in the 2015 year by output selection.  
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Figure 3.13. Comparison of (a) latitude and (b) longitude of tropical cyclone after 24 hours between 
EXANN and best track. Comparison of (c) latitude and (d) longitude of tropical cyclone after 48 
hours between EXANN and best track. Comparison of (e) latitude and (f) longitude of tropical 
cyclone after 72 hours between EXANN and best track. The black line indicates the identity line 




In Figure 3.13, MBEs of EXANN about latitude for 24-hour, 48-hour, and 72-hour were 0.12 °, 0.20 °, 
and 0.24 ° and RMSEs of them were 0.42 °, 0.72 °, and 1.27 °. The output selection decreases the 
tendency of ANN to predict TC position more northward. Also, output selection generated the result 
which had a lower error than ANN. In Figure 3.13, MBEs of EXANN about longitude for 24-hour, 48-
hour, and 72-hour were 0.03 °, -0.04 °, and 0.06 ° and RMSEs of them were 0.46 °, 0.76 °, and 1.43 °. 
Predicted TC positions of ANN, which moved more westward than observation, were excluded by 
output selection. Although EXANN had a similar error with ANN for 72-hour forecast, EXANN has 
better performance than ANN for 24-hour and 48-hour forecast.  
Figure 3.14 represents TPE of predicted TC position from ANN and EXANN for TCs in 2015 year. 
The performances of ANN and EXANN were different in each case. The number of cases that were 
improved by output selection was 68 cases for 24-hour forecast, 66 cases for 48-hour forecast, and 63 
cases for 72-hour forecast among 123 cases. Mean improvements for 24-hour, 48-hour, and 72-hour 
forecast were 35.1 %, 30.4 %, and 26.2 %. ANN could be improved by excluding outlier output of ANN 
using output selection in this study. Figure 3.15 describes TPE of WRF with descending order of it with 
TPE of EXANN. Higher TPE of EXANN appeared at lower TPE of WRF. The output selection 
improved the performance of predicting TC position more when WRF gets high TPE of TC forecast 
track. Also, Figure 3.16 describes how ANN and EXANN affect TPE of WRF with difference of 
EXANN and WRF for descending order of WRF. For 24-hour and 48-hour forecast, ANN and EXANN 
had similar improvement compared with TPE of WRF when TPE of WRF was larger. However, ANN 
can improve the performance of WRF more than EXANN when TPE of WRF was larger for 72-hour 
forecast. EXANN had lower TPE than TPE of ANN when TPE of WRF was lower. 
TPE of ANN was larger than TPE of WRF for 24-hour and 48-hour forecast. TPE of EXANN was 
lower than TPE of WRF for all forecast lead time. For 72-hour forecast, the TPE of ANN was 164.4 km 
that is lower than the TPE of WRF, which is 182.5 km. Output selection improved the performance of 
ANN, and these forecast models using ANN and output selection improved the performance of WRF. 
The ANN model for 72-hour forecast had greater improvement among three different models with 10.0 % 
for 24-hour, 13.0 % for 48-hour, and 15.5 % for 72-hour. Through analyzing the ANN model for 72-
hour forecast, which had the best improvement, both ANN and EXANN have lower absolute ATE and 
CTE than WRF in Figure 3.18. ANN has an impact on WRF by correcting the speed and direction of 
WRF. For the correcting speed of WRF according to the direction of observation, ANN reduced more 
ATE than EXANN, but EXANN had better performance than ANN for correcting the direction of WRF 




Figure 3.14. Track position error of ANN, EXANN, WRF for tropical cyclones for (a) 24-hour, (b) 





Figure 3.15. Track position error of EXANN, WRF for TCs in the 2015 year with descending order 




Figure 3.16. Track position error difference between EXANN and WRF for TCs in the 2015 year 
with descending order about TPE of WRF for (a) 24-hour, (b) 48-hour, and (c) 72-hour forecast. The 
red line indicates the fitted line for EXANN-WRF with descending order about the TPE of WRF. The 
blue line indicates the fitted line for ANN-WRF with descending order about the TPE of WRF. 
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Figure 3.17. Mean track position error of ANN, EXANN, WRF about (a) 24-hour, (b) 48-hour, and 
(c) 72-hour forecast for all TCs in the 2015 year. 
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Figure 3.18. Mean (a) along-track bias and (b) cross-track bias of ANN, EXANN, WRF averaged for 




Analysis of Predicted TCs by ANN in 2015 
4.1 K-Means Clustering and Silhouette Coefficient Value 
Clustering is a method to group a set of objects which are more similar to each other than other sets of 
objects. It is used to identify characteristics of given data for understanding its pattern. The 
characteristics identified with clustering are more representative than the viewing value of data. In this 
study, k-means clustering, which is one of the popular clustering methods, was used for clustering 
analysis of ANN result. The k-means clustering distributes overall data in each group in which each 
observation closes with the mean of cluster. The AS-136 algorithm (Hartigan and Wong, 1979) was 
used for k-means clustering in this study. The predicted TC track by WRF was classified by the 
clustering algorithm. 
The k parameter is the number of clustering group, and it should be defined before running k-means 
clustering. Defining the optimal number of clusters k was necessary to k-means clustering. Silhouette 
value is one of the useful methods to interpret and verify clusters with data. The silhouette coefficient 
is a measure of how well the clusters are divided and is a useful tool to assess the quality of the clustering 
result. The silhouette coefficient (s) represents the similarity of objects in its own cluster compared with 





where 𝑎(𝑖) is the mean of distances from 𝑖 to other data points in the same cluster and 𝑏(𝑖) is the 
mean of distances from 𝑖 to all data points in any other cluster which doesn’t include 𝑖. The silhouette 
range is from -1 to +1, and high silhouette value indicates that the object is similar to its own cluster 
and is not similar to other neighboring clusters. 
4.2 Cluster Analysis of TC Track Forecast 
 The average of silhouette coefficient values is the highest when the number of clusters k is 2. But 
negative silhouette coefficient values, which indicate poorly fitting to the cluster, were considered for 
assessing the quality of the cluster. The number of clusters k was decided as four because it contains 
the lowest number of negative silhouette coefficient values in the number of k from 2 to 10, and it has 




Table 4.1. Average of silhouette coefficient values for each number of cluster k from 2 to 10. 
Number of clusters k k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 
Average of silhouette 
coefficient values 
0.466 0.335 0.314 0.315 0.286 0.308 0.294 0.276 0.259 
 
 
Figure 4.1. (a) Silhouette coefficient value plot for each number of clusters. (b) The number of 
negative silhouette coefficient values included in each cluster from 2 to 10. 
 
Predicted 123 TCs by WRF in the 2015 year was analyzed from clustering result of WRF simulation 
in the 2006-2015 year (Figure 4.2). Cluster 1 includes 24 (19%) predicted cases in almost west of Japan. 
Cluster 2 comprises 26 (21%) predicted cases that can affect Korea, Japan and China. Cluster 3 includes 
17 (14%) predicted cases that are in south of China and can only affect China and eastern South Asia. 
Cluster 4 comprises 56 (46%) predicted cases that are in west and south of Japan and can affect Japan. 
The predicted TC positions by ANN had different performances in each cluster. For analyzing prediction 
of 24-hour and 48-hour forecast, ANN couldn’t predict TC position well in cluster 1. Output selection 
reduced error of ANN in all clusters and EXANN had better performance than WRF especially in cluster 
1 and cluster 3. For analyzing result of 72-hour forecast, WRF of cluster 1 and cluster 2 couldn’t be 
improved with ANN, and output selection made ANN more useful output which was lower than WRF. 
In cluster 3 and cluster 4, TPE of ANN and EXANN was lower than TPE of WRF, but output selection 
didn’t increase the performance of ANN more accurately (Figure 4.3). 
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Figure 4.2. Four types of (a) TCs in the 2006-2015 year and (b) TCs in the 2015 year from k-means 
clustering result based on WRF simulations in the 2006-2015 year. Map for clustering result of. 
Dodger blue is cluster 1, blue is cluster 2, green is cluster 3, orange is cluster 4, such as Figure 4.1.(a). 
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Figure 4.3. Mean track position error of ANN, EXANN, WRF averaged about (a) 24-hour, (b) 48-
hour, and (c) 72-hour forecast for TCs in each cluster about tropical cyclones of the 2015 year.  
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Chapter Ⅴ 
Summary and Discussion 
In this study, we simulated 106 TCs with 666 initial times from June to November in the 2006-2015 
year over the WNP using WRF and corrected predicted position of TC with ANN. WRF output, TC 
track, and atmosphere dynamics were used as variables for training ANN. We targeted predicted TC 
positions after 24 hours, 48 hours, and 72 hours. WRF had an error of predicted track about TCs such 
as 80.4 km after 24 hours, 137.7 km after 48 hours, and 224.4 km after 72 hours. Before setting forecast 
models for the TC position based on ANN, we evaluated the performance of latitude and longitude 
prediction from WRF separately. WRF simulated TCs more southward than real track except for 72-
hour forecast and simulated TCs more eastward than real track. Predicted TCs by WRF moved on the 
left side of the direction of observation early, and it was changed to a tendency to move on the right 
side of the direction of observation. Also, it moved slower than observation, and it caused improving 
the error of TC track prediction.  
We set ANN models for latitude and longitude individually and test the sensitivity of the number of 
neurons in hidden layers. TCs in the 2006-2014 year were used for ANN optimization. ANN was trained 
and tested ten times, and all results were averaged. This process was done for each year, and results 
from each year were averaged for extracting representative value about types of ANN architecture. ANN 
models of latitude and longitude for each forecast lead time were optimized by the process (Table 5.1). 
When TCs in the 2015 year were used for blind test about optimized ANN, ANN models predicted TC 
position more northward and westward than WRF. For reducing the outlier of the result of ANN, we 
define output selection based on the MAE of WRF. The result by output selection was defined as 
EXANN, and output selection reduced the error of ANN for each forecast lead time. EXANN had 
greater improvement when WRF had a higher error. EXANN could improve the performance of WRF 
prediction from 10% to 15.5% and change to a tendency to move close in the direction of observation.  
 
Table 5.1. ANN optimization for the number of neurons in each hidden layer. 
Forecast lead time 24-hour 48-hour 72-hour 





26 22 18 10 14 18 
Hidden 
layer 2 
10 10 14 12 16 10 
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The performance of WRF was different depending on where TCs were located. To do clustering 
analysis, TCs in this study were classified as four types of clusters based on k-means clustering 
according to the silhouette coefficient value. TCs were divided in the location of TCs such as western 
Pacific for cluster 1, south of Korea for cluster 2, Southeast Asia and China for cluster 3, and south of 
Japan for cluster 4. For 24-hour and 48-hour forecast, output selection removed outlier of ANN, which 
predicted TC position worse. EXANN improved the performance of WRF in cluster 1 and cluster 3 
more than other clusters. For 72-hour forecast, ANN had lower error than EXANN in cluster 3 and 
cluster 4 even though EXANN was better than ANN in cluster 1 and cluster 2.  
According to the results of this study, the accuracy of the predicted TC position by WRF can be 
improved by ANN. Output selection can eliminate worse result of ANN and make their quality better 
which had lower error than WRF. WRF can be improved not only with its schemes and external 
techniques but also with current technology of other fields such as machine learning. Technology that 
can explain complex relationships better than previous methods in the field of machine learning 
continues to be developed, and applying them to numerical models will generate higher improvement 
results. It is worthy of the application of other machine learning methods to predict more accurate 
position of TC.  
ANN with TCs in the 2006-2015 year can be compared with WRF, but the number of samples in this 
study is less compared to previous research of applying machine learning. It is better to simulate more 
tropical cyclone cases to progress generalization of ANN. Also, Previous researchers used some 
variables such as satellite image, temperature and wind field, and their model which used those variables 
generated different results from result of this study. Not only variables in this study but also other 
variables like thermodynamic and variables of other pressure levels need to be tested how those 
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