A novel cooperative evolutionary system, i.e., CGPNN, for automatic design artificial neural networks (ANN's) is presented where ANN's structure and parameters are tuned simultaneously. The algorithms used in CGPNN combine genetic algorithm (GA) and particle swarm optimization (PSO) on the basis of a direct encoding scheme. In CGPNN, standard (real-coded) PSO is employed to training ANN's free parameters (weights and bias) and binarycoded GA is used to find optimal ANN's structure. In the simulation part, CGPNN is applied to the predication of tool life. The experimental results show that CGPNN has good accuracy and generalization ability in comparison with other algorithms.
Introduction
Artificial Neural networks (ANN's), and in particular, the multilayer feed-forward neural networks [1] , are widely used in many application areas over the years. It is claimed that a three-layered feed-forward neural network can approximate any nonlinear function with arbitrary accuracy. Nonetheless its drawback is that the design of an efficient architecture and the choice of the synaptic weights require high processing time.
In general, ANN's are designed by means of trial and error and fixed during the learning process and the parameters are trained by gradient-based algorithms such as, error back propagation (BP), conjugate gradient descent, resilient, BFGS quasi-Newton, one-step secant, Levenberg-Marquardt and Bayesian regularization methods [2] [3] [4] [5] [6] [7] .
The two main disadvantages of such method include:
1) Those algorithms are based on the gradient information of an objective function, easily trapped in local minima, and are limited for applications in complex optimization problems.
2) A fixed structure may not provide the optimal performance within a defined training period. A small network may not provide good performance owing to its limited information processing power. A large network, on the other hand, may lead to overfitting and the implementation cost for a large network is also high.
To obtain ANN's structure automatically, constructive and destructive algorithms can be used [8，9]. However, Angeline et al. [10] indicated that such structural hill climbing methods are susceptible to becoming trapped at structural local optima and they only investigate restricted topological subset rather than the complete class of network architectures.
The advent of evolutionary computation (EC) has inspired as a new technique for optimal design of neural networks. There have been many applications for both parametric and structural learning [11] [12] [13] . These works fall in two broad categories of evolutionary computation: genetic algorithms and evolutionary programming. Although, some attempts have been made in developing evolving networks, few authors have devoted their attention to the cooperative evolutionary system. This paper aims at giving a cooperative environment to automatic design of ANN's. A cooperative evolutionary system, i.e., CGPNN, is presented by using two evolutionary algorithms: genetic algorithm (GA) and particle swarm optimization (PSO). In CGPNN, standard PSO is used for the weights (including biases) training of ANN's, and binary GA is applied to find the appropriate network architecture. Both algorithms can jointly search the global optimal ANN's structure and parameters. As examples of the application of CGPNN, it is applied to the predication of tool life. The results will be compared with those obtained by traditional feedforward ANN's with a fixed structure that trained by BP, GA and PSO.
The rest of the paper is organized as follows. Section 2 describes the standard PSO (SPSO), GA and multilayer feed-forward ANN's. Section 3 describes the detailed cooperative evolutionary strategy for multilayer feed-forward ANN's design. Section 4 presents the experimental settings and results for each algorithm. Section 5 concludes the paper.
Background
This section briefly presents an overview of SPSO, GA and multilayer feed-forward ANN's.
Standard PSO (SPSO)
Particle swarm optimization (PSO) is a novel bio-inspired evolutionary computation technique firstly developed by Kennedy and Eberhart in 1995 [14, 15] . In PSO, the potential solutions, called particles, fly in a D-dimension search space with a velocity which is dynamically adjusted according to its own experience and that of its neighbors.
The th i − particle is represented as ) ,... , (
