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ABSTRACT 
Investigation of Judges' Errors in Angoff and 
Contrasting-groups Cut-off Score Methods 
(September 1986) 
Dean Gordon Arrasmith 
B.A.f University of California, Irvine 
M.A., California State University, Dominguez Hills 
Ed.D., University of Massachusetts, Amherst 
Directed by: Ronald K. Hambleton 
Methods for specifying cut-off scores for a 
criterion-referenced test usually rely on judgments 
about item content and/or examinees. Comparisons of 
cut-off score methods have found that different methods 
result in different cut-off scores. This dissertation 
focuses on understanding why and how cut-off score 
methods are different. The importance of this 
understanding is reflected in practitioners' needs to 
choose appropriate cut-off score methods, and to 
understand and control inappropriate factors that may 
influence the cut-off scores. 
First, a taxonomy of cut-off score methods was 
developed. The taxonomy identified the generic 
categories of setting cut-off scores. Second, the 
research focused on three methods for estimating the 
errors associated with setting cut-off scores: 
Vll 
generalizabi1ity theory, item response theory and 
bootstrap estimation. These approaches were applied to 
Angoff and Contrasting-groups cut-off score methods. 
For the Angoff cut-off score method, the IRT index 
of consistency and analyses of the differences between 
judges' ratings and expected test item difficulty, 
provided useful information for reviewing specific test 
items that judges were inconsistent in rating. In 
addition, the generalizabi1ity theory and bootstrap 
estimates were useful for overall estimates of the 
errors in judges' ratings. 
For the Contrasting-groups cut-off score method, 
the decision accuracy of the classroom cut-off scores 
was useful for identifying classrooms in which the 
classification of students may need to be reviewed by 
teachers. The bootstrap estimate of the pooled sample 
of students provided a useful overall estimate of the 
errors in the resulting cut-off score. 
There are several extensions of this investigation 
that can be made. For example, there is a need to 
understand the magnitude of errors in relationship to 
the precision with which judges are able to rate test 
items or classify examinees? better ways of reporting 
and dealing with judges' inconsistencies need to be 
developed? and the analysis of errors needs to be 
extended to other cut-off score methods. Finally, these 
vi i i 
procedures can provide the operational criterion against 
which improvements and comparisons of cut-off score 
procedures can be evaluated. 
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CHAPTER I 
INTRODUCTION 
1.1 Background 
A criterion-referenced test is commonly designed 
to determine whether an examinee has reached a 
prespecified level of performance relative to the domain 
of behavior being measured (Hambleton, 1982; Popham, 
1978). The parameter of interest, the examinee's domain 
score, is the proportion of items or tasks in the domain 
of behavior that the examinee can answer or perform 
correctly. The observed score, the proportion of 
correct responses on a sample of items or tasks from the 
domain of behavior, is commonly used to estimate the 
examinee's performance over the entire domain. The 
observed score is frequently compared to a specified 
level of performance (e.g., 80%) to estimate the mastery 
state of the examinee: Examinees scoring below the 
cut-off score are labelled "nonmasters;" examinees 
scoring at or above the cut-off score are labelled 
"masters." 
Methods for specifying the minimum level of 
performance for mastery usually rely on judgments by 
experts about item content and/or examinees (Shepard, 
1980b). The cut-off score methods proposed by Angoff 
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(1971) , Ebel (1972) , and Nedelsky (1954) , for example, 
require judgments about test content. Angoff's (1971) 
technique requires each judge to estimate the 
probability that a minimally proficient person would 
answer an item correctly. The Ebel (1972) method 
requires judges to rate items with regard to their 
"relevance" and "difficulty." Each judge then estimates 
the proportion of items in each category (relevance and 
difficulty) that a "minimally qualified" examinee can 
answer correctly. In the Nedelsky (1954) method, judges 
are asked to determine which of the response options of 
multiple-choice questions a minimally competent student 
should be able to eliminate as incorrect. 
The Borderline Group method and the 
Contrasting-groups method (Zieky & Livingston, 1977) for 
example, require expert judgments about examinees. The 
Borderline Group method requires judges to identify a 
group of examinees whose test achievement is 
"borderline" in the domain of content that is being 
assessed. The Contrasting-groups method requires judges 
to identify definite masters and definite nonmasters of 
the domain being measured. (See Livingston, 1982; 
Rowley, 1982a; and Rowley, 1982b for Livingston's most 
recent formulation of the Contrasting-groups method.) 
3 
A number of studies have compared various cut-off 
score methods (Andrew and Hecht, 1976; Brennan and 
Lockwood, 1980; Kleinke, 1980; Skakun and Kling, 1980; 
Poggio, Glasnapp and Eros, 1981; Saunders, Ryan and 
Huynh, 1981; Mills, 1983; Cross, Impara, Frary and 
Jaeger, 1984). Comparison studies of cut-off score 
methods have consistently found that different methods 
produce different estimates. For example, Koffler 
(1980) concluded that "there was no substantial 
agreement or pattern of disagreement between the cut-off 
scores developed by the Nedelsky and the 
Contrasting-groups methods" (p. 177). Using the Ebel 
and the Nedelsky methods, Andrew and Hecht (1976) found 
"significantly different overall examination standards 
for comparable samples of test content" (p. 49). 
Likewise, Brennan and Lockwood (1980) concluded that 
"the differences between the Nedelsky and Angoff 
procedures may be of greater consequence than their 
apparent similarities" (p. 239) . Kleinke (1980) and 
Poggio, et al. (1981) found that the Nedelsky procedure 
produced lower passing scores than the Angoff or Ebel 
methods. Although Skakun and Kling (1980) found 
moderate differences in passing scores between the 
Nedelsky method and two variations of the Ebel 
procedure, the differences in failure rates were large. 
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Cross, et al. (1984) report, 
"Inspection of data reported reveals that there 
are considerable differences in standards across 
methods and, in most cases, across sessions. The 
introduction of normative feedback during the 
second and third sessions tends to reduce both the 
mean and the standard deviations of the standards, 
although there are exceptions to this. The 
corrected Nedelsky standards are consistently lower 
than the standards associated with the other 
methods, which would be anticipated from previous 
studies involving this method" (p. 120). 
On the other hand, some results contrary to the 
common findings have also been reported. Saunders, et 
al. (1981) found agreement when comparing two versions 
of the Nedelsky procedure. In addition. Mills (1983) 
reported, "Unlike most other studies in which 
standard-setting methods have been compared, different 
methods produced similar results in several cases. The 
Angoff and the Contrasting-groups (graph) methods were 
the most similar" (p. 290). Further, Mills (1983) 
points out "that the graphs were not clearcut and that 
different persons might select different points as the 
cut-off" (p. 289) . 
The findings of inconsistency between cut-off 
scores set by various methods or the same methods 
implemented with minor variations have troubled some 
researchers. Glass (1978) found the inconsistency 
reported by Andrew and Hecht (1976) "virtually damning 
the technical work from which it arose" (p. 249) . 
Shepard (1980a) seemingly supported Glass by arguing 
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that differences in cut-off scores set by different 
methods could not be adequately explained because the 
differences in definitions of mastery are not explicit. 
Further, Shepard (1980a) argued, "In measurement, 
different results are acceptable if the intent was to 
measure different things; but when the labels of mastery 
or minimal competence from different methods are used 
interchangeable, then congruence is necessary for 
validity" (p. 453). 
Others have argued that inconsistency between 
cut-off scores set by various methods should be 
expected. Andrew and Hecht (1976) reported, "It is 
perhaps not surprising that two procedures which involve 
different approaches to the evaluation of test items 
would result in different examination standards. Such 
examination standards will always be subjective to some 
extent and will involve different philosophical 
assumptions and varying conceptualizations" (p. 49). 
Similarly, Brennan and Lockwood (1980) report, "It has 
been postulated that these differences [in cut-off 
scores] may be explained, in whole or in part, by 
differences in the ways probabilities are assigned using 
the two procedures or by differences in the ways minimum 
competency is conceptualized" (P. 239). Hambleton and 
Powell (1983) state, "... there is no reason to expect 
various methods to lead to the same standard. These 
6 
methods are often based on different notions of minimal 
competence and utilize substantially different kinds of 
information (e.g., judges' ratings of test items versus 
distributions of examinee test scores)" (p. 2); and 
"Moreover we feel that the resulting standard is not the 
most appropriate consideration in choosing a method. 
Rather, the purpose and context of the standard setting 
need to be given special attention" (p. 2) . 
1.2 Statement of the Problems 
Different cut-off score methods or the same method 
implemented with variations can produce different 
results. It is important for standard-setters to 
understand why and how the cut-off scores are different. 
The importance of this understanding is reflected in a 
practitioner's need to choose appropriate cut-off score 
methods for specific applications and, within the 
applications, to understand and possibly control 
inappropriate factors that may influence the cut-off 
scores. 
In reviewing the variety of cut-off score methods, 
several authors have categorized the cut-off score 
methods by focusing on the sources of data (i.e., from 
judges or examinees) that are considered (Meskauskas, 
1974: Berk, 1980, 1985; Hambleton, 1980). For example 
Berk (1985) has organized cut-off score methods in the 
7 
following categories: Judgmental (based entirely on 
judgments), Judgmental-Empirical (based primarily on 
judgments) and Empirical-Judgmental (based primarily on 
test data) . Similarly, Hambleton (1980) classified 
cut-off scores as Judgmental, Empirical or Combination 
methods. Other authors have suggested differences among 
the methods that focus on the types of judgments that 
are involved in setting cut-off scores (Brennan and 
Lockwood, 1980; Shepard, 1980b; Reilly, Zink and 
Israelski, 1984). Cut-off scores can differ by the 
locus of attention, the test item or the examinees 
(Shepard, 1980b). Brennan and Lockwood (1980) and later 
Reilly, Zink and Israelski (1984) distinguished between 
judgmental cut-off score methods that involve direct 
judgments or indirect judgments about test item 
difficulty. 
From these previous taxonomies and differences in 
cut-off score methods that have been reported by 
previous researchers, and supplemented with other 
logical differences, a more comprehensive taxonomy 
seemed to be needed that focused on (1) the sources of 
data, (2) the nature of the judgments and (3) other 
critical differences, such as the nature of the 
definition of mastery inherent in the cut-off score 
methods. Through the development of a more 
comprehensive taxonomy, a more complete understanding of 
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ths differences end similarities between cut-off scores 
could be obtained. From the classification of similar 
cut-off score methods within the taxonomy, generic 
categories of methods inherent in the many specific 
applications of cut-off score methods could be 
identified and the differences between the generic 
categories highlighted. In addition, differences in the 
specific implementation of these generic categories of 
methods could be identified and highlighted. 
Further, more knowledge about the factors 
influencing the variation in a cut-off score across 
"parallel" replications, judge samples, item samples and 
examinee samples is needed. Several approaches 
presently exist for investigating these variations, but 
the strengths and weaknesses of the approaches with 
different cut-off score methods are not fully 
understood. Both the approaches for investigating the 
variation in cut-off scores as well as the amount and 
source of the variation that might be expected need to 
be further studied. 
Variation associated with the estimation of cut-off 
scores may be understood in part as random errors 
resulting, for example, from judges' inconsistency in 
judgments (due to carelessness), or examinees' 
inconsistency in test performance. Systematic errors 
such as judges using a stricter or a more lenient 
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criterion than other judges and inappropriate testing 
conditions can also occur. Thus, different cut-off 
score methods or variations of methods may not only 
affect the value of the cut-off score but also affect 
the precision and validity with which the cut-off score 
is estimated. 
Focusing on the errors of judgment and measurement, 
Kane and Wilson (1984), extending the work of Brennan 
and Lockwood (1980), have recently used the framework of 
genera1izabi1ity theory to estimate the error in 
applications of "the three most commonly discussed 
[cut-off score methods] (Angoff, 1971; Ebel, 1972; 
Nedelsky, 1954) for setting a cut-off score" (p. 110) . 
Their application allows one to investigate the 
contributions of the test items, the examinees' 
responses, the raters' judgments, and the interactions 
to the variance of cut-off scores. 
Unfortunately, the "three most commonly discussed 
[cut-off score methods]" are not the only commonly used 
methods. The Contrasting-groups and the Borderline 
Group procedures (Zieky and Livingston, 1977) are 
frequently used to estimate cut-off scores for minimum 
competency tests. The research of Brennan and Lockwood 
(1980), and Kane and Wilson (1984) needs to be extended 
to other types of cut-off score methods. 
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Van der Linden (1982) used item response theory 
with Angoff and Nedelsky cut-off score methods to 
investigate intrajudge inconsistencies. He reports an 
^PP^o^ch that can be used to check the inconsistency in 
cut-off scores arising from (1) different conceptions of 
mastery underlying the technique, (2) different 
interpretations of the learning objectives, and (3) 
intrajudge inconsistency. This line of research 
similarly needed to be extended to other cut-off score 
methods. 
1.3 Purposes 
The previous sections have focused on the need to 
understand why and how cut-off scores are likely to be 
different. The research conducted for this dissertation 
was a direct response to that need. 
First, a taxonomy of cut-off score methods was 
developed that included several levels for classifying 
the methods. The focus of the taxonomy was on 
identifying the generic categories of setting cut-off 
scores and associating specific steps for implementing 
the methods reported in the literature with these 
generic categories. This taxonomy also served as a 
review of the cut-off score method literature. 
The second and more substantial part of this 
research study addressed three approaches for estimating 
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the errors associated with setting cut-off scores: 
generalizability theory, item response theory (IRT) and 
bootstrap estimation. These approaches were applied to 
the Angoff and Contrasting-groups cut-off score methods. 
The purposes of this part of the research study were to 
(1) identify the advantages and disadvantages of these 
three approaches for estimating the errors associated 
with setting cut-off scores, (2) identify important 
sources of errors in setting cut-off scores, and (3) 
suggest ways that errors can be accounted for and 
possibly controlled in setting cut-off scores. 
The three approaches for estimating errors 
associated with setting cut-off scores were anticipated 
to detect somewhat different sources of errors. 
Generalizability theory assesses the random and 
systematic errors of judges and/or examinees. The IRT 
approach appears potentially useful for addressing both 
random and systematic errors of judges' ratings in 
relation to the item performance of examinees. Finally, 
bootstrap estimation reflects a general aggregate of 
errors that are involved in the process of setting 
cut-off scores. 
12 
1.4 Scientific and Educational 
Importance of the Study 
A central concept in the field of psychometrics is 
the error of measurement. Test scores are recognized to 
be estimates of true scores and have associated 
variances about the true score that reflect errors in 
the test scores. A few researchers have also recognized 
a similar situation with cut-off scores (Brennan and 
Lockwood, 1980; Kane and Wilson, 1984; Shepard, 1984; 
van der Linden, 1982) . Cut-off scores are estimated 
with associated errors of inconsistent judgments and 
test performance as well as bias and less than perfect 
test score validity. The research conducted for this 
dissertation extended this line of research and concern. 
Specifically, beginning with a recognition that how 
a cut-off score is set, can affect the nature (source) 
and size of the errors associated with the cut-off 
score, two problems were investigated. First, a logical 
analysis of cut-off score methods was used to extend the 
efforts to develop a taxonomy of cut-off score methods. 
It was anticipated that the taxonomy would help 
investigators understand the relationships among the 
various cut-off score methods and help practitioners 
more appropriately select cut-off score methods for 
specific applications. In addition, investigation of 
errors associated with specific applications of cut-off 
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score methods would likely lead to (1) a better 
understanding of the sources and magnitude of errors 
associated with cut-off scores, (2) development of 
procedures for estimating errors associated with cut-off 
scores, and (3) development of an awareness of errors 
and possibly control of sources of errors associated 
with cut-off scores. Thus, future investigation on 
cut-off score methods could be directed towards reducing 
these errors and improving the precision and validity of 
the cut-off scores. 
1.5 Organization of the Dissertation 
The next four chapters are organized as follows: 
The variety of cut-off score methods are reviewed 
through the development of a taxonomy of these methods 
in Chapter 2. The methods that were used to investigate 
the three strategies for estimating the variance of 
cut-off scores are addressed in Chapter 3. The general 
methods followed are outlined, and the specific 
applications, first for the Angoff method and second for 
the Contrasting-groups method, are discussed. The 
results of the investigation of errors are reported in 
Chapter 4, and a discussion of these results is 
contained in Chapter 5. 
CHAPTER II 
A TAXONOMY FOR CUT-OFF SCORE METHODS 
2.1 Purpose and Organization 
The purpose of this chapter is to extend the work 
of Meskauskas (1976), Berk (1980, 1985) and Hambleton 
(1980) in developing an improved taxonomy for organizing 
cut-off score methods. The previous taxonomies that 
have been reported focus on the source of data 
considered by the various methods. Berk (1985) 
categorizes cut-off scores as Judgmental, 
Judgmental-Empirical and Empirical-Judgmental depending 
on the use of judgments and test data. Hambleton (1980) 
reported similar categories for classification. 
Judgmental, Empirical or Combination methods, with the 
focus of classification on the use of judgments and/or 
test data. 
Cut-off score methods differ among each other in 
other important ways. Shepard (1980b) has pointed out 
that the focus of attention may be on test items or 
examinees. Brennan and Lockwood (1980) and Reilly, 
Zink, and Israelski (1984) distinguish between cut-off 
score methods that use direct and indirect methods of 
judgments about item difficulty. Further, other 
differences between the cut-off score methods can be 
14 
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identified. The definition of competency can be 
different for various methods. Inclusive and exclusive 
definitions are used. Classification of examinees as 
masters or not can be determined by judgment or by 
definition. In addition, the nature of the test data 
that is used can be different for various methods such 
as single- or multiple-group performance. Finally, 
several methods employ some combination of other more 
basic methods. These combination methods can differ 
from one another in the particular mixture of judgments 
and data that are considered. 
By extending the taxonomy to include a variety of 
differences and similarities, several benefits are 
potentially gained. First of all, the generic methods 
of setting cut-off scores that are represented in the 
many specific applications are better identified. 
Second, differences in the conceptions of the generic 
methods are highlighted, and the need for adapting the 
generic methods to specific situations is also 
highlighted. Finally, the taxonomy was suggestive of 
appropriate methods for determining a cut-off score for 
a particular situation. 
This chapter is organized around the development of 
the taxonomy of cut-off score methods. First, the 
context in which cut-off scores are required to be set 
is discussed. Second, the general outline of the 
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taxonomy is described by focusing on the nature of the 
classifications at each level in the taxonomy. Third, 
examples of the generic methods, reflected in the cells 
of the taxonomy, are reviewed and fitted to the 
taxonomy. These examples are included to emphasize the 
variety of implementation strategies for the generic 
methods. 
2.2 Context for Setting Cut-off Scores 
In order to put the problems of setting cut-off 
scores into perspective with criterion-referenced tests, 
two functions for these tests can be distinguished: (1) 
to estimate domain scores for examinees, and (2) to 
estimate the mastery states of examinees (Hambleton, 
Swaminathan, Algina, and Coulson, 1978). Only the 
second function requires reference of test scores to 
cut-off scores. If concern is only for how much of the 
domain of behavior an examinee has assimilated, then 
only the domain of behavior needs to be clearly 
specified and there is little need for setting a 
standard. However, if concern is for assigning 
examinees to states of mastery relevant to a domain of 
behavior; then, not only must the domain of behavior be 
clearly specified, but the states of mastery must be 
clearly defined and cut-off scores set consistent with 
the definitions of states of mastery. 
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Shepard (1980b) discussed three general uses of 
criterion-referenced tests, each with varying degrees of 
need for establishing cut-off scores and of importance 
associated with cut-off scores. The first use, "program 
evaluation," is distinguished from the other two uses by 
requiring only "group interpretations about the test 
results" (p. 449). The second and third uses of 
crion-referenced tests, requiring individual 
interpretations of the test results, are distinguished 
from each other by their uses for diagnosis or 
certification. "Diagnosis" refers to instructionally 
implanted tests that are used as checks in a cycle of 
instruction and remediation. Tests that are used for 
final evaluation of an individual over a broad domain of 
behavior are "certification tests." It is clear that 
the importance of cut-off scores is very different for 
these two uses of criterion-referenced tests. 
Generally, the potential for harm is much less in 
diagnosis than in certification because of the franchise 
that is often associated with certification. 
2.3 Taxonomy for Cut-off Score Methods 
Within this framework of using criterion-referenced 
tests to estimate the mastery states of individuals for 
diagnosis or certification, several methods for setting 
cut-off scores have been described and reviewed (Berk, 
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1985; Glass, 1978; Hambleton, 1980; Hambleton and 
Eignor, 1980; Jaeger, 1976; Meskauskas, 1976; Shepard, 
1980b and 1984). These cut-off score methods were 
organized into a taxonomy by comparing the similarities 
and differences among the methods. Figure 2.3.1 
outlines this taxonomy. 
The taxonomy is organized around levels of 
decisions about the similarities and differences of the 
various cut-off score methods. At each level of 
decision about the similarities and differences, 
categories of cut-off score methods were identified that 
logically separate the methods. In this way, the levels 
of decisions result in a nesting of categories that were 
identified, in outline format, in Figure 2.3.1. 
2.3.1 Three Categories of Cut-off Score Methods 
At the first level in the taxonomy, a useful 
distinction was made between methods that focus on test 
items or focus on examinees (Shepard, 1980b). Methods 
that focus on test items ask expert judges to indicate, 
through a variety of implementation strategies, how 
difficult each test item is for some group of interest. 
Usually, the group of interest is the group whose domain 
scores will fall near or at the cut-off score. Methods 
that focus on examinees rely on categorizing the group 
of interest into states of mastery, then, investigating 
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Figure 2.3.1 Taxonomy of Cut-off Score Methods 
I. Focus on Test Items 
A. Direct estimation of difficulty 
1. Inclusive definition of minimally competent 
a. Angoff type methods 
Generic Description: Judges estimate the 
difficulty of each test item for minimally- 
competent examinees. 
Examples: 
1. Angoff (1971) 
2. ETS (1976) 
3. Nassif (1978) 
4. Bernknopf, Curry, & Bashaw (1979) 
b. Ebel type methods 
Generic Description: Judges group test 
items by relevant dimensions (e.g., content, 
relevance, and/or difficulty) and estimate 
the percentage of items within each cluster 
of test items conceived typical 
minimally-competent examinees can answer 
correctly. 
Examples: 
1. Ebel (1972) 
2. Skakun & Kling (1980) (two variations) 
3. Cangelosi (1984) 
2. Exclusive definition of minimally competent 
Generic Description: Judges estimate the 
difficulty of each test item for incompetent 
examinees. 
Example: 
1. Jaeger (1978) 
B. Indirect estimation of difficulty 
1. Inclusive definition of minimally competent. 
Generic Description: Judges estimate which 
options for each test item minima 1ly-competent 
examinees should identify as incorrect answers. 
Test item difficulty for minimally-competent 
examinees is the reciprocal of the number of 
remaining answer choices. 
Examples: 
1. Nedelsky (1954) 
2. Reilly, Zink, & Israelski (1984) 
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Figure 2.3.1 Taxonomy of Cut-off Score Methods 
(continued) 
2. Exclusive definition of minimally competent. 
Generic Description: Judges estimate which 
options for each test item incompetent 
examinees should identify as incorrect answers. 
Test item difficulty is the reciprocal of the 
number of remaining answer choices. 
(No examples) 
II. Focus on Examinees 
A. Single-group performance 
1. Membership by judgment 
Generic Description: The typical performance 
of examinees judged to be just minimally 
competent is used to estimate the cut-off 
score. 
Examples: 
1. Borderline Group (Zieky and Livingston, 
1977; Livingston and Zieky, 1982) 
2. Wilcox (1979) 
3. Garcia-Quintana and Mappus (1980) 
2. Membership by definition 
Generic Description: The typical performance 
of examinees defined to be just minimally 
competent is used to estimate the cut-off 
score. 
Example: 
1. Huynh (1976) 
B. Multiple-group performance 
1. Membership by judgment 
Generic Description: The typical performances 
of examinees judged to be masters or nonmasters 
are used to estimate the cut-off score. 
Example: 
1. Contrasting Groups (Zieky and Livingston, 
1977; Livingston and Zieky, 1982) 
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Figure 2.3.1 Taxonomy of Cut-off Methods 
(continued) 
2. Membership by definition 
Generic Description: The 
of examinees defined 
nonmasters are used to 
score. 
Example: 
1. Berk (1976, 1984) 
III. Combination Methods 
A. Multiple methods focused on test items with 
performance data ~ 
Generic description: Judges estimate the 
difficulty of test items for minimally competent 
examinees (using Angoff’s method, for example). 
Judges are allowed to adjust their ratings after 
reviewing the observed test data for a 
representative sample of examinees. 
Examples: 
1. Beuk (1982) 
2. Hofstee (1983) 
3. Jaeger (1978)(1) 
4. McLean and Halpin (1984) 
5. Saunders and Mappus (1984) 
B. Multiple methods focused on test items and 
examinees, and including political input 
Generic Description: Judges set cut-off scores by 
reconciling estimates of the cut-off scores from 
methods that focus on test items and that focus on 
examinees with politically acceptable passing or 
failing rates. 
Examples: 
1. Popham and Yalow (1984) 
2. Shepard (1984) 
typical performances 
to be masters or 
estimate the cut-off 
(1) Jaeger (1978) is also included here because of the 
use of observed test item difficulty in the third phase 
of setting a cut-off score. 
the test performance within the appropriate category 
categories of examinees. 
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or 
A third category of methods was identified that 
focus on both test items and examinees. These methods 
combine information from a variety of cut-off score 
methods and possibly include political considerations. 
These methods involve reconciling various sources of 
information about the test items, the examinees, and 
politically acceptable passing or failing rates. 
Inherent in these methods is the reliance on a unitary 
conception of mastery across cut-off score methods and 
other sources of data (Lockwood, Halpin and McLean, 
1986). If different data sources are likely to have 
different conception of mastery and the conceptions 
cannot be reconciled then these methods may be 
inappropriate. 
Methods that Focus on Test Items. The second level in 
the taxonomy for the methods that focus on test items 
distinguishes between methods that judge the difficulty 
of test items directly or indirectly (Brennan and 
Lockwood, 1980, and Reilly, Zink, and Israelski, 1984). 
Direct judgment of item difficulty requires judges to 
consider each test item as a whole. Indirect judgment 
of item difficulty requires judges to separately 
consider distractors of each test item. 
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The third and final level in the taxonomy for the 
methods that focus on test items differentiates between 
the inclusive and exclusive definitions of minimum 
competency. Inclusive definitions, the most frequently 
used, define minimum competency as being just good 
enough (i.e., included). Exclusive definitions define 
minimum competency in terms of not good enough (i.e., 
excluded). As an example, Jaeger (1978) asked, "if a 
student does not answer this item correctly, should 
he/she be denied a high school diploma?" The denial of 
a diploma excludes examinees as not being minimally 
competent. On the other hand, one could ask if a 
student getting the item right should be given a high 
school diploma thereby including examinees as being 
minimally competent. The importance of this difference 
is the context established by the inclusive or exclusive 
nature of the definition, and the potential effect of 
the context on the judges' ratings. Judges are likely 
to be more lenient when the conception of mastery is 
stated as excluding some examinees than when the 
conception of mastery is to include some examinees. 
Methods that Focus on Examinees. For cut-off score 
methods that focus on examinees, the second level in the 
taxonomy is the number of groups involved in determining 
minimally competent performance, single-group or 
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multiple-group performance. in the single-group 
performance methods, the typical performance of a group 
of minimally competent examinees is taken as the cut-off 
score. In the multiple-group performance methods, the 
cut-off score is taken to be the intersection of the 
test score distributions of examinees identified as 
mastering or not mastering the behavioral domain of the 
test. 
The third and final level in the taxonomy for the 
methods that focus on examinees is the procedure by 
which examinees are categorized, membership by judgment 
or definition. The mastery state of an examinee can be 
estimated by having judges, who are knowledgeable of the 
examinees' achievement, classify each examinee as having 
mastered, not mastered, or are borderline between 
mastering and not mastering the behavioral domain of the 
test. Typically, instructors may be asked which 
trainees are ready for the next instructional unit or 
level, which trainees are not ready and which trainees 
they have difficulty classifying. Alternately, 
examinees can be classified by applying a common 
definition of the states of mastery. For example, Berk 
(1976) used the definition of mastery and non-mastery as 
instructed and not instructed. 
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Combination Methods. Several cut-off score methods 
employ strategies of reconciling information from a 
variety of sources in order to identify a cut-off score. 
These combination methods rely on the existence of a 
unitary conception of mastery across the various sources 
of information. Shepard (1980b) has argued for the 
existence of a single conception of mastery and that the 
various sources of information about mastery may be 
fallible. By focusing on a variety of information about 
mastery, 'the fallibility of any particular information 
would be mediated. 
The two generic methods for combination methods 
that were identified in the taxonomy differ in the 
variety of information that is considered by the judges. 
In the first generic method, judgments that focus on 
test items are reconciled with observed test item 
difficulty for a representative sample of examinees. 
Judges, in consideration of the observed difficulties, 
are allowed to change their ratings of difficulty for 
the conceived minimally-competent examinees. In the 
second generic method, a wider variety of information is 
reconciled. Judgments that focus on test items and that 
focus on examinees are reconciled with politically 
acceptable passing or failing rates. 
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-Placing Cut-Off Score Methods in the Taxonomy 
Cut-off score methods that have been reported in 
the literature were organized by the taxonomy as shown 
in Figure 2.3.1. Two comments need to be made about the 
organization. First, one of the categories in the 
taxonomy does not have corresponding examples reported 
in the literature. This empty category was included for 
completeness and to suggest an area where additional 
methods might be developed. Second, while the 
organization in the taxonomy is by similarity of the 
methods' general strategies for setting cut-off scores, 
there is variety in how the strategies within a cell of 
the taxonomy are implemented. 
2.4.1 Methods that Focus on Test Items 
The majority of the cut-off score methods focus on 
test items, use direct methods of estimating test item 
difficulty, and use inclusive definitions of minimum 
competency (Angoff, 1971; ETS, 1976; Nassif, 1978; 
Bernknopf, Curry, & Bashaw, 1979; Ebel, 1972; Skakun & 
Kling, 1980; and Cangelosi, 1984). These methods use a 
variety of strategies to implement their shared general 
method of setting cut-off scores. The methods differ in 
the rules and difficulty scales used to estimate test 
item difficulty. 
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Angoff Type Methods. Angoff's method (1971) requires 
each judge to assign a probability, inclusively between 
zero and one, to each test item that a minimally 
competent student will get the test i tern right. The 
method used by ETS (1976) , a modification of Angoff, 
used a restricted scale of probability (5, 20, 40, 60, 
75, 90, 95) for judges to indicate the difficulty of 
each test item. Nassif (1978) had judges answer yes 
(probability of one) or no (probability of zero) to the 
question if a person with minimum competency would be 
able to answer a test item correctly. Bernknopf, Curry, 
and Bashaw (1979) used a percentage scale (15, 25, 35, 
45, 55, 65, 75, 85, 95) for judges to indicate the 
difficulty of each test item for minimally qualified 
candidates. 
These different scales for specifying item 
difficulty indicate the need to consider two conflicting 
problems. First, the scale must be specified that has 
fidelity to realistically represent test item difficulty 
and does not inadvertently introduce a bias in the 
judges ratings. The conflicting problem is to 
facilitate the judges' decision processes. Some judges 
may be overwhelmed by the large number of scale points 
in some of the strategies. Any implementation of an 
Angoff type procedure must weigh the importance of 
fidelity and facility. 
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Ebel Type Methods. Ebel's method (1972) first requires 
that test items be categorized by relevance and 
difficulty, then, judges estimate the proportion of item 
in each category that a minimally competent student 
would answer correctly. Skakun and Kling (1980) sorted 
test items by a content taxonomy and estimated item 
difficulty from performance data. In a second effort, 
they added a judged relevance dimension to the content 
taxonomy. The judges' tasks in both the methods was to 
estimate the proportion of items in each cell of the 
classification that a minimally qualified candidate 
could correctly answer. Cangelosi's method (1984) is 
very similar to Ebel's method. Cangelosi has 
"participants" set the mastery level of test items by 
specifying a minimum level of performance for each test 
objective (i.e., difficulty) as a percentage correct. 
Then, participants specify the "weight" to be given each 
test objective (i.e., relevance) as a percentage of the 
total test score. 
These Ebel type methods deal with the problems of 
fidelity of the item difficulty scale and facility of 
judges ratings by grouping the items according to 
relevant similarities and then deal with similar items 
as a group. Fidelity is achieved by dealing with the 
proportion of items and facility is achieved by having 
judges work with similar items at the same time. A 
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problem, evident in the variety of these methods, is 
identifying the relevant dimensions of similarity. in 
addition, the fidelity of the proportion scale is 
dependent on the number of items in each classification 
cell. That is, if there is a small number of items in a 
cell, there are an equally small number of points on the 
proportion scale. If, for example there are three items 
in a cell, the proportion scale would be 0, 1/3, 2/3, 1. 
Thus, for these methods fidelity of the difficulty scale 
requires a large number of test items in each 
classification cell. 
Jaeger Type Methods. Jaeger's method (1978), involving 
an exclusive definition of minimally competent, asks 
judges in iterations and with normative data to answer 
the following two questions for each test item: 
"Should every high school graduate be able to 
answer this item correctly?" and "If a student 
does not answer this item correctly, should he/she 
be denied a high school diploma?" 
The answers to these two questions are converted to 
probability of zero (if either question is answered no) 
and probability of one (if both questions are answered 
yes). In Jaeger's method, judges are stratified by 
relevant background, and aggregated ratings for the set 
of test items are determined for each strata of judges. 
The minimum rating for all strata of judges is taken as 
the cut-off score. 
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Two concerns must be recognized in Jaeger's method, 
the restricted rating scale in Jaeger's method 
restricts the fidelity of the judges' ratings. In 
addition, the judges' must conceive of minimal 
competency in relation to receiving some certification, 
in this case a high school diploma. Minimum competency 
becomes the nature of the certification, what is being 
certified. This conception focuses the definition to 
the extent that what is being certified is commonly 
known by the judges. 
Nedelsky Type Methods. Nedelsky (1954) and Reilly, 
Zink, & Israelski (1984) use an indirect method of 
judging test item difficulty for minimally competent 
candidates. These two methods differ in the scale used 
to express difficulty. Nedelsky's methods asks judges 
to eliminate test item distractors, with an implied 
probability of zero or one, that a minimally competent 
student should be able to eliminate as incorrect. 
Reilly, et al. (1984) ask judges to estimate the 
probability, inclusively between zero and one, that a 
minimally competent student will be able to eliminate 
each distractor in a test item. 
Nedelsky's method has limited fidelity of item 
difficulty in the rating scale. The limit is dependent 
the number of response options for each test item. upon 
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If, for example, a test item has four response options, 
then the possible difficulty values are 1/4, 1/3, 1/2, 
1. Reilly, et al. (1984) avoid this problem by the 
assignment of probabilities to the response options. 
Each of these methods involve complex decisions about 
the distractor options of each test item and an 
understanding of the error inherent in each distractor 
option. These methods reguire well trained judges who 
have considerable content expertise. In addition, both 
methods are only applicable with multiple-choice test 
items. Performance tasks can not be rated by either 
method. 
2.4.2 Methods that Focus on Examinees 
Five cut-off score methods focus on examinees: 
Borderline-group method (Livingston and Zieky, 1982), 
Wilcox's method (1979), Huynh's method (1976), 
Contrasting-groups method (Livingston and Zieky, 1982), 
and Berk's method (1976). The Borderline-group and 
Contrasting-groups methods rely on expert judgment about 
the mastery status of the examinees. In the 
Borderline-group method, the test scores for the 
examinees judged to have domain scores at the cut-off 
score are used to establish the cut-off score for the 
test. Two types of classification errors are possible 
when using a cut-off score. True masters can be 
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misclassified as nonmasters and true nonmasters can be 
misclassified as masters. in this process of setting a 
cut-off score, preference for one type of classification 
error may be desirable over the other type of 
classification error. This preference can be reflected 
in how the cut-off score from the Borderline-group 
method is set. It may be desirable to classify all 
borderline test takers as masters or nonmasters, or some 
percentage of these test takers as masters or 
nonmasters. 
In the Contrasting-groups method, the intersection 
of the test score distributions for examinees judged to 
be masters and for examinees judged not to be masters is 
used to determine the cut-off score for the test. In a 
manner similar to the Borderline-group method, 
preference for one type of classification error over the 
other type of classification error can be reflected in 
the process of setting the cut-off score using the 
Contrasting-groups method. The cut-off score can be set 
to minimize undesirable errors. 
Berk's method (1976) also looks for the 
intersection of two test score distributions; however, 
membership in the distributions is determined by 
definition. Berk (1976) used definitions of instructed 
and not instructed for the two groups. Shepard (1984) 
has pointed out that "Although this method may seem to 
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avoid the need for judgment, in fact, choices would have 
to be made about how long the instructional period 
should be and whether to eliminate 'instructed' students 
who had not yet learned the material" (p. 183) . The 
choice and application of the definitions must involve 
judgment at least indirectly about examinees. 
Huynh's method (1976), and Wilcox's method (1979) 
were included in the taxonomy although they focus more 
on adjusting cut-off scores in view of some valued 
criterion. They do offer two suggestions for initially 
setting cut-off scores. Huynh's method employs a 
suitably chosen "external criterion to which competency 
is related." Huynh writes: "Our model provides a 
solution for the evaluation of mastery score referral 
task (referral success). It probably would be useful in 
instructional situations where objectives are of the 
hierarchical type" (p. 66). Wilcox (1979) suggests: 
"Rather than measure each examinee on some external 
variable, we compare the examinee to some suitably 
chosen control, the control being perhaps another 
examinee (or 'average' examinee) who represents a 
predetermined population of individuals. As with all 
procedures designed to determine cut-off scores, the 
approach taken here requires the careful judgment of a 
panel of experts or some other appropriately appointed 
body of individuals (p* 55). 
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2.4.3 Combination Methods 
Several composite methods for setting cut-off 
scores have been proposed (Beuk, 1982; Hofstee, 1983; 
Shepard, 1984; Popham & Yalow, 1984; Saunders &, 
Mappus, 1984; Jaeger, 1978; and McLean & Halpin, 
1984) . These methods include both judgmental 
information about the test items or tasks and the 
examinees' (or representative samples') performance on 
the test items or tasks. In addition, some methods 
include political considerations about acceptable 
passing or failing rates (Hofstee, 1983; Popham & 
Yalow, 1984; and Shepard, 1984) . Using a variety of 
information, cut-off scores are set by first looking for 
agreement among the various sources of information and 
second, if necessary, reaching a compromise between the 
various sources. While these combination methods offer 
considerable practical advantages in setting cut-off 
scores, the effects of compromise on the validity of the 
cut-off score that some testing situations may require 
is not well understood. These compromise methods must 
be used with care. 
2.5 Summary of the Taxonomy 
Each of the cut-off score methods in the taxonomy 
assumes the prior validity of (1) using a single score 
on an appropriate test to observe the mastery state of a 
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person relative to a domain of behavior, (2) a domain of 
behavior that is well specified, (3) test items or tasks 
that measure the domain of behavior, and (4) a 
definition of the mastery states. Thus, prior to 
choosing any cut-off score, the need and intended use of 
the cut-off score must be clearly understood, the 
relevant domain of behavior must be clearly identified, 
test items or tasks of appropriate quality must be 
matched to the domain of behavior, and a clear 
description of the mastery states of people relevant to 
the domain of behavior, must be well known. In this 
way, validity can be built into the selection and 
implementation of a cut-off score method. 
In order to summarize the application of the 
taxonomy to the cut-off score methods, some general 
comments can be made. First, included in the taxonomy 
are a variety of ways to conceive of mastery. Mastery, 
unlike a physical property, is not a clearly and 
universally defined state of being. It is situationally 
dependent on and requires judgment about the 
appropriateness of a definition for a specific 
application. The taxonomy shows the breadth of 
definitions and strategies that have been proposed in 
the various cut-off score methods. 
Second, within some cells, there may be a variety 
of ways to implement the appropriate definition of 
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mastery. In general, the variety found in 
implementation reflects various efforts associated with 
controlling the errors of judgment and performance that 
are inevitably part of the process in setting cut-off 
scores. Third, the variety of definition and 
implementation strategies suggests the need for the 
careful study of the appropriate applications of each of 
the cut-off score methods. Such studies should focus on 
the errors in cut-off scores in the sense of 
replicability, and appropriateness of the cut-off 
scores. 
CHAPTER III 
METHODS OF INVESTIGATION 
3.1 Purpose and Organization 
In this chapter of the study the research plans 
that were followed for investigating the errors in the 
estimation of cut-off scores are described. Errors of 
estimation of a cut-off score can arise from many 
sources which include (1) inconsistencies in judges' 
ratings, (2) inconsistencies among judges and (3) 
inconsistencies in examinees' performance. These 
inconsistencies can contribute variance to the 
estimation of a cut-off score and are best understood as 
errors of estimation. 
Three approaches for investigating the errors in 
cut-off score estimates were applied to cut-off score 
data from the Angoff and Contrasting-groups methods: 
generalizability theory, item response theory (IRT), and 
bootstrap estimation. The purpose of this investigation 
was to (1) identify the advantages of these approaches 
for estimating the errors associated with cut-off 
scores, (2) identify the important sources of errors in 
estimating cut-off scores, and (3) suggest ways that 
errors can be accounted for and possibly controlled in 
setting cut-off scores. 
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The chapter is organized around the three 
approaches for estimating errors of a cut-off score and 
the applications of these approaches to the Angoff and 
Contrasting-groups cut-off score methods. First, a 
general outline for the investigation is presented. 
Next, the approaches for estimating errors are 
described. Then, the two cut-off score methods are 
reviewed and the data to be analyzed are described. 
Finally, an outline of specific activities is presented. 
3.2 General Method of Investigation 
The general method that was used to investigate the 
errors in the estimation of cut-off scores relied on the 
comparison of results from analyses of actual and, where 
appropriate, simulated cut-off score data. The actual 
data from the Angoff and Contrasting-groups cut-off 
score methods were analyzed by the three approaches for 
estimating errors that were of interest in this 
investigation. 
For the Angoff cut-off score method, the 
application of generalizability theory estimation of 
errors in the judges' ratings replicated, in part, the 
work of Brennan and Lockwood (1980), and Kane and Wilson 
(1984). Similarly, the application of IRT models 
replicated some work of van der Linden (1982). The 
application of the bootstrap estimation of errors in 
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judges' ratings offered an alternate estimation 
procedure and was compared with the generalizability 
theory estimate as a check on the validity of these two 
procedures. 
As a further check on the validity of the 
generalizability theory estimation of errors, this 
method was applied to simulated judges' ratings that 
were consistent with results to a perfectly fitting IRT 
model. Because the simulated data controls judges' 
inconsistencies, it was expected that this estimate of 
error would be smaller than the estimate for the actual 
data. The size of the difference was of central 
interest. A similar application of the bootstrap 
estimate was not possible because this procedure 
involves the judges' mean ratings which would be 
identical for both actual and simulated data. The IRT 
method directly compares the actual data with the 
simulated, or expected data. 
The application of generalizability theory, IRT, 
and bootstrap estimation of errors in the cut-off score 
were extended to the Contrasting-groups method. In 
order to make this extension, the Contrasting-groups 
method had to be formulated to yield cut-off score 
estimates for each classroom of students. Then the 
errors in test item performance of students at the 
cut-off score for each classroom was analyzed. Again, 
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comparison between the results from generalizabi1ity 
theory and bootstrap estimation were made to check the 
validity of these procedures. 
The generalizability theory estimation was applied 
to simulated test performance data that was fit 
perfectly by an IRT model. As with the Angoff data, it 
was expected that the estimated error for the simulated 
data would be smaller than the estimate for the actual 
data. This procedure could not be accomplished with the 
bootstrap or the IRT estimate because these methods 
either focus on the mean, which is the same for both the 
actual and simulated data, or incorporate this data 
directly in the estimate procedure. 
In order to better model the actual 
Contrasting-groups cut-off score method, a second 
application of the bootstrap estimation of errors was 
conducted. In this application students judged to be 
masters or nonmasters were pooled, and a single cut-off 
score for the pooled students was determined. It was 
expected that this application would more directly 
include the errors of classifying students, than the 
first procedure. 
3.3 Approaches for Estimating Errors of a Cut-off Score 
The investigation focused on three approaches for 
estimating the errors of a cut-off score: 
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generalizabi1ity theory, item response theory (IRT) and 
bootstrap estimates. Each of these approaches is 
described below. 
3.3.1 Generalizability Theory 
The process of setting a cut-off score can involve, 
in part, the sampling of judges, test items and possibly 
examinees from their respective populations. Typically, 
a panel of judges, selected from all possible qualified 
judges (i.e., judges who meet a set of criteria required 
of qualified judges), may be asked to make judgments 
about test items or examinees. Within the constraints 
of practicality, test items may be selected from the 
larger domain of all possible test items relevant to the 
content to be measured, and examinees may be selected 
from a population of examinees to participate in a 
pilot-testing from which the cut-off score may be set, 
or they may represent fixed sets of items and examinees. 
When the cut-off score is used to make decisions about 
examinees' mastery of the domain of test items and the 
cut-off score is defined for the population of judges 
and/or examinees, variability in the cut-off score due 
to the sampling of test judges, examinees and/or items 
are potential sources of error in estimating the cut-off 
score (Kane and Wilson, 1984) . 
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Brennan and Lockwood (1980) and Kane and Wilson 
(1984) have used the framework of generalizabi1ity 
theory (Cronbach, Gleser, Nanda and Rajaratnam, 1972; 
Brennan, 1983) to investigate the errors in estimating a 
cut-off score resulting from methods that focus on test 
items. For example, the estimate of a cut-off score for 
Angoff data can be represented by a linear model as 
follows: 
where 
u + a . + i3 . +oi (3 . 
* 3 i 31 
Y . . is the estimated difficulty for minimally 
-1 competent examinees for test item i from 
judge j. 
I\i is the grand mean over samples of judges 
and test items. 
OL^ is the main effect for judges, 
8^ is the main effect for test items, and 
OL 8 ■• is the interaction between judges and test 
^1 items confounded with other residual effects. 
An analysis of variance (ANOVA) of the judges' 
ratings of test items, with items crossed with judges, 
can be used to obtain unbiased average estimates of the 
variances of the main effects and interactions. The 
computer program BMDP8V was used to obtain these 
estimates (Dixon, 1985). The variance estimates can 
then be adjusted for the sample sizes of judges and 
items being used. The summary table for this analysis 
is outlined in Table 3.3.1 
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In this way, the variance across a sample of 
several judges can be analyzed. The error variance of 
judges reflects the inconsistency of estimations among 
the several judges and is given as 
°2(Xr) = o2( r) + a2(ri)/ni 
where the variance estimates are as defined in Table 
3.3.1. The error variance for test items reflects the 
differences of judgments among the test items and is 
given as 
a2(Xi) = a 2 ( i) + a2(ri)/nr 
where the variance estimates are as defined in Table 
3.3.1. This variance may not be attributable to error 
of estimation of the cut-off score if the test items are 
expected to be substantially different in difficulty or 
if they constitute a total population of items. The 
differences in difficulty will contribute to differences 
in judgments about the test items and generalization may 
not be desired to a population of test items. 
The usual assumption of random sampling for ANOVA 
is applicable to this analysis. Brennan (1983) makes 
the following comment about the reasonableness of this 
assumption: 
"... In short, there is considerable precedent for 
random sampling assumptions in many statistical and 
psychometric theories. To say that such 
assumptions are idealized to some extent is hardly 
a compelling reason to reject them categorically, 
particularly in generalizability theory where the 
central focus is on generalization from a sample of 
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conditions of measurement to a universe of 
conditions of measurement. Such generalizations 
will be flawed to some extent when random sampling 
assumptions are violated, but abandoning such 
assumptions usually precludes the possibility of 
making generalizations to a universe of conditions 
of measurement" (p. 121). 
Generalizability theory does not embrace the use of 
statistical F test for significance. In generaliz¬ 
ability theory the estimation of variance components is 
the central focus of analysis. Thus, the usual 
assumptions associated with the F test are not 
necessarily required. The actual application of 
generalizability theory to the two data sets is 
described in section 3.4 • 
3.3.2 Item Response Theory 
Van der Linden (1982) reported the use of item 
response theory (IRT) to estimate the intrajudge 
consistency of Angoff and Nedelsky cut-off score data. 
IRT postulates a mathematical description of test item 
performance in relationship to the ability of the 
examinee. Generally, the higher the ability of the 
examinee, the higher the probability the examinee will 
correctly answer a test item. IRT provides mathematical 
models of the function relating ability to the 
probability of a correct test item response (usually 
called an item characteristic curve). 
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If the strong assumptions of IRT can be met by the 
test item data, then several advantages can be gained by 
using the resulting ability scale to compare judges' 
ratings and student performance. These assumptions are: 
1. unidimensionality of the domain of test items, 
2. local independence of test item responses, and 
3. probability of item success as a function of 
ability can be represented by a mathematical 
curve (for example, logistic functions). 
While the one-, two-, and three-parameter models 
were applied to the test data in this research, the more 
general three-parameter model was employed in the 
investigation of errors. The three-parameter logistic 
model can be represented as follows: 
P . 1 W ■ ci + 11 - ci> 1 t e-Da.(0 
- bi> 
p. (0) is the probability that an examinee with 1 ability level 0 gets the ith test item 
correct, 
ai is the discrimination parameter of 
the ith 
test item, 
bi is the difficulty parameter of 
the ith test 
item, 
c . is the guessing parameter of the ith test 1 item, and 
D is 1.7 (a scaling factor) 
(Hambleton and Swaminathan, 1985). 
The LOGIST program was used to obtain maximum likelihood 
estimates of the item parameters (Wood, Wingersky, and 
Lord, 1976) . 
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Van der Linden (1982) outlined steps for using irt 
models to analyze intrajudge consistency in the Angoff 
and Nedelsky cut-off score methods. The IRT model is an 
approximation of the actual data that is being modeled. 
If the model satisfactorily fits the data, then the 
model can provide a framework for placing test items, 
examinees, and cut-off scores on the same ability scale. 
In this way, the resulting scale of ability can be used 
to compare judges ratings and minimally-competent 
examinee test performance. 
Figure 3.3.1a shows graphically how a cut-off score 
reported on the test score scale can be mapped onto the 
ability scale. In this figure, a cut-off score obtained 
from Angoff or Contrasting-groups methods, for example, 
can be placed on the ability scale by using the test 
characteristic curve (TCC). Figure 3.3.1b shows how the 
test item difficulties are determined for candidates at 
the cut-off score. Using the item characteristic curves 
and the ability score (0Q) associated with the cut-off 
score (0 q), the expected test item difficulty for 
examinees at this ability level can be determined. P^, 
P^, and P^ are interpreted as the expected percent of 
these examinees passing items one, two and three, 
respectively. 
The actual (judged or determined) test item 
difficulties for minimally competent examinees can be 
Figure 3.3.1 Relating Cut-off Scores to an IRT 
Ability Scale (a) and Determining 
Estimated Test Item Difficulty from 
Item Characteristic Curves (b) 
(a) 
Domain Score 
Scale 
(p0= cut-off 
score) 
(b) 
Item Difficulty 
Scale 
(Pi> P2 > P3 
are the 
respective item 
di f f i cul ti es 
f0r iterns 1,2,3 
for examinees 
with ability 
equal to 0q. 
1 
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compared to the IRT expected difficulties. 
Inconsistencies in judgments and/or test performance 
that are inherent in the actual test item difficulties 
but are not contained in the IRT expected difficulties 
can be isolated if the IRT model fits the examinees test 
data. Van der Linden (1982) has suggested a statistic 
that summarizes for each judge the inconsistencies 
between actual and expected test item difficulty for 
examinees with ability at the cut-off score. This 
statistic is fully defined later in this chapter. 
3.3.3 Bootstrap Estimates 
Efron (1982) has introduced the notion of a boot¬ 
strap estimate of variance of a statistic, a resampling 
technique. Generally, the statistic of interest (the 
cut-off score, for example) is estimated from a sample 
drawn from a population of interest (judges and/or 
examinees). The sample is assumed to be representative 
of the population from which it is drawn and that the 
distribution of scores from which the statistic arises 
is proportional across intervals to the population 
distribution. That is, the sample is a scaled reduction 
of the population. Given this assumption then, a second 
random sample of the same size is drawn with replacement 
from the first sample. The statistic of interest is 
estimated from this second sample. This process is 
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repeated a large number of times (two hundred times, for 
example). The variance of the statistic is then 
estimated from these bootstrap replications where the 
variance is defined as: 
VAR(S) 
B 
b=l 
S.) 2 
where is bootstrap replication for time b, 
S. is the mean of the bootstrap replications, 
B is the number of replications (usually 200 or 
more). 
Efron (1982) says of this procedure, "Good simple ideas, 
of which the bootstrap is a prime example, are our most 
precious intellectual commodity, so there is no need to 
apologize for the easy mathematical level. The 
statistical ideas run deep, sometimes over our head at 
the current level of understanding" (p. 1). 
Two assumptions are required by the bootstrap 
estimates. First, the original sample must be 
representative of the population from which it is drawn. 
It is from this sample that the population will be 
conceptualized. This is a very reasonable assumption to 
make and underlies most uses of a sample. The second 
assumption is that the bootstrap replications are 
symmetrically, independently and identically 
distributed. Again, this is not an unreasonable 
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assumption given the approach of sampling with 
replacement. 
Efron and Tibshirani (1986) have reported the proof 
of the theorem that "(t)he jackknife estimate of 
standard error equals [n / (n-l)]1/2 times the bootstrap 
estimate of standard error for 6" (p. 73) They further 
report that the jackknife relies on a linear 
approximation to the standard error estimate and thus, 
some estimating efficiency may be lost. Thus, the 
bootstrap is likely to be as good an estimator and 
possibly better in terms of efficiency. 
The bootstrap estimation procedure has been applied 
to several problems for which the correct variance of 
the statistic has been known theoretically (Efron, 1982; 
Efron and Stein, 1981; Efron and Gong, 1983; Freedman, 
1981; Oldford, 1985; Weinberg, Carroll & Cohen, 1984). 
The estimates that have been obtained have in general 
been accurate. Thus, there is reasonable expectation 
that this technique can be applied to estimating the 
variance in cut-off scores. The application of the 
bootstrap estimates to Angoff and Contrasting-groups 
cut-off score methods is discussed later in this 
chapter. 
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3.4 Application of Error Estimation ApprnarhpC 
to Two Cut-off Score Methods 
The three approaches for estimating errors of a 
cut-off score were applied to data from an application 
of the Angoff and Contrasting-groups methods. in order 
to describe the specific activities that were used in 
this investigation, the following discussion is offered. 
This discussion is organized around the two cut-off 
score methods and the application of the three 
approaches for estimating errors. There were six 
related combinations of methods and approaches in the 
investigation as outlined in Table 3.4.1. The first 
three analyses, related to the Angoff cut-off score 
method, and the last three analyses, related to the 
Contrasting-groups method are discussed separately. In 
each discussion, the actual sample of cut-off score data 
and the plan for simulating data are described. Then, 
specific steps for the analyses are discussed. Finally, 
the method for comparing and reporting the results are 
described. 
3.4.1 Angoff Cut-off Score Data 
The Angoff cut-off score data were obtained from a 
nursing certification examination that was developed and 
implemented by Professional Examination Service (PES). 
The examination consists of three subtests of 71, 146, 
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Table 3.4.1 
Combinations of Cut-off Score 
Methods and Approaches to 
Estimating Errors 
Approach to Cut-off Score Method 
Estimating Errors Angoff Contrasting-groups 
Generalizabi1ity Analysis 1 Analysis 4 
Theory 
Item Response Analysis 2 Analysis 5 
Theory 
Bootstrap 
Estimates 
Analysis 3 Analysis 6 
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and 32 test items, respectively. For the application in 
this dissertation, only the first subtest was used. 
All of the test items are in a four option, 
multiple-choice format. Complete test data was 
available for 1551 examinees from the spring 1985 
testing. The test items in all subtests measured 
Patient care, management of materials, personnel and 
services, and ethics. 
PES used a modification of the Angoff method for 
setting a cut-off score for this examination. Judges 
indicate the expected difficulty for a minimally- 
competent examinee by marking an appropriate response on 
a six-point scale that corresponded to probabilities of 
(15%, 30%, 45%, 60%, 75%, and 90%). Cut-off score data 
was available from seven judges for all of the test 
items in the examination. While PES uses a two-step 
procedure to resolve large differences between the 
judges' ratings, only the initial ratings, reflecting 
independent consideration of the test items by the seven 
judges, were used in this investigation. 
The analyses of this Angoff data were compared with 
analyses of simulated data that controlled for 
inconsistencies in judgments. Inconsistencies can occur 
due to random variations in judges' ratings or the 
systematic bias for harder or more lenient cut-off 
scores. The random variations in judges' ratings are an 
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important source of error variation in the cut-off 
score. However, the bias in judges' ratings can be 
viewed as reflecting errors or true differences. 
There are two paradigms that can lead to simulated 
data of consistent judges' ratings for the Angoff 
cut-off score method. First, judges can be conceived of 
as replications of a single "true" judge where 
differences in the estimation of the cut-off score, the 
distribution of estimates of the cut-off score, 
represent errors in judgments from one occasion to the 
next. Alternately, the distribution of cut-off score 
estimates can be conceived as reflecting true 
differences of opinion among the judges. From this 
conception, differences in the judges' estimates of the 
cut-off score do not reflect errors of estimation. This 
research followed the latter paradigm. 
The method for simulation of consistent data relied 
on fitting an IRT model to test data. From the 
appropriate IRT model, the test characteristic curve, 
the function relating test scores to scaled ability, was 
used to map the judges' cut-off score estimates onto the 
ability scale. This mapped ability (0Q) was the cut-off 
score on the ability scale corresponding to a minimally 
competent examinee. Referencing this ability score 
(0Q), the test item difficulties were determined from 
the item characteristic curves, the functions relating 
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ability to the probability of correctly answering test 
items. Figure 3.3.1 graphically describes this process 
of simulation. The result of this simulation was 
Angoff-like ratings that were consistent with examinee 
test performance. 
The specific steps that were followed in the 
various analyses are presented next. 
Analysis 1: Generalizability Theory Approach. This 
analysis was, in part, a replication of the approach 
described by Brennan and Lockwood (1980) , and Kane and 
Wilson (1984) . The inclusion of the simulated data 
extended the interpretation of this method. The 
specific steps of analysis were: 
1. Obtained the matrix of simulated judges' ratings 
from the IRT model as described above. 
2. Ran an ANOVA using BMD8V (Dixon, 1985) with judges 
crossed with test items on the actual data and the 
simulated data. 
3. Identified the three variance components of the 
total variance, variance due to judges, items and 
interaction of judges and items. These components 
were estimated as follows: 
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o 2(j) = [MS(j) - MS(ji)] / ni 
a2(i) = [MS(i) - MS(ji)] / n. 
a 2 ( ji) = MS ( ji) 
where a (j) is the variance component due to judges, 
2 
° (i) is the variance component due to items, 
a (ji) is the variance component for 
interaction between judges and items. 
the 
MS(j), MS(i) and MS(ji) are the mean square 
estimates for the three variance 
components, and 
ni and n- are the number of items and number 
of judges, respectively. 
Identified the appropriate variance components that 
constitute errors in the estimation of the cut-off 
score holding test items fixed and compared these 
components in the actual data with the simulated 
data. 
Analysis 2: Item Response Theory Approach. This 
analysis was a replication of the approach described by 
van der Linden (1982) : 
1. 
2. 
Fitted a three-parameter IRT model to 
data and determined goodness of model-data 
Hambleton and Swaminathan, 1985). 
Mapped the Angoff cut-off score for each 
the ability scale () using 
characteristic curve. 
the actual 
fit (see 
judge onto 
the test 
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3. Using the ability scale value for the cut-off score 
(0Qi) and the test item parameter estimates, 
determined the estimated probabilities for correct 
answers for examinees at . 
Oi * 
4. The index of consistency, reported by van der Linden 
(1982) was calculated for each judge. This index is 
defined as: 
where is the index of consistency for judge i, ‘ 
M is the average (across items) of the maximum 
absolute difference between the actual and 
estimated probability of a correct response to 
each test item (i.e., when the actual 
probability is zero or one), and 
Ei is the average (across items) of the absolute 
difference between the actual and estimated 
probability of a correct response to each test 
item for judge i. 
5. The index of consistency for a judge reflects the 
degree to which the average absolute error of 
judgment is large or small. Large values of CL near 
one are obtained when errors of judgment are small 
and low values of CL near zero are obtained when 
errors of judgments approach the maximum erros of 
judgment possible given the best-fitting 
characteristic curves. 
item 
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Analysis—3j-Bootstrap Estimation Approach. This 
approach involves the most general analysis of errors in 
cut-off scores including errors related to both 
inconsistency within and across judges. These 
inconsistencies contribute variance to the cut-off score 
estimates. The specific steps in the analysis were: 
1. Calculated the cut-off score estimates for each 
judge from the judges' Angoff ratings and the 
simulated Angoff data. 
2. Drew a sample of judges, the same size as the 
original sample, from the original sample with 
replacement. 
3. Calculated the average cut-off score. 
4. Repeated steps two and three, two hundred times. 
5. Calculated the variance of the cut-off scores for 
the two hundred bootstrap replications. 
6. Compared the estimate of error variance associated 
with the cut-off scores for the actual data with the 
generalizability theory estimate. 
3.4.2 Contrasting-groups Cut-Off Score Data 
As a component of the promotion/retention system in 
the Dallas (Texas) Independent School District 
domain-referenced tests for selected curriculum 
objectives were developed by panels of district 
A modified form of the domain specification teachers. 
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procedures outlined by Hambleton and Eignor (1980) was 
employed in this development. The resulting domain 
specifications were reviewed by district curriculum and 
measurement staffs and by a panel of measurement 
specialists outside the district. Test items, developed 
from the domain specifications, were reviewed for 
compliance with the specifications and were tested with 
a sample of students in the district. From this testing 
system, one test, Third-grade Mathematics, was of 
interest in this dissertation. The Third-grade 
Mathematics test contained 57 test items and measured 
skills related to numeration, addition, subtraction, 
word problems, multiplication, time, money and 
fractions. 
In order to establish a cut-off score for this 
test, sixteen teachers were asked to indicate the 
progress of each of their students following instruction 
on all of the curriculum objectives measured by the 
test. They indicated progress as (a) sufficient 
progress in mathematics to be promoted, (b) not 
sufficient progress in mathematics to be promoted, and 
(c) it is difficult to make a decision about whether or 
not to promote this student. The first and second 
categories were used to identify master and nonmaster 
students. From these ratings 278 students were 
identified as masters, 70 students were identified as 
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nonmasters and 41 students were identified that were 
difficult to make a decision about. 
The test performance of the master and nonmaster 
students in each classroom and in total were then 
compared. The distributions of decision accuracy across 
all possible cut-off scores were determined for each 
classroom and the total sample. Decision accuracy was 
defined as the proportion of students who were correctly 
classified by their test scores in relationship to the 
teachers' ratings of mastery. 
To facilitate the analyses of this Contrasting- 
groups data, it was necessary to conceive of the process 
of setting a cut-off score as involving groups of 
examinees within the total sample. That is, the 
teachers were asked to indicate which of their students 
were masters and which were nonmasters of the domain of 
content of interest. Each teacher judged a different 
classroom group of students. While these classroom 
groups of students were pooled into a total sample to 
estimate the cut-off score, an important source of 
variance is the teachers' judgments about the students. 
Teachers who inconsistently judge the mastery status of 
their students contribute test score distributions of 
their students to the total sample that are likely to 
overlap to a greater extent than teachers who carefully 
and consistently judge their students' mastery states. 
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The point here is that the sampling frame for these 
analyses, then, will be the classroom group of students. 
Focusing the analysis on the classroom groups of 
students, the Contrasting-groups cut-off score for each 
classroom group was determined. There was a unique 
cut-off score estimate for each classroom group. For 
each estimated cut-off score the test item difficulties 
for the examinees within two score points of the cut-off 
score were determined. In this way, each classroom 
group had an estimated cut-off score and a vector of 
test item difficulties that represented examinee 
performance at the estimated cut-off score. In 
addition, the cut-off score for the total group, pooling 
all classrooms, was determined. This cut-off score was 
used with the bootstrap estimate in order to more 
realistically model the typical application of the 
Contrasting-groups method. 
Following the general scheme for analyses and 
extending these analyses to the Contrasting-groups 
method, simulated or expected data were generated to 
parallel the actual data. The inconsistencies of 
interest to these analyses that needed to be controlled 
in the simulated data related to the performance of 
students identified as masters or nonmasters on the test 
items. Test item data were simulated parallel to the 
actual data for the examinees, controlling the 
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inconsistency of performance. As with the Angoff data, 
an IRT model was used to generate the desired data. 
Specifically, the entire sample of examinees was 
used to fit an IRT model to their test performance. 
Parameters for each test item, and ability for each 
examinee were estimated. Then, for each classroom group 
of students in the sample, the Contrasting-groups 
cut-off score was determined. This set of cut-off score 
estimates was translated to corresponding ability scores 
using the test characteristic curve. Then, the expected 
test item difficulties for each cut-off score estimate 
were determined from the item characteristic curves. 
The following outline presents the specific steps 
that were followed in this investigation. 
Analysis 4: Genera 1izabi1ity Theory Approach. This 
analysis extended the approach described by Brennan and 
Lockwood (1980), and Kane and Wilson (1984) to the 
Contrasting-groups cut-off score method. In order to 
accomplish this analysis, it was necessary to conceive 
of the Contrasting-groups method in terms of an 
appropriate ANOVA model. In general, and specifically 
for the actual data to be analyzed, one judge (teacher) 
describes the mastery status of a classroom group of 
examinees while other teachers judge the mastery status 
of their own students. The examinees are then tested. 
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The test score distributions are used to set a cut-off 
score. The average performance of examinees in the 
total sample at the estimated cut-off score was used to 
estimate the variance of the cut-off score for the 
several classroom groups. That is, the classroom group 
by test item difficulty data for examinees at the 
estimated cut-off scores can be used in an ANOVA design 
as described in Section 3.3. The estimate of a cut-off 
score for Contrasting-groups data can be represented by 
a linear model as follows: 
y = n + a . + /3. + a/3. . 
3 *31 
where /x is the grand mean over samples of classroom 
groups and test items, 
(Yj is the main effect for classroom groups, 
is the main effect for test items, and 
aPji is the interaction effect of classroom groups 
and test items. 
The summary table for this analysis is similar to the 
analysis outlined in Table 3.3.1 where judges are 
replaced by classroom groups. The specific steps of 
analysis were: 
1. Calculated the estimated cut-off score for each 
classroom group using actual and simulated data. 
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2. Determined the item difficulties for each classroom 
group at its estimated cut-off score for the actual 
and simulated data. 
3. Ran ANOVA using BMD8V (Dixon,1985) with classroom 
groups crossed with item difficulties for the 
estimated cut-off scores on the actual and simulated 
data. 
4. Identified the three variance components of the 
total variance, variance due to classroom groups, 
items and interaction of classroom groups and items. 
These components were estimated as follows: 
a2 (j) = [MS (j ) - MS(ji) ] / ni 
a2 (i) = [MS (i) - MS(ji) ] / n. 
a2(ji) = MS(ji) 
where a 2 (j) is the variance component due to classroom 
groups, 
a 
2 (i) is the variance component due to items, 
a2(ji) is the variance component for the 
interaction between classroom groups and 
items, 
n. 
l 
MS(j), MS(i) and MS(ji) are the mean square 
estimates for the three variance 
components, and 
and n- are the number of items and number 
of classroom groups, respectively. 
5. Identified the appropriate variance components that 
constituted errors in the estimation of the cut-off 
score holding test items fixed and compared these 
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components in the actual data with the simulated 
data. 
Analysis 5: Item Response Theory Approach. This 
analysis extended the approach described by van der 
Linden (1982) to the Contrasting-groups method. This 
approach made use of simulated data in the analysis of 
consistency of the cut-off score for each classroom 
group of examinees. The specific steps were: 
1. Fitted a three-parameter IRT model to the actual 
data and determined goodness of model-data fit (see 
Hambleton and Swaminathan, 1985). 
2. Mapped the Contrasting-groups cut-off score for each 
classroom group onto the ability scale (0q^) using 
the test characteristic curve. 
3. Using the ability scale value for the cut-off score 
(0 Qi) and the test item parameter estimates, 
determined the estimated probabilities for correct 
answers for examinees at 
4. The index of consistency, reported by van der Linden 
(1982) was calculated for each classroom group. 
This index is defined as: 
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where is the index of consistency for classroom group 
M is the average (across items) of the maximum 
absolute difference between the actual and 
estimated probability of a correct response to 
each test item (i.e., when the actual 
probability is zero or one), and 
Ei the average (across items) of the absolute 
difference between the actual and estimated 
probability of a correct response to each test 
item for classroom group i. 
5. The index of consistency for a classroom group 
reflects the degree to which the average absolute 
error of estimation is large or small. Large values 
of near one are obtained when errors of estimate 
are small and low values of near zero are 
obtained when errors of estimate approach the 
maximum errors of estimate possbile given the 
best-fitting item characteristic curves. 
Analysis 6; Bootstrap Estimation Approach. This 
approach involves the most general analysis of errors in 
cut-off scores including errors related to both 
inconsistency of judges and examinees. These 
ineonsistencies contribute variance to the cut-off score 
estimates. The specific steps in the analysis were: 
1. Calculated the cut-off score for each classroom by 
first determining the decision accuracy for all 
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possible cut-off scores and choosing the cut-off 
score with the largest decision accuracy. 
2. Drew a sample of the same number of classrooms as 
the original sample from the original sample of 
classrooms with replacement. 
3. Calculated the average cut-off score. 
4. Repeated steps two and three, two hundred times. 
5. Calculated the variance of the cut-off scores for 
the two hundred bootstrap replications. 
6. Compared the bootstrap estimate of error variance 
associated with the cut-off scores with the 
generalizability theory estimate. 
A second application of the bootstrap estimate of 
errors in the Contrasting-groups cut-off score was made 
as follows: 
1. Drew a sample of the same number of classrooms as 
the original sample with replacement. 
2. Pooled the students identified as masters and 
nonmasters. 
3. Calculated the decision accuracy for each possible 
cut-off score. 
4. Selected the cut-off score that had the maximum 
decision accuracy. The median cut-off score was 
selected for the cut-off scores that had equivalent 
maximum decision accuracy. 
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5. Repeated steps one through four, two hundred times. 
6. Calculated the variance of the cut-off scores for 
the two hundred bootstrap replications. 
3.5 Reporting Errors in Cut-off Scores 
An important part of this investigation was the 
reporting of errors that were found in estimates of 
cut-off scores • Errors are likely to occur due to 
inconsistencies and biases in judgments and/or test 
performance. Knowing where such errors occur and the 
magnitude of the errors should lead to a better 
understanding of the effects of such errors on the 
estimated cut- off score and how such errors can be 
controlled. 
Reporting strategies that (1) focus on alerting 
judges to their own inconsistencies and biases and that 
(2) focus on summarizing the effects of errors on the 
estimated cut-off scores are recommended. In order to 
aid judges in the process of setting a cut-off score or 
identifying master and nonmaster examinees, interactive 
reports that flag inconsistencies and bias were 
developed. Such reports are useful in aiding judges to 
reconsider or refocus their judgments about test items 
or examinees. 
The second strategy of summarizing the effects of 
errors on the estimated cut-off scores was intended to 
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serve as a method for reporting to the users 
decisions, the expected accuracy of the 
Specific methods for reporting such accuracy 
are recommended in the last chapter. 
of the test 
decisions. 
information 
CHAPTER IV 
RESULTS FROM THE INVESTIGATION 
4.1 Introduction 
The results from the investigation of errors in 
cut-off scores using generalizabi1ity theory, 
item-response theory (IRT), and bootstrap estimates are 
presented in this chapter. The two major sections of 
the chapter correspond to the two sets of test data that 
were analyzed: Professional Exam Service's (PES) 
Nursing Certification Examination and the Dallas 
Independent School District's Third-Grade Mathematics 
Test. Within each major section, the test of interest 
is statistically described and the fit of IRT models is 
discussed. Next, the specific cut-off score methods 
that were implemented are described. The final three 
sub-sections present the results of the three methods 
used to investigate the errors in the cut-off scores. 
4.2 Professional Exam Service's Certification 
Examination 
Professional Exam Service's (PES) Nursing 
Certification Examination is used to certify nursing 
personnel in relation to five content areas: patient 
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care, management of materials, personnel, and services, 
and ethics. The examination is divided into three 
sub-tests, each measuring all five content areas. The 
first sub-test, consisting of 71 test items, was chosen 
for investigation. All test items were four-option 
multiple-choice questions with one correct answer. 
Responses to the 71 test items were obtained from 1551 
candidates in the Spring of 1985. 
In addition, the Angoff cut-off score method was 
implemented by PES to establish the cut-off score for 
making pass/fail decisions. Angoff ratings were 
obtained from seven judges on each of the 71 test items. 
These ratings were obtained on a six-point scale 
corresponding to the following probabilities: .15, .30, 
.45, .60, .75, and .90. 
4.2.1 Certification Examination Descriptive 
Statistics and IRT Fit Statistics 
The performance of the candidates on the 
certification examination is summarized in Tables 4.2.1 
and 4.2.2. As can be seen from the mean, standard 
deviation, and distribution of test scores, the 
examination was relatively easy for most examinees. The 
mean was 51.4 (about 72 percent correct) with a standard 
deviation of 6.6. The test score distribution was 
negatively skewed. 
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Table 4.2.1 
Descriptive Statistics and Exam-Score 
Distribution for the Certification 
Examination Scores 
Number of Test Items 71 
Number of Examinees 1551 
Mean Test Score 51.43 
Standard Deviation 6.56 
Raw 
Score 
Percent 
Correct 
Score 
Frequency Cumulative 
Percent 
24 .34 1 .00 
25 .35 3 .00 
26 .37 0 .00 
27 .38 0 .00 
28 .39 0 .00 
29 .41 1 .00 
30 .42 2 .00 
31 .44 0 .00 
32 .45 6 .01 
33 .46 2 .01 
34 .48 5 .01 
35 .49 6 .02 
36 .51 11 .02 
37 .52 14 .03 
38 .54 16 .04 
39 .55 20 .06 
40 .56 21 .07 
41 .58 17 .08 
42 .59 24 .10 
43 .60 38 .12 
44 .62 47 .15 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
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Table 4.2.1 (continued) 
Descriptive Statistics and Exam-Score 
Distribution for the Certification 
Examination Scores 
Percent 
Correct Frequency Cumulative 
Score Percent 
.63 
.65 
.66 
.68 
.69 
.70 
.72 
.73 
.75 
.76 
.77 
.79 
.80 
.82 
.83 
.84 
.86 
.87 
.89 
.90 
.92 
.93 
.94 
27 
69 
66 
61 
59 
79 
97 
106 
113 
103 
97 
88 
84 
81 
52 
53 
29 
20 
13 
11 
6 
2 
1 
.17 
.21 
.26 
.29 
.33 
.38 
.45 
.51 
.59 
.65 
.72 
.77 
.83 
.88 
.91 
.95 
.97 
.98 
.99 
.99 
1.00 
1.00 
1.00 
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Table 4.2.2 
Certification Exam Item Statistics 
(N = 1551) 
Test 
Item 
Proportion 
Correct 
Biserial 
Correlation 
1 .70 .16 
2 .59 .35 
3 .86 .42 
4 .82 .35 
5 .79 .34 
6 .93 .18 
7 .80 .34 
8 .80 .48 
9 .69 .43 
10 .79 .31 
11 .75 .14 
12 .53 .29 
13 .59 .27 
14 .46 .31 
15 .57 .32 
16 .78 .30 
17 .86 .23 
18 .62 .37 
19 .66 .24 
20 .75 .42 
21 .83 .14 
22 .94 .34 
23 .64 .37 
24 .71 .40 
25 .79 .19 
Absolute-Valued 
Content Standardized 
Category Residuals 
1-P 2-p 3-P 
1 1.39 .67 .67 
1 .58 .65 .61 
1 1.19 .49 .59 
2 .77 .72 .66 
2 .64 .72 .74 
1 .89 .63 .60 
2 1.16 .79 .84 
2 1.65 .57 .26 
1 1.10 .48 .20 
1 .53 .60 .57 
2 1.09 .34 .44 
1 1.20 1.05 1.10 
2 .68 .67 .61 
3 .55 .74 .72 
1 .85 .90 .91 
1 .90 .92 .90 
4 .97 1.01 1.06 
1 .87 .83 .70 
2 1.35 .62 .83 
1 .85 .33 .35 
1 1.16 .68 .86 
3 .45 .74 .67 
5 .98 .81 .91 
1 .82 .85 .73 
1 .95 .84 .69 
■^Content Categories: 1 = Patient Care 
2 = Management - Materials 
3 = Management - Personnel 
4 = Management - Services 
5 = Ethics 
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Table 4.2.2 (continued) 
Certification Exam Item Statistics 
Absolute-Valued 
Test 
Item 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
Proportion 
Correct 
Biserial 
Correlation 
Content 
Category 
Standardized 
Residuals 
1-p 2-p 3-p 
.99 .14 1 1.16 .68 .86 
.41 .22 1 1.28 .85 .88 
.56 .32 1 1.00 .66 .60 
.67 .20 1 .74 .62 .67 
.81 .34 1 .68 .75 .91 
.87 .37 1 1.04 1.09 1.03 
.66 .31 1 .89 .80 .92 
.71 .33 1 .61 .95 1.20 
.77 .23 3 .72 .99 .85 
.75 .35 2 .49 .63 .59 
.87 .30 3 .68 .68 .68 
.62 .34 5 .82 .47 .43 
.95 .23 3 .72 1.18 1.10 
.41 .33 1 .82 .73 .37 
.71 .27 1 .86 .54 .58 
.57 .23 1 .78 .42 .47 
.88 .27 4 .66 .74 .70 
.84 .46 1 1.61 .70 .89 
.72 .36 2 .57 .71 . 68 
.67 .26 1 .90 . 66 . 65 
46 .77 .39 
47 .90 .52 
48 .81 .37 
49 .87 .45 
50 .53 .30 
51 .84 .47 
52 .52 .24 
53 .77 .32 
54 .56 .37 
55 .52 .18 
.80 .92 .83 
1.41 .96 1.08 
.73 1.23 1.08 
1.06 .49 .70 
.86 1.13 1.06 
1.53 .36 .41 
.76 .40 .39 
.52 1.04 .95 
.66 .88 .78 
1.43 1.21 1.10 
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Table 4.2.2 (continued) 
Certification Exam Item Statistics 
Test 
Item 
Proportion 
Correct 
Biserial 
Correlation 
Content 
Category 
Absolute-Valued 
Standardized 
Residuals 
1-p 2-p 3-p 
56 .56 
.28 4 
.45 .59 .70 57 .84 
.26 1 .73 .69 .71 
58 .88 
.33 4 .82 .75 .70 
59 .84 .27 2 .76 .85 .68 
60 .60 
.21 1 .86 .61 .60 
61 .49 
.24 1 .91 1.03 1.05 
62 .87 .42 1 .90 .98 .92 
63 .79 .30 3 .77 .55 .60 
64 .40 .20 1 1.28 .87 .70 
65 .59 .42 5 1.02 .79 .75 
66 .72 .27 5 .86 .58 .67 
67 .82 .46 1 1.29 .85 .80 
68 .88 .17 2 .80 .42 .51 
69 .65 .24 1 .70 .61 .64 
70 .90 .22 2 1.09 1.11 1.07 
71 
o
 
00
 
.
 
.21 5 .88 .67 .71 
Average .72 .53 .90 .75 .74 
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The reliability (internal consistency measured by 
the Kuder-Richardson Formula 20) was .71 and was 
somewhat lower than might be expected for a test of 71 
items. The individual test item statistics, the 
relatively high proportion correct (p-values) and the 
relatively low biserial correlations (r-values) 
reflected the overall easiness of the test and the low 
reliability. 
Table 4.2.2 also contains the absolute-valued 
standardized residuals which were obtained from the 
one-, two-, and three- parameter item response test 
models for each test item. The standardized residuals 
were calculated by dividing the IRT ability scales for 
the one-, two-, and three-parameter models into twelve 
equal intervals between -3.0 and +3.0. For each 
interval the difference between the actual performance 
and the expected item performance assuming model-data 
fit for examinees in the interval were calculated. The 
difference was then divided by the standard error 
associated with the expected item difficulty for 
candidates in the ability group. The absolute value of 
the result was used to compare the magnitude of the 
standardized residuals obtained from fitting the three 
logistic IRT models. Table 4.2.3 summarizes these 
absolute-valued standardized residuals for each model. 
It is evident from these data that the two- and 
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Table 4.2.3 
Summary of the Absolute-Valued Standardized Residuals 
With Three Item Response Theory Models for the 
Certification Examination Data 
Percent (and Number) of 
Absolute-Valued Standardized Residuals 
IRT Interval Interval Interval Interval 
Model 0 to 1 1 to 2 2 to 3 over 3 
1-p 61.38 
(523) 
30.52 
(260) 
7.04 
(60) 
1.06 
(9) 
2-p 70.42 
(600) 
26.53 
(226) 
2.93 
(25) 
0.12 
(1) 
3-p 70.19 
(598) 
26.53 
(226) 
2.93 
(25) 
0.35 
(3) 
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three-parameter models are better in fitting the data 
than the one-parameter model although differences among 
the models were small compared to the differences that 
have been reported for other data sets (see, for 
example, Hambleton & Swaminathan, 1985) . This finding 
is due probably to the minimal role of guessing in exam 
performance and the relatively similar discriminating 
powers of the test items. 
In order to check the dimensionality of the data 
and model-data fit, the absolute-valued standardized 
residuals were examined by content areas measured by 
the 71 test items. If the certification exam is 
unidimensional and the IRT models fit the data, then the 
patterns of relatively large and small residuals should 
be expected to be similar across the five content areas. 
If the patterns are different, there is evidence of the 
multi-dimensionality or lack of model fit of the data. 
The extent of difference in the patterns can be tested 
by a X statistic where the expected patterns are 
proportional to the overall pattern of relatively large 
and small residuals for the 71 test items. Table 4.2.4 
shows that the null hypothesis of no differences among 
the content areas in terms of their fit cannot be 
rejected for the two-, and three-parameter models. The 
reversed patterns of residuals in some content areas for 
the one-parameter model reflect the lack of model-data 
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fit more than a problem of multi-dimensionality. The 
one-parameter model does not account for differences 
(although small) in test item discrimination. in 
addition, if multi-dimensionality did exist in the data, 
then the two- and three-parameter models would also 
result in rejection of the null hypothesis. The 
critical value of .80 for separating the absolute-valued 
standardized residuals was chosen to minimize the number 
of non-zero cells in the table, and is otherwise 
arbitrary. 
From these data, the two- or three-parameter IRT 
models appear to provided slightly better model-data fit 
to certification examination data than the one-parameter 
model. The three-parameter IRT model was chosen over 
the two-parameter IRT model because of a desire to work 
with the most general of the IRT models. 
4.2.2 Statistical Description of Angoff and 
Simulated Angoff Ratings 
The initial set of Angoff ratings from the seven 
judges for the 71 test items are summarized in Table 
4.2.5. The judges indicated their ratings of the test 
items on a six-point scale of item difficulty: .15, 
.30, .45, .60, .75, .90). The exam cut-off scores 
ranged from 56 percent (for judges 1, 4, and 6), to 70 
percent (for judge 7). The average cut-off score across 
the seven judges was 62 percent. 
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Table 4.2.5 
Angoff Ratings of Item Difficulty 
for Minimally Competent Examinees 
Test 
Item 1 2 3 
Judge 
4 5 6 7 
Average 
Rating 
1 .75 .75 .60 .75 .60 .60 .75 .686 
2 .90 .75 .90 .75 .60 .60 .60 .728 
3 .60 .60 .45 .45 .75 .60 .75 .600 
4 .75 .75 .60 .90 .75 .60 .60 .706 
5 .90 .60 .60 .60 .60 .75 .75 .686 
6 .30 .90 .75 .75 .75 .45 .45 .621 
7 .60 .60 .75 .60 .45 .45 .60 .579 
8 .45 .90 .90 .75 .75 .60 .60 .706 
9 .45 .60 .75 .60 .60 .45 .45 .556 
10 .45 .60 .90 .60 .60 .45 .90 .643 
11 .60 .45 .45 .45 .60 .60 .75 .556 
12 .45 .45 .75 .45 .60 .45 .75 .556 
13 .45 .60 .45 .60 .60 .45 .75 .556 
14 .60 .60 .60 .60 .60 .60 .75 .621 
15 .75 .75 .90 .75 .60 .60 .75 .728 
16 .45 .75 .60 .75 .60 .60 .90 .664 
17 .45 .60 .60 .60 .60 .60 .90 .621 
18 .45 .75 .60 .45 .60 .60 .90 .621 
19 .60 .75 .75 .30 .75 .60 .75 .643 
20 .45 .60 .75 .45 .60 .60 .75 .600 
21 .60 .60 .90 .60 .60 .60 .60 .643 
22 .75 .75 .60 .45 .60 .45 .75 .621 
23 .45 .45 .60 .60 .60 .45 .75 
.557 
24 .75 .75 .90 .75 .75 .45 .90 
.750 
25 .60 .75 .60 .45 .60 .60 .75 
.621 
^"Ratings were converted as follows: 1 
2 
3 
4 
5 
6 
.15 
.30 
.45 
.60 
.75 
.90 
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Table 4.2.5 (continued) 
Angoff Ratings of Item Difficulty 
for Minimally Competent Examinees 
Test 
Item 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
Judge 
1 2 3 4 
.60 .60 .90 .60 
.45 .60 .75 .60 
.75 .60 .60 .60 
.45 .45 .45 .30 
.75 .75 .75 .60 
.45 .75 .75 .45 
.45 .60 .75 .60 
.60 .75 .60 .60 
.45 .60 .75 .30 
.45 .60 .45 .60 
.45 .45 .30 .15 
.45 .60 .60 .45 
.75 .90 .90 .60 
.60 .75 .45 .60 
.45 .75 .90 .60 
.60 .75 .90 .60 
.60 .45 .90 .45 
.45 .75 .45 .45 
.90 .60 .45 .15 
.60 .75 .60 .30 
.60 .90 .90 .75 
.60 .45 .30 .60 
.60 .60 .75 .60 
.60 .75 .75 .90 
.75 .75 .75 .60 
.75 .75 .60 .60 
.45 .60 .75 .30 
.45 .60 .60 .60 
.45 .75 .60 .60 
.30 .60 .45 .30 
Average 
5 6 7 Rating 
.75 .60 .90 .707 
.60 .60 .75 .621 
.60 .60 .75 .643 
.60 .45 .75 .514 
.60 .45 .75 . .664 
.60 .60 .90 .643 
.60 .30 .60 .600 
.60 .60 .90 .664 
.60 .60 .60 .557 
.60 .75 .45 .557 
.30 .45 .45 .364 
.60 .60 .30 .514 
.60 .75 .90 .771 
.60 .60 .60 .600 
.75 .60 .75 .686 
.60 .60 .60 .664 
.60 .45 .75 .600 
.60 .60 .45 .536 
.45 .45 .60 .514 
.60 .45 .90 .600 
.60 .60 .90 .750 
.75 .60 .75 .578 
.75 .60 .60 .643 
.75 .60 .75 .728 
.60 .60 .75 .686 
.60 .75 .60 .664 
.60 .60 .75 .578 
.60 .45 .90 .600 
.60 .45 .75 .600 
.60 .60 .60 .493 
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Table 4.2.5 (continued) 
Angoff Ratings of Item Difficulty 
for Minimally Competent Examinees 
Test 
Item 1 2 3 
Judge 
4 5 6 7 
Average 
Rating 
56 .30 .45 .45 .15 .30 .45 .60 .386 57 .60 .75 .75 .75 .75 .60 .60 .686 58 .30 .60 .90 .75 .75 .60 .75 .664 59 .45 .75 .90 .60 .60 .60 .90 .686 6D .45 .60 .60 .60 .60 .75 .90 .643 
61 .45 .45 .60 .45 .60 .60 .60 .536 
62 .60 .75 .60 .60 .60 .60 .45 .600 
63 .45 .75 .75 .60 .60 .75 .75 .664 
64 .45 .60 .75 .60 .60 .60 .75 .621 
65 .75 .45 .60 .60 .60 .60 .75 .621 
66 .75 .75 .45 .60 .60 .60 .60 .621 
67 .60 .60 .45 .60 .60 .45 .60 .557 
68 .60 .60 .45 .75 .60 .60 .60 .600 
69 .45 .75 .60 .60 .60 .45 .60 .578 
70 .45 .60 .45 .75 .75 .45 .75 .600 
71 .75 .60 .75 .60 .75 .60 .60 .664 
Sum of 
Item 39.8 
Ratings 
46.0 47.0 40.0 44.0 40.0 50.0 43.9 
Cut-off 
Score 56% 65% 66% 56% 62% 56% 70% 62% 
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Using the cut-off score obtained for each judge, 
and the examination characteristic curve, the 
corresponding cut-off score for each judge on the 
ability scale was obtained. Then with each judge's 
cut-off score on the ability scale, the expected item 
difficulties for an examinee at the cut-off score (the 
minimally-competent examinee) was obtained from the item 
characteristic curves. This procedure is explained 
graphically in Figure 3.3.1. 
The resulting expected item difficulties are 
reported in Table 4.2.6. These data, the judge's Angoff 
ratings and the expected item difficulties, were used in 
the applications of the three methods for investigating 
errors in the cut-off score. 
4.2.3 Application of Generalizability 
Theory to the Angoff Ratings 
The results of a two-way ANOVA of the seven judges' 
Angoff ratings to the 71 exam items are reported in 
Table 4.2.7. The simulated ratings are reported in 
Table 4.2.8. From these data, estimates of the variance 
of the cut-off score can be made. Of concern to this 
analysis are the appropriate populations to which 
generalizations are to be made. Because the 71 items 
constitute a "total" test, it was decided that 
generalizations would not be made to a population of 
test items. Generalizations would be made only to the 
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Table 4.2.6 
Expected Item Difficulties for 
Minimally Competent Candidates 
Judge's Cut-off Score 
Test 56% 62% 65% 66% 70% 
Item (Judges 1, 4, 6) (Judge 5) (Judge 2) (Judge 3) (Judge 7 
1 .64 .66 .67 .68 .69 
2 .36 .41 .45 .48 .54 
3 .66 .75 .79 .81 .86 
4 .65 .71 .75 .77 .81 
5 .61 .68 .71 .73 .78 
6 .89 .91 .91 .92 .93 
7 .62 .68 .72 .74 .78 
8 .47 .58 .65 .69 .78 
9 .42 .49 .55 .58 .66 
10 .64 .69 .72 .74 .78 
11 .71 .72 .73 .73 .75 
12 .36 .40 .43 .45 .49 
13 .43 .47 .50 .52 .56 
14 .28 .31 .34 .35 .40 
15 .37 .42 .46 .48 . 53 
16 .64 .69 .72 .73 .77 
17 .78 .81 .83 .84 .86 
18 .38 .44 .48 .51 .57 
19 .53 .57 .59 .61 . 64 
20 .50 .58 .63 .67 .73 
21 .78 .79 .80 .81 .82 
22 .86 .90 .92 .93 .94 
23 .39 .45 .50 .53 . 60 
24 .45 .53 .58 .61 .68 
25 .70 .73 .74 .75 .77 
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Table 4.2.6 (continued) 
Expected Item Difficulties for 
Minimally Competent Candidates 
Judge’s Cut-off Score 
Test 56% 62% 65% 66% 70% 
Item (Judges 1, 4, 6) (Judge 5) (Judge 2) (Judge 3) (Judge 7) 
31 .71 .77 .81 .83 .86 
32 .48 .53 .57 .59 .63 
33 .51 .57 .61 .64 .69 
34 .66 .69 .71 .73 .75 
35 .54 .61 .65 .67 .73 
36 .75 .79 .82 .83 .86 
37 .40 .46 .49 .52 .58 
38 .91 .93 .94 .94 .95 
39 .24 .26 .28 .30 .34 
40 .56 .61 .63 .65 .69 
41 .45 .48 .50 .52 .55 
42 .79 .83 .85 .86 .88 
43 .60 .70 .75 .78 .84 
44 .49 .56 .61 .64 .69 
45 .54 .58 .60 .62 .65 
46 .53 .61 .66 .69 .75 
47 .71 .80 .85 .87 .91 
48 .62 .69 .73 .76 .80 
49 .67 .75 .80 .83 .87 
50 .34 .39 .42 .44 .48 
51 
52 
53 
54 
55 
.58 
.39 
.60 
.34 
.43 
.68 
.42 
.66 
.39 
.45 
.74 
.44 
.69 
.43 
.47 
.78 
.46 
.71 
.45 
.48 
.84 
.49 
.75 
.51 
.50 
56 
57 
58 
59 
60 
.39 
.74 
.75 
.73 
.48 
.44 
.78 
.80 
.77 
.51 
.46 
.80 
.83 
.79 
.53 
.48 
.81 
.85 
.81 
.55 
.52 
.84 
.88 
.83 
.58 
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Table 4.2.6 (continued) 
Expected Item Difficulties for 
Minimally Competent Candidates 
Judge's Cut-off Score 
Test 56% 62% 65% 66% 70% 
Item (Judges 1, 4, 6) (Judge 5) (Judge 2) (Judge 3) (Judge 7) 
61 .35 .38 .41 .42 .46 
62 .68 .76 .80 .83 .87 
63 .65 .70 .73 .74 .78 
64 .29 .31 .33 .34 .37 
65 .29 .35 .39 .43 .51 
66 .57 .61 .64 .66 .70 
67 .54 .65 .71 .71 .81 
68 .85 .86 .87 .87 .88 
69 .52 .56 .58 .60 .63 
70 .84 .86 .87 .88 .89 
71 .72 .75 .76 .77 .79 
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population of judges. In addition, this population was 
conceived to be infinite in size. Thus, the appropriate 
variance model of the cut-off score was 
a 2 (X | I) = a 2 ( j ) / nj + a 2 ( j i) / n^ 
(Brennan and Lockwood, 1980). 
The estimated standard error for the judge's Angoff 
ratings was 2.1% (variance of .00046) as compared with 
the estimated standard error for the simulated Angoff 
ratings, which was also 2.1% (variance of .00043). 
Clearly there is very little difference between the two 
data sets and the error estimates are very small. 
4.2.4 Application of IRT Index of Intrajudge 
Consistency to the Angoff Ratings 
The results of the application of the IRT index of 
intrajudge consistency are presented in Table 4.2.9. The 
indices show very little difference among the judges' 
levels of consistency. The indices ranged between .73 
(for Judge 4) and .79 (for Judge 5). The index 
indicates consistency for values close to one and 
inconsistence for values near zero. Thus, even for the 
lowest value of .73 there is an indication of 
consistency in the ratings of exam items. 
The analysis of each exam item's contribution to 
the index of consistency, the difference between the 
judge's rating of item difficulty and the expected item 
difficulty for minimally-competent candidates, is 
Table 4.2.9 
IRT Indices of Intrajudge Consistency 
Judges 
Maximum 
Possible 
Absolute 
Error (M) 
Average 
Absolute 
Error (E) 
Index of 
Intrajudge 
Consistency 
1 .65 .17 .74 
2 .69 .15 .78 
3 .70 .18 .74 
4 .65 .18 .73 
5 .67 .14 .79 
6 .65 .16 .76 
7 .72 .18 .76 
Mean .68 .16 .76 
1Index = 1 - (E / M) 
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presented in Table 4.2.10. These data can be used to 
identify those exam items where each judge provided an 
inconsistent rating. For example, Judge 4, with the 
lowest index of consistency, had thirty-two item ratings 
that exceeded the arbitrarily chosen maximum acceptable 
error of 1.201. On the other hand. Judge 5, the most 
consistent, had nineteen item ratings that are different 
by 1.201 or more. Continuing the example, a list of the 
thirty—two items can be identified for Judge 4 that have 
relatively large differences and are indicated by 
asterisks in the table. In actual practice, these 
items, and similar lists for the other judges would need 
to be reconsidered by the judges. 
In Table 4.2.10 there were four test items where 
the errors for all judges exceeded 1.201 : items 14, 15, 
36, and 50. Again, in a standard-setting procedure, 
these test items would warrant additional review by the 
judges and test developers. 
4.2.5 Application of Bootstrap Estimates 
to the Angoff Ratings 
The bootstrap estimate is a resampling plan for the 
estimation of the standard error of a statistic (Efron & 
Tibshirani, 1986). This estimate relies on a large 
number of bootstrap replications of the statistic of 
interest. Bootstrap replications are obtained by 
sampling with replacement from the original empirical 
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sample from which the statistic of interest arises. 
From a large number of bootstrap replications, the same 
size as the original empirical sample, the variance of 
the calculated statistics and the associated standard 
error, can be estimated. 
For application to the estimate of the standard 
error of the Angoff cut-off score, two hundred bootstrap 
replications were drawn with replacement. Each 
bootstrap sample had seven 'judges.' The mean of the 
200 bootstrap samples was 62% with a standard error of 
2.0% (variance of .00040). The distribution of samples 
was approximately normal with kurtosis and skewness near 
zero (.011 and .019, respectively). These results 
compare very closely to the results of the 
generalizability theory estimates of standard error of 
2.1% (variance of .00046). 
4.3 Dallas Independent School District's 
Third-Grade Mathematics Test 
The Dallas Independent School District's (DISD) 
Third-Grade Mathematics Test (referred to throughout 
this chapter as the DISD Mathematics Test) is used as 
one source of information about the promotion or 
retention of students. The test measures minimum skills 
in the DISD third-grade mathematics curriculum. These 
skills include the following skill areas: numeration, 
addition, subtraction, word problems, multiplication, 
100 
time, money and fractions. The test consists of 57 
four-option multiple-choice questions with one correct 
answer. Responses from a pilot administration of the 
test were available for 397 students in sixteen classes. 
The sixteen teachers were asked to indicate which 
of their students had made sufficient progress in 
mathematics to be promoted, had not made sufficient 
progress to be promoted, or were difficult to make a 
decision about whether or not to promote. The teachers 
identified 278 promotable students, 70 not promotable 
students and 41 'borderline' students. The promotable 
and not promotable students were of interest because 
these groups are used to set cut-off scores with the 
Contrasting-groups method. However, for the purposes of 
fitting IRT models and obtaining test score 
distributions, all students (389) were included in the 
analyses. 
4.3.1 Statistical Description and IRT Models 
for DISD Third-Grade Mathematics Test 
The performance of the students on the DISD 
Mathematics Test is summarized in Tables 4.3.1 and 
4.3.2. The test was easy for most students. The mean 
was 42.69 of 57 test items (about 74 percent correct) 
with a standard deviation of 3.16. The test score 
distribution is negatively skewed. 
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Table 4.3.1 
Descriptive Statistics and Test-Score Distribution 
for the DISD Third-Grade Mathematics Test Scores 
Number of Test Items 57 
Number of Examinees 389 
Mean Test Score 42.69 
Standard Deviation 3.16 
Raw 
Score 
Percent 
Correct 
Score 
Frequency Cumulative 
Percent 
11 .19 2 .01 
12 .21 1 .01 
13 .23 0 .01 
14 .24 2 .01 
15 .26 1 .02 
16 .28 1 .02 
17 .30 4 .03 
18 .32 2 .03 
19 .33 3 .04 
20 .35 1 .04 
21 .37 5 .06 
22 .38 0 .06 
23 .40 4 .07 
24 .42 1 .07 
25 .44 3 .08 
26 .46 6 .09 
27 .47 3 .10 
28 .49 1 .10 
29 .51 6 .12 
30 .53 3 .13 
31 .54 5 .14 
32 .56 3 . 15 
33 .58 4 .16 
34 .60 9 .18 
35 .61 7 .20 
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Table 4.3.1 (continued) 
Descriptive Statistics and Test-Score 
for the DISD Third-Grade Mathematics 
Distribution 
Test Scores 
Raw 
Score 
Percent 
Correct 
Score 
Frequency Cumulative 
Percent 
36 
.63 3 
.21 
37 
.65 20 
.26 
38 
.67 6 
.27 
39 
.68 12 
.30 
40 
.70 15 
.34 
41 
.72 13 
.38 
42 
.74 12 
.41 
43 .75 14 
.44 
44 .77 12 
.47 
45 .79 20 
.52 
46 .81 17 .57 
47 
.82 18 .61 
48 .84 18 .66 
49 .86 23 .72 
50 .88 18 .77 
51 .89 19 .81 
52 .91 20 .87 
53 .93 13 .90 
54 .95 13 .93 
55 .96 15 .97 
56 .98 10 1.00 
57 1.00 1 1.00 
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The reliability (internal consistency measured by 
the Kuder-Richardson Formula 20) is .92. The easiness 
and relatively high reliability is reflected in the test 
item statistics, proportion correct (p-values) and 
biserial correlations (r-values) reported in Table 
4.3.2. 
Also contained in Table 4.3.2 are the 
absolute-valued standardized residuals for each test 
item from the one-, two-, and three-parameter item 
response test models. The standardized residuals were 
calculated after dividing the IRT ability scale into 
equal intervals so that every interval contained at 
least one examinee. The ability scale for the 
one-parameter model was divided into nine intervals 
between -3 and +2. The ability scales for the 
two-parameter and three-parameter models were divided 
into twelve intervals between -3 and +3. Table 4.3.3 
summarizes the absolute-valued standardized residuals. 
It is evident from these data that the three-parameter 
IRT model fits the test data best. 
In order to check the dimensionality of the test 
data and model-data fit, the absolute-valued 
standardized residuals were examined by skill areas 
measured by the 57 test items. Table 4.3.4 shows that 
the null hypothesis of no differences between content 
areas could not be rejected for the one-, two- and 
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Table 4.3.2 
DISD Third-Grade Mathematics Test 
Item Statistics 
(N = 389) 
Test 
Item 
Proportion 
Correct 
Biserial 
Correlation 
Content. 
Category 
Absolute-Valued 
Standardized 
Residuals 
1-p 2-p 3-p 
1 .95 .57 1 .25 .70 .70 
2 .95 
.64 1 .70 .62 .58 
3 .94 .71 1 .65 .39 .45 
4 .93 .52 1 .81 .54 .54 
5 .87 .53 2 .60 .47 .43 
6 .90 .70 2 .60 1.28 .85 
7 .79 .65 2 .80 1.03 .90 
8 .73 .56 2 .69 .64 .60 
9 .85 .77 2 .79 .73 .73 
10 .87 .64 2 1.13 1.26 1.27 
11 .84 .69 2 .61 .50 .57 
12 .92 .71 2 .91 .89 .79 
13 .85 .59 2 .56 .39 .41 
14 .83 .61 2 .96 .64 .80 
15 .54 .53 2 .64 .55 .50 
16 .84 .63 2 .42 .45 .32 
17 .78 .68 2 .46 .70 .75 
18 .81 .58 2 .78 .68 .66 
19 .77 .71 2 .68 .47 .50 
20 .73 .68 2 .43 .53 .49 
^Content Categories: 1 = Numeration 
2 = Addition 
3 = Subtraction 
4 = Word Problems 
5 = Multiplication 
6 = Time 
7 = Money 
8 = Fractions 
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Table 4.3.2 (continued) 
DISD Third-Grade Mathematics Test 
Item Statistics 
Absolute-Valued 
Test Proportion Biserial Content Standardized 
Item Correct Correlation Category Residuals 
1-p 2-p 3-p 
21 .61 .70 
22 .64 .64 
23 .52 .62 
24 .78 .70 
25 .68 .74 
26 .74 .65 
27 .62 .74 
28 .83 .68 
29 .81 .49 
30 .78 .66 
31 .74 .68 
32 .75 .62 
33 .64 .65 
34 .69 .60 
35 .55 .60 
36 .53 .50 
37 .47 .42 
38 .68 .53 
39 .52 .46 
40 .62 .40 
41 .56 .42 
42 .95 .62 
43 .89 .80 
44 .87 .84 
45 .91 .81 
46 .54 .49 
47 .72 .63 
48 .77 .65 
49 .70 .35 
50 .76 .64 
3 .88 .43 .50 
3 .68 .76 .49 
3 1.52 1.56 .88 
3 .78 .51 .67 
3 .80 .57 .56 
3 .89 .53 .45 
3 .94 .64 .68 
3 .55 .57 .49 
4 1.20 .77 .78 
4 .48 .64 .71 
4 1.02 .66 .50 
4 .75 1.16 1.13 
4 .54 .75 .66 
4 .47 .52 .40 
4 .96 .76 .78 
4 .64 .52 .35 
4 .63 .72 .93 
4 .71 .55 .55 
4 .86 .46 .40 
4 .97 .84 .86 
4 1.05 .40 .38 
5 .87 .64 .67 
5 .88 .94 .69 
5 .72 1.03 .84 
5 .70 .52 .43 
6 .80 .78 .74 
6 .44 .70 .60 
6 .49 .28 .34 
6 1.51 .49 .59 
7 .46 .73 .65 
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Table 4.3.2 (continued) 
DISD Third-Grade Mathematics Test 
Item Statistics 
Test 
Item 
Proportion 
Correct 
Biserial 
Correlation 
Content 
Category 
Absolute-Valued 
Standardized 
Residuals 
1-p 2-p 3-p 
51 .76 .56 7 .77 .67 .59 
52 .81 .60 7 .44 .80 .74 
53 .68 .53 7 .97 1.03 .98 
54 .76 .49 8 .85 .50 .30 
55 .64 .45 8 1.15 .99 1.09 
56 .74 .58 8 1.03 1.09 1.26 
57 .76 .50 8 .97 .88 .68 
Average .75 .61 .77 .70 .65 
Table 4.3.3 
Summary of the Absolute-Valued Standardized Residuals 
With Three Item Response Theory Models for DISD 
Third-Grade Mathematics Test 
Percent (and Number) of 
Absolute-Valued Standardized Residuals 
IRT 
Model 
Interval 
0 to 1 
Interval 
1 to 2 
Interval 
2 to 3 
Interval 
over 3 
1-p 69.98 24.17 3.90 1.95 
(359) (124) (20) (10) 
2“P 77.49 18.71 2.63 1.17 
(530) (128) (18) (8) 
3-p 77.92 19.15 2.19 0.73 
(533) (131) (15) (5) 
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three-parameter models. From these data and because of 
a desire to work with the most . general of the IRT 
models, the three-parameter mode 1 was chosen for the 
remaining analyses. 
4.3.2 Statistical Description of Contrasting-groups 
and Simulated Contrasting-groups Data 
In order to apply the generalizabi1ity theory and 
IRT intraclassroom consistency index to the 
Contrasting-groups data, the cut-off score for each 
classroom was determined. Classrooms with less than 
four students identified as nonmasters were excluded 
from the analyses because cut-off scores could not be 
determined adequately for these classrooms. A total of 
seven classrooms were excluded; nine classrooms were 
analyzed. 
The cut-off scores for the nine classrooms were 
determined by first calculating the decision accuracy of 
the test for each classroom at each possible cut-off 
score. Decision accuracy for the ith classroom at the 
jth cut-off score was defined as 
where PNh • 
FNM^ j 
n . 
l 
DA^ = (PMij + FNMi-) / ni 
number of masters passed at the jth 
cut-off score in the ith classroom. 
number of nonmasters failed at the jth 
cut-off score in the ith classroom. 
number of masters and nonmasters m the 
ith classroom. 
110 
The cut-off score resulting in the highest level of 
decision accuracy was selected as the cut-off score. if 
more than one cut-off score produced the highest level 
of decision accuracy then the median of these cut-off 
scores was selected as the cut-off score. Table 4.3.5 
presents the decision accuracy statistics for each of 
the nine classrooms at all possible cut-off scores. In 
addition decision accuracy at each possible cut-off 
score is reported for the combined sample (n=397). The 
cut-off scores for the nine classrooms ranged from 25 
(44%) for classroom 13 to 37 (65%) for classroom 14. In 
addition, the last column of Table 4.3.5 reports the 
distribution of decision accuracy for the total sample 
of master and nonmaster (348) students from the sixteen 
classrooms. The cut-off score to maximize decision 
accuracy was 32 (56%). 
For each classroom, the item difficulty (p-value) 
for students, in the sample of 389 students, scoring at 
the classroom's cut-off score or up to two score points 
above or below was determined. (The width was widened 
around the cut-off scores to increase sample size.) 
These data are presented in Table 4.3.6. These data 
were analyzed by generalizability theory, IRT 
intraclassroom consistency and bootstrap estimates of 
errors. 
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In addition, the cut-off score for each of the nine 
classrooms was translated into an ability level using 
the test characteristic curve from the three-parameter 
IRT model. Then, the expected item difficulty for each 
test item at the ability level corresponding to a 
classroom's cut-off score was determined. These data 
are reported in Table 4.3.7. 
4.3.3 Application of Generalizabi1ity Theory 
to the DISD Contrasting- ■groups Data 
The results of a two-way ANOVA of the nine 
classrooms ' item difficulty for students at each 
classroom'; s cut-off score and the simulated i tern 
difficulty from the IRT model with item difficulty 
crossed with classrooms are reported in Tables 4.3.8 and 
4.3.9. From these data, estimates of the standard error 
of the cut-off score were made. As with the Angoff data 
previously reported, interest in this investigation was 
for generalizations to the population of classrooms for 
a fixed test of 57 items. The appropriate variance 
model of the cut-off score was 
o2(X I I) = a 2(c) / nc + a2(ci) / ncni 
(Brennan and Lockwood, 1980). 
The estimated standard error for the classroom's 
item difficulty was 2.6% (variance of .00069). The 
estimated standard error variance for the simulated item 
difficulty was 2.4% (variance of .00058). Clearly, 
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there is more error variance in the classroom's item 
difficulty than in the .expected item difficulty, 
although the variance is small. 
4.3.4 Application of IRT Index of 
Intraclassroom Consistency to 
the DISD Contrasting-groups Data 
The results of the application of the IRT index of 
intraclassroom consistency are presented in Table 
4.3.10. The indices vary between .83 (for classroom 3) 
and .94 (for classrooms 13 and 14), indicating a high 
degree of consistency of the classroom's item 
difficulties and the expected item difficulties. 
The analysis of each test item's contribution to 
the index of consistency, the difference between the 
classroom's item difficulty and the expected item 
difficulty at the classroom's cut-off score, is 
presented in Table 4.3.11. This data supports the 
conclusion of intraclassroom consistency. Classroom 3 
had 10 items with differences greater than or equal to 
1.201 , and this classroom had the lowest index of 
consistency (.83). There was no systematic pattern of 
inconsistency among the test item differences in the 
nine classrooms. 
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Table 4.3.10 
IRT Indices of Intraclassroom Consistency 
for DISD Third-Grade Mathematics Test 
Classrooms 
Maximum 
Possible 
Absolute 
Error (M) 
Average 
Absolute 
Error (E) 
Index of 
Intrajudge . 
Consistency 
3 .67 .11 .83 
4 .67 .10 .85 
7 .67 .08 .88 
8 .67 .10 .85 
9 .68 .09 .86 
11 .69 .08 .89 
12 .69 .08 .89 
13 .71 .04 .94 
14 .71 .04 .94 
Mean .68 . o
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4.3.5 Application of Bootstrap Estimates 
to the DISD Contrasting-groups Data 
For application to the estimate of the standard 
error of the DISD Contrasting-groups data, two hundred 
bootstrap samples were drawn with replacement. Each 
bootstrap sample contained nine classrooms. The mean 
cut-off score of the bootstrap samples was 58% with a 
standard error of 2.0% (variance of .00038). The 
distribution of samples was approximately normal with 
kurtosis of .155 and skewness of -.118. These results 
can be compared with the results of the generalizability 
theory estimate of standard error of 2.6% (variance of 
.00069). The bootstrap estimate had a smaller standard 
error than the generalizability theory estimate. 
A limitation of the procedures that were required 
to apply generalizability theory and IRT index of 
consistency to the Contrasting-groups method was that 
the errors of classification of students by teachers was 
only indirectly reflected in the performance of students 
at the cut-off score for the classroom. The bootstrap 
estimate in a second application was used to more 
directly include the errors of classification in the 
estimation of the standard error of the cut-off score. 
The Contrasting-groups cut-off score method usually 
pools the students identified as masters and the 
students identified as nonmasters across classrooms. 
for the pooled samples of students The decision accuracy 
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is calculated for each possible cut-off score. The 
score associated with the maximum decision accuracy is 
selected as the cut-off score. 
These usual procedures were implemented in a 
bootstrap estimate of the standard error of the cut-off 
score. Two hundred bootstrap replications of sixteen 
classrooms were drawn with replacement. Because the 
classrooms had unequal numbers of students, the 
resulting bootstrap replications had unequal numbers of 
students. The decision accuracy for each possible 
cut-off score in each bootstrap replication was 
calculated and the cut-off score associated with maximum 
decision accuracy was determined. 
The average cut-off score for the two hundred 
bootstrap replications was 53% with a standard error of 
5.9% (variance of .00347). The distribution of 
bootstrap replications had kurtosis of -1.161 and 
skewness of .084. The distribution is somewhat flatter 
than a normal distribution. 
In comparison to previous estimates of the error of 
the DISD Contrasting-groups data, the second bootstrap 
estimate of error (5.9%) was somewhat larger than the 
generalizabi1ity theory estimate (2.6%) and the first 
bootstrap estimate (2.0%). The second bootstrap 
estimate clearly includes the errors of classification. 
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4.4 Summary 
In order to summarize the results 
investigation of errors in cut-off scores the 
points can be made. 
For the PES Angoff data: 
1. The generalizabi1ity theory and bootstrap estimate 
provided very similar estimates of the standard 
error of the cut-off score for the fixed sample of 
test items. 
2. The IRT index of consistency provided useful 
information about which judges were more consistent 
than other judges. 
3. A review of the difference between a judge's 
ratings and expected item difficulty at each 
judge's estimated cut-off score provided 
information about which test items a judge was 
inconsistent in rating. 
4. Systematic inconsistencies of most or all of the 
judges can also be detected with the IRT method. 
For the DISD Contrasting-groups data: 
1. The generalizabi1ity theory and the first bootstrap 
estimate provided similar estimates of the standard 
error of the cut-off score for the fixed sample of 
of the 
following 
test items. 
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The IRT index of consistency provided information 
about the consistency of students' test performance 
at the cut-off scores for the classrooms. This 
information only indirectly reflects the 
consistency of the teachers' judgments of student 
mastery. 
The analysis of the differences between students' 
test performance and the expected test performance 
at the classrooms' cut-off scores provided 
information about which items student performance 
was inconsistent. 
There were no systematic differences identified in 
the differences between students' test performance 
and the expected test performance. Large 
differences between student performance and 
expected performance appeared to be random. 
The second application of the bootstrap estimate, 
to more realistically model the usual 
Contrasting-groups cut-off score method, provided 
an average cut-off score with a larger estimate of 
error than the generalizabi1ity theory or first 
bootstrap estimates. The second bootstrap estimate 
more directly included the error variance 
associated with teachers' classification of 
students to mastery states. 
CHAPTER V 
CONCLUSIONS, RECOMMENDATIONS AND SUGGESTIONS 
FOR FURTHER RESEARCH 
5.1 Introduction 
The purpose of this study was to investigate 
psychometric methods for estimating and identifying 
errors in Angoff and Contrasting-groups cut-off score 
data. Specifically the study involved the application 
of generalizabi1ity theory, IRT, and bootstrap 
estimation procedures to data from implementations of 
the Angoff and Contrasting-groups cut-off score methods. 
The general strategy was to focus first on the Angoff 
data and replicate, in part, the application of the 
generalizabi1ity theory estimation procedures of Brennan 
and Lockwood (1980), and Kane and Wilson (1984), and 
replicate the application of IRT procedures introduced 
by van der Linden (1982) . In addition, the bootstrap 
estimation procedure (Efron, 1982) was applied to the 
Angoff data. 
All three methods were then applied to the 
Contrasting-groups cut-off score data. In order to 
extend the application of generalizabi1ity theory and 
IRT to the Contrasting-groups data, a cut-off score was 
determined for each classroom where possible. The 
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average test. performance for examinees at each 
classroom's cut-off score was analyzed by all three 
methods. Further, the bootstrap procedure was applied 
to a more typical Contrasting-groups procedure where 
students were pooled across classrooms prior to 
determining the cut-off score. Application of 
generalizabi1ity theory and IRT procedures to the more 
typical Contrasting-groups procedure was not possible. 
In this chapter, the conclusions from the study are 
presented. Recommendations for how the methods for 
identifying errors with standard-setting data can be 
incorporated into the process of setting a cut-off score 
follow. Finally, suggestions for further research are 
discussed in the final section. 
5.2 Conclusions 
In this study, attention was focused on 
understanding how errors in Angoff and Contrasting- 
groups cut-off scores can be detected. The 
investigation focused on three methods: general- 
izability theory, IRT index of consistency and bootstrap 
estimates. The following conclusions can be drawn from 
the investigation. 
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For the Angoff cut-off score method: 
1. It was assumed that the generalizabi1ity theory 
estimate would provide a good estimate of the 
standard. It was expected that this error estimate 
could then be used as a basis for evaluating the 
bootstrap estimate. In previous research, 
generalizabi1ity theory had been shown to provide 
an unbiased estimate of the standard error (Brennan 
and Lockwood, 1980; and Kane and Wilson, 1984). In 
this investigation, generalizabi1ity theory 
provided a reasonable estimate. In addition, the 
generalizability theory and bootstrap estimates 
provided very similar estimates of the standard 
error of the mean of the judges' ratings. Both 
methods appear to be useful for providing an 
estimate of the standard error. 
2. Both the IRT index of consistency and the analysis 
of differences between judges' ratings and expected 
test item difficulty for examinees at the cut-off 
score provide information that can be used to 
identify judges who are inconsistent in their 
ratings and the items they are inconsistent on. 
Such information has the potential for providing 
feedback to judges about their inconsistencies, and 
providing a basis for them to reconsider their 
ratings and possibly make changes. 
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For the Contrasting-groups cut-off score method; 
1. While generalizability theory and bootstrap 
estimates provided similar estimates of standard 
errors, the estimates did not directly reflect the 
errors teachers made in classifying students as 
masters or nonmasters. Teachers' classification of 
students are not directly analyzed by this method. 
Errors in classification only influence the 
location on the test score distribution where 
consistency of students' test performance was 
analyzed. 
2. The IRT index of consistency and the analysis of 
differences between students' test item difficulty 
and expected item difficulty for the classroom 
derived cut-off scores provided information about 
which cut-off scores resulted in more or less 
consistent estimates of test item difficulty. As 
with generalizability theory and bootstrap 
estimates, this information did not directly 
reflect the errors of classification of students. 
3. An alternate procedure for the bootstrap estimate 
of the standard error of the cut-off score that 
more closely models the usual application of the 
Contrasting-groups cut-off score method provided an 
improved estimate of the standard error of the 
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cut off score. This estimate directly reflects the 
teachers' consistency (or inconsistency) in the 
classification of students. 
4. The decision accuracy of the classroom cut-off 
scores can be used to identify teachers who are not 
very accurate in assigning students to mastery 
states. Such information can be useful to identify 
who may need more training, or in some cases, who 
should repeat the rating activity. 
The three methods for investigating errors in 
cut-off scores can be compared. The generalizabi1ity 
theory and bootstrap estimates provided very similar 
estimates of the standard errors. In order to implement 
the generalizability theory estimate it is necessary to 
select an ANOVA model that adequately represents the 
cut-off score data and to have an adequate procedure for 
analyzing the data. This is not a trivial problem. In 
this investigation, the Contrasting-groups cut-off score 
method could not be adequately modeled for 
genera 1izabi1ity theory estimation. In addition the 
availability of computer programs that can analyze 
large, complex and possibly unbalanced ANOVA models are 
not always readily available. 
In comparison, the bootstrap estimation procedure 
exchanges computer time for the complexity of an ANOVA 
model. That is, through a large number of replications 
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a good estimate of the standard error can be obtained 
without the necessity of specifying an ANOVA model. 
Bootstrap estimates are obtained by the brute force of a 
relatively large amount of computer time in comparison 
to the generalizabi1ity theory estimates. In this way, 
the bootstrap procedure can be implemented with a wider 
variety of cut-off score methods than the 
generalizabi1ity theory procedure. 
Finally, the IRT procedure also reflected the level 
of errors of the generalizability theory estimates and 
the bootstrap estimates. Moreover, the value of the IRT 
procedure, for the Angoff cut-off score method, is the 
specific information about each judge's inconsistency in 
rating the test items. Like generalizability theory, 
the IRT procedure did not work well with the 
Contrasting-groups data because of the complexity of 
this cut-off score method. 
5.3 Recommendations 
In order to implement the investigation of the 
errors in cut-off scores and the control of errors in 
the process of setting cut-off scores, the following 
procedures are recommended. The general strategy to be 
followed is to identify first the sources of the largest 
inconsistencies (judges, classrooms and test items), 
then to ask judges or teachers to reconsider their 
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ratings of items or classification of students in 
relation to the largest inconsistencies. 
When implementing an Angoff cut-off score method, 
the following additional steps are recommended for 
identifying and controlling errors in the resulting 
cut-off score: 
!• Pilot-test the items in the test of interest. 
2. Apply IRT models to the pilot-test data and check 
the fit of the models with an analysis of residuals 
and other appropriate goodness of fit procedures. 
3. Calculate the expected test item difficulty for 
several possible cut-off scores using the test 
characteristic curve and item characteristic curves 
from the IRT model of interest. The possible 
cut-off scores should reflect the range of cut-off 
scores that judges are likely to identify. 
4. Apply the Angoff cut-off score method with an 
appropriate sample of judges and following 
appropriate implementation procedures. 
5. After the judges have rated the test items and 
determined their individual cut-off scores, compare 
their item ratings with the expected item ratings 
that were calculated in Step 3. 
6. Identify test items that have relatively large 
differences from their expected item difficulties, 
judges may have been inconsistent in rating these 
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test items and so they should reconsider their 
ratings. 
7. Identify test items that all judges rate 
inconsistently. These test items should be 
reviewed by the judges and the test developers. 
8. Following the judges' review (and possible 
revision) of inconsistent ratings, calculate the 
average cut-off score across judges. 
9. Calculate the standard error of the cut-off score 
using either generalizabi1ity theory or bootstrap 
estimates. 
When implementing the Contrasting-groups cut-off 
score method, the following additional steps are 
recommended: 
1. Pilot-test the items in the test of interest. 
2. Ask judges who are familiar with the examinees' 
achievement (e.g., classroom teachers) to identify 
the examinees who are clearly masters and 
nonmasters. 
3. Calculate the decision accuracy at all possible 
cut-off scores for each judge and choose the 
cut-off score for each judge that has the maximum 
decision accuracy. 
4. When decision accuracy is low for the best cut-off 
score, ask a judge to review his/her 
and make necessary changes. They classifications 
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might, for example, be reminded of the skills 
measured in the test. 
Pool the samples of master and nonmaster students 
following the review and calculate the decision 
accuracy at all possible cut-off scores. Choose 
the cut-off score which leads to the maximum 
decision accuracy. 
Calculate the standard error of the overall cut-off 
score by obtaining the variance of bootstrap 
replications of the overall cut-off score. The 
bootstrap replications would replicate the 
procedures of Step 5 and be for samples of 
classrooms equal to the original sample. This 
estimate of the standard error will indicate the 
precision with which the overall cut-off score can 
be applied. 
5.4 Suggestions for Further Research 
In addition to the impact analysis of errors in 
cut-off scores can have on the process of setting 
cut-off scores, several extensions of the investigation 
into the analysis and understanding of errors are 
necessary in further research. In relationship to the 
analysis of errors, there is a need to understand the 
magnitude of errors in relationship to the precision 
with which judges are able to rate test items or 
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classify examinees. The 'calibration' of the indices, 
establishing some benchmark values against which 
inconsistency can be identified, is an important next 
step. This information will be gained by the 
application of the analysis of errors in a variety of 
cut-off setting situations. 
Further, by increased application of the analysis 
of errors in a variety of cut-off setting situations, 
the procedures for implementation can be reviewed and 
improved. Better ways of reporting and dealing with 
judges' inconsistencies can be developed and the 
analysis of errors can be extended to other cut-off 
score procedures. 
Finally, the analysis of errors in cut-off scores 
offers an operational criterion against which 
improvements and comparisons of cut-off score procedures 
can be evaluated. Questions regarding differences in 
cut-off scores resulting from different cut-off score 
methods can better be answered in light of the precision 
(standard error) of the comparable cut-off scores. 
Alternate implementation procedures can be evaluated 
against the improvement in the magnitude of the standard 
errors. This research is important if cut-off scores 
are to be set with increased precision. 
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