These expository notes serve as a reference for an accompanying post Morales-Jimenez et al. [2018]. In the spiked covariance model, we develop results on asymptotic normality of sample leading eigenvalues and certain projections of the corresponding sample eigenvectors. The results parallel those of Paul [2007], but are given using the non-Gaussian model of Bai and Yao [2008]. The results are not new, and citations are given, but proofs are collected and organized as a point of departure for Morales-Jimenez et al. [2018].
Introduction
Principal Components Analysis (PCA) is typically introduced as a spectral decomposition of sample covariance matrices. In practice, it is often applied after standardization of the data, that is, after each variable is rescaled to have zero sample mean and unit sample standard deviation. In other words, PCA is performed on the sample correlation matrix. It is therefore natural to ask how the standardization process affects properties of PCA, for example consistency and asymptotic normality of the sample eigenvalues and eigenvectors. Morales-Jimenez et al. [2018] addresses this question in the high dimensional setting in which the number of variables grows in proportion to sample size, but the underlying correlation structure is assumed to be a low rank perturbation of the identity.
Their results are developed as analogs of those for sample covariance matrices originally given by Paul [2007] . Since then, a substantial literature has contributed more general models and different technical methods. A particular selection of these models and methods has been adopted and adapted for the sample correlation analysis of Morales-Jimenez et al. [2018] . These notes collect, for comparison purposes, the corresponding tools in the simpler sample covariance case.
We begin with the version of the spiked model for non-Gaussian data used by Bai and Yao [2008] , in the special case of simple spikes.
Model M. Let x 1 , x 2 , . . . be a sequence of random vectors independently and identically distributed as x ∈ R m+p and such that E x 4 < ∞. Let the (m + p) × n data matrix X = [x 1 , . . . , x n ]. We partition
We assume that ξ ∈ R m has mean 0 and covariance Σ and is independent of η ∈ R p , which has components that are i.i.d with mean 0 and variance 1. We suppose that m is fixed, while p and n grow with γ n = p/n → γ > 0.
Write the spectral decomposition of Σ as Σ = P ΛP T , P = [p 1 , . . . , p m ], Λ = diag(ℓ 1 , . . . , ℓ m ).
We suppose that eigenvalues ℓ ν of the population covariance matrix Σ satisfy
Let S = n −1 XX T be the sample covariance matrix, with corresponding νth sample eigenvalue and eigenvector Su ν =l ν u ν .
Herel 1 ≥l 2 ≥ · · · and we restrict attention to indices ν = 1, . . . , m. Partition S and u ν as S = S 11 S 12 S 21 S 22 = n −1 X 1 X T 1
We recall some properties of the eigenvalues µ 1 ≥ · · · ≥ µ p of the p×p 'noise' covariance matrix S 22 . Their empirical spectral distribution (ESD), denoted F p , converges weakly to the Marchenko-Pastur (MP) law F γ with probability one. [Silverstein and Bai, 1995] . The law F γ is supported on [a γ , b γ ] = [(1 − √ γ) 2 , (1 + √ γ) 2 ] if γ ≤ 1 and on {0} ∪ [a γ , b γ ] when γ > 1. We will also use the n × n companion matrix C n = n −1 X T 2 X 2 , whose nonzero eigenvalues coincide with those of n −1 X 2 X T 2 . The ESD of C n , denoted F n , converges weakly a.s. to the 'companion MP law'
Bai and Yin [1993] established convergence of the extreme non-trivial eigenvalues:
−→ b γ and µ p∧n a.s.
−→ a γ .
For ℓ > 1 + √ γ, the 'phase transition', define ρ(ℓ, γ) = ℓ + γ ℓ ℓ − 1 , ρ(ℓ, γ) = ∂ ∂ℓ ρ(ℓ, γ) = 1 − γ (ℓ − 1) 2 .
We use the abbreviations ρ ν = ρ(ℓ ν , γ), ρ νn = ρ(ℓ ν , γ n ),ρ ν =ρ(ℓ ν , γ).
Baik and Silverstein [2006] showed that ℓ ν a.s.
[There is a similar 'outlier' phenomenon for ℓ ν < 1 − √ γ (when γ < 1) associated with the smallest sample eigenvalues. We are interested here in outliers above the bulk, so we do not consider this case, and focus only on the m largest eigenvalues.] Notation for cumulants. The fourth order cumulant tensor of ξ can be defined through partial derivatives ∂ j = ∂/∂t j at t = 0 of the cumulant generating function
When ξ has mean zero, this may be written in terms of moments:
where Σ = (σ jk ). From (6), one sees that when ξ is Gaussian, then κ jklm ≡ 0, while if ξ has independent components, then κ jklm vanishes unless j = k = l = m. Now some notation for contractions of the cumulant tensor. Let
Let P µµ ′ νν ′ denote the array with components p µ,i p µ ′ ,j p ν,i ′ p ν ′ ,j ′ , and write P ν for P νννν . For two arrays P and A with the same indexing, set
Theorem 1. Assume Model M, and suppose that ℓ ν > 1 + √ γ is a simple eigenvalue. As
, where ρ νn is given by (4) and
Let p ν denote the νth population eigenvector. From independence assumed in Model M,
Recalling (1), let a ν = u ν / u ν denote the normalized subvector of u ν restricted to the first m co-ordinates. The vector
T m a ν ) contains the (signed magnitudes of) the projections of a ν on each of the population eigenvectors. Being vectors of fixed dimension m, both a ν and P T a ν are consistent:
where e ν is the νth co-ordinate basis vector in R n . However, in the high dimensional setting, consistency of the subvectors does not imply that of the full sample eigenvector u ν :
Theorem 2. The squared inner product between νth sample and population eigenvector
The asymptotic fluctuation of the normalized subvectors a ν = u ν / u ν is determined in part by the separation of ℓ ν from the other spikes ℓ µ . Define the diagonal matrix
Theorem 3. Assume Model M, and suppose that ℓ ν > 1 + √ γ is a simple eigenvalue. As
where
Here δ µ,µ ′ = 1 if µ = µ ′ and 0 otherwise Note that the second term of (12) vanishes if either ξ is Gaussian or has independent components.
Let us compare these statements with Paul's results, which imposed the extra assumptions that ξ and η be Gaussian, with the components of ξ independent, γ n − γ = o(n −1/2 ) and γ < 1. The kurtosis terms drop out, P = I m and the asymptotic covariance agrees with Paul:
Centering at ρ νn = ρ(ℓ ν , γ n ) rather than at ρ ν = ρ(ℓ ν , γ) is important: if, for example, γ n = γ + an −1/2 , then it is easily seen that there is a limiting mean shift:
. On the other hand, it follows from Slutsky's theorem that there is no harm, and indeed some benefit, see , in replacing σ ν with σ νn = σ(ℓ ν , γ n ), so that
Relevant literature. As noted, the results presented here have appeared previously: in order to give citations, we describe some of the relevant literature subsequent to Paul [2007] , while not aspiring to a full review of work on the spiked model. Bai and Yao [2008] consider Model M, which replaces the Gaussian assumption with 4th moment assumptions on the data, allows a non-diagonal covariance Σ, and permits spikes with multiplicity greater than one both above 1 + √ γ and below 1 − √ γ for γ ∈ (0, 1). They establish (a more general form of) Theorem 1, centered at ρ ν . To do so, Bai and Yao [2008] develop a central limit theorem for random sesquilinear forms X T B n Y via the method of moments. A martingale approach to this CLT, due to J. Baik and J. Silverstein, is presented in Capitaine et al. [2009, Theorem 5.2 & Appendix] , and is adopted here, Appendix 5.3.
Also working within Model M, Lee et al. [2010] establish Theorem 2 (with convergence in probability), among other results. Shi [2013, Theorem 1.2] establishes Theorems 1 and 3 in Model M, along with asymptotic joint distributions of the extreme eigenvalues and vectors. Shi's Theorem 4.1 extends the moment method approach to the Bai-Yao CLT, with an additional stochastic bound condition on the entries of B n .
A generalized spiked model, in which the η of Model M is extended to V 1/2 p η for deterministic matrices V p with a limiting spectral distribution H, is discussed in Bai and Yao [2008] and studied in detail in Bai and Yao [2012] , Bai and Ding [2012] and Yao et al. [2015, Ch. 11] . Ding [2015] establishes a more general form of Theorem 3 in the generalized spike model, building on the Bai-Yao CLT and Bai and Ding [2012] .
Other papers study the asymptotic spectral structure of spiked covariance models using different perturbation models than Model M. For example Benaych-Georges and Nadakuditi [2011] and Couillet and Hachem [2013] consider data (I N + P ) 1/2 X with P finite rank and X unitarily invariant. See also , Bloemendal et al. [2016] .
Outline of paper. The Schur complement of S 22 − tI p is a matrix K(t) − tI m of fixed dimension whose determinant vanishes a.s. at the sample spike eigenvaluesl ν , and whose null space is one-dimensional dimensional and lies along the (normalized) sample spike eigenvector a ν .
We write K(t) as a quadratic form n −1 X 1 B n (t)X T 1 , where B n (t) depends only on X 2 and so is independent of X 1 . A key role is played by such random matrix quadratic forms X 1 B n X T 1 -they are studied in Section 3 and Appendix 5.3. The latter presents the Bai-Yao CLT for such quadratic forms, along with the martingale proof of Baik-Silverstein. Section 3 adapts these results to the spiked model setting.
Section 4 shows, by direct arguments, thatl ν a.s.
→ ρ ν . An eigenvalue perturbation lemma, Appendix 5.3, yields a ν a.s.
→ p ν . Convergence of K(l ν ) to (ρ ν /ℓ ν )Σ and the remaining proof of Theorem 2 uses first order properties of the quadratic forms X 1 B n X T 1 from Section 3. Section 5 establishes the second order results. After preliminary work on tightness at the n −1/2 scale, the eigenvalue CLT is derived from the quadratic form CLT. The eigenvector CLT follows similarly, now using the quadratic error bound provided by the eigenvector perturbation lemma of Appendix 5.3. Throughout, in our setting of simple spike eigenvalues, an effort is made to present the asymptotic variance formulas explicitly, showing Gaussian and non-Gaussian contributions. At a few points, for example the first part of Section 5.2, our exposition benefits from that in Fan et al. [2018] , which addresses a more general variance component setting with multiple levels of variation.
Notation. A denotes operator norm of A. For scalar ℓ we often write A − ℓ in place of A − ℓI. If X n and Y n > 0 are sequences of random variables, we write
Outline of arguments
Except where otherwise mentioned, we consider indices ν ≤ m 0 , so that ℓ ν > 1 + √ γ. We use the Schur complement decomposition
where the m × m matrix
Choose δ > 0 such that ρ ν − b γ > 3δ. In view of (3), we may when necessary confine attention to the event E nδ = {µ 1 ≤ b γ + δ}, since P(E nδ ) → 1. When event E nδ occurs,l ν is not an eigenvalue of S 22 and so |K(
We begin with first-order behavior and the convergence ofl ν to ρ ν . First express K(t) as a random quadratic form by rewriting (14) as
where the Woodbury identity is used in
Since X 1 is independent of B n (t), we will see from (33) that K(t) has a limit expressed in terms of the limiting companion distribution of the eigenvalues of n −1 X T 2 X 2 :
where m(t; γ) is the Stieltjes transform of the companion distribution F γ . We then have,
In Appendix A we show that the equation m(t; γ) = −1/ℓ ν has a single root at t = ρ ν in (b γ , ∞), and this leads to the convergencel ν → ρ ν . Thus −m(ρ ν ; γ) = 1/ℓ ν and returning to (17), it can be shown (Section 4) that
Eigenvector inconsistency (Section 4.2 for details). The cosine convergence of Theorem 2 is a first-order result, so it is natural to start there. We begin by reducing the eigenvector equation Su ν =l ν u ν to the signal subspace. The partitioning (1) yields two equations
along with the normalization condition
−1 S 21 u ν with the inverse defined a.s. for large enough n. Inserting this in the first equation yields K(l ν )u ν =l ν u ν , while putting it into the third equation yields
Writing these two equations in terms of the signal-space normalized sample eigenvectors a ν = u ν / u ν , we obtain
The sample-to-population inner product can be rewritten
The supercritical case of convergence result (10) will follow from two facts
where c(ρ ν ) is defined at (65) and evaluated later at (70). Indeed then, from (18)
At (71), it is computed that 1 + c(ρ ν )ℓ ν = ρ ν /(ℓ νρν ). Consequently, the last three displays yield the supercritical part of Theorem 2:
For the subcritical case of (10), we show that u ν → 0 by showing that λ min (Q ν ) → ∞. This essentially follows from the divergence of the integral (70) defining c(ρ ν ) when ρ ν = b γ .
Eigenvalue fluctuations (Section 5). Now consider second-order behavior. The fluctuations of the quadratic form X 1 B n (t)X T 1 are fundamental, so introduce
In Section 5.1, we will establish the expansion
from (56). The quantity of primary interest is K(l ν ), and hence in Section 5.2, it will be shown to have the expansion
Combining these two displays and expanding p
Asymptotic normality ofl ν and Theorem 1 then follows from a central limit theorem for R nν D −→ R ν , Proposition 7 below. Especially, the asymptotic variance of the right side is
where ω ν is the fourth cumulant of p T ν ξ. The constants θ ν , ω ν and 1 + c(ρ ν )ℓ ν are all defined below; in the fixed p case, they all reduce to 1, and one gets the classical CLT for separated sample covariance eigenvalues.
Eigenvector fluctuations (Section 5.3). We regard the eigenvector equation K(l ν )a ν = ℓ ν a ν as a perturbation of the population equation (ρ ν /ℓ ν )Σp ν = ρ ν p ν . A second order perturbation result for eigenvectors, Lemma 13, yields a key representation
and the 'reduced' resolvent is defined by
Lemma 13 and proof of Lemma 8 say that
). Further analysis allows us to write
A key remark is that R νn Σp ν = 0 and so we arrive at the representation
Now we again apply the central limit theorem of Proposition 7 to R nν . After some calculation, set out in Section 5.3, we obtain Theorem 3.
Preliminary results
Random quadratic forms. First we describe the first and second order behavior of the matrix of quadratic forms X 1 B n X T 1 , referring to results given in detail in Appendix B.
Lemma 4. For i = 1, . . . , n, consider independent zero mean vectors
Suppose that p ≥ 1 and that for ℓ = 4 and 2p and all i that
T , and y = (y 1 , . . . , y n ) T . Then
where the constant C p depends on p only.
Proof. The result is a direct consequence of [Bai and Silverstein, 2009, Lemma B.26] , which applies to quadratic forms x T Bx with x as in our hypotheses. Indeed, define z = (x + y)/ √ 2 + 2ρ and write
and then use (a + b + c)
Let B n be a sequence of n × n symmetric matrices. Apply Lemma 4 to B = n −1 B n and then use tr B q n ≤ n B n q to conclude
Hence if the moment conditions on x i and y i in Lemma 4 hold for ℓ = 2p = 4 + δ and B n are bounded, then it follows from Markov's inequality and the Borel-Cantelli lemma that
We apply this in our Model M with random matrices B n , independent of X 1 :
Lemma 5. Assume Model M and suppose that B n = B n (X 2 ) is a sequence of random symmetric matrices for which B n is O a.s.
(1). Then
Proof. At risk of being pedantic, we set out more precisely the assumption on the random matrix sequence B n . Let (Ω i , F i , µ i ) be probability spaces supporting the sequences ξ 1 , ξ 2 , . . . for i = 1 and η 1 , η 2 , . . . for i = 2. Recalling that (ξ i ) and (η i ) are assumed independent, let (Ω,
We assume that for µ 2 -almost all ω 2 ∈ Ω 2 , there exists n(ω 2 ) such that for n > n(ω 2 ) the sequence B n (ω 2 ) is defined and B n (ω 2 ) is bounded. [In view of the Bai-Yin convergence (3) and the remark following (31), this condition will typically hold in our examples below in which B n is a function of X 2 and resolvent matrices (tI
Let E = {ω : Y n (ω) → 0} and for each ω 2 define the section E ω 2 = {ω 1 : Y n (ω 1 , ω 2 ) → 0}. Now apply Lemma 4 and (29) with B n = B n (ω 2 ) to show that µ 1 (E ω 2 ) = 1 for µ 2 -almost all ω 2 . Fubini's theorem now shows that µ(E) = 1, as required.
Before illustrating this result, we record a a useful consequence of weak convergence of F n to F γ combined with the almost sure convergence of extreme eigenvalues (3). If f n → f uniformly as continuous functions on the closure I of a bounded neighborhood of the support of F γ , then
[If supp(F n ) is not contained in I, then the left side integral may not be defined. However, such an event occurs for at most finitely many n with probability one]. Let us illustrate how we apply this result. Suppose t n → t > b γ + 2δ, and let r be a positive integer. The functions f n (x) = t r n (t n −x) −r converge uniformly to f (x) = t r (t−x) −r for x ≤ b γ + δ. Let B n (t) be given as in (16), and letẼ nδ = {µ
→ 1. From (31), the normalized traces
and
. From Lemma 5 we may then conclude that
The fluctuations of the matrix random quadratic forms X 1 B n X T 1 are asymptotically Gaussian. This is formalized in the next result, itself a direct consequence of a foundational CLT for vectors of scalar bilinear forms recalled as Theorem 10 in Appendix B.
Proposition 6. Suppose that the columns of an m × n matrix X 1 are distributed i.i.d. as ξ with mean 0, covariance matrix Σ = (σ jk ) and fourth order cumulant tensor κ jklm = E[ξ j ξ k ξ l ξ m ]−σ jk σ lm −σ jl σ km −σ jm σ kl . Let B n be a sequence of n×n real symmetric random matrices, independent of X 1 . Assume that B n ≤ a for all n, and that
are both finite. Then the centered and scaled matrix
a symmetric m × m Gaussian matrix having entries R ij with mean zero and covariances given by
If B n = I n , then ω = θ = 1 and we recover the classical CLT for sample covariance matrices cited, for example, in Muirhead [1982, Theorem 1.2.17 and p. 42] . The result here is a version of [Bai and Yao, 2008, Prop 3.1] in which B n is not yet specialized, and the spectral norm condition is added. Otherwise the proof is as in [BY] , but is included for completeness.
Proof. We turn the matrix quadratic form X 1 B n X T 1 into a vector of bilinear forms (for use in Theorem 10) by a common device also used in [BY] . Use an index ℓ for the L = m(m+ 1)/2 pairs (j, k) with 1 ≤ j ≤ k ≤ m.
1 Build the random vectors (x, y) for Theorem 10 from ξ as follows: if ℓ = (j, k) then set x ℓ = ξ j and y ℓ = ξ k . In the resulting covariance matrix Γ for (x, y), if also
so that, in particular, ρ ℓ = Γ xy ℓℓ = σ jj . Similarly,
Component R νn,jk corresponds to component Z ℓ in Theorem 10, and we conclude that
The latter is Gaussian mean zero with covariance matrix D given by (75), so that cov(R jk , R j ′ k ′ ) = θJ ℓℓ ′ + ωK ℓℓ ′ , where J ℓℓ ′ is defined at (73). Substituting (35) and (36) yields (34).
We will apply Proposition 6 in the setting of Model M to obtain a central limit theorem for K(ρ νn ) as defined at (15).
Proposition 7. Assume Model M and define ρ νn by (4) and B n (ρ νn ) by (16). Then
a symmetric Gaussian random matrix having entries R ν jk with mean zero and covariance given by (34), along with θ and ω given by
In addition,
where [P ν , κ] and K ν are defined at (7)-(8).
Special cases. If the components of ξ are independent, then Σ = diag(ℓ ν ) with p ν the coordinate basis vectors,
ν is the fourth cumulant of ξ ν . If ξ is Gaussian, then each of κ jklm , K ν and [P ν , κ] vanish.
νn > ρ ν − δ} and apply Proposition 6 to B n = B n (ρ νn )½(Ě nδ ), which is also independent of X 1 . We have
say. The CLT of Proposition 6 applies to R n = ½(Ě nδ )R nν . Since ½(Ě nδ ) a.s.
→ 1, we obtain (37). It remains to evaluate θ ν and ω ν : these are derived in Appendix A at (69) → ρ ν for ν ≤ m 0 . Although established in Baik and Silverstein [2006] , in our setting of simple supercritical ℓ ν there is a more direct proof that also introduces tools needed below.
For
Since λ 0ν (ρ ν ) = 0, if we define ρ ν± = ρ ν ± ǫ, this entails that
Now let λ ν (ρ) be the ν th eigenvalue of K(ρ) − ρI m . A standard eigenvalue perturbation bound yields
So for n ≥ n 0 (ω, ǫ), where ω is a sample from Ω defined in Lemma 5, and ǫ > 0, we must have, for each ν ≤ m 0 ,
Since λ ν (ρ) is continuous in ρ, it must be that λ ν (ρ ν * ) = 0 for some ρ ν * ∈ (ρ ν− , ρ ν+ ). From (13), ρ ν * is an eigenvalue of S, and sincel m 0 +1 → b γ and all supercritical eigenvalues are simple, it must be that ρ ν * =l ν , by taking ǫ
Taking account also of (3), we have shown that with probability one, there exists n 0 (ω) such that for all n > n 0 (ω),
In particular,
−→ (ρ ν /ℓ ν )Σ. Now we argue that
Begin with the decomposition
We have seen at (33) that K(ρ νn ) a.s.
→ (ρ ν /ℓ ν )Σ, and then thatl ν a.s.
→ 0. Recall that C n = n −1 X T 2 X 2 and introduce the resolvent 2 notation R(ℓ) = (ℓI n −C n ) −1 so that from (15) and (16)
and B n (ρ νn ) = ρ νn R(ρ νn ). From the resolvent identities
after noting that ℓR(ℓ) = C n R(ℓ) + I, we obtain
For n > n 0 (ω), we havel ν > ρ ν −ǫ 0 from (42), and so R(l ν ) ≺ R(ρ ν −ǫ 0 ) in the ordering of nonnegative definite matrices and consequently, for k ∈ N,
where for later reference we define B nk (ℓ, ρ) = C n R(ℓ)R k (ρ). As
for n > n 0 (ω), we can apply Lemma 5 to B n = B nk (ρ ν − ǫ 0 , ρ νn ), which implies that
(1) and hence that
Eigenvectors
Supercritical case, ℓ ν > 1 + √ γ. We show (20), firstly a ν a.s.
→ p ν . In view of the first order approximations (5) and (43), we regard the eigenvector equation K(l ν )a ν =l ν a ν as a perturbation of (ρ νn /ℓ ν )Σp ν = ρ νn p ν . Thus, in order to use Lemma 13, we identify r with ν, A with (ρ νn /ℓ ν )Σ and B with D ν = K(l ν ) − (ρ νn /ℓ ν )Σ. The eigenvalue separation is δ ν (A) = (ρ νn /ℓ ν ) min k =ν {|ℓ ν − ℓ k |} ≥ δ ν > 0, say, and we identify the reduced resolvent H r (A) with R νn in (26). To bound D ν , use the decomposition
2 Most-but not all-authors use (C n − ℓI) −1 , but for us this form yields positive definite matrices.
which follows from (33) with t n = ρ νn , t = ρ ν and from (51). Then identify p r (A + B) and p r (A) with a ν and p ν respectively. Lemma 13 yields the important decomposition (25), namely a ν −p ν = −R ν D ν p ν +r ν , and the bound r ν = O( D ν 2 ). Using (52), we conclude that a ν − p ν a.s.
and from a variant of the resolvent identity, namely
we obtainB
→ ρ ν , we conclude that Q ν2 a.s.
→ 0. For Q ν1 we use Lemma 5, and note that
where the second equality uses the fact that R 
→ ∞.
The approach uses a regularized version
→ b γ ). We will show that ∆ νǫ a.s.
→ 0, and
say. Since λ min (·) is a continuous function on m × m matrices, we conclude that
and since c γ (ǫ) ≥ c(b γ + ǫ) and c(b γ + ǫ) ր ∞ as ǫ ց 0 by (70), we obtain λ min (Q ν ) a.s.

Let us write
if we write the singular value decomposition of
, and define f ǫ (µ, t) = µ[(t − µ) 2 + ǫ 2 ] −1 . Evidently B nǫ (t) ≤ ǫ −2 µ 1 is bounded a.s. Thus Lemma 5 may be applied to Q νǫ (b γ ), and since
from (2), our claim (53) follows. Consider now ∆ νǫ . Fix a ∈ R m such that a 2 = 1, and set
Since
from Cauchy's interlacing inequality for eigenvalues of symmetric matrices and the first order behavior ofl ν given in (5). Hence ∆ νǫ a.s.
→ 0 and the proof of (54) and hence of the subcritical part of Theorem 2 is done.
Second Order Results
Tightness properties
We first establish a decomposition for K(ρ) − K 0 (ρ; γ n ). Set g ρ (x) = ρ(ρ − x) −1 and write
Bai and Silverstein [2004] establish a central limit theorem for the unnormalized sums
[Here it is important that the n-dependent deterministic approximation F γn is used rather than F γ .] Recall from (17) that K 0 (ρ; γ n ) = −ρm(ρ; γ n )Σ with −m(ρ; γ n ) = (ρ − x) −1 F γn (dx). Combining these remarks, we obtain
Proposition 7 tells us that R n (ρ) = O p (1) in the first term. In the second term, the functions g ρ are analytic on a neighborhood of [0, b γ ] in C. The central limit theorem of Bai and Silverstein [2004] shows in particular that G n (g ρ ) = O p (1). In summary, we obtain for each ρ ≥ b γ + 3δ,
Lemma 8. Assume that Model M holds and that
Proof. We first remark that a matrix valued process {X n (ρ) ∈ R m×m , ρ ∈ I} is uniformly tight iff each of the scalar processes formed from the matrix entries e T k X n (ρ)e l is (since m stays fixed throughout).
We begin with (59) and work with the two terms in (55) in turn. Let P n , E n denote probability and expectation conditional on the event E nδ = {µ 1 ≤ b γ + δ}. We show tightness of R n (ρ) on I by establishing the moment criterion of [Billingsley, 1968, eq. (12. 51)]: we exhibit C such that for each k, l ≤ m and ρ, ρ ′ ∈ I,
Write the quadratic form as x TB n y − σ kl trB n with x = X T 1 e k and y = X T 1 e l being the k th and l th rows of
. Lemma 4 with p = 2 bounds the left side above by CE n trB 2 n . Now n 1/2B n has eigenvalues (ρ
2 , which establishes the moment condition. Tightness of G n (g ρ ), and a fortiori that of n −1/2 G n (g ρ ), follows from that of M n (z) in [Bai and Silverstein, 2004 , Lemma 1.1] and its following argument, by taking x r < b γ + 3δ so that |g ρ (z)| is bounded above by a constant for z ∈ C ∪C.
To establish (57), we work conditionally on E nδ . The tightness just established yields that, for given ǫ, a value M for which the event E ′ n defined by
M has P n -probability at most ǫ. Then, we modify the argument of Section 4.1. For all large enough n such that b γ + 3δ > (1 + √ γ n ) 2 , λ 0ν (ρ) = −ρm(ρ; γ n )ℓ ν − ρ is the ν th eigenvalue of K 0 (ρ; γ n ) − ρI for ρ ∈ I (note using now m(ρ; γ n ) and F γn in place of m(ρ; γ) and F γ ). We have λ 0ν (ρ νn ) = 0, and set ρ n± = ρ νn ± Mn −1/2 . Since ∂ ρ λ 0ν (ρ) < −1, we have λ 0ν (ρ n− ) ≥ Mn −1/2 and λ 0ν (ρ n+ ) ≤ −Mn −1/2 . Hence the eigenvalue perturbation bound (41) shows that on event E ′c n ,
and sol ν ∈ (ρ n− , ρ n+ ) as in Section 4.1, which implies |l ν − ρ νn | ≤ Mn −1/2 , hence (57) is proved.
Finally, it is now easy to show (58). Indeed, from the perturbation representation (25), and noting that R νn ≤ C , we have
The first term is O p (n −1/2 ) by (51) and (57), while the second is O p (n −1/2 ) by (59). This completes the proof.
Eigenvalue CLT
This subsection completes the proof of Theorem 1. The approach is to combine the vector equations K(l ν )a ν =l ν a ν and K 0 (ρ νn ; γ n )p ν = ρ νn p ν with the expansion (48) for K(l ν ) − K(ρ νn ) and the Gaussian approximation (56) for K(ρ νn ) − K 0 (ρ νn ; γ n ) in order to obtain the key approximate equation (23)
To "squeeze" the two vector equations into this scalar equation, we use the O p (n −1/2 ) bound on a ν − p ν established in the previous subsection.
To begin, since
as
say, and will show that
Indeed, (64) follows from (55) and Lemma 8. For E n1 , rewrite (48) as
The second term is O a.s. ((l ν − ρ ν ) 2 ) by (49), (50) and Lemma 5, and so (22) and thus the error term for E n1 follow from Lemma 8.
Combining (61)- (64) we obtain (60). Asymptotic normality of √ n(l ν −ρ νn ) now follows from Proposition 7, with the asymptotic variance
Combining formula (71) in Appendix A for 1+c(ρ ν )ℓ ν with variance (24), we obtain formula (9) for σ 2 (ℓ ν , γ) and so complete the proof of the CLT forl ν .
Eigenvector CLT
Consider again indices ν such that ℓ ν > 1 + √ γ. We use (21) and (22) to refine decomposition (52) to yield (27), and consequently R νn D ν p ν = n −1/2 R νn R nν p ν + o p (n −1/2 ) from R νn Σp ν = 0, as outlined before. Also, from the proof of Lemma 8, we have r ν = O p (n −1 ). We can then rewrite the perturbation decomposition (25) in the form (28), namely √ n(a ν − p ν ) = −R νn R nν p ν + o p (1). The CLT for a ν now follows from Proposition 7:
where R ν is given by (26) with ρ ν in place of ρ νn . Observe that
so that from (40),
Using the spectral representation of Σ and (38) for θ ν ,
while from (7), (8), and (38) for ω ν ,
Finally, the rotation P satisfies p µ p T µ ′ = P e µ e µ ′ P T , so we conclude that the asymptotic
This completes the proof of Theorem 3.
Appendix A: Stieltjes transform evaluations
Let m(z; γ) = (x − z) −1 F γ (dx) denote the Stieltjes transform of the companion MP law F γ (dx). It is well defined and analytic for z ∈ C outside the support of F γ . In particular, it is strictly increasing for z > b γ = (1 + √ γ) 2 . In Silverstein and Bai [1995] it is shown for z ∈ C + that m = m(z; γ) is the unique solution in C + to the equation
or equivalently to the quadratic equation
Allowing z → b γ from above on the real axis, one finds that m(b γ ; γ) = −(1 + √ γ) −1 . The function d(t) = −m(t; γ)ℓ − 1, defined for t > b γ , is decreasing from ℓ(1 + √ γ) −1 − 1 at t = b γ to −1 as t → ∞. Consequently, the equation d(t) = 0 has a solution ρ in (b γ , ∞), which is clearly unique, exactly when ℓ > 1 + √ γ, i.e. above the phase transition. The equation may be rewritten as
and the solution ρ can be found by inserting m = −1/ℓ into (66) and solving for z = ρ, which yields ρ = ρ(ℓ, γ) = ℓ + ℓγ/(ℓ − 1).
Dropping the explicit dependence on γ in m(z), we differentiate with respect to ℓ in the equation m(ρ) = −ℓ −1 and in (68) to obtain
From the Stieltjes transform definition we then obtain
We can now evaluate the (almost sure) limits
and, recalling (67), we also have
Lemma 9. With B n defined at (16) and t = ρ νn ,
Proof. The argument is a variant of Lemma 6.1 of Bai and Yao [2008] . Denote the ith column of X 2 by x i . The two forms for B n in (16) yield for b n,ii respectively
where S n = n −1 X 2 X T 2 and C n = n −1 X T 2 X 2 . Both forms are useful; we first rewrite the first form after setting X 2i for X 2 with the ith column deleted, and
where we have used the Woodbury formula 1 + u
The event
is symmetric with respect to permutations of the columns of X 2 and is of high probability:
Apply Lemma 5 with X 1 = x i and B n = (ρ νn − S ni ) −1 . We have
.
The second equality follows from the analog of (31) for F n and F γ , in the same manner as for (32). The third equality uses the companion relation (2), and the final equality rewrites the Marchenko-Pastur equation (66). Thus plim b n,ii = −ρ ν m(ρ ν ) = ρ ν /ℓ ν , and plim b
Since the event E nδ is invariant to permutation of columns of X 2 , writing E n for expectation conditional on E nδ we have
and the proof is done.
Appendix B: Bai-Yao CLT for real valued data
We verify that the martingale method of Baik-Silverstein, [BS] below, presented in the Appendix of Capitaine et al. [2009] , extends to establish the Bai-Yao CLT, for vectors of random symmetric bilinear forms, Theorem 7.1 of Bai and Yao [2008] , under a spectral norm bound condition. We focus on the version for real-valued data.
Consider a sequence of zero-mean vectors (
and let K = (K ℓℓ ′ ) be the partial cumulant matrix
We introduce a notation for rows X T ℓ and Y T ℓ of data matrices based on n observations
Theorem 10. Let B n = (b n,ij ) be random symmetric n × n matrices, independent of {(x i , y i ), i ∈ N}, such that B n ≤ a for all n, and
Remark. Alexei Onatski (personal communication) has noted that an extra condition, such as the norm bound above, is needed in the Bai-Yao result. Indeed, let e n denote the vector of ones normalized to unit length, and set B n = √ ne n e Details. We use the Cramer-Wold device and show for each c ∈ R
T Dc). The modifications to the Baik-Silverstein argument to deal with linear combinations c T Z n and symmetric bilinear forms are essentially just notational, but they are nevertheless set out below.
Start with a single bilinear form
so that the centering term EX T BY = ρ tr B. The symmetry of B allows a decomposition
where we set
Lemma 11. (a) If B is a symmetric matrix, then
where C = 3 max(κ, γ xx γ yy ). (b) If B = B n is a random symmetric matrix independent of {(x i , y i ), i ∈ N}, and
If event E n is B n -measurable and
Proof. (a). Using the decomposition (76), the left side of (77) is bounded by
Using independence of y i , we calculate ES The third term of (78) is handled similarly, so that (78) is bounded by
(b) Conditioning on B n is harmless due to the assumed independence, so part (a) yields
n → 0, which suffices for our conclusion.
Lemma 12. In this setting, i.e. with X = (x i ), Y = (y i ), ρ = Ex 1 y 1 and B = B n as in Theorem 10, we have
Proof. To establish (79), begin by writing
where the lower triangular matrix B L = (b ij ) is defined byb ij = b ij if i > j and 0 otherwise. We have
The double sum may be bounded via
where we used the bound of Mathias [1993] B L ≤ c log n B , b ∞ ≤ B and the operator norm bound on B. Hence ET 2 n (Y ; B) = O(n −1 log 2 n) and so (79) follows. To establish (80), write
Now apply all this in the setting of the theorem. Let F n,i be the σ-field generated by B n and {(x j , y j ), 1 ≤ j ≤ i}, and E i−1 denote conditional expectation w.r.t. F n,i−1 . We use the decomposition (76) to obtain
where for a ∈ {d, y, x} we define martingale differences
and the terms v aℓi ∈ F n,i−1 and w aℓi are given by
We apply the martingale CLT as in [BS] , so we need to check a Lindeberg condition and show that the quadratic variation converges. We do the second step first. The limiting variance in the central limit theorem may be found from v 2 = plim V 2 n , where
where we have set
since the distribution of w aℓi is independent of i. The values of the two terms in the product as a, b vary in {d, y, x} are given in the following table
In this table, we are using the notations
along with the convention that if a ∈ {x, y}, thenǎ denotes the complementary element, and also writing
if a = y.
The convergence in probability statements in the right hand column follow from Lemma 12.
Consequently, combining terms according to (82) and the previous limits, we finally get From this property, it suffices to establish the Lindeberg condition for individual martingale difference sequences Z ℓi = (x ℓi y ℓi − ρ ℓ )b ii , x ℓi S i (y ℓ ), and y ℓi S i (x ℓ ).
This follows just as in [BS] with minor changes to allow for pairs (x ℓi , y ℓi ) in place of (x i , x i ).
Appendix C: A perturbation Lemma
Several variants of this lemma appear in the literature, most based on the approach of Kato [1980] . The version here is modified from Paul [2005] . Let the eigenvalues of a symmetric matrix A be denoted by λ 1 (A) ≥ · · · ≥ λ m (A), with the convention that λ 0 (A) = ∞ and λ m+1 (A) = −∞. Let P s denote the projection matrix onto the possibly multi-dimensional eigenspace corresponding to λ s (A) and define 
with the quadratic error bound
Proof. We first note that if B < δ r (A)/3, then the usual eigenvalue perturbation bound 
where ∆p r = p r (A + B) − p r (A).
Using (85) 
so that from (86) 
and combined with (87), we recover (84).
