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Introduction
In the last few decades, the potential offered by solid-state Nuclear Magnetic Resonance
(NMR) spectroscopy in unravelling the complexity inherent to different classes of solid
systems has been increasingly exploited to extract structural and dynamic information on
materials employed in different fields of interest. For a couple of decades, since the birth
of high resolution solid-state NMR, inorganic systems and, in particular, polymers, were
the most investigated fields. Nowadays, applications to systems of biological interest, such
as food products, biomaterials and pharmaceutical components, object of this thesis, are
also very important and in continuous growth.
In the context of this thesis, the biological interest of the systems investigated must
be intended in its widest sense, including materials which can have a nature only par-
tially or completely biological, as well as merely biocompatible systems. The interest in
the characterization of food products arises from the necessity of unravelling the biological
mechanism of their interaction with human or animal metabolism as well as of understand-
ing the microscopic origins of their manufacturability, which can have strong impact on
food industry. On the other hand, biomaterials can include a large variety of solid systems,
as metals, ceramics, polymers, glasses, carbons, and composite materials. Such materials
are usually biocompatible and can be used as molded or machined parts, coatings, fibers,
films, foams and fabrics. In particular, the use of biomaterials in either biomedical or
packaging industry, as well as in the production of renewable materials with high specific
properties, for example as reinforcement components in bio-composites, has directed the
interest towards a deeper comprehension of the often complicated morphology of these
materials, concerning the investigation of both structural and dynamic aspects which re-
vealed to crucially affect their macroscopic properties, in order to obtain biocompatible
materials with high dynamic-mechanical performances. Among solid systems of biologi-
cal interest which can be characterized by solid-state NMR, pharmaceutical products have
assumed considerable importance in the last decade, where the increasing number of solid-
formulations present on the market suggested the necessity of a non-invasive analytical
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technique able to monitor the possible changes induced in the chemical, structural and
dynamic properties of a drug during the processing steps leading to the final formulation,
which could affect its therapeutic efficacy. Obviously, the interest has been also directed
towards the idea of characterizing possible interactions occurring between the active phar-
maceutical ingredient and the excipients, particularly when they concur in the site-specific
release of the drug. The investigation of systems with parmaceutical interest will cover a
significant part of this thesis, and samples with either a biological nature or not will be
taken into account.
The complexity of these materials can be related to different aspects. It can arise from
chemical heterogeneity or from the existence of domains characterized by different dynamic
or physical properties, even inside a chemically homogeneous phase. Then, the complex-
ity can be seen from a functional point of view, individuating in the sample chemically
complex constituents which play a specific role in the determination of the macroscopic
properties of the material. The chemical composition of such complex systems, as well
as the chemical environment experienced by the individual components inside the ma-
terial, often influencing their structural arrangement and dynamic behaviour, can rarely
be disentangled from the functional role that each of them plays either from a biologi-
cal or pharmacological point of view. In this respect, achieving a detailed picture of the
way the various components interact and mix, or how the molecular dynamic proper-
ties of the individual chemical components are either influenced by the presence of other
constituents or affected by peculiar chemical or physical treatments, can help in finding
the relationships existing between microscopic properties like molecular organisation and
morphology, related to their structure as well as to their molecular dynamics, and the
macroscopic behaviour determining their use in specific applications.
Solid-state NMR revealed to be particularly suitable in the investigation of structural
and dynamic properties of systems showing high degree of complexity in the sense ex-
plained above. In fact, the strength of the NMR technique arises from the possibility
of observing different nuclei, often carrying complementary information, and determining
a number of nuclear parameters connected to structural and dynamic aspects. Among
these, the isotropic chemical shift allows to obtain information on the chemical environ-
ment of a specific nucleus and distinguish different chemical and physical environments at
a molecular level, while relaxation times, sensitive to dynamic processes in different ranges
of characteristic frequencies, can shed light on the presence of different kinds of motional
processes occurring in the material. Peculiar to solid-state NMR is the possibility of mon-
itoring the spin diffusion process, which allows to get information about the presence and
the degree of mixing of chemically or physically distinguishable phases on a length scale
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hardly achievable even by means of dedicated microscopic techniques.
By suitably combining different solid-state NMR experimental techniques it is possible
to ”filter” certain kind of complexities out, enhancing the results produced by individual
effects. In fact, depending on the specific aspect that one wants to investigate the synergic
combination of several experiments can become absolutely necessary in order to extract
reliable information on specific aspects.
A typical case in which solid-state NMR can be used to unravel complexity is when
multiple-component systems are taken into account. In the presence of such systems,
showing both a chemical and morphological complexity, the characterization of the chem-
ical and/or physical interactions occurring in the material among some of the components
can sometimes be crucial for understanding the macroscopic behaviour of the materials.
This is particularly important in pharmaceutical systems, where the possible presence
and the nature of interactions between the active pharmaceutical ingredient and specific
excipients can critically affect the pharmacological activity of the corresponding solid fi-
nal formulation of the drug, especially when controlled-release systems are considered. A
significant example in this sense will be treated in Chapter 4, where the solid-state NMR
investigation of the presence of interactions between a non-steroidal, anti-inflammatory
drug, Flurbiprofen, and a polymeric carrier, Eudragit-RL100, will be described. Never-
theless, this aspect can assume an important role also in different types of biomaterials,
as plants, human and animal tissues, food products, etc. A typical example is constituted
by the comprehension of the role played by water in the determination of specific macro-
scopic properties of a biological material, which requires to understand the mechanical
and chemical changes induced in the individual components of the material by their in-
teraction with water molecules in different environments. This aspect will be treated in
Chapter 6 for the specific case of flours samples with different artifical aging degree, where
a deeper comprehension of the local molecular structure and conformational order of flour
with respect to its moisture content will be attempted in order to rationalize its baking
behaviour. Solid-state NMR provide several tools which can be employed in the inves-
tigation of the structural properties of these kind of complex materials. In this respect,
the synergic combination of 1H- and 13C-MAS experiments, on-resonance FID analysis,
relaxation times measurements, as well as 1H-13C correlation experiments, can shed light
on many of these aspects.
Another aspect contributing to the complexity of these materials, that can be crucial
in the interpretation of their macroscopic properties, is the degree of mixing among their
components. In fact, mechanical properties of biomaterials, usually displaying heteroge-
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neous chemical composition, can be strongly affected by the dimensions of the domains
associated to the different chemical components, that can confer to the material peculiar
characteristics of resistance and elasticity. At the same time, organoleptic characteristics
like odour, colour, etc. can depend on the morphology of the system at a molecular level.
For instance, the degree of mixing among the different components of a complex material
is particularly important in the manufacturing of baking food product, where, again, the
determination of the dimensions and the localization of water domains in the material can
help in explaining the plasticization effects observed at a macroscopic level. As it will
be discussed in Chapter 4, this feature can also be crucial in determining the therapeutic
efficacy of a final formulation of a drug, since chemically equivalent formulations obtained
through distinct preparation methods, leading to a different mixing degree between drug
and carrier, can display different pharmacological activities. Solid-state NMR allows to
investigate this aspect through the monitorization of spin diffusion, performed by means
of spin-lattice relaxation times measurements in abundant spin systems like protons.
When dealing with chemically homogeneous materials, the presence of regions ex-
hibiting different dynamic behaviours can reveal distinguishable molecular arrangements,
which can confer peculiar macroscopic properties to the material. This dynamic com-
plexity reveals frequently when polymeric systems are taken into account, either synthetic
or natural. Many drug final formulations, for example, utilize polymers in order to ob-
tain delivery systems able to release the drug in specific sites, even in the presence of
chemically unfavorable conditions. An example of how the presence of domains exhibiting
distinguishable dynamic characteristics can help in rationalizing the action of a hydrogel
used for achieving the controlled release of a poorly soluble drug in the gastro-intestinal
tract, will be described in Chapter 5. However, the presence and the quantification of
domains with different mobility can be used, too, to get insights into the differences in
the crystalline packing of small molecules with little different molecular structure, as it
will be discussed in Chapter 4, when the microscopic dynamic behaviour of two different
chemical forms of Flurbiprofen, acid and Na-salt, will be compared and related to their
pharmacological properties. In order to get information on the dynamic properties of
the solid systems, analysis of FID acquired on-resonance in low-resolution conditions or
measurements of spin-lattice relaxation times can be performed.
Undoubtedly, unravelling the dynamic properties of chemically complex materials can
be even more difficult. However, this aspect can be very important since the microscopic
investigation of the dynamic behaviour of the system, generated by the simultaneous
presence of different chemically or physically interacting components, could allow to un-
derstand the aspects that determine the macroscopic dynamic-mechanical properties of
vthe material. Obviously, even though the chemical complexity requires to renounce, in
the majority of the cases, to a high degree of molecular detail, it is nonetheless possible
to identify the presence of phases characterized by different dynamic properties. In some
cases, as in the examples discussed in Chapters 4 and 7, the possibility of investigating the
dynamics of the individual components of the material can give a significant support to
the interpretation of the chemico-physical properties detected in the chemically complex
material. In Chapter 7, the effects produced on cellulose fibers after the encapsulation
with polymeric materials in order to produce a fiber reinforced composite have been inves-
tigated by detecting the changes induced on the mobility of the different components after
their chemical combination. In this sense, solid-state NMR provides either the possibility
of measuring spin-lattice relaxation times or acquiring on-resonance FID, whose analysis
can shed light on the quantity and presence of regions with different mobility.
In addition to applications of solid-state NMR techniques to a variety of systems of
pharmaceutical or biological interest, in this thesis two methods are reported, in which
NMR is used to get dynamic and structural information on solid samples and which could
find interesting applications to materials of different degree of complexity belonging to
these fields.
In particular, the thesis will be articulated into three parts.
Part I, covering chapters from 1 to 3, will introduce the NMR framework, presenting the
theoretical background necessary for the following discussion (Chapter 1) and describing
the tools offered by solid-state NMR for the structural and dynamic characterization of
solid samples, either from a theoretical or experimental point of view (Chapters 2 and 3,
respectively).
Part II, covering chapters from 4 to 7, will describe the application of the solid-state
NMR methods introduced in the first part to the investigation of four different examples of
systems whose interest is connected with either food, biomaterials or pharmaceutical field.
In particular, the structural and dynamic characterization of two forms of a non-steroidal
anti-inflammatory drug, Flurbiprofen, and its solid dispersions with a polymeric carrier,
Eudragit RL100, will be described in Chapter 4. Apart from its peculiar applicative in-
terest, this drug-carrier system has been chosen as a model in order to rationalize the
different pharmacological properties displayed by chemically equivalent final formulations
obtained by means of different preparation methods. Other possible variables, like the
chemical form of the drug, have been taken into account for understanding the nature
of the interactions occurring between drug and carrier in the system studied. Different
solid-state NMR techniques have been used to investigate conformational and molecular
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dynamic properties of the acidic and sodium salt forms of Flurbiprofen and their solid
dispersions with the polymeric carrier, as well as the degree of mixing of the individual
components of the sample and the possible presence of interactions between drug and
carrier. In Chapter 5, the characterization of a sustained-release system apt at the trans-
port and site-specific release of poorly soluble drugs in the gastro-intestinal tract will be
reported. The structural and dynamic properties of the system, represented by a hydrogel
prepared by N-carboxymethylchitosan, a natural polymeric compound derived from chitin,
have been investigated by means of high- and low-resolution solid-state NMR techniques.
In particular, the dynamic properties of the system before and after thermal treatment
have been monitored for determining the microscopic origin for the specific release prop-
erties observed. The application of solid-state NMR to the characterization of flours at
different accelerated aging degrees will be described in Chapter 6. This system will be
taken as an example of biological intact material, bringing about all the difficulties that
this kind of complex systems can display. However, this will also represent an interesting
example of the degree of microscopic detail achievable on such systems. The differently
treated flour samples have been investigated in order to shed light on the connection ex-
isting between the hydration level of the flour and the plasticization behaviour of dough,
as well as the effect produced by the accelerated aging on the baking properties of differ-
ently treated flours. To this aim, solid-state NMR have been employed to investigate the
microscopic consequences of the presence of a different moisture content and aging degree,
by both a structural and dynamic point of view. Finally, Chapter 7 will deal with the
characterization of natural fiber reinforced composites obtained through the encapsulation
of chemically initiated cotton fibers with synthetic polymers. The NMR study will have
the purpose of detecting structural and dynamic modifications induced in either cellulose
or polymeric domains at different synthetic steps of the coating of the cotton fibers, in
order to validate the synthetic approach used and understand the arrangement and the
modifications of the different layers with respect to the pure components.
Part III, covering Chapters 8 and 9, will report the description of two examples of solid-
state NMR methodological developments. In particular, Chapter 8 will concern a method
allowing to characterize the dynamics of polymeric systems above their glass-transition
temperature. The approach proposed tries to overcome the limits in the achievement of
reliable dynamic information arising from the inherent complexity of these materials and
from the scarce sensitivity often demonstrated by the data set on the theoretical model
chosen in the analysis. The application of the method to a model system constituted by
an ethylene-propylene random copolymer will be presented and the results discussed in
terms of dynamic parameters. The second methodological approach proposed, described
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in Chapter 9, will deal with a new solid-state NMR concept for the estimation of individual
dipolar couplings in strongly-coupled homonuclear spin systems. The idea, based on both
the use of zero-quantum recoupling pulse sequences and the simultaneous recoupling of
spin interactions which allow to apply the weak coupling approximation on solid samples,
leads to the concept of Truncated Dipolar Recoupling (TDR), recently proposed by Prof.
M. H. Levitt. Essentially, this approximation changes the strongly-coupled spin system
in a weakly-coupled one, similarly to what happens in liquid state NMR, allowing to
extract information on specific internuclear distances in solid samples without the spurious
contributions arising from the presence of a many-body spin dynamics.
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The NMR framework
1

Chapter 1
Basic principles of NMR
Spectroscopy
1.1 Introduction
Nuclear Magnetic Resonance spectroscopy (NMR)1–5 is based on the magnetic proper-
ties of atomic nuclei, which in turn are connected to the intrinsic properties of the particles
contained therein. In fact, besides properties like electric charge and mass, which produce
detectable effects on the macroscopic world, every elementary particle like electron, neu-
tron or proton also has spin, a property associated with the presence of an intrinsic source
of angular momentum. Differently from what is commonly thought, this property is not
associated with any physical rotation.4
The NMR phenomenon arises from the behaviour of the total nuclear spin angular
momentum in the presence of magnetic fields. The following sections will deal with two
different approaches commonly used to describe the NMR phenomenon, which make use
of a vectorial and quanto-mechanical model of the spin-dynamics under the effect of both
static and time-dependent magnetic fields.
1.2 The NMR phenomenon: a vectorial picture
1.2.1 Single nuclear spin in a static magnetic field
Like the classical angular momentum, the nuclear spin angular momentum is a vector
(indicated by S in the following), whose direction defines the spin polarization axis of
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the nucleus. Generally speaking, the spin polarization axis of a nucleus can point in any
direction.
Every nucleus with |S| 6= 0 possesses a macroscopic nuclear magnetic moment, repre-
sented by a vector µ parallel to S:
µ = γN S (1.1)
where γN is a fundamental property of the nucleus N called magnetogyric or gyromagnetic
ratio, determining whether the magnetic moment of a nucleus is parallel or antiparallel
to the direction of the spin polarization, as represented in Fig. 1.1. Therefore, the spin
angular momentum of a nucleus is directly related with its magnetic properties, that means
its capability of interacting with magnetic fields.
Figure 1.1: The magnetogyric ratio γN .
From the classical physics is known that, when a static magnetic field B0 is applied, the
magnetic moment µ associated to the angular momentum S is subjected to the following
time evolution:
dµ
dt
= γN µ×B0 (1.2)
which defines the motion of the magnetic moment about the static field B0.
Assuming that the magnetic field B0 is aligned along the z-axis in a laboratory-fixed
axes frame (i.e. B0=(0, 0, B0)), the three components µx, µy and µz of the magnetic
moment µ in absence of relaxation processes (see Section 2.3) have the following time
evolution:
dµx
dt
= γN B0 µy (1.3)
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dµy
dt
= −γN B0 µx (1.4)
dµz
dt
= 0 (1.5)
The time evolution of the magnetic moment under the effect of a static magnetic field
B0 can be derived as the analytical solution to the linear equations system in Eqs. 1.3-1.5,
leading to:
µ(t) =
 µx(t)µy(t)
µz(t)
 = (1.6)
=
 µ
0
x cos(ω0t)− µ0y sin(ω0t)
µ0y cos(ω0t) + µ
0
x sin(ω0t)
µ0z

where µ0x, µ
0
y and µ
0
z represent the three components of the nuclear magnetic moment at
t = 0. Eq. 1.6 defines a precession motion of both the magnetic moment µ and the spin
nuclear angular momentum S associated with it, where:
ω0 = −γNB0 (1.7)
defines the angular frequency of the precession motion, expressed in rad s−1, called nuclear
Larmor frequency.
Figure 1.2: Example of spin precession in the case γN > 0.
As represented in Fig. 1.2, the spin polarization axis describes the surface of a cone,
mantaining a constant angle with the field, which is only determined by the initial orienta-
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tion of the spin polarization; the sense of the precession depends on the sign of γN for the
nucleus considered, and can be positive or negative following the right-hand rule, as shown
in Fig. 1.3: the majority of nuclei, characterized by positive values of the gyromagnetic
ratio, have a negative Larmor frequency, while a few nuclei, like 15N or 29Si, have negative
γN values and hence a positive Larmor frequency.
Figure 1.3: The sense of spin precession is determined using the right-hand
rule and depends on the sign of the gyromagnetic ratio γN .
1.2.2 The spin-ensemble: the magnetization vector
In NMR, it is common to deal with macroscopic samples containing a large number
of molecules. Usually, the spins within each molecule interact among each other, but
interactions between spins on different molecules can often be considered negligible. The
interacting spins on a molecule of the sample can be called a spin system: the collection
of all the spin systems of a macroscopic sample can be called spin ensemble.
In order to be able to describe the behaviour of the spin ensemble at thermal equilib-
rium, which is reached some time after the application of a static magnetic field to the
spin ensemble, the statistical concept of population of an energy level can be taken into
account. In fact, the magnetic energy associated to the classical interaction between the
individual nuclear magnetic moments corresponding to each nuclear spin and the static
magnetic field B0, called Zeeman interaction, can be expressed as:
Ez = −µ ·B0 (1.8)
Following this equation, the value of Ez depends on the orientation of the individual
magnetic moments with respect to B0: as indicated by the negative sign, the orientation
corresponding to the lowest energy value is the one with the magnetic moment parallel to
the direction of B0, which is aligned along the z-axis of the laboratory frame. Statistically
speaking, with respect to the random, isotropic distribution of the orientation of the
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individual nuclear polarization axes in absence of B0, the spin ensemble in the presence of
a static magnetic field shows an energetic preference for the z-component of the magnetic
moments to be oriented in the same direction of the field. As a consequence, nuclei start
exchanging energy both among each other and with the lattice, leading to the so-called
relaxation towards thermal equilibrium. The spin-ensemble at thermal equilibrium is
schematically represented in Fig. 1.4.
Figure 1.4: Schematic representation of the spin ensemble at thermal equi-
librium.
This means that, over time, the random molecular motion responsible for relaxation
ensures that the lower-energy orientations are preferentially populated in the presence
of a static magnetic field B0: the probability of having a z-component of the nuclear
spin angular momentum parallel to the z-axis is higher than having it anti-parallel. This
difference in probability, which is small in NMR due to the small energy difference between
two adjacent energy spin levels (for the spin-12 case the difference is ∼ 10−5 at room
temperature), generates a macroscopic net magnetic moment different from zero for a
spin ensemble, which is called magnetization. The net magnetization corresponds to the
vectorial sum of all the magnetic moments of the spin ensemble at thermal equilibrium
and it results to be aligned along the z-axis; in these conditions it coincides with the z-
component of the net magnetization, commonly indicated as longitudinal magnetization.
Mathematically speaking, the magnetization can be expressed as follows:
M =
∑
i
µi (1.9)
where i indicates the i-th spin of the ensemble.
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1.2.3 The effect of a resonant rf-field on a spin-ensemble
As far as the spin-ensemble at thermal equilibrium is concerned, the appearance of
a longitudinal magnetization different from zero some time after the application of a
static magnetic field B0 does not mean that the individual magnetic moments of the spin
ensemble are aligned along z too. On the contrary, their component on the xy plane
can point in any direction, but it turns out that at equilibrium they have a cylindrically
symmetric distribution around z, so as to statistically cancel one another out on the xy
plane. This means that at thermal equilibrium no net transverse magnetization (that is
the component of the magnetization on the xy plane) is present.
The presence of a net transverse magnetization different from zero is of crucial impor-
tance in NMR, since it represents the NMR observable.
In order to produce a net transverse magnetization which can be detected by a suit-
able NMR receiver, it is necessary to break the thermal equilibrium. This is commonly
accomplished in NMR by means of an oscillating magnetic field, usually referred to as
radio-frequency (rf) field and indicated as B1(t). This field is essentially a time-dependent
magnetic field of strength B1 oscillating on the xy plane (for example along the x axis of
the laboratory-fixed frame) at a frequency coincident with the Larmor frequency of the
nuclei we want to observe. As shown in Fig. 1.5, this oscillating field can be represented as
the sum of two counter-rotating fields whose angular frequency is here indicated as ωref .
Figure 1.5: An oscillating rf field can be decomposed in the sum of two
counter-rotating fields.
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Of these two fields, the only one which results to significantly affect the spin dynamics
is the one rotating in the same sense as the Larmor spin precession (indicated as resonant
component), while the other one can be safely neglected.
In the presence of B1(t), the time evolution of the magnetization in the laboratory
frame will be determined by the simultaneous effect of both a static (B0) and a time-
dependent (B1(t)) magnetic field, as described in the following equation:
dM
dt
= γNM× (B0 +B1(t)) (1.10)
The resulting motion in the laboratory frame is very complicated. For this reason,
in order to describe the effect of the presence of a time oscillating magnetic field on the
magnetization, it can be useful to observe the situation from a different axes frame. In
particular, it reveals particularly helpful to take into account a frame (x′, y′, z′) in which
the x′y′ plane rotates about z at the angular frequency ωref . Essentially, in this frame,
commonly referred to as rotating frame, the B1 field appears as a static field. In fact,
in the presence of B1, the magnetization experiences an effective field Bf in the rotating
frame expressed as:
Bf = B0 +
ωref
γN
+B1 (1.11)
where the term ωref/γN corresponds to the ficticious field existing only because of the
rotation of the (x′, y′, z′) frame with respect to the laboratory frame, and B1 has lost its
time-dependence. In the rotating frame, when a resonant B1 field is applied, it results:
ωref = ω0 = −γNB0 (1.12)
and it follows that:
Bf = B1 (1.13)
indicating that B1 is the only effective field in the rotating frame.
In resonance conditions, the effect of B1 on the equilibrium magnetization in the
rotating frame is totally analogous to the one previously discussed in the presence of B0 in
the laboratory frame: the magnetization starts precessing about the direction of B1 in the
rotating frame, keeping constant the initial angle to the B1 field, corresponding to 90◦, as
shown in Fig. 1.6. Therefore, the B1 field acts rotating the equilibrium magnetization by
an angle βp around the x-axis, which is defined as follows:
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Figure 1.6: Effect of a rf field oscillating along the x-axis of the laboratory
frame on the thermal equilibrium magnetization aligned along z.
βp = γNB1τp (1.14)
where τp indicates the time the B1 field is active.
Essentially, the application of the rf field B1 produces the rotation of the individual
spin polarizations by an angle βp about the B1 axis with respect to their initial posi-
tions, resulting in a non-null net transverse magnetization. Again, the rotation sense is
determined by the right-hand rule, in which the thumb points along the direction of B1.
The application of a B1 field for the time necessary to tilt the initial magnetization by
pi/2 with respect to its initial orientation is commonly called a ”pi/2 pulse”. A schematic
representation of the spin ensemble after the application of a rf pulse is shown in Fig. 1.7.
Figure 1.7: Representation of the spin ensemble after a pulse.
When the rf field is turned off, the transverse component of the net macroscopic mag-
netic moment, now aligned along the x (or y) axis, resumes its precessional motion around
the external field B0 with a frequency identical to the Larmor frequency. The preces-
sion of the transverse magnetization on the xy plane corresponds to a tiny magnetic field
oscillating, for instance, along the x direction. Following the Maxwell’s equations, this
oscillating magnetic field induces a small (but detectable) oscillating electric current into
a coil whose axis is placed along the x axis of the laboratory-fixed frame, as represented
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in Fig. 1.9.
The electric current induced in the coil (which constitutes a part of the more com-
plex NMR receiver) is the NMR signal, which is monitored and acquired: the resulting
intensity vs time pattern, represented in Fig. 1.8, is called Free Induction Decay (FID),
and corresponds to the time-domain NMR spectrum. The decay of the NMR signal with
time is connected to the presence of relaxation processes, as it will be clarified in the next
chapter.
Figure 1.8: Representation of the time-decay of the two components Mx
and My of the transversal magnetization due to relaxation processes: when
the receiver placed along the x-axis of the laboratory frame, the trend of Mx
vs time coincides with to the FID.
Except for the simplest cases, as far as the time-domain representation of the spectrum
is concerned, it is generally uninterpretable, so it is very important to have a way of
generating the frequency-domain spectrum representation from the time-domain signal.
Fourier Transform is a relatively simple mathematical procedure through which the NMR
(frequency) spectrum is obtained from the FID. In fact, time and frequency constitute
a Fourier-pair, and it is possible to go from the FID (F (t)) to the frequency-spectrum
(S(ω)) by means of the following relationships:
F (t) =
1
2pi
∫ +∞
−∞
S(ω) e−iωtdω (1.15)
S(ω) =
∫ +∞
−∞
F (t) eiωtdt (1.16)
This means that the same information about the spin system is in principle contained
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Figure 1.9: The induction of a NMR signal.
either in the frequency-spectrum or in the FID.
1.3 The NMR phenomenon: the quantum-mechanical model
Even though the vectorial model previously introduced for the description of the NMR
phenomenon results to be appropriate for visualizing many of the principal aspects con-
nected to the dynamics of non-interacting nuclear spins in the presence of either static or
time-dependent magnetic fields, as well as the relaxation theory, this approach can result
to be inadequate when interactions among the spins of the sample are taken into account.
In particular, an alternative, more accurate description of the spin dynamics, which can
be provided by quantum-mechanics, could be necessary to follow the time evolution of a
spin system subjected either to interactions of various nature or to the effect of a rf field.
In the following sections, a different description of the NMR phenomenon is proposed,
which relies on a quantum-mechanical model.
1.3.1 QM description of an isolated nuclear spin in the presence of a
static magnetic field
Quantum-mechanics (QM) assesses that the angular momentum associated with the
rotation of an elementary particle in a given axes frame cannot assume all the possible
values: in other words, the angular momentum is quantized.6
As already discussed, the spin of a particle has the properties of an angular momentum
even though it is not associated with any physical rotation. For an atomic nucleus, the
total spin angular momentum arises from the combination of the spin angular momenta of
its constituting elementary particles (neutrons and protons), which is performed following
precise QM rules. The quantization of the total spin angular momentum of a nucleus can
be expressed by means of the following equations:
1.3 Single nuclear spin in a static magnetic field 13
Ŝz|S,mS〉 = mS |S,mS〉 (1.17)
Ŝ2|S,mS〉 = S(S + 1)|S,mS〉 (1.18)
where the kets |S,mS〉 indicate the eigenstates of the operator Ŝz,1 corresponding to
the z-component of the total spin angular momentum of the nucleus in a given axes frame
(usually, the laboratory-fixed frame). The notation used in Eqs 1.17 and 1.18 to indicate
the eigenstates of Ŝz calls attention to their dependence on the two quantum numbers S
and mS .
As shown in Eq. 1.18, the spin quantum number S determines the value of the total
square spin angular momentum of the nucleus, represented by the QM operator Ŝ2. The
S value corresponding to the lowest-energy combination of the spin angular momenta of
all the individual particles constituting the nucleus is commonly referred to as spin of the
nucleus. Depending on the nucleus, the quantum number S can take integer (0, 1, 2, ...) or
half-integer (1/2, 3/2, 5/2, ...) values. The azimuthal quantum numbermS can take values:
mS = −S,−S + 1,−S + 2, ....+ S (1.19)
and defines the eigenvalue of the nuclear spin angular momentum along the z axis.
Since both Ŝ2 and Ŝz are Hermitian operators, the set of 2S+1 eigenfunctions |S,mS〉
is orthonormal, and can be used as a basis set for a matrix representation of the spin
operators.
In order to be able to tackle the description of the NMR phenomenon from a QM point
of view, it is necessary to define the spin Hamiltonian in the presence of the sole static
magnetic field B0. In fact, in absence of time-dependent interactions, the eigenstates and
the energies of a spin system can be obtained by solving the time-independent Schro¨dinger
equation:
Ĥ|ψn〉 = En|ψn〉 (1.20)
where Ĥ is the Hamiltonian operator of the considered system and En is the energy
eigenvalue corresponding to the n-th eigenstate |ψn〉.
The spin Hamiltonian of a nucleus in the presence of B0 corresponds to the energy
operator of the previously discussed classical magnetic interaction between a magnetic
moment and a static magnetic field and is expressed as:
1The ”hat” symbol is used to indicate a QM operator.
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ĤZ = −µ̂ ·B0 (1.21)
where:
µ̂ = γN~Ŝ (1.22)
and µ̂ and Ŝ are the QM operators corresponding to the classical magnetic moment µ and
spin angular momentum S, respectively.2 Therefore, from Eqs. 1.21 and 1.22 it results:
ĤZ = −γN~ŜzB0 (1.23)
Following the previous discussion about the quantization of the angular momentum,
the time-independent Schro¨dinger equation for a spin immersed into a static magnetic
field B0 is:
ĤZ |S,mS〉 = −~γNB0 mS |S,mS〉 (1.24)
where |S,mS〉 are the eigenstates of Ŝz, which constitute the Zeeman eigenbasis of the
considered spin system. The energy levels of the spin eigenstates of a single nucleus in the
presence of an external magnetic field can be obtained from the comparison of Eq. 1.20
and Eq. 1.24:
EmS = −~γNB0mS (1.25)
These energy levels depend on the intensity of the applied magnetic field B0, the azimuthal
quantum number mS and the gyromagnetic ratio of the nucleus.
The case of nuclei with spin S = 1/2 has a particular relevance in NMR, as it will be
discussed in the next chapters. For a system constituted by a single spin-1/2 nucleus, the
possible Zeeman eigenstates are commonly indicated as |α〉 and |β〉, where:
|α〉 = |1
2
,
1
2
〉 (1.26)
|β〉 = |1
2
,−1
2
〉 (1.27)
2In particular, bS = bSxex + bSyey + bSzez, where {ex, ey, ez} indicate the vectors of unitary modulus
corresponding to the three axes of the laboratory frame.
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Figure 1.10: Representation of the two Zeeman eigenstates |α〉 and |β〉: the
arrows indicate the polarization axis of the spin in the corresponding state.
These eigenstates satisfy the following relationships:
Ŝz|α〉 = 12 |α〉 (1.28)
Ŝz|β〉 = −12 |β〉 (1.29)
Eq. 1.28 indicates that a spin in the Zeeman eigenstate |α〉 is polarized along the
z-axis, since this corresponds to have a positive eigenvalue (+12) of the z-component of
the spin angular momentum, as schematically represented in Fig. 1.10.
Similar arguments are valid for the |β〉 eigenstate. The Zeeman eigenstates |α〉 and
|β〉 are characterized by energies:
Eα = −12γN~B0 (1.30)
Eβ =
1
2
γN~B0 (1.31)
respectively. The energy-levels diagram for the spin-1/2 case is represented in Fig. 1.11.
Nevertheless, Zeeman eigenstates are not the only possible states a spin can experience.
Generally speaking, the nuclear spin can also be in a superposition state |ψ〉, obtained as
a linear combination of Zeeman eigenstates. For the spin-1/2 case:
|ψ〉 = cα|α〉+ cβ |β〉 (1.32)
where the normalization condition for the coefficients cα and cβ applies:
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Figure 1.11: Representation of the energy levels for a spin 1/2 in a static
magnetic field B0.
|cα|2 + |cβ|2 = 1 (1.33)
Superposition ket states |ψ〉 are conveniently represented as a column vector whose
elements are the coefficients of the linear combination defining |ψ〉 in terms of the Zeeman
eigenstates, which can have complex nature:
|ψ〉 =
(
cα
cβ
)
(1.34)
On the contrary, the bra state 〈ψ| can be represented as a row vector:
〈ψ| = (c∗α, c∗β) (1.35)
where c∗α and c∗β are the complex conjugates of cα and cβ, respectively.
Among the possible superposition states, the following ones have particular relevance
in NMR:
|x〉 = 1√
2
(
1
1
)
(1.36)
|y〉 = 1√
2
(
1+i
1-i
)
(1.37)
In fact, the superposition states of Eqs. 1.36 and 1.37 are eigenstates of the operators Ŝx
and Ŝy, respectively. Even though a pictorial representation of these states can be given
thanks to their well-defined polarization axes (see Fig. 1.12), they cannot be inserted in
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the energy-levels diagram of Fig. 1.11: in fact, they are not eigenstates of ĤZ , and, for
this reason, they do not possess a well-definite energy eigenvalue.
Figure 1.12: Representation of the two Zeeman eigenstates |x〉 (top) and
|y〉 (bottom): the arrows indicate the polarization axis of the spin in the
corresponding state.
The main difference between Zeeman eigenstates and superposition states is that the
formers are stationary states, as it will be proved below. This means that, in absence
of time-dependent Hamiltonians, a spin prepared in a stationary state remains in this
eigenstate indefinitely, as long as the Hamiltonian does not change. On the contrary, the
characteristic of a superposition state is that, even in absence of time-dependent Hamilto-
nians, it is subjected to a time evolution that transforms it into a different superposition
state. Generally speaking, the time-evolution of a superposition state is governed by the
time-dependent Schro¨dinger equation:
d|ψ(t)〉
dt
= − i
~
Ĥψ(t)〉 (1.38)
It is worth noting that the eigenstates of the time independent Hamiltonian Ĥ can
be also treated as particular examples of superposition states. In fact, from Eq. 1.32 it
follows that for the spin-1/2 case |ψ〉 = |α〉 when cα = 1 and cβ = 0, and |ψ〉 = |β〉 when
cα = 0 and cβ = 1.
This discussion is aimed at singling out that the picture of spin precession previously
introduced with the vectorial model of NMR is only appropriate to describe the time-
evolution of superposition states. Generally speaking, given two time points ta and tb,
with tb > ta, and known the state of the system at ta, by solving Eq. 1.38 it is possible
to predict the state of the system at tb. In particular, this equation is easily solved in the
presence of a time-independent Hamiltonian, as it is the case when Ĥ = ĤZ and no rf
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field is present. For this case, it results:
|ψ(tb)〉 = e−iω0 bSzτ |ψ(ta)〉 (1.39)
with τ = tb − ta.
The time-evolution of the generic superposition state |ψ(ta)〉 is thus determined by the
action of the operator:
R̂z(ω0τ) = e−iω0τ
bSz (1.40)
Generally speaking, the object:
R̂k(φ) = e−iφ
bSk (1.41)
with k = x, y or z, is commonly referred to as rotation operator, since it acts producing a
rotation of the superposition state |ψ〉 around the k-axis through an angle φ. Therefore,
the operator defined in Eq. 1.40 generates a rotation around z of the spin state |ψ(ta)〉
through the angle ω0τ . In Eq. 1.39, ω0 = −γNB0 is the angular frequency of the rotation,
coincident with the Larmor frequency.
The evolution of the superposition state |x〉 under the HamiltonianHZ can be discussed
as an example. In this case:
|ψ(ta)〉 = |x〉 = 1√
2
(
1
1
)
(1.42)
and the evolution of |ψ(ta)〉 for a time τ = φ/ω0 = −pi/2ω0 is calculated as:
|ψ(tb)〉 = R̂z(−pi2 )|ψ(ta)〉 = R̂z(−
pi
2
)|+ x〉 (1.43)
=
1√
2
(
1 + i 0
0 1− i
)
1√
2
(
1
1
)
=
1
2
(
1+i
1-i
)
(1.44)
= | − y〉 (1.45)
where in Eq. 1.44 the matrix representation of the rotation operator R̂z on the Zeeman
eigenbasis has been used (see Ref. 4). Eqs. 1.43-1.45 show that the initial superposition
state |+ x〉 evolves into the |+ y〉 state after a time τ = −pi/2ω0, which corresponds to a
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pi/2 rotation around the z-axis.
In particular, the origin of the term ”stationary” which has been used to describe the
Zeeman eigenstates of a spin system in the presence of a static magnetic field, can be
justified extending the same calculation performed above to a stationary state, since, as
already discussed, it constitutes a particular example of superposition state. For example,
it is possible to show that the presence of a static magnetic field does not significantly
affect the state of a nuclear spin prepared in the Zeeman eigenstate |α〉. In fact:
|ψ(tb)〉 = R̂z(−pi2 )|ψ(ta)〉 = R̂z(−
pi
2
)|α〉 (1.46)
=
1√
2
(
1 + i 0
0 1− i
)(
1
0
)
(1.47)
=
1√
2
(
1+i
)( 1
0
)
(1.48)
= ei
pi
4 |α〉 (1.49)
The result of Eqs. 1.46-1.49 indicate that, except for the phase factor ei
pi
4 , the spin
eigenstate |α〉 does not evolve into other superposition states under the effect of the Zeeman
Hamiltonian. Similar results can be obtained for the eigenstate |β〉. The phase factor arises
from the rotation of the spin eigenstate |α〉, polarized along the z-axis, around the z-axis:
this rotation is produced by the operator R̂z.
The use of rotation operators has a considerable relevance not only in the description
of the time evolution of the spin states under the Zeeman Hamiltonian, but also when the
QM effect of rf fields on the spin system are taken into account, as it will be discussed in
the following section.
1.3.2 The effect of a rf field on an isolated spin
Consider a rf field oscillating along the x-axis of the laboratory frame, that can be
expressed as:
B1(t) = B1(t) cos(ωref t+ φ)exL (1.50)
where ωref indicates the frequency of the oscillating field (coincident with the reference
frequency of the spectrometer), while φ indicates its phase. From the discussion of Section
1.2.3 it results that such a field can be decomposed in two counter rotating components
20 Basic principles of NMR Spectroscopy
with angular frequency ωref : only the component rotating in the same sense as the Larmor
precession of the spins, indicated as Bres1 (t), affects the spin-dynamics (it is resonant).
Therefore, from the point of view of the effect generated by the rf field B1(t) on the NMR
spectrum, the following approximation is valid:
B1(t) ∼= Bres1 (t) (1.51)
and the resulting rf field B1(t) can be expressed in the laboratory frame as:
B1(t) =
1
2
B1[cos(ωref t+ φ)exL + sin(ωref t+ φ)eyL ] (1.52)
The individual spin angular momenta S interact with the resonant component of the
rf field through the Hamiltonian:
Ĥrf (t) = −γSŜ ·B1(t) (1.53)
It is worth noting that the Hamiltonian in Eq. 1.53 has lost the factor ~ since it has been
expressed in natural units (s−1), which will be consistently used from now on. Eq. 1.53
indicates that, when a rf field B1 is present, the total Hamiltonian describing the energy
of the spin system shows a time-dependence. In particular, in the presence of both a static
and a rf magnetic field (B0 and B1(t), respectively), it can be expressed as:
Ĥ = ĤZ + Ĥrf (t) (1.54)
= −γN Ŝ · (B0 +B1(t)) (1.55)
where, following Eqs. 1.52 and 1.53, the term corresponding to the rf field Hamiltonian
is:
Ĥrf (t) = −1
2
γSB1[cos(ωref t+ φ)Ŝx + sin(ωref t+ φ)Ŝy] (1.56)
It is possible to show that the term in squared brackets in Eq. 1.56 can be rearranged
so as to obtain:
Ĥrf (t) = −1
2
γSB1R̂z(ϕ)ŜxR̂z(ϕ) (1.57)
where ϕ = ωref t+ φ and R̂z(ϕ) indicates the rotating operator introduced above.
As already discussed in Section 1.2.3, the time-dependence of Ĥrf can be removed by
expressing it in a frame rotating around the z-axis in the same sense of the spin precession
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at the angular frequency ωref , which leads to:
Ĥrf,rot = ω1R̂z(φ)ŜxR̂z(−φ) (1.58)
where ω1 = 12 |γSB1| is a measure of the rf field amplitude, indicated as nutation frequency,3
and the superscript indicates that the Hamiltonian is expressed in the rotating frame. After
some rearrangement, the expression of the total spin Hamiltonian given in Eq. 1.55 in the
rotating frame becomes:
Ĥrot = (ω0 − ωref )Ŝz + ω1(Ŝx cosφ+ Ŝy sinφ) (1.59)
The rotating frame picture of spin-dynamics is very useful to describe the effect of the
application of a rf field like the one discussed above on a spin system. In particular, we
usually refer to rf pulse when an oscillating magnetic field of duration of the order of µs
to ms is applied, whose intensity, measured through its nutation frequency ω1, is of the
order of tens to few hundreds of kHz.
Let us consider the application of a strong rf pulse of length τp = tp − t0 and phase
φ = 0 on a non-interacting spin system. As already discussed, in the presence of a resonant
rf field ω0 = ωref , and the corresponding Hamiltonian is:
Ĥrot = ω1Ŝx (1.60)
It can be shown that the effect of such a pulse on a generic spin state |ψ〉rot, where the
superscript indicates that it is expressed in the rotating frame, can be described in the
following way:4
|ψ(tp)〉rot = R̂x(βp)|ψ(t0)〉rot (1.61)
where t0 and tp indicate the start and end time points of the pulse and βp = ω1τp
coincides with angle introduced in Section 1.2.3, called flip angle of the pulse. Its matrix
representation on the Zeeman eigenbasis is given by:4
R̂x(βp) =
(
cos 12βp −i sin 12βp
−i sin 12βp cos 12βp
)
(1.62)
and it can be used to calculate the effect of the application of the rf field expressed in Eq.
3The nutation frequency is always positive.
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1.60 on a spin system prepared in an initial state |ψ(t0)〉rot. Let us assume that a pulse
with βp = pi/2 (indicated as pi/2-pulse) is applied to a spin in the initial state |α〉. Its
effect can be calculated as:
R̂x(pi/2)|α〉 = 1√
2
(
1 -i
-i 1
)(
1
0
)
(1.63)
=
1√
2
(
1
-i
)
(1.64)
= e−ipi/4
1
2
(
1+i
1-i
)
(1.65)
= e−ipi/4| − y〉 (1.66)
indicating that, apart from a phase factor e−ipi/4, the initial stationary state |α〉 is trans-
formed into the superposition state | − y〉 after the application of a pi/2 pulse, or, in other
words, that the action of a pi/2 rf pulse applied along the x-axis (indicated as (pi/2)x)
is to rotate the polarization axis of the spin state by pi/2, as already deduced from the
discussion of Section 1.2.3, performed by means of the vector model. A representation of
this effect is given in Fig. 1.13.
Figure 1.13: Transformation of the |α〉 state into | − y〉 by a (pi/2)x pulse.
Obviously, the theoretical treatment of the effect of a rf pulse on a generic spin state
|ψ〉 can be extended to pulses with general phase φp and angle βp: in these cases, similar
effects concerning the rotation of the polarization axis of the initial spin state by the angle
βp are obtained, as discussed in Ref. 4.
Up to now, the QM description of the NMR phenomenon has concerned a single spin
of an ensemble of isolated spins-1/2. However, as already discussed, in the general case,
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it is common to deal with macroscopic samples constituted by many spins. The QM
description of the spin ensemble in this case would require to consider each individual
spin and add their contributions together, for example in the calculation of a macroscopic
quantity like the magnetization. In these cases, a detailed description of the quantum
state of the spin ensemble could be given making use of the density operator formalism:
this approach allows to avoid to refer to the states of the individual nuclear spins, hence
greatly simplifying the QM description of spin state of macroscopic samples. A concise
description of this approach is deferred to Appendix A.
In the following few sections, the question concerning the possibility for the nuclear
spins of a macroscopic sample to interact with each other is considered. The discussion is
tackled making use of the QM description of the spin-dynamics.
1.4 Nuclear spin interactions: an overview
Nuclear spins interact with each other and with their surroundings. The interactions
experienced by the nuclear spins can be divided into external and internal depending on
whether they are produced by an external apparatus generating magnetic or electric fields
(as the rf synthetizer) or they are caused by the sample itself, respectively.
Usually, the local magnetic and electric fields produced by the molecular environ-
ment are some orders of magnitude smaller than the static field B0, so, from a quantum-
mechanical point of view, they can be considered as perturbations to the dominating
Zeeman interaction.
The internal Hamiltonian can contain different terms, corresponding to the different in-
ternal interactions experienced by the nuclear spins.
The chemical shift interaction represents the indirect magnetic interaction of the ex-
ternal magnetic field and the nuclear spins through the involvement of electrons: in fact,
the external magnetic field B0 induces currents in the electron clouds surrounding the
nuclei, which in turn generate an induced magnetic field: the induced field is directly
proportional to the static field B0. Despite the induced field is some orders of magnitude
smaller than B0, its effects are large enough to generate detectable variations in the spin
precession frequency.
The through-space or direct dipole-dipole interaction corresponds to the classical cou-
pling between magnetic dipoles. In fact, every spin magnetic moment generates a magnetic
field with which a second spin can interact: the interaction is mutual, and does not involve
the electron clouds. This interaction can be either intra- or inter-molecular and it is rather
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important in solid systems, as will be discussed later.
The J-coupling represents the magnetic interactions of nuclear spins with each other,
through the involvement of bonding electrons: its presence is a direct manifestation on
the NMR spectrum of the chemical bond.
All the mentioned internal interactions have a purely magnetic nature. However, nuclei
with spin S > 12 experience a non-spherical distribution of the electric charge around the
nucleus producing an electric quadrupole moment that can interact with the electric field
gradients originated by the nuclear and electronic charge distributions. This interaction is
called quadrupolar interaction and possess an electric nature. The quadrupolar interaction
will not be mentioned anymore in the following, since no quadrupolar nuclei have been
investigated in this thesis work.
It is worth noting that the majority of the features observable on an NMR spectrum of a
diamagnetic substance can be explained by means of the previously discussed interactions:
however, in the presence of paramagnetic substances, further interactions between the
nuclear and electron spin must be considered, too, which can produce peculiar spectral
effects. Paramagnetic substances in which the electronic spins interact relatively weakly
with each other are usually more suitably characterized by means of a different kind of
spectroscopic technique, called Electron Paramagnetic Resonance (EPR).
Generally speaking, depending on whether a term of the spin Hamiltonian possesses a
dependence on the orientation of the molecular fragment responsible for its existence with
respect to the field B0 or not, it is indicated as anisotropic or isotropic, respectively. As
it will be discussed later, the existence of iso- and aniso-tropic components of the internal
spin interactions is the essence of the differences between liquid- and solid-state NMR.
1.5 Liquid state NMR
Both liquid and solid samples can be investigated by means of NMR spectroscopy.
However, the kind of information that can be extracted on these classes of systems is
different because of their different physical properties, particularly for what concerns the
dynamics. Liquids are systems characterized by high molecular mobility, manifesting both
a high translational and rotational mobility. A representation of the motions occurring in
liquids is shown in Fig. 1.14. The dynamics occurring in liquids induces a time-dependence
on the anisotropic components of the spin interactions. The time scale of the motions
present in liquids is usually faster than the time scale of the spin interactions (intended
as the inverse of the magnitude of the interaction expressed in Hz): this means that it is
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Figure 1.14: Translational (a) and rotational (b) mobility in liquid molecules
are the same in all the directions only for isotropic liquids. In an anisotropic
liquid (c), the molecular mobility depend on the direction in space.
only the resulting time-averaged spin-interaction to be effective on the NMR spectrum.
Performing a time-averaging of a spin interaction means loosing its dependence on the
orientation, that is taking the average value of the spin interaction over all the possible
orientations. Depending on whether the liquid is isotropic or anisotropic the result of the
averaging can lead to different effects.
In isotropic liquids the translational and rotational motions are the same in all the
directions, leading to an effective elimination of some nuclear spin interactions: usually,
quite well resolved NMR spectra with narrow lines are obtained, which determined the
success of liquid-state NMR.
Anisotropic liquids, like liquid crystals, have a non-isotropic spatial configuration.
Nonetheless, despite the orientational and, possibly, spatial order, the molecules maintain
a high mobility. The presence of preferential orientations prevents the motional-averaging
from being complete, and the resulting NMR spectra are usually more complicated than
those of isotropic liquids. The partial averaging of the anisotropic components of spin
interactions retains the information they contain about molecular structural parameters,
such as intermolecular distances and also includes information on orientational order.
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1.6 The nuclear spin Hamiltonian in the solid state
Differently from anisotropic liquids, solids are materials that resist shear forces with-
out flowing: this produces a further limit to the molecular mobility that on one hand
reduces the averaging effect and complicates the spectra, and on the other hand retains
the information about molecular structure.
In the following, a mathematical description of the different Hamiltonian terms corre-
sponding to the NMR interactions introduced in Section 1.4 for a solid state spin system
is given. This description corresponds to take the complete Hamiltonian of a solid state
spin system under the effect of an external magnetic field, in which the anisotropic com-
ponent of the various spin interactions is considered not to be motionally averaged. The
effects of the molecular motions on the spin dynamics in solid systems will be discussed
in Section 2.3.2.
The total nuclear spin Hamiltonian can be written as a sum over different spin inter-
actions Λ:
H =
∑
Λ
HΛ (1.67)
where the ”hat” symbol, previously used to indicate operators, has been omitted for the
sake of simplicity.
As described in Appendix A, the Hamiltonian for the spin interaction Λ can be ex-
pressed with the help of a second rank Cartesian tensor AΛ in the following way:
HΛ = CΛ(XΛ)T · AΛ ·YΛ (1.68)
where X and Y represent the vector operators of the interacting species and CΛ is a
constant characteristic of the interaction Λ. From the Cartesian representation it is always
possible to deduce a different representation of the spin Hamiltonian of a given interaction
in terms of a sum over scalar products of irreducible spherical tensors, in the following
way:
HΛ = CΛ
2∑
l=0
+l∑
q=−l
(−1)q [AΛlq]F [T Λl−q]F (1.69)
where [AΛ]F and [T Λ]F are the spatial and spin irreducible spherical tensors, respectively,
described in Appendix A: the superscript indicates that both the tensors are represented in
the reference frame F . The spatial tensor AΛ contains the dependence on the orientation
of the spin interaction Λ with respect to the external magnetic field B0, while the spin
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tensor T Λ depends on the species involved in the interaction (either external magnetic
fields or spins).
Since irreducible spherical tensors show nice properties with respect to rotations of
the reference frame they are represented in, this way of expressing spin Hamiltonians
demonstrates to be very useful in NMR, where rotations of the spin part ofHΛ by means of
rf fields are usually performed. Moreover, in solid state NMR, a further rotation involving
the spatial part of HΛ is often performed, known with the name of Magic Angle Spinning
(MAS): the sample is macroscopically rotated around an axis tilted by 54.7◦ (the magic
angle) with respect to the direction of the external magnetic field in order to improve the
spectral resolution. MAS will be discussed in Section 2.1.1.
The exact form of the tensor elements depends on the chosen reference frame F , even
though the scalar product of the two tensors AΛ and T Λ is independent of the choice of
F , as long as they are represented in the same reference frame.
In solid-state NMR it is common to deal with transformations of the spin Hamiltonian
components, or part of them, into different reference frames.7 Obviously, the choice of
the reference frame is in principle infinite. However, only some of them are relevant for
describing the solid-state NMR spin Hamiltonian. The Principal Axis Frame (PAS or
P ) is the reference frame in which the 2nd rank Cartesian tensor AΛ corresponding to
the interaction Λ is diagonal. The molecular frame (M) is a reference frame fixed on the
molecule respect to which all the PAS for the different interactions can be referred: it
can be chosen arbitrarily. The rotor frame (R) is a reference frame in which the zR-axis
points along the rotor axis. The laboratory frame (L) is a reference frame in which the
zL-axis is aligned with the direction of the external magnetic field B0. In the presence of
a radio-frequency field perturbing the spin system (see Section 1.3.2) it is often necessary
to introduce the rotating frame (rot), a frame that rotates at an angular frequency ωref
about the zL axis, coincident with zrot.
It is usually convenient to express the spin part of HΛ in the laboratory frame and the
spatial part in a different reference frame, frequently P or R. As shown in Appendix A,
Wigner rotation matrices Dl(ΩFF ′) can be used for passing from a reference frame F to
F ′, where the symbol ΩFF ′ indicates the Euler angles set relating F and F ′.
1.6.1 The High Field approximation
Before discussing the spin interactions in detail, it is useful to introduce an approxi-
mation to the spin Hamiltonian that is usually adopted in NMR in the presence of static
magnetic fields of some Tesla. Since in these conditions the Zeeman interaction is several
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order of magnitude bigger than all the other spin interactions, it is possible to treat the
internal spin interactions as perturbations to the Zeeman term and apply the first order
perturbative theory to calculate the energy levels of the spin system. In this approxima-
tion, called secular or high field approximation, the only part of the spin Hamiltonian that
is relevant for the various internal interactions is the one commuting with the Zeeman
term HΛZeeman. This means that the Hamiltonian corresponding to each spin interaction
can be written as:
HΛ = HΛcomm +H
Λ
ncomm (1.70)
where:
[
HΛcomm,H
Λ
Zeeman
]
= 0 (1.71)[
HΛncomm,H
Λ
Zeeman
] 6= 0 (1.72)
Only the part of the internal spin Hamiltonian that commutes with the Zeeman term affect
the NMR spectrum: this corresponds to take only the component of the Cartesian tensor
representing the interaction in the direction of the external field, Azz, which is called its
secular part.
In terms of the spherical tensor representation of the spin interaction, the secular approx-
imation leads to:
HΛ = CΛ
2∑
l=0
[AΛl0] [T Λl0 ] (1.73)
In particular, since by means of external rf fields it is possible to produce rotation of the
spin momenta without affecting the B0 term, the spherical tensor T Λlq will be indicated
in the following as TΛλµ, indicating a pure irreducible spherical spin tensor, which does
not contain anymore the field part: when present, this part will explicitly appear in the
expression of HΛ. In this way, the ranks of the spatial and spin tensor l and λ are no
more necessarily the same. In the following, the spatial tensor multiplied by CΛ will be
indicated as AΛlm for the sake of simplicity.
In the high field approximation µ = 0 and the spin Hamiltonian HΛ can be written as:
HΛ =
∑
lmλ
HΛlmλ0 (1.74)
with:
HΛlmλ0 =
[
AΛlm
]R
Dlm0(ΩRL) T
Λ
λ0 (1.75)
where AΛ is expressed in the rotor frame R, TΛ (if not otherwise specified) is expressed
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in the L frame, and Dl(ΩRL) is the Wigner matrix for the transformation from the L to
the R frame.
1.6.2 Zeeman interaction
As already discussed, the energy levels of a spin system constituted by spin-12 nuclei
are determined by the dominating interaction between the ”high” static magnetic field B0
and each of the nuclear magnetic moment µj , corresponding to the j-th spin. The total
Zeeman Hamiltonian is given by:
HZ =
∑
j
HZj = −
∑
j
µj ·B0 (1.76)
= −
∑
j
γSB0Szj (1.77)
=
∑
j
[
AZ00
]L
T j10 (1.78)
where
[
AZ00
]L = ω0, with ω0 = −γSB0 being the Larmor frequency of the spin species S.
The Zeeman Hamiltonians for the individual spins commute between each other, since
they are proportional to Szj : this means that the basis-set functions for a spin system
constituted by NS spin-12 nuclei, for which the number of basis states is 2
NS can be
denoted as:
|r〉 = |m1m2m3.....mNS 〉 (1.79)
where |mp〉 indicates the eigenfunction corresponding to the eigenvalue mp.
In the high field approximation, the Zeeman eigenbasis is usually chosen as basis set for
the total spin Hamiltonian.
1.6.3 Interaction with a rf field
As already shown in Eq. 1.59, when the rf field is applied to the spin system, an
additional term with the form −∑j ω1Szj has to be included into the external Zeeman
Hamiltonian, which gives:
HZ = Ω0Sz (1.80)
where:
Ω0 = ω0 − ωref (1.81)
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is called frequency offset and defines the difference between the Larmor frequency and the
reference frequency of the spectrometer.
1.6.4 Chemical shift
The interaction between a nuclear spin Sj and the magnetic field induced by the
presence of external fields in the electron clouds surrounding the nuclei of the molecule
can be expressed as:
HCSj = −γS ST · δj ·B0 (1.82)
where δj indicates the deshielding Cartesian tensor for the j-th spin and the superscript
T indicates a transposed vector.
As already discussed, a Cartesian tensor can always be decomposed into the sum of
three irreducible tensors of ranks 0, 1 and 2. However, since in this case the rank-1 tensor
is purely non-secular and the high-field approximation is valid, this component does not
contribute to the NMR spectrum and can be neglected. The rank-0 and rank-2 tensors
are called isotropic chemical shift tensor and chemical shift anisotropy (CSA) tensor,
respectively. Generally speaking, the sum of the two Cartesian irreducible tensors of rank
0 and 1 is a tensor that is diagonal in its PAS. The diagonal elements are indicated as
δPASxx , δ
PAS
yy and δ
PAS
zz and are called the principal elements of the chemical shift tensor.
When the magnetic field resulting from the elctronic currents around the nucleus is applied
to a nuclear spin, an induced field is produced, which is proportional to the applied one.
The different principal values of the shielding tensor correspond to the proportionality
constant between the applied field and the resulting induced field along the three axes of
the PAS. In this thesis, the following convention is adopted:
|δPASzz − δjiso| > |δPASxx − δjiso| > |δPASyy − δjiso| (1.83)
where
δjiso =
1
3
(δPASxx + δ
PAS
yy + δ
PAS
zz ) (1.84)
is the isotropic chemical shift.
In a powder sample, all the molecular orientations with respect to the direction of the
static field B0 are present. Each of the different molecular orientations, for each of the
chemically inequivalent nuclear sites on the molecule, is associated to a different orientation
of the chemical shift PAS with respect to the B0 field, defined through the polar angles
(θ, φ), as shown in Fig. 1.15. These angles coincide with two of the three Euler angles
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specifying the Euler transformation of the PAS into the laboratory frame: the third angle,
corresponding to a rotation about the B0 axis, is arbitrary since the secular interactions
are invariant under rotations around B0.
Figure 1.15: Representation of the polar angles (θ, φ) defining the orienta-
tion of the B0 field in the PAS of the shielding tensor.
Each orientation of the PAS generates a different chemical shift value, intended as the
spectral frequency corresponding to the energy of chemical shift interaction for a given
nuclear site, expressed through:
ωjCS = ω0δ
j
iso +
1
2
ω0δ
j
aniso
[
3 cos2 θ − 1− η sin2 θ cos 2φ] (1.85)
where:
δjaniso = δ
PAS
zz − δjiso (1.86)
η =
δPASyy − δPASxx
δPASzz − δjiso
(1.87)
define the anisotropy parameter δjaniso and the asymmetry parameter η. The CSA fre-
quency is given by ωjaniso = ω0δ
j
aniso, while ω
j
iso = ω0δ
j
iso defines frequency of the isotropic
chemical shift of the j-th nucleus.
The convolution of the set of signals with different frequency arising from all the
possible molecular orientations gives the so-called CSA powder pattern for a given nuclear
site. Generally speaking, the shape of the CSA powder pattern depends on the symmetry
of the corresponding shielding tensor, thus being very informative on the geometrical
properties of the related nuclear site. A special case is the one in which the shielding
tensor has axial symmetry : in this case, δPASxx = δ
PAS
yy , and the unique principal axis of
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the shielding tensor lies along the symmetry axis of the nuclear site. Two examples of
CSA powder patterns are shown in Fig. 1.16.
Figure 1.16: Examples of chemical shift anisotropy powder patterns for two
different symmetries of the shielding tensor. The convention discussed in the
text for the tensor principal values δPASxx , δ
PAS
yy and δ
PAS
zz has been used. (a)
General case; (b) axial symmetry case, in which δPASxx = δ
PAS
yy ; the dotted
line indicates the isotropic chemical shift.
The expression for the chemical shift Hamiltonian in form of irreducible spherical
tensors is:
HCSj = (
[
ACS00
]L
+
[
ACS20
]L
)Szj (1.88)
= (
[
ACS00
]L
+
[
ACS20
]L
)T j10 (1.89)
where
[
ACS00
]L = ω0δjiso = ωjiso, [ACS20 ]PAS = ω0(δPASzz − δjiso) = ωjaniso, and:
[
ACS20
]L
=
1
2
ωjaniso
[
3 cos2 θ − 1− η sin2 θ cos 2φ] (1.90)
Very often, the Zeeman Hamiltonian for the spin Sj in the rotating frame can be
expressed together with the isotropic chemical shift term so as to define an isotropic
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chemical shift frequency given by:
Ωj0 = ω0(1 + δ
j
iso)− ωref (1.91)
and
HZ,CSj = ([A
Z,CS
00 ]
L +
[
ACS20
]L
)T j10 (1.92)
with [AZ,CS00 ]
L = Ωj0.
1.6.5 Dipole-dipole interaction
1.6.5.1 Homonuclear dipolar coupling
The through space dipolar interaction between two homonuclear spins Sj and Sk is
described by the following Hamiltonian:
HDDjk = S
T
j · Djk · Sk (1.93)
where the Djk Cartesian tensor is traceless. In the high field approximation, the Hamilto-
nian in terms of irreducible spherical tensors becomes:
HDDjk =
[
A
DDjk
20
]L
T jk20 (1.94)
= ωjk
1√
6
(2SzjSzk − 12(S
+
j S
−
k + S
−
j S
+
k )) (1.95)
where ωjk = [A
DDjk
20 ]
L. The expression of [ADDjk20 ]
PAS can be derived from [ADDjk20 ]
L by
means of the Wigner matrices (see Appendix A):
[ADDjk20 ]
PAS =
√
6bSSjk (1.96)
where bSSjk , called homonuclear dipolar coupling constant, is given by:
bSSjk = −
µ0
4pi
γ2S~
r3jk
(1.97)
and r3jk indicates the internuclear distance between the two homonuclear spins j and k.
The dependence of the dipolar coupling between two nuclear spins on their distance is
exploited in many solid-state NMR techniques dedicated to the extraction of geometrical
molecular information.
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1.6.5.2 Heteronuclear dipolar coupling
The Cartesian tensor form of the Hamiltonian describing the dipolar interaction be-
tween two heteronuclear spin Sj and Kl is expressed as:
HDDSjKl = S
T
j · DSjKl ·Kl (1.98)
where DSjKl is traceless: only the rank-2 component arising from the decomposition of
the Cartesian tensor in the sum of rank-0, 1 and 2 components has influence on the NMR
spectra of anisotropic phases.
In form of the irreducible spherical tensor representation and in the presence of the high
field approximation, Eq. 1.98 becomes:
HDDSjKl =
[
A
DDSjKl
20
]L
T
Sj
10 T
Kl
10 (1.99)
= ωSjKlSzjKzl (1.100)
where, again, ωSjKlSzjKzl = [A
DDSjKl
20 ]
L. The heteronuclear dipolar coupling constant
bSKjl between the spins Sj and Kl can be defined following the same transformations
described in Section 1.6.5.1:
bSKjl = −
µ0
4pi
γSγK~
r3jl
(1.101)
1.6.6 J-coupling
1.6.6.1 Homonuclear J-coupling
The homonuclear J-coupling between the spins Sj and Sk can be expressed in terms
of the Cartesian tensor Jjk representing the interaction as:
HJjk = 2piS
T
j · Jjk · Sk (1.102)
The Cartesian tensor Jjk may be decomposed in the sum of irreducible spherical tensors
of rank 0, 1 and 2.
The rank-0 component is the isotropic J-coupling : the corresponding Hamiltonian is:
HJ0jk = 2piJjkSj · Sk (1.103)
= 2piJjk(SjzSkz +
1
2
(S+j S
−
k + S
−
j S
+
k )) (1.104)
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= [AJjk00 ]
LT jk00 (1.105)
where Jjk is the isotropic J-coupling constant or scalar coupling, expressed in Hz, and
[AJjk00 ]
L = −√3 2piJjk.
The rank-1 component is purely non-secular and does not contribute to the high field
approximated Hamiltonian. The rank-2 component is called anisotropic J-coupling and
can be described by means of an anisotropic J-coupling constant Janisojk and an asymmetry
parameter: the anisotropic constant is usually of the same order of magnitude as the
isotropic constant. This component has the same transformation properties as the through
space dipolar coupling, since it is represented by the same irreducible spherical tensor
component T jk20 , but its magnitude is usually much smaller. In solid state NMR its effects
are usually hidden by the larger linewidth produced by the anisotropic components of the
other interactions present.
1.6.6.2 Heteronuclear J-coupling
The heteronuclear J-coupling between two spins Sj and Kl is given by:
HJSjKl = 2piSj · JSjKl ·Kl (1.106)
whose isotropic part, in the high field approximation, becomes:
HJSjKl = 2piJSjKlSjzKlz (1.107)
= [A
JSjKl
00 ]
LT
Sj
10 T
Kl
10 (1.108)
where JSjKl is the heteronuclear isotropic J-coupling and [A
JSjKl
00 ]
L = 2piJSjKl .

Chapter 2
NMR in the solid state: the tools
The birth of high-resolution NMR is traditionally fixed at the end of 1945, when
Purcell and coworkers at Harvard University observed the first NMR signal arising from
the protons of solid paraffin wax.8 Despite the first NMR spectrum ever observed was
on a solid sample, the development of NMR in the following years has been devoted
more towards the analysis of liquid samples. In fact, as it has been previously discussed
in Section 1.5, the liquid state helps in keeping the resolution of the NMR spectrum
”naturally” high, since the fast tumbling motions produce an average of the anisotropic
part of the internal spin interactions, hence eliminating the dependence of the frequency
of a NMR signal on the molecular orientation. In fact, solid-state NMR generally deals
with solid powder samples, in which the molecules assume all the possible orientations
with respect to the external magnetic field B0: this, together with the absence of fast
motions in the solid state, leads to a convolute NMR signal composed by many different
contributions, given by either the isotropic peak or the anisotropic components of the
different interactions experienced by the spins for all the possible molecular orientations
in the sample. Therefore, due to the anisotropic character of the internal spin interactions,
the spectrum of powder samples is composed by very broad lines and therefore it is very
often uninterpretable, even though, at the same time, it contains all the information related
to the various interactions.
For many years great efforts have been made in trying to overcome this intrinsic limit
to the observation of an informative solid-state NMR spectrum. However, depending on
the characteristics of the nuclear spins we want to observe, it has been realized that it can
be convenient to use different approaches that aim at removing or retaining the anisotropic
contributions to the solid-state spectra, either partially or completely. Usually, these are
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different for rare or abundant spins, due to the significantly different interactions affecting
the spectrum in the two cases.
As it will be discussed in Section 2.1, high-resolution NMR spectra of rare nuclei in
solid samples can nowadays be ”routinely” achieved by means of different techniques that
are effective in removing the heteronuclear dipolar coupling, which mainly affects the
spectral resolution in these spin systems: the concepts and, in some cases, the theoretical
principles behind these approaches are introduced here, while the related experimental
techniques will be described in more detail in Chapter 3.
On the contrary, in abundant spin systems the presence of strong homonuclear dipolar
couplings prevents, in the majority of cases, the achievement of high resolution spectra,
even by means of the latest available experimental techniques. In this chapter, an approach
alternative to the characterization of abundant spin systems by means of high-resolution
solid-state NMR is presented, which allows to obtain a low-resolution characterization of
the spin system making use of a relatively simple NMR apparatus working at low static
magnetic fields. Through this method it is not possible to achieve details at a nuclear
spin level, but information about the bulk properties of the material studied is rather
obtained. A general introduction to the low-resolution NMR approach will be given in
Section 2.4, while a description of the low-resolution techniques exploited in this thesis is
deferred to the next chapter (see Section 3.4). Nevertheless, many techniques have been
developed too, which allow to achieve high-resolution in the solid-state for abundant spin
systems by manipulating the homonuclear dipolar coupling: for the sake of completeness,
these methods are briefly introduced in Section 2.2.1 under the name of homononuclear
decoupling techniques.
Between the two extreme approaches introduced here, in which on one hand a complete
elimination of the anisotropic contributions to the spectrum is desirable and on the other
hand we completely renounce to the achievement of a high resolution spectrum, an inter-
mediate solution is possible for rare spin systems, which, after a first elimination of the
anisotropic components of the various spin interactions, allows to reintroduce only specific
interactions in the solid-state NMR spectrum in order to be able to separate contributions
arising from different interactions: these techniques will be introduced in Section 2.2.2
where they will be referred to as recoupling techniques.
Besides the ”static” effects to the linewidth produced by the different contributions to
the spin Hamiltonian, also molecular dynamics can crucially affect the solid-state NMR
spectrum. In fact, even though we spoke about the absence of fast molecular motions in
solids, this does not mean that a slower molecular dynamics has no noticeable effects on the
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spin dynamics. In Section 2.3, a brief introduction to the connection between molecular
dynamics and relaxation of the spin system is given, together with an overview on the
NMR observables (relaxation times) connected to the molecular motional behaviour; a
description of the high- and low-resolution experimental methods usually employed to
characterize the sample from a dynamic point of view is deferred to the next chapter (see
Sections 3.3 and 3.4).
2.1 Basic high-resolution solid-state NMR techniques
2.1.1 Magic-Angle Spinning
The idea behind Magic-Angle Spinning (MAS) came out in trying to imitate the be-
haviour of liquids for what concern the manipulation of the spin interactions produced by
the molecular motions: the presence of the fast tumbling motions on the spin Hamilto-
nian of a liquid sample produces a time-averaging of the spatial part of the interactions
causing the elimination of their orientational dependence. Both Andrew and Lowe (see
Refs. 9–11 ) independently noticed that a similar averaging of the rank-2 tensor inter-
actions could be obtained on a solid sample by spinning it about an axis tilted by an
angle θM = tan−1
√
2 ∼= 54.7◦ (called the magic angle) with respect to the direction of the
zL-axis.
Nowadays, MAS is routinely used in order to improve the resolution of solid-state
NMR spectra. In fact, in solid-state NMR experiments the sample is usually inserted
inside a rotor (see Fig. 2.1), a cylinder made by ZrO2 with a special cap that allows it to
spin about its axis: currently, the maximum spinning frequency achievable on commercial
spectrometers is 35-40 kHz, even though it can reach up to 70-80 kHz on home-made
spectrometers.
In order to try to explain the effect of MAS on the spin Hamiltonian it is useful to
transform its spatial part into the R frame: it is worth noting that, in the following discus-
sion, only the rank-2 spatial tensors are considered, since in the high field approximation
the anti-symmetric, rank-1 components are purely non-secular and do not contribute to
the first order spectrum, as already discussed, and the rank-0 component does not possess
any orientational-dependence. The following relationship for the rank-2 spatial tensor is
valid (see Appendix A):
[AΛ20(t)]
L =
+2∑
m=−2
[AΛ2m]
RDm0(ΩLR(t)) (2.1)
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Figure 2.1: Representation of a rotor for MAS experiments. Inside the MAS
probe, the rotor axis is oriented at an angle θM = tan−1
√
2 with respect to
the B0 direction.
where ΩLR(t) = {αLR, βLR, γLR}. Since a rotation at the angular frequency ωR about the
zR-axis is performed, the three angles ΩLR relating the rotor and the laboratory frame at
the time point t are:
ΩLR(t) = {αLR, βLR, γLR} = {α0 − ωRt, θM , 0} (2.2)
where α0 defines the position of the rotor at t = 0. The Wigner element Dm0 can be
expressed in terms of the reduced Wigner elements dm0 introduced in Eq. A.4 as follows:
[AΛ20(t)]
L =
+2∑
m=−2
[AΛ2m]
Rdm0(θM )e−im(α0−ωRt)t (2.3)
Eq. 2.3 is completely general and describes how MAS introduces a time-dependence on
the spin Hamiltonian.
In order to be able to evaluate the effects of this time-dependence, we will discuss
the case of the chemical shift interaction as an example. The chemical shift Cartesian
tensor element δLzz, expressed in the laboratory frame, is the only term contributing to the
spectrum in the high field approximation. Under MAS conditions it becomes:5
δLzz = δiso +
1
2
(3 cos2 θM − 1)(δRzz − δiso)
+sin2θM
[
1
2
(δRxx − δRyy) cos(2ωRt) + δRxy sin(2ωRt)
]
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+2 sin θM cos θM [δRxz cos(ωRt) + δ
R
yz sin(ωRt)] (2.4)
The right side of Eq. 2.4 is composed by four additive terms: the first term is the isotropic
chemical shift, and, together with the second one, constitutes the time-independent part
of the equation; on the contrary, the third and fourth terms show a time-dependence.
Generally speaking, if the rate ωR of the sample spinning, expressed in Hz, is fast in
comparison with the static linewidth (or ”anisotropy”) of the interaction being spun out,
the time-dependence of the corresponding spin Hamiltonian is lost. In the present example,
since θM represents the angle between the rotation axis and the direction of the external
magnetic field B0, it is possible to get rid of the remaining term ∝ (3 cos2 θM − 1) too,
by choosing θM = cos−1
√
1
3 = tan
−1√2: the result is that in the presence of fast-MAS
conditions, only the isotropic chemical shift term contributes to the spectrum.
It is possible to show that similar equations in which the time-dependence is lost in the
presence of fast magic angle spinning can be obtained for the other previously mentioned
internal interactions, like the dipolar, quadrupolar or the J-coupling one:5 in fact, all the
internal Hamiltonians at this level show a dependence both on an isotropic term and on
another term that results to be proportional to (3 cos2 θM − 1), which can be eliminated
in the presence of magic-angle spinning. It is worth noting that in this case only the trace
of the rank-2 tensors survives, which means that all the tensors with zero trace, like the
ones representing the dipole-dipole and quadrupolar interaction, completely vanish: this
is also true for the heteronuclear dipolar coupling, which is one of the major causes of
linebroadening in solid-state NMR spectra of rare nuclei, as it will be discussed in Section
2.1.2, suggesting that, in the presence of fast-MAS condition, there is no need of extra
decoupling techniques.
However, if the sample is spun not fast enough about its magic-angle tilted axis, the
effect of MAS on the spectrum can be totally different. At this point of the discussion
it is crucial to distinguish between homogeneous and inhomogeneous interactions, which
are defined below following Maricq and Waugh.12 It is worth noting that this definition
is commonly used also to define the nature of the linewidth of the peak generated by the
corresponding interaction.
• An interaction described by an Hamiltonian H(t) is called inhomogeneous when it
commutes with itself at two different time points t′ and t′′:
[H(t′),H(t′′)] = 0 (2.5)
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• An interaction H(t) is called homogeneous when it does not commute with itself at
two different time points t′ and t′′:
[H(t′),H(t′′)] 6= 0 (2.6)
In fact, when slow -MAS is applied, the time dependence of the various spin interactions
is retained.
If the linewidth arises from homogeneous interactions, MAS has substantially no effect
on the first order spectrum, as it happens with the homogeneous dipole-dipole interaction.
This helps in explaining which is the main current limit in obtaining high-resolution solid-
state NMR 1H spectra. As a matter of fact, as far as the 1H-1H dipolar couplings are
concerned, they produce linewidths of some tens of kHz: in the majority of cases, this
prevents these couplings from being averaged out by means of MAS on a commercial
spectrometer.
However, this statement needs to be further clarified. In fact, it is worth noting that the
homonuclear dipolar interaction has an homogeneous nature only in the presence of many-
body interactions, as it occurs in the majority of cases. Nevertheless, the homonuclear
dipolar interaction has an inhomogeneous nature when the interaction between two isolated
spins is considered.
On the contrary, if the linewidth has an inhomogeneous nature, the corresponding peak
appears to be splitted in a number of sharp lines falling at integer multiples of the spinning
speed with respect to the isotropic peak, called spinning sidebands. In fact, on the basis of
Eq. 2.3 and 2.4, the appearance of additional lines at integer multiples of the frequencies
ωR and 2ωR should be expected. The faster the sample is spun, the higher is the distance
between two adjacent spinning sidebands: in the limit of fast-MAS conditions, the result
is an isotropic, liquid-like, spectrum. Among the interactions whose anisotropic part
has inhomogeneous character there are the chemical shift and the heteronuclear dipolar
coupling. Nonetheless, spinning sidebands are very useful since, through an analysis of the
intensity of the spinning-sidebands pattern produced at slow-MAS conditions, reflecting
that of the static pattern, information about the chemical shift tensors or other anisotropic
interactions which are being averaged by the magic-angle spinning can be in principle
obtained.
Obviously, the real NMR spectrum has lines composed of different contributions, which
could be either homogeneous or inhomogeneous in nature: depending on which interaction
is dominating the nuclear site we are looking at, MAS at a given spinning speed can result
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more or less effective.
2.1.2 Increasing the resolution in observing rare nuclei: heteronuclear
decoupling
Despite the inhomogeneous character of the heteronuclear dipolar coupling, it is pos-
sible that MAS alone is not able to suppress this interaction, especially in systems of rare
nuclei coupled with abundant ones, as it occurs in organic samples. In fact, this interaction
often results to be ”affected” by the presence of the homonuclear dipolar coupling among
the abundant spins, that, for what has been discussed previously, cannot be straightfor-
wardly eliminated by means of MAS. However, especially in observing solid-state NMR
spectra of nuclei in low natural abundance, the linebroadening caused by the heteronuclear
dipolar coupling can produce a significant loss in resolution, which adds to the already
scarce sensitivity of the nucleus, making its NMR observation problematic.
The High Power (heteronuclear) Decoupling (HPD) is a technique in which the elimi-
nation of the heteronuclear dipolar coupling is achieved by applying a continuous strong
rf field, with powers going from 100 to 1000 Watts, at a frequency coincident with the
Larmor frequency of the nuclei we want to decouple. In order to explain the effect of the
HPD, it is useful to monitor the variation of the heteronuclear dipolar term, whose Hamil-
tonian is proportional to IzSz, under the presence of a continuous rf field. The application
of the rf field on the spectrometer channel dedicated to the observation of the abundant
spin produces a rotation of the spin I, but leave the S spin unchanged: therefore, every
2pi rotation of the I generates an average of the dipolar term. Obviously, this technique
can be applied only in those cases in which the Larmor frequency of the abundant nuclei
is some MHz far from the one of the observed nuclei. Usually, HPD is necessary during
the FID acquisition in experiments aimed at observing rare nuclei. In fact, the described
technique is the simplest form of heteronuclear decoupling, called Continuous Wave de-
coupling (CW):13,14 currently, many other decoupling pulse schemes are available, which
are based on the possibility of modulating the phase, the frequency or the amplitude of
the rf field; two examples will be described in Section 3.5.
2.1.3 Increasing the sensitivity of rare nuclei: Cross Polarization
Observing solid-state NMR spectra of nuclei like 13C, 15N etc. can give valuable in-
formation about the electronic structure of the molecule. On one hand, the low natural
abundance makes the homonuclear dipolar couplings very weak, thus permitting to re-
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duce the corresponding linebroadening merely by means of MAS. On the other hand, as
previously discussed, the heteronuclear dipolar coupling to abundant nuclei like protons
can be easily eliminated by decoupling techniques, hence generating a further increase in
the spectral resolution of rare nuclei. Despite these features, that in principle guarantee a
good resolution for solid-state NMR spectra of rare nuclei acquired under MAS conditions
in the presence of HPD, the NMR signal of rare nuclei is usually quite weak. The main
reasons for that can be found in the following properties of rare nuclei:
• low natural abundance;
• low gyromagnetic ratio γN ;
• usually long spin-lattice relaxation times.
Cross Polarisation (CP), proposed by Hartmann and Hahn in 1962,15 is a solid-state NMR
technique aimed at increasing the sensitivity of rare nuclei dipolarly coupled to high-γN ,
high-abundance nuclei. The following discussion will focus on the main features of this
technique, without going into the details of the evolution the spin system under the CP
pulse sequence: a nice picture of the effects of the CP sequence on the spins which makes
use of a thermodynamic approach is given in Ref. 2.
Under particular conditions, the presence of the heteronuclear dipolar coupling between
abundant and rare nuclei allows to perform a magnetization transfer from the abundant
to the rare spin system, hence creating a contact between the two spin systems. These
conditions, called Hartmann-Hahn conditions, realize when:
γIB
I
1 = γSB
S
1 (2.7)
where I and S indicate abundant and rare spins, respectively, and BI1 and B
S
1 indicate
the intensity of the rf field applied on the two spin systems. Eq. 2.7 can be rewritten as
follows:
ωI1 = ω
S
1 (2.8)
meaning that in the rotating frames relative to the two nuclei, in the presence of Hartmann-
Hahn conditions, the two individual magnetic moments precess about the direction of the
corresponding rf field with the same angular frequency. This situation is analogous to
the precession of the spins about the zL axis at equilibrium, described in Section 1.2.1:
in that case, we indicated zL as ”polarization” axis of the spin system. Considering the
direction of the rf field in each of the two rotating frames as a ”new” polarization axis for
the corresponding spin sytems, this indicates that the energy difference between the spin
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states of the two nuclei in the relative rotating frames is the same. This condition allows
the energy transfer from the abundant to the rare spin system which generates an increase
in the signal intensity arising from rare nuclei: it is worth noting that this magnetization
transfer is made possible by the presence of the heteronuclear dipolar coupling between I
and S, therefore, in mentioning the spin systems of the coupled nuclei we refer to the rare
spins observed through CP and the set of abundant spins dipolarly coupled to them.
Figure 2.2: Pulse scheme relative to the CP experiment.
In Fig. 2.2 the pulse sequence diagram for the cross polarization is shown: the row
marked with I denotes rf fields at the Larmor frequency of the abundant nuclei, while S
denotes the rf fields applied at the Larmor frequency of the rare nuclei. Both the powers
and the frequencies of the rf fields used for the exciting either I or S nuclei can be adjusted
indipendently from each other by two different rf channels.
In order to estabilish a contact between the two spin systems by means of CP, a 90◦
pulse is applied to the I channel, immediately followed by a continuous rf field for a time
of the order of milliseconds. This rf field BI1 has the scope of locking the abundant-
spin magnetization on the xy plane, while, simultaneously, a rf field BS1 with a different
frequency is applied on channel S: the frequencies of the two fields are chosen so as to
achieve the Hartmann-Hahn conditions. After having kept in contact the two spin system
for a time indicated as contact time, the rare spin system is decoupled from the abundant
one by means of high-power decoupling, while the signal of the rare nuclei is detected on
channel S.
It is worth noting that the majority of CP experiments are performed in the presence
of MAS. As discussed in Section 2.1.1, the macroscopic rotation of the sample introduces
a time dependence on the spatial part of the different spin interactions, hence affecting
the spin dynamics. In particular, in the peculiar case of CP, MAS introduces a time
dependence on the heteronuclear dipolar coupling which affects the polarization transfer
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dynamics, and then the matching of the Hartmann-Hahn conditions. It is possible to
show5 that the Hartmann-Hahn matching in the presence of MAS becomes:
ωI1 = ω
S
1 ± nωR (2.9)
where n is an integer number. Eq. 2.9 indicates that, in the presence of MAS, the
Hartmann-Hahn matching condition splits up into sideband conditions spaced by the
spinning frequency ωR. The cross polarization intensity is found at the normal Hartmann-
Hahn match (ωI1 = ω
S
1 ), even though it decreases as the spinning speed increases and the
dipolar coupling is more effectively averaged, as shown in Fig. 2.3.
Figure 2.3: Effect of MAS on the Hartmann-Hahn conditions.
Moreover, during the contact time, two different time-dependent phenomena occur,
which crucially affect the cross polarization dynamics.
On one hand, after the contact has been estabilished, the system requires some time in
order to reach the new equilibrium: this time can variate a lot from one specific nucleus to
another one, and can be quantified through a time-constant TSI , called cross polarization
time between the nuclear spins I and S. This time constant depends on the strength
of the dipolar coupling between I and S, which in turn strongly depends both on the
distance between the two nuclei and on their dynamics: usually, a rigid system with very
tightly coupled nuclei shows small TIS values, while this values increases going towards
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large internuclear distance or more mobile systems.
On the other hand, it is necessary to remember that the two spin systems are not
isolated from the surroundings, but can exchange energy with the lattice. In fact, the
existence of spin-lattice relaxation in the rotating frame can cause the decay of the mag-
netization of the abundant spin I which is locked on the xy plane, as it will be described in
Section 2.3.1: the corresponding decrease in the CP signal intensity can be characterized
by a time constant T I1ρ.
Figure 2.4: Theoretical trend of the S spin signal intensity vs the contact
time in a CP experiment: the parameters used, relative to Eq. 2.10, are
Meq=100, TSI=5 ms and T I1ρ=50 ms.
An example of the characteristic behaviour of the intensity of the CP signal in function
of the contact time resulting from the coexistence of these two processes is given in Fig.
2.4, and can be described analytically by means of the following equation:
MS(tc) =Meq(e
− tc
TI1ρ − e−
tc
TSI ) (2.10)
where tc is the contact time, MS indicates the CP signal for the observed nucleus and
is a function of the contact time, and Meq indicates the equilibrium signal theoretically
achievable in absence of relaxation. It is worth mentioning that Eq. 2.10 constitutes
a simplified form of a more complex expression in which also the contribution of the
spin-lattice relaxation time of S spin in the rotating frame, TS1ρ, to the CP dynamics
is considered.16 This process affects the overall magnetization transfer reducing the CP
signal by the quantity e−tc/T
S
1ρ . However, in the majority of cases it can be assumed that
48 NMR in the solid state: the tools
TS1ρ is significantly longer than T
I
1ρ, which leads to Eq. 2.10.
When TSI < T I1ρ, as it happens in the majority of cases, two different time regimes
can be individuated:
• both tc  T I1ρ and tc  TSI , then:
MS ∼=Meq tc
TSI
(2.11)
This equation suggests that from the slope of the curve in Fig. 2.4 extrapolated for
tc → 0 it is possible to deduce the value of TSI for a specific nucleus.
• tc  TSI , then:
MS ∼=Meqe
− tc
TI1ρ (2.12)
hence, by fitting the curve MS = f(tc) it is possible to determine T I1ρ.
Through a comparison between this method and a direct excitation technique, it is possible
to demonstrate that the maximum increase in sensitivity achievable through CP for every
scan is proportional to the ratio γI/γS : for the 1H-13C couple, this ratio is equal to 4.
Moreover, since, as shown in the pulse-sequence scheme, the abundant nuclei are the ones
to be directly excited in CP, it is not necessary to wait for the relaxation of the rare nuclei
between one pulse-sequence scan and the following one, but rather the delay between two
consecutive scans is determined by the relaxation times of the abundant spins, which are
usually much shorter.
It is worth noting that the discussed dependence of the CP signal intensity on the
contact time, which in principle is different for each nuclear site of the sample, makes the
CP technique non-quantitative. Only the determination of the T I1ρ and TSI parameters
for each observed site would allow to achieve quantitative details on the sample.
An interesting alternative description of the CP dynamics experiment as been given
by means of the Floquet theory approach,17 which provides a theoretical picture of the
spin dynamics during the Hartmann-Hahn conditions.
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2.2 Further examples of high-resolution solid-state NMR
techniques
2.2.1 Homonuclear decoupling for high-γN nuclei
For low-γN nuclei, like 13C and 15N, the homonuclear dipolar coupling can often be
removed by MAS alone, since, even in directly-coupled carbons, the value of the corre-
sponding coupling constant does not exceed 5 kHz. The situation is quite different in
sistems of high-γN nuclei like protons, where the strength of the 1H-1H coupling, which is
proportional to γ2H , can reach 100 kHz. Moreover, the high natural abundance does not
help in reducing the linebroadening effects produced by these couplings, since a tightly
coupled network of spins results even more difficult to decouple. This explains the reason
for the poor resolution commonly achievable in solid-state NMR 1H spectra, where the
linewidth can be of the order of 50 kHz, even in fast-MAS conditions. Sometimes we
can observe a slight improvement in the resolution of proton spectra which is due to the
averaging of the inhomogeneous component of the 1H linewidth (for example the dipolar
coupling between two isolated spins).
In order to perform an effective homonuclear dipolar decoupling is often necessary to
resort to different multiple pulse techniques, which are aimed at producing an average of
the coupling by rotating the direction of the local field exerted by the spins on each other
about three axis.18 In fact, the form of the homonuclear dipolar term for the spins 1 and 2
is proportional to I1 ·I2, which prevents the rotation of the magnetization of the two nuclei
from being performed independently: only a simultaneous rotation of the two individual
magnetizations can be achieved, that does not affect the resulting interaction. The Lee
Goldburg (LG) homonuclear decoupling scheme,19 together with its variants Frequency-
Switched Lee Goldburg (FSLG)20–22 or Phase-Modulated Lee Goldburg (PMLG),23,24 is
an example of multiple pulse homonuclear decoupling technique. In the basic LG scheme,
the magnetization is rotated about an effective field in the rotating frame produced by
an off-resonance field. By adjusting the frequency of the rf field in order to be equal to√
2ωoff , where ωoff indicates the offset frequency, an effective field in the rotating frame
is produced, which is oriented at the magic angle. The resulting effect is similar to that
obtained in presence of MAS, except for the fact that an average of the spin part of the
dipolar hamiltonian is obtained in this case.
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2.2.2 The recoupling techniques
The application of either MAS or heteronuclear high power decoupling demonstrates to
be crucial for the achievement of high spectral resolution in solid-state NMR spectra of rare
nuclei, at the same time allowing to remove some of the undesirable effects produced by the
various terms of the internal spin Hamiltonian. After the application of these techniques,
the spectrum has a resolution very close to that of a liquid sample. However, as it happens
in liquids, the averaging of the anisotropic part of the spin interactions causes the loss of
all the information contained therein: to give some examples of information contained in
the anisotropic part of the interactions, CSA is connected with the electronic structure of
the molecule and gives information about the chemical environment of a nucleus, while
through the measurement of the dipolar coupling it is possible to determine internuclear
distances.
For these reasons, many solid-state NMR experiments have been recently developed
that allow the recoupling of specific spin interactions in rotating samples:18 resonant rf
fields are applied to the nuclear spins with the aim of temporarily suspending the averaging
effect of MAS only on certain spin anisotropic interactions. Since the mechanical rotation
of the sample at common spinning speeds partly averages out the rank-2 Hamiltonian
terms, in designing a recoupling sequence it is important to take into account the timings
connected with the rotor-driven averaging. This means that the spin evolution under the
recoupling pulse sequence cannot be thought independently of the effect of the rotation on
the spatial part of the Hamiltonian and explains why all the principal recoupling sequences
are rotor-synchronized. The main advantages associated with the possibility of selectively
recouple only specific interactions come from the reduction of the number of parameters
globally affecting the data set which allows a more reliable interpretation of the results in
terms of the information that has been reintroduced.
The majority of recoupling schemes are aimed at reintroducing dipolar terms, which are
directly related to the geometrical properties of the molecules through their connection to
the internuclear distances.5 Examples of pulse schemes reintroducing heteronuclear dipolar
couplings are SEDOR and REDOR,25 while for the homonuclear dipolar recoupling pulse
sequences like DRAMA,26 DRAWS,27–29 RFDR30,31 or RR32 are the commonly applied.
In Chapter 9, a particular category of recoupling sequences known as symmetry-based
recoupling sequences will be introduced,7 derived on the basis of the symmetry properties
of the spin interactions, that is of their behaviour with respect to both spin and space
rotation. In particular, in the chapter a new recoupling technique which allows to get
information on the internuclear distance in homonuclear, fully labelled spin systems will
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be discussed. In Appendix B, a more precise description of the classes CNνn and RN
ν
n of
symmetry-based recoupling sequences is given.
2.3 Relaxation times and their use in solid state NMR
A spin system experiencing for some time the presence of an external magnetic field
reaches a thermal equilibrium in which the degeneration of the energy of the spin lev-
els is removed. Under these conditions, the population of the levels described by the
Boltzmann equation at a given temperature generates the presence of a longitudinal bulk
magnetization, while, due to the absence of any coherence of the spin states, no transverse
magnetization is present.
The application of a rf field disturbs the equilibrium either by changing the populations
of the levels or by generating coherences between the spin states. After the end of the
application of the rf pulse, the spin system tends to go back to the previous equilibrium
conditions by means of relaxation processes, which involve exchange of energy with the
molecular environment.4
Two different kinds of relaxation processes are usually recognized. The first involves
an energy exchange between the spins and the lattice, and describes the movement of
the population levels back to the values indicated by the Boltzmann distribution. This
process is known with the name of spin-lattice relaxation, and since the total energy of
the spin system changes after this relaxation mechanism, it can be seen as an enthalpic-
like process. The second process, called spin-spin relaxation concerns the decay of the
coherences created by the rf field, which involves an energy exchange among the coupled
spins: since through this mechanism the global energy of the spin system does not variate,
but is simply redistributed inside the sample, it can be rather considered as an entropic-
like process. It is worth noting that, since the first process concerns the change in the net
population difference among the spin levels, which affects the magnitude of the longitudinal
magnetization, it is also indicated as longitudinal relaxation; for equivalent reasons, the
second process is also known as transverse relaxation.
2.3.1 T1, T2 and T1ρ
Following the Bloch theory,1 the time evolution of the longitudinal and transverse
magnetization components in the presence of relaxation can be treated independently.
For the longitudinal relaxation an exponential-like decay is usually considered, whose time
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constant is T1, called longitudinal or spin-lattice relaxation time. For transverse relaxation
the time constant describing the decay of the coherences created after the application of
the rf field is indicated as T2, and it is called spin-spin or transverse relaxation time.
A further relaxation phenomenon can occur in solid samples when the transverse mag-
netization created after the direct excitation of the abundant spin system is locked along
the direction of the rf field BI1 in the rotating frame, as for instance during the contact
time of CP. This situation is similar to the one in which, at thermal equilibrium, the lon-
gitudinal magnetization is aligned with the zL axis: the direction of the BI1 field becomes
the quantization axis in the rotating frame and the magnetization is said to be spin-locked
by the BI1 field. However, the magnitude of the magnetization, originally generated by the
field B0, whose strength in terms of the corresponding Larmor frequency is of the order of
MHz, is too big to be sustained by BI1 , which is some order of magnitudes smaller than B0.
This generates a decay of the spin-locked magnetization, whose time constant, indicated
as T1ρ, is called spin-lattice relaxation time in the rotating frame.
T1, T2 and T1ρ are the NMR observables that will be used throughout this thesis in
order to monitor the relaxation properties of the samples studied. As discussed in the
following, they constitute a valuable tool for investigating the dynamic properties of the
samples.
2.3.2 Relaxation and dynamics
The study of spin relaxation is very important because it is connected to the dynamic
properties of the investigated sample. In fact, in order to generate transitions between
the spin states that allow the system to go back towards the equilibrium conditions, at
the basis of the relaxation mechanism an interaction directly affecting the spins in a time-
dependent way must exist. The spin relaxation is mainly due to the fluctuating local
magnetic fields caused by the thermal motions of the molecule. Essentially, the spatial
parts of both the secular and non-secular terms of the various spin interactions that locally
affect the nuclear spins assume a time-dependence because of the presence of molecular
motions: each term contributes to the relaxation to a different extent, depending on both
the dynamic processes and the system under study. In solid-state NMR of spin-12 , the
main contribution to relaxation often arises from dipolar couplings: nonetheless, the other
interactions can give non-negligible contributions to relaxation.
In the following, a brief description of the fluctuating fields and their connection to
spin relaxation is given.
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2.3.2.1 Correlation functions and spectral densities
The fluctuating spin-couplings b(t) can be characterized by a correlation functionG(τ),
defined as:4
G(τ) = 〈b(t) · b(t+ τ)〉 (2.13)
where the bracket indicated an average over the ensemble at the equilibrium. This function
describes how, on average, the values of the local field b(t) correlate with the values of
the same field after a time interval τ : considering a stationary state, G(τ) results only
a function of τ , even though in principle it could be an absolute function of the time.
The correlation function is a measurement of the persistence of the fluctuation b(t) and
it is big for small τ values, while it decreases for longer times. A rapidly fluctuating field
shows a correlation function that decays quickly with respect to τ , while a more persistent
fluctuating field shows a slower decay. Often, like in the Bloembergen-Purcell-Pound
(BPP) theory,33 an exponential correlation function is assumed:
G(τ) = 〈b2(t)〉 e− |τ |τc (2.14)
where 〈b2(t)〉 is a measure of the power of the field and τc is called correlation time of the
motion, which indicates the characteristic time with which the correlation function decays:
rapid fluctuations have small values of τc, while slow fluctuations are characterized by
larger τc values. The absolute value of the correlation time depends on the temperature:
increasing the temperature, the availability of a higher thermal energy results in a decrease
of the correlation time.
In order to know the frequency spectrum of the fluctuating field described by the
correlation function G(τ), it is necessary to Fourier transform it: the spectral density
function J(ω) is obtained taking twice the Fourier transform of the correlation function,
and gives information about the power of the motion at a given frequency. Its expression
is shown below:4
J(ω) = 2
∫ +∞
−∞
G(τ) e−iωτ dτ (2.15)
In the case of an exponential correlation function, the spectral density becomes:
J(ω) =
2τc
1 + ω2τ2c
〈b2(t)〉 (2.16)
that is it assumes a Lorentzian behaviour. Taking this case as a model it is possible to
show that the power available for a motion is almost constant up to frequency ∼= 1/τc,
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and then decreases as 1/ω2τc, as shown in Fig. 2.5. It must be noticed that, as it will
be discussed in more detail in Chapter 8, especially in solid systems, where anisotropic
motions characterized by a distribution of correlation times are rather encountered, the
BPP theory is not able to give a satisfactory description of the dynamics of the system.
Nonetheless, it will be used in the following discussion as a model, for the sake of simplicity.
Figure 2.5: Example of the behaviour of J(ω) vs ln(ω) for three different
correlation times in the case of BPP theory.
In order to understand the relationship between the relaxation properties of the spin
system, expressed by means of spectral densities of the motions, and the dynamics, it is
necessary to introduce the relaxation rate Rk, defined as the inverse of the corresponding
relaxation time Tk, where k = 1, 2 or 1ρ. A general expression for the relaxation rate,
derived from the Redfield relaxation theory,1,3 is the following:
Rk =
1
Tk
=
n∑
i=1
aiJ(ωi) (2.17)
where ai is the coefficient of the spectral density at ωi and J is determined by both the
peculiar relaxation mechanism considered and the specific features of the motional process
or processes affecting it. This means that different expressions of Rk in terms of a linear
combination of spectral densities are derived for each of the various relaxation mechanisms
previously described.
It is worth noting that all the expressions derived for Rk from the Redfield theory are
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valid in the so-called ”motional narrowing” regime, indicated by the condition:
Tk  τc (2.18)
In solid systems, this condition can often be restricted to T2  τc, since, usually, T1, T1ρ
> T2. Contrary to liquids, in solids the situation with T2 on the same order of magnitude
or smaller than τc is quite common. When this situation occurs, the system is said to be
in the ”rigid lattice” regime, and the Redfield theory cannot be considered valid anymore.
Therefore, especially when solid samples are taken into account, it must be kept in mind
that all the expressions of Rk that will be presented in the following discussion are valid
only when ”motional narrowing” conditions subsist.
Depending on the spin interactions considered to contribute to each different kind of
relaxation mechanism, the corresponding Rk expressions can become very complicated.
However, in the solid state, the analytical treatment of relaxation can be simplified by
means of some considerations concerning spin-12 systems. In fact, in the solid state, the
relaxation of high-density spin systems, like protons, has been recognized to be mainly
affected by the modulation of the homonuclear dipolar coupling produced by thermal
motions occurring in the sample. On the contrary, the relaxation behaviour of systems
constituted by rare spins, like 13C nuclei, has demonstrated to be mostly influenced by the
motional modulation of the 1H-13C heteronuclear dipolar coupling between one carbon and
its directly bonded protons: relaxation by other means such as chemical shift anisotropy
or J-coupling is limited to few special cases. The equations defining the relaxation rate for
the spin-spin and spin-lattice relaxation mechanisms for homo- and hetero-nuclear dipolar
couplings will be described in the following sections.
2.3.2.2 Relaxation from homonuclear dipolar coupling
The expressions of the relaxation rates arising from the fluctuations of the homonuclear
dipolar interaction between two nuclei at a distance r in systems constituted by abundant
spins I are given below:34
R1 =
1
T1
=
3
2
KI [J1(ω0) + J2(2ω0)] (2.19)
R2 =
1
T2
=
3
2
KI
[
1
4
J0(0) +
5
2
J1(ω0) +
1
4
J2(2ω0)
]
(2.20)
R1ρ =
1
T1ρ
=
3
2
KI
[
1
4
J0(2ω1) +
5
2
J1(ω0) +
1
4
J2(2ω0)
]
(2.21)
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where:
KI = (
µ0
4pi
)2γ4I~2 I(I + 1) (2.22)
ω0 is the Larmor frequency and ω1 is the spin-lock field frequency. The superscripts label
the various spectral densities J(ω) according to the order of the terms in the second-rank
dipolar interaction tensor from which they arise.
In case of validity of the BPP theory, explicit expressions for the spectral densities are
available, and the expressions in Eqs. 2.19-2.21 become:
R1 =
1
T1
=
2
5r6
KI
[
τc
1 + ω20τ2c
+
4τc
1 + 4ω20τ2c
]
(2.23)
R2 =
1
T2
=
3
5r6
KI
[
τc +
5
3
(
τc
1 + ω20τ2c
)
+
2
3
(
τc
1 + 4ω20τ2c
)]
(2.24)
R1ρ =
1
T1ρ
=
2
5r6
KI
[
3
2
(
τc
1 + 4ω21τ2c
)
+
5
2
(
τc
1 + ω20τ2c
)
+
τc
1 + 4ω20τ2c
]
(2.25)
These equations show how the different relaxation times are sensitive to dynamic processes
with effective frequency ωr = γIBr, where Br indicates the effective field for the different
relaxation processes. In the case of the longitudinal relaxation this field corresponds to B0,
and makes the relative relaxation rate sensitive to motion with characteristic frequency
of the order of MHz, while for the spin-lattice relaxation time in the rotating frame this
field coincides with B1, which usually allows to investigate motions with a characteristic
frequency of the order of kHz. The typical behaviour of the relaxation times T1, T2
and T1ρ in function of the correlation time of the molecular motion is given in Fig. 2.6.
It is possible to notice that in these conditions, when the characteristic frequency of
the motion matches the frequency ωr, the relaxation rate reaches its maximum value,
which indicates that the system is in the most favorable conditions for a return to the
thermal equilibrium. Moreover, the observation of the trend of T2 with τc reflects what
has been previously discussed about the limits of validity of the Redfield theory. In fact,
the behaviour expected on the basis of Eq. 2.24 is present only for τc < T2, when ”motional
narrowing” conditions occur. In the limit case ω20τ
2
c  1, usually occurring only in liquid
phases, Eqs. 2.23-2.25 predict that the three relaxation rates are all equal to 2KIτc/r6.
Relaxation rates are therefore independent of ω0 in the presence of very rapid motions.
However, when the motion explores longer τc values, as in solids, usually T1 > T1ρ > T2
and the spin-lattice relaxation times do depend on ω0. In the ”rigid lattice” regime the
behaviour of T2 vs τc can only be described resorting to an analytical treatment different
from that used by Redfield. One possible description has been proposed by Bloembergen
in order to be able to treat the problem of relaxation in solids for τc > T2.35,36 In the
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Figure 2.6: Characteristic behaviour of T1, T2 and T1ρ in function of the
correlation time τc for a couple of protons at a distance r=1 A˚ in conditions
of validity of the BPP theory; the values of ω0 for the different T1 curves are
reported in parentheses; for T1ρ, ω1=100 kHz.
”rigid lattice” regime, T2 shows no sensitivity on τc, remaining constant until τc reaches
values at least of the same order of magnitude of T2.
2.3.2.3 Relaxation from heteronuclear dipolar coupling
In a similar way, it is possible to express the relaxation rates generated by the fluc-
tuations of the heteronuclear dipolar interaction produced by the molecular motions. As
already noticed, this description is particularly useful for rare spins (indicated with S in
the following) like those of 13C or 15N nuclei, for which this coupling constitutes the major
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cause of relaxation. The expressions corresponding to a 13C nucleus coupled with N 1H
nuclei at a fixed distance rCH are given below:34
R1 =
N
12
KCH [J0(ωH0 − ωC0 ) + 18J1(ωC0 ) + 9J2(ωH0 + ωC0 )] (2.26)
R2 =
N
2
KCH [
1
3
J0(0) +
1
12
J0(ωH0 − ωC0 ) + 3J1(ωH0 ) + (2.27)
+
3
2
J1(ωC0 ) +
5
4
J2(ωH0 + ω
C
0 )] (2.28)
R1ρ =
N
12
KCH [
1
6
J0(ω1) +
1
24
J0(ωH0 − ωC0 ) + J1(ωH0 ) + (2.29)
3
4
J1(ωC0 ) +
3
8
J2(ωH0 + ω
C
0 )]
where:
KCH =
3
4
(
µ0
4pi
)2γHγC~2 (2.30)
and ωC0 and ω
H
0 represent the
13C and 1H Larmor frequencies, respectively.
By means of the BPP theory the following expression for R1 can be obtained:
R1 =
NKCH
15r6CH
[
2τc
1 + (ωH0 − ωC0 )2τ2c
+
6τc
1 + (ωC0 τc)2
+
12τc
1 + (ωH0 + ω
C
0 )2τ2c
]
(2.31)
Similar equations are obtainable for R2 and R1ρ (see Ref. 34).
2.3.3 Spin diffusion
In solid systems, in which usually T1T2, the energy eccess can remain in the spin
system for a long time before being transferred to the lattice.
Spin diffusion is a process involving the spatial transfer of magnetization without dif-
fusion of matter, and it is mostly effective in abundant spin systems, like protons. This
phenomenon acts on the spin system by averaging out all the spatial gradients of longi-
tudinal magnetization via the agency of the dipolar coupling between homonuclear spins.
In particular, the flip-flop term (S+j S
−
k + S
−
j S
+
k ) of the homonuclear dipolar coupling,
expressed in Eq. 1.95, is the responsible of spin diffusion, since its presence indicates the
possibility of an energy exchange between two homonuclear coupled spins which conserves
the total energy. In fact, the energy lost by one spin is transferred to the near, coupled
spin, through a mutual mechanism that conserves the net magnetization only producing a
local variation to the spin states of the spin system. In a spin-12 system we can visualize the
energy exchange as a simultaneous change of the orientation of the two coupled magnetic
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moments with opposite spin orientations: one spin flips-up while the other flops-down, as
shown in Fig. 2.7.
Figure 2.7: Representation of the flip-flop energy exchange at the basis
of the spin diffusion phenomenon for a spin- 12 system: the direction of each
arrow indicates the corresponding nuclear spin-state.
However, this microscopic description of spin diffusion is not able to explain the reason
why this process should lead to a diffusion of the spin magnetization through the coupled
spin system, since in principle, the energy exchange between adjacent coupled nuclei could
occur without necessarily being accompanied by the presence of a flux of longitudinal
magnetization throughout the sample. In order for the diffusion to occur, it is necessary
the presence of a gradient of magnetization in the spin system which drives the energy
transport. This situation can occur in non-equilibrium systems, in which a peculiar region
of the sample is excited producing a local magnetization gradient. In equilibrium systems,
it is more common speaking about the presence of a relaxation-sink, that is a nuclear site
or a region of the sample strongly coupled with the lattice, as shown in Fig 2.8. In both
cases, the energy exchange is driven towards the corresponding region of the sample, and
a diffusion occurs.
Figure 2.8: Representation of the energy transport towards the relaxation-
sink of the system by means of flip-flop transitions: each arrow indicates the
spin state of the corresponding nucleus, and each line represents the same
spatial portion of the system at a given time point.
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At long times, under the effect of a region of the sample driving the energy exchange,
the local gradients of the longitudinal magnetization intrinsically present because of the
hetereogeneity in the mobility of different domains of the sample are cancelled out. How-
ever, at short times this process shows a time-dependence that can be described by means
of a diffusion equation:36
∂M(r, t)
∂t
= D(r)
∂2M(r,t)
∂2r
(2.32)
whereM represents the local magnetization concentration at the position indicated by the
vector r, and D is the diffusion coefficient. By solving the diffusion equation we obtain a
value for the average diffusion path length of the magnetization given by:34
〈r2〉 = n D τ (2.33)
where n is a numeric factor going from 1 to 6 depending on the geometrical model chosen
to describe the diffusion, and τ indicates the time left to the diffusion to proceed.
This equation explains how, investigating the spin diffusion process, it is possible to
obtain information about the domain dimensions in heterogeneous materials: smaller do-
mains need shorter times to re-equilibrate the magnetization, while this time becomes
longer for larger domains. Through the analysis of the spin diffusion the average dimen-
sions of domains in the range between 0.5 nm and 200 nm can be investigated.
As discussed in Section 2.3.1, spin-lattice relaxation times T1 and T1ρ are connected to
the populations of the spin levels: spin diffusion acts cancelling out all the local population
gradients, hence producing an average of the intrinsic T1 and T1ρ values inside the differ-
ent domains which prevents their measurement in abundant spin systems. Depending on
the time the spin diffusion is left to proceed, on the rate of the phenomenon, and on the
dimensions of the domain, the spin diffusion can produce a partial or complete average
of these relaxation times either inside the various domains of the sample or throughout
the entire material: this information is contained in principle in the value of the measured
relaxation time, hence from experiments aimed at detecting the presence of different com-
ponents of the relaxation times T1 and T1ρ, details about the dimensions of the domains
of the sample at a microscopic level are obtainable. Usually, spin diffusion is effective on
a scale of a few hundreds of Angstrom for T1 and a few tens of Angstrom for T1ρ, giving
the possibility of investigating distances which are not achievable even by means of latest
microscopic techniques. In samples obtained by mixing two components with known val-
ues of spin-lattice relaxation times, the same experiment makes also possible to evaluate
the degree of mixing of the domains arising from the individual components.
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2.4 Alternative detection of abundant nuclei: low resolution
solid-state NMR
Since in the solid-state, as already discussed, obtainining a high-resolution spectrum
of abundant spins in the frequency domain is made particularly difficult by the presence
of a strong network of homonuclear dipolar couplings, it is possible to use a totally dif-
ferent approach in which the ”chemical shift resolution”, usually employed in solid-state
NMR spectra of rare nuclei, is replaced with a resolution based on the different spin-spin
relaxation times arising from different dynamic contributions (see Section 2.3.1).
In fact, in absence of techniques like MAS or heteronuclear dipolar decoupling, the
linewidth of a solid-state NMR spectrum contains all the contributions arising from the
different spin interactions, which render the chemical shift differences among nuclei in dif-
ferent chemical environments substantially negligible, making the resolution of the spec-
trum quite poor: in the majority of cases, especially for protons, only a single, large peak
is observable. However, this resolution allows to set the experimental conditions so as to
have, in practice, all the nuclei simultaneously on-resonance.
As it will be described in more details in Section 3.1.2, in order to perform a low-
resolution NMR experiment, a very basic apparatus with a static, single channel probe
and a low static magnetic field is required: the latter allows to reduce the difference
among the chemical shifts of the excited nuclei in order to facilitate the achievement of
the simultaneous on-resonance conditions for all the nuclei. High-power amplifiers are
necessary for having enough rf power to be able to irradiate the portion of the frequency-
domain spectrum covered by the signal, which can variate between some kHz to some tens
of kHz depending on the strength of the static field used and on the sample. In these
conditions, a typical low-resolution solid-state FID appears like the one shown in Fig. 2.9.
The advantages of being in such conditions come from the possibility of analysing
directly the on-resonance FID, without Fourier-transforming the time-domain data set as
it usually occurs in high-resolution experiments. The observed on-resonance time-decay
of the NMR signal is a convolution of multiple contributions arising from nuclei affected
by different decay rates, which in turn are connected to different dynamic behaviour: in
fact, as discussed in Sections 2.3.1 and 2.3.2, the spin-spin relaxation time is the time
constant related to the decay of the transverse magnetization component corresponding
to the NMR signal of a given spin system which is detected as a FID component. For
each observed component, this time constant is connected to the part of the homonuclear
dipolar Hamiltonian left unaveraged by the motions, and its value is directly related to
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Figure 2.9: Example of FID acquired in low-resolution, on resonance con-
ditions; the intensity is expressed in arbitrary units.
the dynamic properties of the fraction of nuclei responsible for the component. For these
reasons, by means of the analysis of the shape of the on-resonance FID, described below,
valuable quantitative information about the presence of regions of the sample experiencing
different dynamic situations can be obtained.
2.4.1 The FID analysis
In order to extract information about the dynamics of the abundant spin system inves-
tigated, it is necessary to find a combination of analytical functions suitable for reproducing
the experimental on-resonance FID. Usually, once the functions have been chosen, both
their internal parameters and their weight are optimized through a nonlinear least-squares
fitting procedure. In principle, each function corresponds to a different dynamic domain
of the sample. The best-fitting parameters of the function (for instance, the spin-spin re-
laxation times, T2) are related to the dynamic behaviour of the domain, while the percent
weight of the function is proportional to the number of abundant nuclei present in the
domain.
It is well known that the concept of T2 in the solid-state has a wider meaning with
respect to that commonly used in liquid state NMR. In fact, the presence of many different
anisotropic contributions to the solid-state NMR spectrum makes the lineshape of the
observed peaks not necessarily Lorentzian, which, in terms of FID components, means
decays that are not necessarily described by exponential functions with time-constant
equal to T2.
At this point of the discussion, before considering the analytical approach in the ex-
traction of dynamic information from on-resonance FID, it is worth introducing some
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considerations concerning the different ”kinds” of T2 that can be defined. As far as it
is concerned, the Fourier transform of a time domain NMR signal decaying with a time
constant T2∗ generates a frequency domain signal, whose width at half height, indicated
as ∆∗, is:
∆∗ ∝ 1
T ∗2
(2.34)
where the proportionality constant indicates that different relationships can be considered
depending on the kind of decay observed. The meaning of T2∗ deserves some considera-
tions. In the majority of cases occurring experimentally, the T2∗ extracted from the mea-
surement of the experimental linewidth of an NMR signal using Eq. 2.34, must be merely
considered as an ”apparent” value of T2, where with T2 we mean the ”purely-dynamic”
quantity, defined as the time constant characterizing the spin-spin relaxation process. In
fact, T2∗ arises from the linewidth measured from the NMR spectrum, which can have
contributions arising from effects different from the pure spin-spin relaxation. For ex-
ample, distributions in the isotropic chemical shift, inhomogeneity of the static magnetic
field, chemical shift anisotropy, dipolar couplings or magnetic susceptibility effects, are
some of the effects that can contribute to the observed linewidth. These contributions are
either homogeneous (spin-spin relaxation, multi-spin homonuclear dipolar couplings) or
inhomogeneous (chemical shift anisotropy, magnetic susceptibility, B0 inhomogeneity) in
nature, and can be separated by means of suitable techniques. Since the ”purely-dynamic”
T2 only arises from homogeneous contributions, experiments apt at refocussing the inho-
mogeneous terms are usually employed, like the Carr-Purcell-Meiboom-Gill (CPMG).37
However, especially in the solid state, non-refocussable contributions different from spin-
spin relaxation can affect the linewidth, making these techniques not suitable to be used for
T2 determination. As a result, the time constant measured in these conditions, indicated
as T ′2, contains contributions additional to the transverse relaxation, making T ′2 < T2.
In the solid state, inhomogeneous contributions to T2∗ can be neglected in the majority
of cases, except when very fast motions, characterized by short τc, are present, which pro-
duce a significant narrowing of the homogeneous part of the lineshape. Therefore, we can
safely assume that T2∗ ∼ T ′2. On the contrary, homogeneous contributions to T ′2 arising
from residual dipolar couplings can be significantly larger than ”purely dynamic” contri-
butions (T2), thus constituting the main origin of the observed linewidth. The reason for
this behaviour is inherent to the high degree of structural and dynamic complexity of solid
samples, which could generate the presence of extremely various motions, either in their
characteristic frequency or anisotropy degree. Under these conditions, the different regions
or chemical moieties of the sample are rarely able to simultaneously satisfy the conditions
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predicted by the Redfield theory (T2  τc). In fact, only in presence of extremely mobile
samples, typically liquids, homogeneous contributions arising from dipolar couplings can
be completely removed in practice, obtaining a ”purely dynamic” linewidth. However,
in solid samples the entity of the residual dipolar couplings is determined by the partial
narrowing of the ”static” dipolar linewidth, which is produced by the motions affecting
specific regions or moieties in the sample that are out of the ”rigid lattice” regime. In
this sense, from the measurement of the linewidth in solid systems is possible to extract
qualitative information about the dynamics occurring in the sample, since all the narrow-
ing effects observed arise from regions of the sample experiencing ”fast motions”. With
this in mind, in the following discussion we will make use of the symbol ”T2” meaning the
quantity measured from FID decays rather than the purely dynamic one.
In particular, it is always possible to give a phenomenological description of the FID
by means of different analytical functions in which the ”T2” must be intended as a ”char-
acteristic time” related with the decay rate of the corresponding FID component, giving
an idea of the mobility of the relative domain. Many different kind of analytical functions
can be potentially employed in low-resolution FID analysis. Some of the most frequently
utilized ones are described below.38
• Exponential
E(t) = e−(
t
T2
) (2.35)
• Gaussian
G(t) = e−(
t
T2
)2 (2.36)
• Pake39
P (t) =
√
pi
6
e−
β2t2
2
[
cosαt√
αt
C(
√
6αt
pi
) + S(
√
6αt
pi
)
sinαt√
αt
]
(2.37)
where C and S are the Fresnell functions, that can be approximated to:40
C(x) ∼= 1
2
+
1 + 0.926x
2 + 1.792x+ 3.104x2
sin(
pi
2
x2) (2.38)
− 1
2 + 4.142x+ 3.492x2 + 6.670x3
cos(
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2
x2)
S(x) ∼= 1
2
− 1 + 0.926x
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cos(
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2
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where α = 3γ
2
N~
4r3
and β =
√
2
T2
The Pake function is derived as the inverse Fourier transform of the original expres-
sion in the frequency domain and it is characterized by the parameters r and β. In
the original formulation, r represents the distance between the protons of one water
molecule in CaSO4·2H2O, which provide an example of isolated spin-pair.41 On the
other side, β indicates the width of the Gaussian line due to the dipolar interac-
tion between non-nearest neighbour protons: in the molecular solid studied in the
orginal paper by Pake, they were represented by protons belonging to different water
molecules. In complex systems, where no isolated couples of protons are present, r
must be thought as an average parameter.
• Abragamian
A(t) =
sin(2piνt)
2piνt
e
−( t
T2
)2 (2.40)
The Abragamian function has been proposed for the first time by Abragam1 as
a phenomenological expression for the 19F FID of CaF2, and it usually gives good
representation of FIDs corresponding to crystal lattices. Its behaviour is a dampened
oscillation whose frequency is ν.
• Brereton
The Brereton function has been introduced by Brereton in order to describe the FID
arising from a polymeric chain experiencing a single relaxation mechanism.42 For a
complete discussion about the Brereton function and its applications to polymeric
systems, see Refs. 43,44 and 45.
• Weibullian
W (t) = e−(
t
T2
)n (2.41)
The Weibullian function46 can behave as a pure Gaussian if n = 2, as a pure expo-
nential for n = 1, while it assumes an intermediate character between the Gaussian
and the exponential for 1 < n < 2.
The choice of the function to use is often dependent on the mobility of the domain dynam-
ically described by the component that has to be fitted. In fact, fast decaying components,
related to rigid domains, are frequently described by Pake, Abragamian or Gaussian func-
tions, while slowly decaying components, rather corresponding to mobile domains, are of-
ten fitted through exponential functions; in some cases, for example in polymeric systems,
in which entanglements can be present, it could be necessary to use functions specific to
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the description of motionally restricted domains, like Weibullian and Brereton functions.
Undoubtedly, the limit between the slow, intermediate and fast regimes is not precisely de-
fined, leading to the possibility, in some particular cases, of using the mentioned functions
with a certain degree of flexibility.
This method has the drawback that the mathematical form of the function necessary
to represent the data is, in general, not known from the theory, especially for large, tightly
coupled spin systems like protons. Moreover, the observed ”lineshape” is determined by
the distribution of spins in the sample and their mobility, and it is not possible to be
able to foresee how many and which kind of functions will be apt at giving a satisfying
reproduction of the data. For this reason, a phenomenological approach and the so-called
”Occam’s razor” criterium is commonly used in the data analysis, that means taking the
least number of components that gives an adequate representation of the data, evaluated
by observing the χ2 value obtained from the fitting result. The choice is considered good
when, adding one more component to the fit function does not produce any further decrease
in the χ2 value.
Once the different FID components have been chosen and the corresponding param-
eters extracted, the results have to be interpreted in terms of the dynamic properties of
the different regions of the sample. Since out of the limits of the ”rigid lattice” regime,
discussed in Section 2.3.2, between T2 and the characteristic frequency of the motion re-
sponsible for the contribution to relaxation observed, a monotonic relationship exists (see
Fig. 2.6), the results of the FID analysis can be interpreted directly in terms of the relative
mobility of the different individuated components. Moreover, since the NMR observable
exploited in this kind of wideline technique is the spin-spin relaxation time T2, the in-
formation about the presence and the quantity of regions with different mobility is not
affected from effects of magnetization transfer due to spin diffusion. Through FID analy-
sis solid-solid phase transitions can be identified too, for example from the observation of
discontinuities in the trend of T2 as a function of temperature: these discontinuities derive
from the ”activation” of motions in correspondence of correlation times values allowing to
approach the fast motion regime.47,48
Chapter 3
Experimental techniques: pulse
sequences
In chapter 2 the theoretical tools offered by solid-state NMR for the characterization
of either abundant or rare nuclear spin-systems by both a structural and dynamic point
of view have been presented and discussed.
In this chapter, the pulse sequences allowing to achieve this characterization in terms
of the different NMR observables connected to the properties we want to investigate are
examined, together with both the high- and low-resolution NMR instruments used.
Since throughout the thesis only organic samples have been studied, in the following,
whenever abundant and rare spins will be mentioned, they will refer to 1H and 13C nuclei,
respectively.
3.1 Spectrometers
3.1.1 High-resolution apparatus
3.1.1.1 Varian spectrometer
A Varian Infinity Plus 400 MHz double-channel spectrometer has been used for all the
high-resolution experiments on solid samples performed at the Dipartimento di Chimica
e Chimica Industriale of the Universita` di Pisa. The spectrometer is equipped with two
multinuclear probes:
• CP-MAS 7.5 mm HX probe: the sample volume is 450 µL and the maximum spinning
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speed achievable is 7 kHz.
• CP-MAS 3.2 mm HX probe: the sample volume is 11-22 µL and the maximum
spinning speed achievable is 25 kHz.
The spinning rate is controlled through a Varian/Chemagnetics spin-rate controller ap-
paratus. For both the probes zirconium oxide rotors are used: teflon, or boron nitride
spacers and end caps as well as Kel-F drive tips are available for the 7.5 mm probe, while
the material used for all the removable parts of the 3.2 mm rotors is Vespel. In Fig. 3.1,
a 7.5 mm rotor is shown.
The proton channel on the spectrometer is equipped with 1kW amplifiers, while hig-
Figure 3.1: Picture showing a 7.5 mm rotor for Varian InfinityPlus Spec-
trometer together with its Teflon inserts and Kel-F drive tip.
power amplifiers supply the power level on the heteronuclear channel. The 90◦ minimum
pulse lengths achievable with this assembly are 4 µs and 1.7 µs for both 13C and 1H on
7.5 mm and 3.2 mm probes, respectively.
Two similar Varian Infinity Plus spectrometers working at the 1H Larmor frequencies
of 400 and 300 MHz have been used for the experiments performed at the University of
Southampton (UK). The two spectrometers worked with different probes, corresponding
to rotors with external diameters of 2.1, 3.2, 4.0 and 6.0 mm.
3.1.1.2 Bruker spectrometer
For part of the spin-lattice relaxation times measurements discussed in Chapter 8, a
Bruker AMX-300 WB spectrometer equipped with a 4 mm CP-MAS probe, working at
300 MHz on 1H and 75 MHz on 13C, has been used. The spectrometer has two rf channels,
and is equipped with high-power amplifiers on both the channels. Both the 1H and 13C
90◦ are 3.5 µs.
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3.1.2 Low-resolution apparatus
For wideline experiments on solid samples, a single-channel Varian XL-100 spectrom-
eter interfaced with a Stelar-DS acquisition system has been used. The magnetic field
is produced through an electro-magnet which allows to reach the maximum Larmor fre-
quency of 100 MHz on nuclei 1H. The spectrometer is equipped with a 5 mm static probe
and a high-power amplifier, while no typical high-resolution devices, like MAS facility, are
present. This probe allows to tune the 1H Larmor frequency up to the maximum value of
30 MHz.
The hardware allows a maximum digitalization rate of 1 MHz, that determines a
minimum time interval between two consecutive points of the FID (the dwell time) equal to
1 µs: for solid systems, this usually allows to have a sufficient number of points describing
the FID before it decays after spin-spin relaxation. The 90◦ pulse is about 2.5 µs.
3.2 Selective high-resolution techniques on rare spins
In the following, different solid-state NMR techniques available for the observation of
rare nuclei are described: in all the cases they are intended to be used in the presence
of MAS in order to achieve a better resolution. It is worth noting that, in the following
discussion, all the 13C pulse schemes that require the 1H rf channel uniquely during ac-
quisition can be used in the observation 1H nuclei, too, provided the heteronuclear dipolar
decoupling (see Section 2.1.2) is removed and the 1H rf channel of the spectrometer is
used.
3.2.1 Single-pulse excitation
Figure 3.2: Pulse scheme allowing the quantitative detection of rare nuclei
through the Single Pulse Excitation experiment: I and S indicate the spec-
trometer channels dedicated to the observation of abundant and rare nuclei,
respectively.
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The scheme of the Single Pulse Excitation (SPE) is shown in Fig. 3.2. After the
application of a 90◦ pulse on the 13C channel, the FID is immediately acquired, while
simultaneously HPD is active on the 1H channel. A 4-step phase cycling of the 90◦ is
applied.4 This technique is often very time consuming since usually, in the solid-state, it
is necessary to wait for a long time between one scan and the following one (the relaxation
delay) in order for the longitudinal magnetization of the rare spin-system to relax to
the thermal equilibrium via spin-lattice relaxation. However, this technique remains the
simplest way to obtain a quantitative solid-state NMR spectrum of rare nuclei.
In order to remove both probe and rotor background signal, a depth49 pulse sequence
can be used, which allows to obtain information equivalent to those extracted through the
application of SPE pulse scheme.
3.2.2 Cross Polarization
Cross Polarization (CP) has been introduced and described in Section 2.1.3. Despite
this technique does not give quantitative results, it is the most frequently used technique
in solid-state NMR of rare nuclei since it increases the sensitivity of the observed nuclei
and reduces the total time of the experiment in comparison with an equivalent number of
scans in SPE. Quantitative CP-MAS experiments can be performed too, but they require
the knowledge of the characteristic CP time tCH and 1H T1ρ, as already discussed.
3.2.3 CPPI
Figure 3.3: Pulse scheme corresponding to the CPPI experiment: this tech-
nique allows the distinction between methylenic and methinic carbons.
The pulse scheme for the Cross-Polarization Phase-Inversion (CPPI) technique is
shown in Fig. 3.3.
CPPI is a spectral-editing technique used in solid-state NMR of 13C-1H moieties to dis-
tinguish between methinic and methylenic carbons.50–54 Essentially, the contact time of a
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basic CP sequence is here divided into two intervals, each of which is in turn composed by
two intervals of the same length, indicated as A and B in Fig. 3.3. Between the first and
the second interval of the same length, the phase of the contact pulse is changed by 180◦.
Thanks to the presence of a contact between the rare and abundant spin-systems estab-
lished through the presence of Hartmann-Hahn conditions, the populations of the 13C spin
levels change at every pulse, driven by the 1H spin-system. If the length of A and B are
chosen properly, this pulse scheme leads to an inversion of the populations of methylenic
carbons while at the same time the population difference between the methinic carbon spin
levels is nulled. On the spectrum, this means that signals of methylenic carbons appear
with negative phase, while the methinic nuclei disappear from the spectrum. This effect
is due to the difference in the cross polarization times between methylenic and methinic
carbons: methylenic carbons have two bonded protons which generate a more effective
polarization transfer and then a shorter CP time with respect to methinic carbons.
Methylic carbons are not affected by this kind of pulse sequence since usually the fast
rotation of the three methylic protons around the ternary symmetry axis of this group
generates an average of the 1H-13C dipolar coupling, responsible of the cross polarization
mechanism: therefore, both the methylic and quaternary carbons, that do not have any
directly bonded proton, show the same behaviour under CPPI, which is distinguishable
from that shown by carbons in both CH and CH2 groups.
3.2.4 NQS
Figure 3.4: Pulse scheme for the NQS experiment allowing the isolation of
signal arising from quaternary carbons.
Through the Non Quaternary Suppression (NQS) technique it is possible to isolate
signals corresponding to quaternary nuclei from those relative to carbons which have
directly bonded protons.55 The sequence, shown in Fig. 3.4, is a simple CP followed by
a delay D1: during this delay, the 13C transverse magnetization generated through CP
can evolve under the presence of the heteronuclear dipolar couplings, since no HPD is
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applied on the 1H channel. After a 180◦ pulse, a second delay of the same length D1 is
applied, during which only the transverse magnetization components (isocromates) that
evolve under interactions different from the heteronuclear dipolar one are refocused, since
HPD is present on the 1H channel during this delay. The 13C signal is then acquired
during HPD in order to guarantee the high resolution.
As a result, only those carbons that do not have nearby protons contribute to the
spectrum, since in both the D1 delays their evolution is independent of the presence of
heteronuclear dipolar coupling. Considerations analogous to those expressed for the CPPI
sequence for what concern the methyl carbons are valid here.
3.3 High resolution relaxation times measurements
3.3.1 Delayed cross polarization for the measurement of 1H T2
Figure 3.5: CP pulse sequence modified for the measurement of the 1H T2
relaxation times.
The delayed cross polarization or T2-selective cross polarization pulse scheme is shown
in Fig. 3.5. This experiment allows the indirect measurement of the 1H spin-spin relaxation
times through the observation of the 13C nucleus.56 After a first 90◦ pulse applied on
resonance in order to avoid offset-generated effects, the spin isocromates evolve under a
delay τ : the application of a 180◦ pulse followed by a second delay of the same length
of the previous allows the refocusing of the different isocromates. The signal created in
this way on the proton channel is transferred through CP to the carbon channel, where
it is detected in the presence of HPD. By increasing τ , the intensity of the 13C signal
reflects the progressive decay of the not-refocusable components of the spin magnetization:
these components are lost because of the incoherent evolution generated by the stochastic
molecular motions. The time constant describing this decay is the 1H T2.
By properly choosing the value of τ it is possible to cancel out the contributions to the
magnetization arising from carbons near to protons characterized by very short T2 values,
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which usually correspond to rigid phases. This technique can therefore be very useful in
the spectral-editing of heterophasic materials, where it is possible to separate signals due
to rigid phases from those generated by more mobile domains.
3.3.2 Inversion recovery for the measurement of 13C T1
Figure 3.6: Inversion-recovery pulse sequence for the direct measurment of
the 13C T1 relaxation times.
The pulse sequence allowing the measurement of 13C T1 is shown in Fig. 3.6.57 An
initial 180◦ pulse is applied directly on the 13C channel in order to flip the longitudinal
magnetization along the −zL direction. A delay τ is left in order for the magnetization
to start recovering towards its equilibrium state by means of spin-lattice relaxation, then
a 90◦ pulse is applied, which flips the magnetization again onto the xy plane: the 13C
signal is then detected in the presence of HPD. The intensity of the acquired signal, which
reflects the direction of the longitudinal magnetization, is negative for small values of τ
and becomes more and more positive as τ is increased until a plateau is reached. This
behaviour can be described by means of the equation:
y(τ) = a{1−
[
1− b(1− e− cT1 )
]
e
− τ
T1 } (3.1)
where a is a pre-exponential factor, b is a parameter that takes into account of the non-
perfect inversion obtained after the 180◦ pulse and c is the relaxation delay that allows
the recovery of the magnetization between one scan and the following one. All these
parameters, together with T1, are obtained as best-fitting parameters after a non-linear
least-squares fitting procedure of the data set collected for increasing τ values by means of
the function of Eq. 3.1. This sequence is particularly suitable for mobile phases, charac-
terized by short T1 relaxation times, while it can become more time consuming for more
rigid phases, often characterized by longer T1s. The Torchia58 pulse sequence can replace
IR in the measurement of spin-lattice relaxation times of carbon nuclei having efficient
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magnetization transfer from surrounding protons during CP. In this pulse sequence, CP
is inserted before the 180◦ pulse, allowing to significantly reduce the experimental times
with respect to IR.
3.3.3 CP with inversion recovery for the indirect measurement of 1H T1
Figure 3.7: Inversion-recovery cross-polarization (IRCP) pulse sequence for
the indirect measurement of the 1H T1 relaxation times.
The pulse sequence shown in Fig. 3.7 allows the indirect measurement of 1H T1 through
the help of the high resolution of the 13C spectrum.59–61 In fact, the previously described
inversion-recovery pulse sequence (180◦ − τ − 90◦) is applied on the 1H channel, followed
by CP: the 13C signal is detected in the presence of HPD for the various nuclei and its
intensity depends on the magnitude of the component of the longitudinal magnetization
corresponding to the protons interacting with the observed carbon. As before, by increas-
ing the length of τ , the carbon signal become less and less negative, until the thermal
equilibrium corresponding to a positive asymptotic value of the longitudinal magnetiza-
tion is reached. The extraction of the 1H T1 values from the data set collected by means
of this technique can be performed as described in the previous section.
3.3.4 Saturation recovery for the measurement of 1H T1
Saturation recovery can be a valid alternative to direct IR for the measurement of 1H
T1 observing 1H in low-resolution conditions. In fact, IR needs to start with the sample at
thermal equilibrium, which means waiting a relaxation delay which is at least 8-10 times
the T1 value one wants to determine between one scans and the following one. Saturation
recovery can be a more rapid method of measuring T1 providing a different ”equilibrium”
condition, which can reliably achieved. In rigid solids, where often T1  T2, the repeated
application of 90◦ pulses on the 1H rf channel at intervals greater than T2 but smaller than
T1 ”saturates” the 1H spin system, preparing the system in a state with no polarization.
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Then, the 1H spin system evolves under the T1 relaxation, and the 1H T1 can be determined
by sampling the magnetization at different time intervals. Since the measurement does
not start from thermal equilibrium, the saturation sequence for the next measurement can
be applied immediately.
3.3.5 Variable spin-lock time for the measurement of 13C T1ρ
Figure 3.8: Pulse sequence for the direct measurement of the 13C T1ρ re-
laxation times; τ indicates the spin-lock time.
The pulse scheme for the measurement of 13C T1ρ is shown in Fig. 3.8. A 90◦ pulse
is applied on the 13C channel, immediately followed by a spin-lock pulse of length τ :
similarly to what happens during the CP contact pulse on the proton channel, the 13C
magnetization is locked along the direction of the applied magnetic field B1 in the rotating
frame. During τ , the magnetization decays under the effect of spin-lattice relaxation in the
rotating frame. The 13C signal is detected immediately after the end of the spin-lock pulse,
in the presence of proton HPD. The value of the 13C T1ρ can be extracted by analysing
the signal intensity in function of the spin-lock time τ for the different nuclear sites by
means of the following equation:
y(τ) =
∑
i
ai e
− τ
Ti1ρ (3.2)
where the sum over the different relaxation components i takes into account the possibility
of a multi-exponential behaviour.
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Figure 3.9: CP pulse sequence with variable spin-lock time for the indirect
measurement of the 1H T1ρ relaxation times.
3.3.6 CP with variable spin-lock time for the indirect measurement of
1H T1ρ
The pulse scheme for the indirect measurement of 1H T1ρ is shown in Fig. 3.9. Also
in this case the signal revealed on the 13C channel has an intensity proportional to the
proton magnetization transferred on the xy plane by means of a 90◦ pulse and partially
decayed at the end of the spin-lock time under the effect of 1H T1ρ: from experiments
performed at variable spin-lock time is then possible to deduce the value of T1ρ for the
protons interacting (that is, dipolarly coupled) with each of the directly observed carbons.
3.3.7 Multi-exponential relaxation decays: the PWRA
In many cases, especially in the presence of multi-exponential decays, a more reliable
analysis of the data can be achieved by means of a specific method, which allows to
completely interpret the relaxation of abundant spins in terms of dynamics, discarding the
multiexponential behaviour and thus eliminating effects, like spin diffusion, that can lead
to a misinterpretation of the results. In particular, this method allows to largely simplify
the T1 or T1ρ analysis by taking into account the inverse of the Population Weighted Rate
Average (PWRA) quantity, defined as follows:62
PWRA =
∑
i
ωi
Tki∑
i ωi
(3.3)
where ωi indicates the weight of the component with relaxation time Tki , i runs over the
number of Tk components, and k = 1 or 1ρ . It must be noticed that 1/PWRA is equal to
Tk in case of a monoexponential relaxation. In fact, as shown by Kenwright et al. (see Ref.
63), it is possible to demonstrate that the PWRA of the observed components is equal to
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the PWRA of the intrinsic relaxation components, which makes the PWRA connected with
a given spin-lattice relaxation process in abundant spin systems completely independent
of the presence of spin diffusion. Modelling the sample as a series of infinitesimal cells
along the direction of the spin diffusion, the quantity of magnetization of a given cell at
any istant can change in one of the following ways:
• it can increase thanks to a transfer of magnetization from a neighbouring cell by
spin diffusion;
• it can decrease because of a transfer of magnetization towards a neighbouring cell
caused by spin diffusion;
• it can decrease because of a magnetization transfer to the lattice due to the presence
of spin-lattice relaxation.
At any instant, however, the sum of the magnetization changes over the entire sample
due to spin diffusion will not change the global magnetization of the system, but it will
only redistribute it within the system, as already discussed in Section 2.3.3. Any change
in the absolute value of magnetization will be only due to spin-lattice relaxation, and the
instantaneous rate of loss (the effective relaxation rate) will be given by the sum over all the
cells of the displacement from equilibrium of the magnetization multiplied by the intrinsic
relaxation rate for that cell, corresponding to the PWRA of the observed components.
3.4 Low resolution techniques on abundant nuclear spins
All the low-resolution techniques described in the following sections are intended to be
applied on a single-channel spectrometer as the one described in Section 3.1.2 to 1H nuclei.
All the experiments are set up in order to achieve the on-resonance conditions described
in Section 2.4.
3.4.1 Solid echo and T2
The solid echo pulse scheme is shown in Fig. 3.10.64 After the excitation of the 1H
nuclei by means a 90◦ pulse, a delay τecho is left, followed by a 90◦ pulse whose phase is
shifted by 90◦ respect to the first pulse. A second delay of the same length of τecho is then
applied, before acquiring the FID under on-resonance conditions.
This sequence is a very basic NMR technique frequently used with solid-state samples
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Figure 3.10: Solid-echo pulse sequence: τecho indicates the echo delay.
where T2 is usually of the order of µs. This times are often of the same order of magnitude
of the probe dead-time, that is the time in which the NMR signal is affected by the acoustic
ringing introduced in the coil by the rf pulse. In order to overcome this instrumental
limit, the signal is left to decay during the first τecho under T2 relaxation and then it
is refocused during the second delay τecho: in fact, only the coherent components of the
electric signal detected by the receiver coil are refocusable, which arise from the spin
transverse magnetization, while the acoustic ringing produces a stochastic signal that
cannot be refocused by the second 90◦ pulse. The length of τecho has to be chosen in order
for this time to be longer than the probe dead-time. The spin evolution under the solid
echo pulse sequence is explained in Ref. 65.
3.4.2 Inversion recovery with solid echo for the measurement of 1H T1
Figure 3.11: Inversion-recovery with solid-echo pulse sequence for the mea-
surement of the low-resolution 1H T1: τecho indicates the echo delay.
The pulse scheme for the measurement of 1H T1 in abundant spin-systems in low-
resolution conditions is shown in Fig. 3.11. This pulse scheme is very similar to the
one discussed in Section 3.3.2, except for the absence of heteronuclear decoupling during
acquisition and the presence of a solid echo pulse sequence before the acquisition of the
NMR signal. The reason for using this sequence before acquisition is the same explained
in the previous section. The value of the spin-lattice relaxation time T1 for 1H nuclei
is extracted by means of a non linear least-squares fitting of the data set collected for
increasing values of τ using Eq. 3.1, where the signal intensity is determined by the first
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point of the on-resonance FID. Through this method, the presence of 1H T1 components
in the sample can be detected, which correspond to domains of the sample with average
linear dimensions larger than the spatial scale covered by spin diffusion; these components
can be associated to regions experiencing different motions with characteristic frequencies
in the range of MHz. However, the assignment of the different components to different
regions of the sample is usually not straightforward and often requires the support from
other high-resolution techniques that allow to obtain site-specific information.
3.4.3 Variable spin-lock time with solid echo for the measurement of 1H
T1ρ
Figure 3.12: Pulse sequence for the measurement of 1H T1ρ in low-resolution
conditions, followed by solid-echo: τecho indicates the echo delay.
The pulse scheme for the measurement of the 1H T1ρ in low-resolution conditions is
shown in Fig. 3.12. Also in this case the pulse scheme is similar to the one previously
described in Section 3.3.5: again, the sequence only needs a single-channel and a solid-
echo pulse sequence is attached before acquisition, in order to overcome the instrumental
limit imposed by the probe dead-time. The first point of the acquired on-resonance FID
determines the intensity of the NMR signal for increasing values of the spin-lock time. The
extraction of 1H T1ρ is performed as described in Section 3.3.5 by means of Eq. 3.2. Here
too, only a not site-specific information can be extracted from the data set analysis, even
though the described method allows to identify the presence of regions with an average
dimension of some tens of Angstrom whose dynamic behaviour is distinguishable on the
basis of the presence of motions with a characteristic frequency in the order of kHz.
3.5 Heteronuclear decoupling schemes
As introduced in Section 2.1.2, heteronuclear dipolar decoupling pulse sequences are
used in high-resolution solid-state NMR experiments aiming at the observation of rare
nuclei in order to switch-off the heteronuclear dipolar coupling between abundant and
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rare nuclear spins, which constitutes the main reason of linebroadening in these spin-
systems. Here, only three examples of decoupling pulse schemes that have been used in
the characterization of the solid materials object of this thesis are described. A more
extensive treatment of this subject can be found in Ref. 66.
3.5.1 CW
A discussion about the effects generated by the continuous application of a strong rf
field on the 1H channel has been already discussed in Section 2.1.2.13,14
3.5.2 TPPM
The Two-Pulse Phase-Modulation (TPPM) decoupling sequence consists in a train of
2 pulses, each with a flip angle of about 180◦ and a phase alternating between +φ/2 and
−φ/2, where the optimum value for φ usually is between 10◦ and 50◦. This pulse sequence
demonstrated to be very sensitive to the precise experimental setting of both the pulse
length and the phase angle φ of the pulses, which are usually determined empirically after
any change of the experimental parameters like sample, probe, MAS and rf field strength.
In many cases this pulse sequence shows less dependence on the frequency offset with
respect to CW: for this reason it is frequently used in two-dimensional techniques, which
often require to irradiate far from the resonance frequency. A description of the action of
this pulse scheme on the spin-dynamics can be found in the original paper by Bennet et
al.67
3.5.3 SPINAL-64
Essentially, the SPINAL-64 decoupling sequence performs supercycles of a TPPM pulse
sequence in which the pulses produce a 165◦-flip, and the phase is alternated between dif-
ferent values, typically ±10◦, ±15◦ and ±20◦.68 This decoupling scheme was first applied
to liquid crystals and then transferred to solid systems: in both cases it showed a con-
siderable improvement in the efficiency of the broadband decoupling respect to the either
basic TPPM sequence or other sequences. Usually, both the length of the pulses and their
phases are optimized empirically, together with the offset frequency. In the work described
in this thesis, this sequence has demonstrated to significantly improve the line-narrowing
in 13C spectra of crystalline organic molecules.
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3.6 Correlation experiments
The following sections will deal with two different kinds of NMR correlation experi-
ments. In Section 3.6.1 a typical high-resolution solid-state NMR correlation experiment
is discussed, in which after a double Fourier transform of the data set with respect to
two time intervals which are incremented independently in the course of the experiment,
a 2D map correlating the 1D spectra resulting from the individual Fourier transforms is
obtained. In Section 3.6.2, a different kind of correlation experiment is presented, through
which it is possible to relate different dynamic properties of the sample by means of a
special processing of the data set collected in low-resolution on-resonance experiments.
3.6.1 High resolution: HETCOR
Figure 3.13: Pulse sequence corresponding to the 2D heteronuclear-
correlation experiment HETCOR: t1 and t2 represent the evolution and ac-
quisition times, respectively.
The pulse scheme for the HETeronuclear CORrelation (HETCOR) experiment for
solid samples is shown in Fig. 3.13.69 This sequence allows to correlate the isotropic
chemical shift of 1H and 13C nuclei that interact via heteronuclear dipolar coupling: since
this interaction propagates through space, this technique can give information about the
conformational properties of the sample investigated.70–72
In this sequence, a 90◦ pulse is applied on the 1H channel to generate transverse
magnetization; during the t1 period, FSLG pulse sequence (see Section 2.2.1) is applied on
the 1H channel in order to eliminate the homonuclear dipolar couplings among protons,
allowing the 1H magnetization to evolve under the unique effect of the chemical shift
interaction. This time constitutes the evolution time of the sequence, that is the first
time interval at the end of which the signal is stored; t1 is increased from one scan to the
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following one. Afterwards, the application of a CP pulse sequence transfers the signal from
protons to the dipolarly coupled carbons: this time is usually called mixing time, and in
the present case it should be kept as shortest as possible in order to limit the redistribution
of the 1H magnetization due to spin diffusion. The 13C FID is then acquired during t2, in
the presence of TPPM heteronuclear decoupling on the proton channel. The 2D map is
obtained after a double Fourier transform with respect to both t1 and t2: since during the
first time interval the proton spins evolve under the action of the chemical shift interaction
and during the second time interval the same happens for the carbon spins, on the first
and second dimension of the map the isotropic 1H and 13C spectrum, respectively, will
appear: the anisotropic contributions to the chemical shift are averaged out through the
application of MAS.
Since the heteronuclear dipolar coupling drives the magnetization transfer between
protons and carbons which are near in the space, the 2D map will show correlation peaks
in correspondence of the isotropic chemical shifts of the coupled 1H-13C. The interpreta-
tion of HETCOR maps is not always straightforward: in tightly packed solid crystalline
samples, for example, the contribution of intermolecular couplings can be as strong as the
intramolecular ones, making the analysis of the spectrum in terms of the conformational
properties of the system very difficult. Usually, several experiments with increasing mixing
time lengths are performed in order to be able to follow the path of magnetization transfer
towards farther nuclei.
3.6.2 Low resolution: FID-T1ρ
Wideline 1H NMR has been extensively used in the characterization of heterogeneous
materials, especially of polymeric nature. The FID analysis can give important informa-
tion about the number and the quantity of regions experiencing different mobility without
being affected by spin diffusion phenomena. Likewise, the measurement of the spin-lattice
relaxation time in the rotating frame T1ρ can give information about the presence of mo-
tions in the mid-kHz region, which can also give important insights in the characterization
of the dynamics of the materials studied. However, the interpretation of the results of the
T1ρ measurements can be complicated by the presence of magnetization transport phe-
nomena, preventing the various T1ρ components detected from being directly assigned to
an equal number of motionally distinguishable domains in the sample. Generally speak-
ing, it has been shown that in the majority of cases it is not possible to correlate a single
FID component to a single T1ρ component: simulations have shown that often one T1ρ
component can be rather associated more with a region than with another.73–75
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In order to be able to estimate the degree of correlation between one FID component
and one T1ρ component, a low-resolution experiment has been devised, in which the simple
T1ρ measurement described in Section 3.4.3 is performed by acquiring the entire FID for
each of the values of the variable spin-lock time.76 In this way, a two-dimensional data set
is obtained. Each of the FID collected at increasing spin-lock times is analysed by using
the same functions fitting the FID recorded without spin-locking: only their populations
are allowed to change. Taking the first point of each of the collected FIDs, a decay is
obtained from which it possible to extract the different T1ρ components. The decay of the
population of each FID component in function of the spin-lock time can then be calculated,
fixing the time decay constants found in the T1ρ analysis. Then, for each FID component
it is possible to define the population of the j-th FID component relative to the i-th T1ρ
component, pij , which allows to define a matrix of populations. Usually these populations
are expressed in their normalized form aij , representing the percentage of nuclei in the
sample contributing to the i-th T1ρ and the j-th FID component:
aij =
pij∑
rs prs
× 100 (3.4)
However, this definition does not allow to evaluate the degree of correlation between
the FID and T1ρ components, especially when components with very different populations
are present. Instead, an estimation of the degree of correlation bij can be obtained by
normalising all the matrix elements taking into account the values that aij assumes with
respect to the populations relative to all the i, j couples, and defining the maximum,
minimum and mean value that aij can assume for every i, j couple, indicated with aMij ,
amij and aij , respectively:
bij =
aij − aij
aMij − aij
if aij > aij (3.5)
bij =
aij − aij
aij − amij
if aij 6 aij (3.6)
Assuming the definitions for the maximum, minimum and mean value of aij given in Ref.
76, the bij elements can adopt values comprised between -1 and +1: -1 indicates absence
of correlation, 0 indicates an average correlation and +1 complete correlation between the
i-th T1ρ and the j-th FID component, respectively. Hence the matrix of elements bij gives
an idea of how strong one T1ρ component correlates with a specific region of the sample,
represented by one FID component.
This method also allows to individuate the relaxation-sinks relative to the various T1ρ
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components, by evaluating the quantity:
cij =
pij
T i1ρ
(3.7)
The most effective contribution to the relaxation of the T i1ρ component comes from the
FID component (and hence from the region of the sample) corresponding to the largest
value of cij .
Part II
Applications to complex materials
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Introduction to Part II
The leit-motiv of the following chapters will be the use of solid-state NMR in the
extraction of either structural or dynamic information on a set of extremely diversified
samples within the pharmaceutical and/or biological fields. In particular, each chapter
will deal with a different application of solid-state NMR to the characterization of these
complex materials, aimed at both probing the potential offered by solid-state NMR in the
study of samples very different in nature, and applying it to the investigation of specific
aspects of the different classes of materials presented. In each case, the attention will be
focused on both the nature of the system investigated and the interest that the study
shows in the peculiar application fields. After a brief description of the systems, concern-
ing their chemical composition or structure and their use, the solid-state NMR study will
be presented and discussed, whose aim is in every case the attempt of clarifying the rela-
tionship between the microscopic properties revealed through NMR and the macroscopic
behaviour exhibited by the material.
To this aim, the extremely broad applicability of NMR will be extensively exploited.
This characteristic is due to the possibility offered by NMR of observing different nuclei, as
well as of determining a large variety of nuclear parameters directly or indirectly connected
to structural or dynamic aspects. Among these, the isotropic chemical shift, together with
the number of peaks observed in the spectrum and the lineshape, gives microstructural
information of either chemical or conformational nature, while the relaxation times, sen-
sitive to dynamic processes in a large range of characteristic frequencies, allow to achieve
detailed dynamic information on the sample studied. Moreover, peculiar to solid-state
NMR is the possibility of monitoring the spin diffusion process, achieving information
on both the possible presence and the degree of mixing of phases either chemically or
physically distinguishable, on a length scale hardly achievable by different experimental
techniques. The majority of NMR observables described above can be investigated by
means of dedicated techniques. For example, the observation of structural and confor-
mational properties can be achieved by means of 1H and 13C MAS experiments or 2D
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1H-13C HETCOR, while dynamic information can be extracted from the measurement of
relaxation times and 1H FID analysis in low resolution conditions, as already discussed in
Chapter 2 and 3. Nevertheless, many cases exist, in which either the results of an NMR
experiment arise from the simultaneous contributions of several NMR parameters, or, on
the contrary, the complete determination of a physico-chemical property of the sample,
connected to different NMR observables, requires the synergic use of several techniques.
For this reason, especially in cases in which the systems investigated show a significant
degree of molecular complexity, as it happens for the studies presented in Chapters 4-7, the
extraction of the different NMR parameters and their interpretation in terms of specific
chemico-physical properties can become very complicated.
As shown in the studies presented in the following chapters, very often, in order to
unravel this complex situation, the combination of different experimental techniques and
data analysis strategies is necessary. This approach has been preferred, here, to the choice
of simplifying the analysis of complex samples trying to isolate the different chemical
components: in fact, this strategy can often introduce modifications in the samples arising
from the alteration of the chemical environment of the different component, which is
often functional to their biological, pharmacological, or chemical role. In some cases, the
analysis of the single components of the complex system has been propedeutical to the
comprehension of peculiar effects observed in the ”final” sample, or it has been necessary
to connect specific spectral features to the presence of other components.
In the characterization of the systems described in the following chapters, the NMR
parameters discussed above have been exploited and combined in several ways. Here, a
brief summary of the solid-state NMR experiments used in the analysis of different samples
of either biological or pharmaceutical interest is presented, with the aim of going through
the different studies that will be discussed from a solid-state NMR point of view.
Chapter 4 will deal with the characterization of the molecular properties of a non-
steroidal anti-inflammatory drug, Flurbiprofen, as well as with the structural and dynamic
analysis of its solid dispersions with a polymeric carrier, Eudragit RL100. The structural
properties of the pure drug in two different chemical forms have been investigated by
means of 1H and 13C MAS experiments, while conformational properties have been specif-
ically extracted by means of the 1H-13C HETCOR technique. The investigation of possible
structural or dynamic modifications induced in either the drug or the polymer following
their mixing have been carried out performing either 1H and 13C MAS experiments or
1H FID analysis and 1H T1 measurements, respectively, which were directed in particu-
lar to the detection of possible interactions between drug and carrier. Both Chapters 5
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and 6 will concern the use of solid-state NMR in the observation of microscopic modi-
fications induced in the samples following different thermal and/or chemical treatments.
In particular, on one hand, Chapter 5 will deal with the detection of possible changes
in the arrangement of the polymeric chains in modified chitosan samples after a thermal
treatment aimed at producing chitosan-based hydrogels employed for the controlled re-
lease of slightly soluble drugs in the gastro-intestinal tract; on the other hand, Chapter 6
will describe the solid-state NMR characterization of flour samples subjected to different
accelerated aging conditions. In both the cases, the study have been directed towards the
detection of the possible structural and dynamic modifications induced in the sample after
the treatments. Structural changes have been highlighted by means of the observation of
1H and 13C spectra acquired in different conditions, while the analysis of the dynamics has
been performed either by means of 1H FID analysis, which sheds light on the presence and
the quantity of motionally distinguishable regions of the samples, or 1H T1ρ and T1 mea-
surements, helping in revealing the motional properties of the differently treated materials
in the kHz and MHz regimes, respectively. Finally, Chapter 7 will present the solid-state
NMR characterization of natural fiber reinforced materials. In particular, this study is
aimed at validating the synthetic approach employed in both the coating of cotton fibers
with synthetic polymers and the following copolymerization, requiring the activation of
the cotton surface with specific initiators. Also in this case, different solid-state NMR
techniques have been used to detect the possible structural and dynamic modifications
induced in the natural fiber following the grafting with polyethylacrylate and copolymer-
ization with polystyrene. In this respect, structural changes have been highlighted by
means of 13C MAS experiments, while the dynamic modifications of the different layers of
the coated cotton fibers with respect to the pure components have been characterized by
means of 1H FID analysis and 1H T1 experiments.
The studies reported in the following chapters demonstrate how, despite the extremely
variegated nature of both the system investigated and their applicative fields, by suitably
combining different solid-state NMR techniques it is possible to achieve a wide range of in-
formation about a heterogeneous variety of features concerning the microscopic behaviour
of the material under study. In every case, the results obtained through the synergic
employment of many experimental solid-state NMR techniques have allowed to achieve a
detailed microscopic picture of the material, which, when possible, has been related to the
macroscopic behaviour shown by the sample in specific applications.

Chapter 4
Flurbiprofen and its solid
dispersions with Eudragit RL100
4.1 Introduction
Data from the literature show how the physical characterization of the Active Phar-
maceutical Ingredient of a drug (API) is becoming more and more crucial for the following
development of its final formulation.
Currently, about 80-90% of the pharmaceutical products present on the market are solids:
occasionally, the extreme conditions in which the API is processed to obtain the final solid
formulation of the drug can modify it, alter its interactions with excipients, or influence its
stability properties. Therefore, in order to rationalize the pharmacological and physico-
chemical properties of the individual active components of a drug during the steps leading
to the final formulation, it is necessary to have the possibility of choosing among different
analytical techniques for characterizing the product during the drug development, in a
not-invasive way.
In the past, the characterization of a solid drug was possible by means of optical
microscopy, X-ray powder diffraction (XRPD), Thermo Gravimetric Analysis (TGA) or
Differential Scanning Calorimetry (DSC). Since 1940, the multidisciplinary approach to
the physical characterization of solid drugs includes also Infrared Spectroscopy (IR):77 only
recently, solid-state NMR spectroscopy has emerged as a powerful tool for the analysis of
solid pharmaceutical systems.
This technique allows in fact to examine conformational and dynamic changes which
occur in solid drugs during solid-state transformations and reactions, also offering the
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potential for analysis of mixed crystals or mixtures. In fact, the analysis of standard solid-
state high resolution 13C spectra is extensively used to investigate drug polymorphism,77–80
because signals from crystallographically distinct but chemically identical sites are often
distinguishable. However, solid-state NMR allows a wider range of information to be
obtained on pharmaceutical compounds because it gives insights into the structural and
dynamic properties at a molecular level in both crystalline and amorphous phases, as well
as physical interactions occurring between different domains in complex systems, such as
drug-carrier solid dispersions, which can be directly related to the bioavailability of the
drug.81,82
In this respect, several mono- and bi-dimensional 1H and 13C solid-state NMR tech-
niques have been recently combined by us in order to study a drug-carrier model sys-
tem constituted by the solid dispersions of either the acidic or sodium salt form of the
Non-Steroidal Anti-Inflammatory Drug (NSAID) Ibuprofen within a polymeric matrix
constituted by Eudragit RL100. The samples were obtained by means of two different
preparation methods.81 The interest of that study had been directed towards both the
characterization of the structural and dynamic molecular properties of the two forms of
pure drug, and the investigation of the presence of drug-polymer interactions as well as
the degree of mixing of the two components in the various samples prepared by different
methods.
In the following, an extension of the previous study to similar systems, in which Flur-
biprofen is present in place of Ibuprofen, is discussed, which aims at investigating the
conformational and molecular dynamic properties of the acidic and sodium salt forms of
Flurbiprofen and their solid dispersions with Eudragit RL100, as well as the degree of
mixing of the individual components in samples prepared by means of different proce-
dures.83 The work presented here has been performed in collaboration with Prof. R.
Pignatello (Dipartimento di Scienze Farmaceutiche, Universita` di Catania), who carried
out both the preparation of the samples investigated and the experiments necessary for
the characterization of the release profile of the drug from the different solid dispersions.
The entire set of solid-state NMR experiments, as well as the analysis of the results ob-
tained, was performed by us, and they will be the object of the following discussion. After
a brief description of the features of the samples investigated which are relevant for the
following discussion, as well as their preparation, their solid-state NMR characterization
will be presented dividing the results on the basis of the complexity of the samples stud-
ied: in this respect, the samples will be divided into pure and solid dispersions. In turn,
for each of the two classes of samples, the results will be presented following the solid-
state NMR technique used. In particular, the first part of the chapter will deal with the
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analysis of the two pure drug forms, performed to shed light on the possible correlations
existing between the differences in their crystalline structure and their physico-chemical
and pharmacological behaviour. To this aim, both 1H and 13C MAS experiments will
be described. In particular, a discussion on the 2D HETCOR maps registered on both
the acidic and sodium salt form of Flurbiprofen will be presented, as they resulted to be
crucial for bringing to light conformational differences between the two drug forms. The
second part of the chapter will deal with the solid-state NMR analysis of both the physical
mixtures and coevaporates of the two forms of Flurbiprofen with Eudragit RL100. Also in
this case, both 1H and 13C MAS experiments, performed on all the samples with the aim
of bringing to light possible modifications induced in the two forms of drugs after the two
preparation methods, as well as revealing the potential presence of interactions between
drug and carrier, will be presented and analysed. Then, the results of the analysis of the
low-resolution FIDs acquired in on-resonance conditions on all the samples will be exam-
ined, in order to get insights into the dynamics of the systems investigated particularly
for what concerns a change in the motions of specific groups after the estabilishment of
drug-polymer interactions. Finally, the results of the 1H T1 measurements performed on
all the solid dispersions will be considered, with the aim of getting information on the
degree of mixing between the different components.
4.2 The systems
From both a pharmacological and solid-state NMR point of view, the interest in the
Flurbiprofen-Eudragit system arises from the fact that it represents a sort of simplified
form of a drug final formulation, since it is merely constituted by the API (Flurbiprofen)
and the polymeric carrier (Eudragit RL100), in absence of other forms of excipients.
In the following, the pure components of the final formulation, chosen as a model, will
be described, together with two different kinds of solid dispersions of the drug into the
polymer, which were obtained through two different preparation methods.
4.2.1 Flurbiprofen
Flurbiprofen [2-Fluoro-α-methyl-[1,1’-biphenyl]-4-acetic-acid] (FLUA, see Fig. 4.1b)
is a NSAID extensively used for clinical treatment of rheumatoid arthritis, osteoarthri-
tis, moderate pain and inflammatory diseases, particularly at the ophthalmic level.84–86
Recently, the attention has been focused on its effects in the prevention and treatment
of the Alzheimer disease, because of the ability displayed by Flurbiprofen to reduce the
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Figure 4.1: Chemical structure of RL (a) and FLUA (b).
production and secretion of β-amylase.87
The NSAIDs are characterized by the presence of a carboxylic function that, in partic-
ular conditions, can allow the formation of electrostatic interactions or hydrogen bonding
with specific sites in substrates of interest.
Generally speaking, even though in the specific case the dissociation state of the drug
does not crucially affect its therapeutic activity, this aspect assumes great relevance from
a formulation point of view, in particular when a solid dosage form is taken into account.
In fact, the dissociation state of an API (i.e., acid/base or salt form) is important in deter-
mining the properties of the dispersed drug, such as the bioavailability, stability, ease of
manifacture, and therapeutic efficacy: salt forms are particularly investigated because they
generally exhibit higher physical stability and solubility than the corresponding unionized
forms and because of the possibility of widely varying their properties by choosing different
counter-ions. For these reasons in this study, also the sodium salt form of Flurbiprofen
(FLUS) has been taken into account for a solid-state NMR characterization.
Flurbiprofen sodium salt was purchased by Sigma-Aldrich Chimica s.r.l. (Milan, Italy)
and was used as received; the corresponding acidic form was prepared by treating an
aqueous solution of FLUS with diluted acetic acid: the white precipitate was filtered,
washed with water and and re-crystallized from ethanol.
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4.2.2 Eudragit RL100
Very often, in the final formulation of a drug, the most consistent part of the excipients
is represented by the carrier, that is an inactive molecule able to form a supra-molecular
structure with the API by means of covalent bonds, hydrogen bonds or electrostatic in-
teractions, so as to vehicle the API towards the organ in which it has to dispatch its
pharmacological action and then allow its site-specific release.
In the pharmaceutical system under study, the carrier is represented by Eudragit RL100
(RL), a water-insoluble, swellable film-former copolymer based on neutral methacrylic acid
esters with a small proportion of trimethylammonioethyl methacrylate chloride (see Fig.
4.1a). The molar ratio of the quaternary ammonium groups to the neutral ester groups is
1:20 (corresponding to about 50 meq./100 g): these groups determine the swellability and
permeability of the films into water, dissolved salts and medicinal substances, therefore
Eudragit RL100 forms highly permeable films with little delaying action. Usually, the
release takes place by diffusion of the solute dispersed in the polymeric matrix or contained
in a drug-delivery-system coated with Eudragit. In fact, these polymeric systems have been
recently proposed for the preparation of controlled release systems.88–90
The sample of Eudragit RL100 used in this study has been kindly gifted by Rofarma
Italia s.r.l. (Gaggiano, Italy), and it was used as received.
4.2.3 Solid dispersions of Flurbiprofen in Eudragit RL100
Using different procedures for dispersing the API into the carrier matrix may affect
both the physical-chemical and release properties of the drug final formulation. For this
reason, two different kinds of solid dispersions Flurbiprofen-RL, namely physical mixtures
and coevaporates, have been prepared according to a published procedure.90
Physical mixtures were prepared by simply grinding drug and polymer in a mortar
without any solvent: either FLUA/RL or FLUS/RL physical mixtures have been prepared
using a 1:2 (by weight) drug-to-polymer ratio.
Coevaporates were prepared by co-dissolving drug and polymer (1:2 by weight)91 in
absolute ethanol at room temperature, stirring the mixture for 4-6 hours and then re-
moving the solvent under vacuum in a rotary evaporator at the maximum temperature
of 40◦C. Again, this method has been used for the preparation of both FLUA and FLUS
coevaporates.
In principle, the method used to prepare the coevaporates should favour a more inti-
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mate contact between the drug and the polymer, hence allowing the formation of interac-
tions between the two components.
4.3 Solid-state NMR analysis of the pure samples
4.3.1 1H spectra
Figure 4.2: 1H-MAS spectra of: (a) FLUS, (b) FLUA and (c) RL. All the
spectra were acquired at a spinning speed of 25 kHz.
Expansions of the 1H spectra of FLUA and FLUS, recorded at a spinning frequency of
25 kHz are shown in Fig. 4.2, together with the corresponding spectrum for RL. As already
discussed in Section 2.2.1, solid-state NMR 1H spectra are rarely informative even in fast-
MAS conditions: however, when applied to small organic molecules, frequently packed
into a regular crystalline structure, more resolved spectra can be obtained, because of
either the simpler molecular chemical structure or the usually smaller range of chemical
environment experienced by the different nuclei of the molecule, due to the intrinsic high
order degree of the structure. In the present case, both the FLUA and FLUS fast-MAS 1H
spectra show a quite resolved peak pattern, in which the signals can be directly attributed
to groups of nuclei of the molecule.
For FLUA, four signals are clearly distinguishable, corresponding to methyl (∼ 1 ppm),
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methine (∼ 3 ppm), aromatic (∼ 7 ppm) and acidic (∼ 14 ppm) protons. Unfortunately,
the accessible MAS spinning rates do not allow the 1H-1H homonuclear dipolar interactions
to be completely removed through this technique, and, consequently, the residual linewidth
does not permit to distinguish among the different aromatic signals.
The spectrum of FLUS shows essentially the same groups of resonances, with the
obvious exception of the acidic one. The main differences between the two spectra concern
the values of the isotropic chemical shifts of the corresponding signals. In particular, the
peak of the methyl protons undergoes a significant shift towards higher frequencies (∆δ ∼
0.7 ppm) which cannot be explained only in terms of the different chemical structure
between the two drug forms: in fact, a sensibly smaller shift is expected on the basis
of the substitution of the acidic group with a charged moiety, significantly modifying the
chemical environment of the nearby methyl group. The absolute value of this shift suggests
the additional presence of considerable conformational and molecular packing differences
between FLUA and FLUS. These aspects will be further discussed on the basis of the 13C
and the 1H-13C HETCOR spectra, which add significant, site-specific, details.
In the 1H-MAS spectrum of RL, acquired at the spinning speed of 25 kHz, three heavily
superimposed peaks can be distinguished. The signal at 1 ppm as been assigned to all
the aliphatic protons, except those close to ester groups, which are expected to be more
deshielded by the presence of the electron attractor ester group, and that give rise to the
large resonance centered at about 3.5 ppm. The narrow peak at the same chemical shift has
been ascribed to the protons of the trimethylammonium groups, reasonably experiencing
the fastest dynamic processes even at room temperature.
4.3.2 13C and 1H-13C HETCOR spectra
The 13C CP-MAS spectra of FLUA and FLUS, both acquired at a spinning speed
of 7.5 kHz with a SPINAL-64 decoupling scheme (see Section 3.5.3),68 together with
the corresponding spectrum of RL, acquired in presence of CW decoupling (see Section
2.1.2),13,14 are shown in Fig. 4.3.
The relatively small linewidth (∼ 100-150 Hz) of the signals present in the FLUA
spectrum is compatible with a crystalline structure, confirming the previously reported
XRPD data.90 The peaks in the FLUS spectrum show a slightly larger linewidth (∼ 150-
200 Hz), which could be due to a higher static disorder. However, the presence of further
effects as differences in the anisotropic bulk magnetic susceptibility, possibly due to a
different aromatic stacking, cannot be ruled out, and might itself provide an explanation
to the experimental behaviour.66,92
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Figure 4.3: 13C CP-MAS spectra of: (a) FLUS, (b) FLUA and (c) RL.
SPINAL-64 decoupling and a spinning speed of 7.5 kHz were used for both
FLUA and FLUS samples, while the RL spectrum has been acquired in the
presence of CW decoupling at a spinning speed of 5 kHz. The contact time
was 1-2 ms for all the samples. Asterisks denote spinning sidebands.
The assignment of the FLUA spectrum has been previously performed by Yates et al.
(see Ref. 93), while for FLUS the interpretation of the spectrum has been carried out by
means of a comparison between the 13C and 1H-13C HETCOR spectra of the two drug
forms. The results of both the assignments are shown in Table 4.1.
As already introduced in Section 3.6.1, the HETCOR experiment allows to observe
through space correlations between 1H and 13C nuclei in solid samples:69–72 the correlation
takes place thanks to the presence of the heteronuclear dipolar interaction between the
two nuclei. The HETCOR map of FLUA (Fig. 4.4) shows several correlation peaks, the
most intense ones arising from dipolar coupling between 13C nuclei and directly bonded
protons. In particular, the correlation peak between the methyl carbon (16.0 ppm) and
its protons (∼1.3 ppm), together with the one between the majority of aromatic carbons
(128.5 ppm) with their relative protons (∼7 ppm), are among the most intense visible
peaks. In a similar way, the correlation between the methin carbon (46.4 ppm) and its
proton (∼3 ppm) confirm the assignment of the 1H-MAS spectrum of FLUA previously
discussed. Finally, among the correlation peaks related to the chemical structure of FLUA,
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13C chemical shifts (ppm)
Nucleus FLUA FLUS
1’ 136.4 136.2
2 157.7 158.6
160.2 161.3
3 116.9 112.9
4 140.2 145.2
5 123.5 -
7 46.4 50.2
8 16.0 17.8
9 183.9 184.4
1, 6, 2’, 3’, 4’, 5’, 6’ 128.5 129.1
Table 4.1: Assignment of the 13C solid-state NMR spectra of FLUA and
FLUS. The labelling of the nuclei refers to Fig. 4.1. The doublet observed
for carbon 2 is due to the presence of the 1JC−F scalar coupling.
the peak correlating the carboxylic carbon (183.9 ppm) and the acidic proton (∼14 ppm)
is visible. Similar considerations can be made observing the HETCOR map of FLUS,
shown in Fig.4.5. Also in this case, correlation between the methyl carbon (17.8) and its
protons (∼1.5 ppm, confirming the shift towards higher frequencies previously observed for
FLUS with respect to FLUA from the 1H-MAS spectrum) is one among the most intense
observable peaks, together with the correlation peak between the methinic carbon (50.2
ppm) and its proton (∼3.5 ppm) and the most intense aromatic peak (129.1 ppm) and the
corresponding aromatic protons (∼7 ppm). Beyond the most visible peaks, which can be
interpreted, as discussed, in terms of 13C-1H chemical bonds, other correlation peaks are
visible on the maps, that allow to get insights into the conformational properties of the
two forms of drug, as it will be discussed later, and, in particular, permit to complete the
assignment of the 13C spectrum of FLUS. Following the numbering shown in Fig. 4.1b for
Flurbiprofen nuclei, the peaks resonating at 145.2 and 112.9 ppm in the 13C spectrum of
FLUS, exhibiting the largest shifts with respect to the FLUA spectrum, can be assigned
to carbons 4 and 3, respectively, by means of the FLUS HETCOR map, shown in Fig.
4.5. In fact, the map shows a first correlation between the carbon resonating at 145.2 ppm
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and the methine protons, and the same correlation profile between the carbon resonating
at 112.9 ppm and that ascribable to carbon 2 (158.6 and 161.3 ppm), easily recognizable
because of the presence of a 1JC−F doublet.93
Passing from FLUA to FLUS, significant 13C chemical shift differences concern the
peaks corresponding to CH and CH3, which are shifted towards higher frequencies: this
effect was expected on the basis of the substitution of the carboxylic group with a carboxy-
late one, even though a comparison of these shifts with those predicted by semi-empirical
calculations for solution NMR, based on the mere chemical structural changes, demon-
strates that they are significantly larger (3.8 vs 2.7 ppm and 1.8 vs 1.5 ppm for methine
and methyl carbons, respectively). Even though, on the basis of the structural differences
between the two drug forms, only concerning the carboxylic moiety, the spectral region
corresponding to the aromatic nuclei should almost be unaffected, the aromatic signals
experience large isotropic chemical shift differences between the 13C spectrum of FLUA
and FLUS. In particular, carbons 2 and 4 in FLUS spectrum are shifted towards higher
frequency by ∼ 1.0 and 5.0 ppm, respectively, while carbon 3 shifts towards lower frequen-
cies by 4.0 ppm: the rationalization of these chemical shift variations clearly requires to
take into account the presence of different conformational and molecular packing situa-
tions experienced by FLUA and FLUS, even though a detailed description of the spatial
arrangements of the two systems cannot be performed on the mere basis of the 13C spectra.
A comparison between the HETCOR maps of FLUA and FLUS, shown in Fig. 4.4 and
4.5, respectively, helps in confirming these observations. In fact, beyond the correlation
peaks arising from the chemical structure of the two drug forms, previously discussed, fur-
ther correlations, ascribable to more specific conformational arrangements of the molecules
in their crystalline environment, are present. For example, in FLUS methyl protons are
correlated to carbons 2 and 3, suggesting that the methyl group is close to the side of
the phenyl ring carrying the fluorine atom. On the contrary, in FLUA the same protons
are correlated to the aromatic carbon 5, hence revealing a spatial proximity between the
methyl group and the opposite side of the phenyl ring with respect to the fluorine atom.
These results are in agreement with the observed aromatic ring shifts and confirm the
data about crystalline structure of FLUA.
The 13C CP-MAS spectrum of pure RL can be roughly interpreted on the basis of
literature data for similar systems:81,94 ester carbons resonate at about 176 ppm, methyl
carbons bound to carbon atoms at 15-20 ppm, and the rest of the carbons in the 35-65 ppm
region: a more detailed assignment of the peaks in the latter region is prevented by the
amorphous character of the polymer, which generates an intrinsic linebroadening, arising
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Figure 4.4: 1H-13C HETCORmap of FLUA. The experiment was performed
using 146 rows and a contact time of 0.2 ms, while the spinning speed was 6.5
kHz. A short value of the contact time has been suitably chosen in order to
prevent spin diffusion effects. Different regions of the map are displayed using
different threshold levels in order to highlight the most significant spectral
features. Asterisks denote spinning sidebands.
from the wide variety of chemical environments experienced by the polymeric nuclei.
4.4 Solid dispersions
4.4.1 1H spectra
The 1H MAS spectra of both physical mixtures and coevaporates of the two forms of
Flurbiprofen with RL are shown in Fig. 4.6.
The spectra of the physical mixtures (Fig. 4.6b and d) substantially coincide with
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Figure 4.5: 1H-13C HETCOR map of FLUS. The experiment was performed
using 146 rows and a contact time of 0.2 ms, while the spinning speed was 7.5
kHz. A short value of the contact time has been suitably chosen in order to
prevent spin diffusion effects. Different regions of the map are displayed using
different threshold levels in order to highlight the most significant spectral
features. Asterisks denote spinning sidebands.
the weighted superposition of the spectra of the individual component, suggesting that no
significant interaction between the drug and the polymer occurs.
On the contrary, the spectra of the two coevaporates (Fig. 4.6a and c) show some
interesting differences. With respect to the 1H spectrum of the FLUA-RL physical mix-
ture, the spectrum of the corresponding coevaporate shows the disappearance of the acidic
proton signal (∼ 14 ppm): a similar effect had already been observed for the Ibuprofen-
RL coevaporate.81 This clearly indicates that the method used in the preparation of the
coevaporate produces the destruction of the dimeric structures formed by two adjacent
FLUA molecules in the unit cell by means of hydrogen bonds involving the carboxylic
groups: this suggests that another, more stabilizing interaction involving the carboxylic
4.4 Solid dispersions 103
Figure 4.6: 1H-MAS spectra of: (a) FLUS/RL coevaporate, (b) FLUS/RL
physical mixture, (c) FLUA/RL coevaporate, (d) FLUA/RL physical mix-
ture. All the spectra were acquired at a spinning speed of 25 kHz.
moiety of FLUA establishes after the mixing of FLUA and RL in ethanol.
For both FLUA and FLUS coevaporates, the signals of the trimethylammonium group of
the polymer undergo significant modifications with respect to the spectra of pure com-
ponents and physical mixtures. The peak experiences a broadening, more evident in the
case of FLUA, and a shift towards higher frequencies by about 2.0 and 0.6 ppm for the
coevaporates of FLUA and FLUS respectively: this behaviour totally resembles the one
previously observed for Ibuprofen,81 and seems to indicate a change in both the chemical
environment and in the dynamics of the trimethylammonium group. In fact, the shift
could be in agreement with the presence of an interaction between this group and the
FLUA carboxyl or the FLUS carboxylate groups, while the broadening could arise from a
slower mobility of these groups in the coevaporate with respect to the pure, amorphous,
polymer: also in this case, the presence of strong interactions with the drug could explain
this behaviour.92
Moreover, the aromatic signals in the coevaporates show a significant line narrowing
with respect to the corresponding signals in the physical mixtures. This behaviour, more
evident for FLUA, is consistent with the breaking of the drug crystalline structure, which
might either produce a faster dynamics (as already observed for the case of the coevaporate
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of the acidic form of Ibuprofen81) or cause a reduction of the linebroadening which is due
to a variation of a different inhomogeneous contribution to the linewidth: in fact, as far
as the aromatic signals are concerned, a different stacking of these moieties in the solid
structure could have a dramatic effect on the value of the anisotropy of the magnetic bulk
susceptibility, which in turn could produce a significant reduction of the linewidth.
4.4.2 13C spectra
Figure 4.7: 13C CP-MAS spectra of: (a) FLUS/RL coevaporate, (b)
FLUS/RL physical mixture, (c) FLUA/RL coevaporate, (d) FLUA/RL phys-
ical mixture. All the spectra were recorded at a spinning speed of 6 kHz.
The 13C CP-MAS spectra of the solid dispersions of FLUA and FLUS in RL are shown
in Fig. 4.7. Because of the low drug-to-polymer ratio (1:2) the spectra are dominated by
the signals of the polymer, especially in the aliphatic and carbonyl regions: the only
region which is substantially free from the presence of RL is the aromatic one, except
for a spinning sideband of the carbonyl peak falling at 117 ppm. The observation of
modifications of this spectral region gives another possibility of detecting possible changes
in the molecular properties of the API following the interaction with the carrier.
As already observed for the 1H spectra, the 13C spectra of the physical mixtures of
both FLUA and FLUS with RL coincide with the superposition of the individual spec-
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tra (see Fig. 4.7b and d), hence confirming the absence of either substantial interactions
between the two components following the mixing or conformational and/or molecular
packing differences with respect to the pure components. In particular, the signals corre-
sponding to carbon 4 (resonating at 140.2 ppm for FLUA and 145.2 ppm for FLUS) remain
unchanged, even though, as previously discussed about the 13C spectra of the two pure
drug forms, they demonstrated to be very sensitive to the conformational and molecular
packing arrangement of the drug.
On the contrary, and similarly to what has been observed in the 1H spectra, both
the 13C spectra of FLUA and FLUS coevaporates show some noticeable differences with
respect to the corresponding spectra of the pure samples. The most significant changes
involve the frequency shifts experienced by carbons 4 and 9 of FLUA (see Fig. 4.7c),
corresponding to quaternary aromatic and carboxylic nuclei. On one hand, the signal
resonating at 140.2 ppm in pure FLUA is shifted towards 144.0 ppm in the FLUA-RL co-
evaporate, suggesting that a strong conformational and/or molecular packing modification
occurs, as already commented in explaining the chemical shift differences between the two
Flurbiprofen forms. On the other hand, the carboxyl peak, present in the spectrum of pure
FLUA at 183.9 ppm, is no longer present in the FLUA-coevaporate spectrum. This can
be possibly due to a dramatic line-broadening of the peak, resembling the one previously
observed for the corresponding coevaporate of Ibuprofen,81 or to the occurrence of drug-
polymer interactions. The quite remote possibility that an esterification of FLUA could
occur during the preparation of the coevaporate due to the presence of ethanol has been
ruled out; in fact, FLUA was subjected to the same conditions employed in the prepa-
ration of the coevaporate, but in absence of RL: the 13C spectrum of the FLUA sample
so obtained was identical to that of primitive FLUA. Some further chemical shift changes
can be observed in the region around 15-20 ppm: even in the presence of the asymmetric,
broad peak94 corresponding to the isotropic chemical shift distribution of the RL methyl
groups, partially hindering this effect, a shift of the drug methyl peak towards higher
frequencies with respect to either the pure samples or the physical mixtures is detectable
in both the coevaporates.
As far as the drug signals observable in the spectra of the two coevaporates are con-
cerned, besides changes regarding frequency shifts with respect to the pure drug spectra, a
line-broadening can be observed too. This effect can be revealed in particular for the drug
signals showing the minor superposition with the polymer ones, for instance the aromatic
signals of the coevaporates of both FLUA and FLUS and the carbonyl signal of FLUS in
the corresponding coevaporate: nonetheless, this linebroadening does not seem to affect
the polymer signals. Since, for what has been already pointed out for the 1H spectra,
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a change in the anisotropic bulk magnetic susceptibility of the drug in the coevaporates
should rather give rise to a line narrowing effect, this possibility has been ruled out. As
a consequence, the observed linebroadening could be due either to a larger distribution
of the isotropic chemical shift, arising in turn from the contact between the drug and the
amorphous polymeric phase, which can produce molecules experiencing different chemical
environments, or to a variation in the molecular dynamics again due to the contact with
the polymer. In the latter case, however, two further considerations must be made. First
of all, the motion should be affecting the entire molecule, since all the visible drug signals
show the same linebroadening phenomenon; moreover, the linebroadening should be due to
an interference between the characteristic frequency of the motion and some instrumental
frequency, like the spinning or the decoupling frequencies.95 However, this has been ruled
out by performing several experiments at different spinning and/or decoupling frequency,
which did not show any significant change. In our opinion, the most credible hypothesis is
therefore that the drug molecules experience either a more disordered molecular packing
or a wider distribution of chemical environments because of the contact with the polymeric
amorphous phase, which generates a large distribution of the isotropic chemical shift on
the 13C spectrum.
In particular, the signal corresponding to carbon 4 reveals the largest broadening
effect, for both FLUA and FLUS, suggesting that it experiences a large distribution of
conformational situations: in the FLUS case, it shows a doublet-like structure, indicating
the presence of two preferential conformers.
The entire discussion allows to conclude that both FLUA and FLUS in their coevap-
orates experience a wide distribution of conformations, which is detected thanks to the
high sensitivity of the chemical shift of carbon 4 to the conformational properties of the
aliphatic chain. In any case, the discussed effects clearly indicates that, in both the FLUA
and FLUS coevaporates, the drug strongly interact with the polymer.
4.5 1H FID analysis
In order to get insights into the dynamic properties of both the pure samples and the
solid dispersions of the two forms of drug in RL, the on-resonance FID has been acquired
at room temperature, in low-resolution conditions (see Section 2.4), for all the samples
under study. The solid-echo pulse sequence65 used to acquire the low-resolution FID has
been described in Section 3.4.1. The results of the FID analysis are shown in Table 4.2.
All the experimental FIDs were fitted to a linear combination of analytical functions
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Fit function Gaussian (G1) Exponential (E2) Gaussian (G2)
Sample wt. % T2 (µs) wt. % T2 (µs) wt. % T2 (µs)
RL 74.2 12.4 5.5 1034 20.3 36.8
Exponential (E1) Pake (P)
wt. % T2 (µs) wt. % β (s−1) RHH (A˚)
FLUA 54.4 9.6 45.6 28422 1.63
FLUS 55.6 15.3 44.4 29992 1.74
PM FLUA 59.4 17.9 3.5 831 37.2 39497 1.78
C FLUA 61.9 18.0 2.3 301 35.7 52633 1.80
PM FLUS 59.6 16.9 4.3 1020 36.1 43962 1.74
C FLUS 60.2 17.7 4.5 556 35.3 47445 1.78
Table 4.2: FID analysis results for FLUA, FLUS, RL and the corresponding
physical mixtures (PM) and coevaporates (C).
chosen among Gaussian, exponential, Weibullian, Pake and Abragamian, described in
Section 2.4.1.
The FIDs of both the two pure drug forms, FLUA and FLUS, were well fitted by a
linear combination of one Pake (P) and one exponential (E1) function. The weights of
the two functions in the two samples are very similar, in agreement with their slightly
different chemical structure, and the parameters of the fitting are typical of very rigid
phases. The Pake function for FLUS shows a slightly larger value of RHH with respect
to FLUA, which is consistent with the absence of hydrogen bonds which give rise to
the presence of dymeric structures in the FLUA unit cell. The RL FID was well fitted
by means of three functions: two Gaussians, indicated as G1 and G2, characterized by
T2 ∼ 12 µs and T2 ∼ 37 µs, respectively, corresponding to two rigid dynamic domains,
and one exponential, indicated as E2, with T2 ∼ 1.0 ms, corresponding to a very mobile
phase. Since the polymer shows a very high structural and conformational heterogeneity,
the assignment of the different FID components to as many sample regions experiencing
distinguishable dynamic properties, is not straightforward. However, some considerations
regarding the relative mobility described by the various identified FID components and
the dynamic behaviour of amorphous polymers below their Tg, can be performed. The
G1 component shows a T2 value which is typical of the rigid lattice regime, corresponding
to motions with characteristic frequencies less than kHz: frequently, the main polymer
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chains experience restricted motions, especially in entangled, amorphous phases, and their
motional frequency rarely exceed the mid-kHz regime. On the contrary, terminal chains or
side-chains often experience a higher mobility, therefore the corresponding FID component
should be characterized by a longer decay constant T2: this might be the case of the
G2 component identified in the RL FID analysis, which could be hence associated to
these more mobile polymer moieties. In the particular case of RL, the presence of a
low percentage of trimethylammonium groups, reasonably experiencing fast rotational
motions, suggests that the third identified FID component, whose T2 value is typical of
phases experiencing very high mobility in the solid state and whose weight is very small
(5.5 %), could be associated with most of the fast rotating N(CH3)+3 groups. It is worth
noting that despite the low weight of this FID component, which in principle could result
in a higher error affecting its fitting, the reliability of the RL FID fitting with respect to
E2 is strengthened by the T2 value characterizing this component, which is two orders of
magnitude far from all the decay constants of the other identified components.
This remark continues to be valid for what concerns the FID analysis of the solid disper-
sions of the two forms of the drug in the RL polymer. In fact, all the FIDs corresponding
to the 4 studied solid dispersions have been fitted by means of a linear combination of
the previously described functions E1, E2 and P. The results of the FID analysis, shown
in Table 4.2, cannot be interpreted by means of a detailed assignment of the different
observed FID components to definite spatial regions of the various samples, because of
the extremely high molecular and conformational complexity of the systems under study.
However, renouncing to comment the numeric results for each sample, some general consid-
erations regarding the relative mobility of the different identified domains can be reliably
performed. In fact, in all the samples the decay characterizing both the P and the E1
components is very short, as usually happens in the presence of very rigid phases, while
the E2 component always shows the longest T2 value, hence continuing to identify a very
mobile region. Moreover, the weight of this component, which does not dramatically vary
in passing from one solid dispersion to another one, allows to assign E2 to the polymeric
trimethylammonium groups, similarly to what previously discussed. Undoubtedly, this
component is the most effective one in revealing the presence of interactions between the
drug and polymer in the two coevaporates. In fact, in both the physical mixtures, the
T2(E2) does not significantly change with respect to the same value for the pure polymer,
while it undergoes a considerable decrease in the two coevaporates, where it reaches a value
2-3 times shorter than the one observed either in pure RL or in the physical mixtures. In
any case, this is a clear indication that the dynamics of the trimethylammonium group
in the coevaporates is noticeably slowed down, in agreement with the establishment of
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interactions between this group and the drug polar moieties, while no effect is detectable
in the physical mixtures, suggesting the absence of interactions between drug and poly-
mer. In this respect, it is nonetheless worth noting that the T2(E2) for the FLUA physical
mixture is shorter than the one measured for the pure polymer, differently from what hap-
pens in the FLUS physical mixture, where this value remains unchanged: this behaviour
demonstrates the preference of the RL polymer to host the drug in its acidic form, even
in absence of strong interactions. On the other hand, the decrease of T2(E2) observed in
the coevaporates with respect to the pure polymer is smaller for the FLUS one, suggesting
the presence of a somewhat less effective drug-polymer interaction in comparison with the
FLUA coevaporate.
The results of the FID analysis on both the pure samples and the solid dispersions
confirmed what previously observed in the 13C spectra of the different samples. In par-
ticular, this analysis has allowed to explore the dynamic differences between the two drug
forms and to confirm the participation of the trimethylammonium groups of RL to the
interaction with the drug in the coevaporates of both FLUA and FLUS with RL.
4.6 1H T1 analysis
In order to evaluate the degree of mixing between drug and polymer in both the physical
mixtures and coevaporates of FLUA and FLUS with RL, 1H spin-lattice relaxation times
measurements in the laboratory frame (T1) have been performed either in low- or high-
resolution conditions. The results are shown in Table 4.3.
The high resolution experiments have been performed by means of the Inversion-
Recovery CP sequence59–61 (see Section 3.3.3), which allows to get information on the
relaxation properties of the protons dipolarly coupled to the carbons which are directly
detected exploiting the high-resolution conditions achieved through MAS and HPD. Spin
diffusion (see Section 2.3.3) acts producing an average of the intrinsic T1 relaxation times
which depends on the degree of mixing of the phases showing a distinguishable dynamic
behaviour in the MHz range: the more intimate is the mixing, the more the measured
values of the 1H T1 will be similar for the different phases. Following Eq. 2.33, the value
of the relaxation time measured, determining the time left to the spin diffusion to proceed,
defines the spatial range into which the degree of mixing of the different domains can be
evaluated. For relaxation times of the order of seconds, like the ones measured for the
samples under study (see Table 4.3), the homogeneity of domains over a spatial range of
100 A˚ can be evaluated. The same value of T1 has been measured for all the protons
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1H T1 (s)
25 MHz Low-resolution 400 MHz High-resolution
FLUA 2.22 2.7
FLUS 0.73 1.3
RL 0.11 0.7
FLU RL
PM FLUA 2.05 0.11 2.0 0.8
wt. % 22 78
C FLUA 0.12 0.8 0.8
PM FLUS 0.56 0.10 1.1 0.7
wt. % 27 73
C FLUS 0.13 0.8 0.8
Table 4.3: 1H spin-lattice relaxation times (in s) measured for: FLUA,
FLUS. RL and the corresponding physical mixtures (PM) and coevaporates
(C) using either low- or high-resolution techniques.
inside each of the analyzed pure samples, FLUA, FLUS and RL. This indicates that, as
expected, these samples are homogeneous over a spatial scale of 100 A˚. On the contrary,
both the physical mixtures have shown the presence of two distinct average values of T1,
corresponding to the protons belonging to the drug and polymeric phase, respectively.
Differently from what observed for the physical mixtures, for the coevaporates a single
average value of T1 has been detected for all the protons, indicating that the spin diffusion
has produced a complete average of the relaxation times for the individual components
over 100 A˚.
The results of the low-resolution experiments, performed by means of the pulse se-
quence described in Section 3.4.3, validate these observations. In fact, even though a
site-specific assignment of the detected 1H T1 relaxation components cannot be performed
in this case, the weights of the components detected in the analysis of both the physical
mixtures samples are in excellent agreement with the percentage of protons present in the
drug and polymer phase. In the low-resolution analysis of the coevaporates, a single com-
ponent to the T1 relaxation has been detected, which confirmed the presence of a unique
homogeneous phase on a spatial scale of 100 A˚.
Besides observations concerning domains miscibility, some considerations can be made
by comparing the relaxation times measured at different Larmor frequencies. Indeed, the
4.7 In vitro results 111
increase of T1 with the Larmor frequency, observed for all the samples, is indicative of
their presence in the ”slow-motional side” of the relaxation curve (see Section 2.3.2), in
agreement with the very restricted mobility of these systems, already highlighted by the
FID analysis results.
The results of both the high- and low-resolution 1H T1 measurements strongly support
the evidences discussed in the previous sections. In fact, the absence of an intimate mixing
between drug and polymer in the physical mixtures is in complete agreement with the lack
of interactions between these components observed from either the 1H and 13C spectra
or FID analysis. On the other hand, the presence of drug-polymer interactions in the
coevaporates of both FLUA and FLUS is supported by the observation, in these samples,
of an intimate mixing between the two components.
4.7 In vitro results
Figure 4.8: In vitro dissolution curves in water at room temperature of
Flurbiprofen from FLUA/RL and FLUS/RL coevaporates and physical mix-
tures. Squares refer to FLUS, circles to FLUA. Empty and filled symbols
refer to physical mixtures and coevaporates, respectively.
In order to substantiate the results obtained by means of solid-state NMR experiments,
both the physical mixtures and the coevaporates of FLUA and FLUS were submitted to
dissolution tests: the results are shown in Fig. 4.8. Essentially, to evaluate the release of
the drug from the polymeric matrix in the different samples, 50 mg of each solid dispersion
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were dispersed in 100 ml of water and stirred at 100 rpm for 24 h. At fixed time intervals
1-ml aliquots of the solution were withdrawn and replaced with the same volume of water.
Then each aliquot was filtered using 0.45 µm PTFE membrane filters, and the amount
of the dissolved drug was measured by analyzing the filtered solution by means of UV
spectroscopy: the wavelength of the light used to irradiate the solution was 247 nm. The
drug release was calculated as the percent of the dissolved drug with respect to the initial
drug loading.
The analysis performed on the physical mixtures of both FLUA and FLUS displayed a
fast release of the drug, confirming the substantial absence of strong interactions between
drug and polymer after a physical mixing of the two components. However, even in these
conditions, the amount of drug released after the 24 h was higher for FLUS physical mix-
ture than with FLUA, demonstrating the already observed preference of the RL polymer
towards the hosting of the acidic drug molecules.
Drug release measurements performed on the coevaporate samples have shown a quite
fast leakage of FLUS, which results almost totally (∼ 75 %) dissociated from the polymer
matrix after the first 15 min: this suggests that, even in the presence of an intimate
dispersion of FLUS into the polymer matrix, observed by means of the 1H T1 experiments,
no strong interactions between FLUS and RL are present, even in the coevaporates. On
the contrary, the FLUA coevaporate showed a typical modified-release pattern, with a
gradual and prolonged leakage from the polymer particles: this behaviour totally agrees
with the presence of interactions between FLUA and RL, as observed from the solid-state
NMR experiments.
4.8 Conclusions
In this chapter, an example of the potentiality offered by both high- and low-resolution
solid-state NMR in the structural and dynamic analysis of systems of pharmaceutical in-
terest has been described and discussed. The applied techniques demonstrated the pos-
sibility of getting important insights into the molecular properties of the non-steroidal
anti-inflammatory drug Flurbiprofen in both its acidic and sodium salt form.83 By means
of 13C CP-MAS and 1H-MAS high-resolution spectra, as well as 2D HETCOR correlation
experiments, information concerning the different conformational and molecular packing
behaviour of the two systems has been obtained. The dynamics of the two drug forms has
been investigated by analyzing the low-resolution FID acquired in on-resonance conditions.
The analysis revealed the presence of a rigid phase in both the samples, even though a
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slightly higher motional freedom was revealed in the sodium salt form of the drug, which
is in agreement with the absence of dimers rather characterizing the crystalline structure
of the acidic drug form.
Two different sets of samples, indicated as coevaporates and physical mixtures, have
been prepared dispersing the two forms of the drug in a polymeric matrix constituted by
Eudragit RL100 by means of two different methods. The samples have been investigated in
order to extract information about the possible presence of interactions between the drug
and the polymer, whose nature can have a crucial role in determining the pharmacological
behaviour of a final formulation prepared starting from this drug-carrier model system.
In fact, in the attempt of evaluating how the pharmacological properties of the drug, here
monitored by means of the observation of the release profiles for the two sets of solid
dispersions, are influenced by different parameters, either the preparation method used
to disperse the drug into the polymeric matrix or the presence of the drug in a different
dissociation state (i.e. acid or sodium salt) have been taken into account. In order to get
details about the presence of possible structural or conformational modifications induced in
both the drug and the polymer by the mixing, different solid-state NMR experiments have
been performed. By means of both 13C CP-MAS and 1H-MAS high-resolution spectra, the
presence of an involvement of the carboxylic function of the drug in its acidic form and the
trimethylammonium charged group of the polymer has been detected in the coevaporate.
Similar effects, even though to a lower extent, have been noticed in the coevaporate of
the sodium salt form of the drug, while the physical mixtures, as expected from their
preparation method, did not reveal any significant modification with respect to the pure
components. The 1H FID analysis registered in low-resolution conditions confirmed the
presence of drug-polymer interactions only in the coevaporates, and the 1H T1 analysis in
either low- or high-resolution conditions revealed the presence of a complete mixing of the
drug and polymeric phase on a spatial scale of 100 A˚ only for the coevaporates of the two
drug forms.
The observation of the release profiles for both the physical mixtures confirmed the
substantial absence of interactions between drug and polymer. In the coevaporates, the
typical modified-release pattern in which the leakage of the drug from the polymeric matrix
is prolonged and gradual has been observed only for the acidic form of the drug, while the
sodium salt form seems to experience a less strong interaction.
This study constitutes an extension of a previous investigation performed on an equiv-
alent set of samples in which the active ingredient is represented by Ibuprofen.81 As in the
previous investigation, also in this case the main scope of the study was to demonstrate
114 Flurbiprofen and its solid dispersions with Eudragit RL100
the usefulness of solid-state NMR in predicting the interaction that could occur between
drug and polymer, supporting and completing the information which can be obtained
on pharmaceutical solid systems by means of more traditional methods, like drug release
experiments.
Chapter 5
Structural and dynamic
characterization of
chitosan-derived hydrogels
5.1 Introduction
In this chapter, a second application of high- and low-resolution solid-state NMR to the
structural and dynamic characterization of systems of pharmaceutical interest is discussed.
The work presented has been performed in collaboration with Prof. G. Di Colo and Dr.
Y. Zambito (Dipartimento di Chimica Bioorganica e Biofarmaceutica, Universita` di Pisa),
who carried out the synthesis of the samples object of this analysis, as well as different
kinds of analytical characterizations. The results of the study, including the high- and
low-resolution solid-state NMR characterizations performed in our group, are described in
a dedicated paper.96
From a pharmacological point of view, the characterization of the systems under study
is aimed at addressing the issue of the incomplete release of poorly soluble drugs from
sustained-release oral formulations in the Gastro Intestinal (GI) tract. In fact, hydrophobic
drugs often show problems associated with oral administration due to the limited solubility
in the acqueous environment within the GI tract, which can prevent the completion of the
release in this environment within the transit time. In the last few years, the main efforts
have been directed towards the improvement of the water solubility of these drugs, by
means of different methods. For weak acids and bases the water solubility can be enhanced
by forming a salt with a counter-ion (for instance the potassium salt of Ibuprofen). Other
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approaches exist, which act more on the possibility of varying the solid drug formulation.
For example, in the presence of weakly basic drugs, low molecular weight weak acid can be
incorporated into the formulation, so as to keep the pH under the value in which the drug
is able to deprotonate the intestinal fluids, in order to mantain the solute in its fully ionised
form.97–99 However, since usually the time of permanence of these acids in the GI tract is
made short by their high diffusion coefficients, other methods become necessary. Water-
insoluble acidic polymer, like Eudragit L100-55100,101 is able to prevent the pH of the
intestinal fluids from increasing, and has a longer residence time than the low molecular
weight acids. Nevertheless, a limit to the action of this polymer is constituted by the
buffering action of the intestinal fluids, that can neutralize the carboxylic functions present
on the polymer. Another possibility of modifying the drug formulation is to generate a
complexation of the drug, for instance by means of cyclodextrins.102–105 Reducing the
particle size of the solids increases the overall surface area, which in turns can lead to an
increase of the dissolution rate of the substance by increasing its solubility.
However, increasing the poor solubility of hydrophobic drugs is not the only existing
way of addressing the problem of an incomplete drug release. Other methods have been
recently proposed, in which erodible matrix tablets based on poly(ethylene)oxide are used
in order to achieve a complete release of the insoluble drug within its permanence in the
GI tract.106 A modulation of the erosion can be obtained by playing on both the polymer
molecular weight and the drug-to-polymer ratio.
In the following, an alternative approach to the discussed problem is proposed, in
which the possibility of using a highly swollen hydrogel as a carrier of little soluble drugs
in the GI environment is taken into account. In principle, these systems could allow on
one hand to prolonge the release of the poorly soluble drug, and on the other hand of
completing it in time, thanks to the high drug diffusivity within the free water of the
hydrogel. The main limit in the application of this idea is to find a way to guarantee the
dispersion of the drug into the polymeric matrix without producing any irreversible link
between the drug and polymer. In fact, the most intuitive way of dispersing the drug in the
polymer would be solubilizing controlled fractions of the drugs into an acqueous solution
of the prepolymer, and then crosslinking the prepolymer. This procedure, however, brings
about the possibility of the formation of chemical crosslinking, for instance covalent bonds
between the two components, which could possibly modify the chemical structure of the
drug, and hence changing its pharmacological properties and its bioavailability. Therefore,
it is absolutely necessary to find a method which is able to produce a simple physical
crosslinking of the polymer (for example entanglements), allowing to incorporate the drug
in the polymeric matrix in a totally reversible way.
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In the study presented in the following,96 a novel hydrogel prepared by N-carboxy-
methylchitosan, a biocompatible, non-cytotoxic chitosan derivative not absorbable across
the gastro-intestinal mucosae, is described.107,108 Its structural and dynamic properties,
investigated by means of high- and low-resolution solid-state NMR, are discussed. In
particular, after a brief introduction of the chitosans and a description of their chemical
structure and properties, the conditions of treatment of the carboxy-methyl-chitosan sam-
ples synthetized by Prof. G. Di Colo are discussed. Then, the results of the solid-state
NMR characterization of two differently treated of carboxy-methyl-chitosan are presented,
dividing the discussion on the basis of the NMR technique employed. In particular, 13C
CP-MAS spectra have been recorded on the samples under study, together with 1H-MAS
experiments and 1H FID analyses. All the experiments were aimed at highlighting the
effects generated by a different thermal treatment on the two chitosan-modified samples,
particularly for what concerns the possible estabilishment of physical crosslinkings.
5.2 The hydrogel
Chitosan is a linear polysaccharide composed of randomly distributed β-(1-4)-linked D-
glucosamine (deacetylated unit) and N-acetyl-D-glucosamine (acetylated unit). Chitosan
is produced commercially by deacetylation of chitin, which is the structural element in
the exoskeleton of crustaceans (crabs, shrimps, etc.). The degree of deacetylation (%
DA) in commercial chitosans is in the range 60-100 % and can be determined by NMR
spectroscopy. The amino group in chitosan has a pKa value of 6.5, thus chitosan is
positively charged and soluble in acidic to neutral solution with a charge density dependent
on pH and the % DA-value. In other words, chitosan is bioadhesive and readily binds to
negatively charged surfaces such as mucosal membranes. Chitosan enhances the transport
of polar drugs across epithelial surfaces, and is biocompatible and biodegradable. Purified
qualities of chitosans are available for biomedical applications.
In this study,96 a modified form of chitosan has been used, called N-carboxy-methyl-
chitosan (CMC), whose chemical structure is sketched in Fig. 5.1. CMC has been syn-
thetized following the method of Muzzarelli et al.107,109 which has been modyfied by Di
Colo et al.110 After characterization by IR spectroscopy and alkalimetry, the presence of
0.84 N-carboxymethyl groups per repeating unit was detected.
CMC results soluble for pH values below or above its isoelectric point (pH=5-6). The
hydrogel has been prepared starting from CMC following this procedure: an acqueous
solution of CMC has been casted at pH=10 in order to produce a film of CMC sodium
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Figure 5.1: Chemical structure of CMC.
salt; the film has then been immersed into a pH=5.2 phospate buffer for 10 min in order to
let it reach its isoelectric point; the resulting milky suspension was centrifugated at 5000
rpm to obtain a compact sediment which was dried by an air stream at room temperature
and, afterwards, cut into small granules. In the following, the sample obtained after this
preparation will be referred to as untreated sample. A portion of the granules was kept
at 80◦ for 24 h in order to obtain the hydrogel (treated sample): after this treatment,
the CMC did not result anymore soluble, but it rather swelled in either acidic or neutral
buffered solutions.
5.3 Solid-state NMR characterization
5.3.1 13C CP-MAS spectra
The 13C CP-MAS spectra of treated and untreated chitosans are shown in Fig. 5.2.
The spectra show a quite poor resolution, which cannot be improved by varying both the
spinning speed and the decoupling field strength: this allows to conclude that the poor
resolution is due to the intrinsic properties of the samples. In fact, through a comparison
with spectra of similar systems from the literature, the spectra of the two investigated
chitosan samples show typical features of amorphous systems, and the extremely broad
peaks result from the wide distribution of isotropic chemical shifts occurring in disordered
systems. In particular, the peak corresponding to carbon C1 has an asymmetric, very
broad pattern, probably ascribable to the presence of different conformational situations
(γ-gauche effect).111 This pattern has been previously observed by Capitani et al.112 for
chitosans with low chemical crosslinking degrees. On one hand, a comparison between the
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Figure 5.2: 13C CP-MAS spectra of untreated (top) and treated (bottom)
CMC. For both the samples, a spinning frequency of 4 kHz was used, while
the contact time and the relaxation delay were 0.5 ms and 5 s, respectively.
13C CP-MAS spectra of the treated and untreated samples does not reveal any considerable
difference in the isotropic chemical shift values of the observed peaks, suggesting the
absence of any substantial chemical modifications induced in the polymer after the thermal
treatment. On the other hand, chitosans in crystalline environments show very peculiar
spectra, reported in the literature, with much narrower linewidths.113 Therefore, the 13C
CP-MAS spectrum of the treated sample suggests that the thermal treatment does not
produce any substantial crystallinity in the polymer.
The observation of the cross-polarization dynamics profiles (see Section 2.1.3) for the
two samples (not shown) reveals the presence of a very rigid phase in both the cases. In
fact, the values of the contact time corresponding to the maximum intensity in the 13C
spectrum were 0.5 ms for the untreated sample and 0.4 ms for the treated one: both the
values are typical of a phase in which the heteronuclear dipolar coupling responsible for
the magnetization transfer is not averaged by the motions to a significant extent. However,
the lower value for the treated sample suggests that a stiffening of the phase following the
thermal treatment occurs.
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5.3.2 1H-MAS spectra
Figure 5.3: 1H-MAS spectra of untreated (top) and treated (bottom) CMC,
acquired with a spinning frequency of 7 kHz and a relaxation delay of 5 s.
Even though the 1H SPE-MAS spectra of the chitosan before and after the ther-
mal treatment (see Fig.5.3 top and bottom, respectively) are dominated by a large peak
centered at about 5-6 ppm, indicating the presence of a large part of both the samples
experiencing slow dynamics, the aliphatic region of both the 1H spectra shows some well
resolved peaks, corresponding to part of the sample with higher mobility. For the two
chitosan samples both the chemical shift and the peaks relative intensities of the signals in
the region 1.5-3.5 ppm substantially coincide. Even though, to the best of our knowledge,
1H MAS solid state NMR spectra of chitosans have never been reported in the literature,
the comparison with solution NMR studies on similar samples114,115 allows some consider-
ations about the spectrum to be worked out. The area of the resolved peaks, proportional
to the fraction of 1H mobile nuclei, is very low with respect to the total area of the spec-
trum, indicating the presence of substantially rigid samples: it is plausible that the major
contribution to these signals could arise from both terminal groups of the polymeric chains
or some of the side chains groups corresponding to the -COCH3 and -CH2COOH residues
in position (2) on the glucosidic rings, having in principle the highest probability of ex-
periencing fast dynamics. Since both the IR and alkalimetric characterization showed the
presence of 0.83 N-CH2COOH groups per repeating unit, we can expect that the major
contribution to resolved signals related to side-chain groups is due to the carboxymethyl
residues. On the basis of this assumption, and because of its chemical shift value, the signal
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at about 1 ppm in both the spectra has been assigned to the CH3 protons of the acetylated
units. However, it must be noticed that the assignment of the other resolved peaks in the
aliphatic region is not possible because of the high degree of conformational and structural
disorder of this polymer, which prevents to exactly know the nature and number of nuclei
corresponding to the mobile groups respect to the rigid part of the polymer. In fact,
the only detectable difference between the two 1H spectra concerns the signal of the CH3
protons of the acetylated units, which shows a splitting going from the untreated to the
treated chitosan. Since the methyl protons usually undergo a fast rotation motion around
the ternary axis of the CH3 group, the linewidth of the corresponding signals is generally
quite small, as confirmed by the two spectra shown, and corresponds to the motionally
averaged chemical shift for the three exchanging protons. The presence of a doublet can
be explained taking into account the possibility that the CH3 group could experience two
different average conformational situations, giving rise to two corresponding values for the
average chemical shift of the methyl protons. Even though the attribution of each of the
two peaks to a single peculiar situation is not straightforward, the presence of this pattern
suggests that, following the thermal treatment, the polymer changes its bulk structure
introducing some new physical constraints. This explanation is confirmed by observing
that the area of the doublet in the treated chitosan substantially coincides with that of
the corresponding peak on the untreated sample spectrum, suggesting that neither new
groups originating from the treatment are present nor other ones are disappeared, thus
confirming the results of both the IR analysis and the swelling behaviour of the system
under different pH conditions. In this sense, the observation of the linewidth of the sig-
nal centered at about 5-6 ppm, which is larger in the treated sample with respect to the
untreated one, might be in agreement with the hypothesized stiffening of the chitosan
following its thermal treatment.
5.3.3 Low-resolution FID analysis
The presence of crosslinks in a polymeric system can crucially affect its dynamic prop-
erties. In order to get detailed and quantitative insights into the molecular dynamics
experienced by the two chitosan samples under investigation, strictly connected with their
crosslinking degrees, an analysis of their low-resolution 1H FID acquired in on-resonance
conditions has been performed by means of a solid-echo pulse sequence (see Section 3.4.1)
at room temperature, as described in Section 2.4.1.
Both the FIDs acquired for the samples of treated and untreated CMC have been
fitted by means of a linear combination of two analytical functions, one Gaussian and one
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Sample Exponential Gaussian
wt. % T2 (µs) wt. % T2 (µs)
Untreated CMC 36.6 197 63.4 13.2
Treated CMC 23.7 116 76.3 12.1
Table 5.1: Best fitting parameters obtained from the 1H FID analysis of the
untreated and thermally treated CMC.
exponential. As already discussed, usually the Gaussian function is associated to rigid
domains, while the exponential function is suitable to describe domains experiencing a
higher mobility. The mobility of the phases identified through the FID analysis is simply
related to the value of the T2 characterizing each function, since a monotonical relationship
exists between the T2 and the characteristic frequency of the active molecular motion which
is responsible of the spin-spin relaxation (see Section 2.3.2).
The results of the 1H FID analysis for the treated and untreated chitosan samples are
shown in Table 5.1. The comparison between the experimental FIDs of the two samples,
as well as the experimental FID of treated chitosan together with the best-fit calculated
result, are shown in Fig. 5.4 (top and bottom, respectively). From the data it results that
the treated sample shows a higher percentage of Gaussian function and a lower T2 value
for both the exponential and Gaussian functions with respect to the untreated sample.
This corresponds to an increase in the amount of rigid phase after the thermal treatment,
as well as in an increase of the rigidity of both the polymer domains described by the
Gaussian and exponential functions. On the whole, the data indicates the presence of a
substantial stiffening of the polymer following the thermal treatment. Other experiments
performed on these samples, like IR, alkalimetry and DSC, together with the previously
discussed 13C and 1H solid-state NMR spectra, demonstrated that the crosslinking of the
polymer was physical in nature and consisted in the estabilishment of entanglements in the
polymeric matrix. The formation of entanglements can probably result to be favoured in
conditions in which the chain mobility is increased in the presence of higher temperatures
(80◦C) and electrostatic interactions between amino and carboxyl groups of CMC at its
isoelectric point are present. In fact, the same analyses performed on CMC film casts
obtained from solutions having pH higher or lower than the CMC isoelectric point did not
reveal the presence of any crosslinking phenomenon.
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Figure 5.4: Top: experimental 1H FIDs of treated (grey) and untreated
(black) CMC. Bottom: experimental (black) and best-fit calculated (grey)
1H FIDs of CMC treated for 24h at 80◦C. All the FIDs have been recorded
at room temperature.
5.4 Conclusions
In this chapter, a second example of the potential of solid-state NMR in the analysis of
systems of pharmaceutical interest has been shown. In particular, this study was aimed at
determining the structural and dynamic properties of N-carboxy-methylchitosan (CMC), a
polymeric carrier used in the preparation of a highly swelling hydrogel suitable to carry and
completely release poor soluble drugs in the GI tract. In fact, swelling, IR, alkalimetryc
and DSC measurements performed on a fraction of CMC kept at 80◦C for 24 h (thermally
treated), have revealed that the formation of the hydrogel results from the development
of polymer chains entanglements which constitute physical crosslinks. The chemical or
physical nature of the observed crosslinks is very important in determining the effectiveness
of the polymer as a drug-delivery system, and has been further investigated by means of
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solid-state NMR.
High- and low-resolution solid state NMR experiments were performed on both the
treated and untreated CMC samples, in order to understand the nature of the modifica-
tions induced in both the structural and dynamic properties of CMC after the thermal
treatment. In particular, 13C CP-MAS experiments demonstrated the amorphous nature
of CMC either before or after the thermal treatment and the presence of a very rigid phase
in both the samples. The absence of significant variations in the spectral features observed
passing from the untreated to the treated sample suggests that no considerable chemical
modifications are induced by the treatment of CMC. However, a comparison between the
two cross-polarization dynamics profiles suggests that the CMC undergoes a stiffening af-
ter the treatment. The observation of the 1H spectra confirms the presence of a very rigid
phase in both the samples. The most significant change between the two 1H spectra con-
cerns the narrow CH3 signal, which exhibits a splitting in the treated sample, suggesting
that this nucleus starts experiencing different environments following the treatment.
The low-resolution FID analysis performed on the two CMC samples revealed the
presence of two dynamically distinguishable regions in both the samples. After the thermal
treatment, the fraction of the rigid phase, described by a Gaussian component, increases,
while the T2 of each of the two individual components, directly related to the mobility of
the two phases, decreases, confirming a general stiffening of CMC.
The formation of physical crosslinkings, possibly constituted by entanglements of the
polymeric chains, has been detected only in the CMC sample at its isolectric point, after
thermal treatment. The crosslinking is probably favoured by the presence of both high
temperatures, increasing the mobility of the polymeric chains, and electrostatic interac-
tions between the amino and carboxyl groups.
As described in Ref. 96, from a pharmacological point of view, the hydrogel prepared
following this method revealed good swellability and release properties with respect to
Prednisolone, a little soluble drug which is effective in the GI tract.
Chapter 6
Characterization of flours with
different accelerated aging degree
6.1 Introduction
It is well known that the characterization of intact biological systems can frequently
bring about a number of difficulties related to their intrinsically complicated composition
and morphology. As demonstrated by the large number of studies present in the literature,
these difficulties often lead the scientific community to try to simplify the study of these
systems by concentrating the efforts onto the characterization of their individual chemical
or biological components, which are extracted from the intact material by means of suitable
methods. This, on one hand, allows to get a deeper level of detail about the individual
parts of the sample for what concerns their structural and dynamic properties, and to try to
connect them to the role they play in the biological environment they have been extracted
from. On the other hand, obviously, this constitutes a denaturation of the system, that
can induce both structural and morphological modifications on the individual components
extracted, hence preventing a reliable analysis from being performed. For these reasons,
especially in the attempt of understanding the organization of a biological system in terms
of the role played by its different components, it is preferable to have the possibility of
characterizing the system as a whole. This clearly introduces strong limitations on the
degree of detail achievable on the biological systems studied, but indeed preserves the
intrinsic characteristics of the materials, that can shed light on the presence of biological
processes occurring in the material, as it happens for some in vivo studies, as well as on
the biological and structural function of the different components present in the sample.
125
126 Characterization of flours with different accelerated aging degree
Nuclear magnetic resonance spectroscopy has played an important role in understand-
ing the structural and dynamic properties of many different kinds of biological samples, as
plants, human and animal tissues, food products, etc. The investigation of a particularly
interesting aspect as the determination of the function of water in these systems, which
often affects the mechanical and chemical properties of the individual components of the
biological material, has been possible exploiting either 1H spectral features or relaxation
properties of the systems studied. Solid-state NMR, in particular, has been largely em-
ployed in the last few decades to characterize natural macromolecular systems, like cellu-
lose (see Chapter 7),116,117 lignin,118 and other naturally occurring, polysaccharide-based,
materials.119,120 Among these, one material which has been extensively studied by means
of solid-state NMR, especially for what concerns its interaction with water, is starch, the
main component of cereals, and in particular of flours.121–125 Flour constitutes one of the
major ingredients in baked food products and a deeper comprehension of its local molec-
ular structure, conformational order, and dynamics would indeed be necessary in order to
rationalize its baking behaviour. In this respect, it is well known from the literature that
water plays a crucial role in determining the rheological properties of dough obtained by
wheat flour.126–131 Beyond the interaction flour-water, among the most important factors
determining the quality of the flour baking, the storage conditions of the precurson grain
revealed to be critical. In particular, in order to foresee the seed storage potential, many
studies aimed at monitoring the effects produced by the accelerated aging of wheat seeds
have been performed, which are reported in the literature.132–134 Accelerated aging of
the seeds, consisting of incubation at high temperature and relative humidity, resulted in
a loss of their germinability135–140 as well as a degradation of their components (starch,
protein, lipids).132,133,135–142 In particular, accelerated aging performed at 100% relative
humidity and 35-45◦C produced an increase of the soluble sugars and a decrease in starch
and protein content, which means poor nutritive and baking quality. However, the com-
plex composition of the intact wheat flour has limited its characterization by means of
solid-state NMR, which, in the last three decades, has been rather applied to the analysis
of its main components. In this respect, a particular emphasis has been given to the in-
vestigation of amorphous and crystalline states of starch,121 the properties of the gluten
proteins,129 the water organization and mobility in these systems as well as influence of
hydration on their structural and dynamic properties. For these reasons, even though
the 13C CP-MAS spectra of flour have been reported in the literature, together with the
assignment of the signals to starch and protein components,143–146 and the mobility of
water in dough has been studied by means of proton relaxation,126,147 solid-state NMR
studies on flour remain quite sparse in the literature.
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In the following, a study performed on a set of flour samples obtained by seeds stored
in conditions of controlled temperature (40◦C) and humidity (40◦C and 100% relative
humidity) for different times, is presented, which has been performed in collaboration
with Dr. L. Calucci (IPCF-CNR, Pisa, Italy).47 In this work, both high-and low-resolution
solid-state NMR are combined to study the structural characteristics of flour components
in different domains and dynamic states, the mobility of water, and the size of the domains
they are located in. The study is performed on samples from bread wheat seeds either
unaged (0 days of aging treatment) or aged for 4 or 10 days. Both dry and hydrated
samples have been prepared and characterized in order to observe the role played by water
in determining either the intrinsic structural properties of the flour, investigated by means
of 13C CP-MAS and direct excitation spectra as well as low-resolution 1H FID analysis, or
its dynamic properties, also explored in terms of T1 and T1ρ spin-lattice relaxation times.
6.2 The systems
As already discussed, wheat flour is the main ingredient in most types of bread and
pastries, and is obtained by the milling of the wheat seeds. Both soft and durum wheat
has the same caryopsis (i.e. seed) structure, shown in Fig. 6.1, which is independent of
the ground of cultivation. The chemical composition of the seed is made up of cellulose,
minerals (bran) and proteins with a high biological value.148,149
Figure 6.1: Caryopsis structure of wheat.
The external layers and the internal kernel of the grain have their own specific chemical
and morphological characteristics. The external part of the seed (pericarp and perisperm)
is largely made up of indigestible and irritating parts (cellulose and lignin) as well as
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minerals (ashes) and proteins. In the internal kernel, the presence of starches is dominant.
The average chemical composition of the milled seeds is: ∼ 75% of carbohydrates, ∼ 10%
of proteins, ∼ 2% of lipids and ∼ 12% of water.
In our study, a set of flour samples obtained by the milling of seeds with different aging
degrees has been investigated by means of high- and low-resolution solid-state NMR. The
artificial aging has been performed according to Delouche and Baskin, by incubation of
wheat seeds (Triticum aestivum cv Centauro) at 40◦C and 100% relative humidity for
0, 4 and 10 days, as described in Ref. 134: in the following, the sample treated for 0
days will be referred to as unaged or untreated sample. The obtained seeds were then
air-dried under a laminar flow hood until they reached their original weight. Then, they
were ground in a break roll-mill (Labormill 4RB, Italy) and the obtained flour was stored
at -20◦C. The moisture content of the three samples was determined by calculating the
weight loss after the samples were oven dried to constant weight: three replicates of each
sample were taken into account for the estimation of the water content, which resulted
to be 14, 11 and 8 ±1 wt% for the samples untreated and treated for 4 and 10 days,
respectively. The so obtained samples will be referred to as naturally hydrated samples.
Dry flour samples treated for 0, 4 and 10 days were prepared starting from the natu-
rally hydrated ones, pumping them under vacuum (10−2 mbar) for 6 h and then further
dehydrating in a vacuum essiccator over P2O5 for a period of at least 5 days. These sam-
ples were crucial in determining the impact of the moisture content on the structural and
dynamic behaviour of the flour.
A sample with an intermediate water content was prepared by placing dry flour from
untreated wheat over a saturated solution of K2CO3, at room temperature, for 3 days:150
in these conditions, 44% relative humidity is present. The quantity of absorbed water was
determined gravimetrically, and corresponded to 12%. This sample will be referred to as
artificially hydrated flour. The presence of this sample was crucial in order to understand
in which way the properties of the flour are modified by inducing it to absorb a quantity
of water different from the natural moisture level.
6.3 13C-MAS NMR
Two different kinds of 13C solid-state MAS NMR spectra, namely CP-MAS and Direct
Excitation (DE), have been recorded on the entire set of samples, either naturally and
artificially hydrated or dry, using a spinning speed of 7 kHz. An example of each of
the two spectra is reported in Fig. 6.2a and b. In fact, on one hand, cross-polarization
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Figure 6.2: 13C DE-MAS (a) and CP-MAS (b) spectra of dry flour from
unaged seeds recorded at +20◦C. The spectra are acquired using a spinnng
speed of 7 kHz and a recycle delay of 5 s; the contact time in CP experiments
is 500 µs.
from 1H nuclei induces an increase in the the sensitivity of 13C nucleus in the samples of
flour investigated, in which it is present in natural abundance; on the other hand, cross-
polarization allows to enhance signals ascribable to rigid phases, in which the 1H-13C
dipolar coupling is not averaged by the motions affecting the material, thus permitting
an effective magnetization transfer towards rare nuclei. Nevertheless, in order to have
information on the presence of individual components of flour with higher mobility in the
differently treated samples, direct-excitation of the 13C nuclei has been produced by means
of a depth pulse sequence151 (see Section 3.2.1) acquired using a short relaxation delay
(2 s). In these conditions, this sequence saturates the signals arising from rigid phases,
characterized by longer T1 values, enhancing resonances arising from domains at higher
mobility, while suppressing either probe or rotor background signals.
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6.3.1 13C CP-MAS experiments
In all the samples, the CP-MAS spectrum of flour shows signals ascribable to its main
components, whose assignment is possible by means of previous studies present in the lit-
erature. As shown in Fig. 6.2b, very weak signals arising from aliphatic (10-40 ppm) and
aromatic (∼130 ppm) side chain carbons are visible in the spectra, together with signals
ascribable to main chain peptide carbonyl carbons (∼175 ppm). The region 40-65 ppm
could in principle show the presence of signals arising from protein main chain carbons,
which do not result visible in the observed spectra. The spectrum is indeed dominated by
the intense signal of starch, which occupy the region 60-100 ppm. Similarly to what has
been discussed for another carbohydrate (N-carboxy-metylchitosan) in Chapter 5, also in
this case the spectrum of starch is composed by very broad signals, in which only the C1
(∼102 ppm) and C6 (∼62 ppm) resonances of the α-D glucose are resolved, while C2,
C3 and C5 have very similar isotropic chemical shift values, resulting in a broad peak
centered at ∼73 ppm: the signal corresponding to the C4 carbon is visible as a shoulder
of this peak at a slightly higher frequency. The presence of starch crystalline forms has
been ruled out since they usually reveal as peculiar splittings of the C1 signal, totally
absent in all the investigated samples.121,122,124,125,152 Additionally, experiments at dif-
ferent spinning speeds and decoupling frequencies have been performed on all the samples,
aimed at checking the possibility that the observed linebroadening could originate from
the coupling between one of these instrumental frequencies and a motional frequency.95
The results of these experiments did not show any substantial change in the linewidth of
the starch signals in any of the samples, thus confirming the hypothesis of the presence of a
completely amorphous starch phase, in which the contributions to the linewidth arise from
the distribution of isotropic chemical shift associated with different conformations of the
glucose moieties. CP-dynamics experiments (see Section 2.1.3) have been performed on
the different samples. The results suggest the presence of starch in a very rigid phase, as
indicated by the value of the optimal cross-polarization time for the corresponding starch
signals, which is about 500 µs: therefore, starch is present in a glassy phase, in agreement
with its phase diagram.153 No significant difference has been detected in the CP-dynamics
either among the different starch carbons inside a sample or among different flour samples.
By comparing the 13C CP-MAS spectra for the different samples investigated, no
remarkable differences are observed, suggesting that the possible changes induced by the
seeds aging do not crucially affect the chemical environments experienced by the nuclei of
the samples.
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6.3.2 13C DE experiments
An example of 13C DE-MAS spectra for the flour samples investigated is shown in
Fig. 6.2a. The DE spectrum reveals the presence of very intense olefin and alkyl carbon
signals from lipids, resonating at 130 ppm and in the range 10-40 ppm, respectively.129,144
In comparison with the other visible peaks on the spectrum, these signals result more
intense than expected on the basis of the flour composition. In fact, the high mobility of
the lipids in the cereal seeds induces a shorter spin-lattice relaxation of the correspond-
ing carbon nuclei, thus enhancing the relative intensity of the corresponding signals in a
DE experiment performed with short recycle delay time (2 s). However, the signal corre-
sponding to carbonyl group of the lipidic phase, present at ∼175 ppm, does not show the
same behaviour. In fact, the absence of protons directly bonded to the carbonylic carbon
eliminated the heteronuclear 13C-1H dipolar coupling, which constitutes the most effec-
tive 13C relaxation mechanism (see Section 2.3.2.3), making their spin-lattice relaxation
times longer than expected on the basis of the high mobility of the lipidic phase. The DE
spectrum also shows the presence of signals corresponding to starch, even though their
intensity results much smaller than the one observed in the CP-MAS spectra, confirming
the presence of a rigid phase. However, looking at the relative intensities of the starch
signals discussed in the previous section, the ratio between the intensity of C6 peak and
those of the other starch signals results to be much higher in the DE spectrum than in
the CP one. This can be due to the higher mobility of the C6 carbon of starch, which
produces shorter 13C T1 values: the CH2OH group experiences a mobility faster than the
other starch carbons, as it could be expected on the basis of its position on the glucosidic
moiety. Indeed, this effect is well known from the literature (see Ref. 121) and explains
the observed spectral feature. Also in the DE-MAS spectra, very weak signals from mobile
carbons in gluten proteins could be present, hidden by the more intense starch and lipids
signals. As already observed for the CP spectra, also among the DE spectra of the differ-
ent samples no significant differences are observed, hence suggesting that the aging does
not produce dramatical structural or conformational changes in either dry or hydrated
samples. Obviously, it is possible that the modifications induced by the treatment affects
only a small fraction of the samples, preventing the effects from being observable in the
experimental conditions used to perform these experiments.
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6.4 1H NMR
Both high- and low-resolution 1H NMR experiments have been performed on the entire
set of samples, with the aim of investigating the structural and dynamic properties of the
differently treated flour samples in relation with their moisture content.
6.4.1 1H static and MAS NMR
Figure 6.3: (a) 1H static and (b) 1H MAS (7 kHz spinning rate) spectra of
dry flour from unaged seeds recorderd at 20◦C; (c) expansion of the 1H MAS
(7 kHz spinning rate) spectrum of naturally hydrated flour from unaged seeds
recorded at 20◦C; (d) expansion of (b).
Both static and MAS 1H spectra have been recorded at the Larmor frequency of 400
MHz for all the flour samples investigated by means of the pulse sequence described in Sec-
tion 3.2.1. An example of static 1H spectrum is shown in Fig. 6.3a. The spectrum shows
the presence of two superimposed and unresolved signals for all the samples, with very
different linewidths. As it will be discussed in more detail later, the signals showing the
smallest (∼2 kHz) and the largest (∼50 kHz) linewidth coincide with the exponential and
Pake component of the on-resonance FID, respectively. The number of protons contribut-
ing to the narrowest peak considerably increases in passing from dry to hydrated flour
samples, that also show a slight narrowing of the lines with respect to the dry samples.
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Nevertheless, if liquid-like water was present, signals with a linewidth of few Hz should be
observed on the 1H spectrum. Since these signals are never observed, this hypothesis can
be safely ruled out, as reported in the literature for 1H static spectra of starch131,154 and
gluten129 samples with low moisture content.
1H-MAS spectra of both hydrated and dry samples were recorded at very low spinning
speeds. Even at 500 Hz of spinning rate, the resolution of the narrowest line observed
in the static spectrum is obtained, revealing the presence of very sharp signals, as shown
in Fig. 6.3c-d. Increasing the spinning rate above 1.5 kHz does not produce any further
significant line-narrowing of these signals. In dry samples the sharp signals are well visible:
following previous studies, part of them can be ascribed to lipids (0.9, 1.3, 1.6, 2.1, 2.2,
2.8 and 5.3 ppm), hence confirming that they represent the most mobile fraction of the
flour, as already noticed in the 13C DE-MAS spectra, while the spectral region between
2.5 and 4-4.5 ppm, showing the presence of very weak signals, can rather be ascribed to
proteins (see Fig. 6.3d).129,155 In the hydrated samples, a broad signal due to bound
water is present, which is centered at 4.6 ppm, partially hiding the sharper ones, as
shown in Fig. 6.3c. The integral of this signal resulted to be roughly proportional to
the estimated water content of the different hydrated flour samples. The broader signal
present in all the samples can be partially splitted into spinning sideband by spinning the
sample at 7 kHz, as shown in Fig. 6.3b. Faster spinning conditions do not reveal any other
dramatical change in the spectrum, except for the position of the spinning sidebands. This
splitting can be ascribed to the partial elimination, by means of fast-MAS conditions, of
the inhomogeneous contribution to the homonuclear dipolar coupling strongly affecting
the linewidth of this peak, as discussed in Section 2.1.1.156 However, except for bringing
to light the presence of a significant inhomogeneous contribution to the linewidth, the
better resolution achieved does not reveal any other peculiar spectral feature.
6.4.2 1H FID analysis
In order to get insights into the dynamic properties of the samples investigated, espe-
cially for what concerns the role played in this respect by water, low-resolution 1H FID
has been acquired in on-resonance conditions on both dry and hydrated flours between
-10 and +80◦C every 5 or 10 degrees, following the method described in Section 3.4.1. All
the FIDs acquired for the different samples at the various temperatures explored revealed
the presence of two distinguishable components, describing fast and slow transverse mag-
netization decays, corresponding to the two previously discussed superimposed peaks on
the 1H static spectrum. A non-linear least-squares fitting procedure has been applied to
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all the FIDs in the attempt of reproducing the experimental data-sets to a linear combi-
nation of analytical functions chosen among Gaussian, exponential, Weibullian, Pake and
Abragamian, described in Section 2.4.1.38 After an accurate screening of all the possi-
ble combinations, exponential and Pake functions gave the best fitting results: these two
functions correspond to the slow and fast magnetization decay observed, that in turn are
associated to the presence of protons in rigid and mobile domains, respectively. A good
reproduction of all the experimental FIDs for all the samples at all the temperatures was
obtained by means of this choice. An example is reported in Fig. 6.4a, where the ex-
perimental FID is reported together with the best-fit calculated result. In Fig. 6.4b, the
best-fit result for the individual functions is shown.
Figure 6.4: (a) experimental and best-fit calculated 1H FIDs recorded at
60◦C on dry flours from seeds aged for 4 days. (b) Best-fit exponential and
Pake functions.
The results of the FID analysis for all the samples in terms of the most significant
parameters varied in the fitting are reported in Fig. 6.5.
In particular, Fig. 6.5a shows the behaviour of the Pake weight percentage as a function
of the temperature for the different samples. Fig. 6.5b shows the same behaviour for
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Figure 6.5: Best-fit parameters obtained by proton FID analysis. (a) Weight
percentage of the Pake function. (b) Pake β values. (c) Exponential T2 val-
ues. Full and open symbols represent dry and hydrated samples, respectively.
Circles, squares and triangles refer to flour from seeds unaged and aged for 4
and 10 days, respectively. Diamonds refer to the artificially hydrated sample.
Lines are drawn to guide the eyes. Maximum estimated errors are 1% for
Pake weights, 2 % for β, 10 and 30 % for T2 of hydrated and dry samples,
respectively.
the parameter β associated to the Pake function: this parameter, as described in Section
2.4.1, indicates the width of the Gaussian line due to the dipolar interactions between non-
nearest neighbour protons, so its value increases with increasing the rigidity of the sample
observed. Fig. 6.5c shows the trend of the exponential T2 as a function of temperature
for both the dry and hydrated flour samples. The FID analysis showed in all the cases
a strong correlation between the parameters β and RHH , which represents the average
distance between two nearest protons in the sample. For this reason, in order to make
the fitting results more reliable, the analysis was performed on all the samples at all
the temperatures fixing the parameter RHH to the value of 1.9 A˚, which is physically
meaningful for the systems investigated, and optimizing all the other parameters.
6.4.2.1 Dry samples
As shown in Fig. 6.5a, the Pake function dominates the FID of all the dry samples
at room temperature (full symbols). In fact, dry samples are mainly constituted by rigid
starch and gluten components in a fraction which agrees with the weight percentage of
protons contributing to the Pake function in these samples (∼ 90− 95%). Moreover, the
presence of a low weight percentage FID component characterized by a T2 value of about
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200 µs reveals the presence of a more mobile phase, which can essentially be associated
with the lipids, as previously discussed observing the corresponding 1H-MAS spectra.
With increasing the temperature, a bigger proportion of mobile phase with respect to the
rigid one could be expected, as confirmed by the observed decrease in the weight percentage
of the Pake function, associated with the rigid domain: at 80◦C, the weight percentage
of protons contributing to the exponential function reaches 15%. Moreover, the presence
of a higher mobility inside each domain with increasing the temperature, caused by the
fastening of the internal motions, is supported by the observation of less and less strong
dipolar interactions between two not-nearest protons, revealed by the decreasing trend of
β with temperature. For what concerns the parameter β, a peculiar trend is observed only
for the flour obtained from unaged seeds. In particular, an abrupt decrease is observed
between 20 and 30◦C, which indicates a strong mobilization of the rigid domain, possibly
due to a solid-solid phase transition. This trend has not been revealed in the aged samples,
while for the unaged, either naturally or artificially hydrated samples, similar decreases of
β, even though less dramatic, have been observed.
6.4.2.2 Hydrated samples
In comparison with what observed for the dry samples, all the naturally hydrated
samples, indicated with empty symbols in Fig. 6.5, show a lower Pake weight percentage
at all the temperatures investigated. This is in agreement with the presence of a higher
moisture content in the naturally hydrated samples. In particular, it is worth noting that
up to 30◦C, the value of the Pake weight percentages for the differently aged samples,
both naturally and artificially hydrated, follows their moisture level, that decreases with
the aging time. This strongly suggests that the exponential slowly decaying component,
corresponding to the narrower peak of the 1H static spectrum, is dominated by H2O
protons. In order to understand both the position and the role of water with respect to
the flour, it is very useful to observe the behaviour of the T2 measured for the exponential
component of the hydrated samples in function of temperature. In fact, in all the samples,
at room temperature, T2 values do not exceed 600 µs: since in the presence of free water
T2 values of the order of ∼1 s are expected, the observed behaviour can rather be due to
the presence of absorbed water molecules undergoing fast reorientational motions. In fact,
Pake weight percentage for all the naturally hydrated samples decreases in the temperature
range going from -10◦ to +30◦, +50◦ and +70◦C for samples with 0, 4 and 10 days
aging times, respectively. This behaviour totally resembles that of the corresponding dry
samples, except for the occurrence of an inversion of the trend observed for all the naturally
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hydrated samples for higher temperatures, that can be attributed to a progressive loss of
water due to evaporation, thus confirming the absence of bound water. This explanation
is confirmed by the observation of a similar trend of the β values with temperature for
the naturally hydrated samples (see Fig. 6.5b), indicating an initial mobilization of the
hydrated samples followed by an increasing stiffening of the rigid domains for higher
temperatures. A further confirmation of these arguments is represented by the behaviour
shown by the artificially hydrated sample for what concerns both β and the Pake weight
percentage. In fact, this sample does not show any inversion in the trends of both the
mentioned parameters with temperature, which rather show a regular decrease up to
80◦C. This is in agreement with the method of preparation of this sample, which has
been encapsulated in order to prevent possible loss of water after heating. A further
evidence is finally constituted by the decrease of the intensity of the first point of the
FID for temperatures higher than the one corresponding to the trend inversion, which
only occurs for the naturally hydrated samples. In all the hydrated samples, a regular
increase in the T2 is observed, which agrees with the fastening of water motions. Only
for high temperature values this trend results to be affected by the water loss observed
in the naturally hydrated samples, which partially contrasts this behaviour. As a general
consideration, it must also be noticed that both the β and T2 values for the hydrated
samples are higher than the corresponding values observed for the dry samples, according
to the plasticizing role of water in dough.
6.4.3 1H T1 and T1ρ
In order to achieve information on the dynamics of the systems investigated in the
range of kHz and MHz, proton spin-lattice relaxation times T1ρ and T1, respectively, have
been measured in function of temperature in the range between -10 and +80◦C for all the
flours samples, either hydrated or dry, in low-resolution, on resonance conditions, using
the pulse sequences described in Sections 3.3.3 and 3.4.2. As already discussed in Section
2.3.3, the presence of the spin diffusion phenomenon can significantly affect the value of
the measured spin-lattice relaxation times, which can thus result remarkably different from
the intrinsic ones. In particular, the mixing effect produced by spin diffusion is usually
efficient over a spatial scale of few hundreds of angstroms for T1 and few tens of angstroms
for T1ρ. This effect, together with the intrinsic structural and dynamic heterogeneity of
the flour samples studied, makes the interpretation of the relaxation times measured not
straightforward, particularly in terms of the presence of peculiar motional processes of
flour components and water molecules.
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For all the samples, the recovery of the magnetization in the measurement of spin-
lattice relaxation times in the laboratory frame (T1) can be well fitted by means of a
single exponential function, as discussed in Section 3.3.2. This also happens for the T1ρ
measurements in all the dry samples, while for the hydrated samples the behaviour of
the magnetization recovery in the rotating frame can be described by means of a bi-
exponential function, as described in Section 3.3.5. This indicates that spin diffusion
produces a complete averaging of all the gradients of longitudinal magnetization on the
dry samples in both the T1 and T1ρ time scales, whereas for the hydrated samples this is
complete on the T1 time scale, but it is only partial on the T1ρ one. As already discussed in
Section 2.3.3, by means of Eq. 2.33 it is possible to estimate the average dimensions of the
heterodomains as 〈r〉 = √n D τ .34 In particular, in the case of the flour samples studied,
n has been fixed to be equal to 6, taking into account the presence of a tri-dimensional
diffusion; moreover, since the majority of flour components have a polymeric nature, a
value of 6 × 10−16 m2/s for the diffusion coefficient D, typical of solid polymers,157 has
been used. In this way, the maximum average linear dimensions of the domains, indicated
by r, can be estimated by replacing τ with the experimental relaxation time value.
Figure 6.6: Trends of (a) 1H T1; (b) 1H T1ρ 1/PWRA (see the text for
details) with temperature for the different flour samples investigated. Full
and open symbols represent dry and hydrated samples, respectively. Circles,
squares and triangles refer to flour from seeds unaged and aged for 4 and 10
days, respectively. Diamonds refer to the artificially hydrated sample. Lines
are drawn to guide the eyes. Maximum errors are 2% for T1 and 10% for T1ρ
1/PWRA.
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From the T1 experimental values, using the solution of the diffusion equation previously
discussed, the average linear dimensions estimated for the domains in the various dry and
hydrated samples are in the range 200-300 A˚. In particular, as shown in Fig. 6.6a, T1
values of 150-300 ms and 80-150 ms have been measured for the dry and hydrated samples,
respectively. Moreover, for the dry samples the T1ρ values are in the range 5-8 ms, while
for the hydrated ones, two different ranges are detectable for the two components, which
cover the intervals 1-4 and 5-15 ms, respectively. From these results it is then possible
to conclude that the average linear dimensions of the domains for the hydrated samples
are between 20 and 200 A˚, while for the dry samples they are less than 30 A˚. In trying
to relate the two observed T1ρ components to different domains of the sample, it is worth
noting that one of the two components, below room temperature, is of the same order of
magnitude of the T1ρ component revealed for the dry samples, and has a weight similar
to that determined for the Pake function in FID analyses, suggesting that this component
could be associated to the rigid phase of the sample. However, the trends of both the values
and the weights of T1ρ in function of temperature are not regular, essentially because of
a strong correlation among the fitting parameters in the analysis of the magnetization
decay. This correlation strongly depends on the ratio between the weights of the two T1ρ
components and it increases with increasing the temperature, when this ratio becomes less
than 3.
In order to get insights into the possible correlation between the different T1ρ compo-
nents identified in the hydrated samples and the FID components, a recently developed
correlation technique in low-resolution conditions has been applied to the hydrated flour
sample from unaged wheat seeds, which has already been described and discussed in Sec-
tion 3.6.2. The data sets collected by means of the FID-T1ρ correlation experiment per-
formed on the unaged hydrated sample have been analyzed following a suitable procedure
in order to obtain three matrices, indicated as a, b and c, whose i, j element correspond
to a property belonging to the i-th FID and j-th T1ρ components. The results obtained
for the naturally hydrated flour from unaged sample is shown in Fig. 6.7. The elements
obtained for the a matrix show that about 70% of the protons of the sample are associated
to the Pake FID function and to the longer T1ρ component. These two components are
strongly correlated as indicated by a value of 0.6 for b. A similar behaviour is observed
for the couple exponential FID function and shorter T1ρ component, for which b=0.7. The
data clearly show that, except for a slight mixing produced by spin diffusion, the shorter
and the longer T1ρ components can be individually associated to the Pake and the expo-
nential FID functions, that is to the rigid domain of the flour, mainly composed of starch,
and the mobile fractions, constituted by lipids and water, respectively. For what concerns
140 Characterization of flours with different accelerated aging degree
the c matrix, it results that the shorter T1ρ component is the principal relaxation sink for
the mobile phase represented by the exponential function in the FID analysis. The rigid
phase of the flour sample, represented by the Pake function, shows the presence of a more
effective relaxation mechanism connected to the longer T1ρ component, even though a sig-
nificant (20%) contribution to relaxation arises also from the shorter one. This behaviour
demonstrates that the less efficient relaxation for protons belonging to a rigid phase can be
compensated by their larger number. Generally speaking, this kind of experiment clearly
shows that in order to perform a quantitative analysis of the spin-lattice relaxation times
in the rotating frame, and interpret the results in terms of purely dynamic information,
the motional process in both rigid and mobile domains must be taken into account.
A further analysis of the T1ρ data sets collected for both dry and hydrated samples has
been performed calculating the corresponding T1ρ PWRA for all the temperatures inves-
tigated, in order to get rid of spin diffusion effects giving a quantity directly interpretable
terms of their dynamic properties. The use of PWRA in the analysis of multi-exponential
relaxation decays has been discussed in Section 3.3.7. The values of 1/PWRA in function
of the temperature for the different hydrated samples is shown in Fig. 6.6b, together with
the T1ρ for the dry ones. In the following, in order to investigate and compare the dynamic
properties of the different samples in both the MHz and kHz dynamic regimes, the com-
parison between the trends of T1 and T1ρ as a function of temperature will be discussed.
The T1 of the dry samples shows a regular increasing trend in function of temperature,
confirming that the dynamics of these samples is in the slow-motion regime with respect
to the MHz motional characteristic frequencies. On the contrary, the 1/PWRA values for
the dry samples do not demonstrate to be significantly affected by temperature, indicating
that the motions having the main impact on T1ρ relaxation for these samples are in the
intermediate motional regime with respect to the kHz. However, looking at the high values
of the 1/PWRA, this suggests that these motions are probably affecting a small fraction
of the sample: as proposed by Tanner et al. (see Ref. 131), this could be ascribed to
the motions affecting the CH2OH groups of the starch glucosidic moieties. As far as the
degree of aging increases, smaller values of both T1 and 1/PWRA are observed for the dry
samples, which reflect an increased molecular mobility in both the MHz and kHz regime.
Following the hydration of flour, the T1 values decrease, especially in samples with higher
moisture level, confirming previous results from the literature (see Ref. 158). The curves
of T1 as a function of temperature for the hydrated samples also show the presence of a
minimum, which is clear for the sample aged for 10 days at about 50◦C, and seems to
shift towards lower temperatures for samples with higher water content (samples aged for
4 days and unaged): this behaviour is very similar to what was previously observed on
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Figure 6.7: Graphic representation of a, b and c matrix elements obtained
from the analysis of a correlation experiment between 1H FID and T1ρ com-
ponents, performed at 0◦C on naturally hydrated flour from unaged seeds.
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starch samples (see Ref. 131). The hydration of flours reveals also as a lowering of the
1/PWRA values below 30◦C, that reaches the same values measured for the dry samples
only at higher temperatures. The comparison of the T1 and 1/PWRA trends between dry
and artificially hydrated samples from unaged seeds demonstrates that water relaxation is
an important relaxation path at lower temperatures, while starch motions become more
effective at higher temperatures.
6.5 Conclusions
In this chapter, the application of high- and low-resolution solid-state NMR to the
characterization of the structural and dynamic properties of samples of flour at different
aging degree has been described. In particular, the attention has been focused on two
effects which have been recognized as crucial in determining the baking properties of
doughs obtained by wheat flour. On one hand, the hydration of flour has revealed to
affect the plasticization behaviour of dough, while on the other side, the accelerated aging
of seeds has demonstrated to substantially modify the quality of the baking products.
For these reasons, both hydrated and dry samples of flour obtained by wheat seeds with
different aging degrees have been investigated. Because of the intrinsic molecular and
structural complexity of the intact flour sample, the synergic use of different solid-state
NMR experiments has been necessary. In fact, a reliable interpretation of the results is
possible only by performing complementary experiments, which avoid to mis-intepret the
data, especially in the analysis of the relaxation times.
From the 13C-MAS experiments it has been possible to show that dry flour is mainly
constituted by rigid starch in an amourphous, glassy phase, while only a small fraction of
mobile phase is present, essentially ascribable to lipids. 1H-MAS experiments confirmed
the presence of lipids in a mobile environment for both dry and hydrated samples, whereas
only for hydrated flours the presence of highly mobile water was revealed, even though the
detected mobility is not high enough to justify the presence of free water. However, all
the high- resolution experiments performed were not able to detect the presence of either
structural or dynamic modifications following both flour hydration and aging. For this
reason, both low-resolution 1H FID-analysis and T1 and T1ρ spin-lattice relaxation times
measurements were performed on all the samples in a temperature range going from -10 to
+80◦C, which allowed to shed light on the presence of slight changes induced by the flour
treatment on the dynamic properties of the flour components. In particular, these experi-
ments revealed that the wheat aging induces an increase in the amount of mobile phase as
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well as in a fastening of the motions in both the rigid and mobile domains. Only the sam-
ple from unaged wheat seeds revealed the presence of a solid-solid phase transition, which
was not detected on the aged samples, neither dry nor hydrated. The correlation between
the observed experimental evidences and the microscopical changes in flour composition
remains not straightforward. However, a relation between the microscopical behaviour of
flours detected through solid-state NMR and the deterioration of solid biopolymers pro-
duced by wheat aging, for instance the decrease in the soluble protein content and the
degradation of the storage proteins of wheat, can be roughly established. The morphology
of these systems, for what concerns the dimension of the homogeneous domains consti-
tuted by the different flour components, has been characterized by means of T1 and T1ρ
relaxation times measurements, which are sensitive to different spatial scales. In particu-
lar, dry flours were found to be homogeneous on a maximum spatial scale of 30 A˚, since
the results of the T1 and T1ρ measurements showed the presence of a single relaxation
component, demonstrating that the spin diffusion produces a complete averaging of the
gradients of longitudinal magnetization in both the spatial ranges determined by the two
spin-lattice relaxation times (see Section 2.3.3). On the contrary, in the hydrated samples
water resulted to be located in domains with average linear dimensions between 20 and
200 A˚, as showed by the presence of a bi-exponential T1ρ relaxation. This behaviour has
been analysed in terms of the degree of correlation between the two relaxation components
and the two types of domains characterized by a different dynamics, revealed from the
FID analysis. The dynamics in the kHz regime could be better investigated by making
recourse to the PWRA quantity, also allowing a comparison of the dynamic behaviour
between the kHz (T1ρ) and MHz (T1) dynamic regimes. The comparison between the
T1 and 1/PWRA values for dry and hydrated unaged samples demonstrated that water
relaxation is an important relaxation mechanism at lower temperatures, while relaxation
from rigid phases, namely starch, becomes important at higher temperatures.

Chapter 7
Characterization of natural fiber
reinforced composites
7.1 Natural fibers as reinforcement materials in composites
In the past few decades, the main developments in the materials field have concerned
polymers, that have replaced many of the conventional materials in a number of applica-
tions. In fact, with respect to other kinds of materials, polymers show the advantage of an
easy processability and cost reduction, together with the possibility of modulating their
mechanical properties by modifying their structure through the use of fillers and fibers.
In particular, fiber-reinforced polymeric materials revealed interesting advantages with
respect to other conventional materials when specific properties are compared. Natural
fibers have specifically attracted the attention of technologists because of the potential
offered in obtaining composites materials with low-density and high specific properties,
which are low cost, biodegradable, non abrasive and above all, readily available.159–170 In
fact, the primary driving force for these new materials is economics, since natural fibers
are currently priced at one-third of the cost of fiberglass or less. Other reasons for their
increasing use include the possibility of weight reduction (these fibers are half the weight
of fiberglass) and recycling (natural fiber composites are easier to recycle or burn, without
giving the residues that are left with glass and carbon fiber composites). Moreover, they
are usually safer to handle and work with and environmentally friendly, so they can satisfy
the general desire for natural products.
The most important natural fibers employed in the production of natural fiber polymer
composites can generally be classified into three groups. Bast fibers, such as flax, hemp,
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jute and kenaf, are known for being fairly stiff when used as a composite reinforcement.
Leaf fibers, including sisal, henequen, pineapple and banana, are noted for improving
composite toughness with somewhat lower structural contribution. Finally, seed or fruit
fibers, such as cotton, kapok and coir (from coconut husks) demonstrate elastomeric
type toughness, but are not structural. The chemical composition of natural fibers varies
depending upon the type of fiber. In general, they are mainly constituted by cellulose,
hemilcellulose, pectin, lignin, and moisture. Hemilcellulose is the main responsible for
biodegradation and thermal degradation between 220-280◦C, differently from lignin, which
is thermally stable up to∼280◦C, but undergoes UV degradation. Moreover, hemilcellulose
is responsible for the moisture absorption of the natural fiber. Even though the percentages
of the different components vary with the fiber, on average natural fibers are composed of
∼ 60− 80% cellulose, ∼ 5− 20% lignin and ∼ 20% moisture.
7.1.1 Limits in the use of natural fibers in composite materials
Some limits exist in the use of natural fibers as reinforcement materials, which are due
to their intrinsic properties. The degradation of natural fibers leads to poor organoleptic
properties such as odour and colour, and to deterioration of their mechanical properties.
For these reasons, the stability of the fibers with respect to thermal treatment, as well
as biodegradation and photodegradation of natural fibers, have been extensively studied
in the past few decades,171,172 especially by means of thermal analyses.173 In order to
prevent degradation of natural fibers, attempts have been made to coat the fibers and/or
graft the fibers with monomers, which are reported in the literature.174–177
However, the main drawback in the use of natural fibers for the production of natural
fiber reinforced composites remains the general difficulty in making them compatible with
the hydrophobic polymeric matrix they are mixed with. In fact, natural fibers are charac-
terized by a strong hydrophilic character, which reduces their resistance to moisture and
often induces the formation of aggregates of natural fiber during the manufacturing of the
material, thus limiting their potential application as reinforcement materials in polymers.
In particular, cellulosic fibers show a strong hydrophilic character, which causes their wa-
ter content to vary between 5 and 10%, crucially affecting the dimensions of the fibers
domains and modifying the mechanical properties of the composite. Also for this reason,
natural fibers are frequently treated with chemical agents or grafted with monomers in
order to improve their hydrophobicity, as discussed in the following section.
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7.1.2 Methods of surface modifications of natural fibers: ATRP
The previous discussion pointed out the importance of a suitable chemical treatment
of the cellulosic fibers of the natural material to obtain a less degradable product as well
as to improve the adhesion properties168,169,178 between the hydrophobic, synthetic phase
constituted by the polymer, and the hydrophilic domains of the natural fiber.
Among the various existing methods for surface modifications of cellulose-based fibers,
delignification (dewaxing), bleaching, acetylation, as well as compatibilization between the
fiber and the polymeric matrix by means of coupling-agents179 and chemical grafting174,180
are some of the most important and frequently applied techniques used to address the prob-
lem of stability and compatibility of natural fibers in the processing of derived polymer
composites. In particular, in the following we will focus the attention on the chemical
grafting from cellulose fibers, which are the main structural constituent of natural fibers.
A large number of grafting procedures present in the literature deals with the grafting of
vinyl brushes onto the cellulose surface.178,179,181 In particular, surface-initiated grafting-
from free radical polymerization techniques based on conventional methods (such as those
involving the generation of initiating sites by oxidation of cellulose with Ce4+ or MnO−4 )
have been extensively studied.182,183 More recently, grafting from cellulose fibers was
achieved by controlled/living processes such as Catalytic Ring Opening Polymerization
(ROP)184 and Atom Transfer Radical Polymerization (ATRP).185–188 ATRP has demon-
strated to give higher grafting density than the grafting-on processes. Moreover, working in
suitable conditions, it is possible to achieve living/controlled polymerization which results
in low-polydispersity grafts with well-defined molecular weights and facilitates the growth
of block-copolymers grafted on the cellulose surface. The effectiveness of the grafting-from
polymerization achieved through the ATRP technique has been mostly investigated using
flat silicon, silica particles or other inorganic materials as the solid surfaces.189 The effi-
cacy of ATRP technique in the polymer grafting from suitably initiated cellulose surface
will be object of a deeper investigation in the study presented in the following.
7.1.3 Characterization of a grafted material
Several analytical techniques are generally required in order to thoroughly characterize
the surface and the bulk features of the composite material resulting from a grafting ex-
periment. Among them, FT-IR and 1H NMR spectroscopy as well as differential scanning
calorimetry (DSC) have been used to detect the efficiency of the grafting.187,190 In addi-
tion, combined size exclusion chromatography (SEC) and thermogravimetric (TGA) data
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can give sufficiently accurate details about the length and surface density of the polymer
grafts, providing that a reliable method for the selective cleavage of the grafted polymer
chains is available. Finally, surface-specific characterization techniques, such as AFM and
XPS, are employed to investigate the morphology of the modified surfaces.187
Even though solid-state NMR has been extensively used in the characterization of
the structural and conformational properties, as well as of the dynamic behaviour of
both synthetic and natural polymers, only recently its potential has been exploited in
the investigation of polymeric materials grafted onto natural fibers. Nevertheless, stud-
ies concerning the characterization of either block-copolymers grafted onto a polymeric
solid-surface or cellulose fibers modified by surface grafting with synthetic monomers and
polymers, are still quite sparse in the literature. In particular, when present, the solid-
state NMR technique is essentially used as a tool for the determination of the grafting
yield, the characterization of the morphology of the grafted chains with respect to the cel-
lulose bulk, and the detection of modifications induced in the cellulose domains following
the functionalization with the polymer.191–193
7.2 ATRP grafting and copolymerization of cotton fibers
7.2.1 Introduction
The study described in this chapter, performed in collaboration with Dr. V. Castel-
vetro and Dr. S. Giaiacopi (Dipartimento di Chimica e Chimica Industriale, Universita` di
Pisa), deals with the encapsulation of cotton fibers with homo- and block-copolymers.194
In particular, Dr. V. Castelvetro and Dr. S. Giaiacopi carried out the synthesis of the
different samples object of the investigation and performed many of the analytical charac-
terizations of the materials (FT-IR, SEM, SEC, TGA, DSC). In order to get insights into
the structural and dynamic properties of the bulk materials, as well as the arrangements of
the different cellulosic and polymeric phases, a deeper investigation of the most significant
samples has been performed by us by means of high- and low-resolution solid-state NMR.
Before describing in more detail the solid-state NMR characterization of the differently
modified cellulose-based materials, a brief description of the synthetic approach chosen,
together with a discussion of the main results obtained from the analytical characterization
of these materials will be given, in order to set the environment for a right comprehension
of the topic considered here.
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7.2.2 Overview of the synthetic approach used for encapsulating cellu-
lose fibers and analytical characterization of the resulting molecules
7.2.2.1 Introduction
In this study cotton natural fibers have been functionalized with poly(ethyl acrylate)
(PEA) and poly(ethyl acrylate)-b-polystyrene1 grafts grown on the surface of the fibers
after binding a suitable ATRP initiator.
Cotton has been chosen as natural fiber because of its chemical homogeneity, due to the
presence of a high content of cellulose and its relevance in textile, packaging, membrane
and other applications. In particular, the initial cellulose content of a raw cotton fiber
can be around 88-96%, which can reach 99% after the standard scouring and bleaching
procedures, aimed at removing proteins, ash, wax and other pectic gum-like carbohydrates.
Because of its composition, the chemical reactivity of cotton fibers is limited to that of
primary and secondary OH groups of the pyranose units, the glycosidic bond and the chain
ends. On the other hand, the applications of cotton are limited by its poor elasticity, high
hydrophilicity and thus sensitivity of many technological properties to the water content
deriving from moisture absorption. For this reason the possibility of modifying the surface
of cellulose with hydrophobic polymer grafts of controlled length and composition, and
with different bulk (e.g. thermal) and surface properties are of obvious interest.
The choice of the polymers to be grafted was mainly addressed to the investigation of
the graft polymerization process and the quantification of the unbound/bound polymer
ratio. These properties were characterized by means of different techniques, including
FT-IR spectroscopy, SEM, SEC and thermal analyses (TGA, DSC). The different char-
acteristics of the two polymers employed in the copolymerization of the cotton surface
should in principle facilitate the characterization of the products: in particular, the very
different glass-transition temperatures and their immiscibility afforded a good level of dif-
ferentiation between the properties of the two polymers without critically complicating
their characterization.
7.2.2.2 Treatment of the cotton fibers
The cellulose of unbleached cotton was purified by mild treatment with hot soda lime,
followed by extraction with a hydrocarbon solvent to remove any residual non-cellulosic
compounds such as pectic substances, proteins, waxes, pigments and inorganic salts. These
1Here b indicates the presence of a block-copolymerization.
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are mainly located in the primary shell of the fiber, particularly on its surface, and can
affect fiber reactivity. The subsequent reactions were carried out on the fibers conditioned
to remove most of the absorbed and adsorbed water. This procedure allowed to mini-
mize the interference of variable amounts of water and to provide a basis for quantitative
measurements by gravimetry. Nevertheless, one should take into account that the exten-
sive removal of plasticizing water from the amorphous cellulose domains may result in an
increased brittleness and partial loss of mechanical strength of the fibers.
7.2.2.3 ATRP grafting of PEA from cotton fibers
The study has been directed towards the validation of the ATRP technique for produc-
ing natural fibers surfaces grafted with copolymers. For this reason, different approaches
of ATRP grafting have been analysed, aiming in particular at the grafting of PEA on the
cotton fibers surface.
All the polymerization experiments were carried out using the Cu(I)-PMDETA2 cat-
alytic complex and variously modified cotton fibers. On one side, ethyl acrylate (EA)
was polymerized in the presence of unmodified cotton fibers and ethyl 2-bromopropionate
(EBP) as ”sacrificial” free initiator to ensure the livingness of the process. Under such
conditions no grafted polymer could be detected, and the SEC analysis of the polymer
recovered from the anisole solution showed a good agreement between the measured and
the expected values of Mn, clearly indicating that the presence of the cotton fibers does
not affect the controlled ATRP process occurring in solution. On the other side, in order
to be able to evaluate the effectiveness of the ATRP process in promoting the growth
of the polymer grafts from the fiber surface, a suitable ATRP initiator must be cova-
lently linked to the cotton cellulose. To this purpose the hydroxyl groups of cellulose
were reacted with 2-bromoisobutyrylbromide (BIBB) at refluxing THF (see Figure 7.1).
The resulting ester (cell-OBIB) is known as an efficient ATRP initiating group, its struc-
ture being substantially the same as that of EBP. On this substrate, the same reaction
performed in the presence of the sole EBP was repeated, using Cu(I)-PMDETA as the
catalyst and, again, EBP as the sacrificial free initiator, in order to evaluate the reactivity
of the functionally-modified cotton under grafting-from ATRP conditions. In these condi-
tions, differently from the previous case, a comparatively large fraction of grafted polymer
(15.5 % of the total) was obtained, when considering that the free initiator EBP was in a
roughly 10-fold excess with respect to the grafted BIBB. In the following, the so obtained
product will be referred to as CotEA2, and its solid-state NMR characterization will be
2PMDETA=N,N,N,N,N-pentamethyldiethylenetriamine
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discussed in Section 7.3. This sample was characterized by means of different analytical
Figure 7.1: Scheme relative to the binding of the initiator to the cotton
surface.
techniques, like Scanning Electron Microscopy (SEM), ATR FT-IR and Size Exclusion
Chromatography (SEC). The comparison between the SEM micrographs of the cotton
fibers before and after the graft polymerization of EA of run CotEA2 exhibited the ap-
pearance of a rough surface of the fibers after the functionalization, clearly associated to
a not uniform coating layer of grafted-PEA. This is in agreement with the observed slight
change in the macroscopic appearance of the cotton fibers after the chemical modification,
concerning the appearance of a brighter white color related to the increased scattering
from the rougher surface of the fibers. Moreover, the FT-IR spectra of CotEA2 show the
appearance, among the characteristic bands of cellulose, of additional absorption bands
due to cotton-g-PEA3, such as the CH3 stretching (2980 cm−1), the C=O stretching (1727
cm−1), the asymmetric CH3 bending (1450 cm−1) and the C-O stretching (∼1156 cm−1).
The SEC profiles demonstrated the presence of two convoluted peaks, whose analysis in-
dicated the presence of a high molecular weight fraction of polymer twice larger than that
of the smaller fraction. The corresponding molecular weight values were one twice the
other, respectively, in agreement with the presence of recombination reactions between
propagating macroradicals. Further experiments were performed in the presence of Cu(II)
deactivator replacing the sacrificial free initiator, aiming at mantaining a more rigid con-
trol of the polymerization, while minimizing the formation of ungrafted polymer. The role
of the Cu(II) deactivator was that of reducing the concentration of propagating macro-
radicals, and thus the rate of the termination reactions characterized by a second order
kinetics. Moreover, its presence demonstrated to increase the overall rate of the activation-
deactivation catalytic cycle, promoting a more uniform growth of all the macromolecular
chains. Eventually, this second ATRP approach has been preferentially adopted in the
second stage of the cellulose functionalization to better control the block copolymerization
of Sty from the activated cotton-g-PEA, a process involving re-inititation from a quite dif-
ferent activated surface. On the contrary, the ”sacrificial” initiator approach in absence of
3Here g means ”grafted”.
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Cu(II) deactivator has been preferred for the first stage of surface initiated polymerization
of EA, in order to minimize the formation of dead grafted chains (i.e. due to irreversible
termination) unable to sustain further polymer growth.
7.2.2.4 Copolymerization with poly-styrene
The copolymerization with Sty was carried out in bulk (that is, with a large excess of
monomer in order to homogeneously wet the fibers) and without sacrificial free initiator
but in the presence of Cu(II) deactivator, resulting in a comparatively low overall monomer
conversion and a still rather high grafting yield. The weight increase of the samples and
the FT-IR spectra confirmed the growth of a styrene homo-block (PSty) initiated from the
cotton-g-PEA brominated living chain ends. In the following, the resulting sample will
be referred to as CotEA2Sty. It is worth noting that after the copolymerization with Sty,
the cotton fibers became quite brittle and stiff. This is in agreement with the expected
more uniform distribution of PEA-b-PSty grafts on the fiber surface, in which a phase-
separated glassy PSty outer layer is present. Indeed, the combination of the presence
of a stiff PSty shell and of the progressive removal, during the successive synthetic and
purification operations, of plasticizing water from the cellulose fibers, is likely to lower the
flexibility of the fibers to a point that they no longer bear the mechanical stress derived
from bending and stretching during their manipulation.
7.3 High- and low-resolution solid-state NMR characteriza-
tion of encapsulated cotton fibers
In the following, a more detailed description of the high- and low-resolution solid-
state NMR experiments performed on pure components (cotton and PEA) and composite
samples (CotEA2 and CotEA2Sty) is discussed. These experiments had the purpose of
detecting the structural and dynamic modifications induced in either cellulose or PEA
domains after the PEA grafting and PSty copolymerization, as well as getting more in-
formation about the degree of mixing among the different domains of the synthesized
composite materials. In particular, the analysis will be presented dividing the results ob-
tained on the basis of the technique applied. In this respect, the discussion will concern
the results obtained from the analysis of the high-resolution 13C CP-MAS spectra acquired
under proton decoupling conditions, the 1H spin-lattice relaxation times in the laboratory
frame (T1) exploiting the 13C high-resolution as well as the 1H on-resonance FIDs.
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7.3.1 13C CP-MAS spectra
The 13C CP-MAS spectra recorded for pure cotton, CotEA2 and CotEA2Sty are shown
in Fig. 7.2.
Figure 7.2: 13C CP-MAS spectra of: (a) cellulose, (b) CotEA2 and (c)
CotEA2Sty. The spinning speed was 6 kHz for both cellulose and CotEA2
and 5 kHz for CotEA2Sty, and the contact time was 1 ms for all the samples.
Asterisks denote spinning sidebands.
The spectrum of pure cotton is typical of cellulose195 and it consists of the following
resonances: 105 (C-1), 75, 72 (C-2, C-3, C-5) and 64 (C-6) ppm. Signals at 89 and 84
ppm have been assigned to the crystalline and amorphous regions of cellulose,116,196–199
respectively, on the basis of the following considerations. It is well known that 13C NMR
spectra of native cellulose samples frequently show two resonance lines for both the C4 and
C6 carbons, a sharper line at higher chemical shift values and a somewhat broader line at
lower chemical shifts. Published studies have allowed to assign the higher frequency lines
to the crystalline component of cellulose. This has been supported by the identification, in
some cases, of the typical triplet pattern resulting from the superposition of two doublets
arising from the Iα and Iβ allomorphs of cellulose.200–204 Many studies are reported in the
literature concerning the possible interpretation of the lower frequency broader lines for
C4 and C6 in cellulose. Usually, two possible explanations are taken into account. On one
side, some research groups pointed out that these lines contain the contribution from the
disordered noncrystalline component, according to both solid-state 13C NMR and X-ray
diffraction analyses.205,206 On the other side, a possible interpretation is the contribution
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from the surfacial component of the crystallites in microfibrils, which was proposed after a
solid-state 13C NMR characterization of native cellulose samples with different sizes of the
microfibrils.197 Studies performed on some woods suggested that both the disordered and
surfacial regions contribute to the observed spectral features.207,208 By means of 1D 13C
selective excitation and 1H spin diffusion measurements it has been recently demonstrated
that the C4 line at lower chemical shift values can be assigned to the disordered component
of cellulose.195 In particular, this is possibly due to the presence of structural defects based
on the conformational irregularity associated with disordered hydrogen bonding of the
CH2OH groups; in any case, the defects do not appear to be localized in a specific area of
the material (e.g. the surface area), but they are rather distributed throughout the whole
microfibrils. In the cellulose spectra shown in Fig. 7.2, the presence of amorphous C6 is
not detectable. This, together with the observation of the relative ratio of the peaks at
about 89 and 84 ppm strongly suggests that in pure cotton cellulose is mostly crystalline.
In the CotEA2 spectrum, additional PEA signals can be observed: an intense and
clearly distinguishable peak at 15 ppm, due to methyl carbons, two small and large peaks
in the region 30-50 ppm, due to main chain CH2 and CH carbons, and a peak at 175 ppm,
due to the esteric carbons; the signal arising from CH2 carbons of the side-chain ethyl
group is hidden by the cellulose C-6 resonance. By comparing CotEA2 and pure cotton
spectra no substantial modifications can be observed for cellulose resonances in the 60-110
ppm region, indicating that the grafting process does not remarkably affect the structural
properties of the cellulose matrix, in agreement with previous observations.192
The 13C spectrum of CotEA2Sty shows additional peaks arising from the PSty block
attached to the PEA grafts: the main chain CH and CH2 carbons give rise to a very intense
peak at about 40 ppm, while the tertiary and quaternary aromatic carbons resonate at
about 128 and 146 ppm, respectively. Given their large Chemical Shift Anisotropy (CSA),
the aromatic PSty signals give rise to several spinning sidebands, occurring at frequencies
multiple of the spinning frequency (6 kHz in the spectra of Fig. 7.2), partially overlapping
some of the cellulose signals. In order to discriminate between isotropic and spinning
sideband signals, the spectra of the three samples have also been recorded at a higher MAS
spinning frequency (15 kHz, results not shown). Both the cellulose and PEA signals do
not exhibit any detectable change with respect to the corresponding spectrum of CotEA2,
thus suggesting the absence of dramatic structural changes caused by the copolymerization
with PSty.
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Component Parameter Cotton PEA CotEA2 CotEA2Sty
I exp wt. % 17.2 1.8 10.2 3.4
(mobile regime) T2 (µs) 280 1390 436 246
II exp wt. % 45.5
(mobile regime) T2 (µs) 109
III exp wt. % 52.7 32.9 5.5
(intermediate regime) T2 (µs) 31.9 41.7 40.0
Pake wt. % 82.8 56.9
(rigid regime) β(s−1) 53400 51700
RHH(A˚) 1.82 1.82
”effective” T2 (µs) 13.4 13.5
Gaussian wt. % 91.1
(rigid regime) T2 (µs) 15.7
Table 7.1: 1H FID analysis results at 20◦C for pure cotton, PEA (free-PEA
from CotEA2), CotEA2 and CotEA2Sty samples.
7.3.2 1H FID analysis
In order to try to understand the modifications induced on the molecular dynamics
of the different components of the systems investigated after each synthetic step (i.e.,
EA grafting and Sty copolymerization), as well as to extract information about both
the number and the mobility of dynamically distinguishable domains, low-resolution, 1H
FID analysis has been performed on all the samples. This method has already revealed
useful when applied to biomacromolecules47,96,209 and block-copolymers.210 Using the
criteria previously described (see Section 2.4.1), an accurate screening of all the possible
combinations of analytical functions has been performed for all the samples investigated,
and the various FIDs have been reproduced by means of a non-linear least squares fitting
procedure of the linear combination corresponding to the minimum number of analytical
functions able to give a good reproduction of the FID. The functions employed in our case
were, in particular, exponential, Gaussian and Pake, which have been suitably combined
in order to satisfy the fitting criteria for the different samples.
The parameters characterizing the decay of each function, together with its weight,
were optimized by the fitting procedure, and give indications about the rate of the dynamic
process and the relative percentage of protons belonging to each domain, respectively. As
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Figure 7.3: 1H FID analysis of cellulose: (a) experimental and fitted FID
(black and grey solid line, respectively); (b) contribution of the individual
exponential (dashed line) and Pake (solid line) fitting functions. The FID
was recorded by a solid-echo experiment, using an echo delay of 12 µs and a
dwell time of 1 µs.
discussed in Section 2.3.2, T2, or equivalent decay parameters, is about 10-20 µs in the
rigid lattice regime (occurring when the molecular motions have characteristic frequencies
lower than the static linewidth, usually of the order of tens of kHz), and it monotonically
increases with increasing motional characteristic frequencies above this limit. The com-
plete results of these analyses are shown in Table 7.1, while the FID analysis of cellulose
is reported in Fig. 7.3 as an example. Different sets of functions were necessary for ob-
taining the best phenomenological reproduction of the FIDs in the different samples (one
exponential and one Pake function, three exponentials, two exponentials and one Pake
functions, one exponential and one Gaussian function, in the cases of pure cotton, pure
PEA, CotEA2 and CotEA2Sty, respectively), thus rendering very difficult a comparison
of the dynamic behaviour among different samples. In order to facilitate such comparison,
three different dynamic regimes have been identified in each sample on the basis of the
values of T2 or ”effective” T2. In particular, a distinction among rigid, intermediate and
mobile regimes has been performed, respectively corresponding to T2 < 20 µs, 20 µs <
T2 < 100 µs, and T2 > 100 µs. On one hand, it is clear that this distinction in three
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hhhhhhhhhhhhhhhhhDynamic regime
Sample Pure Cotton Pure PEA CotEA2 CotEA2 CotEA2Sty CotEA2Sty
from FID (%) from FID (%) from FID (%) estimated (%) from FID (%) estimated (%)
Mobile 17 47 10 31 3 4
Intermediate 0 53 33 24 6 13
Rigid 83 0 57 45 91 83
Table 7.2: Percentage of protons belonging to ”mobile” (T2 > 100 µs),
”intermediate” (20 µs < T2 < 100 µs) and ”rigid” (T2 < 20 µs) regimes (see
text), as derived from the FID analysis results of Table 7.1. The column
”CotEA2 estimated” refers to the percentage of protons calculated from the
1H FID analysis results for CotEA2, assuming that all the protons of PSty be
in the rigid motional regime. The estimated percentages have been calculated
taking into account the weight percentages of the different components in
CotEA2 and CotEA2Sty, as well as the weight percentage of protons in the
different components (see text for details).
regimes oversimplifies the complex dynamic behaviour present in the different domains of
the samples, but, on the other hand, we believe that it can be effective in highlighting the
main changes in the molecular dynamics occurring in passing from one sample to another,
ascribable to either EA grafting to cellulose or Sty copolymerization. The results obtained
grouping the FID fitting functions in this way are reported in Table 7.2, where they are
also compared with the results expected on the basis of the known weight percentages of
the different components. In this respect, on the basis of the average chemical structure of
the pure components, the weight percentages of the protons were 6.2%, 8.0% and 7.7% for
pure cellulose, PEA and PS, respectively. In CotEA2, the weight percentages of cellulose
and PEA were, respectively, 60% and 40%, while in CotEA2Sty, the weight percentages
of cellulose, PEA and PSty were 25%, 17% and 58%, respectively.
Pure cotton shows a high percentage of rigid phase (82.8 %), described by the Pake
function, and a small percentage of mobile component, in good agreement with previous
studies;117 the results for pure PEA, whose FID is reproduced by the sum of three ex-
ponential functions, indicate the absence of rigid domains, and a substantial equivalence
between intermediate (3rd exponential, 52.7 %) and mobile (1st and 2nd exponentials,
47.3 %) domains. The FID of the CotEA2 sample is well reproduced by a sum of one
Pake and two exponential functions: 10, 33 and 57 % of protons results to be present
in mobile, intermediate and rigid domains, respectively. This result is quite different
from that expected on the basis of the FID results of pure cotton and PEA, indicating
a remarkable increase of rigid and intermediate domains to the detriment of the mobile
component, suggesting that the PEA chains undergo a substantial stiffening when grafted
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1H T1 (s)````````````Sample
Component
Cotton PEA PSty
Pure Cotton 1.83 - -
Pure PEA - 1.30 -
CotEA2 0.98 0.82 -
CotEA2Sty 0.55 0.64 0.75
Table 7.3: 1H spin-lattice relaxation times in the laboratory frame (T1),
measured for the different components (cotton, PEA, PSty) in each sample.
The reported values are obtained at 20◦C exploiting the 13C spectral resolu-
tion (see Section 3.3.3), and are the averages of the values measured for the
different peaks belonging to each component (maximum error 5 %).
to the cellulose surface. The FID of the CotEA2Sty sample has been reproduced by a
sum of one Gaussian and two exponential functions. The three FID components belong
to the three different dynamic regimes, whose weight percentages now result 91, 6 and 3
%, going from the rigid to the mobile regimes. Also in the hypothesis that all PSty chains
are in a rigid environment, the FID analysis for CotEA2Sty indicates a further stiffening
caused by the grafting of PSty on CotEA2, resulting in a reduction of the intermediate
component from the expected 13 % to 6 %, and in a corresponding increase of the rigid
component. Once again, this stiffening should mainly involve PEA chains, since PEA is
the only pure component having protons in an intermediate dynamic regime, and indeed
they should be more affected by changes in the dynamics, being directly attached to the
PSty block.
7.3.3 1H T1
The dynamic behaviour in the MHz regime, as well as the degree of mixing on a 100
A˚ spatial scale among the different components, have been investigated in the analyzed
samples through the measurement of 1H spin lattice relaxation times in the laboratory
frame (T1) under high resolution conditions, i.e. via Cross-Polarization with 13C nuclei.
Given the poor proton spectral resolution, these measurements can be carried out applying
the standard inversion-recovery technique on the proton channel, followed by 1H-13C CP,
thus exploiting the high 13C spectral resolution, as described in Section 3.3.3.
The results of the 1H T1 measurements performed at 20◦C for the different samples
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are shown in Table 7.3. In all the samples, each of the different components (cotton,
PEA and PSty) shows a unique, averaged, 1H T1 value within the experimental error.
As far as the cotton component is concerned, this is in agreement with the intimate
mixing between crystalline and amorphous regions of cellulose observed by means of 2D
13C spin diffusion experiments.211 However, in both CotEA2 and CotEA2Sty samples,
the different components exhibit slightly different T1 values, indicating that the averaging
process carried out by spin diffusion is not complete, i.e. that the different components
are not completely mixed on a 100 A˚ scale. In CotEA2 the PEA component shows the
lower relaxation time, therefore representing the relaxation sink for the whole sample.
This indicates that motions occurring in PEA are more effective in relaxing protons, i.e.
have characteristic frequencies closer to the proton Larmor frequency ω0 of 400 MHz.
This is not surprising, since also in the pure components T1 (PEA) < T1(cotton).
However, it must be noticed that, in absence of modification of the dynamic behaviour,
the corresponding population weighted relaxation rate (PWRA), defined as:62,63
PWRA =
∑
i
ωi
T1i
(7.1)
(where i runs over the different components of the sample and ωi represents the protons
weight percentage in the i-th component), should not change, being unaffected by spin
diffusion, as already discussed in Section 3.3.7. This quantity is sensibly higher in CotEA2
(1.11 s−1) than in pure PEA (0.77 s−1), despite the presence of slower relaxing cellulose
protons, suggesting that the intrinsic relaxation times of PEA strongly decreased in passing
from pure PEA to CotEA2. This might be in principle ascribable to a sensible change
in PEA dynamics or to the occurrence of additional relaxation mechanisms. Indeed, the
motions responsible for relaxation in pure PEA are in a fast motional regime (i.e. ω0τ <
1, τ being the correlation time of the motion), as indicated by the increasing trend of T1
measured at increasing temperatures above 20◦C (results not shown). The reduction in the
intrinsic values of T1(PEA) in passing from pure PEA to CotEA2 is therefore in agreement
with the stiffening of PEA following EA grafting to the cotton fibers, previously deduced
from FID analysis results. The further increase in T1 PWRA values observed following
Sty copolymerization (1.48 s−1), could be in principle ascribable to a further stiffening of
PEA chains, again in agreement with FID analysis results. However, in this case, it is
possible to observe that the shortest T1 is now that of cotton protons, instead of PEA
ones. This behaviour is very difficult to be explained by dynamic behaviour only, and it
has probably to be ascribed to the presence of residual paramagnetic Cu(II) ions in the
cotton domains, which could represent a significant relaxation pathway for protons.
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7.4 Conclusions
In this chapter, the issue of the synthesis and characterization of natural fiber rein-
forced composites has been taken into account. In particular, the encapsulation of cotton
fibers through ATRP grafting and following copolymerization has been performed, and an
overview of the results obtained from the different synthetic approach employed has been
discussed on the basis of different analytical techniques like FT-IR, SEM and SEC. The
results demonstrated the possibility of achieving a good grafting yield for ATRP graft-
ing of PEA onto suitably surface-intiated cotton fibers. In the presence of a sacrificial
initiator the polymerization process remains living and it results to be well controlled.
This demonstrated to be crucial for the second step of the synthesis, that concerned
the copolymerization of PSty onto the living PEA chain ends. This synthetic step has
been performed in the presence of Cu(II) deactivator, which reduced the concentration
of propagating macroradicals and thus the termination reactions involving recombina-
tion of chains. The results obtained confirmed the success of this synthetic approach in
the production of block-copolymer encapsulated cotton fibers. In order to get insights
into the morphological and dynamic changes possibly induced in the cotton fibers by the
functionalization with PEA and successive block-copolymerization with PSty, both high-
and low-resolution solid-state NMR experiments have been performed on pure cotton and
PEA, cotton grafted with PEA (CotEA2), and Cotton grafted with EA and then copoly-
merized with polystyrene (CotEA2Sty). The 13C CP-MAS experiments suggested that no
substantial modification is induced in the cellulose fibers neither after the grafting with
PEA nor following the block-copolymerization with PSty. In particular, the 13C CP-MAS
spectrum of pure cotton fibers revealed the presence of essentially crystalline cellulose
microfibrils. 1H FID analysis has been performed on all the mentioned samples at room
temperature, in order to shed light on the presence of dynamic changes in the different
components after their mixing. The results indicated the presence of a slower segmental
mobility of the PEA grafts anchored by one chain end to the fiber surface with respect
to bulk PEA: this mobility further decreases when PEA-b-PSty chains are grafted to the
cellulose fibers. These findings are in agreement with the TGA and DSC results obtained
by Dr. Castelvetro and Dr. Giaiacopi. It is worth mentioning that this behaviour is
opposite to the commonly observed response of thin films weakly interacting with the
substrate, where the glass-transition temperature decreases with decreasing thickness of
the film. Moreover, the 1H T1 measurements confirmed the presence of a stiffening for the
PEA domains following EA grafting onto the cotton fibers and revealed the absence of a
complete mixing of the different components in either CotEA2 or CotEA2Sty samples on
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a 100 A˚ spatial scale, suggesting that after each synthetic step, a further, more external
layer is added to the cellulose core.

Part III
Methodological developments
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Introduction to Part III
The chapters which follow will deal with two examples of solid-state NMR method-
ological developments I have been working on during my PhD studies. The two methods
presented reveal to be complementary for the kind of studies reported in this thesis, since
they concern possible improvements to dynamic and structural solid-state NMR charac-
terizations of samples with different degrees of molecular complexity.
In particular, the first example, reported in Chapter 8, concerns a method allowing
to achieve the dynamic characterization of polymeric systems above their glass-transition
temperature. In fact, NMR has been extensively used in order to characterize the dy-
namics in polymeric systems, since it allows motional processes in different ranges of
frequencies to be revealed and a variety of information on the mechanism of the motions,
their rate, and distributions of activation energies, to be obtained. Nevertheless, when the
experimental data set is not enough wide and/or various, the fitting could turn out to be
scarcely sensitive to the chosen theoretical model, preventing unique and reliable dynamic
information to be obtained. A new approach which tries to overcome these problems will
be presented here and applied to the analysis of NMR relaxation data of amorphous poly-
mers. This approach consists of the simultaneous fitting of 1H and 13C T1 vs temperature
curves, obtained at different frequencies, by means of unified motional models. The re-
liability of the dynamic parameters obtained by this approach is substantially increased
with respect to the single curve and/or single nucleus analysis because of the possibility
of both investigating motions over a wide frequency range and combining relaxation times
carrying either global (1H) or local (13C) dynamic information. Here, the dynamics of one
ethylene-propylene amorphous random copolymer, used as a model system, will be investi-
gated by analyzing proton relaxation times measured by wideline NMR techniques at three
Larmor frequencies (25, 300 and 400 MHz), and carbon T1s measured by high-resolutions
techniques (MAS and High-power proton decoupling) at two Larmor frequencies (75 and
100 MHz). The measurements that will be described have been carried out as a function
of the temperature, in a temperature range just above the glass-transition temperature.
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The method presented is completely general in principle, and suggests the possibility
of achieving more detailed and reliable dynamic information on polymeric systems. In
particular, it demonstrates to be suitable for describing the dynamic properties of whole
polymeric structures above the Tg, while it allows to investigate the dynamics of side-
chains in wider ranges of temperatures. This suggests that the method could also be
employed for characterizing the dynamic behaviour of the polymeric systems presented in
Chapters 4, 5 and 6, encouraging its possible use in the analysis of biological macromolec-
ular samples, often lacking crystalline order at the level of their tertiary structure.
The second example of methodological development, presented in Chapter 9, will deal
with a new solid-state NMR concept for the estimation of individual dipolar couplings
in strongly-coupled homonuclear spin systems. Because of the direct connection between
the dipolar coupling constant between two nuclei and their distance, the possibility of
achieving selective information on internuclear distances in fully-labeled spin systems is
extremely important in order to be able to determine its 3D structure. This method, which
is based on both the use of zero quantum-recoupling pulse sequences and the simultaneous
recoupling of spin interactions which allow to apply the weak coupling approximation on
solid samples, leads to the concept of Truncated Dipolar Recoupling (TDR), as it will be
better explained in Chapter 9. Essentially, under these conditions, the homonuclear dipolar
coupling between two spins can be truncated to its secular part thanks to the presence of
a frequency dispersing interaction, which in this case is represented by the chemical shift
interaction. This approximation changes the strongly-coupled spin system in a weakly-
coupled one, similarly to what happens in liquid state NMR. This allows to disentangle
the contribution arising from a specific spin couple from the others, giving the possibility
of measuring individual internuclear distances involving virtually all the spin-pairs present
in a fully-labelled spin system. The development of the method has started during the first
months I spent in Prof. M. H. Levitt’s group, at the University of Southampton (U.K.),
and substantial modifications to the pulse sequence used and to other experimental details
have been applied since my departure. In this chapter, I will limit the description of the
method to the steps I have been involved in during the period I worked in Southampton,
concerning its application to two small biological molecules, L-Alanine and Na-Pyruvate.
The method is in principle applicable to every kind of organic molecule, and constitutes
a very interesting and innovative technique for determining quantitative structural and
conformational information by means of solid-state NMR.
Chapter 8
Dynamics of polymers through an
improved approach to the analysis
of spin-lattice relaxation times
8.1 Introduction
The majority of studies treated in the previous chapters of this thesis has concerned
the structural and dynamic characterization of complex systems, often composed by one
or more polymeric components, by means of high- and low-resolution solid-state NMR
techniques. In each of the different chapters, it has been pointed out the importance of a
description of the dynamic features of the system, with the aim of bringing to light different
properties of the material studied, like the presence of interactions between the different
components of the system (see Chapter 4), the presence of regions characterized by a
distinguishable mobility which can confer to the material peculiar dynamic-mechanical
properties (see Chapter 7), as well as the modification of the dynamics of different regions
of the sample following specific treatments (see Chapters 5 and 6).
Even though, in discussing the application of NMR to the study of polymeric mate-
rials, the common approach of distinguishing between structure and dynamics has been
adopted, the two aspects can be rarely disentagled in practice. In fact, all the studies
described in Chapters 4-7 support this observation, since, in all the cases, the dynamic
properties detected have been always used to confirm or detect the presence of structural
modifications induced in the material after the mixing of the different components, which
always included a polymer, as well as after a specific physical or chemical treatment of the
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polymeric sample.
As a matter of fact, the high degree of molecular complexity of polymers is at the
origin of the following articulated molecular dynamics properties often characterizing these
materials. The dynamic complexity arises in polymers in several ways:
• Different motions can be simultaneously active.
• The correlation frequencies of the motions can be broadly distributed.
• Geometrical constraints can be present.
• Motions can be cooperative.
• Motions can be characterized by a given degree of anisotropy.
• Defects can be present in the polymeric structure, which could promote motions
within their sphere that are difficult to detect and quantify.
For these reasons, in order to achieve a complete characterization of the material under
study, the possibility of being able to reliably unravel the articulated dynamic properties
of a polymeric system, particularly in the solid state, is of crucial importance. To this
aim, a method showing a good level of sensitivity with respect to different characteristic
frequencies of the motions is necessary.
In the previous chapters, solid-state NMR has been used for understanding the dy-
namic features of polymer-based, complex systems. In particular, peculiar NMR parame-
ters that result to be sensitive to the dynamic properties of the system under study, the
relaxation times (see Section 2.3), have been detected in order to get insights into both
the presence and rate of the different motional processes occurring in the sample. How-
ever, many other different spectroscopic techniques exist, which are able to give dynamic
information on polymeric systems in different ranges of characteristic frequencies, often in
a complementary way with respect to NMR. Generally, they can be divided on the basis
of the nature of the dynamic information supplied, which can either be local or concern
the bulk. Among the techniques giving local dynamic information, fluorescence anisotropy
and Electron Spin Resonance (ESR) are often used, that, however, have the drawback of
requiring specific labeling of the molecule under study. In order to obtain bulk dynamic
information, dielectric relaxation measurements, dynamic-mechanical thermal analysis, as
well as quasi-static experiments like DSC, are among the available techniques.
The strength of NMR over these techniques in the dynamic characterization of poly-
meric systems originates, essentially, from its high degree of versatility, since, without
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necessarily requiring specific labelling, local dynamic information as well as bulk ones
can be achieved by choosing among the different NMR parameters which are sensitive to
molecular motions in different ranges of frequencies. Few examples are represented by
spectral lineshape, chemical shift anisotropy (CSA) and relaxation times, introduced in
Section 2.3.
In fact, chemical exchange can modify the lineshape of high-resolution solid-state 13C
NMR spectra. Nuclei which are magnetically inequivalent in absence of motion and give
two distinct peaks on the spectrum can be made equivalent by specific motions, producing
a single NMR line.81,212,213 Between the two extreme situations described here, the slow
exchange and the rapid exchange, many intermediate dynamic situations could occur,
that lead to a spectral lineshape strongly dependent on the rate of the motion in the range
10−1 − 106 Hz. The effect of the motions on inhomogeneous or homogeneous lineshapes
is different, as already noticed in the case of magic-angle spinning of the sample (see
Section 2.1.1). For inhomogeneous lineshapes as those arising from shielding anisotropy
or quadrupole coupling, exchange motions occurring at a rate faster than the intrinsic
widths of the component lines cause broadening and coalescence of the exchanged lines,
in a way that can reveal details about the mechanism of the motion. If the rate becomes
bigger with respect to the frequency difference between the exchanged lines, a new averaged
lineshape is obtained, which no longer changes as the motional frequency increases. In
case of homogeneous lineshapes, only when the frequency of the motion is comparable with
the full static linewidth, a narrowing is observed, which again, when the motion is much
faster than the linewidth, becomes independent of the rate of the motion even retaining
a dependence on its symmetry. In this respect, 2D- or 3D-exchange techniques75 have
proved to be extremely useful in studying the dynamics of solid polymers characterized
by motions with correlation times in the range 10−5 − 102 s, like glassy polymers below
their Tg, giving direct detailed information both on the time scale and the geometry
of segmental reorientations, even though they often require the isotopic labelling of the
polymer. The dynamic range can be extended to frequencies up to 107 Hz by means of
1D lineshape analysis on deuterated samples.
Chemical shift anisotropy of 13C nuclei is a further mean through which it is possible to
investigate the dynamics of solid polymeric samples in a site-specific way, provided that the
contribution to the spectra arising from different spin interactions, like homo- and hetero-
nuclear dipolar coupling, can be removed. In fact, as discussed in Chapter 1, chemical
shielding is a tensorial quantity, this meaning that its value depends on the orientation
of the electronic distribution about the nucleus with respect to direction of the external
magnetic field. In powders, in absence of motions, all the orientations have the same
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probability, and the signal obtained for each carbon originates from the various chemical
shifts corresponding to every different molecular orientation.214 When motions are present,
depending on their characteristic frequency and their geometry, they can produce an
averaging of the CSA, which is usually informative when it is partial, as it often occurs
for polymers below their glass-transition temperature (Tg). Usually, the determination of
the CSA of selected 13C sites is possible by resorting to specific methods, which depend on
the properties of the sample to be characterized. For example, chemical shift anisotropy
of single crystals can be determined by means of variable angle measurements, or 13C
static spectra can be recorded on selectively 13C labelled molecules in order to achieve
good spectral resolution. Moreover, information on CSA tensors of specific sites can be
achieved also in MAS conditions. In fact, as already discussed in Section 2.1.1, when
the sample is spun at a given angular frequency ωr about an axis oriented at the magic
angle with respect to the direction of the external field B0, the resulting 13C spectrum
depends on the extent of the modulation of the CSA produced on this inhomogeneous
interaction. If the spinning speed is smaller than the CSA, spinning sidebands appear,
whose envelope is related to the shape of the chemical shift tensor. By means of different
method of analysis (for example the Herzfeld-Berger spinning-sidebands analysis,215 in
case of slow-MAS experiments), from the techniques described it is possible to extract
information on the values of the principal elements of the chemical shift tensor from each
of the observed nucleus, from which the extent and and type of motional averaging can
be deduced. Morever, several 2D MAS techniques have been developed that separate
the chemical shift sidebands patterns according to either their order or isotropic chemical
shift exploiting the second dimension. Techniques like TOSS-de-TOSS,216 2D-PASS217
and SUPER218 constitute some examples of this approach.
Both lineshape analysis and CSA investigation can be used to achieve site-specific dy-
namic information on the sample studied. As already discussed, a further NMR method
allowing both the extension of the range of the observable motional characteristic fre-
quencies and the detection of either local or bulk dynamic features is provided by the
measurement of relaxation times. In particular, we already pointed out that spin-lattice
relaxation times in the laboratory (T1) and in the rotating frame (T1ρ) are sensitive to mo-
tional processes with characteristic frequencies of the order of ω0 (∼MHz) and ω1 (∼kHz),
respectively, which cover frequencies corresponding to ”fast motions” in the sense de-
scribed above. This range of frequencies is particularly interesting for the characterization
of motions occurring in polymers above their Tg, and it will be central in the discussion of
the new methology proposed in this chapter for the dynamic characterization of polymeric
systems.
8.2 Spin-lattice relaxation times and dynamics of polymers 171
The following discussion will entirely deal with the extraction of either bulk and local
dynamic information in solid polymers through the analysis of spin-lattice relaxation times
of different nuclei. In particular, after a general introduction to the path leading from the
acquisition of the experimental data set to its interpretation in terms of dynamics of the
polymeric sample, the first part of the chapter will deal with the discussion of all the
elements necessary to achieve the analytical description of the polymer dynamics, like the
kind of nuclei investigated and the connected properties, the number and kind of motions
occurring in the material, the theoretical models necessary for describing the motions
identified and their relationship with the temperature, and the extraction of the dynamic
parameters related to the different dynamic processes present. Once the framework for the
investigation of the dynamics of polymeric systems has been estabilished, and the existing
limitations at the different steps focused, when necessary, the second part of the chapter
will deal with the description and the application of a new methodology for the dynamic
characterization of non-isotopically enriched polymers above their Tg consisting in the
simultaneous analysis of spin-lattice relaxation times, measured at different temperatures
and Larmor frequencies from both 1H and 13C nuclei, together with a discussion of the
interpretation of the results obtained for a set of ethylene-propylene random copolymers
(EPR) in terms of motional parameters. In this respect, EPR has been chosen as a model
system in order to verify the robustness of the method in the perspective of its possible
application to systems with biological interest.
8.2 Spin-lattice relaxation times and dynamics of polymers
Generally speaking, measurements of spin-lattice relaxation times in function of tem-
perature are usually performed on different nuclei in order to get information on the
occurrence of dynamic processes with characteristic frequencies going from kHz to GHz,
as discussed in Section 2.3.2.2. In order to extract information on the dynamics of the
system investigated in a given range of characteristic frequencies, the collected Ti vs T
data set (where i = 1 or 1ρ) has to be analysed and interpreted in terms of the motional
processes occurring in the sample. In particular, to get insights into the dynamic details
of the processes contributing to the observed relaxation, the resulting curves have to be
fitted by means of analytical expressions arising from the application of suitable theoret-
ical models describing the dynamics of the systems investigated. Depending on both the
complexity of the material that has to be characterized and the model chosen, the degree
of accuracy of the information achieved can vary. The parameters introduced by the cho-
sen model are the variables optimized in the fitting procedure, and their best fitting values
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can be related to peculiar dynamic features of the sample.
However, the analysis of the data set collected in terms of the dynamic behaviour of
a polymeric material is often complicated by the intrinsic molecular complexity of the
sample which brings about the need of describing it through models at different levels.
1. In order to be able to describe in an analytical way the dynamics of a given solid
polymer, some preliminary knowledge or assumptions regarding the number and the
kind of motional processes occurring therein are necessary.
2. Then, each of the dynamic processes identified has to be properly described by
means of a suitable model defining the motion in terms of its characteristic correla-
tion time as well as other parameters directly related to the peculiar properties of
the motion. In fact, several models have been developed on both a theoretical or an
empirical basis, which provide expressions for the spectral densities, sometimes orig-
inating from experimental techniques different from NMR, like dielectric relaxation.
Since, frequently, motions in solid polymers are too complicated to be described by
a single isotropic correlation time, expressions for the spectral densities obtained
by considering a distribution of correlation times must be used, which often have a
phenomenological character. Some of the models currently available for the analysis
of NMR relaxation data will be described in Section 8.4.1.
3. Since, even though to a different extent, all the various dynamic processes identified
contribute to the global relaxation behaviour experimentally observed, it is neces-
sary to properly combine the contributions arising from the individual motions, in a
way which depends on both the motional process considered and the nucleus whose
relaxation properties are being analysed. In this way, a relationship between the
relaxation time measured and a combination of characteristic correlation times cor-
responding to the different dynamic processes contributing to the observed trend, is
obtained.
4. Since the experimental data consist in relaxation times measured at different temper-
atures, in order to complete the dynamic description of the sample, a mathematical
function relating the characteristic correlation times with the temperature has to be
defined for each of the motions identified in the polymeric sample. In this respect,
different models are reported in the literature, which can suitably describe different
dynamic processes. In Section 8.4.2, a brief introduction to some of these models
will be given.
8.2 Spin-lattice relaxation times and dynamics of polymers 173
From this discussion, it emerges that a consistent number of degrees of freedom charac-
terizes the analysis of data sets collected from measurements of relaxation times in function
of temperature, which are introduced at the different levels of the dynamic modelization of
the peculiar system studied. Therefore, it is not surprising that the main limit in the ex-
traction of reliable dynamic information on solid polymeric systems from relaxation times
measurements is given by the often scarce sensitivity demonstrated by the experimental
data set on the type of theoretical models chosen. Essentially, a single relaxation curve can
often be fitted by many different theoretically-derived functions. Several studies are re-
ported in the literature showing that an unambiguous quantitative analysis of relaxation
times would require experimental data collected at different temperatures and at more
than one frequency.219,220 Therefore, if the data set is not wide and/or various enough, it
is not possible to achieve a good level of robustness of the analysis without fixing some of
the fitting variables, resulting in an easy mis-interpretation of the results.
With this in mind, in the next sections we will briefly review the main behaviour
of 13C and 1H relaxation and give a description of theoretical models functional to the
characterization of the dynamics of polymeric systems in the kHz and MHz ranges, as
previously introduced. Then, we will propose a new method, aimed at getting detailed and
reliable dynamic information on polymeric systems without resorting to specific labelling,
by performing a simultaneous analysis of 1H and 13C spin-lattice relaxation times vs
temperature curves, based on the same motional models. As it will be discussed later,
thanks to the peculiar characteristics of the 1H and 13C nuclei, largely present in all the
organic materials, it is possible to get complementary dynamic information on the sample
studied, either of the bulk or site-specific, respectively, while simultaneously extending
the dimension of the available data set. Additionally, the use of different experimental
Larmor frequencies allows, again, to enlarge the experimental data set while exploring
a wider dynamic range. The entire set of experimental data can then be analysed by a
simultaneous fitting procedure using unified motional models.
This approach has been applied to three EPR polymers with different ethylene-to-
propylene ratio, reasonably constituting a set of samples with hypothetically slightly dif-
ferent dynamic behaviour, so as to verify both the reliability of the method and its degree
of sensitivity in discriminating the dynamic behaviour of a set of chemically homogeneous
samples. In this chapter, the successful application of the method to a single EPR sample
will be presented and discussed, on which preliminary results on a smaller data set have
been previously published.221 Moreover, the results obtained from the analysis of the
above-cited set of EPR samples will be briefly presented and discussed.
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8.3 13C and 1H nuclei: characteristics and relaxation be-
haviour
In the following discussion, the interest will be mainly directed towards the character-
ization of the motional processes occurring in polymers above their Tg. Since spin-lattice
relaxation times are apt at probing dynamic processes with characteristic frequencies in
the range kHz-GHz, which is typical of these systems, they will be the object of the fol-
lowing considerations. However, it is worth noting that the general approach adopted in
the new methodology proposed and described in this chapter is generally applicable to
other kinds of relaxation times, provided that the necessary modifications are applied.
As already noticed, spin-lattice relaxation times of different nuclei can contain different
and complementary information. In fact, as shown in Section 2.3.2, they are sensitive to
motional processes with different characteristic frequencies, they are determined by the
motional modulation of different spin-interactions and, depending on the spin density,
they can give local or global dynamic information. 1H and 13C nuclei are largely present
in organic compounds, and synthetic polymers obtained by polymerization of organic
monomers constitute the majority of polymeric materials available. For this reason, the
dynamic behaviour of these nuclei reveals to be particularly interesting, especially in the
attempt of addressing the issue of the dynamic characterization of polymeric materials
discussed here.
1H nuclei are characterized by a high sensitivity, arising from both their high natural
abundance (∼100%) and their high γH value (267.522 × 106 rad s−1 T−1). However, on
one hand, low spectral resolution of 1H spectra cannot be improved because of the strong
contribution arising from many-body homonuclear interactions, which possess a homo-
geneous nature, as discussed in Section 2.1.1; on the other hand, the high spin-density
strongly favours the occurrence of spin diffusion, which results in an average over the sam-
ple of the spin-lattice relaxation times. This two effects essentially prevent local dynamic
information from being achieved on the sample studied by means of the observation of the
relaxation behaviour of 1H nuclei. The information obtained rather concerns the global
dynamics of the polymer.
As already introduced in Section 2.3.2.2, spin-lattice relaxation times of protons are
dominated by the modulation of the homonuclear dipolar coupling caused by the ther-
mal motions of the molecule, which can drive nuclear spin transitions. The spin-lattice
relaxation rate in the laboratory frame for an ensemble of dipolarly coupled protons char-
acterized by the same intrinsic relaxation time, determined by a single motional process
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is given by the equation:34
R1 =
1
T1
= C[J1(ω0) + 4J2(2ω0)] (8.1)
where ω0 is the Larmor frequency and C is a constant related to the fraction of second
moment which corresponds to the dipolar interactions averaged by the motional process
under consideration. The subscripts label the various spectral densities J(ω) according to
the order of the terms in the second-rank dipolar interaction tensor from which they arise.
It is worth noting that for an abundant coupled spin-system like the one represented by
1H nuclei, the C constant cannot be straightforwardly estimated. Its value is known from
the theory only for an isolated spin-pair.34
Differently from 1H nuclei, 13C nuclei show low-sensitivity, arising from both their
low natural abundance (1.1%) and γC value (67.283 × 106 rad s−1 T−1). However, these
NMR properties allow to obtain high-resolution solid-state spectra of 13C nuclei thanks
to the possibility of both using heteronuclear dipolar decoupling and MAS techniques, as
already discussed in Section 2.1. Moreover, the scarce importance of spin diffusion makes
the measured spin-lattice relaxation times coincide with the intrinsic ones. These features
allow individual relaxation times to be measured for chemically inequivalent 13C nuclei,
hence giving the possibility of achieving local dynamic information.
As already discussed in Section 2.3.2.3, in the case of 13C nuclei, the main interaction
dominating the relaxation behaviour is the heteronuclear dipolar coupling between carbon
and its directly bonded protons and the contributions of other interactions can be usually
safely neglected. For each carbon and for each motional process, the spin-lattice relaxation
rate in the laboratory frame can be expressed as:34
R1C =
n
15
Cc
r6CH
[J0(ωH − ωC) + 3J1(ωC) + 6J2(ωH + ωC)] (8.2)
where n is the number of protons bonded to the specific site, rCH is the C-H bond distance,
ωC and ωH are the Larmor frequencies of 13C and 1H, respectively, and CC is:
CC =
3
4
(
µ0
4pi
)2γ2Hγ
2
C~2 (8.3)
This equation shows how, differently from the case of 1H nuclei, in this case the propor-
tionality constant between the relaxation rate and the spectral densities can be calculated
for each carbon, provided that the number of protons directly bonded to it is known.
176 Dynamics of polymers by spin-lattice relaxation times
When more motional processes occur in the system, taking into account the contri-
butions arising from the different motions to relaxation can produce very complicated
expressions for both R1H and R1C .222 In order to simplify the data analysis, some as-
sumptions are necessary. Usually, for 1H nuclei, the motions can be assumed to contribute
independently to the relaxation mechanism observed: in this respect, the presence of spin
diffusion helps in making this approximation acceptable. Also for 13C nuclei it is very im-
portant to find how to combine the contributions arising from different dynamic processes
to the relaxation time. Again, in order to simplify the analysis, some approximations are
necessary. Considering the motions independent and assuming that the contributions to
the relaxation rate arising from the different dynamic processes are additive is a somewhat
drastic, but usually acceptable approximation, especially if motions are characterized by
quite different correlation times.
8.4 Theoretical models
Once the main motional processes occurring in a polymeric system have been individ-
uated, they have to be described by means of suitable theoretical or semiempirical models.
Essentially, these models provide analytical expressions for the spectral densities appearing
in equations 8.1 and 8.2, allowing to connect the measured spin-lattice relaxation time to
parameters characteristic of the motion considered, including the correlation time: these
parameters are strictly dependent on the theoretical models chosen. To reproduce the
experimental data set, composed of values of relaxation times at different temperatures,
further models connecting the correlation times with the temperature are required, in-
troducing for instance the dependence of the relaxation behaviour for a specific motional
process on its activation energy. In the next sections, a brief description of some of the
spectral density models used in solid-state nuclear spin relaxation as well as different ways
of relating correlation times and temperature are presented and discussed.
8.4.1 Spectral density models
The relaxation theory allows to connect the Hamiltonian terms relevant for the ob-
served nuclear spin relaxation mechanism to the corresponding relaxation rate via the
spectral densities. A general expression for the nuclear spin relaxation rate R can be:1,3
R({ωi}, {xi}) = Aq({ωi}, {xi}) (8.4)
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where A includes terms arising from the time-independent part of the spin interaction
relevant for the relaxation, while q contains the dependence on the motion since it arises
from the spatial part of the spin interaction. In fact, q shows a dependence on a set of
frequencies {ωi}, usually containing the Larmor frequency, as well as on a parameter set
{xi} characterizing the dynamic process or processes involved, like the correlation time τ .
This quantity can be expressed in terms of spectral densitites as:
q =
∑
j
njJ({ωi}, {xi}) (8.5)
The various J appearing in Eq. 8.5 cannot be defined univoquely since the effect of a
motion on the relaxation behaviour strictly depends on the characteristics of the motion
itself.
As already discussed in Section 2.3.2, in the presence of a single motion characterized
by a single correlation time, the simplest form of J(ω) is obtained assuming that the
motion obeys the Poisson statistics, or, in other words, that the motion is random. In
this hypothesis, J(ω) has a Lorentzian dependence on the frequency, corresponding to an
exponential correlation function, as it happens in the BPP theory.33 These two quantities,
defined in Eqs. 2.16 and 2.14, will be referred to in the following as JBPP and GBPP ,
respectively.
However, expressions like JBPP are usually unsuitable for solids, where the majority
of motional processes do not follow the Poisson statistics, that is they are not random.223
Essentially, it could happen that the motion is inherently non-random, which is the case
when it shows correlation with one or more of the other motions present. However, a
second situation could occur too, in which within an ensemble of reorienting units (for
instance, the whole sample), many different sub-ensembles can be individuated. In each
sub-ensemble, the reorientation of the units occurs in a random way, and it can be char-
acterized by a JBPP spectral density. However, the random reorientation motion in each
sub-ensemble is characterized by a different correlation time τ . This might be the case in
an amorphous solid, especially a polymer, where different environments could be experi-
enced by the same reorienting units in different regions of the sample. Even though the
reorientation motion in each sub-ensemble can be described by a GBPP exponential cor-
relation function, the resulting correlation function is no longer exponential, since a linear
combination of exponential correlation functions results in a non-exponential correlation
function. In fact, mathematically speaking, the case of a distribution of correlation times,
each characterizing an exponential correlation function, and the case of a non-exponential
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correlation function are indistinguishable.224 For this reason, the corresponding spectral
density can be written in the form:
J(ω, x1, x2, ...) =
∫ ∞
0
Λ(ξ, x1, x2, ...)
2ξ
1 + ω2ξ2
dξ (8.6)
where Λ(ξ, x1, x2, ...) indicates the distribution of correlation times ξ and {xi} = {x1, x2, ...}
is a parameter set characterizing the distribution of ξ. It is clear that Λ cannot depend on
the experimental parameter ω, since it is a property of the molecular system under study.
Moreover, Λ is normalized to unity:∫ ∞
0
Λ(ξ, x1, x2, ...)dξ = 1 (8.7)
In the following, some examples of expressions of spectral densities arising from consid-
ering a distribution of correlation times Λ will be given. However, not all the expressions
of spectral densities discussed have an explicit expression of distribution of correlation
times associated with them, but they are simply phenomenological in nature. All of the
spectral density functions that will be discussed have a particular correlation time that
characterizes the distribution, indicated with τ , which can correspond for instance to the
maximum or mean value of the distribution. Plots of either J or ln J vs ln τ will be
shown, reproduced from Ref. 223.
8.4.1.1 Bloembergen-Purcell-Pound
In case of Bloembergen-Purcell-Pound (BPP) theory,33 the following distribution Λ is
considered:
ΛBPP = δ(ξ − τ) (8.8)
where δ is a Dirac δ-function. This expression, inserted in Eq. 8.6, gives JBPP . The plot
of ln JBPP vs ln τ is shown in Fig. 8.1. In particular, the limiting values for high and
short τ are:
JBPP (ω, τ) = 2τ for ωτ  1;
JBPP (ω, τ) = 2τ−1ω−2 for ωτ  1
(8.9)
and the maximum value is:
JBPP,max = ω−1 for ωτ=1 (8.10)
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Figure 8.1: Log-log plot of aJBPP (ω, τ) vs τ at Larmor frequencies of
ω/2pi=8 (top), 40 (middle) and 200 MHz (bottom). The normalization of
a = ω−1 = [(2pi)8MHz]−1 is such that JBPP,max = 1 at 8 MHz. The plot
has been reprinted from Ref. 223.
The small and large τ regimes of ln J vs τ are linear, and they are characterized by slopes
of +1 and -1, respectively.
8.4.1.2 Havriliak-Negami
The Havriliak-Negami (HN) model225 provides a phenomenological expression for the
nuclear spin relaxation spectral density which has been derived from the corresponding
expression by Dissado-Hill obtained for dielectric relaxation.226,227 The spectral density
has the following form:
JHN (ω, τ, , δ) =
2
ω
sin
[
 arctan{ (ωτ)
δ sin(δpi/2)
1 + (ωτ)δ cos(δpi/2)
}
]
(8.11)
×
[
1 + 2(ωτ)δ cos(δpi/2) + (ωτ)2δ
]−/2
The parameters δ and  allow to characterize the motion in terms of the degree of corre-
lation with the other motions present and distribution of correlation times. In particular,
δ measures the correlation among the motions and the product δ gives an idea about the
dispersion in the values of the potential energy barriers (the smaller is the δ value, the
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larger is the distribution of correlation times). Moreover:
0 < δ 6 1 (8.12)
0 <  6 1
δ
(8.13)
Figure 8.2: Left: log-log plot of aJHN (ω, τ, , δ) vs τ for  = 0.5 and δ = 0.5
at Larmor frequencies of ω/2pi=8 (top), 40 (middle) and 200 MHz (bottom).
Right: log-log plot of aJHN (ω, τ, , δ) vs τ at the Larmor frequency of ω/2pi=
40 MHz and δ = 0.5 for several values of  as shown. JHN is the Havriliak-
Negami spectral density. The normalization of a = ω−1 = [(2pi)8MHz]−1 is
such that JBPP,max = 1 at 8 MHz in both the plots. The plots have been
reprinted from Ref. 223.
The plot of ln JHN in function of ln τ is shown in Fig. 8.2. Again, we can deduce the
limiting values of the function JHN in the fast and motion regimes (ωτ  1 and ωτ  1,
respectively):
JHN (ω, τ, δ, ) = 2 [sin(δpi/2)] τ δω−(1−δ) for ωτ  1
JHN (ω, τ, δ, ) = 2 [sin(δpi/2)] τ−δω−(1+δ) for ωτ  1
(8.14)
The case in which δ is near to 0 indicates the presence of motions completely correlated,
while δ = 1 indicates the absence of correlation among motions. Moreover, when both
 = 1 and δ = 1, JHN coincides with JBPP . Even though the HN model does not give
any expression for the distribution of correlation times but only a phenomenological form
for the spectral density, in two particular cases it reduces to the conditions considered by
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peculiar models giving explicit expressions for Λ, which are discussed in the following.
8.4.1.3 Cole-Cole
The Cole-Cole model228 (CC) is derived from the HN one, assuming that  = 1. This
model provides the following expression for the distribution of correlation times:
θCC(z, δ) =
1
2pi
sin(δpi)
[
1
cosh(δz) + cos(δpi)
]
(8.15)
where the relationship between θ and Λ is given by:
θ(z)dz = Λ(ξ)dξ (8.16)
In Eqs. 8.15 and 8.16, z = ln(ξ/τ) and τ is the correlation time corresponding to the
maximum of the distribution θCC . In this model, 0 < θ 6 1. The larger is the value of
δ, the narrower is the distribution of correlation times. δ = 1 implies a unique activation
energy and no correlated motion, whereas δ = 0 implies the maximum distribution of
activation energies and a considerable degree of correlated motion. The spectral density
obtained substituting the expression of ΛCC corresponding to θCC in Eq. 8.6 is:
JCC(ω, τ, δ) =
2
ω
sin(
δpi
2
)
[
(ωτ)δ
1 + (ωτ)2δ + {2 cos(δpi/2)}(ωτ)δ
]
(8.17)
The plot of ln JCC vs ln τ , shown in Fig. 8.3 confirms that, when δ = 1, JCC = JBPP .
The limiting values for JCC in case of fast or slow motions are given below.
JCC(ω, τ, δ) = 2 [sin(δpi/2)] τ δω−(1−δ) for ωτ  1
JCC(ω, τ, δ) = 2 [sin(δpi/2)] τ−δω−(1+δ) for ωτ  1
(8.18)
These expressions coincide with the results shown in Eq. 8.14 for the HN model, with
 = 1. The slopes of ln JCC vs ln τ in the two regimes are +δ and −δ. The maximum
value of JCC depends on both ω and δ and is given by:
JCC,max = 1ω
[
sin(δpi/2)
1+cos(δpi/2)
]
for ωτ=1 (8.19)
This spectral density function has been extensively used in dielectric relaxation studies,
while its application to nuclear spin relaxation studies is quite sparse in the literature.
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Figure 8.3: Left: log-log plot of aJCC(ω, τ, δ) vs τ at the Larmor frequency
of ω/2pi= 40 MHz for several width parameters of δ as shown. The normal-
ization of a = ω−1 = [(2pi)8 MHz]−1 is such that JBPP,max = 1 at 8 MHz.
The spectral density JCC results from a Cole-Cole distribution of correlation
times or, equivalently, it follows the Havriliak-Negami spectral density with
 = 1. Right: θCC(z, δ) vs z for δ=0.5 (top) and 0.2 (bottom). The CC
distribution ΛCC(ξ, τ, δ) of correlation times ξ is characterized by θCC(z, δ)
with z = ln(ξ/τ) for characteristic correlation time τ and width parameter δ.
The plots have been reprinted from Ref. 223.
8.4.1.4 Davidson-Cole
In the case of no correlation among the motions (corresponding to δ = 1 in the HN
model), but distribution of correlation times, the Davidson-Cole model229 (DC) can be
used. This model uses the following espression for the distribution of correlation times:
θDC(z, ) =
sin(pi)
pi (
1
e−z−1)
 for z < 0
θDC(z, ) = 0 for z > 0
(8.20)
with 0 <  6 1. For z = 0, a discontinuity in the θ function is present, which coincides with
the correlation time ξ = τ : this value is the cutoff value of the distribution, shown on the
right of Fig. 8.4. A model considering a distribution of correlation times but no correlation
like the DC is usually more suitable to describe systems simpler than polymers, where no
correlation among motion should be expected. The DC spectral density corresponding to
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the distribution of correlation times shown in Eq. 8.20 has the following form:
JDC(ω, τ, ) =
2
ω
[
sin [ arctan(ωτ)]
(1 + ω2τ2)

2
]
(8.21)
Figure 8.4: Left: log-log plot of aJCC(ω, τ, ) vs τ for width parameters
 = 0.5 at Larmor frequencies of ω/2pi=8 (top), 40 (middle) and 200 MHz
(bottom). The vertical dashed lines indicate the values τ = ω−1. The spectral
density JDC results from a Davidson-Cole distribution of correlation times or,
equivalently, it follows from the Havriliak-Negami spectral density with δ=1.
The normalization of a = ω−1 = [(2pi)8 MHz]−1 is such that JBPP,max = 1
at 8 MHz. Right: θCC(z, δ) vs z for =0.5, 0.2 and 0.1 as shown. The DC
distribution ΛDC(ξ, τ, ) of correlation times ξ is characterized by θDC(z, )
with z = ln(ξ/τ) for upper cutoff correlation time τ and width parameter .
The plots have been reprinted from Ref. 223.
The plot of ln JDC vs ln τ is shown in Fig. 8.4. The limiting values for JDC in case of
fast and slow motion regimes are given below.
JDC(ω, τ, ) = 2τ for ωτ  1
JDC(ω, τ, ) = 2 [sin(pi/2)] τ−ω−(1+) for ωτ  1
(8.22)
The slope of the curve for ωτ  1 is 1 and the ωτ  1 slope is −. Like the BPP model,
the ωτ  1 regime is frequency independent, this meaning that nuclear spin relaxation at
high temperatures, usually corresponding to faster motions, could not distinguish between
BPP and DC models. The maximum of the curve ln JDC vs ln τ depends on the value of
. In particular, when  = 1, the maximum of the curve falls for τDC,max = ω−1, while for
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 = 0, (ωτ)DC,max = ∞. Differently from the case of the CC model, the spectral density
function provided by the DC model has found large application in interpreting data of
nuclear spin relaxation in solids.
8.4.1.5 Concluding remarks on spectral density models
Beyond the spectral density models here described, many other models exist, which
can be more or less suitable to use to study samples with different dynamic characteris-
tics. Among these, the Fang,230 Fuoss-Kirkwood,231 Hall-Helfand,232 Dejean-Laupretre-
Monnerie,233 are only some of the available models. As already noticed, the majority of
spectral densities models cited derive from the relaxation theory of spectroscopic tech-
niques different from NMR, like dielectric relaxation and fluorescence anisotropy. A nice
presentation of a number of these models can be found in Refs. 223 and 234.
8.4.2 Temperature dependence of correlation times
Once the model for the spectral density function associated with a given motional
process has been estabilished, in order to be able to reproduce the experimental data set
of R vs T, it is necessary to find a link between the correlation time and the experimental
observable T. This kind of relationship has been object of study for many years. Three of
the most used models are presented below.
8.4.2.1 Arrhenius
In the majority of the cases, an Arrhenius relationship is assumed to be valid:
ξ = ξ∞ e
ζ
kBT (8.23)
This equation derives from the theory of thermally activated processes, and it is still
being debated whether this equation has some physical connection with the conditions
commonly encountered in solid samples. The parameter ξ∞ indicates the correlation time
of the motion for T=∞, and represents the limit of the correlation time corresponding
to the maximum rate physically reachable by the motion. The parameter ζ indicates an
apparent or effective activation energy, and can be related to physically relevant activation
energies.
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8.4.2.2 Vogel-Tamman-Fulcher
When motional processes occurring in polymeric systems are taken into account, spe-
cific models relating ξ and T exist, which in particular have been derived for describing
the activation of specific motions. One example is given by the Vogel-Tamman-Fulcher
(VTF) model,235–237 which is expressed in the following way:
ξ = ξ∞ e
B
T−T0 (8.24)
In particular, VTF is particularly suitable to describe motions usually present in solid
amorphous or semi-crystalline polymers. In Eq. 8.24, T0 is the empirical Vogel tem-
perature. When T=T0, the corresponding correlation time tends to ∞ (the motion is
activated): T0 can be considered the temperature below which the segmental motions
of the main chain, whose activation is generally connected with the glass transition phe-
nomenon, are completely absent. The parameter B is a pseudo-activation energy expressed
in temperature units.
8.4.2.3 Williams-Landel-Ferry
Another model which can be used to express the behaviour of correlation times with
temperature in solid polymers above their Tg is the Williams-Landel-Ferry model (WLF).238
This model is substantially equivalent to the VTF, except that it takes explicitly into ac-
count the frequency dependence of the motional process associated with the glass transition
phenomena, like the main chain reorientation. In this model:
log(aT/Tg) = −
Cg1 (T − Tg)
(Cg2 + T − Tg)
(8.25)
where:
aT/Tg =
ξC(T )
ξC(Tg)
(8.26)
and ξC(T ), and ξC(Tg) are the viscoelastic correlation time at temperature Tg, which is
considered as a reference temperature in this model. The equivalence between the VTF
and WLF models has been well recognized. In fact, the parameters Cg1 and C
g
2 are related
to the VTF parameters through the following relations:
Cg1 =
B
2.303Cg2
(8.27)
Cg2 = Tg − T0 (8.28)
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in particular, these relationships are valid only when Tg is chosen as a reference temper-
ature in the WLF model.
8.4.2.4 Concluding remarks on correlation times models
It is worth noting that all the equations considered here are also valid for the char-
acteristic correlation times ξ = τ used in the various spectral density models described
above. In the cases in which ξ∞ = τ∞ can be assumed to be constant in all the range of
temperature investigated, the general shape for the plot of ln J vs ln τ is the same as ln R
vs T−1: this is the reason why, in general, the experimental results are presented in this
form.
8.5 Dynamics of a model polymer by an improved NMR
approach
The work presented in the sections which follow consists in the investigation of the dy-
namics in amorphous polymeric systems at temperatures higher than the glass-transition
temperature by means of solid-state NMR. In particular, an approach aimed at achieving
a more complete and reliable description of the dynamics is applied, in which spin-lattice
relaxation times measurements have been performed on a model polymeric system exploit-
ing either different nuclei (1H and 13C) or different Larmor frequencies. The basic idea
behind the method is trying to have a data set large and/or various enough to be able
to discriminate among different theoretical models, making the interpretation of the data
more reliable. The whole data set collected is then simultaneously fitted making use of
unified models of motion chosen among the ones previously described, and information
on the motions occurring in the systems in terms of activation energies and correlation
times can be extracted. The successful application of this new approach to the dynamic
characterization of an ethylene-propylene random copolymer (EPR54) is described, and
the results obtained are discussed.
8.5.1 Experimental
The sample chosen as a model system for the validation of the method is an ethylene-
propylene random copolymer, which will be referred to in the following as EPR54. The
polymer possess an ethylene content of 56.5 wt.%, and its glass-transition temperature is
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Figure 8.5: Example of chemical structure of an ethylene-propylene random
copolymer.
-52◦C. From a previous characterization,239 the polymer results to be completely amor-
phous.
The NMR spin-lattice relaxation times experiments were carried out on three different
NMR spectrometers, precisely a Varian Infinity Plus 400, a Bruker AMX-300 WB and a
Varian XL-100 interfaced with a Stelar DS-NMR acquisition system, already described in
Section 3.1. In particular, the 1H T1 spin-lattice relaxation times were measured in low-
resolution conditions using either inversion-recovery or saturation-recovery pulse sequences
followed by a solid echo, at the 1H Larmor frequencies of 25, 300 and 400 MHz.
Figure 8.6: 13C MAS spectrum of EPR54 at room temperature. The as-
signment of the labelled peaks is shown in Table 8.1.
The 13C T1 spin-lattice relaxation times were measured in high-resolution conditions
using the inversion-recovery technique described in Section 3.3.2, with high-power proton
decoupling during acquisition; MAS at a spinning speed of 3 KHz was used in all the
13C experiments. The 13C Larmor frequencies investigated were 75 and 100 MHz. The
13C relaxation times were obtained by analizing the experimental spectra by means of
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EPR54
peak chemical shift carbon type monomer sequence
a 46.1 Sαα PP
b 38.1 Sαγ+ PEP and PEE
c 35.2 Sαβ PP* and PEP*
d 33.7 Tγ+γ+ EPE
e 30.9 Tβγ+ PPE
Sγ+γ+ EEE
f 28.2 Sβγ+ EEP
Tββ PPP
g 25.3 Sββ PEP
h 21.4 Pββ PPP
i 20.7 Pβ+γ+ EPE and PPE
Table 8.1: Assignment of the resonances in the 13C spectrum of EPR54
(see Fig. 8.6 for the labeling), as reported in Ref. 239. The chemical shifts
indicated are relative to tetramethylsilane. In the column carbon type the
capital letters refer to primary (P), secondary (S) and tertiary (T) carbons,
whereas the greek symbols denote the location of the nearest branch carbons
and the superscript ”+” a branch carbon equally or more spaced than that
indicated. In the column monomer sequence ”P” stands for the propylene
monomer and ”E” for the ethylene one; an asterisk indicates a tail-to-tail or
tail-to-head insertion of propylene monomers in the polymeric chain.
the SPORT-NMR software,240 because of the partial overlapping of the peaks in the 13C
spectra, particularly accentuated at low temperatures despite the high-resolution condi-
tions applied. An example of 13C spectrum of EPR54, and the corresponding assignment
are reported in Fig. 8.6 and Table 8.1, respectively. The 13C T1 relaxation behaviour has
been monitored only for a limited number of peaks, in particular the ones at about 21
ppm (h and i, CH3), 33.7 ppm (d, CH belonging to ethylene-propylene-ethylene triads)
and 38.1 ppm (b, CH2 belonging to both propylene-ethylene-propylene and propylene-
ethylene-ethylene triads). These peaks have been chosen since, on one hand, they showed
a good signal-to-noise ratio, and on the other hand, through their analysis, either the
main chain or the methyl motion could be locally investigated. Moreover, the n value,
appearing in Eq. 8.2, is well determined for each of these three types of nuclei (n = 3, 2
and 1 for the peaks at 21.0, 33.7 and 38.1 ppm, respectively).
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All the measurements were performed in the temperature range from -50 to +80◦C.
The temperature was controlled with an accuracy of 0.1◦C, except at temperatures below
7◦C, where the accuracy was 0.4◦C.
8.5.2 Choice of motional models for EPR
An example of chemical structure of EPR54 is represented in Fig. 8.6. Essentially, the
polymer is structured in polyethylene-like main chains over which CH3 groups are ran-
domly distributed. Such arrangement strongly suggests that the most significant motions
that could occur in the polymer above its Tg are the main chain segmental reorientation
and the rotation of the CH3 group about its ternary symmmetry axis. For this reason, in
the following, this two motions will be considered to mainly contribute to the spin-lattice
relaxation behaviour measured, even though the possibility of taking into account addi-
tional dynamic effects cannot be ruled out at this stage of the analysis. In particular, as it
will be discussed in Section 8.5.5, the effect of librations on the dynamic behaviour of this
system revealed to be important. A brief description of these motion and how they can
be considered affecting relaxation is discussed in Section 8.5.2.1. These considerations are
supported by the observation of the trends of the experimental curves T1 vs T acquired
in different conditions, as it will be discussed in Section 8.5.3.
In order to be able to perform a dynamic characterization of the polymer in terms
of the two motions identified, suitable theoretical models for both spectral densities and
correlation times in the two cases have to be chosen among the ones previously discussed.
For both the motions, the HN model was chosen, since it takes independently into account
both a possible correlation between the motions and a distribution of correlation times,
frequently revealed in amorphous polymeric systems. In order to reproduce the experi-
mental trends of relaxation times vs temperature, the Arrhenius model has been chosen
in the case of the methyl rotation motion, while the VTF model resulted particularly suit-
able in describing the same trend for the segmental main chain reorientation, as previously
discussed.
As discussed in Section 8.3, the expressions for R1H and R1C can become very com-
plicated when more motions are considered to contribute to the relaxation mechanism
observed. For this reason, in order to simplify the data analysis, also in the case of EPR54
it is necessary to combine the contributions arising from the different motions to R1H
and R1C in a suitable, approximate, way. For 1H spin-lattice relaxation times, we will
assume that the methyl rotation (m) and the main chain segmental reorientation (c) can
be considered independent. With this approximation, a still relatively simple espression
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for the experimental R1H = (1/T1H)exp can be obtained:
(R1H)exp =
(
1
T1H
)
m
+
(
1
T1H
)
c
(8.29)
= C [wm [Jm(ω0) + 4Jm(2ω0)] + wc [Jc(ω0) + 4Jc(2ω0)]] (8.30)
where wm and wc indicate the weights with which the two processes contribute to relax-
ation, which will depend on the number of protons associated with each process, and C
has been defined in Eq. 8.1.
For 13C nuclei, as a first approximation we will assume that the motions contribute
independently to relaxation and that, for each of the observed carbons, these contributions
are additive. In particular, the following relationships will be used in the following analysis
of the curves obtained by the observation of methyls ((R1C)
methyl
exp = (1/T1C)
methyl
exp ) and
main chain carbons ((R1C)
chain
exp = (1/T1C)
chain
exp ):
(R1C)
methyl
exp =
(
1
T1C
)
m
+
(
1
T1C
)
c
+
(
1
T1C
)
l
(8.31)
(R1C)
chain
exp =
(
1
T1C
)
c
+
(
1
T1C
)
l
(8.32)
In Eq. 8.32 we have considered that the methyl motion is irrelevant for the main chain
segmental reorientation, as it can be expected on the basis of the chemical structure of
EPR54. In Eqs. 8.31 and 8.32, the subscript l indicates that librations have been taken
into account in the analysis of EPR54 sample, as previously introduced. A brief description
of these motion and how they can be considered affecting relaxation is discussed in the
following section.
8.5.2.1 Librations
In many cases, when motions involving the backbone carbons of a polymeric system
are considered, it can be necessary to take into account the possible effects arising from
C-H bond librations in order to give an accurate description of the dynamics. These
motions can be modelled as a random isotropic reorientation of the internuclear vector
C-H inside a cone of half angle Θ with the axis coincident with the rest position of the
internuclear vector, as proposed by Howarth.241 Different correlation function models
exist, like the Dejean-Laupretre-Monnerie,233 in which the dependence on the librations is
explicitly taken into account. Since very often librations occur at a frequency several orders
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of magnitude higher than the motional processes present in the sample, in the majority
of cases it can be taken into account introducing a factor a (0 < a < 1) multiplying
the expression of the correlation function: a possesses a dependence on the Θ angle, and
the effect of librations on the motions results in a simple scaling of the spectral density.
Librations were taken into account also in the case of EPR54, where, as it will be discussed
in the following sections, they demonstrated to be necessary for a proper reproduction of
the experimental data. These motions have been included in evaluating the contributes
to 13C T1 relaxation arising from both main chain and methyl motions in EPR54. It has
been assumed that librations can be considered both independent from the other motions
considered and much faster than either the methyl rotation and the main chain motions.
Therefore, the Howarth model has been used, which resulted in simply introducing a
multiplying factor (1-a) in the expressions of spectral densities for 13C nuclei.
8.5.3 Qualitative interpretation of the fitting results for EPR54
Before discussing the results of the simultaneous fitting of the different 1H and 13C T1 vs
T curves acquired at different Larmor frequencies on EPR54, some qualitative comment
about the trends shown by these curves can help in better understanding the analysis
procedure. To this aim, the experimental data set acquired at three different Larmor
frequencies for 1H nuclei and at two different Larmor frequencies for the 13C nuclei are
shown in Fig. 8.7. It is worth noting that the considerations which follow are necessary in
order to confirm the hypotheses previously made about the occurrence of specific motions
in the polymer. A substantial coherence between the motions hypothesized and the effects
observed is required in order to be able to give a reliable interpretation of the experimental
behaviour in terms of dynamics.
All the curves show the presence of a minimum occurring in the temperature range
between 0 and 50◦C, except for the methyl carbon curve. Looking at the 1H relaxation
curves, it can be noticed that the temperature corresponding to the minimum regularly
increases with increasing the Larmor frequency, suggesting that in all the curves, the ob-
served minimum is ascribable to the same motional process, mainly affecting the relaxation
behaviour. This effect, shown in Fig. 8.7a, can be reasonably ascribed to the main chain
reorientation, since in all the cases, the minimum occurs some tens of degrees above the
glass-transition temperature, and, within the entire range of temperatures investigated,
no mimimum is observed in the methyl 13C T1 curves. Only looking carefully at the
1H data acquired at the highest Larmor frequencies, some evidences of the presence of
a maximum, reached at temperatures near to the lowest temperatures investigated, are
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Figure 8.7: Experimental results of the measurements of T1 vs T performed
on EPR54 in the temeperature range between -50◦C and +80◦C. (a) shows
the 1H T1 data acquired at the Larmor frequency of 400, 300 and 25 MHz,
indicated by the blue, green and red symbols, respectively; (b) and (c) show
the 13C T1 acquired for methylic (blue), methinic (green) and methylenic
(red) carbons at the Larmor frequencies of 75 and 100 MHz, respectively.
The black lines have been drawn to highlight the most relevant trends, as
commented in the text.
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observable. This strongly suggest that at low temperatures, a second motion gives a rel-
evant contribution to relaxation, probably ascribable to the rotation of the methyl about
its ternary symmetry axis. The appearance of this effect in the 1H curves also suggests
that this motion must be considered in evaluating the different dynamic contributions to
the 1H T1 spin-lattice relaxation. The increasing trend of methyl 13C T1 with increasing
the temperature confirms that the motion which should be mainly responsible for this
relaxation time, i. e., methyl reorientation, is in the fast regime. Moreover, the 13C T1
curves corresponding to the methyl carbon show a sort of abrupt change of slope, shown
in Fig. 8.7b and c, which can possibly be interpreted as resulting from the simultane-
ous contribution to the methyl relaxation of both the methyl rotation and the segmental
main chain reorientation, suggesting that the methyl relaxation is affected by motional
processes experienced by the main chain. These considerations have demonstrated to be
in agreement with the previously discussed hypotheses about the motions occurring in
EPR54. Moreover, they have been confirmed by the results of the fitting, as discussed in
the following sections.
8.5.4 EPR54: global fitting of the relaxation data
The data set available for the analysis was constituted by three 1H T1 curves at the Lar-
mor frequencies of 25, 300 and 400 MHz, respectively, and six 13C T1 curves, corresponding
to the three EPR54 carbon types chosen for the analysis at the Larmor frequencies of 75
and 100 MHz. All the nine curves were fitted simultaneously by means of a global fitting
procedure based on the theoretical models chosen before. In order to perform the global
fitting, a software working within the Mathematica environment has been purposely de-
veloped. In the software, for each expression of the spectral density and for each motion
occurring in the sample, either for 1H or 13C nuclei, specific δ and  parameters deriving
from the chosen HN model are defined, which are varied in the fitting together with the
parameters included in the other theoretical models. In some cases, these parameters have
been fixed on the basis of specific assumptions, as it will be discussed about the  value
deriving from the HN model used in the description of the 13C T1 data set for the methyl
carbons.
Performing a simultaneous fitting of the entire data set available makes the different
parameters being varied in the fitting more sensitive with respect to each other, and
in general, the result of the fitting more robust with respect to the effective dynamic
situation occurring in the polymer. One of the possible reasons for this could be that the
same fitting parameter appears in equations used to fit different data sets. For example,
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the parameters relative to the methyl motion extracted from the fitting performed in the
presence of the sole 1H relaxation curves would be significantly biased with respect to the
same parameters determined after the inclusion of the 13C curves relative to the methyl
carbon in the fitting, demonstrating how this method can improve the sensitivity of the
fitting with respect to the different motional processes occurring in the sample, giving
more reliable and accurate results.
In order to achieve this result, the simultaneous fitting was performed by using a single
fitting equation which is able to discriminate between the different data set. For each of
the data set (i.e. T1 relaxation time at a given Larmor frequency, for either 1H or 13C
nuclei), the function will use the corresponding set of models chosen, including all the
possible specific assumptions for the treatment of the experimental data and the related
parameters, previously discussed.
The aim of the work was to try to validate the possibility of achieving a complete
and reliable dynamic description of a polymeric system by means of this method. The
quantitative results obtained by means of this fitting procedure applied to EPR54 are
discussed in the following section.
8.5.5 Quantitative interpretation of the fitting results for EPR54
In this section, the numerical results of the global fitting procedure on EPR54 will
be reported and discussed. The motional parameters obtained from the fitting for both
the main chain segmental motion and methyl rotation are shown in Table 8.2, while a
comparison between the experimental and calculated curves is shown in Fig. 8.8.
8.5.5.1 Main chain segmental reorientation
From 1H relaxation, indications about the presence of a slightly correlated (δ = 0.84)
and largely distributed (δ = 0.24) main chain segmental motions have been obtained. It
must be noticed that the use of the HN model instead of, for instance, the simplest CC or
DC, revealed necessary in order to obtain a satisfactory reproduction of the experimental
proton relaxation curves. The results obtained from 13C relaxation are very important
in order to understand the nature of this distribution. In fact, the availability of data
concerning specific positions on the main chain allows to probe the dynamics in a site-
specific way. The fitting procedure has been performed by considering δ = 1 for both the
CH and CH2 carbons, that is considering that the DC model is valid instead of the HN one.
This assumption is quite reasonable for this kind of motions, since we could expect that
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Figure 8.8: 1H and 13C experimental (symbols) and best-fit calculated
(lines) spin-lattice relaxation times vs temperature for EPR54. (a) shows
the 1H T1 results: the experimental data at the Larmor frequencies of 400,
300 and 25 MHz are indicated in blue, green and red, respectively; (b) and
(c) show the 13C T1 results at the Larmor frequencies of 75 and 100 MHz,
respectively: the experimental data for methylic, methinic and methylenic
carbons, are indicated by blue, green and red symbols, respectively.
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Global fitting results
motion parameter value
main-chain segmental motion δ 0.84±0.02
 0.29±0.02
B 860±50 K
T0 183±5 K
τ∞ (4.0±1.0)×10−12 s
methyl rotation δ 0.77±0.03
Ea 10.7±0.5 kJ/mol
τ∞ (6.3±1.0)×10−13 s
Table 8.2: Motional parameters obtained from the global fitting of the curves
reported in Fig. 8.8.
equivalent carbons in different positions of the chain show slight correlation essentially
because of the intrinsic low natural abundance of 13C nuclei; this was also confirmed
by the average value of δ extracted by the proton relaxation measurements. With this
assumption, the results of the fitting for the  values of CH and CH2 carbons were 0.20 and
0.15, respectively, very similar to the value of δ obtained from proton relaxation curves,
indicating that, indipendently of where the main chain segmental motion is probed, it
shows the same average degree of distribution of correlation times, homogeneously spread
over the different monomeric triads present in the chain. Moreover, the contribution to
the main chain reorientation apported by librations can be neglected, since a value of 10−3
has been extracted as a result of the fitting for the a parameter.
For what concerns the VTF model, applied for describing the dependence of the cor-
relation times on temperature for the main chain segmental reorientation, all the values
extracted demonstrated to be physically meaningful. T0 is about 50◦ below the Tg (172.9
K), in agreement with the fact that it should indicate a temperature below which all the
segmental motion have to be considered absent, and B=5.3×T0. By comparing data re-
ported in the literature for similar ethylene-propylene rubbers and atactic polypropylenes
which have been described using the equivalent WLF model, a good agreement between
the calculated and reported values is obtained, estimated by means of Eqs. 8.27 and 8.28.
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8.5.5.2 Methyl rotation
The overall set of experimental data revealed to be scarcely sensitive to the methyl
motion. For this reason, and in order to reduce to the minimum the number of parameters
being varied by the fitting procedure, the value of  for this motion was fixed to 1, as
suggested by preliminary calculations in which this parameter was optimized by the fitting.
As already discussed, this assumption coincides with applying the CC model for this
motion instead of the HN one. The value of δ obtained for the methyl rotation (0.77)
indicates the presence of a slight correlation and distribution of correlation times. The
value of the activation energy obtained for this motion applying the Arrhenius model (10.7
kJ/mol) is in good agreement with results previously reported for polypropylene, going
from 9.6 to 11.8 kJ/mol.242,243 Moreover, considering that EPR54 has a methyl proton
percentage around 20%, the relative values of 1H T1 mimima at high and low temperatures
(see Fig. 8.8) for all the curves are in good agreement with the behaviour observed for
polypropylene (50%) and branched polyethylene (5%), being intermediate between the
two. From the comparison of the coefficients appearing in Eq. 8.2 for each of two motions
affecting the methyl carbon relaxation, it has been possible to estimate that the main chain
segmental reorientation contributes to the methyl relaxation only for the 16.1%, while the
83.9% arises from methyl rotation. Even though a precise estimation of the parameter
a describing the librations of the C-H of the methyl group is not possible because of the
assumptions made in analysing the 13C methyl relaxation, the reduction by about 50% of
the constant CC suggests that this motion is strongly affected by librations.
8.5.5.3 Concluding remarks on the quantitative interpretation of the fitting
results for EPR54
In general, as shown by Fig. 8.8, a good agreement has been observed for all the data
sets between the experimental and calculated curves. As already noticed, the experimen-
tal data sets was enough large and various to be able to discriminate among different
theoretical models, supporting the high validity of the method in the extraction of re-
liable dynamic information on polymeric systems.1 Among the results not discussed in
the previous section deserving to be mentioned, the value of the C constant in Eq. 8.30
is particularly significant: the obtained value of 3.1 × 109 s−2 is in fact of the expected
order of magnitude. Moreover, a graphic of the correlation times values as a function of
1It must be noticed that the single relaxation curves could be very well reproduced by means of simpler
motional models (such as BPP), but the best-fitting parameters, obtained from different curves were in
complete disagreement.
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temperature for both the segmental main chain reorientation and the methyl rotation is
shown in Fig. 8.9. This plot shows how, thanks to the very different activation energy
of the two motions, the difference between the corresponding relaxation times decreases
from 8 to 1 order of magnitudes going from temperatures near to glass-transition to about
80◦C.
Figure 8.9: Calculated correlation times vs temperature for segmental main-
chian motions (solid-line) and methyl rotation (dashed line).
Finally, it is very important to realize that the models chosen to describe EPR54,
based on both considerations concerning its chemical structure and the observation of the
experimental relaxation curves acquired, has been confirmed and supported by the fitting
results. Obviously, the decision of the models to use in describing the dynamic behaviour
of a polymeric system should always be a compromise between the necessity of giving
a detailed description of the dynamics of systems intrinsically complicated and that of
making careful assumptions allowing to treat the problem by a practical point of view.
8.5.6 Comparison among three EPR copolymers with different PP con-
tent
In order to try to both substantiate the validity of the method and understand the
degree of sensitivity of the global fitting of the experimental data set with respect to the
dynamic properties of the materials even in the presence of samples with hypothetically
slightly different dynamic behaviour, the method has been applied to the characterization
of two additional ethylene-propylene amorphous copolymers with a propylene content dif-
ferent from EPR54, indicated as EPR43 and EPR58. A comparison among the properties
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sample Mw propylene wt. % Tg (◦) polydispersity
EPR54 172000 40.2 -52.6 5.73
EPR43 143000 43.3 -56.3 2.70
EPR58 196000 46.8 -56.3 2.36
Table 8.3: Comparison among the properties of EPR54, EPR43 and EPR58.
of the three EPR polymers is shown in Table 8.3.
The dynamic behaviour of the three samples has been compared using an experimental
data set smaller than the one used for the characterization of EPR54. In particular, the
data set was reduced from nine to five T1 vs T curves, corresponding to the measurements
of 1H T1 at 25 and 400 MHz, and 13C T1 at 100 MHz for the CH, CH2 and CH3 carbons,
as for EPR54. The most significant results of the fitting for each of the three EPR samples
are shown in Table 8.4.
Even though the fitting results demonstrated to be scarcely sensitive to the slightly
different propylene content of the three polymers, which varies between 40.2% and 46.8%,
some interesting considerations concerning both the behaviour of specific parameters opti-
mized by the fitting procedure and the general robustness of the method, can be inferred.
It is worth noting that despite the quite significant modification of the data set chosen
for the analysis with respect to the case of EPR54 previously discussed, the results of the
global fitting for this polymer are quite consistent with the previous ones, confirming the
stability of the approach used with respect to both the theoretical models chosen and to
the hypotheses formed about the motions occurring in this polymeric system.
As indicated by the value of the δ parameter, which takes values going from 0.74 to
0.84 in the three polymers, the main chain segmental reorientation motions show a similar
degree of correlation in all the EPR polymers, which is small in all the cases, similarly to
what previously discussed for EPR54. Moreover, this motion appears to be significantly
distributed in all the polymers, as indicated by the quite small value of δ · , which takes
values between 0.21 and 0.26 in the three polymers. Both these observations do not appear
to be considerably dependent on the polypropylene content of the polymer. Nevertheless,
the content of polypropylene seems to affect the correlation among the methyl rotation
motions, which unexpectedly decreases going from EPR54 to EPR58, as shown by the
trend of the δ(CH3) parameter. Other possible considerations concern the distribution
of correlation times for the main chain motions, which is homogeneous throughout the
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Results of the fitting for three EPR copolymers
parameter EPR54 EPR43 EPR58
δ 0.78 0.84 0.74
 0.33 0.25 0.35
δ(CH3) 0.76 0.81 0.97
(CH) 0.22 0.20 0.20
(CH2) 0.16 0.15 0.15
 · δ 0.26 0.21 0.26
Ea(CH3) (kJ/mol) 9.3 9.5 11.3
T0 (K) 169.3 177.8 144.1
Fragility (T0/Tg) 0.77 0.82 0.66
Table 8.4: Comparison among the motional parameters obtained from the
global fitting of the data set constituted by the curves of 1H T1 vs T at 25
and 400 MHz, and by the curves of 13C T1 vs T for the CH, CH2 and CH3
carbons at 100 MHz, for EPR54, EPR43 and EPR58.
chain in all the samples; in fact, distributions of the same order of magnitude are obtained
for inequivalent carbons of the chain, as shown by the values of the parameters (CH)
and (CH2) reported in Table 8.4, whose values vary between 0.15 and 0.22 in the three
polymers. Moreover, the results of the fitting demonstrate that, in all the cases, the
contribution of librations to the 13C T1 is negligible for what concern the main chain
motions, while their contribution is quite remarkable for the methyl rotation, similarly
to what previously observed for EPR54. This analysis also revealed that the activation
energy for the methyl rotation in all the samples is compatible with data from the literature
(9÷11 kJ/mol). Finally, the results of the fitting can also be interpreted in terms of the
fragility of the polymer, estimated as T0/Tg following Angell,244 which increases as the
polymer Mw decreases.
8.6 Conclusions
In this chapter, a new methological NMR approach for achieving the dynamic char-
acterization of polymeric systems in the solid state has been presented and discussed. In
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particular, the new methodology relies on the idea of having an experimental data set
which is as largest as possible, in order to be able to discriminate among the different
theoretical models possibly used to describe the dynamics of the polymeric system inves-
tigated. In particular, the set could be enlarged by performing different relaxation times
measurements as a function of temperature at several Larmor frequencies. Moreover, the
variety of the data set can be extended by using the complementary information carried
by different nuclei, like 1H and 13C. The whole data set obtained can then be simul-
taneously fitted by means of a global fitting procedure, in which the analytical function
used to reproduce the dynamic behaviour of the sample is able to discriminate among the
different data sets, hence applying specific models and assumptions for each experimental
curve of relaxation time vs T. This approach allows each of the parameters varied in the
fitting, which in general characterizes a specific motional process occurring in the polymer,
to be sensitive to the presence of the other parameters, also related to different motional
processes, thus reducing the possibility of misinterpretation of the results which can orig-
inate from an oversimplified description of the dynamics. If the preliminary description
of the system in terms of the kind of motions occurring in the polymer, together with
the following analytical description by means of suitable theoretical models is appropri-
ate and the accordance between the experimental and fit-calculated curves is good, the
numerical values of the parameters obtained can reasonably give a reliable description of
the dynamics.
In order to be able to give a comprehensible description of this new method, the chap-
ter has been divided in two parts. In the first part, all the tools which have been employed
in the following application of the method to a real system have been introduced and
described. In particular, a more detailed discussion of the most significant theoretical
models used for describing either the spectral densities or the link between the correla-
tion times and the temperature, has been given. The second part of the chapter has
dealt with the application of the new methodology proposed for the dynamic character-
ization of polymeric systems to a model sample represented by a completely amorphous
ethylene-propylene random copolymer (EPR54). The system has been first described for
what concerns its dynamic properties, trying to individuate the motions that could oc-
cur therein. Two possible main motions have been identified, corresponding to the main
chain segmental reorientation and the rotation of the methyl groups about their ternary
symmetry axis. Then, on the basis of the motions identified, theoretical models have
been chosen to describe both the spectral density and the correlation times in each of the
two motions present. Havriliak-Negami model revealed necessary for defining the spec-
tral densities concerning both the motions, while Arrhenius and Vogel-Tamman-Fulcher
202 Dynamics of polymers by spin-lattice relaxation times
models have been used for defining the relationship between the correlation times and
the temperature for the methyl rotation and the main chain segmental reorientation, re-
spectively. By means of these models, the experimental T1 spin-lattice relaxation times
vs temperature curves, registered at 5 different Larmor frequencies on either 1H or 13C
nuclei in a range of temperature going from the glass-transition temperature of the poly-
mer (∼ -52◦C) to +80◦C, have been simultaneously fitted by means of a global fitting
procedure. The satisfactory agreement between experimental and calculated curves con-
stituted a strong support to the validity of the approach used and the models chosen.
The numerical values of the best fitting parameters demonstrated the presence of slightly
correlated and heavily distributed main chain motions. In particular, the distribution of
correlation times over the main chain revealed to be homogeneous in nature thanks to the
possibility of probing the dynamics locally by means of 13C T1 measurements. Also the
methyl motions demonstrated to be correlated but less distributed than the main chain
motions. The contribution of the methyl rotation to the observed data set was revealed
only in the corresponding 13C curves and in the 1H ones at the highest frequencies, where
the difference between the temperatures corresponding to the occurrence of the minima for
the two motions is significantly reduced. The librations do not notably affect relaxation of
the main chain nuclei, while they demonstrated to affect the methyl 13C relaxation. The
contribution arising from the main chain segmental reorientation to the methyl motion
has been taken into account in order to obtain a good reproduction of the corresponding
experimental curves. Moreover, both the Arrhenius and VTF parameters were physically
meaningful.
In order to substantiate the validity of the method and understand the degree of
sensitivity of the global fitting to both the experimental data set and the possible changes
in the dynamic properties of homologous systems, a comparison between the dynamic
properties of EPR54 and similar ethylene-propylene copolymers characterized by a slightly
different propylene content (EPR43 and EPR58) was performed on a reduced experimental
data set using this approach. On one hand, the results of the fitting demonstrated the high
robustness of the method with respect to the variation of the experimental data set for
EPR54, and, on the other hand, they revealed the presence of little modifications in the
dynamics of these polymeric materials which have been interpreted in terms of variations
in their chemico-physical properties.
Therefore, the results obtained demonstrated the success of this method in the extrac-
tion of reliable dynamic information on polymeric systems, in particular if compared with
single frequency or single nucleus analyses. The method presented has a general validity
and it could be in principle applied to determine the dynamic properties of polymers with
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a behaviour different from that observed for EPR-like polymers, used as model systems in
the first steps of the method development. In fact, once the main motional processes in a
given polymer have been identified and an enough large data set is available, the Math-
ematica program has simply to be adapted to take into account the modified motional
behaviour of the polymer studied.

Chapter 9
Truncated Dipolar Recoupling
9.1 Introduction
As already discussed in Chapter 2, the dipolar coupling is one of the major causes of
linebroadening in NMR experiments performed on solid systems. Therefore, the common
approach is to concentrate the efforts towards the removal of this interaction in order to
improve the spectral resolution obtained on a huge number of solid samples. However,
due to the direct dependence of the dipolar coupling constant on the distance between
the two coupled nuclei (see Section 1.6.5), it can also represent a potential source of
information about the molecular structure of the system investigated and it could deserve
to be measured.
The measurement of internuclear distances in solids is usually the traditional domain of
diffraction techniques. Nonetheless, there is a lot of different typologies of systems which
are not suitable for being characterized through these techniques for different reasons.
Typically, large biological systems do not have the possibility of forming single crystals
because of the high disorder degree characterizing their primary structure, while systems
like zeolites, which are highly crystalline, form micro-crystals which are not large enough
to be used for single crystals diffraction studies; finally, amorphous compounds completely
lack translational symmetry properties, and cannot be studied by means of diffraction
techniques even though they obviously possess some structure. In this sense, solid-state
NMR provides a completely general mean of extracting structural details on solid systems,
which in particular is not dependent on the peculiar morphological properties of the solid.
A large number of studies have appeared in the literature in the last 20 years showing
different solid state NMR methods developed with the precise aim of determining inter-
205
206 Truncated Dipolar Recoupling
nuclear distances, either in homo- or hetero-nuclear coupled systems. Depending on the
magnitude of the dipolar coupling constant that has to be determined, the line-broadening
effect that follows can prevent the measurement of the distance from being accomplished;
in fact, since high spectral resolution is usually necessary in order to obtain site-specific
information, magic-angle spinning is a necessary requirement in experiments aimed at in-
ternuclear distance measurements. However, acting on the spatial component of the spin
interaction by means of fast-MAS produces the elimination of the Hamiltonian terms that
possess a dependence on (3 cos2 θ − 1) (where θ is the angle between the rotor axis and
the direction of the external magnetic field B0) like dipolar interaction and chemical shift
anisotropy, together with the potential information contained therein.
Nevertheless, as already discussed in Section 2.2.2, even in the presence of MAS, it
is possible to selectively re-introduce only those Hamiltonian terms that contain the de-
sired information by operating on the spin part of the interaction through specific pulse
schemes generally referred to as recoupling sequences, both retaining the high resolution
achieved by MAS and making the observation of peculiar spectral effects produced by the
recoupled interactions feasible. In the presence of either hetero- or homo-nuclear dipolar
couplings involving abundant, high-gamma nuclei like protons, the effect on the line-width
can be very significant and it is not possible to be simply removed by MAS: for such
systems, specific pulse sequences like PISEMA245 or separated-local-field spectroscopy246
are applied when possible, while for strongly dipolarly coupled networks the majority of
efforts are usually directed towards the elimination of the coupling in order to achieve
better resolution, renouncing to the extraction of geometrical details. On the contrary,
higher resolution could be expected for well-isolated pairs of rare nuclei when abundant
nuclei like protons are decoupled. For these nuclear systems, different rotor-synchronized
pulse schemes are available allowing either heteronuclear (REDOR)25 and homonuclear
(DRAMA,26 DRAWS,27–29 RFDR30,31) coupling information to be extracted. Among
the homonuclear rotor-synchronized pulse sequences, DQ-filtered experiments are often
used:247–249 these are part of a larger class of experiments exploiting symmetry-based
recoupling sequences7 (see Appendix A), which will be one of the central aspects of the
following discussion.
All the mentioned rotor-synchronized techniques have the intrinsic limit of requiring
selectively spin-pair labelled and diluted samples, in order for the information about the
distance between the two specific nuclei of interest not to be affected by the coupling of
these nuclei with the surrounding ones. The use of multiply-labelled samples would indeed
be more general and cost-effective. However, achieving reliable information from experi-
ments performed on multiply-labelled samples is usually made complicated by the presence
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of a many body spin dynamics.250 Moreover, in multiple spin systems the effect of strong
couplings usually dominates the spin dynamics, making the observation of long-range
couplings, often the more informative ones for what concerns conformational properties,
especially in biological samples, very difficult.251 Even though, for this reason, the extrac-
tion of a specific internuclear distance on fully labelled samples is difficult to realize, when
the magic-angle spinning frequency of the sample matches the isotropic chemical shift dif-
ference between two coupled nuclei, the Rotational Resonance (RR)32,251–256 phenomenon
occurs, revealing as a distortion of the peaks of the coupled nuclei that possess a known
dependence on their internuclear distance. Up to now, only the RR experiments are known
that have allowed extraction of reliable values of internuclear distances in multi-labelled
samples to be obtained: the main limit of the technique is represented by the possibil-
ity of finding a RR condition compatible with the experimental spectral features, which
very often only permit the determination of a limited number of internuclear distances
to be achieved. In conclusion, the present literature lacks a pulse sequence which allows
to recouple the information concerning the dipolar coupling between a specific couple of
spins in a completely general way. In particular, there is a strong need of a solid-state
NMR technique allowing the measurement of selective spin-pair distances independently
of the characteristics of the peculiar system studied (spectral features, efficiency of the
heteronuclear decoupling, dynamics, average dimensions, crystallinity, etc), and without
being obliged to synthetize a different spin-pair labelled sample for each of the distances
one wants to extract.
In the following sections, a new solid-state NMR pulse sequence allowing the deter-
mination of distances in homonuclear, fully labelled, spin-coupled systems is described
and discussed, together with the theory behind it, the description of the experimental set
up, the simulations, the data analysis and the first preliminary results: the development
of the sequence is currently in progress, therefore many open questions are still present,
which will be focused and discussed when necessary. The discussion presented here refers
to the work I have been involved in during the period of six months I spent in Prof. M.
H. Levitt’s NMR group at the University of Southampton (U.K.).
9.2 Theory of TDR
As it has already been pointed out in the previous section, the main difficulty encoun-
tered in the NMR measurement of a specific spin-pair distance in a spin-abundant solid
system concerns the simultaneous presence of dipolar interactions between the two nuclei
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of interest and the surrounding ones. These interactions can affect the result of the ex-
periment in a not predictable way, preventing a reliable analysis of the experimental data
from being performed.
If we consider a homonuclear system of many coupled spins-12 in a high magnetic field,
we can generally express the nuclear spin Hamiltonian operator as:
H =
∑
j
Hj +
∑
j<k
Hjk (9.1)
where Hj represents the individual spin-field interactions and Hjk represents the spin-spin
interactions; the ”hat” symbol, used in Chapter 1 to indicate operators, is here omitted
for the sake of simplicity. Generally speaking, the Hamiltonians of connected spin pairs
do not commute, that is:
[Hjk,Hkl] 6= 0 (9.2)
This condition makes it usually difficult to independently manipulate the individual spin-
spin couplings, that is to be able to separate the individual contributions to a measured
spin-spin coupling, especially when the specific coupling we are interested in is weaker
than the others. This situation is usually indicated with the term strong coupling.
We can try to explain this situation by looking first at solution NMR. Due to the fast
and random Brownian motions naturally occuring in liquids, the interactions that mainly
contribute to the liquid state NMR spectrum are essentially the isotropic chemical shift
and J-coupling. Taking into account the simple example of three reciprocally coupled
spins, represented in Fig. 9.1, the total spin Hamiltonian in the liquid state can be written
as:
Hliq = Hcs +HJ = ω0jSjz + ω
0
kSkz + ω
0
l Slz + 2piJjkSjSk + 2piJklSkSl + 2piJljSlSj (9.3)
where
ω0j = −γjB0(1 + δj) (9.4)
Since:
SjSk = SjzSkz +
1
2
(S+j S
−
k + S
−
j S
+
k ) (9.5)
because of the presence of the flip-flop term 12(S
+
j S
−
k + S
−
j S
+
k ) it follows that:
[SjSk,SkSl] 6= 0 (9.6)
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However in solution NMR the weak coupling approximation, expressed as:
|ω0j − ω0k|  |piJjk| (9.7)
commonly applies, indicating that the off-diagonal parts of the relevant coupling Hamilto-
nians are negligible with respect to the difference between the Larmor frequencies of the
two coupled nuclei. This leads to the following condition:
[SjSk,SkSl] ∼= [SjzSkz, SkzSlz] = 0 (9.8)
which, in liquid state NMR, indicates the possibility of determining the contribution to
the J-coupling arising from individual spin-pairs.
In the solid state, as shown in Appendix B, by using symmetry-based recoupling
sequences it is possible to selectively choose specific Hamiltonian terms which can be used
in internuclear distance NMR measurements. In the literature a lot of different examples
of studies aimed at the determination of molecular conformations are present, which in
particular exploit Double Quantum (DQ) and Zero Quantum (ZQ) dipolar recoupling
pulse schemes. The ZQ-recoupled dipolar terms, expressed in terms of the spherical tensor
notation for the spin-part of the dipolar interaction (see Appendix A), have the form:
T20 ∝ 1√
6
(2SjzSkz − 12(S
+
j S
−
k + S
−
j S
+
k )) (9.9)
where j and k represent two generic dipolarly coupled spins. In this case, mathematically
Figure 9.1: Scheme of three generic dipolarly coupled spins.
speaking, for what has been previously discussed, in order to disentangle the effect of an
individual dipolar coupling, it is necessary that the following condition is satisfied:
[T jk20 , T
kl
20] = 0 (9.10)
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where, again, the three-spin system considered in Fig.9.1 has been taken into account as
an example.
However, as already pointed out, this condition is not satisfied because of the presence
of off-diagonal terms, here represented by the flip-flop term (S+j S
−
k + S
−
j S
+
k ). Similar
limitations are present when DQ dipolar terms are recoupled. The non commutation
of dipolar recoupled terms corresponding to dipolarly connected couples of spins can be
equivalently expressed in terms of the propagator U(t0, t0 + τ) of the recoupling pulse
sequence between the time points t0 and t0 + τ (see Appendix A). For the three-spin
system considered in Fig. 9.1, the following condition applies:
U(t0, t0 + τ) 6= Ujk(t0, t0 + τ)Ukl(t0, t0 + τ)Ulj(t0, t0 + τ) (9.11)
where Umn(t0, t0+τ) indicates a propagator depending only on the genericm and n nuclei.
Essentially, Eq. 9.11 means that, because of the presence of dipolar interaction among the
three spins, it is not possible for the pulse sequence to selectively act on a single couple of
spins without simultaneously affecting in some way the other interacting nuclei.
In order to find a way to manipulate the propagator of two dipolarly coupled spins
independently from the other spins of the dipolar network, it is very useful the comparison
with the situation encountered in solution NMR, discussed earlier. In fact, on the basis
of the considerations made before regarding the NMR spin-dynamics in the liquid state,
even in the presence of a larger network of coupled spins, the weak coupling approximation
would allow to disentangle the contribution of individual couplings between specific spin-
pairs, without any contribution from other coupled nuclei.
In fact, the idea of the Truncated Dipolar Recoupling experiment comes out in trying
to find a similar situation for the dipolar coupling in a multiply-coupled spin systems
in the solid-state. As shown in Table 9.1, in order to obtain a spin-Hamiltonian with a
mathematical form equivalent to that previously discussed for the J-coupling in liquids,
a pulse sequence recoupling ZQ dipolar terms should be used. Even though, in the case
of solid state Eq. 9.7 cannot be directly applied, by using suitable ZQ-recoupling pulse
sequences in the solid state, it is likely to find nuclear spins in a homonuclear spin system
experiencing an average Hamiltonian simultaneously containing both the homonuclear
dipolar interaction and a term which provide a frequency dispersion with respect to the
dipolar one. This means that, under a Truncated Dipolar Recoupling pulse sequence, the
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average Hamiltonian (see Appendix A) may be written in the following way:
H ∼=
∑
j
H
0
j +
∑
j<k
(H0jk +H
±
jk) (9.12)
where H0jk and H
±
jk represent the parts of the recoupled Hamiltonian terms which are
diagonal and off-diagonal in the Zeeman basis, respectively; H0j represents the frequency-
dispersing interaction of spins Sj .
In the specific case of the Truncated Dipolar Recoupling here presented, the fre-
quency dispersion is generated by the chemical shift interaction, intended here as both the
isotropic and anisotropic contributions. Nevertheless, it is worth noting that the frequency-
dispersing interaction could also be represented by paramagnetic shifts, quadrupolar cou-
plings, or heteronuclear couplings. In the case of Truncated Dipolar Recoupling, the
average Hamiltonian terms can be written:
H
0
j = ω
0
jSjz (9.13)
H
0
jk = ω
0
jk2SjzSkz (9.14)
H
±
jk = ω
±
jk
1
2
(S+j S
−
k + S
−
j S
+
k ) (9.15)
where
ω0jk = ω
DD
jk + piJjk (9.16)
ω±jk = −ωDDjk + 2piJjk (9.17)
and ωDDjk represents the recoupled dipolar interaction for the jk spin pair.
This situation introduces the possibility of using a different form of the secular approx-
imation for solids, involving the chemical shift and the dipolar interactions, which allows
to get rid of the ”ZQ” dipolar flip-flop terms shown in Eq. 9.9. In this conditions, the
weak coupling approximation for solids can be expressed as:
|ω0j − ω0k|  |ω±jk| (9.18)
This approximation, when valid, allows to truncate the coupling terms leading to a
weakly-coupled spin system. The condition expressed in Eq. 9.8 for liquid systems results
to be satisfied also for solids, hence giving the possibility of measuring the distance between
two specific nuclei in a dipolarly coupled spin-network without any spurious contribution
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Interaction T00 T10 T1±1 T20 T2±1 T2±2
Chemical shift - 1√
3
IzB0 0 - 12I±B0
√
2
3IzB0 ∓ 12I±B0 0
Dipole-dipole 0 0 0
√
1
6 (3IzSz − I · S) ∓ 12 (IzS± + I±Sz) 12I±S±
J-coupling - 1√
3
I · S - 1
2
√
2
(I+S− − I−S+) + 12 (IzS± − I±Sz)
√
1
6 (3IzSz − I · S) ∓ 12 (IzS± + I±Sz) 12I±S±
Table 9.1: Spherical tensor spin parts of the spin Hamiltonian for the chem-
ical shift, dipole-dipole and J-coupling interactions.
from other couplings, provided that only the ZQ terms of the nuclear-spin Hamiltonian
are present. Since this approximation works only for ZQ-recoupled spin-Hamiltonians in
which the dipolar coupling can be truncated to its secular part respect to the chemical
shift interaction, the corresponding NMR experiment is referred to as Truncated Dipolar
Recoupling (TDR).
9.3 The TDR experiment
9.3.1 The pulse-sequence: general features
Once the condition allowing the measurement of a specific internuclear distance in
a homonuclear spin-abundant solid sample has been theoretically found, the next step
concerns the translation of the idea in the set up of the pulse sequence producing the
expected effects on the spin system.
Generally speaking, for the discussed case we need:
• a ZQ-recoupling sequence reintroducing both the chemical shift and the dipolar
interaction, in order for the TDR approximation to be applied;
• the chemical shift interaction to be refocused at the end of the pulse sequence, in
order to eliminate its effect from the oscillation of the build-up curve (see Section
9.5) we want to observe for the extraction of the information on the internuclear
distance;
• a tool allowing to select only the two nuclear spins we want to measure the distance
between, on the basis of their chemical shift.
The following sections deal with a description of the pulse scheme employed in the TDR
experiment, together with a discussion on its individual parts and their functions as well
as on the current experimental problems.
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9.3.2 The symmetry-based recoupling sequence C313
In order for the conditions discussed in the previous section to be satisfied, it is nec-
essary to find a proper rotor-synchronized pulse scheme which is able to reintroduce ZQ
dipolar and chemical shift terms of the spin-Hamiltonian.
As described in Appendix B, given the class of the symmetry-based sequence (C or R)
and its symmetry numbers N , n and ν, it is possible to know which Hamiltonian terms
are symmetry-allowed on the basis of the selection rules defined by the resulting symmetry
class CNνn or RN
ν
n , that is to play with the recoupled and not-recoupled (or decoupled)
terms.7
Looking for a pulse sequence suitable for the TDR purposes, a first screening of the
available symmetry-classes has been performed by means of packages written on purpose
within the Mathematica environment.1 As a result of this symmetry analysis,7,257–260 a
number of pulse sequences, which is infinite in principle, has been obtained. However, be-
cause of the existing relationships between the symmetry numbers N , n and ν and some of
the experimental parameters, not all the available sequences could be actually used. More-
over, depending on the basic element one decides to use for a chosen symmetry-class (see
Appendix B for the details), the scaling factors multiplying each of the recoupled Hamil-
tonian terms can vary: for this reason in the attempt of finding the best symmetry-based
recoupling sequence to use for TDR experiment, many different potentially good basic
elements have been tested for each of the symmetry classes, either for C or R sequences.
In the TDR experiment, in particular, it is necessary that the condition expressed in Eq.
9.18 is fulfilled, which expresses the need of working with a pulse sequence enhancing the
chemical shift terms respect to the dipolar ones, without however making the latter too
small, in order not to cancel out the information about internuclear distances; obviously
this should help also in those cases in which the intrinsic properties of the chemical shift
and dipolar tensors for the nuclei of interest are not exactly the most suitable for this kind
of analysis (for example strongly coupled nuclei with small chemical shift anisotropies).
After having checked a wide range of possible sequences, the C313 sequence (represented
in Fig. 9.2) has been considered suitable for the purposes of TDR experiment.
Nevertheless, this is only the first step in the set up of the NMR experiment allowing
the measurement of specific internuclear distances in multi-labelled spin systems: in fact,
the C313 sequence constitutes an important tool which, however, has to be properly inserted
in a more complex pulse sequence in order to become effective. In particular, following
what has been discussed in Section 9.3.1, it is necessary to build up an experiment able to
1All the Mathematica packages available can be downloaded at: www.mhl.soton.ac.uk
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Figure 9.2: Scheme of the C313 pulse sequence. φ is the overall phase of
the element and τR indicates the length of one rotor-period. The structure
of the C313 sequence using both windowed-SinglePOST (w-SPOST-w) and
windowed-DoublePOST (w-DPOST-w) basic elements, described in Section
9.3.2.1, is shown.
ultimately remove the contributions of interactions different from the homonuclear dipolar
one in order to preserve in the experimental output only those effects that could be directly
connected to the information about the distance.
The final ”basic” pulse sequence used for homonuclear distance measurement in the
TDR approximation is shown in Fig. 9.3 . Enhanced carbon transverse magnetization is
created via ramped-CP in the first part of the sequence. After a first interval of duration
τ
2 in which the ZQ-coherences excitation of homo- and hetero-nuclear dipolar interaction,
iso- and aniso-tropic chemical shift and J-coupling is produced, a pi pulse, whose features
will be described in more detail in the next section, is applied to selectively invert the spin
pair of interest. The inversion is followed by a second period of duration τ2 , which could
be called a reconversion of the ZQ-coherences created in the first part of the sequence.
The reconversion is crucial for this experiment since it acts as an echo for the chemical
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Figure 9.3: Pulse scheme for the ”basic” TDR sequence: the decoupling
scheme during both the C313 blocks and the Gaussian shaped pulse is not
yet defined (see text for details) and the time points 1, 2 and 3 refer to the
discussion of Section 9.5.1.
shift interaction, so as to refocuse it at the end of the sequence, when the NMR signal is
acquired. During acquisition, SPINAL-6468 1H (see Section 3.5.3) decoupling scheme is
applied, in order to get rid of the heteronuclear dipolar coupling.2 As in the majority of
experiments aimed at the determination of internuclear distances, the block constituted
by the shortest possible recoupling pulse sequence (the ”C313-block”, shown in Fig. 9.2)
is repeated an increasing number of times and a high resolution, ”isotropic” spectrum is
collected for each value of this number. By plotting the integral of the isotropic peak
corresponding to one of the two nuclei of interest against the duration of the recoupling
sequence, a ”build-up” curve is obtained, which can be analysed for the exctraction of the
internuclear distance. Very often these curves show an oscillation due to the modulation
of the intensity of the NMR signal produced by the dipolar coupling/s experienced by the
observed nuclear-spin. The exact analytical expression of the build-up curve for the basic
TDR experiment is described in Section 9.5.
9.3.2.1 The basic element
Among the different basic elements that have been tested to work with the C313 se-
quence, the ”windowed-Single POST” (w-SPOST-w) and ”windowed-Double POST” (w-
DPOST-w) elements, shown in Fig. 9.2, are the ones which have been used in the majority
of experiments. In fact, it has been observed that using ”windowed” basic elements can
2The question concerning the decoupling schemes used during the rest of the sequence is still an open
point and will be discussed in Section 9.3.4.
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C313
Recoupled term Basic element
{l,m, λ, µ} 1800180pi 3600360pi w-3600360pi-w SPOST w-SPOST-w DPOST w-DPOST-w
CSA
{2,−2, 1, 0} ∼0 0.204 ∼0 ∼0 0.087 0.173 ∼0
{2, 2, 1, 0} ∼0 0.204 ∼0 ∼0 0.087 0.173 ∼0
{2,−1, 1, 0} 0.289 ∼0 0.196 0.245 0.232 ∼0 0.193
{2, 1, 1, 0} 0.289 ∼0 0.196 0.245 0.232 ∼0 0.193
isoCS {0, 0, 1, 0} ∼0 ∼0 0.5 ∼0 0.5 ∼0 0.5
DD
{2,−2, 2, 0} 0.153 ∼0 ∼0 ∼0 ∼0 ∼0 0.0
{2, 2, 2, 0} 0.153 ∼0 ∼0 ∼0 ∼0 ∼0 0.0
{2,−1, 2, 0} ∼0 ∼0 0.140 ∼0 0.140 ∼0 0.138
{2, 1, 2, 0} ∼0 ∼0 0.140 ∼0 0.140 ∼0 0.138
J {0, 0, 0, 0} 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Table 9.2: Absolute values of the scaling factors calculated for each of the
Hamiltonian terms recoupled by the C313 sequence for different basic elements
lead to dramatical changes in the values of the scaling factors of the corresponding pulse
sequence: in this particular case, it helps enhancing the chemical shift scaling factors with
respect to the dipolar ones, hence reinforcing the weak coupling approximation in solids.
Moreover, the introduction of windows in the element obliges the ratio between the rf-
power and the spinning speed to be higher than the one required for the corresponding
not-windowed element, making the validity of the average Hamiltonian theory that is com-
monly applied in the symmetry-based sequences stronger. In Table 9.2 the ZQ first order
average Hamiltonian terms recoupled by the C313 sequence are shown, together with the
corresponding absolute values of the scaling factors for the w-SPOST-w and w-DPOST-w
basic elements: both of them produce higher scaling factors for the chemical shift terms
with respect to the dipolar terms, allowing to explore a range of values for the rf power
and the spinning rate that is acceptable from an experimental point of view. In fact, it
is necessary to set the rf power of the pulses in order for the length of the element to fit
n
N τr, hence assuring the rotor synchronization of the pulse sequence. For the w-SPOST-w
element, this leads to a rf power, in Hz, which must be four times the value of the spinning
rate, while for the w-DPOST-w element the rf power must be eight times the spinning
speed.
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Figure 9.4: Representation of a Gaussian-shaped, rotor synchronized, pulse.
9.3.3 Achieving selectivity: the Gaussian-shaped pulse
In order to be able to measure the individual dipolar couplings corresponding to differ-
ent spin-pairs it is necessary a tool producing a selective inversion only of the spin-pair we
are interested in. When more than two labelled 13C nuclei are present on the molecule, a
”soft” pulse, with relatively long duration, is needed to achieve a good level of selectivity
in the frequency domain, where selectivity is measured by the ability to excite a chosen
resonance without appreciably affecting near neighbors: in particular, in the TDR exper-
iment, a cosine modulated, Gaussian-shaped pulse has been used,261,262 which is sketched
in Fig. 9.4. Since to a first approximation the time- and frequency-domain profiles form a
Fourier transform pair, by using a Gaussian-like soft pulse in the time-domain, a Gaussian
excitation function in the frequency-domain is obtained too, which has the advantage of
reducing the side-lobes that are generated when step-function discontinuities appear in
the time-domain envelope of the pulse, that very often could lead to ambiguous results.
We have written a piece of pulse program suitable for a Varian Spectrometer, in which the
Gaussian-shaped pulse is implemented. The following points show the input parameters
required to define the pulse shape:
• the number of points used to describe the pulse;
• the distance (expressed in Hz) between the two nuclei which have to be excited: this
parameter appears as the argument of the cosine modulating the Gaussian function
in the time-domain and it is equivalent to the distance between the maxima of the
Gaussian-shaped regions selected in the frequency domain;
• the width (in Hz) of the Gaussian function in the frequency-domain, which deter-
mines the selectivity of the shaped-pulse;
• the frequency-offset of the carrier to be used during the Gaussian pulse, which de-
pends on the isotropic chemical shifts of the nuclei one wants to select;
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• the ratio between the intensity of the central, highest point of the Gaussian pulse
in the frequency-domain and the intensity of a point in which the pulse can be
considered having zero intensity.
In this way, the length of the resulting pulse is calculated as an output parameter and a
not-modulated Gaussian-shaped pulse is obtained by simply setting the parameter corre-
sponding to the distance between the two nuclei to be excited equal to zero. The program
has been written in order for the length of the Gaussian pulse to be rotor-synchronized.
Depending on the efficiency of probe used it can be worth trying different values of the
scalar, a parameter, going from 0 to 1, defining the range of powers that can be modu-
lated on the amplifiers: for the majority of solid state NMR experiments, in which high
rf powers are required, high scalar values are usually necessary. However, for soft pulses,
in which a very low value of the power is used for longer times, it is necessary to have
the possibility of modulating the intensity of the rf pulse with higher precision in a more
restricted power interval: this is commonly achievable by using lower scalar values. In
the majority of the experiments performed, which will be described in the next sections,
the Gaussian-shaped pulse has demonstrated good robustness with respect to variations
of the spectral features, giving high selectivity also in those cases in which the signals to
invert were few tens of Herz far, as in the case of Tryptophan mentioned in Section 9.6.3.
9.3.4 Current experimental problems
At the time of writing, some experimental problems in the set up of the TDR exper-
iment have still to be solved. The one that has demonstrated to be the most crucial for
the success of the experiment is the 1H-13C hetero-nuclear decoupling. In fact, as far as
the TDR basic experiment is concerned, the C313 sequence recouples the
1H-13C dipolar
interaction, while the selective pi pulse, acting only on the 13C channel, should generate a
complexive change in the sign of this coupling through the inversion of the 13C nucleus:
only in case of no effective evolution of the proton spin system due to the control produced
by a suitable decoupling scheme the refocusing of the heteronuclear interaction at the end
of the second C313 period is obtained. However, if during the entire sequence the heteronu-
clear decoupling is only partially effective, the protons can evolve in a non-controlled way,
preventing the complete refocusing of the 1H-13C dipolar interaction from being successful.
In this case, the resulting build-up curve would show a not well-defined dependence also
on this coupling, making the data analysis difficult. In fact, from a preliminary check per-
formed by means of simulations it has been observed that the 1H power-levels that would
be theoretically required in order to obtain an effective decoupling while simultaneously
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irradiating on the 13C channel cannot be applied because of the obvious existing limits for
the rf-power that can be introduced into a specific probe for a given amount of time. It
has been necessary to think about an alternative solution to the problem, which has been
found in the peculiar characteristics of the previously described TDR pulse sequence: the
presence of windowed basic-elements in the majority of experiment has not only been used
to improve the performances of the TDR experiment, but it has also been exploited to use
CW high-power decoupling during the windows of the C313 sequence. Nevertheless, this
kind of decoupling did not work as expected: further modifications of the pulse sequence
are currently in progress in order to be able to properly manipulate the 1H-13C dipolar
interaction, which could lead to a substantial pulse sequence modification. Nonetheless,
the hetero-nuclear decoupling is not the only point to be solved. Inhomogeneity of the
rf field and offset dependence can produce anomalous effects in the build-up pattern, to-
gether with other experimental parameters that need to be controlled, like the spinning
rate instability, for which the R-sequences are generally better compensated than the C-
sequences, and the missetting of the length of the pulses used in the C-sequence. Since the
majority of these parameters are strictly dependent on the pulse sequence, a completely
general discussion is not possible and it is preferred to postpone it until a final scheme for
the TDR experiment is available.
9.4 Simulations
Generally speaking, in works aimed at pulse sequences development, the presence of
a consistent simulation tool to support experiment design is very often essential. For
solid state NMR experiment simulations, different programs are currently available, either
custom-developed for specific purposes or for a general use. Among the latter, SIMP-
SON, developed in 2000 by M. Bak et al.,263 has been chosen for the simulation of TDR
experiments, because of its generality and flexibility, together with the rather good trans-
parency of Tcl, the scripting language employed in the user-interface. Once the input file
has been set up, SIMPSON is ready, in principle, to simulate whichever solid state NMR
experiment. A description of SIMPSON program is given in Appendix C.
9.4.1 Testing the basic idea of TDR
The first tests on the idea of the TDR have been performed through SIMPSON simula-
tions of the basic experiment (the same shown in Fig. 9.3), choosing crystalline L-Alanine
as a virtual sample. All simulations were performed using parameters appropriate to the
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13C nuclei of 13C3-L-alanine, at a magnetic field of 9.39 T. In particular, the simplest basic
element composed by two pi pulses fitting one rotor period has been chosen for the C313,
and 10 kHz spinning speed has been used; the rf power for the pi pulse was ideally infinite
and the powder average was calculated using different numbers of pairs of Euler angles
(typically, 256), distributed according to the REPULSION scheme.264 In all the prelimi-
nary simulations, the protons have been neglected from the calculation, hence eliminating
all the effects arising from both the hetero-nuclear dipolar and J-coupling interactions and
simplifiying the experiment analysis.
In the first simulations we have tried to verify whether the TDR experiment was
effectively able to select one specific dipolar coupling among the three different possible
couples of spins present in Alanine, that is to prove the validity of the weak coupling
approximation introduced for ZQ-recoupled Hamiltonians in solid samples. In all the
simulations, the initial density operator was the total Sx and the detect operator was
S− for one of the two nuclei selectively inverted by the pi pulse (since the coupling is
symmetric for the two interacting nuclei, observing one or the other nucleus of the couple
should give the same result, as it has been proved through simulation). In particular, the
idea was to verify that the build-up curve obtained by increasing the number of blocks
of the C-sequence for two-spin-”labelled” and the fully-”labelled” Alanine was the same
in each of the three possible spin-pairs. The results shown in Fig. 9.5 demonstrate
the good selectivity of the TDR basic pulse sequence with respect to both strong and
relatively weak dipolar couplings, as the ones represented by the 1-2 and 1-3 spin-pair,
respectively. In fact, the two curves calculated for an isolated spin-pair on the molecule
and a fully-labelled molecule match almost perfectly in both the cases. A comparison
with the sequence not inverting any spin is always shown, in order to demonstrate that no
modulation is observable if the chemical-shift interaction is not refocused, because of the
dephasing of the signal produced by the evolution of this interaction, which is recoupled
by the C313 pulse sequence.
9.5 How to exctract distances: the analytical TDR curve
Once the experimental data are collected for the different couples of spins in the samples
investigated, we need a way to analyse the results in order to be able to exctract the value
of internuclear distances. The TDR technique can be included in the dipolar-dephasing
experiments, in which the data registered are usually presented as a normalized fraction
of the signal or its difference from a full spin-echo signal. In the data analysis, the signal is
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Figure 9.5: Overview of the first simulations of the TDR experiment per-
formed on a virtual fully-labelled, not-diluted Alanine sample using the C313
pulse sequence. In the legend of all the graphics shown nopi indicates that
no pi pulse is applied, while p12 and p13 indicate that a doubly-selective pi
pulse exciting either carbons 1-2 or 1-3, respectively, is applied. Graphics
from a) to d) show the results of the simulations of the TDR build-up curves
obtained for the Alanine spin system in which the following couplings result
active: a) no-coupling, b) only one coupling between nuclei 1-2, c) only one
coupling between nuclei 1-3, d) all the couplings. The curves in e) and f) show
the very good agreement between the simulation for the ”real”, fully-coupled
spin system and the ”ideal” one, in which one single couple of spins is selected
through site-specific virtual labelling for both strong (1-2 spin-pair, shown in
e)) and weak (1-3 spin-pair, shown in f)) dipolar couplings.
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plotted as a function of the dephasing time, which depends on the number of rotor cycles
during which dephasing is taking place. The distance between nuclei is determined by
fitting the experimental data with a universal curve calculated by performing a powder
average of the time-dependent orientation of the internuclear vector over the surface of a
sphere. The dipolar coupling strength is the only variable and is systematically changed
until a best fit to the experimental data is achieved. Usually, the equations describing
evolution as an integral over a sphere are complicated, but not unsolvable: very often, it
is necessary to manipulate the argument of the integral in order to obtain a mathematical
expression which could be integrated by a package of a suitable mathematical software. In
the present case, as in other similar cases, a specific package written in the Mathematica
environment has been created, in which, after having approximated the integrand to a
sum of infinite series of Bessel functions of the first kind,265 the integral can be easily
calculated, giving the analytical function for the build-up curve. In this way, by comparing
the obtained build-up curve with the results from numerical simulations performed through
SIMPSON, the importance of contributions arising from second-order average Hamiltonian
terms recoupled by the sequence, as well as experimental parameter like high-power 1H
decoupling, spinning speed, rf inhomogeneity, offset dependencies, etc, can be evaluated.
9.5.1 The mathematical derivation of the analytical curve for TDR anal-
ysis
In order to derive the analytical function to be used in the data analysis for the TDR
experiment, the TDR basic pulse sequence has been implemented through a Mathematica
package written on purpose. In the package, starting from the spin operator Sx generated
after the cross-polarisation, the density matrix (see Appendix A) for the evolution of
the model spin system of two coupled homonuclear spins under the TDR sequence has
been calculated at the various steps of the experiment, and the signal at the end of the
pulse scheme has been extracted as the trace of the product between the resulting density
matrix and the spin operator we wanted to observe (S−), as described in Appendix A.
The expressions for spin density operator calculated at the time points 1, 2 and 3 in Fig.
9.3 are displayed below:
ρ1 = e−i(HCt)Sx ei(HCt) (9.19)
ρ2 = e−i(Sxpi)ρ1 ei(Sxpi) (9.20)
ρ3 = e−i(HCt)ρ2 ei(HCt) (9.21)
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where HC indicates the first order ZQ average Hamiltonian recoupled by the sequence
C313: this Hamiltonian is calculated as the sum of the ZQ terms for the chemical shift
(iso- and aniso-tropic), the dipolar coupling (both homo- and hetero-nuclear) and the
J-coupling for the two coupled spins. The heteronuclear dipolar Hamiltonian has been
neglected in the calculation since in the chosen model no nuclei different from the two
coupled ones are present. The recoupled ZQ Hamiltonian terms have been calculated by
means of a new Mathematica package which provides the spin Hamiltonian expressions
for all the interactions in the High Field approximation, either full or recoupled (only the
recoupled terms appear, multiplied by the scaling factors) by simply requiring as input
the dimension of the Zeeman basis set. Through this package, each Hamiltonian term can
be displayed in an explicit (numeric) or formal way, and it is possible to choose in which
reference frame (PAS, Rotor or Lab) the Wigner matrices of its spatial part are expressed.
The expression of the signal after these calculations is:
S = cos[
1
2
e−i(γ+ξ)(−4ei(γ+ξ)piJjkk0000 +
√
6bjk(e2i(γ+ξ)k2−120 − k2−120) sin[2β])t] (9.22)
with
ξ = αRL − ωrt0 (9.23)
in which αRL is the Euler angle for the transformation from the Rotor to the Lab frame,
ωr is the spinning speed and t0 is the time point at which the sequence starts.
The signal S shows a clear dependence on:
• the scaling factors klmλµ of the recoupled terms;
• the J-coupling constant Jjk for the two coupled spins;
• the time t of evolution of the spin system under the recoupling sequence;
• the γ and β Euler angles for the transformation from the PAS to the R frame (the
sequence is not γ-encoded);7
• the dipolar coupling constant bjk
It is worth noting that the final expression of the signal does not possess any dependence
on the chemical shift, either iso- or aniso-tropic, which means that the TDR pulse sequence
refocuses this interaction, even though the C313 sequence recouples it.
In order to take into account all the possible orientations of the dipolar PAS in the powder,
it is necessary to integrate the expression in Eq. 9.22 over a sphere. Essentially, the
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analytical build-up curve E can be obtained after integrating the signal S over the β and
γ angles, in the following way:
E =
1
4pi
∫ 2pi
0
dγ
∫ pi
0
S sin(β)dβ (9.24)
As already discussed, a manipulation of the integrand through standard trigonometric
identities is necessary in order to produce integral forms that are solvable by Mathematica.
In particular, following a similar work in which the build-up curve analytical expression
has been deduced for the REDOR experiment, E has been reduced to products of Bessel
functions and standard trigonometric functions by means of the following identities:266
cos(x sin θ) = J˜0(x) + 2
∞∑
k=1
J˜2k(x) cos(2kθ) (9.25)
sin(x sin θ) = 2
∞∑
k=1
J˜2k−1(x) sin[(2k − 1)θ] (9.26)
cos(x cos θ) = J˜0(x) + 2
∞∑
k=1
(−1)kJ˜2k(x)cos(2kθ) (9.27)
sin(x cos θ) = 2
∞∑
k=1
(−1)kJ˜2k−1(x) cos[(2k − 1)θ] (9.28)
in which J˜n indicates the Bessel function of the first kind of order n. For the particular
case we were dealing with, an expression containing infinite sums of products of Bessel
function of the same order n has been obtained as a result of the integration, which can
be written:
E = cos(B)[[J˜0(A)]2 − 2a2[
∞∑
k=1
1
k2 − a2 [J˜k(A)]
2]] (9.29)
where a = 14 and:
A =
√
6
2
(Im(k2−120) + Re(k2−120))bjkt (9.30)
B = 2piJjkk0000t (9.31)
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Figure 9.6: Example of the analytic build-up curve calculated for the ba-
sic TDR experiment shown in Fig. 9.3 by means of Equation 9.33. The
curve is calculated considering a distance of 0.145 nm between two generic
homonuclear spins j and k experiencing a Jjk coupling constant of 30 Hz.
However, the following equation, tabulated by Prudnikov et al.,267 is valid, which allows
a further simplification to be performed.
∞∑
k=1
1
k2 − a2 [J˜k(z)]
2 =
1
2a2
[J˜0(z)]2 − pi2a csc(api)J˜a(z)J˜−a(z) (9.32)
In fact, Eq. 9.32 expresses the convergence value of the sum of infinite Bessel functions
series obtained as a solution of the integral of Eq. 9.24 and has the advantage of preventing
the result to be affected by truncation errors.
The final expression of E is hence given by:
E = cos(B)(
√
2
4
piJ˜ 1
4
(A)J˜− 1
4
(A)) (9.33)
Eq. 9.33 clearly shows the dependence of the evolution curve E on both the J-coupling
and the dipolar coupling, through the factors B and A, respectively. The J-coupling
gives a cosine modulation with a lower frequency respect to the dipolar one, which is
superimposed to the Bessel-like modulation arising from the dipolar coupling between the
j and k nuclear spins. An example of the curve for a Jjk coupling constant of 30 Hz and
a distance 0.145 nm between j and k nuclei, is given in Fig. 9.6. Depending on the nuclei
we are looking at, Jjk can be equal to zero: a typical example is given by two not-directly
bonded nuclei. In this case, the cosine modulation disappears, leaving a pure dependence
on the dipolar coupling constant between j and k, which is usually the case.
By using Eq. 9.33 to fit the data sets collected in the different experiments performed,
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Figure 9.7: 3D-structure of [U-13C, 2H4,15N]-L-Alanine (Ala-II) as it appear
in its crystalline form, together with its 13C CP-MAS spectrum acquired
under MAS conditions. The labelling on the molecule refers to carbon atoms.
it has been possible to deduce the first results of internuclear distance measurements in
multi-labelled spin systems by means of the TDR technique, which are discussed below.
9.6 Experimental
Since the results of the numerical simulations performed on Alanine seemed promising,
the pulse sequence described in Section 9.3 has been implemented on Varian Infinity Plus
400 and 300 MHz spectrometers by means of the P-Code language. Different samples have
been investigated in order to test the robustness of the pulse sequence with respect to both
various experimental parameters (spinning rate, decoupling power, rf efficiency, etc) and
molecular properties (chemical shift anisotropies, geometrical properties, cristallinity, etc):
only the most significant results concerning some of the samples studied are discussed in
the following sections, which have nonetheless to be considered as preliminary.
9.6.1 Alanine
Uniformly 13C-labelled L-Alanine (Ala-I) has been chosen as the first sample to analyse:
it is simple to manipulate, its crystal structure is known268 and it has the minimum number
of nuclei for the TDR performances to be verified, either for weakly- or strongly-coupled
homonuclear spin-pairs. Moreover, the 13C CP-MAS spectrum of Ala-I (shown in Fig.
9.7, together with the chemical structure of L-Alanine), thanks to a good chemical shift
separation among the signals, has allowed to perform the preliminary tests for the set
up of the selective Gaussian-shaped pi pulse, which have required extensive experimental
work.
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On this sample, various experiments using both w-SPOST-w and w-DPOST-w basic
elements have been performed and the corresponding build-up curves have been registered.
However, especially for the weak 1-3 dipolar coupling, the observation of a build-up pattern
reproducing the slow oscillation expected on the basis of the simulations (see Fig. 9.5f)
has been very difficult, and has revealed the necessity for many pulse sequence bugs and
experimental parameters to be fixed. In fact, on one hand, a wrong synchronization of
the different parts of the sequence with the spinning rate can introduce effects that could
lead to a possible misinterpretation of the results and, on the other hand, the set up
of the pulse lengths and powers to be used during the C313 sequence is quite crucial for
the success of the experiment. Trying to handle these parameters has allowed to focus
on other existing factors potentially critical for the success of the experiment. Among
them, the 1H-13C hetero-nuclear decoupling has been already discussed in Section 9.3.4
and remains the biggest limit to the application of the TDR technique; another important
factor concerns the molecular dynamics, which could act modifying the evolution of the
spin system under the TDR sequence: in this sense, relaxation is its most significant
manifestation and it is worth being considered in the data analysis; for example, a too fast
relaxation could produce an excessive smoothing of the build-up curve oscillation, which
could be interpreted as a minor internuclear distance. Nevertheless, this effect cannot be
foreseen on the basis of simulations, since SIMPSON does not take into account any effect
arising from relaxation phenomena.
A partial solution to these experimental limits has been found by deuterating all the
Alanine protons except for those of the amminic group, to obtain [U-13C, 2H4,15N]-L-
Alanine (Ala-II): in this sample, the majority of 13C-1H dipolar couplings have been
physically cancelled out, hence allowing to temporarily circumvent the problem of the
hetero-nuclear decoupling; at the same time, the presence of protons in the amminic-
group maintains good magnetization transfer towards carbons through cross-polarisation.
Apart from possible changes in dynamics due to the differences in the mass number, there
will be a scaling factor equal to γD/γH3 in the contribution of the C-H dipolar coupling to
the 13C relaxation rate. Moreover, the dynamic regime for the rotation of the NH+3 group
in Alanine can be investigated to look for suitable experimental conditions by registering
experiments at variable temperature: in fact, a fast dynamic regime can help in reduc-
ing to the minimum the effects arising from the hetero-nuclear dipolar coupling between
the residual NH+3 protons and the carbons, since it generates an averaging of the dipolar
interactions involving the fast rotating nuclei. Following Griffin,269 the dynamics of the
NH+3 group has been monitored by registering
15N spectra at different temperatures. In
3Here ”D” indicates the 2H nucleus.
228 Truncated Dipolar Recoupling
the present case, the experiments were performed in the range -8◦C ÷ +70◦C, every 10
÷ 15 degrees. By increasing the temperature until +70◦C, a continuous decrease in the
linewidth of the NH+3 signal was observed, confirming that the system is experiencing a
fast motional regime. However, above this temperature, no significant improvement in line
narrowing could be detected. Therefore, this temperature has been chosen for performing
the TDR experiment on the sample of Ala-II, even though this expedient does not prevent
the experiment from being affected by further relaxation effects.
The results of the experiment performed on Ala-II at 70◦C are shown in Fig. 9.8 for
the 1-2 and 1-3 couplings: a cosine-modulated Gaussian-shaped pulse has been used in
order to selectively excite one specific spin-pair, whereas for the excitation of the individual
nuclei a non-modulated Gaussian pulse has been employed. In order to be able to discuss
the results shown, some considerations concerning the data analysis are necessary.
Generally speaking, similarly to what happens in REDOR-like experiments, it is nec-
essary to compare the results of the TDR experiment for a specific couple of nuclei with
a sort of zero-experiment, in order to get rid of the additional contribution to the decay
produced by effects ”other” than the spin-evolution expected on the basis of the TDR
theory. In fact, following both the theory of TDR and the results of simulations, when
only one nucleus is selectively excited by means of a non-modulated Gaussian pulse (which
can be called single-Gaussian, to indicate the number of Gaussian-shaped regions which
are excited in the frequency domain), the resulting build-up curve should not be affected
by any dipolar coupling: the expected behaviour is a non-oscillating curve, which main-
tains the intensity of the first acquired point. However, because of both the presence of
relaxation phenomena and the possible missetting of the pulse sequence that might for
example generate the loss of part of the signal into other coherence orders, the actual
result is an exponential-like decay. Therefore, in order to obtain a ”pure” build-up curve
to be compared with the experimental results of the double excitation, in the analysis of
the TDR experiment the simulations performed using a double-Gaussian pulse4 must be
corrected for the experimental decay detected in presence of a single-Gaussian pi pulse
exciting one of the two nuclei of the couple we want to observe, reasonably including all
the ”zero” effects. In general, the decay corresponding to the nucleus having less protons
around has been chosen in order to mimimize relaxation effects.
As shown in Fig. 9.8 (a) and (b) for the 1-2 spin-pair, the accordance between sim-
ulations and experiments is good, and the experimental curve can be fitted by means
of the analytic expression of Eq. 9.33. The results of the fitting demonstrated to be in
4As before, the name indicates the excitation of two Gaussian-shaped regions in the frequency domain
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Figure 9.8: Comparison between the experimental (triangles) and simulated
(squares) build-up curves for the Ala-II sample. (a) and (b) refer to the
selection of the 1-2 coupling (CO-CD) by observing carbon 2 (CD) and carbon
1 (CO), respectively; (c) and (d) refer to the selection of the 1-3 coupling
(CO-CH3) by observing carbon 3 (CH3) or carbon 1, respectively. The results
shown are deduced using the pulse sequence described in Section 9.3.2, with a
w-DPOST-w basic element in the C313 sequence; the spinning rate was 11 kHz
in all the cases. In all the simulations, only 13C nuclei were taken into account.
The results of the simulations have been weighted for the decay registered in
presence of single-Gaussian excitation in order to take into account the ”zero”
effects. The experimental temperature of work was 70◦C. Lines are drawn to
guide the eyes.
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Internuclear distance (A˚)
````````````Spin-pair
Sample
Alanine-HCl Na-Pyruvate
1-2 1.54 1.56
1-3 2.52 2.60
2-3 1.53 1.50
Table 9.3: Internuclear distances for Alanine-HCl and Na-Pyruvate samples,
as retrieved from Refs. 268 and 270, respectively. The numbering of the nuclei
refers to Figs. 9.7 and 9.9, respectively.
Figure 9.9: 3D-structure of Sodium-pyruvate as it appear in its crystalline
form. The labelling refers to carbon atoms.
good agreement with the theoretical values of internuclear distances known from x-ray
diffraction studies, reported in Table 9.3.
9.6.2 Pyruvate
Sodium-[U-13C]-Pyruvate is a crystalline sample270 in which protons are contained only
in the methyl group: its structure is shown in Fig. 9.9. This sample has been chosen in
the attempt to minimize the problems arising from the hetero-nuclear decoupling without
resorting to deuteration, maintaining at the same time the nice properties of a small
organic molecule. The sample has been diluted 1 ÷ 5 in the natural abundance sample in
order to reduce possible interferences from intermolecular couplings, which could be quite
significant due to the tight packing of the molecules of Sodium-Pyruvate in its crystal
structure. Different singly-labelled not-diluted sodium-Pyruvate samples were available
too, which have been used to control and refine the pulse-sequence timings.
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The results of the TDR experiment on Sodium-[U-13C]-Pyruvate are shown in Fig.
9.10, together with the simulations. The possible interference produced by intermolecular
interactions has been taken into account by introducing in the simulations the 25% of
probablity of having a 13C nucleus on the nearest molecule: through this modification, a
good agreement between simulations and experimental data is achieved in all the cases,
hence confirming the importance of intermolecular interactions in tighlty packed crystal
structures. Therefore, depending on the crystal structure, a more significant dilution of
the 13C fully-labelled molecules seems to be necessary. The curves have been fitted by
means of Eq. 9.33, and the distances extracted are in good agreement with the geometrical
properties of the sample.
9.6.3 Other samples
Other amminoacidic samples have been investigated during the set up of the TDR
experiment, to different purposes. [U-13C]-Glycine has been particularly useful in the
test of the pulse sequence timings and in trying to manipulate the heteronuclear dipolar
coupling: it has only two nuclei between which the distance measurement can be performed
and this allows all the aspects concerning the selective shaped-pulse for the inversion
of a specific couple of homonuclear spins to be temporarily neglected: in fact, in the
experiments involving Glycine, a simple strong pi pulse was enough to obtain inversion of
the unique spin pair.
The higher molecular complexity of [U-13C]-Tryptophan and [U-13C]-Histidine samples
introduced the possibility of investigating more challenging targets, like being able to
selectively invert couples of nuclei in which the difference between the isotropic chemical
shifts is few tens of Herz and testing the influence of the presence of very rigid moieties
in the molecules like aromatic rings. Moreover, their chemical structure gave the chance
of reducing effects arising from either relaxation or hetero-nuclear coupling caused by the
presence of nearby protons thanks to the existence of either weakly- or strongly-coupled
quaternary carbons. Studying these samples, it has been observed that the measure of
the internuclear distance between two quaternary carbons on the same aromatic ring (for
example in Histidine) can generate additional oscillations in the build-up curve which
might be due to a modification in the spin-dynamics connected to the evolution of the
two spins under a significant J-coupling, preventing a reliable exctraction of internuclear
distances from the data to be performed. It has also been verified that the high selectivity
of the modulated Gaussian pulse allows to simultaneously excite resonances of aromatic
nuclei with very similar values of the isotropic chemical shifts.
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Figure 9.10: Comparison between the experimental (triangles) and simu-
lated (circles and squares) build-up curves for the Na-Pyruvate sample. (a)
and (b) refer to the selection of the 1-2 coupling by observing carbon 2 and
carbon 1, respectively; (c) and (d) refer to the selection of the 1-3 coupling by
observing carbon 3 and carbon 1, respectively. The results shown are deduced
using the pulse sequence described in Section 9.3.2, with a w-DPOST-w basic
element in the C313 sequence; the spinning rate was 11 kHz in all the cases.
In all the simulations, only 13C nuclei were taken into account. The data
represented through squares and circles represent the simulation performed
taking into account molecules isolated and in presence of 25% of intermolecu-
lar dipolar interaction with a homonuclear spin at a distance of 3.5 A˚ from the
observed one, respectively. The results of the simulations have been weighted
for the decay registered in presence of single-Gaussian excitation in order to
take into account the ”zero” effects. Lines are drawn to guide the eyes.
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Even though the TDR experiment performed on Tryptophan and Histidine samples did
not produce any quantitative result, these tests were of crucial importance in evaluating the
potential applications of the TDR experiment: essentially, except for some modifications of
the pulse sequence which result to be necessary to overcome the previously discussed limits,
they demonstrated that, in principle, a large variety of samples could be characterized in
terms of their conformational properties by means of this method.
9.7 Conclusions
Truncated Dipolar Recoupling is a new technique allowing the selective measurement
of internuclear distances on spin-abundant samples. The first tests on the TDR idea per-
formed on amminoacidic samples have highlighted the potential applicability of the method
in determining the conformational properties of virtually all the crystalline samples.
The basic pulse sequence described in Section 9.3 demonstrated to be suitable for
checking the validity of the method for what concerns both its selectivity and the reliability
of the experiment, and the first results, obtained on [U-13C, 2H4,15N]-Alanine and Sodium-
[U-13C]-Pyruvate, revealed to be in agreement with the geometrical properties of the
samples investigated.
During the first tests of the pulse sequence, some experimental limits of the present
pulse sequence scheme have been revealed too, concerning in particular the difficulty in
tackling the 13C-1H dipolar coupling and relaxation effects, which can crucially affect the
results, making the data analysis for the exctration of internuclear distances problematic.
In order to be able to manage these limits, substantial modifications to the pulse scheme
have been applied, which are out of the topics of this thesis and will not be discussed here.
As far as the new version of the TDR experiment is concerned, from a pure experimental
point of view it results to be highly simplified with respect to the experiment described
and discussed in this chapter, since, on one hand, it requires only single-frequency selective
shaped pulses, and, on the other hand, it fixes some of the parameters that can introduce
uncontrollable effects, like the total time of the experiment. In the new pulse scheme, some
alternative expedients to face the decoupling matter are introduced, and the experiment
has been modified so as to allow all the homonuclear dipolar couplings to one target spin
to be simultaneously detected.
The results obtained using the modified pulse sequence on the Ala-II sample have been
described in a dedicated paper, which has been published on Chemical Physics Letters.271

Conclusions
The whole work presented in this thesis was addressed to illustrate the potential offered
by solid-state NMR to unravel several aspects of the complexity inherent to different
classes of systems which exhibit an interest in the biological field, either for what concerns
their application or their nature. For this reason, my PhD studies have dealt both with
applications of already-existing solid-state NMR techniques on the systems of interest and
with developments of new solid-state NMR methodologies for the detection of specific
aspects like structural or dynamic features.
Several studies concerning the application of solid-state NMR to the structural and
dynamic characterization of different classes of systems have been presented and discussed,
showing how solid-state NMR can ”simplify” the system investigated, filtering out some
of its complexities, and allowing the achievement of microscopic details. Depending on
the class of systems studied, the discussion of the results obtained through the application
of solid-state NMR has been presented focusing on a particular kind of complexity.
Apart from its peculiar applicative interest, an example of system of pharmaceutical
interest has been characterized for what concerns the possible presence of interactions be-
tween the active pharmaceutical ingredient and the excipients. In particular, the system
Flurbiprofen-Eudragit RL100 has been chosen as a model for understanding the differ-
ence in the pharmacological behaviour displayed by chemically equivalent formulations
obtained by means of two different preparation methods, physical mixtures and coevap-
orates. Through the application of both high- and low-resolution solid-state NMR tech-
niques, this study has revealed the presence of significant interactions and of an intimate
mixing between the two components only in the coevaporates obtained by dispersing two
different forms of the drug, acid and Na-salt, in the polymeric carrier RL100.
Pharmaceutical systems have been characterized also for what concerns the mechanism
of action of polymeric carrier of little soluble drugs. In particular, N-carboxymethylchitosan
(CMC), a modified form of chitosan, a natural compound derived from chitin, has been
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used in the preparation of a highly swelling hydrogel suitable to carry and completely
release poor soluble drugs in the gastro-intestinal tract. Low-resolution experiments re-
vealed that the thermal treatment of CMC for 24 h at 80◦C produces the formation of
physical crosslinks among the CMC polymeric chains. The possible chemical origin of
the crosslinks has been ruled out thanks to the support of high-resolution experiments
performed on the sample before and after the thermal treatment.
Beside pharmaceutical products, food products have been considered in this thesis as
a particular class of systems of biological interest. In fact, when studying food products,
there are many kinds of complexity that are potentially interesting to solve, connected
for example to the role that the different chemical components can have in determining
either the role of the food in the metabolism, or the final dynamic-mechanical properties
of the material, which can have strong impact on the food industry. In this thesis, the
case of flours samples at different degrees of artificial aging has been considered. Through
the preparation of two sets of differently aged samples, dry and naturally hydrated ones,
it has been possible to distinguish between the effects generated by the aging itself from
those produced by the presence of water in different amounts. By means of high and low
resolution 1H experiments, it has been possible to reveal the plasticizing effect of water
in the hydrated samples with respect to the dry ones, while an increase in the mobility
of the different domains of the the dry samples with aging could be ascribed to the sole
accelerated aging treatment.
A further study concerned the application of solid-state NMR to the characterization
of systems of biological interest for investigating the structural and dynamic properties of
natural fiber reinforced composites. In particular, cotton fibers encapsulated with PEA
and then copolymerized onto the living PEA chains with PS have been characterized
through solid-state NMR experiments performed in both high- and low-resolution condi-
tions, in order to reveal possible structural and dynamic modifications induced in either
the cellulose core or the polymeric layer after the reaction. The results of low-resolution
experiments indicated the presence of a slower segmental mobility of the PEA grafts an-
chored by one end to the cellulose fibers, which is further reduced when PS chains are
copolymerized onto the other chain-end. In this case, solid-state NMR was able to show
a behaviour opposite to the commonly observed response of thin films weakly interacting
with the substrate, where the Tg decreases with decreasing the thickness of the film.
In addition to the application of existing solid-state NMR techniques to the charac-
terization of systems of biological interest, this thesis has dealt with the development and
the application of two new solid-state NMR methodologies, which resulted to be comple-
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mentary for the nature of the studies reported in this thesis, since they concerned possible
improvements to the dynamic and structural characterization of systems showing various
degrees of molecular complexity by means of solid-state NMR.
In fact, the first method consisted in a new approach for the achievement of reliable
dynamic information on polymeric systems above their Tg, which attempts to overcome
the limits due to the inherent complexity of these materials and to the scarce sensitivity
often demonstrated by the data set on the theoretical model chosen for the analysis. To
this aim, the data set was enlarged by performing measurements of T1 relaxation times as
a function of temperature at several Larmor frequencies and on different nuclei: the entire
set of experimental T1 vs T curves was then simultaneously fitted by means of unified
motional models. This approach was tested on a set of three ethylene-propylene-random
copolymers (EPR) with slightly different percentage of propylene, and the dynamics of
the systems was characterized in terms of activation energies and correlation times of the
motions, demonstrating to give highly reliable microscopic information about the motional
processes occurring in the polymers. The method revealed to be particularly suitable for
describing either the dynamics of the main chain above the Tg or the dynamics of side-
chains in a wide range of temperatures. The results obtained encouraged the possible
use of this method in the analysis of macromolecular samples of biological interest, often
lacking crystalline order at the level of their tertiary structure, as the ones investigated in
this thesis.
The second methodological development discussed in this thesis concerned a new solid-
state NMR concept for the estimation of individual dipolar couplings in strongly-coupled
homonuclear spin systems. Essentially, under the so-called Truncated Dipolar Recoupling
conditions (TDR), achieved by means of a suitable pulse sequence designed on purpose,
the homonuclear dipolar coupling between two spins can be truncated to its secular part,
hence changing a strongly-coupled spin system into a weakly coupled one, similarly to
what happens in liquid state NMR. In principle, this method allows to disentangle the
contribution arising from a single couple of spins from the others, hence extracting specific
information on individual internuclear distances in the sample without necessarily resorting
to selective labelling or renouncing to accuracy in the measurement. The TDR concept
has been ideated, simulated and then experimentally applied during the period I joined
the solid-state NMR group of Prof. M. H. Levitt at the University of Southampton (U.K.).
The first preliminary results obtained on two small biological molecules, Alanine-HCl and
Na-Pyruvate, have been described and discussed, demonstrating the enormous potential
of this method in the determination of 3D-structures of, in principle, every kind of organic
molecule.
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From the whole discussion reported in this thesis clearly emerges that solid-state NMR
spectroscopy can be an extremely powerful source of information about the structural and
dynamic behaviour of different classes of complex samples with biological interest. In
every case, a detailed description of the microscopic features of the sample which can
be connected to its macroscopic behaviour, often determining its application, can only
be achieved through the synergic combination of the individual information extracted by
means of different experiments, performed in either high- or low-resolution conditions, on
different nuclei or using different Larmor frequencies. In a sense, we could say that solid-
state NMR self-contains many different spectroscopic techniques, which can be selected
and combined in function of the information one wants to extract. In fact, this multifaceted
technique offers the possibility of using a huge number of pulse sequences working as filters
with respect to some of the complexities characterizing the system under study, hence
allowing to focus on specific NMR observables, that can ultimately be connected to the
physico-chemical properties of the system.
Appendices
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Appendix A
Theoretical tools
A.1 Tensors and spherical tensors: how to express the spin
Hamiltonian
A tensor is a mathematical object that, after a rotation of the reference frame in which
it is written, transforms according to the rule:
T
′ = R · T (A.1)
A tensor can be represented as a rank-r Cartesian square-matrix, where the rank r of a
tensor coincides with the number of indexes that are required in order to specify the tensor
components. In particular:
• a rank-0 tensor is a scalar (no indexes);
• a rank-1 tensor is a vector (one index);
• a rank-2 tensor is a matrix (two indexes).
Tensors of rank higher than two are not encountered in the context of this thesis and will
not be introduced here, despite in principle they could be defined as well.
In NMR, the Hamiltonian of a spin interaction Λ can be expressed as a rank-2 Cartesian
tensor AΛ in the following way:
HΛ = CΛ(XΛ)T · AΛ ·YΛ
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where XΛ and YΛ indicate the vector operators of two interacting physical quantities,
which can be two spins or a spin and an external magnetic field; CΛ is a constant charac-
teristic of the interaction Λ.
Generally speaking, even though the Cartesian representation of a tensor is often the
easiest way of visualizing its components and their meaning in the chosen basis, from a
purely mathematical point of view it can be preferable to use a representation in which the
tensors can be simply expressed in their irreducible form,1,2 which helps in revealing their
properties. In fact, from the 9 Cartesian components of a rank-2 tensor is always possible
to extract 3 tensor components of rank 0, 1 and 2, corresponding to a scalar component
proportional to the trace of the matrix, an anti-symmetric component and a traceless,
symmetric component, respectively: these three components have the property of being
irreducible tensors. In principle, this decomposition does not require any basis change, but,
especially in NMR, it is convenient to use spherical coordinates in order to obtain objects
that possess simple transformation properties under rotations. The obtained irreducible
tensors expressed in spherical coordinates are called irreducible spherical tensors. An
irreducible spherical tensor of rank l can be decomposed in 2l+ 1 components Alq, where
q = −l,−l+1,−l+2....,+l. Considering two different reference frames F and F ′, related
between each other by the Euler angles ΩFF ′ = {αFF ′ , βFF ′ , γFF ′}, it is possible to define
an irreducible spherical tensor as follows:
[Alq]F
′
=
+l∑
q′=−l
[Alq′]F Dlq′q(ΩFF ′) (A.3)
where Dlq′q is a Wigner matrix element. The following relationship between the Wigner
and the reduced Wigner elements dlq′q through the Euler angles ΩFF ′ is always valid:
Dlq′q = e−iαFF ′q
′
dlq′q(βFF ′)e
−iγFF ′q (A.4)
and expressions of the reduced Wigner elements can be found in Ref. 2.
The Hamiltonian of a spin intraction Λ can be expressed as a sum over scalar products of
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two irreducible spherical tensors, in the following way:
HΛ = CΛ
2∑
l=0
+l∑
q=−l
(−1)q [AΛlq]F [T Λl−q]F (A.5)
where AΛlq is called spatial tensor and T Λl−q is the q component of the irreducible spherical
tensor of rank l obtained from the two vector operators XΛ and YΛ of Eq. A.2. T Λl is
called spin tensor if both XΛ and YΛ are spin operators; if one of XΛ or YΛ the is a spin
operator and the other is an external magnetic field T Λl is called spin-field tensor.
A.2 Density operator and time evolution
The description of the state of a macroscopic spin system by means of a single state
function is commonly problematic. However, the real system can be described as a statis-
tical ensemble of non-interacting spin systems, each constituted by N interacting spins. A
complete description of the macroscopic spin system is obtained by means of the density
operator ρ(t):
ρ(t) = |ψk(t)〉〈ψk(t)| =
∑
k
pk|ψk(t)〉〈ψk(t)| (A.6)
where pk is the probability that a single spin system is in the spin state |ψk(t)〉, which can
in turn be expressed in function of the Zeeman eigenfunctions |r〉 of the spin system in
the following way:
|ψk(t)〉 =
N∑
r=1
ckr (t)|r〉 (A.7)
Therefore, the density operator in the Zeeman eigenbasis has the form:
ρ(t) =
∑
r,s
ρrs(t)|r〉〈s| (A.8)
where ρrs(t) are the matrix elements of the density operator expressed in the Zeeman
eigenbasis:
ρrs(t) = 〈r|ρ(t)|s〉 (A.9)
The diagonal elements of the density matrix (r = s) are called populations of the corre-
sponding states |r〉, while the off-diagonal elements (r 6= s) are called coherences between
the |r〉 and |s〉 spin states. A coeherence between two spin states |r〉 and |s〉 is different
from zero only when the two states are correlated.
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The following relation between the operator |r〉〈s| associated to the coherence ρrs and
the spin operator Sz is valid:
[Sz, |r〉〈s|] = prs|r〉〈s| (A.10)
where
prs =Mr −Ms (A.11)
is called coherence order and Mr is the eigenvalue of the operator Sz in the Zeeman
eigenbasis. A zero-quantum (ZQ) coherence corresponds to a spin operator connecting
two spin states |r〉 and |s〉 for which prs = 0, while single-quantum (SQ) and double-
quantum (DQ) coherences correspond to prs = 1 and prs = 2, respectively.
The statistical expectation value of an observable Q of tyhe spin system can be deduced
by the density operator as:
〈Q〉 =
∑
k
pk〈ψk(t)|Q|ψk(t)〉 = Tr{ρ(t)Q} (A.12)
When a perturbator H is applied to the spin system, a time-dependent evolution of the
density operator is produced. This evolution can be followed by means of the Liouville-Von
Neumann equation:272
dρ(t)
dt
= i [ρ,H] (A.13)
The same evolution can be described by means of a propagator operator U(t, t0), which is
defined as the operator that transforms the spin state |ψk(t0)〉 into the spin state |ψk(t)〉:
|ψk(t)〉 = U(t, t0)|ψk(t0) (A.14)
An analytical expression for the propagator U(t, t0) can be obtained solving the following
equation:
d
dt
U(t, t0) = −i H U(t, t0) (A.15)
U(t0, t0) = 1 (A.16)
deduced susbstituting Eq. A.14 into the time-dependent Schroedinger equation. The
propagator obtained by solving Eq. A.15 can be used to relate the density operator of the
spin system at two time points t0 and t (with t > t0):
ρ(t) = U(t, t0) ρ(t0) U †(t, t0) (A.17)
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If H is time-independent, Eq. A.15 can be analytically solved, giving:
U(t, t0) = e−iH(t−t0) (A.18)
The evolution of the density operator under a time-independent perturbator is hence given
by the following equation:
ρ(t) = e−iH(t−t0) ρ(t0) eiH(t−t0) (A.19)
The case of a time-dependent H is more complicated and will be treated in Section A.3.
Any pulse sequence can be decomposed into pulses and delays, which can be expressed
in terms of time-dependent/independent perturbators. The evolution of the density op-
erator of the spin system under the pulse sequence can hence be followed by means of
Eq. A.17. The final density operator could be used to evaluate the observable signal
S(t), which is associated with the operator Qobs: the NMR observable is the transverse
magnetization, which can be described either by the operators I+ or I−.
For the particular case described in Section 9.5.1, the signal S(t) is obtained by means
of Eq. A.12 observing the operator I−, as shown in the equation below.
S(t) = Tr{ρ(t)I−} (A.20)
A.3 Average Hamiltonian
In general, when on the spin system acts a a time-dependent operator H, the evo-
lution of the density operator describing the spin system under the propagator U(t, t0)
cannot be obtained analytically. However, different approaches exist which allow to find
an approximated solution to Eq. A.15 for time-dependent operators. In the following,
average Hamiltonian Theory is discussed, in which the propagator corresponding to a
time-dependent Hamiltonian is expressed as:
U(t, t0) = e{−iHτ} (A.21)
where H is called effective Hamiltonian over the time interval [t0 + τ, t0]. The effective
Hamiltonian can be expanded in terms of the Magnus series expansion:
H = H(1) +H(2) +H(3) + ...... (A.22)
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where the first two terms are:
H
(1) = (τ)−1
∫ t0+τ
t0
H dt (A.23)
H
(2) = (2iτ)−1
∫ t′
t0
[
H(t′),H(t)
]
dt (A.24)
The term H(1) is called average Hamiltonian, while H(2) is called second-order correction
to the average Hamiltonian, and so on. The expansion converges rapidly if:
‖H(t)‖ · τ  1 (A.25)
In order to help the convergence of the Magnus expansion, it is convenient to express the
Hamiltonian H as the sum of two terms:
H(t) = HA(t) +HB(t) (A.26)
where in general [HA(t),HB(t)] 6= 0. Usually, HA(t) is chosen so as to allow to find a
simple solution for UA(t, ta) from the following equation:
d
dt
UA(t, t0) = −iHA UA(t, t0) (A.27)
UA(ta, ta) = 1 (A.28)
A transformation to the interaction frame allows the propagator associated with the Hamil-
tonian H to be factorized in two parts: one part is UA(t, t0) and the other part is obtained
by solving the following equation:
d
dt
U˜(t, ta) = −iH˜ U˜(t, ta) (A.29)
U˜(ta, ta) = 1 (A.30)
where the interaction frame Hamiltonian H˜ is obtained using UA as transformation oper-
ator as follows:
H˜ = UA(t, ta)† HB(t) UA(t, ta) (A.31)
The propagator corresponding to the total Hamiltonian H is hence given by:
U(t, ta) ∼= UA(t, ta) U˜(t, ta) (A.32)
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Therefore, the evolution of the spin system from a time point t0 to a later point t0 + τ is:
U(t0, τ) = UA(t0, τ) U˜(t0, τ) (A.33)
Eq. A.21 can be used to express the interaction frame propagator U˜(t0, τ) in terms of the
Hamiltonian H and then it can be analyzed through the Magnus expansion of Eq. A.22,
by replacing H with H˜. Since usually, in solid state NMR it is common to assume that
HA = Hrf and HB = Hspin−int, we can assume:
Urf (t0, t0 + τ) = UA(t0, t0 + τ) (A.34)
U˜(t0, t0 + τ) = UB(t0, t0 + τ) (A.35)
and the propagator U(t0, t0 + τ) can be expressed as follows.
U(t0, t0 + τ) ∼= Urf (t0, t0 + τ) e{−iH(t0)τ} (A.36)

Appendix B
Symmetry-based recoupling
sequences
In this Appendix, the general properties of the C and N symmetry-based sequences
are briefly summarized.
Essentially, here we aim at introducing pulse sequences recoupling specific nuclear spin
interactions on the basis of symmetry arguments under MAS. In fact, the rotational prop-
erties of each different spin interaction can be described in terms of the rotational-rank
of its space-, spin- and external-part: the set of the three rotational ranks for each spin
interaction can be called its rotational signature. Taking into account a spin-interaction
Λ of rank l for the spatial part and of rank λ for the spin part, the MAS rotation acts
on the spatial part of the interactions inducing a time dependent trajectory of the Euler
angle set describing the transformation of the interaction from the laboratory frame (L)
to the rotor-fixed frame (R) ΩRL = {αRL, βRL, γRL}, which produces a mixing of the 2l+1
space components; similarly, in the presence of a resonant rf field, the spin-rotation in-
duces a mixing of the 2λ+1 spin components and a time-dependence of the rf Euler angles
Ωrf = {αrf , βrf , γrf}. Hence, a rf field applied to a spin system under MAS conditions
produces a spin Hamiltonian for each interaction Λ that can be seen as a superposition of
(2l+1) × (2λ+1) components, characterized by quantum numbers m (for the space-part)
and µ (for the spin-part):
HΛ =
+l∑
m=−l
+λ∑
µ=−λ
HΛlmλµ (B.1)
In order to produce an average Hamiltonian containing only the desired combinations
of quantum numbers {l,m, λ, µ} for the different interactions, it is possible to properly
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synchronize the space and spin trajectories by imposing periodic relationships between the
two kinds of rotations, i.e. the mechanical spinning of the rotor under MAS conditions
and the rf-induced rotation of the spins.
Consider two arbitrary time points separated by an interval nτrN , where n and N are
integers and τr = |2pi/ωr|. Because of the presence of a continuous rotation of the sample,
the following conditions are always valid:
αRL(t+
nτr
N
) = αRL(t)− 2pin
N
(B.2)
βRL(t+
nτr
N
) = βRL(t) (B.3)
However, depending on the pulse sequence used, the conditions on the rf Euler angle
Ωrf can vary. The following two sections deal with two ways of imposing Euler rf angle
symmetries, which define two symmetry-classes known with the names of CNνn and RN
ν
n .
B.1 CN νn sequences
The general scheme for CNνn sequences is shown in Fig. B.1 This pulse sequence
covers n rotor periods and is subdivided into N intervals of the same length (nτr/N), each
containing a pulse sequence which produces a rf cycle, that is an integer number (including
zero) of 360◦ rotations of the nuclear spins. The overall phase of subsequent intervals is
shifted with respect to each other by the angle 2piν/N , hence a continuous incrementation
of the phase is observed as far as the sequence proceeds. Essentially, during N steps of
the same duration, the rotor performs n cycles and the rf phase evolves over ν rotations:
therefore, n and ν are usually indicated as space and spin winding numbers, respectively.
It is worth noting that the symmetry properties of the pulse sequence do not depend on
the number of full 360◦ rf cycles, providing that it is integer.
This structure imposes the following symmetry-rules on the rf Euler angles:
βrf (t+
nτr
N
) = βrf (t) (B.4)
γrf (t+
nτr
N
) = γrf (t)− 2piν
N
(B.5)
As shown in Ref. 7, it is possible to prove that the described symmetry properties lead
to the following selection rules for the first order average Hamiltonian (indicated in the
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Figure B.1: Construction of the CNνn sequence.
following as H(1)) recoupled by CNνn sequences:
H
(1)
lmλµ = 0 if mn− µν 6= NZ (B.6)
where Z is any integer, including zero. In the text (see in particular Chapter 9), we refer
to the rf sequence contained in each of the n/N pulse sequence intervals as the basic-
element, even though, as explained in Ref. 257, in the literature this term means precisely
the element from which all the other elements of the sequence are derived (i.e., with an
overall phase depending on the time position they have in the sequence): other ways of
naming it are ”C-block” or ”C-element”. Similar names are used for the corresponding
pulse sequence elements in RNνn sequences, which are introduced below.
B.2 RN νn sequences
A scheme showing the general structure of RNνn sequences is shown in Fig B.2. The
general set up of RNνn sequence is very similar to that of CN
ν
n sequences except that in
this case, in n rotor period are contained N/2 couples of elements that could be indicated
as RφR−φ. Here, φ = piν/N radians and constitutes the overall phase of each ”R-element”:
differently from what happens in CNνn sequences, this phase is not incremented going from
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one couple of R-elements to the following one.
This difference translates into a complexive rotation of 180◦ provided by the rf sequence
Figure B.2: Construction of the RNνn sequence.
in each R element. For RNνn sequences, the following selection rules for the first order
average Hamiltonian apply:
H
(1)
lmλµ = 0 if mn− µν 6=
N
2
Zλ (B.7)
where Zλ indicates an integer number with the same parity as the spin-rank λ.
B.3 Scaling factors
Eqs. B.6 and B.7 constitute the main results of the symmetry-based pulse sequence
theory. However, these equations provide information only on the symmetry numbers
{l,m, λ, µ} that are allowed on the basis of a given symmetry-class, without giving any
detail about the magnitude of the symmetry-allowed terms. From the theory of the
symmetry-based pulse sequences it results that a symmetry-allowed first order term for
the interaction Λ has the following expression:
HΛlmλµ = klmλµ
[
AΛlm
]R
exp{−im(α0RL − ωrt0)}TΛλµ (B.8)
where
[
AΛlm
]R indicates the spatial tensor component of the interaction expressed in the
rotor-fixed frame R and TΛλµ is the spin tensor component of the interaction Λ expressed
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in the laboratory frame. The factor klmλµ is called the scaling factor of the {l,m, λ, µ}
component of the interaction Λ and depends on the symmetry class and the structure of
the basic element used. The absolute value of the scaling factor, which can be a complex
number, can vary between 0 and 1(excluded). Usually, it is desirable that the magnitude
of the scaling factor is as largest as possible: nevertheless, special cases exist for which
this statement is not valid. For example, in the case described in Chapter 9, it has been
necessary to look for either symmetry-classes or basic elements suitable to give back values
for the scaling factors of the dipolar terms smaller than the ones for the chemical shift
terms, without however being negligible.

Appendix C
The SIMPSON program
C.1 General features
The SIMPSON program has been developed by Bak et al. in 2000263 with the idea of
designing a simulation program relatively simple to use, transparent and having enough
flexibility to allow the simulation of virtually all types of solid state NMR experiments
of magic-angle spinning powders. Since, actually, solid state NMR is a generalization of
more specific cases like liquid (isotropic) state NMR or NMR of oriented samples (i.e.
liquid crystals), the program could be used, in principle, also in these cases, as well as
for static samples or single crystals. The way in which the program operates allows the
user not to have to deal with the description of the spin and space internal part of the
spin-Hamiltonian for the given spin-system, since it is provided by the sample itself, either
by means of geometrical parameters like internuclear distances or by specifying the PAS
orientations and principal values for the different interactions: this also constitutes the
main limit of SIMPSON, since it is necessary to know very detailed structural features
of the samples, which, if they are not already present in the literature, often require to
perform further experiments: however, this remains the simplest way of controlling the
experiment while maintaining the information required as little as possible.
C.2 Structure of the program
As far as it is concerned, SIMPSON is a general simulation program for solid state
NMR spectroscopy designed to work as a ”computer spectrometer”. In fact, in order to be
able to implement a specific pulse sequence to be simulated in SIMPSON it is necessary
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to simply ”translate” it in Tcl language, that is taking the form in which it is written for
the spectrometer codification and modify it properly. The program flow can be seen as
made of three parts:
1. the SIMPSON input file, which allows the program to know all the details of the
simulation to be performed (spin-system, experimental parameters, pulse sequence,
processing of the data);
2. the core SIMPSON program, performing the calculation of the spin-dynamics on the
basis of the average Hamiltonian Theory;
3. the result of the simulation.
The first point is the only one we have to deal with in order to simulate a solid state NMR
experiment by means of SIMPSON. Setting up the input file requires to go through the
four sections in which the file is divided:
• the spinsys section, in which the spin-system is defined in terms of the different
spin-species and their interactions; this section also contains the declaration of the
number of channels of the ”spectrometer”.
• the par section, in which all the parameters to be commonly set during a solid
state NMR experiment have to be declared. For example, the proton frequency, the
spinning rate, the spectral width, the number of points to be collected in the FID,
the rotor angle, the initial density operator, the detect operator and the parameters
connected with the powder averaging, are some of the parameters to be declared in
the par section.
• the pulseq section, which implements the pulse sequence in terms of strength and
intensity of the rf field, timings and phases of the pulses, delays, acquisition. Any
pulse sequence is therefore decomposed into a series of pulses and delays, each as-
sociated with a time-dependent/independent propagator, which is calculated and
time-propagated by the core of the SIMPSON program.
• the main section, which deals with the processing details for the calculated data
(Fourier transform, apodization, zero filling, baseline correction, phasing, etc).
Once the input file has been set up, SIMPSON is ready, in principle, to simulate
whichever solid state NMR experiment.
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