ABSTRACT Being a promising candidate technology for the fifth-generation cellular systems, the ultradense network (UDN) is capable of improving the system throughput by deploying more small cells (SCs) in the existing macro-cells (MCs). In most cases, base stations (BSs) from both the MCs tier and SCs tier are modeled as two independent homogeneous Poisson point processes (PPPs) or other point processes derived from a PPP. In the previous works, the area spectral efficiency (ASE) and energy efficiency (EE) are evaluated from a typical user's perspective, and this method works well in single-user scenarios. However, there are multiple users sharing spectral resources in practical cellular systems, and the above-mentioned method cannot work in these scenarios. Therefore, we investigate the ASE and EE from the perspective of a typical BS. Analytical results show that the ASE increases with the increasing SCs density, which means that deploying more SCs in the MCs coverage area is a feasible way to enhance the system throughput. However, the energy consumption of the entire network is increasing as the SCs density increases. Therefore, we employ the firefly algorithm to jointly optimize the ASE and EE for the two-tier heterogeneous UDN. Finally, the optimal system parameters can be found under two fixed weights for the ASE and EE, respectively.
I. INTRODUCTION
Nowadays, cellular networks face great challenges to meet the ever-increasing throughput demand caused by the emerging of intelligent devices, such as smart phones, smart furniture, and other devices that are capable of connecting networks. To support the 1000-fold throughput increasing and enhance the energy efficiency in the fifthgeneration (5G) cellular systems, several techniques, including advanced multiple access technology, massive-MIMO, full-duplex, advanced modulation and coding schemes (MCSs), and simultaneous wireless information and power transfer (SWIPT) [2] , etc, are studied for wireless transmission systems. Additionally, the industry and service providers pay attention to the Ultra-dense network (UDN), which is a potential way to greatly improve the throughput in 5G systems [3] . The UDN generally consists of multiple low power access points which are densely deployed with much higher density than access points of the mobile communication networks of today. In order to evaluate the performance of the heterogeneous UDN (HUDN), simple and tractable analytical models are widely pursued and explored. Being a powerful tool, Stochastic Geometry (SG) is broadly used by modeling base stations (BSs) as a Poisson Point Process (PPP) or other Point Processes (PPs) that are derived from a PPP.
The authors in [5] - [8] and [12] - [15] investigate the UDN and HUDN by modeling the structure of the dense networks and evaluating the system performance. Specifically, the coverage probability and average rate are researched in [4] by assuming a channel model between a user and its serving BS (or interfering BSs) composed of the single slop path loss and Rayleigh fading. This path loss model works well for sparse networks, but it is not accurate enough for the UDN. Therefore, as an extension of [4] , a multi-slops path loss model with different path loss exponents for different coverage distances is introduced in [5] . In addition, a power law path loss model with tunable parameters is proposed in [6] , and experimental results show that it is quite accurate for short to moderate distances. However, PPP models proposed in [4] have a problem that two BSs are too close to each other and this is unrealistic for the deployment of practical BSs. In order to cope with this problem, an analytical framework realizing the repulsive deployment of BSs is presented in [7] . Unfortunately, all of these aforementioned works use the unbounded path loss model (UPM), i.e., g(d) = d −α . When the distances between users and BSs are less than 1 m, i.e., d < 1, the received power is greater than the transmission power. To this end, the bounded path loss models (BPMs) are used in [8] . In addition, the LoS/NLoS propagation models [9] , [10] are adopted to characterize the realistic channel propagation models in the UDN. On the other hand, the small-cells (SCs) densification plays the role of enhancing spectral efficiency in the HUDN [11] - [16] , which can be realized by the dense deployment of SCs in the existing macrocells (MCs). In [11] and [12] , BSs from different tiers are independent of each other and the main differences between the two works are association rules. A maximum averaged received power rule with bias is taken in [11] , whereas [12] adopts an instantaneous maximum received power rule with bias. The latter rule easily causes ''Ping-Pong'' effects, i.e., users change serving BSs rapidly owing to the small scale fading. Multi-RATs in the HUDN [13] - [15] are investigated, due to the emerging of tremendous intelligent devices with different radio access technologies (RATs). Deng et al. [16] propose two models of the HUDN with inter-tier and intra-tier dependence due to the fact that BSs from different tiers are not independent of each other. The paper also derives the outage performance, per-user capacity, and area spectral efficiency (ASE) for both cases.
The works mentioned above mainly focus on the network structures, the path loss models, and the investigation of the coverage probability (or outage probability) and area spectral efficiency. Issues of the energy-saving attract extensive attention of researchers [17] - [25] . The optimal BSs densities for both homogeneous and heterogeneous networks and the upper and lower bounds of the optimal BSs density for the homogeneous networks are derived in [17] . The base station sleeping strategies and the tradeoff between the performances and complexity of these strategies are researched in [18] . Likewise, reseach [19] focuses on the sleeping models and takes both the energy efficiency and the capacity of the entire network into account. A novel SCs grouping based power control scheme is proposed in [20] , to save energy as well as to maintain the network throughput for dense SCs networks. The partitioning of bandwidth is introduced in [21] , and the optimal frequency reuse factor that maximizes spectral efficiency or energy efficiency upper bound with given ratio of the BSs density to the users density is also found. In addition, the decoupling of control and user planes by introducing an extra bias factor (there are two bias factors and the other is traditional bias as shown in above-mentioned works) is presented in [22] . In the study, SCs are dedicated for the data transmission and MCs are mainly responsible for the control singling. Research [23] summarizes the energy efficiency enhancing methods as four classes including sleeping models [18] , [19] , energy harvesting, load balance, and BS cache. It also introduces an energy and spectrum market, where market resources can be transformed into each other. Moreover, the market behaviors for selling and buying depend on the load of each tier. Finally, the spectral and energy efficiency for the two-tier HUDN are investigated in [24] and [25] , and the optimal system parameters to maximize the energy efficiency are found for both works. Moreover, the former is subject to the minimum ASE requirement but the constraints of the latter are both the minimum average link SE requirement and the minimum requirement of the average downlink throughput experienced by a typical user. In addition, the two works take different association rules, i.e., in [24] , users connect to a tier when they achieve the SINR requirement of that tier; on the other hand, in [25] , a user first decides whether to associate with the SCs tier according to the received SINR.
A. MOTIVATION AND CONTRIBUTIONS
In aforementioned works, the network performance metrics such as the average spectral efficiency (or the system capacity) and energy efficiency are analyzed from the perspective of a typical user. This method works well in a single user scenario. However, in practical communication scenarios with multiple users sharing the common spectral resources, the user distribution should be taken into consideration. The existing works [26] , [27] analyze the cell average spectral efficiency (CSE) and energy efficiency from the perspective of a typical BS for the single tier UDN. Motivated by these issues, we investigate the CSE, ASE, and EE from the perspective of a typical BS for the two-tier HUDN. The contributions are summarized as follows.
• Although [26] and [27] investigate the CSE and EE from the perspective of a typical BS, they just take the single tier UDN into consideration. We extend the two works to the two-tier HUDN scenario.
• We derive the expressions of the CSE, ASE, and EE for the two-tier HUDN, and obtain the much simpler expressions of the CSE and EE compared with [26] and [27] . Simulation results show that our curves are consistent with them.
• A heuristic algorithm called firefly algorithm is used in this work to calculate the optimal system parameters of the two-tier HUDN, where both the ASE and EE are taken into consideration. Additionally, the proposed model can be easily extended to multi-tier scenarios; on the other hand, the two-tier HUDN reduces to a single tier UDN when both tiers have the same kind of BSs, i.e., BSs with the same transmission power density, height and path loss exponent.
B. ORGANIZATION OF THIS WORK
The rest of this work is organized as follows: In Section II, the authors propose a two-tier HUDN and introduce three concepts. Using the three concepts in Section II, we derive the analytical expressions of the CSE, ASE, and EE in Section III. In Section IV, we employ a firefly-inspired algorithm to jointly optimize the ASE and EE for the two-tier HUDN. Section V shows simulation results and discussions. Finally, we conclude this work in Section VI.
II. PRELIMINARIES A. SYSTEM MODEL
In this work, we analyze the downlink performance of the two-tier HUDN. As shown in Fig. 1 , the HUDN consists of the MCs and SCs. BSs from both the MCs and SCs tier are modeled as two independent homogeneous Poisson Point Processes (HPPPs) with density λ 1 and λ 2 , respectively. 1 The main differences between the MCs and SCs are the BSs density, cell average size and transmission power density. The BSs density of the SCs tier is greater than the MCs tier, due to the dense deployment of BSs with lower transmission power density. Accordingly, the cell average size of the SCs tier is smaller than that of the MCs tier. The other part of the cellular systems is the mobile users, which are modeled as a HPPP with density λ u in the 2-D Euclidean plane. In addition, the distribution of the mobile users is independent of BSs from both tiers.
The links between BSs and users are affected by three factors including the free space path loss, 2 shadowing, and small scale fading. The standard power propagation model is used with path loss exponent α k > 2. For tractability, we do not take shadowing into consideration in this work, which implies that the path loss between a typical user and its serving BS experiences only the small scale fading and it is always assumed to be Rayleigh fading. Therefore, the received power density of a typical user at a distance d away from its serving 1 In this work, we do not take sleeping models [18] , [19] into consideration because the active BSs are considered to be a PPP with lower density after the inactive BSs being switched off. 2 Instead of the BPM models [8] and the LoS/NLoS propagation models [9] , [10] , we use the traditional UPM model for simplicity. By the way, it is easy to use the BPM models and the LoS/NLoS models into this work. For BPM models, we just need to substitute
BS is P k hd −α k , where P k is the transmission power density, and the random variable h follows an exponential distribution with unit mean, i.e., h ∼ exp (1) . Also, it is assumed that the interference power density is P k gd −α k , where g is independent of h and follows an exponential distribution with unit mean. We assume, in the kth tier, that the transmission power density, BSs density, and path loss exponent are represented as P k , λ k , and α k , respectively. In addition, k = 1 and k = 2 denote the MCs and SCs tier, respectively.
1) MAXIMUM AVERAGED BIAS-RECEIVE-SIGNAL-STRENGTH
In cellular networks, mobile users always associate with BSs with the strongest desired signal and this association rule is called Maximum averaged Receive-Signal-Strength (Max-RSS). In the two-tier HUDN, however, a majority of users associate with the MCs tier, due to the transmission power density of the MCs tier being greater than that of the SCs tier. In order to alleviate the data traffic of the MCs tier, we introduce a bias factor B k to adjust the data traffic between the MCs and SCs tier. In particular, when we set B 2 > B 1 , the cell average radius of SCs can be extended. Thus, a part of the low SINR users associated with the MCs tier are pushed to associate with the SCs tier. Combining the Max-RSS and the bias factor B k , we define the Maximum averaged Bias-Receive-Signal-Strength (Max-BRSS) association mechanism as
where B k is the bias of the kth tier, and this cell association mechanism can be used in this work.
2) STATISTICAL DISTANCE TO CLOSEST BASE STATION
We consider a typical user locates at a distance R k away from the closest BS in the kth tier. It is clear that no BSs closer than R k in the kth tier. Moreover, the complementary cumulative distribution function (CCDF) of R k can be derived by using the fact that null (void) probability of 2-D PPPs in an area A is e −λ k |A| .
Thus, the cumulative distribution function (CDF) is
Therefore, the probability distribution function (PDF) of R k can be denoted as
If the two-tier HUDN reduces to a single tier UDN, the PDF of R (the closest distance from BSs) can be written as
where λ is the BSs density of the single tier UDN. In this subsection, we introduce three concepts for the derivation of the CSE, ASE, and EE in Section III.
1) USER ASSOCIATION PROBABILITY
According to the Max-BRSS mechanism, a typical user always connects to the BS with the strongest biased signal. Without loss of generality, we define w k to indicate that the typical user selects a typical BS in the kth tier. Let A k p{w = k} denote the probability that the typical user associates with the kth tier. The definition of A k is shown in the following Lemma.
Lemma 1: The probabilities that a typical user associates with the MCs and SCs tier are, respectively, expressed as
Proof: Please refer to Appendix A. Corollary 1: If α 1 = α 2 = α, the probabilities that a typical user associates with the MCs and SCs tier are, respectively, obtained as
Proof: α . In addition, α 1 /α 2 and α 2 /α 1 reduce to 1. Accordingly, λ 1 r 2 + λ 2
Therefore, the integrand of A 1 becomes re
. Finally, the expression of A 1 is shown in (8) , and A 2 can be simplified in the same vein.
In this Corollary, we find that the association factor A k monotonically increases with the increasing of the BSs density λ k , the transmission power density P k , and the bias fator B k . It confirms the intuition that a user prefers to connect to a tier with higher BS density, transmission power density, and bias.
2) STATISTICAL DISTANCE TO SERVING BASE STATION
Define X k as the distance between a typical user and its serving BSs in the kth tier, and it is a random variable since the BSs from each tier are deployed as a HPPP. The relationship between X k and R k is X k = R k {w = k}, and we have P{X k x} = P{R k x, w = k}. Then the probability of X k within an interval [x, x + x] is given by the following Lemma.
Lemma 2: The probability that the distance X k between a typical user and its serving BS belongs to an interval [x, x + x] can be denoted as
where k = {1, 2} and
Proof: Please refer to Appendix B. Notice that f X k (x) can be simplified further if α 1 = α 2 = α, and more details can be obtained from the proof of Corollary 1.
3) CONDITIONAL SPECTRAL EFFICIENCY
Let us derive the spectral efficiency given the condition that the typical user locates at a distance x away from the serving BS. Without loss of generality, we assume that the typical user is connected to the kth tier. According to shannon's law, the conditional spectral efficiency can be defined as
is the signal to interference plus noise ratio of the typical user.
and
are interference from the MCs and SCs tier, respectively. σ 2 represents additive white Gaussian
/(e t −1)
noise. In addition, h 0 is the small scale fading of the serving BS to the typical user, and h ji is the small scale fading of interference. We set h 0 , h ji ∼ exp (1) . Let x denote the distance between the typical user and its serving BSs in the kth tier. Therefore, the conditional spectral efficiencies are given by the following Lemma.
Lemma 3: The spectral efficiencies of a typical user conditioned on its location at a distance x away from the serving BS from the MCs and SCs tier are, respectively, expressed as (11) , shown at the bottom of the previous page.
Proof: Please refer to Appendix C.
is not a closed-form expression, it is still computable. In some cases, the expressions can be further simplified. Assuming α 1 = α 2 = 4, the integral
. Then the conditional spectral efficiency S k (x) becomes a single integral with a closed-form integrand.
Notice that the two-tier HUDN reduces to a single tier UDN when the transmission power densities P 2 = P 1 , the bias factors B 2 = B 1 , and the path loss exponents α 2 = α 1 . Finally, we have the following Corollary.
Corollary 2: For the single tier UDN, the average spectral efficiency of a typical user conditioned on its location at a distance r away from the serving BS is
Proof: We assume the bias factors B 1 = B 2 = 1, the transmission power densities P 1 = P 2 = P, and the path loss exponents α 1 = α 2 = α. Thus, the two-tier HUDN reduces to a single tier UDN with density λ = λ 1 + λ 2 . Finally, we obtain S(r) as (12) by substituting P, α, and λ into (11).
III. ANALYSIS OF AREA SPECTRAL EFFICIENCY AND ENERGY EFFICIENCY
In this section, we derive the ASE and EE for the two-tier HUDN from the perspective of a typical BS. First, we use the three concepts discussed in subsection II-B to derive the cell average throughput of the typical BS in the kth tier. Moreover, we can use the cell average throughput to derive the CSE. Finally, the ASE and EE are derived.
Without loss of generality, we take a BS in the kth tier into consideration. As depicted in Fig. 2 , the radius and width of the ith circular-ring are defined as x i and x, respectively. 3 Therefore, the area of the ith circular-ring C i is The mobile users are modeled as a HPPP with density λ u in the 2-D Euclidean plane. Hence, the average number of users within the ith cirlular-ring C i can be expressed as
According to (9) , the probability that a typical user belongs to the ith circular-ring
Furthermore, in C i , the average number of users served by the typical BS in the kth tier can be denoted as
We assume that this work adopts an equal bandwidth allocation policy among the users covered by the typical BS in the kth tier. Thus, the bandwidth allocated to the ith circular-ring is
where W is the system bandwidth. Moreover, combined with (11), the average throughput of the ith circular-ring can be expressed as
Finally, the cell average throughput of the typical BS can be obtained by calculating the summation of the series
. ., and we have the following Theorem. Theorem 1: For the typical BS in the kth tier, the cell average throughput is given by
Proof: Please refer to Appendix D.
A. CELL AVERAGE SPECTRAL EFFICIENCY
In this subsection, we derive the analytical expressions of CSEs for both the kth tier and entire network, as shown in the following Theorems.
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Theorem 2: The CSE of the typical BS in the kth tier can be denoted as
Proof: In wireless communication systems, the spectral efficiency is defined as the throughput per unit Hertz (Hz), i.e., k = T k W . Combined with (18), we further obtain k as (19) .
Notice that (19) is the weighted arithmetic mean of the spectral efficiency of each circular-ring, where S k (x) represents the spectral efficiency of the circular-ring of radius x and xf X k (x) x is proportional to the covered area of the circular-ring of radius x, since xf X k (x) x is proportional to Q i (according to (13) , (14) , and (15)) and Q i is proportional to the covered area of the circular-ring of radius x.
Theorem 3: The CSE of the entire network can be denoted as
where 1 and 2 are defined in (19) . Proof: Given an area A, in which BSs from both the MCs and SCs tier are distributed. As mentioned before, BSs from both tiers follow two independent HPPP distributions with density λ 1 and λ 2 , respectively. Thus, the average numbers of BSs from the MCs and SCs tier are denoted as λ 1 |A| and λ 2 |A|, respectively. Moreover, the throughputs of the MCs and SCs tier are denoted as λ 1 |A|T 1 and λ 2 |A|T 2 , respectively. According to =
we further obtain as (20) .
Corollary 3: If the two-tier HUDN reduces to a single tier UDN, the CSE of the entire network can be expressed as
where f R (r) and S(r) come from (5) and (12), respectively. Proof: Please refer to the proof of Theorem 1 and 2. Notice that we can use (21) to depict the curves of the CSE for the single tier UDN and our simulation results are consistent with [26] and [27] . Meanwhile, our expressions are much simpler. 4 
B. AREA SPECTRAL EFFICIENCY
In this subsection, we derive the ASEs for both the kth tier and entire network and they are denoted by k and , respectively.
Theorem 4: In the two-tier HUDN, the ASE of the kth tier is expressed as
where k is defined in (19) . In addition, A 1 and A 2 are defined in (6) and (7), respectively.
Proof:
We consider a 2-D Euclidean plane A, such that the average number of BSs in the kth tier is λ k |A|. Thus, the average throughput of the kth tier is denoted as λ k |A|T k . According to [13] and [14] , the average area covered by the kth tier is proportional to the association probability A k defined in (6) and (7) . Therefore, the average area covered by the kth tier is A k |A|, and k can be derived by
The ASE of the two-tier HUDN can be expressed as
where 1 and 2 are defined in (19) .
According to the proof of Theorem 4, the throughput of entire area is λ 1 |A|T 1 + λ 2 |A|T 2 . By using
, we finish the proof. Remark 2: On the other hand, the ASE of the kth tier can be considered as the ratio of the CSE to the cell average size. Hence, the second definition of the ASE of the kth tier can be expressed
, where the cell
. Combined with (6) and (7), we know thatS 1 monotonically decreases with λ 2 , B 2 , and P 2 , but monotonically increases with P 1 . In addition,S 2 monotonically decreases with λ 2 and P 1 , but monotonically increases with B 2 and P 2 .
Corollary 4: If the two-tier HUDN reduces to a single tier UDN, the ASE of the entire network can be expressed as
where Single is the CSE of the single tier UDN, in (21) , and λ is the BSs density of the single tier UDN. Proof: It is assumed that there is a single tier UDN with BSs density λ. The cell average size can be considered as 1/λ accordingly. The ASE of the single tier UDN can be defined as the ratio between the CSE and the cell average size. Combining this concept and (21), we complete the proof.
C. ENERGY EFFICIENCY
We know that the ASE of the two-tier HUDN increases with the dense deployment of the SCs. Meanwhile, the energy consuming increases as well. It is necessary to evaluate the network performance from the energy-saving perspective. The EE expressions for both the kth tier and entire network are shown as follows.
Theorem 6: The EEs of the kth tier and entire network are, respectively, denoted as
where k (k = 1, 2) is the CSE of the kth tier in (19) . In addition, P c k is independent of the BSs transmission power density P k , and represents the circuit power consuming of signal processing, battery backup as well as site cooling.
p k accounts for the power consumption coefficient that scales with the average radiated power due to the amplifier and feeder losses. We set P c 1 = 56 × 10 −6 watts/Hz, P c 2 = 6.8 × 10 −6 watts/Hz, p 1 = 2.6, and p 2 = 4. More details can be obtained from [29] .
Proof: In an area A, recall that the average numbers of BSs from the MCs and SCs tier are denoted as λ 1 |A| and λ 2 |A|, respectively. Moreover, the power consuming of the MCs tier and that of the SCs tier are respectively denoted as λ 1 |A|(P c
and simplifying these two formulas, we complete the proof.
Corollary 5: The EE of the single tier UDN can be expressed as
where Single is the CSE of the single tier UDN, in (21), and we assume the single tier UDN is composed of low power access points. Proof: Please refer to the proof of Theorem 6.
IV. JOINT OPTIMIZATION OF AREA SPECTRAL EFFICIENCY AND ENERGY EFFICIENCY
In this section, we use a quantitative analysis method to jointly optimize the ASE ( ) and EE (η) derived in Section III. Therefore, we define an objective function 4 , and x 5 represent λ 1 , λ 2 , P 1 , P 2 , and B 2 , respectively. ω 1 and ω 2 are weights for and η, respectively. Specifically, if ω 1 = 0, the objective function becomes f (x) = ω 2 η, which represents the energy efficiency of the entire network. To find the optimal configuration of the five system parameters, an extensive search algorithm is carried out, but tens of minutes are needed, which happens because two triple integrals and two double integrals are included in f (x). To reduce simulation time, a firefly-inspired algorithm called firefly algorithm (FA) [30] is adopted to efficiently search for the optimal value that maximizes the objective function f (x). In addition, the five parameters including λ 1 , λ 2 , P 1 , P 2 , and B 2 vary significantly from each other in terms of the orders of magnitude. Thus, five scaling factors including S 1 , S 2 , S 3 , S 4 , and S 5 are defined for each dimension to make them in the same orders. Therefore, the coordinate x in space V x is mapped to y in space V y , and y = [S 1 x 1 , S 2 x 2 , S 3 x 3 , S 4 x 4 , S 5 x 5 ] T , where x j (j = 1, 2, · · · , 5) is the jth component of x. The main issues of the FA algorithm can be summarized as follows.
1) The Euclidean distance between any two fireflies i and j in the five-dimensions space V y can be expressed as
where y i,k is the kth component of the coordinate y i of the ith firefly.
2) Light intensity (or Brightness). Assume that there is a firefly i located at y i . Then the light intensity is defined as
where x i is a location at space V x . The relationship between x i and y i is
is the jth component of y i .
3) Attractiveness. Assume that there are two fireflies, and the less bright one can be attracted by the brighter one. Then the expression of this characteristic is defined as
where β 0 = 1 and β min = 0.2. γ is the light absorption coefficient, which is determined by the environment. In addition, the attractiveness decreases with the distance to the bright one, which implies that the less distance is, the more attractiveness obtain. 4) Movement. According to 3), we know that the brighter one attract the less bright one. Thus, the less bright one move towards the brighter one and the movement is defined as
but when the firefly i is the brighter one, the firefly randomly move and the movement is expressed as
where r is a vector with five random elements distributed in [0, 1], and 1 is a vector containing five elements with each element being 1. To increase the convergence, the randomness need to be reduced. The decay factor α t is defined as
where
, and G is the maximum generations of the fireflies predefined in our simulation. Finally, the basic steps of the FA algorithm can be summarized in Algorithm 1.
To illustrate the high accuracy and efficiency of the FA algorithm, we have carried out the FA algorithm to find the optimal system parameters over 500 times. Note that the FA algorithm is successful when the gaps (ε) between the optimal solutions of the FA algorithm and the extensive search is less than 10 −5 , i.e., ε ≤ 10 −5 . Simulation results show that the FA algorithm has 98 percent of success rate to find the global optimal solution and that the FA algorithm outperforms the extensive search in terms of the computational complexity. For the extensive search, we assume that there
Algorithm 1 Firefly Algorithm
to find the optimal solution x * 1: Initialize 40 fireflies, which are located at y 1 , y 2 , · · · , y 40 2: Define light absorption coefficient γ = 1 3: Define light intensity I i , at y i , as I i = f (x i ) 4: Set G = 200, α t = 0.25 5: while (t < G) do 6: for (i = 1 : 40) do 7: Set flag = 0 8: for (j = 1 : i) do 9: Calculate the distance between fireflies i and j via (28) 10: if (I j > I i ) then 11: Calculate Attractiveness via (30) 12:
Update y i via (31) 13: Update light intensity I i via (29) 14:
Set flag = 1 15: end if 16: end for 17: if (flag == 0) then 18: Update y i via (32) 19: Update light intensity I i via (29) 20: end if 21: end for 22: Update step factor α t via (33) 23: Rank the fireflies and find the current best 24: Setting N = 30, G = 200 and M = 40, we find that the time complexity of the extensive search is greater than that of the FA algorithm over 100 times.
V. RESULTS AND DISCUSSIONS
This section consists of four subsections, the effects of SCs density, the effects of SCs bias, the optimal configuration of the system parameters, and the effects of SCs density on the single tier UDN.
A. THE EFFECTS OF SCs DENSITY
The effects of the SCs density on CSEs, ASEs, and EEs are shown in this subsection. We set B 1 = 0 dB, B 2 = 10 dB, P 1 = −24 dBm/Hz, P 2 = −50 dBm/Hz, path loss exponents α 1 = α 2 = 4, and R = 500 m, where R is the cell average radius of MCs and the relation between R and λ 1 is λ 1 = 1 πR 2 . Fig. 3(a), 3(b), and 3(c) show the impacts of the SCs density on CSEs, ASEs, and EEs, respectively. Fig. 3(a) shows the impacts of the SCs density λ 2 on CSEs, including 1 , 2 , and . It is clear from the figure that with the increase of the SCs density, 1 , 2 and increase in the beginning and drop when λ 2 surpasses a certain point. First, for the MCs tier, there is a considerable amount of edge areas that suffer strong interference from the adjacent BSs in the MCs tier. With the deployment of SCs, plenty of edge users associated with the MCs tier prefer to associate with BSs in the SCs tier. This happens because BSs in the SCs tier are very close to those users, and the QoS of the edge users can be improved when they associate with the SCs tier. In addition, when many edge users are forced to associate with the SCs tier, the center users (with higher SINR) of the MCs tier share all radio resources, which makes the CSE of the MCs tier increase. However, the SINR of the center users of the MCs tier drops rapidly when the center areas of the MCs tier are full filled with BSs in the SCs tier. Thus, 1 decreases when λ 2 surpasses a certain point. Second, there is an area with low SINR no matter what tiers of the serving BS are. When many SCs are deployed in this area, the users located at this area prefer to associate with the SCs tier. Thus, the CSE of the SCs tier increases. However, when the SCs become more dense, the users associated with the SCs tier suffer strong interference from the same tier. Therefore, 2 decreases when the SCs density λ 2 exceeds a certain point. Third, the CSE of the entire HUDN almost coincides with 2 , because with the dense deployment of the SCs, a majority of users of the entire HUDN are associated with the SCs.
As shown in Fig. 3(b) , the ASEs, 1 , 2 , and , increase with the SCs density λ 2 . First, from Fig. 3(a) we know that when λ 2 < 10 −3 , 1 and 2 increase as the SCs density λ 2 increases. Combining the second definition of the ASE of the kth tier and the fact that the cell average size (S k ) shrinks with the increase of λ 2 , we find that 1 and 2 increase with λ 2 . Second, we also know that when λ 2 > 10 −3 , 1 and 2 decrease as the SCs density λ 2 increases, but 1 and 2 keep the increasing trends. The only explanation is that the shrinking rate of the cell average size is greater than the decreasing rate of the CSE when the SCs density λ 2 increases. Third, a majority of users associate with the SCs tier in dense cellular systems, so that the ASE of the entire HUDN follows the same trends as 2 . Fig. 3(c) shows the impacts of different SCs densities on the EEs, including η 1 , η 2 , and η. It is clear that the EEs increase with λ 2 in the beginning and drop as λ 2 exceeds the optimal value (around 10 −3 ) and that η 2 and η are more sensitive to SCs density λ 2 than η 1 . As shown in Fig. 3(b) , the ASEs monotonically increase with the increasing of λ 2 , which means that the throughput of the entire HUDN increases as the SCs density λ 2 increases. Meanwhile, the power consuming increases as well. When λ 2 < 10 −3 , the deployment of SCs enhances the energy efficiency of the entire two-tier HUDN. When λ 2 > 10 −3 , however, the increasing of the throughput of the entire network does not catch up with the energy consuming of the entire network. Thus, the EE of the entire two-tier HUDN drops rapidly.
B. THE EFFECTS OF SCs BIAS
The effects of the SCs bias on CSEs, ASEs, and EEs are shown in this subsection. We set B 1 = 0 dB, P 1 = −24 dBm/Hz, P 2 = −50 dBm/Hz, path loss exponents α 1 = α 2 = 4, and R = 500 m, where R is the cell average radius of MCs and the relation between R and λ 1 is λ 1 = 1 πR 2 . Let r be the cell average radius of SCs. The relation between r and λ 2 is λ 2 = 1 πr 2 . Fig. 4(a), 4(b), and 4(c) show the impacts of the SCs bias on CSEs, ASEs, and EEs, respectively. Fig. 4(a) represents the CSEs, including 1 , 2 , and , under different bias factors. First, the CSE 1 increases as the bias factor B 2 increases, which happens because many MCs users located at the edge areas are forced to associate with BSs in the SCs tier when the bias factor B 2 becomes larger. Second, with the increasing of B 2 , much more higher SINR users associated with the MCs tier are pushed to associate with BSs in the SCs tier, which makes the transferred users suffer strong interference in the MCs tier. Thus, the CSE of the SCs tier decreases. Third, due to a majority of users being associated with the SCs tier, the CSE of the entire HUDN follows the same trends as 2 . Fig. 4(b) shows the impacts of the SCs bias factor B 2 on the ASEs, including 1 , 2 , and . It is clear that 1 increases as the SCs density λ 2 increases. From Fig. 4(a) we know that the CSE of the MCs tier is an increasing function of B 2 . In addition, the cell average size (S 1 ) decreases with the SCs bias factor B 2 . According to the second definition of 1 , it increases with B 2 . As depicted in Fig. 4(a) , the CSE of the SCs tier decreases with the increase of B 2 . Combining the second definition of 2 and the fact that the cell average size (S 2 ) increases as the bias factor B 2 increases, we demonstrate that 2 decreases with B 2 . The ASE of the entire HUDN follows the same trends as 2 , which happens because a majority of users associate with the SCs tier. However, when the two-tier HUDN becomes more dense, i.e., the cell average radius of the SCs tier r < 50, the ASE of the entire network almost does not change with B 2 . We can use this characteristic to make a tradeoff between the data traffic of the MCs tier and that of the SCs tier without obvious ASE losses of the entire two-tier HUDN. Fig. 4(c) depicts the impacts of the bias factor B 2 on the energy efficiency of the entire two-tier HUDN. It is clear that r = 15 is the optimal cell average radius of SCs (the relationship between r and λ 2 is λ 2 = 1 πr 2 ) in terms of the energy efficiency of the entire network, and this characteristic retains for different B 2 . If r > 15, the energy efficiency of the entire two-tier HUDN η decreases as the SCs bias factor B 2 increases. If r < 15, however, η almost does not change with the increasing of B 2 , and we can use this characteristic to make a tradeoff between the data traffic of the MCs tier and that of the SCs tier without obvious energy efficiency losses. In this subsection, we investigate the optimal configuration of system parameters, given ω 1 = 2×10 4 and ω 2 = 1, which maximizes the objective function f (x) = ω 1 +ω 2 η. We find that the optimal value is around x * = [8.845×10 −7 , 1.4827× 10 −3 , 10 −6 , 1.4015
Specifically, we search for the optimal transmission power densities, P 1 and P 2 , given B 1 = 0 dB, B 2 = 10 dB, R = 500 m, r = 100 m,
πr 2 , path loss exponents α 1 = α 2 = 4, as shown in Fig. 5 . First, for the MCs tier, we need to keep BSs running with the least transmission power density. Second, for the SCs tier, there is a optimal point. When the transmission power P 2 surpasses this point, the ASE and EE decrease as P 2 increases, which happens because the interference from SCs tier increases. In addition, when the transmission power density P 2 is less than this point, the ASE and EE increase with P 2 since the desired signal in the SCs tier is improved.
In particular, setting ω 1 = 0, the objective function becomes f (x) = ω 2 η, which represents the energy efficiency of the entire network. Moreover, we find that the 
D. THE EFFECTS OF SCs DENSITY ON THE SINGLE TIER UDN
Recall that the two-tier HUDN reduces to a single tier UDN when both tiers have the same transmission power density. In this subsection, we present the effects of the SCs density on the performance of the single tier UDN. In addition, the system parameters are obtained from [26] , i.e., the system bandwidth being assumed to be 10 MHz, the path loss exponent α = 4, and the additive white Gaussian noise σ 2 = 10 −5 watts. As shown in Fig. 6(a) , there exists an optimal λ 2 for a certain P 2 and the optimal λ 2 increases as P 2 decreases. In addition, the CSE is an increasing function of P 2 for a given λ 2 . However, the gaps between CSEs diminish as λ 2 increases. The reason is that the entire single tier UDN becomes an interference limited system with the dense deployment of SCs. Fig. 6(b) shows the effects of λ 2 on the ASE of the single tier UDN and it is quite similar to Fig. 3(b) since the ASEs for both figures are increasing functions of the SCs density λ 2 . Finally, the effects of the SCs density on energy efficiency are shown in Fig. 6(c) . It is easy to know that an optimal SCs density λ 2 can be expected for a fixed P 2 . Therefore, the EEs decrease when the SCs density surpasses the optimal value.
Notice that the CSEs, ASEs, and EEs in Fig. 6 are realizations of (21), (24) , and (27) , respectively. It is clear that the three expressions are simplified expressions of both [26] and [27] . The reasons are given as follows. First, the users density λ u is included in their expressions but it is not shown in our expressions. Second, their simulation results show the system performance metrics have nothing to do with λ u . 5 Third, we have verified that the curves depicted by our simpler expressions are completely consistent with those of both [26] and [27] .
VI. CONCLUSIONS
In this work, we mainly investigate the ASE and EE of the two-tier HUDN with stochastic geometry. Accordingly, BSs from both the MCs and SCs tier are modeled as two independent HPPPs. To the best of our knowledge, the presented work is the first to study the ASE and EE of the two-tier HUDN from the perspective of a typical BS. The results show that the dense deployment of SCs is a potential way to increase the ASE of the entire network and that the EE of the entire network can be improved as the SCs density does not surpass the optimal point (when the SCs density exceeds this optimal point, the EE drops rapidly due to strong interference). In addition, the ASE and EE decrease with the SCs bias factor B 2 , and the decreasing trends become weak when the SCs density λ 2 is large enough. Also, the ASE and EE are affected by the transmission power densities of both the MCs and SCs tier and the MCs density. To investigate how the system parameters, including λ 1 , λ 2 , P 1 , P 2 and B 2 , affect the ASE and EE, a firefly-inspired algorithm called firefly algorithm is adopted. By simulation, we can find the optimal system parameters of the two-tier HUDN. Also, to maximize the ASE and EE, the MCs density λ 1 and the MCs transmission power density P 1 need to keep as small (or low) as possible.
In this work, we take the two-tier HUDN into consideration. However, the proposed framework can be easily extended to multi-tier scenarios after appropriate modifications of the three concepts described in subsection II-B. In addition, the underlay deployment of SCs (both the MCs and SCs tier working on the same frequency band) is assumed in this work. To enhance the QoS of cell edge users, the overlay model is a feasible way and the percentage of bandwidth usage for each tier need to be investigated in the future work.
APPENDIX

A. PROOF OF LEMMA 1
Assuming that a typical user associates with the kth tier with probability A k and setting k = 1, we have
where (a) follows from the Max-BRSS in (1); (b) follows from the law of total probability; (c) follows from the fact that the closest distance from the typical user to BSs in the SCs tier is greater than r 2 = (
1 α 2 r 2α 1 /α 2 when the closest distance from the typical user to BSs in the MCs tier is r. The proof is completed after we plug r 2 and r into (2) and (4), respectively.
In the same vein, A 2 can be calculated. VOLUME 7, 2019 B. PROOF OF LEMMA 2
The probability that the distance X 1 between a typical user and its serving BS is greater than x can be expressed as
where (a) and (b) refer to (a) and (b) in Appendix A. Therefore, the probability that the distance between the typical user and its serving BSs in the MCs tier belongs to an interval [x, x + x] can be expressed as
where, we define
Similarly, assume that the typical user connects to its serving BSs from SCs tier. Then, the probability that the distance between the typical user and its serving BS belongs to an interval [x, x + x] can be expressed as
and we define
It is assumed that a typical user associates with the MCs tier and the distance between the typical user and its serving BS is x. Therefore, the conditional spectral efficiency S 1 (x) can be defined as
where (a) follows from the fact E(X ) = ∞ 0 P{X > x}dx for X > 0; (b) follows from the fact the small scale fading of the desired signal follows h 0 ∼ exp (1) 
where (a) follows from the fact that {h 1i } (i = 1, 2, · · · ) are independent of each other and they are independent of the distribution of interfering BSs φ 1 ; (b) follows from h ∼ exp(1); (c) follows from the probability generating functional (PGFL) of a PPP [28] , which means, for function f (x), that E[ x∈φ f (x)] = exp −λ R 2 (1 − f (x))dx , and the integration limits are from x to ∞ because the distance of the typical user to the interfering BSs in the MCs is greater than that to the serving BS; (d) Employs a change of variable u = (sP 1 ) −2/α 1 r 2 ; (e) plugs s = P −1
1 (e t − 1)x α 1 into this equation. Similarly, we can get L I 2 (s). In (c), the lower limit of integration is substituted by (
Meanwhile, P 1 , α 1 and λ 1 are replaced by P 2 , α 2 and λ 2 , respectively. Therefore, we have (40), as shown at the top of this page. By substituting (39) and (40) into (38), we can derive S 1 (x) as shown in (11) . Using the same way, we can get S 2 (x) as well. For the typical BS in the kth tier, the cell average throughput is defined as the summation of the throughput of each cellularring, and the expression is given by
where (a), (b), (c) and (d) follow (17) , (16) , (15) and (14), respectively. 
