We also construct examples of FCR-algebras with any integer GK dimension ≥ 3.
Introduction

For a variety Y over k, we denote the ring of regular functions on Y by O(Y ) and the ring of differential operators by D(Y ). Recently there has been much interest in the study of the invariant ring D(Y )
G when G is a reductive group acting on a smooth affine variety Y ; see for example [9] , [11] , [13] , [14] , [15] , [17] . In this paper our primary focus is on the case where Y = V × W for a vector space V and a torus W , and G is a torus acting diagonally on Y . There is some motivation for the study of diagonal torus actions on Y , rather than on the vector space V , coming from the structure of differential operators on toric varieties; see [12] and [13] .
We say that a k-algebra R has enough finite dimensional modules (resp. enough simple finite dimensional modules) if ann R M = 0, where the intersection is taken over all finite dimensional (resp. simple finite dimensional) R-modules.
Proposition A. If D(Y )
G has a finite dimensional module, then G acts transitively on W . Now assume that G acts transitively on W , and let H be the stabilizer in G of w ∈ W . Note that the connected component H o of the identity in H is a torus, but we may have H = H o . The slice representation at w is isomorphic to (H, V ); see §3. We give necessary and sufficient conditions for D (Y ) G to have enough finite dimensional simple modules.
Theorem B.
Assume that G acts transitively on W . The following conditions are equivalent.
(1) V H o = 0.
Proposition C. (1) There is an injective algebra homomorphism ξ : D(V ) H −→ D(Y )
G .
(2) If λ ∈ g * and µ = i * (λ), the above map induces an isomorphism B µ (V ) ∼ = B λ (Y ).
Note that any simple D(Y )
G -module is a B λ (Y )-module for some λ ∈ g * . So Propositions A and C reduce the study of finite dimensional simple
H -modules. Some other situations in which slice representations have been used to study invariant differential operators may be found in [14] and [17] . Now suppose that G is a maximal torus in a reductive subgroup
Thus we obtain, as an immediate corollary to Theorem B,
K has enough finite dimensional modules.
In general, it seems rather difficult to say much about finite dimensional D(V ) Kmodules (or more generally primitive ideals in D(V ) K ) if K o is not a torus. As far as we are aware, if K is simple, the only cases where anything is known are the case of the adjoint representation of SL(3) [15] , and some representations arising from classical invariant theory [9] .
Here is a brief outline of the paper. First we establish some notation and express the conditions in Proposition A and Theorem B in terms of the weights of the torus action. Kraft and Small [6] call an algebra R an FCR-algebra if R has enough finite dimensional modules and every finite dimensional R-module is completely reducible. In the last section of the paper, we combine Theorem B with results from [13] to give examples of FCR-algebras with any given integer Gelfand-Kirillov dimension ≥ 3. We denote the Gelfand-Kirillov dimension of an algebra A by GK-dim A; see [8] for background.
We thank the editor and the referee for many helpful comments, especially in connection with the proofs of Theorem 6.2 and Proposition C. 
A diagonal action of a torus G on Y is an action that extends to a diagonal action on k n . Such an action is given by an embedding of G into the group
, the groups of characters and one-parameter subgroups of T , respectively. There is a natural bilinear pairing
for all a ∈ X(T ), b ∈ Y(T ) and λ ∈ k × . Define the bilinear pairing
There is a homomorphism
for a ∈ X(T ) and b ∈ Y(G). A slightly different situation is described in [12] . By introducing bases we can describe these maps using matrices. Identify G with (k × ) m and for
. . , g m ) ∈ G. We call {ν i } the standard basis for X(G). Similarly, identifying T with (k × ) n , we obtain the standard basis {e i } for X(T ). We write {ν * i }, {e *
i } for the dual bases of Y(G) and Y(T ). For matrix computations we identify X(T ), Y(T ), X(G), Y(G)
as Z-modules of column vectors using these bases. Let I t denote the t × t identity matrix. If M is an abelian group, we set
Thus the maps X(T ) −→ X(G) and Y(G) −→ Y(T ) are given by multiplication by
L and the transpose of L respectively. If β = (β 1 , . . . , β n ) belongs to the submodule R of Z n spanned by the rows of L, then
determines the action of a one-parameter subgroup of G on Y . We summarize this data by saying that G acts on Y by the matrix L, or that G acts on Y with weights
Note that Y is a toric variety with a dense torus T = (k × ) n ⊆ Y . Write Q i for the character e i considered as a regular function on T . Then
This convention implies that Q i has weight η i as in [13] , section 6.
(1) ΓL∆ has the block matrix form
where D is a diagonal matrix with nonzero diagonal entries d 1 , . . . , d s , and (2) ∆ has the block matrix form
Proof. Let R be the submodule of Z n spanned by the rows of L, and let : Z n −→ Z s be the projection onto the last s coordinates. Since the submatrix of L obtained by deleting the first r columns has rank s, it follows that (R) is free abelian of rank s. Thus if R = ker , then the map R −→ R/R splits and there is a submodule R of R such that R = R ⊕R . By choosing bases for R and R , we find
where L 1 has m − s rows and r columns and the rows of [L 1 , 0] form a basis for R . There exist matrices Γ 2 ∈ GL s (Z) and
the desired form, and we set
Now suppose G acts on Y via the matrix L, and set
It is often convenient to use exponential notation for elements of O(Y
. . , η n are linearly independent, we assume henceforth that L has the special form
where D is a diagonal matrix with nonzero diagonal entries d 1 , . . . , d s .
Rings of differential operators. Let
We denote the generators of A 1 simply by Q and P = ∂/∂Q.
The elements
Using this it is easy to see that
It is easy to see that
We denote the canonical action of 
From now on we denote these algebras simply by
Note that by [8] 
Using a suitable filtration and passing to the associated graded ring as in [13] , §8.2, it can be shown that equality holds.
Actions of tori and slice representations
In this section we express the hypotheses in Proposition A and Theorem B in terms of the weights of the action. 
is an action of a reductive group G on a variety X, and consider a point u ∈ X with stabilizer H = G u and tangent space T u (X). The differential (32)
for some H-module U . We call the pair (H, U ) the slice representation at u; see [10] , [16] .
m is a torus acting faithfully on Y = V × W with weights η 1 , . . . , η n . Suppose that G acts transitively on W , and let w = (w r+1 , . . . , w n ) be an element of W . Then we set S = V + w and
ker η i .
Lemma 3.2. The slice representation at w is isomorphic to (H, V ).
Proof. Since the G-orbit of w in W is W , g maps onto T w W and T w W ∼ = g/h.
Thus the H-invariant complement to
Finally, H o is the subtorus of G generated by images of one-parameter subgroups corresponding to rows of L 1 . For 1 ≤ i ≤ r, let ρ i be the restriction of η i to H. These characters can be thought of as columns of L 1 .
We can easily see the following, 
The special case O(Y )
. . , η n are linearly independent. Then the following conditions are equivalent. 
Hence by equation (*) on page 9 of [3] , there exists
(c) =⇒ (b). We may assume that L has the form (17) . Suppose that χ ∈ Λ and fix ϕ ∈ N r × Z s with Lϕ = χ. If Y(T ) is identified with Z n , we have
For α ∈ N r × Z s , write α = α α , with α ∈ N r and α ∈ Z s . Define ϕ and ϕ similarly. To show O(Y ) χ is finite dimensional, it suffices to show there are at most finitely many α ∈ N r × Z s such that
Since D is invertible, α is determined once we fix α . Thus we may assume that r = n and
and this equation has only finitely many solutions for α ∈ N n , since all β i are positive.
This completes the proof, since obviously (b) =⇒ (a). Thus the equivalence of (a) and (c) follows from the Hilbert-Mumford criterion for tori [5] , III 2.2.
be as in (23). The following identities are easily proved: 
Proposition 4.4. The dimensions of the modules
Proof. The coefficient of t χ in the expansion of the right side equals the number of solutions for α ∈ N r to the equations
for 1 ≤ i ≤ m − s, and the congruences
This is easily seen to equal the number of solutions to equations (40) and (41).
5.
Reduction to the special case
Let L I be the matrix with columns ς 1 , . . . , ς n . Then L I defines an action of a new torus G I on Y . As before, G I can be thought of as a subtorus of T .
Proof. Let R be the submodule of Z r spanned by the rows of L 1 , and let j : R Q −→ Q be the restriction of the projection onto the j th coordinate. Since V 
Proof. The map σ I is an isomorphism. Therefore its restriction to
we can easily see that σ I (A) = A. We can also check that σ I (u α ) = ±u α I , with
From this we conclude that
Let ω = e 2πi/c and consider the automorphism of A 1 = k[P, Q] sending P to ωP and Q to ω −1 Q. Let F be the subgroup of Aut(A 1 ) generated by this automorphism. We have A
, and it is well known that A F 1 is a simple ring, [1] . Note that A If we take all the b i equal to 1, so that k × acts by scalar multiplication on k n , we obtain an unpublished example of the first author and M. Van den Bergh which is also mentioned in [4] , §3. In this way we get examples of FCR-algebras with even GK-dim ≥ 6. By [13] , Corollary 10.1.6, A G n has the reductive property, and by Theorem B it has enough simple finite dimensional modules. Then GK-dim A G = 4. By [13] , Corollary 10.1.6 and Theorem B, A G is an FCR-algebra.
