Abstract. Some properties of global solution of scalar Riccati equation are studied. On the basis of these properties using the Whiburn's and Leighton -Nehary's theorems some oscillatory and criteria are proved for second order linear systems of ordinary differential equations.
1. Introduction. Let p(t), q(t), r(t), r 1 (t) and r 2 (t) real valued continuous functions on [t 0 ; +∞) and let p(t) > 0, r k (t) > 0, k = 1, 2, t ≥ t 0 .. Set R(t) ≡ r(t) r 1 (t) −r 2 (t) r(t) ,
Consider the Riccati equation
(p(t)Φ ′ (t)) ′ + q(t)Φ ′ (t) + R(t)Φ(t) = 0, t ≥ t 0 .
(1.1)
Here Φ(t) ≡ colon{φ 1 (t), φ 2 (t)} is the unknown continuously differentiable vector function on [t 0 ; +∞). Definition 1.1. The system (1.1) is called oscillatory if for its every solution Φ(t) ≡ colon{φ 1 (t), φ 2 (t)} the functions φ 1 (t) and φ 2 (t) have arbitrary large zeroes.
Study the questions of oscillation and non oscillation of linear systems of ordinary differential equations in particular of the system (1.1) is an important problem of qualitative theory of differential equations. Whiburn ( [1] , p. 184, [2] ) studied the conditions of oscillation for the system (1.1) in the particular case when p(t) ≡ 1, q(t) ≡ 0. For these restrictions and for twice continuously differentiable function r(t)/r 1 (t), as is shown in [1] the system (1.1) is reducible to the linear differential equation of fourth order. It should be noted that to study the questions of oscillation and non oscillation of solutions of linear differential equations of fourth order are devoted many works (see [1] and cited works therein, [3 -8] ).
In section 2 of this work some properties of global solutions of scalar Riccati equation are studied. By use of these properties on the basis of Whiburn's and Leghton -Nehary's theorems in section 3 are proved oscillatory criteria for the system (1.1).
Auxiliary propositions.
In what follows we will assume all solutions of the considering equations and systems of equations are real valued. Let a(t), b(t), c(t), a 1 (t), b 1 (t), c 1 (t) be real valued continuous functions on [t 0 ; +∞). Consider the Riccati equation.
2)
Along with these equations consider the differential inequalities
3)
4)
For a(t) ≥ 0 (a 1 (t) ≥ 0), t ≥ t 0 , the inequality (2.3) ((2.4)) has a solution on [t 0 ; +∞), satisfying any real initial condition (see [9] ). (2.4) respectively with η k (t 1 ) ≥ y 0 (t 1 ), k = 0, 1, and let a 1 (t) ≥ 0,
2) has a solution y 1 (t) on [t 1 ; +∞), satisfying the initial condition y 1 (t 1 ) = y (0) , and y 1 (t) ≥ y 0 (t), t ≥ t 1 . See the proof in [10] . Theorem 2.2. Assume a(t) ≥ 0, c(t) ≤ 0, t ≥ t 0 . Then for every y (0) ≥ 0 Eq. (2.1) has a solution y 0 (t) on [t 0 ; +∞), satisfying the initial condition y 0 (t 0 ) = y (0) and
See the proof in [11] . In Eq. (1.1) make the substitution
where α(t) is a continuously differentiable function on [t 0 ; +∞), U(t) ≡ colon{u 1 (t), u 2 (t)}, t ≥ t 0 . We obtain
on [t 0 ; +∞). Then for α(t) = α 0 (t), t ≥ t 0 , Eq. (2.6) takes the form
where
, t ≥ t 0 . In Eq. (2.8) make the substitution
We get the system
10)
. After exclusion from this system of the unknown v 2 (t) we obtain the scalar equation Introduce some notations needed for brevity.
where u(t) is an arbitrary continuous function on [t 0 ; +∞). Note that if for some t 1 ≥ t 0 the integral I(t 1 ) (ν u (t 1 )) converges then the integral I(t) (ν u (t)) conweges too for every t ≥ t 0 . Denote by reg(t 1 ) the set of initial values α (0) , for which every solution α(t) of Eq. (2.7) with α(t 0 ) = α (0) is t 1 -regular. 
7).
See the proof in [9] . In what follows we will assume that Eq. (2.7) is t 1 -regular for some t 1 ≥ t 0 . Then according to Lemma 2.1 Eq. (2.7) has the unique lower t 1 -extremal solution which in sequel we will denote always by α * (t).
Remark 2.1. The t 1 -regularity of Eq. (2.7) for some t 1 ≥ t 0 is equivalent to non oscillation of the scalar equation
(see [12] ). Some t 1 -regularity criteria for Eq. (2.7) are proved in [11, 12] . A non oscillation criterion for Eq. (2.12) is proved in [13] (e.g. for
If α N (t) and α N 1 (t) are t 1 -normal solutions of Eq. (2.3), then the following relations are valid (see [14] ).
, and has an unbounded support. If:
See the proof in [9] . Lemma 2.3. Assume r(t) has an unbounded support and is non negative and I 0 < +∞. Then Eq. (2.7) has a positive t 1 -regular solution for some t 1 ≥ t 0 .
See the proof in [12] . Lemma 2. See the proof in [9] . Lemma 2.5 Assume r(t) ≤ 0, t ≥ t 0 , and has an unbounded support. Then the t 0 -extremal solution α * (t) of Eq. (2.7)is negative.
Proof. Since by Lemma 2.4 the solution α + (t) of Eq. (2.7) with α + (t 0 ) = 0 is t 0 -normal from Lemma 2.1 it follows that α * (t 0 ) < 0. Suppose for some t 1 > t 0 α * (t 1 ) = 0. Then by virtue of Lemma 2.4 α * (t) is t 1 -normal. As far as the solutions of Eq. (2.7) continuously depend on their initial values then from the relations α * (t 0 ) < 0, α * (t 1 ) = 0 and from the t 1 -normality of α * (t) it is easy to derive that α * (t) is t 0 -normal. The obtained contradiction shows that α * (t) < 0, t ≥ t 0 . The lemma is proved.
Lemma 2.6. Let the following conditions be satisfied: I * * ) r(t) ≥ 0; t ≥ t 0 , and has an unbounded support; II * * ) I(t 0 ) < +∞;
Proof. Let according to the condition
is a t 1 -regular solution of the equation
by Theorem 2.1 from I * * ) it follows that
Note that for every s ≥ t ≥ t 0
.
(2.19)
Since α + (t) is t 1 -normal by (2.13) for every t ≥ t 1 the integral ν α + (t) converges. From II * * ), (2.18) and (2.19) it follows:
, t ≥ t 1 , is satisfied. From here from (2.18) and (2.20) it follows (2.17). The lemma is proved.
Lemma 2.7. Let the following conditions be satisfied:
Then the integral
Proof. Consider the equation
Let v 0 (t) be a solution of this equation with v 0 (t 0 ) > 0. Then by Lemma 2.1 and Lemma 2.4 from a) it follows that v 0 (t) is t 0 -normal and by virtue of Theorem 2.2
, t ≥ t 0 , is a solution of Eq.
by virtue of Theorem 2.1 from a) it follows that
is a t 0 -regular solution of Eq. (2.7). Then from (2.21) it follows
Taking into account the condition a) from here we obtain
By the Fubini's theorem from b) and и c) it follows that the integral
converges. From here from c) and from (2.23) it follows
Let us prove the equality
By (2.7) from the inequality α 0 (t) > 0, t ≥ t 0 , it follows that
, ξ ≥ t 0 . From here and from (2.24) it follows (2.25). Show that
, t ≥ t 0 , is a t 0 -regular solution of the equation
by Theorem 2.1 from a) it follows that α 0 (t) ≥ α 1 (t), t ≥ t 0 . Therefore
, t ≥ t 0 . From here and from b) it follows (2.27).
From (2.27) it follows that to the right hand side of (2.25) we can apply the L'hospitals rule. Then 3. Oscillation criteria. Let t 1 ≥ t 0 . For the t 1 -extremal solution α * (t) denote by
and the inverse function of β * (t) denote by γ * (t).
Theorem 3.1 Let the following conditions be satisfied:
Then the system (1.1) is oscillatory.
Proof. By (2.14) we have lim t→+∞ β * (t) = ν α * (t 1 ) = +∞. Hence the domain of the function γ * (t) is the half line [0; +∞). From here and from (2.5) − (2.11) it follows that the theorem will be proved if we show that the equation
is oscillatory. By Whiburn's theorem (see [1] , p. 184, Theorem 4.76) and by LeightonNehari's theorem (see [1] , p. 121, Theorem 3.24) for this it is enough to show that
We have
By virtue of Lemma 2.2.I * ) from A 1 ) and B 1 ) it follows that α * (t) ≥ 0, t ≥ t 1 . Then from (3.3) we obtain
, t ≥ t 1 . We have
Obviously ε(t) ≥ ε(t 1 + 1) > 0 for t ≥ t 1 + 1. From here from C 1 ), (3.4) and (3.5) it follows (3.2). The theorem is proved. ds, t ≥ t 0 , is bounded is satisfied and the conditions:
Theorem 3.2 Let the condition A 1 ) of Theorem 3.1 be satisfied and let A 2 ) r(t) has a unbounded support and I 0 < +∞; B 2 ) I(t 0 ) < +∞;
ds dt = +∞, k = 1, 2. Then the system (1.1) is oscillatory.
To prove this theorem it is enough (as in the proof of Theorem 3.1) to show that
Consider the function
By Lemma 2.2.II * ) from B 2 ) it follows that α * (t) < 0, t ≥ t 2 , for some t 2 ≥ t 1 . Without loss of generality we can take that t 2 = t 1 . Then since α * (t) is negative we have
As for as α * (t) < 0, t ≥ t 1 , then exp − 
≤ r(t) ≤ 0, t ≥ t 0 , where
Then the system (1.1) is oscillatory. Proof. Consider the equation
Obviously α − (t) ≡ −γ(t) is a t 0 -regular solution of this equation. Along with (3.9) consider the equation
Obviously α + (t) ≡ γ(t) is a t 0 -regular solution of this equation. Let α + (t) be a solution of Eq. (3.9) with α + (t 0 ) = α + (t 0 ). Then using Theorem 2.1 to the equations (3.9) and (3.10) and taking into account A 0 3 ) we conclude that α + (t) is t 0 -regular and
By virtue of Theorem 2.2 from A 3 ) it follows that α + (t) ≥ 0, t ≥ t 0 . From here and from
Let α 0 (t) be a solution of Eq. (2.7) with α 0 (t 0 ) = 0. By virtue of Lemma 2.4 from A 3 ) (r(t) ≤ 0, t ≥ t 0 ) it follows that α 0 (t) is t 0 -normal, and by virtue of Theorem 2.2
On the strength of Theorem 2.1 from A 3 ) it follows that α + (t) ≥ α 0 (t), t ≥ t 0 . Then
Since α 0 (t) is t 0 -normal according to (2.15) we have α * (t) = α 0 (t) −
, t ≥ t 0 . from here and from (3.11) -(3.14) it follows: α * (t) = α 0 (t) − α + (t) + α + (t) − 1 ν α 0 (t) ≥ −α + (t) + α − (t) ≥ −2γ(t), t ≥ t 0 . (3.15)
To prove this theorem (as in the case of the proof of Theorem 3.1) it is enough to prove (3.6). We have: I k = ds, t ≥ t 0 , is bounded from above.
Example 3.1. Assume p(t) ≡ 1, q(t) ≡ 0, r(t) = −t 2 , 0 < λ 0 ≤ r k (t) ≤ λ 1 , k = 1, 2, t ≥ t 0 = 1. Set: γ(t) = 2t, t ≥ 1. Then it is easy to check that for this case all conditions of Theorem 3.3 are satisfied whereas the conditions of Whiburn's Thorem 4.77 (see [1] 
