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Background and Research Objectives
Understanding the structural and functional organization of the human brain is one of the foremost challenges in contemporary science. The advancement of neuropsychiatric medicine and of neuroscience in the next century will require an expanded knowledge of normal brain organization and variability between normal individuals, as well as an enhanced understanding of the relationship between brain abnormalities (e.g. tumors, abnormal neuronal circuitry, neurochemical imbalances) and behavioral and psychological disorders (e.g. Alzheimer's disease, Parkinson's disease, schizophrenia). Such information will permit improved therapeutic approaches, including surgery, drug therapy, and radiotherapy. MRIVIEW accommodates anatomical and functional imagery fiom a variety of sources. IMRI data can be combined with high resolution anatomy and rendered in slices, surfaces, maximum intensity projections. Computed MEG sources can be rendered as point sources, confidence intervals, or derived current distributions (Figure 1 ). Anatomical geometry extraction is an important capability for many of the analytical and rendering strategies supported by MFUVIEW. The package provides interactive and automatic segmentation techniques based on image volume processing methods. These tools allow the precise and efficient identification of anatomical volumes and edges including the principal conductivity boundaries within the head (the inner and outer surfaces of the skull) and the surface of cortex (Figure 2) .
A second important accomplishment is the development of a new approach to the electromagnetic inverse problem based on Bayesian inference (Schmidt, George, and Wood, in press). This approach explicitly addresses the ambiguity associated with the ill-posed character of the elecromagnetic inverse problem. Rather than calculating a single "best" solution according to some criterion, our approach produces a large number of likely solutions that both fit the data and any prior information that is used. While the range of the different likely results is representative of the ambiguity in the inverse problem even with prior information present, features that are common across a large number of the different solutions can be identified and are associated with a high degree of probability. This approach is implemented and quantified within the formalism of Bayesian inference which combines prior information with that from measurement in a common framework using a single measure. In addition, we have applied this approach to single-time-point MEG data using a general neural activation model we constructed that includes a variable number of extended regions of activation and can incorporate a great deal of prior information on neural current such as information on location, orientation, strength and spatial smoothness. Taken together, this activation model and the Bayesian inferential approach yield estimates of the probability distributions for the number, location, and extent of active regions (Figures 3 and 4) . 
