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An extended Wigner function formalism is introduced for describing the quantum dynamics of particles
with internal degrees of freedom in the presence of spatially inhomogeneous fields. The approach is used
for quantitative simulations of molecular beam experiments involving space-spin entanglement, such as the
Stern-Gerlach and the Rabi experiment. The formalism allows a graphical visualization of entanglement and
decoherence processes.
The Wigner function formalism [1–3] provides a compact
description of spatial quantum states in terms of a quasi-
distribution function in phase space. It incorporates essen-
tial features of the spatial quantum state such as its coherence
length and the momentum distribution in a natural manner,
and provides an intuitive picture of how the position and mo-
mentum distributions evolve in time. In contrast to the clas-
sical phase space density, the Wigner quasi-distribution func-
tion can exhibit negative values, which are used as a measure
for the quantum nature of the state under investigation [4].
Quantum states of light [5] and matter-waves [6, 7] have been
characterised by phase-space tomographic homodyne detec-
tion, which amounts to interferometric reconstruction of the
Wigner function [8, 9]. The Wigner function is used to calcu-
late interference patterns in matter-wave interferometry exper-
iments [10] and to study decoherence processes [11] as well
as quantum carpets [12], with many advantages compared to
non-phase-space techniques.
In its current form, the Wigner function formalism is de-
signed for situations in which there is no coupling of the in-
ternal degrees of freedom to the spatial propagation. Sev-
eral generalisations of the Wigner function to other dynamical
variables, such as spin, rotation and orientation, have been re-
ported [13]. These approaches treat rotational degrees of free-
dom through a joint quasi-probability distribution function in
angular position and angular momentum space, in direct anal-
ogy to the Wigner function treatment of linear position and
momentum, but are not capable of describing the coupling of
the internal states to the translational motion induced by inho-
mogeneous external fields.
The Stern-Gerlach (SG) experiment [14] is a seminal ex-
ample of a quantum experiment involving coupling between
internal and external degrees of freedom. In this experiment,
an electron or nuclear spin interacts with a spatially inhomo-
geneous magnetic field through the magnetic Zeeman inter-
action. The outcome of the Stern-Gerlach experiment is, of
course, “well-known”: an incident molecular beam of parti-
cles with spin-1/2 is separated by the inhomogeneous mag-
netic field into two beams, each corresponding to particles
with well-defined spin angular momenta along the field di-
rection. But how does this separation happen in detail, on the
level of the spatial quantum state?
In this article we present an extended Wigner function
(EWF) which includes the presence of internal degrees of
freedom in the propagating particle, and the coupling of those
internal degrees of freedom to inhomogeneous external fields.
An improved modelling of the spatial quantum superpo-
sition of particles possessing internal degrees of freedom is
highly relevant for predicting the outcome of matter wave
diffraction experiments involving particles with vibrational,
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FIG. 1. A: Magnetic field gradient generated by a quadrupole ar-
rangement of permanent magnets. The beam path indicated (solid
blue line) passes through a region where the magnetic field is parallel
to the y-axis, but varies in magnitude along the x-axis (uniaxial field
gradient). B: Spatial beam trace in the Stern-Gerlach experiment. C:
Beam trace in the transverse momentum dimension.
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2rotational, and spin degrees of freedom in the presence of in-
homogeneous fields [15–18].
The Wigner function [1–3] W (x, p) is a joint quasi-
probability density function defined over the combined do-
mains of the spatial coordinate(s) x and its associated momen-
tum (momenta) p. It is defined as a Weyl integral transform of
the density operator [19] ρˆ = |ψ〉〈ψ|, of the following form:
W (x, p) =
1
h
∫
e−
ips
h¯ 〈x+ s2 |ρˆ|x− s2 〉 ds. (1)
Consider a particle with a finite number of internal quan-
tum states. In the discussion below, we refer to these internal
states as “spin states”, although the same formalism applies
to non-spin degrees of freedom, such as quantized rotational
and vibrational states. See the supplementary information for
our definition of an internal state [20]. We extend the Wigner
function by combining it with the density operator formal-
ism commonly used in the quantum description of magnetic
resonance [19]. The definition of the Wigner function is ex-
tended by projecting the density operator onto the spin-state
specific position state |x,η〉, where η = α,β , . . . denotes the
spin state. This results in a Wigner probability density ma-
trix Wηξ (x, p), whose elements depend parametrically on the
positional variables and their associated momenta:
Wηξ (x, p) =
1
h
∫
e−
ips
h¯ 〈x+ s2 ,η |ρˆ|x− s2 ,ξ 〉 ds. (2)
An extended Wigner function of this type was defined by
Arnold and Steinru¨ck [21] , but without elucidating its ap-
plication to the simulation of quantum dynamics. Our main
interest lies on the quantum dynamics of particles in the pres-
ence of spatially inhomogeneous and possible time-dependent
fields which couple to the spin degrees of freedom. For non-
relativistic and uncharged particles, the Hamiltonian may be
written as
Hˆ =
pˆ2
2m
+U(x, Sˆ), (3)
where x is the position, and pˆ and Sˆ denote the operators as-
sociated with the momentum, and spin degrees of freedom,
respectively. It is convenient to consider the contributions of
the kinetic and potential energy parts of the Hamiltonian to
the time derivative of the Wigner functions separately. It can
be shown through integration by parts that the kinetic energy
contribution is[
W˙ηξ (x, p)
]
T =−
p
m
∂
∂x
Wηξ (x, p), (4)
while the potential energy part of the Hamiltonian contributes
as follows: [
W˙ηξ (x, p)
]
U =
1
ih¯∑n
1
n!
(
h¯
2i
)n ∂ nWηξ
∂ pn
[
(−)n ∂
nUηη
∂xn
− ∂
nUξξ
∂xn
]
.
(5)
In this expression, the basis of the spin degrees of freedom has
been chosen to diagonalise the potential energy: Uηξ (x) =
δηξ 〈x,η |U(x, Sˆ)|x,ξ 〉. Obviously, this is only possible if
the potential energy operator at different locations commutes:
[U(x1, Sˆ),U(x2, Sˆ)] = 0 ∀x1,x2. An expression corresponding
to (20) for the general case is given in the supplementary ma-
terial.
The series (20) converges rapidly if the coherence length
lc of the quantum state represented by the Wigner function is
short compared to the length scale of variation of U(x, Sˆ). In
the momentum dimension, the Wigner function typically has a
Gaussian shape of width h¯/lc, and the derivatives ∂ nWηη/∂ pn
scale with (lc)n. By contrast, the spatial derivatives of a har-
monic potential with period L scale with L−n. Together, the
terms in (20) therefore scale as (lc/L)n/n!. If lc  L, (20)
may be truncated to first order, yielding
[
W˙ηξ (x, p)
]
U =Wηξ
Uηη −Uξξ
ih¯
− ∂Wηξ
∂ p
Fηη +Fξξ
2
, (6)
where Fηη(x) = −∂Uηη/∂x is the force acting on the quan-
tum state η . Together with the evolution due to kinetic en-
ergy, this set of partial differential equations can be integrated
numerically, forming the basis of detailed simulations of the
quantum state propagation in the presence of inhomogeneous
fields. In the form given above, which assumes a diago-
nal Hamiltonian, the different elements of the Wigner ma-
trix (Wηξ ) are decoupled, and therefore evolve independently
from each other. If the Hamiltonians in different positions do
not commute, however, the full version of (20) applies, which
couples the internal states. See the supplementary information
for a derivation and discussion of eqns. (14) and (6) [20].
We now illustrate the application of both equations to some
molecular beam experiments.
In the Stern-Gerlach experiment, a beam of spin-1/2 parti-
cles is exposed to a lateral magnetic field gradient. We define
the axis of the molecular beam apparatus as z, and assume that
the magnetic field varies in the transverse x-direction. The po-
tential energy part of the Hamiltonian in the presence of an
external magnetic field B is then given by
U(Sˆ,x) =−h¯γB(x) · Sˆ. (7)
The original magnet design used by Stern and Gerlach [14]
produces divergent magnetic field lines at the location of the
beam. This corresponds to a biaxial magnetic field gradient
tensor, requiring two spatial dimensions to be included in the
Wigner function. To avoid this complication, we use a differ-
ent arrangement, in which the magnetic field gradient is uni-
axial. In this case, the magnetic field lines are all parallel, but
vary in density in the direction perpendicular to the magnetic
field itself. Magnetic fields of this type occur in quadrupole
polarisers, as shown in Fig. 1A.
We assume the magnetic field points along the y-axis, and
varies linearly in magnitude along the x-axis, B(x,y,z) =
(By0+ xGxy) ey, where By0 is the magnetic field at x= 0, and
Gxy = ∂By/∂x. This field is fully consistent with Maxwell’s
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FIG. 2. A: Evolution of Wαα and Wββ under the influence of a magnetic field gradient in a Stern-Gerlach experiment on Ag atoms in a field
gradient of 10 Gµm−1, moving at a velocity of 550 m/s (rms velocity at an oven temperature of 1300 K). B: Evolution of the real part of the
off-diagonal element Wαβ , assuming a coherent state initially polarised along the x-axis. The strength of the magnetic field gradient has been
reduced by a factor of 5×104 compared to A in order to make the spatial modulation visible. The shearing of the fine structure of the Wigner
function represents decoherence.
equations, since it satisfies ∇ ·B = 0. The field gradient has
only a single non-zero cartesian component ∇B = Gxy exey.
We choose the spin states |α〉 and |β 〉 as the eigenstates of
Sˆy, such that the matrix elements of the potential part of the
Hamiltonian are
Uαα(x) =− γ h¯2 By(x) Uαβ (x) = 0
Uβα(x) = 0 Uββ (x) = +
γ h¯
2 By(x).
(8)
The resulting equations of motion for the EWF matrix ele-
ments are given in the SI.
In its original form, the Stern-Gerlach experiment was con-
ducted on a beam of Ag atoms emanating from an oven at
a temperature of about 1300 K. The magnetic field gradient
was of the order of 10 G/cm over a length of 3.5 cm [22].
For simplicity, we ignore the nuclear spin of Ag, and treat the
atoms as (electron) spin 1/2 particles. In the case of magnetic
fields larger than the hyperfine splitting (about 610 G [23] in
the case of Ag), this is a good approximation, since the nu-
clear and the electron spin states are essentially decoupled.
The root mean square velocity of Ag atoms at 1300 K is ap-
proximately 550 m/s. After leaving the oven, the Ag atoms
are collimated by a pair of collimation slits 30 µm wide and
separated by 3 cm. The longitudinal momentum of the sil-
ver atoms is approximately 6× 104 gmol−1 ms−1. The colli-
mation aspect ratio of 1:1000 therefore results in a transverse
momentum uncertainty of ∆p= 60 gmol−1 ms−1, which cor-
responds to a 30 µm wide beam with a transverse coherence
length of about lc = h/∆p≈ 7 nm.
An unpolarised beam entering the magnetic field gradi-
ent is represented by a unity spin density matrix, such that
Wαα(t = 0) =Wββ (t = 0) =W0(x, p), where the initial state
W0(x, p) is a two-dimensional normalised Gaussian function
centred at (x, p) = (0,0), with widths given by coherence
length lc and the beam width ∆x (cf. SI). The off-diagonal
Wigner functions vanish: Wαβ =Wβα ≡ 0, and the diagonal
ones can be obtained in closed form by integrating the equa-
tions of motion (cf. SI).
Fig. 1B shows the projections of the Wigner matrix ele-
ments Wαα and Wββ onto the spatial axis as a function of po-
sition along the beam path in blue and green, respectively. The
initially unpolarised beam begins to split after about 10 mm,
and is completely separated after 25 mm. As expected, the
separation of the two beams grows quadratically along the
beam path. The corresponding projection onto the momen-
tum dimension is shown in Fig. 1C. Due to the constant, equal
and opposite forces experienced by the two polarisation states,
the transverse momentum grows linearly along the beam path.
It is interesting to note that in the momentum dimension, the
beam is fully polarised beyond 5 mm, while spatial separa-
tion does not occur until 25 mm. This is also reflected in
the Wigner function “snapshots” shown in Fig. 2A. In these
panels, the transverse momentum and position are plotted on
the horizontal and vertical axes, respectively. The beam is ini-
tially unpolarised and centred. Under the influence of the field
gradient, it splits into two separate spots in the momentum
direction first, which gradually drift apart in the position di-
mension, as well. The peaks of the two distributions Wαα and
Wββ describe parabolic trajectories in the x, p-plane in oppo-
site directions. The evolution of the Wigner matrix elements
also shows the gradual shearing due to ballistic drift, which
leads to divergence of the beams. It should be noted that the
final separation of the beams at z = 3.5 cm amounts to about
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FIG. 3. A: Schematic of the original Rabi apparatus (adapted from
[24]). B, C: Simulated spatial (B) and momentum (C) beam traces
for By0 far from the resonance condition. D, E Simulated spatial (D)
and momentum (E) traces at the magnetic resonance condition. The
intensity scale has been multiplied by a factor of 10 to the right of
Magnet A due to the reduction in total beam intensity by the colli-
mation slit between Magnets A and C.
200 µm, which is in quantitative agreement with Stern and
Gerlach’s observation.
The original Stern-Gerlach apparatus has inspired a sub-
stantial number of related experimental arrangements. In par-
ticular, the Stern-Gerlach interferometer [25, 26] is of interest
in the present context. It relies on the separation and subse-
quent interference of a coherent spin state in a pair of magnetic
field gradients of opposite polarity. While the complete simu-
lation of such a system is outside the scope of this letter, it is
instructive to contrast the fate of a coherent spin state with the
evolution of the unpolarised beam discussed above.
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FIG. 4. Predicted beam intensity in the Rabi experiment as a function
of magnetic field B0 in the homogeneous section. Dashed line: single
velocity v = 500 m/s; solid line: average over 4 different velocities
from 450 to 550 m/s.
Instead of an unpolarised Ag beam, consider one that has
been fully polarised in the x direction before entering the field
gradient shown in Fig. 1A. This could be accomplished, for
example, by preceding the magnet with a similar one rotated
by 90◦ about the z-axis, and selecting one of the two resulting
traces.
Polarisation along the x-axis corresponds to a spin quantum
state 2−1/2(|α〉+ |β 〉), and the initial conditions for the EWF
matrix elements are then Wαα =Wββ =Wαβ =Wβα = 12W0.
While the diagonal EWF matrix elements evolve as discussed
above, the off-diagonal elements behave differently. Under
the potential energy term (8), they undergo a harmonic oscilla-
tion with a linearly position-dependent frequency. This leads
to a spatial modulation with wave number k = ±γGxyt. At
the same time, however, the ballistic drift shears the Wigner
function. Therefore, the direction of the phase modulation
in the (x, p)-plane gradually rotates, and the Wigner function
is modulated in both the position and momentum domain.
This is shown in Fig. 2B. It should be noted that the spatial
frequency of the modulation grows very quickly as a func-
tion of time; the field gradient used for the simulation shown
in Fig. 2B was lowered by a factor of 5× 104 compared to
Fig. 2A in order to make the modulation visible. Under the
true field gradient in the SG experiment (10 G µm−1), the
spatial frequency of modulation after 45 µs would already be
1260 µm−1. It is important to note that due to the shear of
the EWF due to ballistic drift, the projections of this modu-
lated EWF on either the momentum or the position axis van-
ish. Further simulations show that in principle, the coherence
may be retrieved by applying a sequence of gradients in the
opposite sense, providing that the coherence length of the par-
ticle is sufficiently large in the longitudinal direction.
As a second example, we treat the classic magnetic reso-
nance experiment introduced by Rabi and coworkers in order
to measure nuclear gyromagnetic ratios [24]. The apparatus
is shown in Fig. 3A. It relies on two magnetic field gradients
of opposite polarity (Magnets A and B). The first gradient im-
parts a curvature to the beam path depending on the spin state
5of the entering particle. This curvature is reversed in the sec-
ond gradient, thus refocusing the beam. In between the two
sets of gradients, there is a region with a homogeneous static
magnetic field By0 (Magnet C), combined with a radio fre-
quency field Bx(t) = B1 cos(ωrf t).
The spins undergo nutations at a frequency proportional
to B1, if ωrf is sufficiently close to the Larmor frequency
ω = −γBy0, where γ denotes the gyromagnetic ratio. This
nutation interferes with the refocusing of the beam, and leads
to a measurable decrease in the detected beam intensity. The
gyromagnetic ratio can then be inferred from the frequency
ωrf at which the effect is maximal.
Using the EWF formalism, it is straightforward to simulate
this experiment. We have assumed the beam to consist of NaF
molecules emanating from an oven at 1300 K. The molecules
are treated as single spin 1/2 systems with a gyromagnetic ra-
tio corresponding to 19F; the Na nuclear spin is ignored. The
geometry of the apparatus and the magnitudes of the magnetic
fields and field gradients have been taken from ref. [24]. The
evolution of the EWF matrix elements has been computed nu-
merically by Runge-Kutta integration of the equations of mo-
tion. The EWF were represented by a structured finite element
mesh using bilinear interpolation. The full EWF matrix ele-
ments are given in the supplement [20].
Fig. 3B and C show the position and momentum traces in
the case of a large resonance offset. The first magnet splits
the beam in a manner analogous to the Stern-Gerlach experi-
ment. A narrow collimation slit then admits only the centre
of the beam to the homogeneous magnet region. As a re-
sult, the beam entering C is unpolarised in the spatial domain,
but completely polarised in the momentum direction (i.e., the
transverse momentum and spin states are entangled). The two
beams retain their spin “identity”, and are then spatially refo-
cused by the inverse field gradient (Magnet B). The situation
is different when the magnetic field By0 is close to resonance
(Fig. 3D and E). The spin states are now exchanged periodi-
cally under the influence of the resonant radio frequency field
in Magnet C. As a result, a large fraction of the beam inten-
sity is further deflected by the refocusing magnet, leading to a
decrease of the detector signal.
Fig. 4 shows the computed beam intensity at the detector
as a function of By0, assuming an rf frequency and amplitude
of 7.90 MHz and 20 G, respectively. Assuming a single ve-
locity of the NaF molecules leads to a sinc-shaped resonance
line (dashed line), which is smoothed out if the results are av-
eraged over a 20% velocity variation. This results in a line
shape that is very similar to the ones reported in the original
work by Rabi et al [24].
In summary, we have introduced an extension of the Wigner
function formalism to particles with internal (spin) degrees of
freedom. We have demonstrated how this approach can be
used to obtain detailed simulations of the quantum dynamics
in experiments that rely on the entanglement of spatial and
spin parts of the quantum state. The extended Wigner func-
tion allows a compelling graphical visualization of quantum
superposition and decoherence processes. Future work will
be concerned with using this new tool to model closed spin-
matterwave interferometers, such as the Humpty-Dumpty ex-
periment [26], for macroscopic quantum superposition exper-
iments. In a future application the EWF could be used to anal-
yse detailed properties of complex quantum systems, such as
large molecules. For example in [15] the behaviour of the
internal state population is mapped onto the centre of mass
motion of the molecules by an inhomogeneous electric field.
The EWF approach could also be used to broaden the appli-
cability of phase-space descriptions of the dynamics of ultra-
cold atoms, such as those applied to atoms confined in optical
lattices in [27–29], by allowing the atoms’ multiple internal
states to be included in the model. This would be particularly
useful when considering effects that rely on the coupling of
the atoms’ internal states to their translational motion, such as
Sisyphus cooling [30]. Last not least the EWF can be applied
to model magnetic resonance techniques capable of detecting
a small number of spins. Applications to spatially multiplexed
NMR experiments such as ultrafast 2D-NMR [31] may also be
envisaged.
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SUPPLEMENTARY INFORMATION
Here we derive the general propagation equation including spin, give the explicit form of the Gaussian function we used to
describe the particle beam profile, and we give the potential energy matrices for the Stern-Gerlach and Rabi experiments.
6GENERAL PROPAGATION EQUATION
For a particle with spin, the definition of the Wigner function can be extended by projecting the density operator onto the
spin-state specific position state |x,η〉, where η = α,β , . . . denotes the spin state. This leads to the Wigner matrix
Wηξ (x, p) =
1
h
∫
e−
ips
h¯ 〈x+ s2 ,η |ρˆ|x− s2 ,ξ 〉 ds. (9)
The time evolution of the Wigner matrix is given by the Schro¨dinger equation
∂
∂ t
|ψ〉= 1
ih¯
[
pˆ2
2m
+U(xˆ, Sˆ)
]
|ψ〉, (10)
where the potential energy U depends on position xˆ and spin Sˆ, and pˆ is the momentum operator. In order to facilitate actual
calculations, we express the Schro¨dinger equation in the spin-localised basis |x,η〉, with the wave functions ψη(x) = 〈x,η |ψ〉.
This yields a system of differential equations
∂
∂ t
ψη(x) =− h¯2im
∂ 2
∂x2
ψη(x)+
1
ih¯
Uηξ (x)ψξ (x), (11)
where the potential energy is expressed through the matrix elements Uηξ (x) = 〈x,η |Uˆ |x,ξ 〉. Note that we use the Einstein
convention, i.e.,
Uηξψξ = ∑
ξ=α,β ,...
Uηξψξ . (12)
From its definition, the time derivative of the Wigner matrix is
W˙ηξ (x, p) =
1
h
∫
e−
ips
h¯ ψ˙η(+)ψ∗ξ (−)+ψη(+)ψ˙∗ξ (−)ds, (13)
where we have used the shorthand ψη(±) =ψη(x± s2 ). The time derivatives of the wave functions are given by the Schro¨dinger
equation (11). It is convenient to deal with the kinetic and potential energy terms separately. For the kinetic term, it can be
shown through integration by parts that [
W˙ηξ (x, p)
]
T =−
p
m
∂
∂x
Wηξ (x, p). (14)
This expresses ballistic drift through phase space, equivalent to classical mechanics and is Eqn.4 in the paper. It amounts to the
shearing transformation
Wηξ (x, p; t+δ t) =Wηξ (x−
p
m
δ t, p; t). (15)
The evolution due to the potential energy term is more cumbersome. We have[
W˙ηξ (x, p)
]
U =
=
2pi
ih2
∫
e−
ips
h¯
[
ψ∗ξ (−)Uηζ (+)ψζ (+)
−ψη(+)Uξζ (−)ψ∗ζ (−)
]
ds,
(16)
where we have made use of U∗ζξ =Uξζ . The matrix elements of the potential energy are expanded into a Taylor series about x:
Uξζ (x± s2 ) =
∞
∑
n=0
1
n!
∂ nUξζ (x)
∂xn
(
± s
2
)n
. (17)
From the definition of the Wigner matrix, we note furthermore that(
± h¯
2i
)n ∂ nWξζ
∂ pn
=
1
h
∫
e−
ips
h¯
(
∓ s
2
)n
ψξ (+)ψ∗ζ (−) ds. (18)
7Inserting this into (16), we obtain[
W˙ηξ (x, p)
]
U =
1
ih¯∑n
1
n!
(
h¯
2i
)n[
(−)n ∂
nUηζ
∂xn
∂ nWζξ
∂ pn
− ∂
nWηζ
∂ pn
∂ nU∗ζξ
∂xn
]
. (19)
If the basis for the internal degrees of freedom is chosen such that the spin Hamiltonian is diagonal, we have Uηξ = δηξUηη ,
and the above expression simplifies slightly to[
W˙ηξ (x, p)
]
U =
1
ih¯∑n
1
n!
(
h¯
2i
)n ∂ nWηξ
∂ pn
[
(−)n ∂
nUηη
∂xn
− ∂
nUξξ
∂xn
]
. (20)
It should be noted, however, that this choice is only possible if the spatial dependence is such that the Hamiltonian at different
positions commutes. If this is not the case, techniques such as the superadiabatic formalism of Berry may be used to obtain
approximate expressions for the propagator [32, 33].
This series converges rapidly in most practical cases. For example, consider a Wigner function representing a state with a
coherence length lc interacting with a harmonic potential with period L. The sections of the Wigner function in the momentum
dimension have the shape of Gaussian peaks of width h¯/lc. As a consequence, the derivatives ∂ nWηη/∂ pn scale with (lc)n, while
the spatial derivatives of the harmonic potential scale with L−n. Together, this leads to scaling of the terms in (20) as
1
n!
(
h¯
2i
)n ∂ nWηξ
∂ pn
∂ nUηη
∂xn
= O
(
lcn
n!Ln
)
. (21)
Therefore, higher orders can be safely neglected if the length scale of the potential variations is much greater than the coherence
length of the initial quantum state. Truncating the series (20) to first order, one obtains[
W˙ηξ (x, p)
]
U =Wηξ
Uηη −Uξξ
ih¯
− ∂Wηξ
∂ p
Fηη +Fξξ
2
, (22)
where Fηη(x) =−∂Uηη/∂x is the force acting on the quantum state η . This is Eqn.6 in the paper. Together with the evolution
due to kinetic energy, this can be integrated formally for small time steps δ t to
Wηξ (x, p; t+δ t) = (23)
e−i
Uηη−Uξξ
h¯ δ tWηξ (x−
p
m
δ t, p− Fηη +Fξξ
2
δ t; t).
If the potential energy is not diagonal in the chosen basis, the corresponding expression is[
W˙ηξ (x, p)
]
U =
1
ih¯
(
UηζWζξ −WηζUζξ
)− 1
2
(
Fηξ
∂Wζξ
∂ p
+
∂Wηζ
∂ p
Fζξ
)
. (24)
Even though we have used a scalar notation for the position and momentum, the expressions do not change significantly if
several spatial dimensions are taken into consideration. In that case, the derivatives become gradients in position and momentum
space, respectively. The full equation of motion truncated to first order then reads
W˙ηξ =−
1
m
p ·∇xWηξ +
1
ih¯
(
UηζWζξ −WηζUζξ
)− 1
2
(
Fηξ ·∇pWζξ +∇pWηζ ·Fζξ
)
. (25)
Wαα = 12W0(x−
p
m
t− γ h¯Gxy
4m
t2, p+
γ h¯Gxy
2
t)
Wββ =
1
2W0(x−
p
m
t+
γ h¯Gxy
4m
t2, p− γ h¯Gxy
2
t)
(26)
A similar derivation to that above, starting from (16), can be used to express the potential-energy part of the time derivative
in terms of the spatial frequency components of the potential. The resulting expression, which may well be more useful than the
above when dealing with periodic potentials, such as those generated by standing light waves or similar, is[
W˙ηε(x, p)
]
U =
1
ih¯
∫
U˜ερ(ω)eiωxW ∗ηρ(x, p+ h¯ω/2)−U˜ηρ(ω)eiωxW ∗ρε(x, p− h¯ω/2) dω, (27)
where we have defined
Uηε(x) =
∫
eiωxU˜ηε(ω) dω. (28)
Once again, this simplifies significantly in the case of a diagonal spin Hamiltonian, and in the case of potentials with only a finite
number of spatial frequency components the integral can be replaced with a summation.
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W0(x, p) =
2
√
ln2lc
pih∆x
exp
(
− x
2
∆x2
− 4l
2
c p
2 ln2
h2
)
. (29)
POTENTIAL ENERGYMATRICES FOR THE STERN-GERLACH AND RABI EXPERIMENTS
Fig.3 B and C in the paper show the spatial and momentum traces of the beam passing through the Rabi apparatus in the
absence of a radio frequency field. The profile has been obtained by direct numerical integration of the equations of motion (30).
Using (20), the equations of motion become
W˙αα =− pm
∂Wαα
∂x
+
γ h¯
2
Gxy
∂Wαα
∂ p
W˙ββ =−
p
m
∂Wββ
∂x
− γ h¯
2
Gxy
∂Wββ
∂ p
W˙αβ =−
p
m
∂Wαβ
∂x
− iγ(By0+ xGxy)Wαβ
W˙βα =−
p
m
∂Wβα
∂x
+ iγ(By0+ xGxy)Wβα .
(30)
In a homogeneous magnetic field gradient, the two spin states experience opposite curvatures. However, due to the symmetry
of the apparatus, both spin states pass through the collimation slits centred at x = 0 at the ends of the gradients. This situation
changes if the spin state is perturbed by rf irradiation in the homogeneous section, as shown in Fig.3 B in the paper. In the
interest of clarity, the problem has been slightly simplified, by choosing B0x = 0 and ωr f = 0. In this variant, the spins precess
around a static field in the z direction. Since the field in this section of the experiment is homogeneous, the time evolution is
governed completely by the zero order potential energy terms. The potential energy matrix becomes
Uαα(x) = 0 Uαβ (x) =− γ h¯2 B1
Uβα(x) =− γ h¯2 B1 Uββ (x) = 0,
(31)
and the equations of motion are given by
W˙αα =− pm
∂Wαα
∂x
− iγB1
2
(Wβα −Wαβ )
W˙ββ =−
p
m
∂Wββ
∂x
− iγB1
2
(Wαβ −Wβα)
W˙αβ =−
p
m
∂Wαβ
∂x
− iγB1
2
(Wββ −Wαα)
W˙βα =−
p
m
∂Wβα
∂x
− iγB1
2
(Wαα −Wββ ).
(32)
The resulting Larmor precession is clearly visible in the projections of the components Wαα and Wββ (Fig.3 C and D in the
paper).
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