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Introduction
The main object of study in this note is a Sturm-Liouville operator −y ′′ + qy on an interval [0, ℓ) and with a self-adjoint boundary condition at x = 0. By the Borg-Marčenko theorem, a spectral measure of this operator determines the potential and the boundary condition uniquely. In 1998 B. Simon proved a local version of the Borg-Marčenko theorem (see [20, Theorem 1.2] ): Given two such Sturm-Liouville problems with potentials q 1 and q 2 on intervals [0, ℓ 1 ), [0, ℓ 2 ), he formulates a condition for the coincidence of the potentials on some sub-interval [0, a], 0 < a ≤ min{ℓ 1 , ℓ 2 } and of the boundary conditions at 0. B. Simon's condition is formulated in terms of the WeylTitchmarsh function of the problem which is the Stieltjes transform of the spectral measure. In [1] C. Bennewitz gave a very short proof of B. Simon's result.
F. Gesztesy and B. Simon write in [4, p. 274 ] that 'it took over 45 years to improve Theorem 2.1' (the Borg-Marčenko theorem) 'and derive its local counterpart'. It is the aim of this note to show that the method and results of M.G. Krein on direct and inverse spectral problems for SturmLiouville operators in the beginning of the 1950s (see, e.g., [10] ) provide a simple criterion for local uniqueness of the potential in terms of Krein's transfer function. From this criterion B. Simon's uniqueness result follows by a Phragmén-Lindelöf argument. We remark that the amplitude function in [20] is essentially the derivative of Krein's transfer function; the class of spectral measures in [10] and in the present note is larger than that in [4] .
The connection between the Sturm-Louville operator and its transfer function corresponds to the connection between a symmetric Jacobi matrix and the Hamburger moment problem; see also Subsection 5.3.
As for Sturm-Liouville problems, transfer functions can be defined for canonical system and strings, see e.g. [13] , and these can also be used to give criteria for local spectral uniqueness. We formulate some of these results in Section 4 below.
The transfer functions are continuous and have the property, that a certain hermitian kernel is positive definite. This fact yields integral representations of the transfer functions with respect to measures which are the spectral measures of the differential operator. The problem to determine all spectral measures of a symmetric but not self-adjoint differential operator is therefore closely related to the problem of extending a function, given on some interval and for which a certain kernel is positive definite, to a maximal interval such that this kernel is still positive definite (comp. [13] ).
I thank Dr. Sabine Boegli from the Institute of Mathematics of the University of Bern for the calculations and plots of the examples, and her as well as V.N. Pivovarcik, G. Freiling and V. Yurko for valuable remarks.
Spectral measures and transfer functions for
Sturm-Liouville problems
Consider the Sturm-Liouville problem
− y ′′ (x) + q(x)y(x) − zy(x) = 0, x ∈ [0, ℓ), z ∈ C, y ′ (0) − h y(0) = 0, (2.1) where 0 < ℓ ≤ ∞, q ∈ L 1 loc ([0, ℓ)), h ∈ R; the case h = ∞, that is the boundary condition y(0) = 0, is not considered in this note. We set h = cot α with 0 < α < π, and denote by ϕ(x; z), ψ(x; z) the solutions of the differential equation in (2.1) satisfying the initial conditions ϕ(0; z) = sin α, ϕ ′ (0; z) = cos α, ψ(0; z) = − cos α, ψ ′ (0; z) = sin α.
Hence ϕ(·; z) is the solution of boundary value problem (2.1).
We recall the definition of a spectral measure of the problem (2.1). Denote by L 0 the set of all functions f ∈ L 2 (0, ℓ) which vanish identically near ℓ. The Fourier transformation F of the problem (2.1) is given by
Clearly, F (y; ·) is a holomorphic function on R. The measure τ on R is called a spectral measure of the problem
holds. In this case the mapping y → F (y; ·) can be extended by continuity to all of L 2 (0, ℓ). The range of this extension is either the whole space L 2 τ (R) or a proper subspace of L 2 τ (R); correspondingly, τ is called an orthogonal or a non-orthogonal spectral measure of the problem (2.1). The set of all spectral measures of the problem (2.1) is denoted by S, the set of all orthogonal spectral measures by S orth . It is well-known that S contains exactly one element if the problem (2.1) is singular and in limit point case at ℓ; this spectral measure is orthogonal. Otherwise, if (2.1) is regular at ℓ, or singular and in limit circle case at ℓ, S contains infinitely many orthogonal and infinitely many non-orthogonal spectral measures. For the case of a regular right endpoint a description of all the spectral measures was given, e.g., in [7] , see also (2.6) below.
If 0 < a < ℓ we consider the restriction of problem (2.1) to [0, a]. This means that ℓ is replaced by a, the potential of the restricted problem is the restriction q [0,a] of q, and h or α is the same as in (2.1). This is a regular problem, the set of all its spectral measures is denoted by S a . It follows immediately from the definition of a spectral measure, that a spectral measure of the problem (2.1) on the interval [0, ℓ) is also a spectral measure of the restricted problem on [0, a].
Recall that a complex function F is a Nevanlinna function, if it is holomorphic in C + ∪ C − and has the properties
the class of all Nevanlinna functions is denoted by N, and we set N := N∪{∞}. It is well known that F ∈ N if and only if F admits a representation
where α ∈ R, β ≥ 0, and σ is a measure on R with the property R dσ(λ) 1+λ 2 < ∞, called the spectral measure of F .
A description of the set S a of all spectral measures of a regular problem (2.1) on [0, a] can be obtained from the following result (see [7, Theorem 14 .1]). 
is a Nevanlinna function: m γ ∈ N. If τ γ denotes the spectral measure of m γ then S a = {τ γ : γ ∈ N}. The spectral measure τ γ is orthogonal if and only if γ is a real constant or ∞.
The function m γ in (2.3) is the Weyl-Titchmarsh function corresponding to the following (possibly z-depending) boundary condition at x = a:
In fact, the solution y of the inhomogeneous problem
can be written as
For the Weyl-Titchmarsh function m γ ∈ N and the corresponding spectral measure τ γ the relation (2.2) specializes to
Combining this relation with (2.3) it follows that the set of all spectral measures of the problem(2.1) is given through a fractional linear transformation with parameter γ ∈ N:
If γ in (2.5) is a real constant or ∞ with the problem (2.5) there is defined a self-adjoint operator in the space L 2 (0, a), which we denote by A γ . Then, at least formally, with the delta-distribution δ 0 the Parseval relation implies
2.2. In [10] with the spectral measure τ ∈ S, besides the Weyl-Titchmarsh function m τ , M.G. Krein associates the transfer function Φ τ of the problem (2.1) (see also [19] ):
The integral in (2.7) exists at least for t ∈ [0, 2ℓ) (a proof will be given in Subsection 5.1), and the function Φ τ has an absolutely continuous second derivative there. Since for a ∈ (0, ℓ) a spectral measure of the problem (2.1) is also a spectral measure of the restricted problem on [0, a], the restriction to [0, 2a] of a transfer function of (2.1) is also a transfer function of the restricted problem on [0, a]. The expression on the right hand side of (2.7) defines an extension of Φ τ to the interval (−2ℓ, 2ℓ) by symmetry: Φ τ (−t) = Φ τ (t), t ∈ [0, 2ℓ), and possibly also to an interval larger than (−2ℓ, 2ℓ). If, e.g., the support of τ is bounded from below, then Φ τ is defined by the integral in (2.7) on R and it is at most of exponential growth at ∞:
for some C, κ > 0. In this case, for z ∈ C + with sufficiently large imaginary part we have The following fact is a crucial property of the transfer function of a Sturm-Liouville problem. It was obtained as an example for the method of directing functionals in [8] , and is quoted in [10] (see also Subsection 5.3).
o
. A continuous functions Φ on [0, 2ℓ) with Φ(0) = 0 admits a representation (2.7) with some measure τ on R: 9) if and only if the kernel
is positive definite.
If the integral in (2.9) exists also for t ∈ [2ℓ, 2 ℓ) with some ℓ > ℓ, then the expression on the right hand side of (2.9) defines a continuous continuation Φ of Φ to the larger interval [0, 2 ℓ) such that the kernel K Φ is positive definite on [0, ℓ). Statement 2.3 o implies the following localization principle; here we write (2.1 j ) for the problem (2.1) with parameters ℓ j , q j , h j , j = 1, 2.
Theorem 2.1. Suppose we are given two problems (2.1 j ) with corresponding transfer functions Φ j on the intervals [0, 2ℓ j ), j = 1, 2. If, for some a with 0 < a ≤ min{ℓ 1 , ℓ 2 }, For constant γ, the value Φ τγ (t) of the transfer function has the following physical meaning (see [10] ). On the interval [0, ℓ) of the x-axis, consider a homogeneous string with mass density one, with an elastic foundation given by q, and the boundary conditions y ′ (0) − hy(0) = 0, h = ∞, and (2.4). If the constant force 1 starts to act at time t = 0 perpendicularly to this string at the left endpoint 0, then Φ τγ (t) is the position of the left endpoint at time t. We conclude this subsection with plots of some transfer functions for two examples of Sturm-Liouville operators. Example 1. Consider the simplest problem
with some γ ∈ R ∪ {∞}. The corresponding Weyl-Titchmarsh function is
here we write m γ instead of m τγ and, correspondingly, Φ γ instead of Φ τγ . In On the interval [0, 1) it is singular and limit point at x = 1, and we denote the corresponding transfer function by Φ s . We also consider (2.12) on the interval [0, The fundamental system ϕ, ψ of solutions of the differential equation in (2.12) satisfying ϕ(0, z) = 1, ϕ
e.g. the Weyl-Titchmarsh function m s of the singular problem on [0, 1) becomes 
Localization by means of Weyl-Titchmarsh functions
To obtain B. Simon's result it remains to formulate the condition (2.11) in terms of the corresponding Weyl-Titchmarsh functions m 1 and m 2 . To do this we need a lemma and some well-known facts. 
It is an entire function of exponential type. With z = x + iy, the relation
shows that F is bounded in the lower half plane C − , the relation
implies that F is bounded on the ray in (3.1). According to the Phragmén-Lindelöf principle, this yields F (z) = const. The Riemann-Lebesgue lemma, applied to F (z) = β 0 e −izt f (β − t) dt, gives F (z) = 0 and, finally, f (t) = 0 a.e. on [0, β] References for the following statement can be found e.g. in [1] .
holds for z → ∞ along any non-real ray; here the square root is the principal root, that is the root with positive real part.
The next claim follows from the integral representation (2.2).
3. 
Since γ, γ, and − for all ε > 0. Finally, we can prove the following theorem of B. Simon ([20] ). For short we write m j := m τj , j = 1, 2. Theorem 3.2. Consider two problems (2.1 j ) as in Theorem 2.1. Let a be such that 0 < a < min{ℓ 1 , ℓ 2 }, and suppose that for a spectral measure τ 1 of the problem (2.1 1 ) and a spectral measure τ 2 of the problem (2.1 2 ) we have
for all ε > 0.Then q 1 = q 2 a.e. on [0, a] and h 1 = h 2 .
Proof. The claim follows from Theorem 2.1 if we show that (3.4) implies that
To this end, if the boundary condition (2.4) which corresponds to the spectral measure τ j depends on z, we replace this boundary condition at a by a boundary condition where γ is a real constant, e.g. by y ′ (a) = 0. To this problem there corresponds a new spectral measure τ j , such that between the corresponding Weyl-Titchmarsh functions m j and m j the relation (3.3) holds, j = 1, 2. Together with (3.4) this implies that
for all ε > 0. Since the support of τ j is bounded from below (see [21, Satz 13.13] ), the corresponding transfer functions Φ 1 and Φ 2 are defined on the whole real axis and are of exponential growth at ∞. Therefore (2.8) holds and we find
= O e −2a(1−ε) Im z , z → ∞ on some non-real ray, for all ε > 0. Lemma 3.1 yields Φ 1 (t) = Φ 2 (t), t ∈ [0, 2a], and since Φ j (t) = Φ j (t), t ∈ [0, 2a], by 2.2 o , the relation (3.5) follows.
4. Transfer functions and local spectral uniqueness for canonical systems and strings 4.1. For 2-dimensional canonical systems the role of the transfer functions is played by screw functions, see [13] . To explain this, we consider the following canonical system with a symmetric boundary condition at x = 0:
here 0 < ℓ ≤ ∞, the Hamiltonian H = (h ij ) 2 i,j=1 is supposed to be a real symmetric non-negative measurable 2 × 2-matrix function on [0, ℓ) which is trace normed, that is tr H(x) = 1, x ∈ [0, ℓ), a.e., and satisfies the condition
The spectral measures for problem (4.1) are defined as follows (see, e.g. [13] ). Consider the solution W (x; z) of the matrix differential equation
where for ℓ < ∞ also x = ℓ is allowed. Then, if ℓ < ∞, for arbitrary γ ∈ N the corresponding Weyl-Titchmarsh function
belongs to N and the spectral measures of all these functions W (ℓ) γ , γ ∈ N, are by definition the spectral measures τ γ of the problem (4.1). If ℓ = ∞, this problem has a unique spectral measure namely the spectral measure of the Nevanlinna function
which is independent of γ ∈ N. An equivalent definition of the spectral measures of (4.1) by means of the Fourier transformation can be given, see [5] and also [13] . If 0 < l ≤ ℓ the set of all spectral measures of the problem (4.1) on [0, l] is denoted by S c l . For any measure τ on R with
and numbers α, β ∈ R a screw function g(t), t ∈ R, is defined by the formula
It has the characteristic property, that it is continuous and the kernel In the following we consider only screw functions g with g(0) = 0; this class is denoted by G. If τ is a spectral measure of the problem (4.1) for any β ∈ R a corresponding transfer function g τ of (4.1) is defined as the screw function
In contrast to the transfer function for a Sturm-Liouville problem, the function g τ ∈ G in (4.6) is always defined on the whole real axis. According to a basic result of L. De Branges [2] , see also [22] , each measure τ on R with the property (4.3) is the spectral measure of a unique canonical system (4.1) on [0, ∞), and hence also every function of the form (4.6) is the transfer function of a unique canonical system. For a canonical system (4.1) we set
Then the following statements hold. 
β 2 real. On the other hand, with some real β 2 ,
and it follows that
Here are some transfer functions for two examples of canonical systems. We choose ℓ = 2, and suppose first γ ∈ R. Then the eigenvalues are λ k = λ 0 + kπ with λ 0 ∈ (−π/2, π/2] and k ∈ Z and with corresponding spectral measure τ k = 1. With some real β the corresponding transfer function becomes 
Example 3. Consider the Hamiltonian
we can write
.
Hence if β is chosen as
All these screw functions are piecewise linear. The functions g 0 and g ∞ and the real parts of g 1 and g 2 are plotted in Fig. 3 .
Example 4. Consider the Hamiltonian
It is not trace-normed. With the new variable ξ(x) := tr H(x), 0 ≤ x < 1, functions y(ξ(x)) = y(x), 0 ≤ x < 1, and the new Hamiltonian H(ξ(x)) := H(x), 0 ≤ x < 1, it becomes the trace-normed system −J y The solution W of (4.2) is
and for the Weyl-Titchmarsh function for the singular problem on [0, 1) we find
The eigenvalues are λ k = kπ, k = ±1, ±2, . . . , with spectral weights τ k = 1, and as a transfer function we obtain
, t ∈ R.
A localization principle for the problem (4.1) by means of transfer functions can be formulated as follows; for simplicity we consider canonical systems on the whole half axis [0, ∞) (see [13, 6. 
for some real number β.
Observe that here only on intervals [0, b], such that
for all ε > 0, the Hamiltonian H is determined by its transfer functions.
A localization principle for canonical systems by means of their WeylTitchmarsh functions was proved in [16] .
4.2. If, for some µ > 0, the Hamiltonian H in (4.1) is of the form
then the spectral measures of the problems (4.1) are finite (see, e.g., [13] ). In this case, instead of the screw functions g τ the functions
can be introduced. The statements 4.1 o − 4.3 o remain true with g τ replaced by f τ and β = 0, see [13] . By Bochner's theorem, the characteristic property of a continuous function f to have the representation (4.8) is that the kernel
Example 5 (comp. [15]). A slight alteration of Example 4 is the Hamiltonian
and the Weyl-Titchmarsh function for the singular problem on [0, 2) becomes
and the eigenvalues are λ k = (2k − 1) π 2 with corresponding spectral masses
4.3. Consider again the system in (4.1), and suppose that there exists an l 0 , 0 < l 0 ≤ ℓ, such that the Hamiltonian H has the property det H(x) > 0, x ∈ [0, l 0 ), a.e. The assumption (4.10) is satisfied if the canonical system can be written with a potential V :
where V is a real symmetric 2 × 2-matrix function on [0, ℓ ′ ) which is locally summable there. With the 2 × 2 matrix function U on [0, ℓ ′ ), which is the solution of the initial problem dU dx
we introduce a function w by y(
it follows easily that w satisfies the canonical equation (4.1) with H(x) = U (x)U (x) * . This Hamiltonian is real, continuous, and det H(x) = 1, x ∈ [0, ℓ ′ ), but in general H is not trace normed. However, by a change of the independent variable it can be transformed into a trace normed system of the form (4.1) which satisfies the assumption (4.10). Therefore the conclusions of statement 4.4 o apply to the problem (4.11). canonical system can be written as a Dirac-Krein system, that is in the form (4.11) with a continuous potential
see e.g. [12] . According to the above, in this case statement 4.4 o applies.
4.4. Recall (see [7] ) that a string S[ℓ, M ] is given by its length ℓ, 0 < ℓ ≤ ∞, and its mass distribution M on [0, ℓ), that is, M (x) is the mass of the interval [0, x], 0 ≤ x ≤ ℓ, and we set M (x) = 0 if x < 0. Then M is a non-decreasing function on (−∞, ℓ). We always suppose that M (x) > 0 if x > 0. The equation dy We introduce the solutions ϕ, ψ of equation (4.12) that satisfy the initial conditions
That is, ϕ(x, z), ψ(x; z) are the solutions of the integral equations
The set of all spectral measures τ of the regular string S[ℓ, M ] can be defined by the relation
if γ runs through the class S of all Stieltjes functions; recall that by definition γ ∈ S if γ is holomorphic in C \ [0, ∞) and γ, γ ∈ N, where γ(z) := zγ(z).
The transfer function corresponding to the spectral measure τ is the function 
If the string S[ℓ, M ] has a concentrated mass at x = 0 : M (0) > 0, then the spectral measures τ of the string are finite and in 4.5 o the transfer function g τ can be replaced by
The characteristic property of a continuous function g (or f ) to have a representation
with a measure τ such that .5) is positive definite and g is real (or the kernel F f from (4.9) is positive definite and f is real).
Appendix

Proof of statement 2.2
o . The solutions ϕ(x; λ) and the functions cos( √ λx) in Section 2 are connected by Volterra integral equations
with kernels K(x, ξ), K 1 (x, ξ), see [18] , and also [17, Section IV.11], [19] , [3] ; if q has m locally summable derivatives then K has in both variables m + 1 locally summable derivatives. Integrating (5.2) with respect to x from 0 to a < ℓ we find sin(
Hence the function
is the Fourier transformation of the function
Parseval's relation implies for an arbitrary τ ∈ S ℓ
Since the integral on the right hand side is finite for all a < ℓ and independent of τ ∈ S ℓ , the function Φ τ (t) is well defined and independent of τ ∈ S ℓ for 0 ≤ t < 2ℓ. This relation does also imply that Φ τ (t) for 0 ≤ t ≤ 2a is independent of τ ∈ S a , and statement 2.2 o is proved.
5.2. In this subsection we outline the application of the method of directing functionals (see [8] , [9] , [14] ) to the kernel K Φ and indicate a proof of statement 2.3 o . Consider a continuous function Φ on (0, 2ℓ) with the property that the kernel
is positive definite. By L Φ we denote the Hilbert space which is obtained if the space C 0 ([0, ℓ)) of continuous functions on [0, ℓ), which vanish identically near ℓ, is equipped with the inner product
and factored and completed in a canonical way. The operator 
Having one directing functional, the defect numbers of B are zero or one, and it is easy to see that they are equal. The method of directing functionals yields the existence of a unique or of infinitely many spectral measures τ of the operator A. This means that for τ there holds Parseval's relation
which implies
The relation (5.5) means that the directing functional G(u; ·) defines an isometry from L Φ into L 2 τ . The spectral measure τ is called orthogonal if this isometry is onto, and otherwise non-orthogonal.The set of all spectral measures of B is denoted by T ℓ , and T orth ℓ denotes its subset of orthogonal spectral measures.
It follows from (5.6) that
and, since Φ(0) = 0,
In the method of directing functionals it is shown that the set of all spectral measures of B is in a bijective correspondence with the set of all self-adjoint extensions of B. In fact, a spectral measure is orthogonal if the corresponding self-adjoint extension of B acts in L Φ , and it is non-orthogonal if the corresponding self-adjoint extension acts in a properly larger space than L Φ .
Hence there is a bijective correspondence between all self-adjoint extensions of B in L Φ or in a larger Hilbert space, and all representations of Φ in the form (5.7). Now let 0 < a < ℓ and consider the corresponding sets T a and T 
It follows that also h ⊥ ∆ ϕ(x; λ)dx for all intervals ∆ ⊂ [0, ℓ) in L 2 τ , hence τ / ∈ S orth a , a contradiction. As is well-known (it follows e.g. from M.G. Krein's resolvent formula), for any given real number λ, there is exactly one orthogonal spectral measure in S a which has λ in its support, and the same holds for T a . Therefore the two sets of orthogonal spectral measures coincide and (5.9) is proved.
For a proof of (5.8) we observe that according to (2.6) the set S a is given through a fractional linear relation The relation (5.9) implies that for each γ ∈ R∪{∞} there exists a γ ∈ R∪{∞} such that W A(z) (γ) = W B(z) ( γ), and this mapping is a bijection in R ∪ {∞}:
Hence B(z) −1 A(z) = a(z)C with some scalar function a(z) and a constant J-unitary matrix C, and (5.9) follows easily. and B is a self-adjoint extension of d 2 u dt 2 , u(0) = 0, u vanishing near a. This is in analogy to the Hamburger moment problem, where A corresponds to the operator generated by the Jacobi matrix in l 2 (N 0 ) and B to the shift operator in the Hilbert space generated by the positive definite kernel k(m, n) := s m+n , m, n = 0, 1, . . . , where (s n ) ∞ 0 is the moment sequence. A corresponding remark holds also for the transfer functions of the canonical systems and strings in Section 4.
If
