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ABSTRACT 
Let Z be a matrix of order n, and suppose that the elements of Z consist of only 
two elements r and y, which are elements of a field F. We call Z an (x, y)-matrix over 
F. In this paper we study the matrix equation ZEZT= D + u, where Z is a 
nonsingular (x, y)-matrix over F, Z T is the transpose of Z, D and E are nonsingular 
diagonal matrices, I is the matrix of l’s and h is an element of F. Our main theorem 
shows that the column sums of Z are severely restricted. This result generalizes a 
number of earlier investigations that deal with symmetric block designs and related 
configurations. The problems that emerge are of interest from both a combinatorial 
and a matrix theoretic point of view. 
1. INTRODUCTION 
Let Z be a matrix of order n, and suppose that the elements of Z consist 
of only two elements x and y, which are elements of a field F. We call Z an 
(x, y)-matrix over F. Throughout the discussion Z r denotes the transpose of 
the matrix Z, and J denotes the matrix of order n with every element equal 
to the identity element 1 of the field F. We always designate diagonal 
matrices by the notation 
D=diag[d,,...,d,], E=diag[e,,...,e,] (I4 
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and require the diagonal elements to be nonzero elements of F. We are 
concerned with nonsingular (r, y)-matrices 2 over F that satisfy the matrix 
equation 
ZEZ*= D+Al, (1.2) 
where h is an element of F. 
The matrix equation (1.2) is an outgrowth of the matrix equation satisfied 
by the incidence matrix of a finite projective plane or the more general 
symmetric block design [3,7]. In the classical case Z is a matrix whose 
elements are the integers 0 and 1, E is the identity matrix, and D is a scalar 
matrix. Other special cases of the matrix equation (1.2) lead to combinatorial 
configurations of considerable interest in their own right. Our main theorem 
generalizes a number of earlier investigations [2,5,9, lo] and shows that the 
column sums of the matrix Z remain severely restricted even in this more 
general setting. Our proof of the main theorem makes extensive use of the 
techniques developed earlier in [lo]. 
2. THE MAIN THEOREM 
THEOREM 2.1. Let Z be a nonsingular (x, y)-matrix of order n > 1 over 
F, and suppose that Z satisfies the matrix equation 
ZEZ*= D+hJ, (2.1) 
where the diagonal matrices D and E are nonsingular over F. Then if ci 
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Proof. The matrix equation (2.1) implies 
(ZEZT)D-1(ZEZT)=D+h(2+Aw)J. 
Hence it follows that 
EZ=D-lZE=E+h(l+h~)Z-lJ(ZT)-l. (2.6) 
Let Us denote the sum of row i of Z -l. Then (2.6) assumes the form 
EZTD-‘ZE=E+h(l+hw)U, (2.7) 
where U = [u*J = [u, uJ. We may write 
Z=rA+ y(J-A), P-8) 
where A and J- A are (0, l)-matrices over F. We define 
++... +Jp, 
1 ” 
and note that the element in the (i, i) position of 
xzti + y”( w - ti). 
Hence it follows from (2.7) that 
ZTDplZ is 
e, + A( 1 + Aw) U,? = (x2 - y”) e,?$ + tj”wq?. 
The matrix equation (2.1) implies 
EZTD-l=Z--+hZ-lJD--. 
We multiply (2.12) on the right by J and obtain 
(x-y)eiti+ywei=(l+Aw)u,. 
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An elementary calculation that utilizes (2.1) and (2.8) implies 
ZE(x+y,...,~+y)~ 
=(dl,..., dJT+ {A+(e,+ . . . +e,,)xy}(l,..., l)? 
(2.15) 
The matrix equation (2.1) implies 
zE(c, ,..., c,,)‘=(d, ,..., dJT+An(l ,..., l)T. 
Thus (2.15) and (2.16) imply 
(2.16) 
ZE(c,-(x+y) I..., c,-(x+y))‘=t(l,..., 1)r. (2.17) 
But the matrix equation 
implies 
ZEE-lZ-‘=I (2.18) 
ZE(u,/e,, . . .,u,,/en)T= (1,. . ., 1)r. 




Equation (2.2) now follows from (2.14) and (2.20). W 
COROLLARY 2.2. In Theorem 2.1 we have l+hw#O, and if t=O then 
cl= ** . =c,=x+y. (2.21) 
Proof. An elementary evaluation tells us that 
det(D+?J)=(l+hw) fi di, 
i=l 
(2.22) 
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and since the matrix D + AJ is nonsingular, it follows that 1 + Aw #O. The 
second assertion is an immediate consequence of (2.20). n 
3. APPLICATIONS 
We now specialize Theorem 2.1 in various ways. The following theorem 
deals with the case of E equal to a scalar matrix [lo]. 
THEOREM 3.1. In Theorem 2.1 suppose that E is a scalar matrix, and 
suppose further that we do not have both X = 0 and x = - y, Then it folluws 
that either all of the column sums of Z are equal, or else Z bus exactly two 
distinct column sums c1 and c, and these numbers satisfy 
cl+% = Y(t+W). (34 
Furthermure, for the case in which all of the column sums of Z are equal, if 
we also have t #O, then it follows that all of the row sums of Z are also 
equal and D is a scalar matrix. 
Proof. If t = 0, then Corollary 2.2 implies that all of the column sums of 
Z are equal. If t#O and A = 0 but x# - y, then (2.2) implies that all of the 
column sums of Z are equal. Hence we are left with the case t #O and A # 0. 
By Corollary 2.2 we have 1 +hw#O. Thus (2.2) implies that all of the c, 
satisfy the same quadratic equation. Hence if Z has two distinct column 
sums c1 and c,, then these numbers satisfy (3.1). 
We now consider the case in which all of the column sums of Z are equal 
and suppose further that t#O. Then (2.20) implies that the row sums of Z -i 
satisfy ui = . . * = u, = u and u #O because of the nonsingularity of Z -‘, 
Hence 
Z -‘J=uJ (3.2) 
zJ=u-4. (3.3) 
Thus all of the row sums of Z are also equal. But then (2.16) implies 
d,=... = d,, = d, and this proves Theorem 3.1. n 
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Theorem 3.1 may be specialized in various ways [lo]. We first normalize 
E so that E is the identity matrix. Suppose now that Z is a (0, 1)-matrix over 
the rational field. Then (3.1) becomes 
c,+c,=n+l, (3.4) 
and we have the theorem of Ryser and Woodah [8,12] on X-designs. Further 
aspects of these interesting configurations are studied in [ 1,4,11]. On the 
other hand, suppose that Z is a (1, - 1)-matrix over the rational field. Then 
(3.1) becomes 
Cl = - cc& (3.5) 
and we may normalize Z by multiplication of appropriate columns by - 1 so 
that all of the column sums of Z are equal. This yields the theorem of Graver 
[2] on symmetric block designs. 
Our next specialization of Theorem 2.1 deals with the case of D equal to 
a scalar matrix. 
THEOREM 3.2. In Theorem 2.1 suppose that D is a scalar matrix, and 
suppose further that we do not have x= - y. Then it follows that all of the 
column sums of Z are equal. Furthermore, if we also have t#O, then it 
follows that all of the TOW sums of Z are also equal and E is a scalar matrix. 
Proof. Our hypothesis asserts that d, = * . . = d,, = d and x # - y. More- 
over, the matrix ZE is nonsingular, so that (2.15) implies 
d+A+(e,+... +e,,)xy#O. (3.6) 
But then (2.16) implies that ah of the column sums of Z are equal. We now 
make the additional assumption that t #O. It then follows from (2.2) that E is 
a scalar matrix. The remaining conclusion is a consequence of Theorem 3.1. 
n 
We remark that in case Z is a (0, 1)-matrix over a field F of characteristic 
zero, then Theorem 3.2 yields the theorem of van Lint and Ryser [5] on 
block designs with repeated blocks. 
We deal next with the case X=0 and further specialize the problem so 
that the (x, y)-matrix Z over F is a (0, 1)-matrix or a (1, - 1)-matrix over F. 
The following theorem for F of characteristic zero appears in [9]. 
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THEOREM 3.3. Let Z be a nonsingular (O,l)-mu&ix of or& n over F, 
and suppose that Z satisfies the matrix equation 
ZEZT= D, (3.7) 
where the diagonal matrices D and E are rwnsingulur over F. Then all of the 
row and column sums of Z are equal to 1. Thus if F is of characteristic zero, 
then Z is a permutation mutrix. 
Proof. We have t = 0, so that Corollary 2.2 implies c1 = . * . = c,= 1. 
Now substitution in (2.14) implies 
-e,y+ei=O, (34 
so that ul=... =u,=l. Hence 
Z-‘J=J (3.9) 
and 
ZJ= J-JZ. n (3.10) 
We recall that a Hadumurd matrix is a (1, - 1)-matrix H of order n over 
the rational field that satisfies the matrix equation 
HHT= nl. (3.11) 
THEOREM 3.4. Let Z be a non-singular (1, - l)-matrix of order n over F, 
and suppose that Z satisfies the matrix equation 
ZEZT= D, (3.12) 
where the diagonal matrices D and E are nonsingular over F. Then Z 
satisfies the matrix equation 
ZZT= ZTZ=nI. 
Thus if F is of characteristic zero, then Z is a Haukmurd matrix. 
(3.13) 
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Proof. We assert that t#O, because t -0 implies cr = * . * = c,, = 0 and 
this contradicts the nonsingularity of Z. But then (2.2) implies e, = * . . = e,,, 
and hence (3.13) is valid. n 
We note that if F is of characteristic p, then the matrices Z of Theorem 
3.4 are instances of the modular Hadamard matrices discussed in [S]. 
We have been entirely unable to classify all of the (x, y)-matrices Z over 
F that satisfy the matrix equation (2.1). We do not even have such a 
classification in the special case A = 0 and F of characteristic zero. But in this 
case the two preceding theorems do classify the (O,l)-matrices and the 
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