ABSTRACT In this paper, a novel systematic method on the evaluation of quantitative precipitation forecast (QPF) errors from the perspective of rain-area shape verification is proposed. The method aims to improve the accuracy and efficiency of conventional station-based verifications (i.e., standard skill scores), which are insensitive to the biases of station location and rain-area shape and tend to ignore the continuity of precipitation in time and space. The method develops and combines the shape verification indexes, which include the overlap ratio of a forecasted rain-area (Ratio f ), the overlap ratio of the ground rainarea (Ratio t ), the Jaccard similarity coefficient between the shape of the QPF area, the shape of the ground rain-area (Jaccard shape ), the critical success index (CSI) for the rain-area shape (CSI shape ), the probability of detection (POD) for the rain-area shape (POD shape ), and the false alarm ratio (FAR) for the rain-area shape (FAR shape ). This definition of QPF verification is applied to a rain event from 2016/08/02 00:30 to 2016/08/02 03:24 in the Guangdong Province. The decomposition of QPF errors into station-based errors and shape error components provides powerful insight into the effects of overall forecasting performance. The experimental results of this investigation show that the proposed method provides an opportunity to assess QPFs objectively and further promote advanced forecasting technologies from this perspective.
I. INTRODUCTION
Considerable discussions and applications have been reported during the last few decades due to the increasing research interest in convective weather forecasting [1] , [2] . The most popular forecasting methods fall into two classes, radar forecasting and numerical forecasting. Generally, radar forecasting, especially pulse Doppler radars, is the main type of forecasting in China because the accuracy is substantially higher. Earlier studies [3] - [4] show that when compared with existing forecasting methods, pulse Doppler radar is used more extensively due to its position and motion prediction capability. However, the radar data is incorporated into numerical forecasting models to improve forecasting performance [5] . These forecasting approaches have always been a focus in the literature due to the need for precise forecasts [2] , while accurate verifications, such as QPFs, are often ignored [6] . In fact, in order to realize the precise forecasting of convective weather and improve forecast accuracies, we should also develop a more effective and objective verification method to analyze forecasting errors [7] , [8] and evaluate forecasting performance by improving existed forecasting technologies [9] .
Currently, many research studies on rainfall forecasting have been published. However, questions regarding how and why forecast error produced have always been difficult to answer [10] . These misunderstandings can be attributed to the lack of objective and the systematic study from different views on forecasting errors. Improved verification requires more focus on station-based errors [11] . Recently, research on the error analyses for different rainfall thresholds forecasted by radars has decreased [12] , particularly regarding error calculation research for both rain-area shape errors and station-based errors [13] . Among them, station-based verification is often used to evaluate the accuracy of QPFs [13] . In addition, for rain-area shape verification, there are fewer available appropriate verification approaches because several existing methods are usually somewhat complicated [14] .
In this paper, by using QPF data and ground data, we introduce a new shape matching-based verification method, which takes into account both traditional verification and additional rain-area shape verification. Shape verification offers a new technique with the use of numbered ground station data aligned with radar measurements. The shape verification indexes include the overlap ratio of the forecast area Ratio f [12] , the overlap ratio of the actual rain-area Ratio t [12] , the Jaccard similarity coefficient between the shape of the QPF forecast area and the shape of the ground rain-area Jaccard shape , the critical success index (CSI) for the rain-area shape CSI shape , the probability of detection (POD) for the rain-area shape POD shape , and the false alarm ratio (FAR) for the rain-area shape FAR shape . Our experimental results show the advantage and application value of the proposed approach.
The focus of our works is two-fold. First, we seek to articulate forecasting performances associated with traditional station-based errors and rain-area shape errors using QPFs. Second, we aim to perform an error evaluation via a systematic study on the stability and effects of traditional station-based errors and rain-area shape errors from QPFs. To achieve these goals, more detailed and useful components of traditional station-based errors and rain-area shape errors are studied. The traditional station-based error and the rain-area shape error decompositions ensure that existing forecasting technologies can benefit from new verification without complicated calculations. Efforts to improve forecasting performance (such as algorithmic improvements, data preprocessing techniques, or forecasting combination methods) can then focus on specified errors. This paper is organized as follows. After presenting the datasets and methods in Section II, we detail the data quality control. The interpolation of missing ground rainfall data, the matching of data for temporal consistency, and the control of spatial area consistency are presented in Section III. The results are then discussed in Section IV, which is followed by a statistical analysis for our mentioned methods in Section V. A summary, concluding remarks and future work on this topic is presented in the final section.
II. BACKGROUND AND RELATED WORK
In recent years, the demands for more comprehensive and objective verification approaches have increased [15] - [18] , which are capable of solving problems such as the inaccessible collection of data or the difficulties when building ground stations [19] . As we know, rainfall has always been regionally distributed [20] . As a station-dependent approach for error measuring, a traditional station-based verification method (i.e., standard skill scores) often suffers from its insensitivity to location and area shape bias [21] , [22] . That is, these methods are able to check all the forecasting errors of a station with high accuracy, but they fail to adequately extrapolate to nearby areas without station observations, which may even result in false forecasting conclusions [11] . This embarrassing situation leads to confusion in real world applications [5] , such as aviation related issues [12] . In other words, traditional error approaches do not delineate the complete picture in the forecasting ability of a QPF system [15] . Therefore, conclusions from a particular traditional verification may not be able to objectively evaluate forecasting performance [1] , [23] . Furthermore, traditional error measures do not provide insight concerning where the actual errors come from [24] . Therefore, shape verification approaches based on the rain-area are extremely necessary for further analysis [25] . In reality, however, the verification and evaluation of QPFs has been a consistent problem for a long time [19] . A large number of ground stations are often considered to be difficult, expensive, and/or time-consuming to build in large developing countries, such as China, which demands efforts for new verification approaches in radar forecasting [26] - [28] , even though QPF errors may be relatively easy to evaluate. Most verification approaches are either peer-to-peer or station-to-station, where the forecast grid is matched to either an observation grid or a set of observation points, respectively [13] , [29] . Therefore, traditional verifications only represent precipitation observations at a particular location. As a result, it is easy to ignore the continuity of precipitation in time and space [24] , [30] .
An error-spread score (ES) was proposed which is only suitable for verification of seasonal range ensemble forecasts [31] . The probabilistic event forecast verification was introduced to identify errors related to both bias and overly/insufficiently sharp forecasts [32] . Siddique et al. [32] suggested that basin averaged precipitation forecasts verified at different basin sizes (spatial scales) can be used for accurate flood forecasting. On the other hand, constructing dense non-GTS network is also an option for precipitation verification [34] . The approach in [35] used location-dependent spatial spread-skill relationship to assess the final ensemble forecasting. In Polar Regions, Anomaly Correlation Coefficients (ACC) and Ranked Probability Skill Scores (RPSS) are applied on reliable weather and environmental forecasts [36] . Luitel et al. [37] argued that visual examination of the distribution of the errors and its daily scale climatology was useful to skillful forecasts. Some flexible approaches proposed in [38] give a different definition of weather patterns. Concerning land weather forecasting, ocean weather forecasting mainly considers simple verification metrics, such as mean absolute error and root mean square error [39] . The performance of two global ensemble-forecasting systems was verified through the Brier skill score, the reliability diagram, the relative operating characteristic (ROC) curve and the area under the ROC curve (AROC) [40] . In addition, Manzato and Jolliffe [41] discussed the optimization of bias and the Peirce skill score. In [42] , threshold-based segmentation techniques are employed to the fields for object identification and evaluation of cloud forecasts in convective situations. In general, all of those approaches show limitations in terms of inefficiency and non-generality.
III. DATASETS AND METHODS

A. DATASETS
In this study, we applied our method to two real datasets containing precipitation processes (i.e., QPF rainfall data and ground data) for the Guangdong Province from 2016/05/20 00:30 -03:24 and 2016/08/02 03:00 -03:24, which both have 30 forecasting timestamps. The ground data is collected from 1480 meteorological monitoring stations, each of which records rain every 5 minutes. The QPF data are collected every 6 minutes by a radar system. From the above two datasets, we select 4 time scales for the rainfall data (i.e., halfhour, 1 hour, 2 hour, and 3 hour accumulated precipitation) to evaluate the verification effect; those results are shown in the following figures.
As mentioned previously, we use ground data from 1480 meteorological stations in the Guangdong Province to systematically evaluate the proposed verification method. In fact, during the processing of data, we found and filtered several stations with a substantial amount of missing values through dynamic data quality checking and screening. Therefore, the number of stations actually used in each round of the experiment was less than 1480. In addition, the temporal resolution of the ground data was 5 minutes; by combining the linear interpolation and the average accumulation calculation, we can achieve time matching between the station records and QPFs with the same timestamp.
Here, the precipitation type is a tropical storm that produced heavy rainfall. The radar forecast ranged across 108.505−117.505 • E and 19.0419 − 26.0419 • N, and the spatial resolution is 0.01 • × 0.01 • . The QPF precipitation data are calculated with a dynamic Z-R relation and linear extrapolation forecasting, which are also corrected by the ensemble of numerical weather forecast, objective calibration and integration, forecaster's subjective modification and gridding post processing. In addition, the grid-enabled QPFs are transformed into 700 × 900 rectangles.
B. RESEARCH DESIGN AND METHODOLOGY
In this section, we detail the proposed method. Fig. 1 presents the framework for our verification method, which consists of four components: a data loader (radar and ground), a data quality controller (ground), error verification (traditional station-based error and rain-area shape error), and an overall statistical analysis for errors. The four components are combined in a series, and then generated to determine an overall statistical result for the performance of QPFs by combining traditional station-based verifications with rain-area shape verifications. The data loader loads historical ground data and QPF data, transforms the coordinates, formats the grid data and forms the normalized data, while the data quality controller mainly controls the poor quality of historical ground data and the time and space inconsistencies between the ground data and the QPF data. Specifically, the data quality controller also performs the pre-processing procedure, which focuses on the local dynamic interpolation of missing data and dynamical filtered stations with a substantial amount of missing data. Another issue regarding data quality is time-consistent matching through a linear average. Then, we completed the quality control of the spatial area consistency between the discrete stations and the QPF areas. Intrinsically, weather conditions at different locations usually had spatial correlations, such as clouds were blown from one place to another. The quality control of spatial area consistency includes the spatial interpolation of discrete stations and the quality control of regional buffering used in the interpolation results. This kind of regional buffering can control the valid monitoring range of each station. Error verifications include the index calculations of traditional station-based verifications and rain-area shape verifications. The last component, the overall statistical error analysis, mainly evaluates the stability and reliability of our method by using a mean-variance analysis.
C. VERIFICATION APPROACHES
Difficulties are expected to appear when traditional verification is used to diagnose error sources, which further reduces the QPF error. Here, we decomposed the QPF errors into two components: a traditional station-based error and a rainarea shape error. For the traditional station-based verification, the limitation when calculating the rain-area shape error is obvious because there are only local and discrete station performance measures (i.e., CSI, POD, and FAR). In addition, sometimes the root mean square error (RMSE) and the mean absolute error (MAE) are used. Although these measures are useful for reflecting the station-based error and forecasting performance, they are unable to give full insight into regional forecasting errors within specific applications. As previously mentioned, the overall QPF error can be decomposed into a traditional station-based error component, such as CSI, POD, FAR and RMSE, and a rain-area shape error component, such as Ratio f , Ratio t , Jaccard shape , CSI shape , POD shape , and FAR shape ; both errors are important and combined for further analysis. The traditional station-based error measures the grid point error of the QPF based on the station location. The rainarea shape error, on the other hand, relates to the regional error and, therefore, describes the overall and objective forecasting ability of the QPF. Thus, the decomposition may result in a simple solution to distinguish between different types of forecasting errors, which is also an essential issue in QPFs. VOLUME 6, 2018 As for station-based forecast error verification, according to the traditional and standard convective weather evaluations, there are two types of approaches: verification for the presence or absence of rain and verification for a specific precipitation threshold. Table 1 presents the details of the precipitation threshold for different time scales, and Table 2 represents the rainfall of the QPFs, R true i represents the accumulated precipitation at the ground station, N represents the number of ground stations, and k represents the precipitation thresholds; when k = 0, the current error verification is not graded. At the same time, we found a mathematical relation between CSI k , POD k and FAR k , which can verify whether the indexes are correct. The mathematical relation can be expressed with the following formulas:
where CSI = 0, POD k = 0, and FAR k = 1.
In our experiment, we also add a hierarchical contour for the image results in the shape error evaluations, which provides insight on the shape error for different precipitation thresholds. First, we introduce Ratio f (the overlap ratio of the QPF rain-area) [6] , [12] , Ratio t (the overlap ratio of the ground rain-area) [6] , [12] , Jaccard shape (the Jaccard similarity) [44] and the coefficient and similarity between the shape of the QPF rain-area and the shape of actual rain-area to evaluate the shape errors. We can express these indexes in Eqn. (6), Eqn. (7) and Eqn. (8) . Specifically, Area t represents the actual rain-area interpolated by the ground station, and Area f represents the QPF rain-area.
Second, we introduced CSI shape (the critical success index for rain-area shape), POD shape (the probability of detection for rain-area shape), and FAR shape (the false alarm ratio for rain-area shape), which are all similar to the traditional verification methods, so that we could obtain further evaluations for rain-area shape error. Table 3 contains the classifications for rain-area shape error used in Eqn. (9), Eqn. (10), and Eqn. (11) . TP shape represents the intersection between the QPF rain-area shape and the actual rain-area shape. FP shape represents the difference between the actual rain-area shape and the QPF rain-area shape. FN shape is the difference between the QPF rain-area and the actual rain-area shape. TN shape denotes the intersection between the QPF non-rain-area shape and the actual non-rain-area shape. Among these shape verification indexes, we should note that the Jaccard shape is equal to the CSI shape , and the POD shape is equal to Ratio f .
IV. DATA QUALITY CONTROL A. INTERPOLATION WITH MISSING GROUND DATA
In many cases, varying degrees of missing data occurred, especially for ground data. These missing data took many forms. As we know, many meteorological monitoring stations have been deployed to monitor variables such as precipitation, temperature, and wind, which can be used to analyze weather patterns. However, it often appears that stations suffer from missing values that are unpredictably caused by various malfunctions, such as power failure and network interruption. These missing values always have a bad influence on weather forecasting and applications. Based on the degree of missing values, the missing problems can be divided into discrete missing and block missing data [45] ; while discrete missing data appear more randomly, block missing data are relatively severe. The interpolation of missing values from a collection of ground data, however, is a tough challenge. Even so, the interpolation of missing data is very important because it is directly related to the stability and reliability of the QPF verification method. To tackle these challenges, we propose a local dynamic interpolation method, rather than a global interpolation method, for records at each station because global interpolations are simple to acquire regarding data fluctuations on a large scale that introduce new errors, which do not meet the data quality control requirements. With our local dynamic interpolation method, we set the window of the local dynamic interpolation method to be w + 5, where w is the number of five minute increments (6, 12, 12 , and 12) included in QPF time scales (0.5 h, 1 h, 2 h, and 3 h). At the same time, we set the threshold w for missing values allowed, which is used to determine the degree of missing data and whether or not current station records need to be interpolated. When the number of missing records at a station is greater than or equal to the threshold, the station is filtered out and excluded from the following procedure (i.e., a dynamic filtering for stations with a substantial amount of missing data). A cubic spline interpolation is used in this study due to better fit and smoothness [46] . For each missing position [x i , y i ] (i = 0, 1, 2,. . ., n), the estimated value y = s(x) can be calculated through equation (12) .
From Fig. 2 , after dynamic filtering, we find that the number of valid ground stations changed significantly during the rainfall event from 2016/08/02 00:30 to 2016/08/02 03:24. Such a change suggested the necessity of data quality control in real scenarios. As mentioned before, data quality truly plays an important role in error calculations and verifications. Even though the local dynamic interpolation method was applied to the missing station data, there were only approximately 1280 valid and available ground records for the verification of each timestamp, which means that at least 200 stations appeared to have a substantial amount of missing data. In other words, the substantial amounts of missing data is not a negligible issue regarding forecasting verification.
B. DATA MATCHING FOR TIME-CONSISTENCY
Unfortunately, as we know, the QPF data update every 6 minutes, but the ground data update every 5 minutes; therefore, both datasets only meet at specific hours or half-hours. However, evaluating the performance of QPFs every 6 minutes is more common and valuable. Therefore, it is necessary to match the ground data with the QPF data. In this study, a linear averaging method [47] will be used to calculate the accumulated precipitation for half-hour, 1 hour, 2 hour, and 3 hour verifications every 6 minutes after the data quality controller checks and interpolates the missing data. From  Fig. 3 , using the half-hour verification as an example, we can understand the method of data matching for time-consistency; the equation for accumulated precipitation for half-hour verifications every 6 minutes is as follows:
Here, G 1 2 hour represents the accumulated precipitation to be calculated, g i represents the accumulated precipitation of the ith variable a full five minutes after the current time, g first represents the fractional accumulated precipitation during the first five minute interval of the current time and, similarly, g last represents the fractional accumulated precipitation of the last five minute interval. The variable t first represents the current time; t last represents the last time, which is 30 minutes later than the current time; i first represents the sequence number of the five minute interval that g first located in, and i last represents the sequence number of the five minute interval that g last located in. Furthermore, g (i first ) represents the accumulated precipitation during the first five minute interval, and g (i last ) represents the accumulated precipitation of the last five minute interval. Finally, through the above equations, it is possible to calculate the accumulated ground precipitation of half-hour, 1 hour, 2 hour, 3 hour verifications every 6 minutes so that the ground data can be aligned with the QPF data.
C. SPATIAL AREA CONSISTENCY CONTROL
In the QPF error verification, the number of stations within a local area is relatively small and, therefore, ground data from only a few stations cannot fully reflect the overall rainfall of its surrounding area. Therefore, it is necessary to map rain from a single station into a regional rain. Because we do not know the ground observations for all areas, were interpolate that data with limited stations to calculate the rain-area because it is the only possible way to accurately and effectively estimate regional precipitation. In this section, in order to better model the rain-area spatially, we employ a variety of grid interpolation algorithms, such as inverse distance weighting (IDW) [48] , nearest-neighbor (NN) [49] , and the bilinear [50] and bicubic algorithms [51]. Kriging is not applied due to high computation costs. After comparison, we adopted the bicubic algorithm because the interpolated surface of the bicubic algorithm is smoother than the corresponding surfaces obtained by the IDW, NN and bilinear algorithm. In the bicubic interpolation algorithm, if the function value, f (x), and the derivatives, f x , f y and f xy , are known at four corners ((0,0), (1,0), (0,1) and (1,1)) of the unit square, then the interpolated surface can be calculated through Equation (18) , where a ij is determined by the derivatives.
a ij x i y j (18) Using the half-hour accumulated precipitation at 2016/08/02 00:30 as an example, the above four interpolation algorithms are considered, and the interpolation effects of these algorithms are shown in Fig. 4 , where the valid stations indicate stations with relatively good data quality after data preprocessing. The rain scope of the valid stations represents stations which record rainfall at a certain moment. Ground rain-area shape (IDW) is the area field interpolated by IDW with valid stations. Ground rain-area shape (NN), ground rain-area shape (bilinear) and ground rain-area shape (bicubic) are shown similarly. From Fig. 4 , we can see that the surface obtained by the bicubic algorithm is the smoothest since it uses 16 neighborhood values, which is more than that of bilinear interpolation. In addition, among these methods, it is apparent that the interpolation area of the bicubic algorithm also has effective boundaries and a clear gradient of precipitation. Therefore, for our experiments, there is no doubt that the bicubic interpolation algorithm is the most appropriate. However, it should be noted that the interpolation results do not fully represent the actual rain-area because the interpolation algorithm is aimed at the whole rain-area. Furthermore, in order to better solve this problem and reduce the interpolation error, which does not come from the data itself, we only consider the interpolation results within 20 km around station by setting an impact range (20 km) for each station. In other words, after filtering the interpolation results beyond the impact range, more real rainarea results will be produced and used in the following rainarea shape verification step. Additionally, Fig. 4 shows the distribution of valid stations, which means that these stations currently suffer less from missing data; for the valid rain scope stations shown in Fig. 4 , this means that rain appeared at these valid stations.
V. RESULTS AND DISCUSSIONS A. TRADITIONAL STATION-BASED VERIFICATION RESULTS
To develop a more detailed station-based evaluation of QPFs, we divide the accumulated precipitation amount into five levels using precipitation thresholds, and perform five separate traditional station-based verifications for each precipitation threshold under different forecast timescale settings, i. [2] , [3] , [4] for details of the traditional verification indexes). On one hand, we can see that the performances of the CSI, POD, and FAR change over varying forecast timescales in Fig. 5 ; as a result, a cross-validation method can be applied to evaluate the effect of rain-area shape verification indexes from a traditional verification perspective. That is, as the forecast timescale increases from a half-hour to 3 hours, the accuracy of the QPF associated with the verification also decreases, indicates that the effect of traditional verification indexes in actual applications can provide moderate capability in identifying forecast errors. We also find that the QPF errors for the half-hour and 1 hour verifications are relatively low, and this conclusion is similar to the observations. Taking the QPFs during 2016/08/02 00:30 -03:24 as an example, Fig. 5 shows the changes in traditional verification indexes and its CSI, POD, and FAR components for different precipitation thresholds at different forecast timescales when the time varies from 2016/08/02 00:30 to 2016/08/02 03:24. Based on the traditional verification indexes measured at varying precipitation thresholds and forecast timescales, we can make several observations from Fig. 5(a), Fig. 5(b) , Fig. 5(c) and Fig. 5(d) , which represent the changes in halfhour, 1 hour, 2 hour and 3 hour traditional verifications, respectively. First, the total QPF error increases consistently when the forecast timescale increases. The lowest overall forecast error is achieved at the 1 hour forecast, especially when the forecast timescale is small, which suggests that the indexes are able to identify actual forecasting errors in the QPFs. Second, with poor forecasting accuracies at different precipitation thresholds, the figures also indicate that several indexes of traditional verification for different precipitation thresholds fluctuated greatly. On the other hand, when verifying the large precipitation threshold, the frequency and area of heavy rain are relatively small and produce fluctuations to some extent in the index calculations. In general, based on the results for traditional verifications at different precipitation thresholds, we can see that there is still ample room for improvement in the QPF accuracy. Fig. 6 shows the effect of the RMSE for QPFs with different forecast timescales when the time varies from 2016/08/02 00:30 to 2016/08/02 03:24. From Fig. 6 , we find VOLUME 6, 2018 FIGURE 6. RMSE for 6 minute forecasts at a half-hour, 1 hour, 2 hours and 3 hours on 2016/08/02 during 00: 30 -03:24. that for RMSEs of QPFs, as the forecast timescale increases, the RMSE continually increases and sometimes nearly matches the double error of the half-hour timescale forecast.
While similar to what we found in the previous analysis, the minimum RMSE is achieved at the half-hour forecast. Although the fluctuations in RMSE for the half-hour QPFs are not significant, the RMSE for the 2 hour QPFs and the 3 hour QPFs fluctuated widely. This also suggests that for a QPF, a change in forecast timescale from a half-hour to 3 hours usually indicates increasing difficult in radar forecasting. Fig. 7 shows the rain-area analysis for QPFs from the perspective of rain-area shape. The figure plots the total rainfall error, as well as its area and shape components, against the forecast timescales. The QPF timescales are also fixed at a half-hour ( Fig. 7(a) ), 1 hour (Fig. 7(b) ), 2 hours (Fig. 7(c) ) and 3 hours (Fig. 7(d) ). Such comparisons between QPFs and ground stations for researchers and practitioners can be used and studied as a reference. Of course, for the rain-area shape verification of different precipitation thresholds, we do not calculate the specific indexes currently, but we use a contour plot, which is what we need to actually describe what is going on. Several interesting observations from these plots can be made and could be sufficient to adequately approximate the rain-area shape.
B. RAINFALL AREA SHAPE VERIFICATION RESULTS
In Figs. 7 (a)-(d) , the rain-area shape of the QPFs is studied with the change in forecast timescale. Fig. 7 shows the area shape results of the QPFs. In addition, Fig. 7 indicates that the forecast timescale has a great impact on the total rainfall error, as well as its area and shape. The total quantitative precipitation error calculated in the previous section is not obvious, but the optimistic traditional station-based verification results shown above, even at the half-hour forecast and the 1 hour forecast, differ substantially from the rain-area shape of the QPFs and are not close to the interpolated rain-area shape from the ground observations. For the 2 hour forecast and 3 hour forecast, the area shape differences between QPFs and the ground observations are greater. That is, as time progresses, the rain-area shape appears to experience a big change, and the rain-area shape error between the accumulated precipitation and the QPFs gradually increases over the forecast timescale. However, for the half-hour and 1 hour QPFs, the landfall region of heavy rain forecasted by the radar is also very different from that determined by the ground observations. In addition, there are many cases of false forecasts, which can be seen from Fig. 7 (a) and Fig. 7 (b) . For example, heavy rain appeared around latitude 23.5 • N and longitude 115.5 • E, which was not forecasted by the QPFs; in particular, rainfall north of 24.0 • N was significantly underestimated. Therefore, from a practical forecasting standpoint, shape error verification came to different conclusions for the previous results using traditional station-based verification.
According to the rain-area shape verification indexes (Ratio f , Ratio t , Jaccard shape , CSI shape , POD shape and FAR shape ) proposed in this paper, Fig. 8 shows the rain-area shape verification results for the QPFs. Fig. 8 (a) and (c) shows the changes in Ratio f , Ratio t and Jaccard shape for the QPFs. In addition, Fig. 8 (b) and (d) shows the changes in CSI shape , POD shape and FAR shape for the QPFs. Each figure f has four subplots. Each subplot corresponds to a rain-area shape error at a specified QPF timescale (i.e., half-hour, 1 hour, 2 hours or 3 hours).
During the experimental design and analysis for each rain-area shape verification index, we considered both the results and the fluctuations but focused more on the latter. When we acknowledge that the Ratio f improves, we do not mean that it absolutely improved, but rather that the Jaccard shape improved. From Fig. 8(c) , we can see that the Ratio f , Ratio t and Jaccard shape over the half-hour and 1 hour QPF timescales achieved accuracies above 40%, 80% and 40%, respectively, which are not as good as those from the verification results indicated in section 4.1 and Fig. 5 . Several preliminary analyses can be obtained from the comparison between the traditional station-based verification indexes and the shape verification indexes. In this analysis, although our forecasting performance is not as adequate as was hoped, it is still considered credible. Based on the results of rain-area shape in Fig. 7 and the shape verification indexes in Fig. 8 , a more objective evaluation from our proposed method can be seen. Similarly, Ratio f , Ratio t and Jaccard shape decreased with a significant increase in the forecast timescale; however, we also found that the fluctuation in each index with time was relatively small, and the indexes had adequate stability. On the other hand, from Fig. 8(d) , we can also see that CSI shape , POD shape and FAR shape , which are defined in equations (9), (10) and (11), respectively, achieved accuracies above 40%, 40% and 20% at the half-hour forecasting timescale, respectively. In addition, the effect of the forecast timescale is also evident. When the forecasting timescale is large (e.g., 2 hours and 3 hours), it is more difficult for the radar to capture weather trends and obtain a relatively accurate forecast of rainfall.
VI. OVERALL STABILITY EVALUATION
To verify the effect of our methods, we present a statistical analysis of the experiment related to the stability or reliability of rain-area shape verification, and the similarities between both verifications are also considered. Our purpose is to confirm the significant effect of rain-area shape verification at each precipitation threshold under different forecast time scales. As will be discussed, both the mean and standard deviation of the ground station error and rain-area shape error are investigated. Jaccard shape , CSI shape and POD shape decreased consistently, while the mean value of FAR shape increased when the forecast timescale increased. The minimum shape error appeared at the half-hour or 1 hour QPFs. Instead, the errors at 2 hours and 3 hours increased rapidly. On the other hand, from the perspective of standard deviation, at the half-hour and 1 hour QPFs, we saw smaller standard deviations than those of 2 hours and 3 hours QPFs in all of the shape verification indexes, indicating small fluctuations. However, the fluctuations at 2 hour and 3 hour QPFs were relatively large. This finding agrees with the practical expectation of QPFs. Overall, the forecast timescale was found to play an important role in QPFs. Fig. 10 and Fig. 11 show the statistical results for the traditional verification, where Fig. 10 shows the index means at different QPF timescales, and Fig. 11 shows the index standard deviations at different QPF timescales. Note that when the precipitation threshold used in the traditional verification is [0, 4.9] or [0, 799], the performance of the QPF is better, which is identical to that of the real situation. However, for heavy rain, the performance of the QPF decreases rapidly, and the FAR is always relatively high. From Fig. 10 , we can see that for both POD and FAR, the expectations indicated a poor performance in the QPF for precipitation thresholds of [5, 14.9] and [15, 29.9] . In addition, it is easy to see that the change in FAR is much higher than the change inPOD, which is mainly due to the over-forecasting of QPFs. Fig. 11 shows the stability analysis of the traditional verification indexes from the perspective of standard deviations. Verification indexes of the half-hour and 1 hour forecasts are more stable than those of the 2 hour and 3 hour QPFs. Among the verification indexes at different precipitation thresholds, [0, 799] (i.e., for any precipitation) and [0, 4.9] are the most stable. Due to a small number of heavy rain samples in this study, we find that the 2 hour and 3 hour verification indexes have the worse stability. This also reflects the characteristics of the QPFs to a certain extent. Fig. 12 shows the statistical results for a number of valid stations and the RMSE values at different timescale QPFs. As we know, the RMSE is frequently considered a benchmark index in weather forecasts. As given by the right subplot in Fig. 12 , we see that the mean and standard deviation of the RMSE increase with an increase in forecast timescale, which indicates that the accuracy and stability of the half-hour and 1 hour forecasts are substantially better. There is no doubt that the conclusions from the above analysis are not difficult to obtain, but what we want to compare the differences and similarities between the traditional verification and the rainarea shape verification. The left subplot of Fig. 12 presents the mean and standard deviation changes at a number of valid stations, which are related to the status and maintenance of the monitoring devices, respectively.
The above discussions suggest that both traditional verification and our proposed rain-area shape verification are useful and important in the estimation of QPF performance, although improving the accuracy of QPFs is critical. Each verification can be applied independent of the other, but together they complement each other obtain error sources in the QPFs. In addition, the penalty and cost of a one-sided QPF error estimation are higher than those of a traditional verification. One-sided estimations are highly biased and may cause degradation in the QPF performance, moving away from the desired improvement. Furthermore, a QPF error is likely to be dominated by the rain-area shape error component. Consequently, efforts to improve the QPF performance should explicitly focus on reducing the rain-area shape error. From this view, the traditional verification approach for the performance evaluation of QPFs may not be the most effective choice. As mentioned before, this is a drawback because traditional verification approaches are only used to estimate the forecast accuracy of a single station. This can reduce the objectivity and comprehensiveness of the QPF error, which may lead to poor improvements in forecasting. More scientific approaches can be applied by combining traditional verifications with rain-area shape verifications. Therefore, rain-area shape errors, as well as station-based errors, must be given more attention, as it could provide the possibility for more objective and scientific verifications.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, overall QPF errors can be decomposed into a traditional station-based error and a rain-area shape error component. However, the goal of this research was not only to make a comparison between the traditional verification and the QPF, but rather to introduce rain-area shape verifications. The main issues studied include a rain-area shape error investigation based on shape matching in terms of effects and stability.
We presented a systematic study of traditional station-based and rain-area shape verifications on QPF performance during 2016/05/20 00:30 -03:24 and 2016/08/02 00:30 -03:24. Station-based errors and rain-area shape errors are two essential aspects in weather forecasting, which is particularly true for widely used QPFs. Therefore, before more accurate forecasting technology can be developed, overcoming the shortcomings in verifications is also necessary. We believe that understanding both the station-based error and the shape error are important for improving existing QPFs. Although prior research on QPF errors or verifications has focused exclusively on traditional station-based indexes, this study provides further evidence that station-based errors and shape errors are equally important and useful. We have also noted that shape verification may be more objective and comprehensive because rainfall is always regionally distributed. This is a key difference between traditional stationbased and rain-area shape verifications, which should be emphasized.
Based on a comparison and analysis between traditional verification and our proposed rain-area shape verification, several important findings are summarized as follows. First, the verification approach proposed in this study, which includes the interpolation of missing data, data matching for time-consistency and spatial area consistency control, could solve practical and common problems in weather data quality. Second, both types of verification are important when evaluating QPF performance, as their functions regarding forecast errors are quite different, but complementary. In particular, the rain-area shape verification focuses on significant global forecast errors. Moreover, sometimes a traditional verification (i.e., RMSE or CSI) can have a negative effect on the overall QPF performance evaluation and, thus, might produce a one-sided error. Third, although the two types of verifications are very similar in some cases, the rain-area shape verification does have an advantage when evaluating the overall forecasting error. In addition, the evaluation of QPF error or performance depends upon the verification index and task range definitions. For large area forecasting, the shape error remains the dominant error component. For small area forecasting, the station-based error might be preferable. However, regardless of the forecasting area size, both the shape error and the station-based error should be considered in practical forecasting applications.
Future work will analyze the rain-area shape verification for different precipitation thresholds and add other indexes into the shape error description. A more extensive dataset will be used in the next study. There is no doubt that further understanding where and how forecasting errors are produced will be useful to other researchers. 
