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Finite upper half planes have been studied by Terras, Poulos, Celniker, Trimble,
and Velasquez. Motivated by Stark’s p-adic upper half plane as a p-adic analog of
the Poincare´ upper half plane, a finite field of odd characteristic was used as the
finite analog of the real line. The analog of the upper half plane was constructed
by adjoining the square root of a non-square to the finite field. Since this is not
possible with a finite field of even characteristic, this paper will introduce a modifica-
tion which will enable all finite fields to be considered. After constructing the finite
upper half planes, graphs on these planes will be considered. We are interested in
the spectrum, girth, diameter, and other combinatorial properties of these graphs.
 1996 Academic Press, Inc.
1. INTRODUCTION
Consider the finite field with q elements, Fq , where q 5 pr, p a prime.
We will take this as the finite analog of the real line. Since the complex
plane can be obtained by adjoining i to the real numbers, we obtain a finite
plane in a similar manner. However, if the characteristic of the field is even,
we cannot adjoin the square root of a non-square element. Modifications
must be made for the case when p 5 2, and so we adjoin to Fq the root of
an irreducible quadratic polynomial over Fq . Finite upper half planes over
finite fields with odd characteristic have been studied by Angel et al. [2, 3],
Celniker [7], Celniker et al. [8], Poulos [14], and Terras [16].
Choose a polynomial x2 2 Tx 1 N, which is irreducible over Fq . Let u
be a root of this polynomial. Denote the norm and trace down to Fq of an
element a of the finite field F2q by N(a) and Tr(a), respectively. Since
[Fq2 : Fq] 5 2, the order of the corresponding Galois group is two, and the
only non-identity automorphism in the Galois group is the automorphism
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t, where for any a [ Fq2, t(a) 5 aq. Since u is a root of the above polynomial,
t(u) 5 u q is also a root. So, N(u) 5 uu q 5 u q11 and Tr(u) 5 u 1 u q.
Because the polynomial above factors as
x2 2 Tx 1 N 5 (x 2 u)(x 2 u q),
we can see that T 5 Tr(u) and N 5 N(u); hence the notation. From here
on, we will let T 5 Tr(u) and N 5 N(u).
DEFINITION. Let Hq 5 hx 1 yu u x, y [ Fq , y ? 0j. Hq is the finite upper
half plane.
This definition is really a misnomer. Since there is no way to distinguish
between positive and negative numbers in a finite field, there is no upper
half plane or lower half plane. The best that can be done is to consider
the finite plane without the finite analog of the real line. Since this is a
finite analog of the complex plane, we will use notation similar to that of
complex numbers.
Notation. If z [ Hq , with z 5 x 1 yu, we have the following notation:
u 5 u q, z 5 x 1 yu, Re(z) 5 x, and Im(z) 5 y.
Just as in the case for odd primes p, there is an action of GL(2, Fq) on
the half plane Hq . For z [ Hq and (ac bd) [ GL(2, Fq),
Sac bdD s z 5 az 1 bcz 1 d .
If this is split up into its real and imaginary parts, we will see that
Re Saz 1 bcz 1 dD5 acN(z) 1 bd 1 bcIm(z)T 1 (ad 1 bc)Re(z)N(cz 1 d)
and
Im Saz 1 bcz 1 dD5 (ad 2 bc)Im(z)N(cz 1 d) ? 0.
With this action and some motivation from Stark [15], we are led to a point
pair invariant function on Hq . This function is a finite analog of a distance
function and so will be referred to as such. However, the distance between
two points is an element of the finite field Fq .
DEFINITION. d(z, w) 5 N(z 2 w)/Im(z)Im(w), where z, w [ Hq .
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THEOREM 1.1. The function d(z, w) is invariant under the action of
GL(2, Fq).
Proof. Let z, w [ Hq , and let g 5 (ac bd) [ GL(2, Fq). Then,
d(g(z), g(w)) 5
N Saz 1 bcz 1 d 2 aw 1 bcw 1 dD
(ad 2 bc)2
Im(z)
N(cz 1 d)
Im(w)
N(cw 1 d)
5
N((az 1 b)(cw 1 d) 2 (aw 1 b)(cz 1 d))
(ad 2 bc)2Im(z)Im(w)
5
N(aczw 1 bd 1 bcw 1 adz 2 aczw 2 bd 2 bcz 2 adw)
(ad 2 bc)2Im(z)Im(w)
5
N((ad 2 bc)(z 2 w))
(ad 2 bc)2Im(z)Im(w)
5
N(z 2 w)
Im(z)Im(w)
5 d(z, w). n
2. GRAPHS ON FINITE UPPER HALF PLANES
DEFINITION. Fix a [ Fq . The graph X(u, a) is obtained by taking the
set Hq as the vertices with z and w adjacent if d(z, w) 5 a.
By definition of the distance function, d(z, w) 5 0 if and only if z 5 w.
Hence, the graph X(u, 0) is a graph where every vertex is connected to
itself by a loop and is adjacent to no other vertex. Obviously, this is not a
very interesting graph. The first concern about these graphs we have is
whether or not choosing a different irreducible polynomial gives us different
graphs. We will get the same upper half plane since there is only one
quadratic extension of Fq , and this next lemma shows us that we will in
fact get the same graphs.
LEMMA 2.1. If u1 5 c 1 du2 , where c, d [ Fq , then X(u1 , a) 5
X(u2 , a/d2).
Proof. Let z1 5 x1 1 y1u1 , z2 5 x2 1 y2u1 . For notation, let du1 be the
distance function with respect to u1 , and let du2 be the distance function
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with respect to u2 . Now, if we let du1(z1 , z2) 5 a, then
du2(z1 , z2) 5
N(z1 2 z2)
y1dy2d
5
a
d2
. n
This lemma shows that we may fix u as the root of an irreducible quadratic
polynomial, and as a runs through the elements of our finite field we will
be looking at all possible graphs over that field. Because of this, we will at
times be fixing a certain property of u in order to prove a result about
these graphs more easily.
Before going any further, let us consider an example of a finite upper
half plane over the finite field F4 . Write the elements of that field as F4 5
h0, 1, a, 1 1 aj, where a is a root of the polynomial x2 1 x 1 1. Choose
u to be a root of the irreducible polynomial x2 1 x 1 a over F4 . Then the
two values which give us interesting graphs are a 5 a and a 5 1 1 a. In
both of these cases, the graph that we get is the graph of the icosahedron.
In fact, we can actually explain why the two graphs are isomorphic. In
general, this is due to the action of the Galois group of Fq(u) over Fp .
THEOREM 2.2. Let t [ Gal(Fq(u): Fp). Then X(u, a) >
X(u, t(a)/(Imt(u))2).
Proof. Let z 5 x 1 yu [ Hq . Then t(z) 5 t(x) 1 t(y)t(u). Let
t(u) 5 x1 1 y1u. Then
t(z) 5 t(x) 1 t(y)x1 1 t(y)y1u.
Hence,
Im(t(z)) 5 t(Im(z))y1 .
Now, if d(z, w) 5 a, then
d(t(z), t(w)) 5
N(t(z) 2 t(w))
Im(t(z))Im(t(w))
5
N(t(z 2 w))
t(Im(z))t(Im(w))y21
5
t(N(z 2 w))
t(Im(z)Im(w))y21
5
t(a)
y21
.
So, X(u, a) > X(u, t(a)/y21), and t is an isomorphism of the two graphs. n
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This last result can be used to give an upper bound for the number of
non-isomorphic graphs over finite fields.
THEOREM 2.3. The number of non-isomorphic graphs on a finite upper
half plane over Fq is at most
1 1 O
dut
O
s[Td
f(s)
d
,
where
Td 5 hs u supd 2 1 but s u/ pl 2 1 for all l , d with ludj.
Proof. In the proof of the above theorem, take t to be the Frobenius
automorphism. First, let q be even and assume, without loss of generality,
that T 5 1. Then u2 5 u 2 N and Im(t(u)) 5 1. So, by the above theorem,
X(u, a) > X(u, a2) for all a [ Fq . This can be extended by induction to
X(u, a) > X(u, a2n) for all n. If we let da equal the smallest n for which
a 5 a2n, then da 5 [F2(a): F2] and there are at least da graphs isomorphic
to X(u, a), including X(u, a).
Now consider the case when q is odd. We may assume, without loss of
generality, that T 5 0 so that u 2 5 2N and
t(u) 5 u p 5 u p21u 5 (2N)(p21)/2u.
From this we see that Im(t(u))2 5 Np21. By induction, it can be shown
that X(u, a) > X(u, ap
k
/Np
k
2 1). In this case, let da be the smallest integer
k in which
a
N
5 SaNDp
k
.
Then da 5 [Fp(a/N): Fp], and again there are at least da graphs isomorphic
to X(u, a), including X(u, a).
In both cases, the upper bound for the number of non-isomorphic graphs
is given by taking the number of elements in each field extension of Fp which
are not contained in a subfield, dividing by the degree of that extension, and
summing over all extensions of Fp which lie in Fq . We will be using the
fact that Fpi is contained in Fpj if and only if pi 2 1up j 2 1 if and only if
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iu j, and that n 5 odunf(d). The number of elements in a field extension of
order pd which are not contained in any subfield is equal to
O
s[Td
f(s),
where Td is the set in the statement of the theorem. Finally, dividing this
by the degree of the extension, d, and summing over all field extensions,
which is the same as summing over all dur, where q 5 pr, almost gives us
the formula above. The sum leaves out the graph for X(u, 0). By adding
one, we get the upper bound. n
Due to the fact that the group GL(2, Fq) leaves the distance function
invariant, any element of this group acts as an automorphism of our graphs.
From this, we obtain our next result.
THEOREM 2.4. PGL(2, Fq) , Aut(X(u, a)) for all a [ Fq .
Proof. Let g [ GL(2, Fq) and let g(z) 5 z for all z [ Hq . If g 5
(ac bd), then
g(z) 5
az 1 b
cz 1 d
5 z
or
az 1 b 5 cz2 1 dz,
which is equivalent to
cz2 1 (d 2 a)z 1 b 5 0.
Since this equation must hold for all z, the coefficients must be equal to
zero. So, c 5 0, a 5 d, b 5 0, and g is a scalar multiple of the identity
matrix. The set of all scalar multiples of the identity matrix is the center
of GL(2, Fq). If we factor out this subgroup, we obtain PGL(2, Fq). No
two elements in PGL(2, Fq) act as the same automorphism on our graph,
for if g1(z) 5 g2(z) for all z [ Fq , then g1g212 (z) 5 z. Since the only scalar
multiple of the identity matrix in PGL(2, Fq) is the identity matrix itself,
g1g212 5 id and g1 5 g2 . Hence PGL(2, Fq) , Aut(X(u, a)). n
The group PGL(2, Fq) is not the full automorphism group of X(u, a).
Unfortunately, we do not know exactly what the automorphism group is.
The only other automorphism we are aware of is the conjugation map
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which sends u ° u. This is also invariant under the distance function, but
no element of PGL(2, Fq) acts on the upper half plane by conjugation,
which is why PGL(2, Fq) is not the full automorphism group.
THEOREM 2.5. Let K be the stabilizer subgroup of u in PGL(2, Fq). Then
K is cyclic of order q 1 1.
Proof. We will show that the stabilizer subgroup of u in GL(2, Fq) is
cyclic of order q2 2 1. Since every element in the center of GL(2, Fq) acts
as the identity automorphism and so fixes u, they will be contained in the
stabilizer subgroup. When we factor out the center, which has order
q 2 1, we will see that the order of K will be q 1 1, and will also be cyclic.
Let g [ GL(2, Fq), g 5 (ac bd), and assume g(u) 5 u. Then
au 1 b
cu 1 d
5 u
or
au 1 b 5 cu 2 1 du.
By substituting u 2 5 Tu 2 N, we obtain the equation
c(Tu 2 N) 1 du 2 au 2 b 5 0.
For this equation to be true, a 5 cT 1 d and b 5 2cN. Hence,
g 5 (cT1dc 2cNd ), where c, d [ Fq , and c and d are not both zero.
Now, let K* 5 hg [ GL(2, Fq) u g(u) 5 uj. We want to show that K* is
cyclic of order q2 2 1. For g [ K*, g has the form above, so map F*q2 to
K* by
d 1 cu ° g 5 ScT 1 dc 2cNd D.
Clearly, this map is one-to-one and onto, and it is not too difficult to
check and see that it is a homomorphism. Since K* is isomorphic to the
multiplicative group of a finite field, K* is cyclic and uK*u 5 q2 2 1. n
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We now use a few results from Poulos [14], modified to include finite
fields of even characteristic. First, for a [ Hq , define the sets
S(u, a) 5 hz u d(z, u) 5 aj.
These can be realized in a different manner according to Theorem 2.5.
PROPOSITION 2.6. Let z [ S(u, a), where a ? 0, T2 2 4N. Then
S(u, a) 5 hkiz u kkl 5 K and 0 # i # qj.
Moreover, the set S(u, a) contains q 1 1 elements.
Proof. First, let kiz 5 k jz. Then ki2jz 5 z. Since k is an element of the
stabilizer subgroup of u, it has the form k 5 (cT1dc 2cNd ). Since it fixes z, we
have that
(cT 1 d)z 2 cN 5 z(cz 1 d)
or
cz2 1 dz 2 czT 2 dz 1 cN 5 0.
The only way this is possible is if either
z2 2 Tz 1 N 5 0 or c 5 0.
If z satisfies the first equation, either z 5 u or z 5 u. In the first case,
d(z, u) 5 0, and in the second case, d(z, u) 5 T 2 2 4N. Since neither case
is allowed, the second option is our only alternative, and so c 5 0. Hence,
ki2j is the identity map on Hq and since the order of k is q 1 1, the only
possibility is that q 1 1 divides i 2 j. Since both i and j were chosen to be
between 0 and q, they must be equal. Thus, the set
hkiz u kkl 5 K and 0 # i # qj
contains q 1 1 distinct elements. Finally, since k is in the stabilizer subgroup
of u, we have that for any i, d(z, u) 5 d(kiz, u) 5 a. So, the above set is
equal to S(u, a). n
There is a symmetry that occurs with these sets, illustrated below.
PROPOSITION 2.7. If z [ S(u, a), then z [ S(u, T 2 2 4N 2 a).
Proof. This is an easy computation, and hence omitted. n
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We have seen that the cardinality of S(u, a) is equal to q 1 1 when a is
not equal to 0 or T 2 2 4N. This next proposition will take care of the
remaining two cases.
PROPOSITION 2.8. uS(u, 0)u 5 uS(u, T 2 2 4N)u 5 1.
Proof. By Proposition 2.7, it is only necessary to determine the cardinal-
ity of the set S(u, 0). The elements in this set are those z for which
d(z, u) 5 0. The only element of the finite upper half plane which will
satisfy this equation is u, and so the cardinality of S(u, 0) is equal to one. n
Later on, we will be interested in the eigenvalues of the adjacency matri-
ces of the graphs X(u, a). First, we have a definition which will make
computing those eigenvalues easier and will also help in some of the upcom-
ing proofs.
DEFINITION. A graph G is called highly regular with collapsed adjacency
matrix C if, for any vertex v [ V, there is a partition of the vertices into
sets, S1 , S2 , . . . , Sn , such that S1 5 hvj and Ci, j is the number of vertices
in Sj connected to any vertex in Si . A graph is called highly regular if there
is a matrix C for which the graph is highly regular with collapsed adjacency
matrix C.
THEOREM 2.9. If G is a highly regular graph with collapsed adjacency
matrix C and adjacency matrix A, then l is an eigenvalue of A if and only
if it is an eigenvalue of C.
Proof. See Bolloba´s [6, p. 159]. n
This theorem shows that in order to compute the eigenvalues of the
spectrum of a highly regular graph, we only need to compute the eigenvalues
of the collapsed adjacency matrix. For more information on highly regular
graphs, see Alavi et al. [1] and Angel [4].
THEOREM 2.10. The graph X(u, a) is highly regular.
Proof. Let Fq 5 h0, a2 , a3 , . . . , aqj. Given an arbitrary vertex v [ V,
let S1 5 hvj, and for i $ 2, let Si 5 ht(g) u g [ S(u, ai)j, where t is an
element of GL(2, Fq) such that t(u) 5 v. Notice that for w1 [ Si and
w2 [ Sj , w1 5 t(g1), and w2 5 t(g2) for some g1 [ S(u, ai) and g2 [
S(u, aj). Then d(w1 , w2) 5 d(g1 , g2) by the invariance of the distance
function. Hence, the number of vertices in Sj to which a vertex in Si is
adjacent is equal to the number of vertices in S(u, aj) to which a vertex in
S(u, ai) is adjacent. So, we may assume that t is the identity, v 5 u, and
that Si 5 S(u, ai). Now take z1 , z2 [ S(u, ai). We want to show that the
number of vertices in S(u, aj) which are adjacent to z1 is the same as the
number of vertices which are adjacent to z2 . From Proposition 2.6, z1 5
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h(z2) for some h [ K. Since d(z1 , w) 5 d(h(z1), h(w)) 5 d(z2 , h(w)) for
w [ S(u, aj), and h(w) runs through S(u, aj) as w runs through S(u, aj ), w
is distance a from z1 if and only if h(w) is distance a from z2 . Hence, z1
and z2 are adjacent to the same number of vertices in S(u, aj) and the graph
X(u, a) is highly regular. n
Now that we know our graphs are highly regular, we would like to be
able to say something about their collapsed adjacency matrices. In Poulos
[14] it was shown that the entries of the collapsed adjacency matrix associ-
ated to a graph on Hq with q odd can be no greater than two, with two
exceptions. In the case where q is even, the collapsed adjacency matrices
have a similar structure, except that we can say exactly which entries are
equal to one. First, we use a result of Celniker [7].
PROPOSITION 2.11. If a [ Fq is a square, then Ïa 1 u [ S(u, a).
Proof. Notice that
d(Ïa 1 u, u) 5 N(Ïa 1 u 2 u)
5 N(Ïa)
5 a. n
When q is even, the characteristic of the field is two, and every element
of the finite field is a square. So, in this case, for all a [ Fq , Ïa 1 u [
S(u, a). Being able to specifically choose an element from these sets is a
great asset in proving Theorem 2.13.
THEOREM 2.12. The entries of the collapsed adjacency matrix for a graph
on a finite upper half plane are among the numbers 0, 1, 2, and q 1 1.
Furthermore, there are at most two entries which are equal to one in any
given row of the collapsed adjacency matrix.
Proof. This is a modified version of the proof found in Poulos [14]. It
has been modified to include the case where q is a power of 2. First, let
m ? 0, T 2 2 4N. Then there exists x 1 yu [ S(u, m) where either
x ? T(y 2 1)/2 if q is odd, or y ? 1 if q is even, since there are q 1 1
elements in that set. The reason for these choices of x and y will become
apparent later. Now, assume this element is adjacent to x1 1 y1u [
S(u, n). This occurs if and only if
d(z1 , z) 5 a,
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which is equivalent to
(x1 2 x)2 1 (x1 2 x)(y1 2 y)T 1 (y1 2 y)2N 5 ayy1
and can be expanded out by
x21 2 2xx1 1 x2 1 (x1 2 x)(y1 2 1 1 1 2 y)T
1 (y1 2 1 1 1 2 y)2N 5 ayy1
⇔ x21 2 2xx1 1 x2 1 x1(y1 2 1)T 2 x(y1 2 1)T 2 x1(y 2 1)T 1 x(y 2 1)T
1 (y1 2 1)2N 1 (y 2 1)2N 2 2(y1 2 1)(y 2 1)N 5 ayy1
⇔ [x21 1 x1(y1 2 1)T 1 (y1 2 1)2N] 1 [x2 1 x(y 2 1)T 1 (y 2 1)2N]
5 2xx1 1 x(y1 2 1)T 1 x1(y 2 1)T
1 2(y1 2 1)(y 2 1)N 1 ayy1
⇔ my 1 ny1 5 2xx1 1 xy1T 2 xT 1 x1yT 2 x1T 1 ayy1 1 2y1yN 2 2y1N
2 2yN 1 2N
⇔ y1[n 1 2N 2 xT 2 y(a 1 2N)] 1 [y(m 1 2N) 1 xT 2 2N]
5 x1[2x 1 (y 2 1)T].
Now, by the choice of the element x 1 yu, we can divide the above equation
by 2x 1 (y 2 1)T. To simplify the equations, let
A 5
n 1 2N 2 xT 2 y(a 1 2N)
2x 1 (y 2 1)T
and B 5
y(m 1 2N) 1 xT 2 2N
2x 1 (y 2 1)T
.
This reduces the above equation to
x1 5 Ay1 1 B.
Substituting this into
x21 1 x1(y1 2 1)T 1 (y1 2 1)2N 5 ny1
yields
(Ay1 1 B)2 1 (Ay1 1 B)(y1 2 1)T 1 (y1 2 1)2N 5 ny1,
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which is a quadratic equation in y1 . So, there are at most two solutions to
this equation, and since x1 5 Ay1 1 B, there are at most two elements in
S(u, n) which are adjacent to x 1 yu. Hence, that entry in the collapsed
adjacency matrix is at most two. Looking at the above equation and ex-
panding it out, we get
y21(A2 1 AT 1 N) 1 y1(2AB 2 AT 1 BT 2 2N 2 n) 1 (B2 2 BT 1 N) 5 0.
This equation will have only one root when the discriminant is equal to
zero, which is when
(2AB 2 AT 1 BT 2 2N 2 n)2 2 4(A2 1 AT 1 N)(B2 2 BT 1 N) 5 0,
which, as A contains an n, is quadratic in n. So, there are at most two entries
which are equal to one in these rows of the collapsed adjacency matrix.
For the case where m 5 0, the only element in S(u, 0) is u. Since it is
only adjacent to the elements in S(u, a), the entries of the collapsed adja-
cency matrix corresponding to that row are equal to 0 with one entry equal
to uS(u, a)u, which is equal to either 1 or q 1 1. For the case m 5 T 2 2
4N, the only element in S(u, T 2 2 4N) is u. By Proposition 2.7, it is only
adjacent to the vertices in S(u, T 2 2 4N 2 a). Hence, the entries in that
row of the adjacency matrix are also equal to 0 with one entry equal to
either 1 or q 1 1. n
We can extend this theorem further when p 5 2. In this case, we can
explicitly say where the entries which are equal to one occur in the collapsed
adjacency matrix. Since the sum of the entries in any row is q 1 1, and
there are at most two entries which are equal to one in any given row,
there must either be an entry equal to q 1 1 or exactly one entry which is
equal to one.
THEOREM 2.13. Assume p 5 2 and let C be the collapsed adjacency
matrix of the graph X(u, a). Then Ci, j is odd if and only if aj 2 ai 5 a,
where S(u, ai) and S(u, aj) are the sets corresponding to Ci, j .
Proof. From the proof of the previous theorem, the entries of C
which are equal to q 1 1 occur when ai 5 0 and aj 5 a, and also when
ai 5 T 2 2 4N and aj 5 T 2 2 4N 2 a. What remains is to determine which
entries are equal to one. Since there is exactly one entry equal to one in
any row not corresponding to ai 5 0 or ai 5 T 2 2 4N, it suffices to show
that there is only one vertex in S(u, ai 1 a) which is adjacent to a given
vertex in S(u, ai), where ai ? T 2 2 4N 5 T 2. We can choose the given
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vertex to be Ïai 1 u. A vertex z [ S(u, ai 1 a) is adjacent to Ïai 1 u if
it satisfies the following two equations:
d(z, u) 5 ai 1 a and d(z, Ïai 1 u) 5 a.
The vertex z then satisfies the two equations
(z 2 u)q11 5 yai 1 ay and (z 2 Ïai 2 u)q11 5 ay.
Expanding out the second equation, we get
(z 2 u)q11 2 Ïai(z 2 u)q 1 Ïai(z 2 u) 2 ai 5 ay.
Combining this with the first equation yields
yai 2 Ïai(zq 2 uq 2 z 1 u) 2 ai 5 0.
Now, zq 2 z 5 zq 1 z 5 Tr(z) 5 yT since we are working in a finite field
of characteristic two. The equation now becomes
yai 2 Ïai(yT 1 T) 2 ai 5 0.
Solving this for y, we see that
y(ai 2 ÏaiT) 5 ÏaiT 2 ai .
So, either y 5 1 or T 5 Ïai. We assumed that the latter does not occur,
so y 5 1, and the equation d(z, u) 5 ai 1 a becomes
x2 5 ai 1 a,
which has only one solution in finite fields of characteristic two. So, the
entry which is equal to one occurs when aj 5 ai 1 a. n
3. COMBINATORIAL PROPERTIES OF GRAPHS ON
FINITE UPPER HALF PLANES
In this section, we will concentrate on the properties of the graphs on
finite upper half planes. First of all, we would like to know when the
graphs are connected. However, we need to make a few observations before
thinking about this.
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DEFINITION. The Affine group over a field F is the subgroup of
GL(2, F) given by
Aff(F) 5 HSy x
0 1
D u x [ F, y [ F*J.
It is not too difficult to see that the Affine group is the semi-direct product
of the additive group of the field F with its multiplicative group. The Affine
group gives a more concrete realization of this semi-direct product.
PROPOSITION 3.1. The graph X(u, a) is a Cayley graph over the group
Aff(Fq) with symmetric set
S 5 HSy x
0 1
D u x 1 yu [ S(u, a)J.
Before starting the proof, it should be noted that we are not requiring
S to be a generating set. The result of this omission is that if S does not
generate the group G, the Cayley graph will not be connected.
Proof. Given the structure of the Affine group, it is easy to see that
there is a one-to-one correspondence between elements of the group and
elements of the upper half plane Hq . Two vertices, z1 and z2 , in the graph
of the finite upper half plane are adjacent if d(z1 , z2) 5 a. This happens when
(x1 2 x2)2 1 (x1 2 x2)(y1 2 y2)T 1 (y1 2 y2)2N 5 ay1y2 .
Multiplying this equation by y222 , we see that
(x1y212 2 x2y212 )2 1 (x1y212 2 x2y212 )(y1y212 2 1)T 1 (y1y212 2 1)2N 5 ay1y212 .
This is equivalent to the vertex (x1y212 2 x2y212 ) 1 (y1y212 )u being adjacent
to u. However, notice that
Sy2 x2
0 1
D21Sy1 x1
0 1
D5 Sy1y212 y212 (x1 2 x2)
0 1
D.
So, if z1 and z2 are adjacent, the corresponding matrices in the Affine group,
call them g1 and g2 , satisfy the relationship g212 g1 [ S. All that is left to
prove is that S is a symmetric set. Let g [ S and let z be the vertex in Hq
corresponding to g. By definition of S, z is adjacent to u. Since the matrix
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corresponding to u is the identity matrix I, the above computation shows
that g21I [ S. Hence, S is a symmetric set. n
As an immediate consequence of this proposition, we get the follow-
ing corollary.
COROLLARY 3.2. The graph X(u, a) is regular of degree q 1 1 if a ? 0,
T 2 2 4N and regular of degree one otherwise.
Proof. Since X(u, a) is a Cayley graph, it is regular. The degree of the
graph can be found by determining the number of vertices which are adja-
cent to u, which are the vertices in S(u, a). By Propositions 2.6 and 2.8, this
is equal to q 1 1 if a ? 0, T 2 2 4N and equal to one otherwise. n
The next problem to consider is that of determining when the graphs
are connected. First, we need some information about the affine group.
LEMMA 3.3.
Aff(Fq) 5KS1 b
0 1
D,Sa c
0 1
DL,
where b ? 0 and a [ Fq , where a has order q 2 1 in F*q .
Proof. Before proving this lemma, we will find the order of each of the
elements in the Affine group. The matrix (10 b1), b ? 0, has order p, which
can be easily seen since, by a simple induction argument,
S1 b
0 1
Dn 5S1 nb
0 1
D.
We will reach the identity matrix when n 5 p. The second type of matrix
to consider is (a0 b1), where a ? 1. If b 5 0, it is easy to see that the order
of this matrix is the same as the order of a as an element of Fq . However,
if b ? 0, then consider the matrix (c0 a
21
1 ), where c 5 b21(1 2 a21). Conjugation
by this matrix yields
Sc a21
0 1
DSa b
0 1
DSc a21
0 1
D21 5Sa 0
0 1
D,
and since conjugate elements have the same order, the order of any matrix
of the form (a0 b1) with a ? 1 is the same as the order of a in the multiplicative
group of Fq .
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Now, let H be the subgroup of the Affine group generated by the ele-
ments (10 b1) and (a0 c1). It can be easily shown by induction that
Sa c
0 1
DnS1 b
0 1
DSa c
0 1
D2n 5S1 anb
0 1
D.
Since there are q 2 1 different elements of the form anb, H contains
q 2 1 elements of order p. Because the cardinality of the affine group is
q(q 1 1), any p-Sylow subgroup must have order q. We already know that
there are only q 2 1 elements whose order is a power of p, and so they
all must be contained in a p-Sylow subgroup. Since H also contains those
elements, H contains a p-Sylow subgroup. Now, the matrix (a0 c1) has order
q 2 1, so H contains a subgroup of order q and one of order q 2 1. In
order for this to be possible, H must have order at least q(q 2 1), and thus
H is the full Affine group. n
THEOREM 3.4. The graph X(u, a) is connected for a ? 0, T 2 2 4N.
Proof. From the previous lemma, we need to show that the subgroup
generated by the set S given in Proposition 3.1 contains an element of order
p and an element of order q 2 1. The second part of this proof is a rewriting
of the proof found in Poulos [14]. Let H be the subgroup of the Affine
group generated by S. If a ? 0, T 2 2 4N, then S(u, a) contains q 1 1 elements.
To find an element of order p, we need to show that H contains a matrix
of the form (10 b1) for some b ? 0. If S already contains an element of this
form, we are done, so assume that S does not contain an element of this
form. Since uSu 5 q 1 1 and u F*q u 5 q 2 1, there exists a y [ F*q such that
there exist x1 and x2 with x1 ? x2 and (
y
0
x1
1 ), (
y
0
x2
1 ) [ S. Consider
Sy x1
0 1
DSy x2
0 1
D21 5S1 x1 2 x2
0 1
D.
Since x1 ? x2 , this matrix is the required element of order p. Next, we must
find an element of order q 2 1. For any (y0
x
1) [ S, x and y must satisfy
the equation
x2 1 x(y 2 1)N 1 (y 2 1)2 5 ay.
So, for any y that occurs as the first entry in a matrix in S, there are at
most two x’s which can occur with it. Since uSu 5 q 1 1, there are at least
(q 1 1)/2 distinct y’s which occur as the first entry of a matrix in S. Because
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this is more than half of the elements in F*q , they must generate F*q . So,
if g is a generator of F*q with g 5 y1y2 · · · yt , where xi 1 yiu [ S(u, a), then
Sy1 x1
0 1
DSy2 x2
0 1
D ? ? ?Syt xt
0 1
D5Sg *
0 1
D,
which has order q 2 1. Thus, H contains an element of order q 2 1 along
with an element of order p, and so H must be the Affine group. n
Now that we know exactly when the graphs are connected, we can ask
various questions about those graphs. Other combinatorial properties which
are interesting are the girth and diameter of these graphs. It is rather
surprising, but each of these numbers turns out to be quite small. Another
surprising result is that the girth and diameter are connected for finite fields
of characteristic two.
THEOREM 3.5. The girth of connected graphs on finite upper half planes
is at most four.
Proof. We need to show that the smallest circuit in the graph has length
at most four. Because these graphs are vertex transitive, we can choose
the starting vertex, which we will choose to be u. Now, u is adjacent to
q 1 1 vertices, namely those in the set S(u, a). By Theorem 2.12, since
there are at most two entries equal to one in any row of the collapsed
adjacency matrix, there must be at least one entry which is greater than
or equal to two in the row of the collapsed adjacency matrix corresponding
to the set S(u, a). Let that entry correspond to the set S(u, b). Notice that
b ? 0 since that set contains only one vertex. Now, if b 5 a, then since u
is adjacent to every vertex in S(u, a) and every vertex in that set is adjacent
to at least two others in the same set, the girth will be three. If this does
not happen, then there is a vertex in S(u, b) which is adjacent to at least
two vertices in S(u, a). Hence, in this case the girth of the graph is at most
four. This shows that the girth of the graph is at most four. n
THEOREM 3.6. The diameter of connected graphs on finite upper half
planes is at most four.
Proof. We need to show that given any vertex, we can reach any other
vertex in the graph by a path of length at most four. Again, since these
graphs are vertex transitive, it suffices to show that there is a path of length
at most four from the vertex u to any other vertex. There are q 1 1 vertices
adjacent to u, and each of those vertices is adjacent to vertices in at least
q/2 2 1 of the sets S(u, b) where b Ó h0, aj. This can be seen from the
structure of the collapsed adjacency matrix, assuming that there are as few
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non-zero entries as possible in the row of the matrix corresponding to the
set S(u, a). In this case, all of the entries, with the possible exception of
one or two, are equal to two. One entry must be equal to one, since each
vertex in S(u, a) is adjacent to u. If q is odd, then there are at least
(q 2 1)/2 1 1 entries in that row of the collapsed adjacency matrix which
are not equal to zero. If q is even, then there are at least q/2 entries which
are not equal to zero. The smallest of these two numbers occurs when q
is even, so we will use that number for this proof. In the worst case, one
of those entries will correspond to the set S(u, a), and so we must subtract
one to take this into account. This gives us that there are at least q/2 2 1
sets of distance two from u. If the vertex y is in one of these sets, then y
is adjacent to a vertex x [ S(u, a), which is adjacent to u. Hence, y is
distance two from u. The number of vertices of distance at most two from
u is at least
Sq2 2 1D (q 1 1) 1 q 1 1 1 1 5 q(q 2 1)2 1 q 1 1,
which is more than half of the vertices in the graph. Again, using the vertex
transitivity of the graph, any vertex has more than half of the vertices in
the graph of distance at most two from it. Hence, given any two vertices,
there must be a common vertex of distance at most two from each, and so
the distance between the two vertices is at most four. Hence, the diameter
of the graph is at most four. n
Now we will determine the number of graphs of girth three and four,
and in the case where the characteristic of the field is even, we will also
determine the number of graphs of a given diameter. In the case of finite
fields of even characteristic, there is a relation between the diameter of the
graph and the girth of the graph and so we will look at these fields first.
A word of caution is in order here. We are relying heavily on the fact that
the arithmetic is being down over a finite field of characteristic two.
PROPOSITION 3.7. Let p 5 2. Then the graph X(u, a), where a ? 0,
T 2 2 4N, has girth three if and only if the polynomial
x2 1 Tx 1 a 1 N 1 T 2
is reducible over Fq .
Proof. The graph X(u, a) will have girth three precisely when there are
two vertices in S(u, a) which are adjacent. Every element in our field is a
square, so from Proposition 2.11 we know that Ïa 1 u [ S(u, a). Hence,
the graph will have girth three if and only if there is a vertex x 1 yu [
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S(u, a) which is adjacent to Ïa 1 u. These two conditions give us two equa-
tions
N(z 2 u) 5 ay and N(z 2 Ïa 2 u) 5 ay,
which are equivalent to
zq11 2 uzq 2 uqz 1 uq11 5 ay
and
zq11 2 zÏa 2 zuq 2 Ïazq 1 a 2 Ïauq 2 uzq 1 uÏa 1 uq11 5 ay.
Subtracting these two equations and using the fact that we are working
over a field of characteristic two gives
zÏa 1 zqÏa 1 a 1 uqÏa 1 uÏa 5 0.
Since z 1 zq 5 Tr(z) 5 yT, we can solve this equation for y, and we see
that y 5 ÏaT 21 1 1. Now, since x 1 yu [ S(u, a),
x2 1 xÏa 1
aN
T 2
5 a 1
aÏa
T
.
By a slight abuse of notation and a change of variables by mapping
x ° (xÏa 1 a)/T, we get, after some work, the equation
x2 1 Tx 1 a 1 N 1 T 2.
Thus, the graph has girth three if and only if this equation has a solution
over Fq . n
PROPOSITION 3.8. Let p 5 2. Then the graph X(u, a), where a ? 0,
T 2 2 4N, has diameter three if and only if the polynomial
x2 1 Tx 1 a 1 N
is reducible over Fq .
Proof. The proof of this proposition is very similar to the proof of
Theorem 3 in Angel and Evans [5]. In that paper, it was first assumed,
without loss of generality, that T 5 1. It was then shown that the diameter
of the graph X(u, a) has diameter three if and only if the trace of a down
HALF PLANES OVER FINITE FIELDS 81
to F2 is equal to 1. If the assumption that T 5 1 is dropped, the proof
becomes a little more tedious, but it can be shown that the diameter of
the graph X(u, a) is three if and only if the trace of (a 1 N)/T 2 down to
F2 is equal to 0. If this is the case, then the polynomial
x2 1 Tx 1 a 1 N
must have a root in Fq . Hence, the graph X(u, a) has diameter three if and
only if the above polynomial is reducible over Fq . n
Before continuing on to find the number of graphs of a given girth and
diameter over finite fields of characteristic two, we need the following
lemma.
LEMMA 3.9. Let x2 1 ax 1 b [ F2r[x] be irreducible over F2r . Then the
polynomial x2 1 ax 1 b 1 a2 is irreducible over F2r if and only if r is even.
Proof. First, assume that r is even. We can consider F2r as an extension
of the field F4 . In the field of four elements, the polynomial x2 1 x 1 1
has a root, which we will call a. Hence, a is also an element of the extension
field F2r . By a change of variables, x 5 y 1 aa, the polynomial x2 1 ax 1
b 1 a2 becomes
y2 1 a2a2 1 ay 1 a2a 1 b 1 a2 5 y2 1 ay 1 b,
which is irreducible by assumption. So, when r is even, x2 1 ax 1 b 1 a2
is irreducible.
For the other direction, assume that r is odd and let a be a root of the
polynomial x2 1 x 1 1. Because r is odd, a Ó F2r . Since there is only one
quadratic extension of a finite field, the polynomial x2 1 ax 1 b splits in
F2r[a]. Let c 1 da be one root of this polynomial in the extension field,
where c, d [ F2r . Consider
(c 1 da)2 1 a(c 1 da) 1 b 5 0.
Multiplying this out, and using the fact that a2 1 a 1 1 5 0, this becomes
c2 1 d 2a 1 d 2 1 ac 1 ada 1 b 5 0.
From this, we see that
c2 1 d 2 1 ac 1 b 5 0 and d 2 1 ad 5 0.
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Since d ? 0, we must have that a 5 d. Using this, the first equation becomes
c2 1 ac 1 b 1 a2 5 0,
which shows that c is a root of the polynomial x2 1 ax 1 b 1 a2. Hence,
when r is odd, this polynomial is reducible. n
THEOREM 3.10. Let p 5 2. The diameter of the graph X(u, a) for a ?
0, T 2 is equal to the girth of the graph if and only if [Fq : F2] is even.
Proof. The graph X(u, a) has girth three if and only if the polynomial
x2 1 Tx 1 N 1 a 1 T 2
is irreducible, and has diameter three if and only if the polynomial
x2 1 Tx 1 N 1 a
is irreducible. By the previous lemma, if [Fq : F2] is even then either both
polynomials are irreducible or they are both reducible. Hence, when [Fq : F2]
is even, the diameter and the girth are equal. However, if the degree of
the extension is odd, then one polynomial is irreducible if and only if the
other is reducible, and in this case, the girth and the diameter of the graph
are not equal. n
We can now determine exactly how many graphs there are with a given
girth and diameter over finite fields of characteristic two.
THEOREM 3.11. If [Fq : F2] is odd, there are (q 2 2)/2 graphs of girth
three and diameter four, and (q 2 2)/2 graphs of girth four and diameter
three. If [Fq : F2] is even, there are q/2 graphs of girth three and diameter
three, and (q 2 4)/2 graphs of girth four and diameter four.
Proof. By the previous theorem, it suffices to determine the number
of graphs of diameter three and of diameter four. The diameter of the
graph X(u, a) is three if and only if the equation
x2 1 Tx 1 N 1 a 5 0
has a solution x in Fq ; otherwise the diameter is four. As a runs through
all possible values in Fq , there are q distinct polynomials, each with two
distinct roots. For any b [ Fq , b is a root of some polynomial of this type.
In fact, it is a root of the polynomial
(x 2 b)(x 1 T 1 b) 5 x2 1 Tx 2 Tb 2 b 2.
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Since q of the roots of the polynomials of the above type actually lie in
Fq , half of those polynomial are reducible. The other half must therefore
be irreducible. We only need to check the values of a 5 0, T 2 to see whether
or not they yield irreducible polynomials. When a 5 0, the polynomial is
definitely irreducible. However, when a 5 T 2, the polynomial becomes
x2 1 Tx 1 N 1 T 2,
which is irreducible if and only if [Fq : F2] is even. So, when [Fq : F2] is even,
half of all possible values of a give irreducible polynomials, but a 5 0,
T 2 2 4N also give irreducible polynomials. In this case, there are two more
graphs of diameter three than there are of diameter four, and by the
previous theorem, the diameter and girth of the graphs are equal. So, when
[Fq : F2] is even, there are q/2 graphs of diameter three and girth three, and
there are (q 2 4)/2 graphs of diameter four and girth four. When [Fq : F2]
is odd, there are (q 2 2)/2 graphs of diameter four and girth three, and
just as many graphs of diameter three and girth four. n
Now we shall concentrate on graphs over finite fields of odd characteristic.
A rather interesting result occurs in this case.
THEOREM 3.12. Assume q is odd. For a [ Fq , a ? 0, T 2 2 4N, the girth
of the graph X(u, a) is equal to three if and only if a 2Df(T 2 2 4N) is a
square in Fq .
Proof. Celniker [7] proved this when a is a square and T 5 0. However,
it turns out to be true for all values of a except a 5 0, T 2 2 4N. In the
proof of Theorem 2.12, it was shown that the vertices x1 1 y1u [ S(u, n)
which are adjacent to x 1 yu [ S(u, m) in the graph X(u, a) are given as
solutions to the equation
y 21(A2 1 AT 1 N) 1 y1(2AB 2 AT
1 BT 2 2N 2 n) 1 (B2 2 BT 1 N) 5 0,
where
A 5
n 1 2N 2 xT 2 y(a 1 2N)
2x 1 (y 2 1)T
and B 5
y(m 1 2N) 1 xT 2 2N
2x 1 (y 2 1)T
.
For the girth of the graph to equal three, we want a solution to the above
equation when m 5 n 5 a. Under these restraints, A and B reduce to
A 5
(1 2 y)(a 1 2N) 2 xT
2x 1 (y 2 1)T
and B 5
y(a 1 2N) 1 xT 2 2N
2x 1 (y 2 1)T
.
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The above quadratic equation will have a solution when the discriminant
is a square, which is when
(2AB 2 AT 1 BT 2 2N 2 a)2 2 4(A2 1 AT 1 N)(B2 2 BT 1 N)
is a square. Multiplying this out and combining terms leaves us with
A2T 2 1 B2T 2 1 a2 2 8ABN 2 4ABa 1 2ABT 2
1 2ATa 2 2BaT 1 4aN 2 4A2N 2 4B2N,
which is equal to
(T 2 2 4N)(A 1 B)2 1 a2 1 4aN 2 4ABa 1 2aT(A 2 B).
Substituting in A and B, multiplying everything out, and using the fact that
x2 1 x(y 2 1)T 1 (y 2 1)2N 5 ay
leaves us with
4a2y2 Fa 2 34 (T 2 2 4N)G
(2x 1 (y 2 1)T)2
,
which is a square if and only if a 2 Df(T 2 2 4N) is a square. Hence, if
a 2 Df(T 2 2 4N) is a square and a ? 0, T 2 2 4N, the graph X(u, a) will
have girth three. n
THEOREM 3.13. Assume q is odd. If q is of the form 6k 1 1, there are
(q 1 1)/2 graphs of girth three and (q 2 5)/2 graphs of girth four over Fq .
Otherwise, there are (q 2 1)/2 graphs of girth three and (q 2 3)/2 graphs
of girth four.
Proof. Since we will get the same graphs no matter what choice of u
we use, choose u so that T 5 0. The above theorem tells us that when
a ? 0, 24N, the graph X(u, a) has girth three if and only if a 1 3N is a
square in Fq . All that is left to do is to count up the number of elements
a [ Fq which are not equal to 0 or 24N for which a 1 3N is a square.
Since this is linear in a, and since there are (p 2 1)/2 1 1 squares in Fq ,
we need only to check and see whether a 5 0 and a 5 24N would yield
squares or not. When a 5 24N, a 1 3N 5 2N, which is not a square in
Fq . When a 5 0, a 1 3N 5 (23)(2N), which is a square if and only if 23
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is not a square. We are finished when we have shown that 23 is a square
if and only if q is of the form 6k 1 1. First, assume that q is of the form
6k 1 1. Then uF*q u 5 6k, which means that F*q contains an element of order
three. This element must satisfy the polynomial x2 1 x 1 1 and so x 5
(21 6 Ï23)/2. Hence, 23 must be a square in order for the polynomial
to have a solution. For the other direction, if 23 is a square, then the
element (21 1 Ï23)/2 has order three in F*q . This is possible only if
uF*q u 5 3l for some l. Since q is odd, l must be even, and so q 5 6k 1 1. n
4. SPECTRAL PROPERTIES OF GRAPHS ON FINITE UPPER HALF PLANES
Besides combinatorial properties of graphs on finite upper half planes,
we are also interested in the spectrum of these graphs. The reason for this
will be explained after the next definition.
DEFINITION. A regular graph of degree k is called Ramanujan if, for
every eigenvalue of the graph l such that ulu ? k, ulu # 2Ïk 2 1.
We are interested in determining whether or not our graphs are Ramanu-
jan. Lubotsky et al. [13] show that a Ramanujan graph is a good expander
graph. In short, a good expander graph is a graph with many vertices,
relatively few edges, and small diameter. Fortunately, we have the follow-
ing theorem.
THEOREM 4.1. For a [ Fq , a ? 0, T 2 2 4N, the graph X(u, a) is Rama-
nujan.
Proof. For the case when q is odd, see Katz [12]. When q is even, see
Evans [9, 10] and Katz [11]. n
Because these graphs have so many vertices and a relatively small degree,
their complements are also Ramanujan. However, we cannot include the
upper half plane H3 since the complement of that graph is not connected.
THEOREM 4.2. The complement of the graph X(u, a) for a [ Fq , a ? 0,
T 2 2 4N and q ? 3 is Ramanujan.
Proof. The graph X(u, a) has q(q 2 1) vertices and is a (q 1 1)-regular
graph. Because of this, the complement, which we will call G, is q2 2
2q 2 2 regular. In the spectrum of G, the eigenvalues which are not equal
to q2 2 2q 2 2 are all of the form 2l 2 1, where l is an eigenvalue in
the spectrum of X(u, a). For G to be Ramanujan, we must show that
u2l 2 1u # 2Ïq2 2 2q 2 3. However, since l is in the spectrum of X(u, a),
it satisfies ulu # Ïq by the previous theorem, and so u2l 2 1u # Ïq 1 1.
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For q $ 4, Ïq 1 1 # 2Ïq2 2 2q 2 3, and so the complements of the graphs
X(u, a) are Ramanujan whenever q $ 4. n
One very interesting fact about the spectrum of finite upper half planes
over finite fields of characteristic two comes as a corollary to Theorem 2.13.
COROLLARY 4.3. If p 5 2, then 0 Ó Spec(X(u, a)).
Proof. By Theorem 2.13, there is exactly one odd entry in each row
and column of the collapsed adjacency matrix of X(u, a). Over F2 , this is
a permutation matrix, which has non-zero determinant. Hence, the determi-
nant of the collapsed adjacency matrix is odd, and therefore 0 cannot be
an eigenvalue. n
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