INTRODUCTION
This paper is a sequel to the author's contribution "Imperfections in Ultra-High-Purity Metals: Past, Present and Future" to the First International Conference on Ultra-high Purity Base Metals [I] . There it was recalled that with very few exceptions (e.g., the electrical or thermal conductivity at ambient or elevated temperatures) the technologically important properties of metals are governed by deviations from the ideal crystal structure. These deviations may either be "chemical imperfections" (e.g., substitutional foreign atoms, not disturbing the crystallographic structure) or "physical imperfections", e.g. dislocations, grain boundaries, vacant sites, etc., not involving foreign atoms (also known as "lattice imperfections"), or a combination of both. Achieving a genuine understanding of the r6les played by these imperfections as well as their properties as individual entities is therefore not only a fascinating task of basic research in solid-state physics but also the key to many applications of metals and alloys.
The field has been developing rapidly since the end of World War 11, i.e., for the last five decades. Not only has it had a strong impact on the science and technology of metals and alloys but it has also decisively influenced neighbouring fields. A large number of important experimental tools and theoretical concepts have emerged from the work on imperfections in metals. After an initial period in which some of the key concepts were developed on ionic crystals (cf. [2] ), metals became the "trail-blazers" in the study of lattice defects in crystals. The rapid progress in studying and understanding lattice defects in semiconductors and ceramics would hardly have been possible without the foundations laid by the work on metals and alloys. The main features to which metals owe this r61e are (i) the simplicity of most of their crystal structures,
(ii) their dominance in the periodic system and thus the wide variations in their imperfection-insensitive properties, which allow us to test the general validity of our theoretical concepts, (iii) the possibility of producing at least some metals (by no means the majority!) with ultra-high purity and to maintain them in this state during subsequent experimentation, (iv) the possibility of growing large high-quality (and often also high-purity) single crystals. An outstanding example of items (iii) and (iv) is the metal molybdenum, which will feature prominently in this review.
As outlined in [I] , a crucial problem in studying imperfections in any class of solids is that it is very difficult to devise experiments in which we can be sure that only a small number of different types of imperfections or -preferably -just one kind of defect have to be considered. In overcoming this difficulty, ultra-high-purity metals are of key importance. They offer the possibility of establishing experimental conditions under which the influence of foreign atoms ("chemical imperfections") can be disregarded. This gives us the chance to investigate the properties of intrinsic lattice defects and to study, in a subsequent step, their interaction with foreign atoms that have been introduced in a controlled way. (In this context, we deliberately avoid the widely used term "impurities".)
The strategies available for the study of various types of imperfections in ultra-high purity metals have been discussed in detail in the previous paper [I] . There the main emphasis was on intrinsic atomic defects (vacancies, self-interstitials) and on the mechanisms of self-diffusion. The present paper will deal with plastic deformation and, in particular, with the interaction between dislocations and atomic defects.
The plastic deformation of crystals by glide is a field in which defect-defect interactions are of paramount importance. Hardening, be it due to the deformation itself (= work-hardening), or to irradiation, alloying, formation of precipitates, etc., involves the interaction of dislocations either among themselves or with other perturbations of the ideal crystal structure. The strengthening of metals by alloying has been known to mankind for thousands of years. It has not only played a key r61e in the development of the implements and weaponry of the various civilisations, but has also provided us with a vast amount of empirical metallurgical knowledge. A scientijc understanding of the alloying effects on the strength and the work-hardening properties of metals, however, became possible only after experiments on man-made metal single crystals of reasonably good purity could be performed. For the pioneering work in this field, which was carried out within about one decade between 1922 and 1932 in two Kaiser-Wilhelm-Institutes in Berlin (among them the predecessor of the Max-Planck-Institut fur Metallforschung) and in Cambridge University the reader is referred to the still very readable account by Schmid and Boas [3] .
In the present context it is noteworthy that some of the early basic experiments were performed on materials with quite good purity, e.g., those on cadmium single crystals of "Kahlbaum" quality with 99.996% purity [4] . A decisive result of the pioneering work on metals single crystals was that in the metals with close-packed [=hexagonal close-packed (hcp) or face-centred cubic (fcc)] structure the critical shear stress GO (= resolved shear stress at which glide sets in) was not only very low at room temperature (in the above-mentioned "Kahlbaum" cadmium ~~= 5 7 0 kPa at room temperature, corresponding to a critical shear strain of 3.10-5, or to 10-3 of the theoretical critical strain [5, 61) but that it was not dramatically higher even at liquid-helium temperatures [7] .
After earlier work by Prandtl [8] , who had in mind the explanation of the internal friction and the elastic aftereffect (now known, following Zener [9] , as "anelasticity") and of Dehlinger [lo] , who invented the concept of "VerhakungenW(= dislocation dipoles) in order to account for the internal stresses of the third kind in deformed metals, it was the desire to understand the low critical shear stress of pure metals that led to the concept of dislocations [l 1, 131.
From the first papers on dislocations -particularly those by Orowan [ l l ] and Polanyi 1121 -and, mutatis mutandis, also from those on their predecessors, Prandtl's "Vernier defectsU [8] and Dehlinger's "Verhakungen" [lo] , it is obvious that their authors had realized what in modern language may be described as follows. As a consequence of the discreteness of the crystal structure, the energy of a straight dislocation running parallel to a low-index crystallographic direction is a periodic function of its position on its glide plane, with a period that is determined by the crystal structure. This means that such a dislocation may occupy a sequence of energetically favoured positions with separations of the order of magnitude of and commensurate with the lattice parameter. A consequence of this is that a finite resolved shear stress must act on the dislocation in order to move it through an otherwise perfect crystal. From a theoretical point of view a suitable quantitative measure of this is the minimum resolved shear stress o p required in order to lifi a straight dislocation line out of its low-energy valleys in the absence of thermal or quantum-mechanical fluctuations. For a given Burgers vector, op depends on the crystallographic direction of the dislocation line, i.e., on the dislocation character. Physical intuition indicates that o p is largest for the most densely packed directions.
As the first serious attempt to calculate op was undertaken by R. Peierls [14] (at the suggestion of E.
Orowan, cf. [15] ), we refer to it as Peierls stress, to the corresponding energy barriers as Peierls barriers, and to the valleys of low dislocation energy as Peierls valleys. Peierls' calculation was later improved by Nabarro [16] and by Dietze [17] . For glide on close-packed planes (i.e., for fcc metals and for basal glide in hcp metals) the calculated Peierls stresses came out significantly higher than the measured critical shear stresses.
The debate whether "high" Peierls stresses of the order of magnitude 10-4 of the shear modulus Msh are compatible with critical shear stresses that are a power of ten or more smaller has been going on since the Frank-Read milling mechanism [IS] was proposed as the dominant mechanism of dislocation multiplication. According to this mechanism -or rather its generalizations, since "pure" Frank-Read sources have only rarely been observed-multiplying dislocations have at some stage to run parallel to close-packed crystallographic directions. There they will encounter the high Peierls barriers mentioned above. In the absence of thermal fluctuations helping to overcome them, i.e., at low temperatures, these barriers should determine the critical shear stresses.
The above-mentioned discrepancy between experiments, e.g. those of Blewitt et al. [19] on the lowtemperature flow stress of copper or the above-mentioned early work on Cd [TI, and theory led some workers in the field to believe that the Peierls stress in the fcc metals and for basal glide in the hcp metals had to be lower by some orders of magnitude than the theoretical estimates. Evidence to the contrary was provided by the present writer when he showed [20, 211 that the low-tem~erature internal-friction maximum in cold-worked fcc metals discovered by Bordoni [22, 23] and a related one subsequently found by Niblett and Wilks [24] could be interpreted in terms of the stress-assisted thermally activated overcoming of the Peierls barriers. This interpretation, which has stood the test of time, implies Peierls stresses in the fcc metals of the order of magnitude of 10-4 Msh. However, it raises the question why such high Peierls barriers do not make themselves felt in the critical shear stress at temperatures well below the temperatures of the Bordoni and Niblett-Wilks peaks
In the present writer's opinion there are two possible answers to the preceding question: (a) Because of the interaction with other imperfections such as surfaces, impurities and, presumably more important, other dislocations (respectively their stress fields) the fraction of dislocations that ever reach the situation described in the preceding paragraph is small.
(b) At low temperatures quantum processes become important and permit a sufficiently large rate of kink-pair generation for the strain rate to be maintained even under moderate stresses.
In the 1950s and 1960s neither one of these answers was generally accepted. This led to quite a few attempts to explain the Bordoni relaxation by other models. In retrospect it can be said that none of them came anywhere near to accounting for the experimental facts as well as the kink-pair generation model. On the other hand, the refined experiments of G. Alefeld and his associates and of the groups in Lausanne and Lyon gave further strong support to the basic correctness of the kink-pair generation model. This work has been adequately described in several reviews (see, e.g., [25] ).
The mechanical relaxation due to kink-pair formation should occur also in crystals other than the facecentred cubic metals. In 1971 Seeger and Sesthk [26] proposed that the so-called alpha and gamma relaxations of plastically deformed high-purity body-centred cubic (bcc) metals, which had been studied in detail by Chambers [27] and others, had an explanation analogous to that of the Bordoni relaxation in fcc metals. Specifically, they suggested that the gamma relaxation, which in metals such as Nb, Ta, or a-Fe occurs near or somewhat above room temperature (i.e., at much higher temperatures than the Bordoni relaxation in, say, the noble metals) is caused by the thermally activated formation of pairs of kinks of opposite signs in screw dislocations with Burgers vectors q(l11)/2 (ao = edge length of the elementary cube).
High-purity bcc metals differ radically from high-purity fcc metals in that (among other things) below a so-called knee temperature TK (which in the refractory bcc metals lies somewhat above room temperature) the flow stress increases rapidly with decreasing temperature and increasing strain rate. After long controversies, in the early 1970s it had become clear that this was an intrinsic property of the refractory bcc metals. It was ascribed to the sessile nature of the ao(l 11)/2 screw dislocations. In 1981 the present author suggested that the thermally activated formation of kink pairs on these dislocations accounts adequately for the temperature dependence of the flow stress of bcc metals below TK [28] . This was found to be the case in Nb, Ta, Mo, and a-Fe 129, 301, thus supporting not only the kink-pair interpretation of the gamma relaxation in the refracto~y bcc metals but indirectly also that of the Bordoni relaxation in the close-packed metals.
In Sect. 2 the kink-pair theory of the flow stress will be compared with the particlarly well-studied case of ultra-high purity Mo [30] . The excellent agreement between experiment and theory allows us to develop an atomistic picture of the core properties of the screw dislocations in the refractory bcc metals (Sect. 3). This will be seen to be the key for the understanding of the specific softening effects of atomic defects in bcc metals (Sect. 4).
THE TEMPERATURE AND STRAIN-RATE DEPENDENCE OF THE FLOW STRESS OF HIGH-PURITY BCC METALS 2.1. Experiments
Recently, L.Hollang [30] has performed very extensive measurements on ultra-high-purity Mo crystals. From starting material that had been purified and characterized in the Institut h r Metallphysik und Reinstmetalle of the former Deutsche Akademie der Wissenschaften zu Berlin, Dresden (cf., e.g., the recent review by A. Kothe Werkstofforschung Dresden e.V. From them Hollang prepared (941)-orientated specimens with circular cross-sections for either tensile tests (gauge length 10 mm, diameters between 0.7 mm for low-temperature measurements and 1.1 mm for high-temperature measurements) or cyclic-deformation experiments (gauge length 10 mm, diameter 4 mm). The main substitutional impurity was tungsten (about 1 ppm). Interstitial impurities were below the limit of detectability; from the residual resistivity ratio Hollang estimated that their total concentration did not exceed 20 ppb.
Using the equipment of Brunner and Diehl [32] up to 320 K and a standard Zwick testing machine at higher temperatures, Hollang measured stress-strain cztrves in tension at a plastic strain rate of t,,:= d%lldt = 8x104 s-1 at 3 1 different temperatures between 4.2 K and 460 K. The selection of stressstrain curves in Fig. 1 shows, over this temperature range not only the critical shear stress but alsothe shapes of the stress-strain curves varied considerably. As indicated in Fig. 1 , at various plastic strains 5 1 the straining was interrupted for measurements of the stress relaxation at constant temperature.
The cyclicdeformation experiments followed the procedures of Ackermann et al. [33] , Werner [34] , and Holzwarth [35] with slight modifications. The cyclic-deformation technique has the advantage that a complete set of flow-stress data covering a wide range of temperatures (in Hollang's work from 125 K to 460 K, with reduced accuracy up to 530 K) and plastic strain rates I dpll (from 5.9.10-7 to 1.7.1 0 3 ) can be obtained from measurements on one single crystal, thus avoiding the reproducibility problems connected with the use of different samples in more standard measuring procedures. This is made possible by "preconditioning" the specimen by subjecting it at an elevated temperature Tpre to cyclic deformation at constant plastic strain rate I bpll and strain amplitude Epl until the maximum resolved shear stress, om, , becomes independent of the number of cycles. In his cyclic deformation experiments on ultra-high-purity Mo, Hollang [30] used Tpre=530 K. At this preconditioning temperature, the saturation stress osat =54 MPa after about 5.103 cycles was reached. The microstructure obtained in this way proved to be very stable indeed. Stress-strain curves measured again at 530 K with the same I ipll and Epl after the specimens had gone through a substantial number of measuring cycles at lower temperatures agreed within experimental error with the previous ones. If there was a slight deviation, the "saturation state" could quickly be restored by repeated cycling at the preconditioning temperature.
After preconditioning at Tpre=530 K, Hollang [30] determined the flow stress o=o(T, tpl) at 15 different strain rates, covering the range 5.9.1 0-7 5 I &pll 1.7.1 o -~, at 5 different temperatures 5 K apart, and then preconditioned the specimen again under the conditions described above. Then the measuring programme was continued at a further set of temperatures under otherwise equal conditions. In a modification of the procedure used in the earlier work [33, 341 the strain-rate dependence of the flow stress was obtained by starting each deformation cycle at the so-called basic strain rate 1 kpll=3.3 .lo-5 s-1 and then switching to the desired strain rate well before I epl( was reached, where the flow stress o was determined. Compared to measurements of complete stress-strain cycles at fixed 1 this procedure saved time and prolonged specimen life. The specimen failed at 120 K by brittle fracture after N=9.103 cycles without a harbinger variation of the shape of the hysteresis loop. This corresponded to a cumulative shear strain E~~,~~~=~N gpl=3 6 ! (110)) measured at the lowest strain rates assumed the strain-rate-independent value oM=53.3 m a . This strain-rate independence indicated that under these conditions thermally activated processes no longer contributed to the flow stress. As will be argued in more detail below, o~ is believed to be associated with the long-range strains built up during the deformation leading to saturation; hence its temperature dependence should be entirely due to that of the elastic moduli, as indicated by the subscript M. However, since in the present case the temperature variation of o~ is small compared with that of o, we may treat o~ as strain-rate and temperatureindependent. The so-called effective stress which is the key quantity in the theory to be discussed below, is shown as the ordinate of Fig. 2 . Fig. 2 is by far the most detailed plot of its kind so far obtained by the cyclic-deformation technique (based on more than thousand stress-strain curves measured at 68 different temperatures!). Otherwise, it is similar to the plots obtained in the earlier work on Nb [33, 351, Ta [34, 331, Mo [36] , and a-Fe [36] . All these results may be quantitatively interpreted by the model to be described in the following subsection.
Theory
The prescribed plastic strain rate &pl is assumed to be maintained by one type of dislocations only, namely screw dislocations with Burgers vector b =aO(l 11)/2 (aO=edge length of the elementary cube; in Mo ao=0.315 nm). This is in agreement with both in-situ and post-deformation transmission electron microscopy. The plastic strain-rate may be written as where Vd = Sd(T, o*) is the mean dislocation velocity and Nd the density of the screw dislocations that maintain the strain rate.
v d is assumed to depend on two independent variables, viz. the temperature T and the effective flow stress o" that assists the dislocations in overcoming localized barriers by thermal activation.
In the presence of long-range stress fields opposing the dislocation motion, o* is less than the applied resolved shear stress 0. We make the specific assumption [37] with not explicitly depending on Tand Eq. (4) is completely equivalent to (1). The physical picture behind this assumption is (i) that o~ (>O) is due to the long-range stress fields of the dislocations in the neighbourhood of those dislocations whose motion we are considering and (ii) that the applied stress required to maintain the prescribed strain rate is determined by those dislocations which have to overcome the long-range stresses and local obstacles simultaneously. The non-dependence of o~ on reflects the fact that thermal fluctuations are ineffective in assisting dislocations in overcoming the barriers due to long-range stress fields; nevertheless, if these stress fields are due to dislocations there will be a weak implicit dependence of o~ on temperature because of the temperature dependence of the elastic moduli Mik. The strong temperature and strain-rate dependence of o * must therefore be attributed to obstacles to the dislocation motion that can be overcome by thermal fluctuations. In ultra-pure materials such as that used in the work of Hollang [30] impurities are unimportant; hence the obstacles have to be intrinsic. This means that their origin must lie in the discreteness of the crystal lattice; i.e., in the Peierls barriers referred to in Sect. 1. These are overcome by the stress-assisted thermally activated formation of kink pairs on the dislocations.
The extension of (4) to kink-pair formation as the rate-controlling process is a very plausible hypothesis. It may be tested experimentally at o*=oM, where it is most critical. At low strain rates there are indeed small differences between experiments and theory in the regime o * l o M that might have partly to do with deviations from (4). We note, however, that the theory of kink-pair formation to be outlined presently does not depend on the validity of (4).
The key quantity in the theory of kink-pair formation is the net rate of kink-pair formation per unit dislocation length, Tk . Its relationship to Vd is obtained by considering the stationary state, in which the rate at which kinks disappear or become immobilized is exactly compensated by the generation of kink pairs. Kinks may annihilate when they meet kinks of opposite sign on the same dislocation line or may become immobilized when they are trapped by obstacles which they cannot overcome. Which of these two mechanisms is dominant depends on whether the mean distance between kinks of opposite sign, Tk, is larger or smaller than the mean distance between the obstacles, z. In general the obstacles may either be foreign atoms or special configurations on the dislocation lines that have been created during the plastic deformation. Examples of the latter kind are dislocation nodes or immobile long jogs. In the cyclic deformation experiments the density of dislocations and hence that of the obstacles to kink motion is so high that E<< Fk.' . Then the relationship between the mean dislocation velocity and the net rate of kinkpair formation takes the simple form
where a denotes the distance of the Peierls valleys connected by the kinks (in the following called kink height).
The calculation of the kink-pair formation rate Tk has been treated in detail elsewhere [38] . It is based on five main ideas: (i) The motion of a dislocation lying approximately parallel to a Peierls-valley direction and therefore containing well-defined kinks may be decomposed into five different classes of degrees of@eedom. These five classes, which may be treated as independent of each other, are:
This may be seen as follows, using Hollang's [30] results on ultra-high-purity Mo as example. At high temperatures xk is the inverse of the linear equilibrium density of kinks of one sign, p ? = ( 2 1 c m~k g~/ h~)~/~ exp(SklkB)exp(-HklkBO [38] . Here kg denotes Boltzmann's constant, h Planck's constant, Sk and Hk the entropy and enthalpy of kink formation, and mk the so-called kink mass. For T=460 K we find with Hk=0.63 e v and mk=7.7.1~37 kg the value exp(Sk/kB)/p e:=3.4x10-4 m. The parameter N~ L, where Nd denotes the density of mobile dislocations, has been determined as 7.2.10~ m-l. Since exp(SklkB) is expected to be of the order of magnitude unity and since in heavily fatigued specimens Nd presumably exceeds 1 0 l~m -~, in the -temperature range T1460 K the inequality L 2 Fk should hold. However, if the experiments are extended to substantially higher temperatures, this inequality might be reversed. As far as the experiments on ultra-highpurity Mo are concerned, in view ofthe low concentration of foreign interstitital atoms we may be fairly confident that the obstacles limiting L are not the foreign atoms.
(a) The motions of the elastic continuzlm in which the dislocation is embedded. They may be described by "ordinary" (i.e., linearized) elasticity. The quanta of the "elementary excitations" connected with these degrees of freedom are the well-known acoustical phonons. Since these possess a linear dispersion relation, their rest mass is zero. In the following we call them light (or massless) phonons.
(b) The small-amplitude vibrational motions of the dislocation line in its Peierls valleys. These may be described by linear equations of motion but now, in contrast to (a), the frequency associated with zero wave-number is finite, namely equal to the vibrational frequency vg of a rigid dislocation in a Peierls valley. This means that the elementary excitations associated with these motions possess finite rest mass mg. We call them heavy (or massive) phonons. The velocity cd with which small short-wavelength perturbations propagate along a dislocation line in its Peierls valley plays the r6le of limiting velocity analogous to the velocity of light in the special theory of relativity.
(c) The tmnslcztional motion of individual kinks.
(d) The translational motion of pairs of kinks of opposite sign (so-called kink-antikink pairs, or briefly, kink pairs).
(e) The relative motion of kink-antikink pairs along the dislocations.
(ii) The subsystem comprising the degrees of freedom (c) and (d) possesses (at least to a good approximation) solitonic properties [38] . This means that we may ascribe particle properties to the kinks (position, mass mk, mobility pk, diffusivity Dk, momentum pk).
(iii) Since solitons do not exchange energy when colliding with each other, within the framework of statistical mechanics they may be treated as a gas of non-interacting particles [38 1. The treatment of kinks as non-interacting particles and therefore as "soliton gas" should be an excellent approximation for the translational degrees of freedom (c and d) but is clearly not allowed for the remaining degree of freedom (e).
(iv) Degree of freedom (e) may be treated as the drift of a fictitious particle of mass ml=mk2 (the reduced mass of two kinks of mass mk) and the mobility pk'2mk in a static potential W(ql, o*) that depends on the separation q l between kinks and antikinks, and which contains the effective stress o* as a parameter [38] . This drift is assumed to be well described by a one-dimensional Klein-Kramers equation. For large separations ql the interaction between the kinks and the antikinks is mediated by the massless phonons of degree of freedom (a). In analogy to the electrostatic interaction, mediated by photons, it must therefore be coulombic. The force exerted by the effective resolved shear stress o* on a kink of height a in a dislocation of strength b is abo*. Hence for large enough ql W(ql; o*) = abqlo* + a2y0/2ql (6) holds. The "elastic charge" of the kinks appearing in (6), a y 1 2 , follows from a detailed calculation Jb which shows that yo is the prelogarithmic factor of the line-tension yd of the dislocations. yo is proportional to b*; the proportionality factor is determined entirely by the second-order elastic constants and may thus be calculated unambigously. For a screw dislocation in an elastically isotropic material it is given by b2Msh(2+v)/8x(1-v), where Msh is the shear modulus and v Poisson's ratio.
(v) Eq. (6) fails at small separations. The assumption is made that if this is the case, the elastic interaction between different parts of a dislocation line may be described by the so-called line-tension model. It makes two basic assumptions, viz. ( a ) that the self-interaction of a dislocation line may be taken into account in terms of a dislocation line tension yd and (P) that a straight dislocation line that is displaced in its glide plane by an amount u out of its Peierls valley under the action of an effective resolved shear stress o* changes its energy per unit length, Ed, by
where U(u) is independent of o* Assumption (a) implies that so-called non-local interactions between different segments of the dislocation line are neglected. A systematic derivation of the line-tension approximation allowing fully for elastic anisotropy has recently been given [39] on the basis of Kirchner's expression for the self-energy of a closed dislocation loop [40 1. This treatment provides, for the first time, a straightforward procedure for the determination of the outer cut-off radius Ro appearing in the ratio ydlyo=lnRolro, where ro is the inner cut-off radius. Whereas ro is determined by the properties of the dislocation core, Ro is of the order of magnitude of the kink width w.
Provided the kink width w is not too small, we may linearize the curvature term in the basic equation governing the line-tension model. This gives us Here t denotes the time, z the spatial coordinate along the Peierls valley direction, and u=u(z,t) the displacement of the dislocation line. For the deductions from (7) (kink formation enthalpy Hk , kink-pair enthalpy Hkp(o*), vibration modes, etc.) the reader is referred to the literature [38] .
Comparison Theory-Experiment on High-purity Metals
The cyclic-deformation experiments referred to above [30, 33, 34, 351 have confirmed the predictions of the theory to a very high degree. In this comparison the additional assumption was made that eq. (4) holds. One of the critical tests of the theory is that the temperature dependence of the flow stress should show a clearly discernable bend (the so-called "upper bend"; for the "lower bend" see Sect. 2.4) at the change-over from the validity of the "elastic-interaction model", described by eq. (6) , to that of the linetension model described by eq. (S), at an effective flow stress &* that is virtually independent of the plastic strain rate E As Fig. 2 shows, the cyclic deformation experiments on ultra-high-purity Mo by PI ' Hollang [30] have verified this prediction with high accuracy over the entire range of strain rates investigated (3.5 powers of ten). The less extensive cyclic deformation experiments on the other refractory bcc metals are in agreement with this prediction, too.
The physical meaning of &* is that of the effective shear stress o* at which the kink-pair formation enthalpies Hkp(o*) as calculated by the line-tension model or by the elastic-interaction model intersect2. At this intersection the slope dHkp(o*)ldo* predicted by the line-tension model is larger than that predicted by the elastic-interaction model [28, 381 by a factor between 1.59 and 1.69. In his experiments on ultra-high purity Mo Hollang [30] found the ratio to be 1.63, in excellent agreement with the prediction. Good agreement had also been obtained earlier on the other bcc metals investigated.
The full verification of the theoretical predictions for the upper bend gives strong support to the underlying hypothesis that the flow stress is determined by the same mechanism on both sides of 7'. The bend can thus be understood entirely in terms of a rather sudden change-over in the regimes of validity of two different approximations to a general theory (not yet explicitly formulated). Deductions on the nature of the glide mechanism from measurements on one side of the bend apply on the other side as well.
' The effective flow stress of the "upper bend", &*, was formerly denoted by 5 * (see, e.g., [38] ). The change of notation to 6* has been made for mnemonic reasons. The "circumflex accent" is used because at the upper bend the flow stress-vs.-temperature curve is convex from above, whereas at the lower bend, to be designated -by Ei*, it is concave from above. The temperatures of the bends are denoted by T and T , respectively. They are to be distinguished from the knee temperature TK [28] , which characterizes the temperature above which the contribution of the kink-pair formation mechanism to the flow stress becomes negligibly small. By fitting the temperature and strain-rate dependence of the flow-stress between f and TK to the elastic-interaction model, the kink height a may be deduced with high accuracy, provided the glide system and hence the so-called Schmid factor p is known [28] . From a naive point of view one expects a to be equal to the separation aCllol=2-1/2ao of the Peierls valleys on (1 10) glide planes since a(110) is the shortest kink height in the bcc structure and since for a given height of the Peierls barrier the kink energy is proportional to a. With this expectation, based on energy considerations, the experiments on all refractory bcc metals investigated so far are in violent disagreement. There is excellent agreement, however, with a"ap11) , where ~{~~~) = ( 3 / 2 ) 1 / 2 a~ is the separation of the Peierls valleys on the f211) glide planes. E.g., on (941) Mo crystals Hollang [30] obtained a= (4.55~0 1). 10-10 m (allowing for the Schmid factor p=0.43 of the (21 1 ) plane with largest p). This value corresponds to 1.76a{ 110) and agrees thus within the rather small experimental error with the prediction af llo)= 31/2a0 for {211) glide pIanes. Similarly good agreement was found by Brunner and Diehl [41] in stress-relaxation experiments on a-Fe. Hollang [30] has shown that in Mo a=a{211} can also be deduced from a fit of the line-tension model to the cyclicdeformation data between ? and the lowest temperature investigated by him (125 K), though with slightly reduced precision.
From the preceding results we may draw the definite conclusion that at intermediate temperatures the elementary slip steps in the refractory bcc metals occurs on (211) planes. There appears to be no straightforward way to verify this conclusion by an independent technique. The slip planes that are deduced from the change of the crystal orientation in uniaxial deformation experiments are close to the plane of maximum resolved shear stress (m.r.s.s. plane); this is the result of easy cross-slip of screw dislocations in the temperature range in question [42] . The slip lines are rather wavy, following on the average approximately the m.r.s.s. planes. These observations are compatible with the hypothesis of elementary (21 1) slip steps and easy cross-slip but, of course, do not exclude other interpretations.
The situation is quite different at low temperatures, say at liquid He or liquid-Hz temperatures. Here the slip lines on the refractory bcc metals are straight. In a recent review by B. Sestik and the present writer it is concluded that they provide strong evidence for the predominant operation of (110) slip planes at low temperatures. This means that there must be a change in the glide mechanism of the refractory bcc metals -either gradual or sudden -somewhere between liquid-H2 temperatures and the lowest -temperatures investigated by the cyclic deformation technique. Such a change should show up in the temperature and strain-rate dependence of the flow stress.
The Lower Bend
Brunner and Diehl [43] have called attention to a non-uniformity in the flow stress of a-Fe single crystals at about 100 K. It is characterized by the fact that the extrapolation of the flow-stress-vs.-temperature curve, o= 0(7), from the regime well below this temperature (called regime I11 by Brunner and Diehl [43] ) to higher temperatures gives flow-stress values that lie significantly below those measured at temperatures above the non-uniformity. This entails a rather rapid variation of do/dT taken at constant plastic strain rate kpl over a fairly narrow temperature interval. We call this variation the "lower bend" in order to distinguish it from the "upper bend" discussed above.
In order to emphasize that at the "lower bend" the sign of the change in &laT is opposite to that of the "upper bend" (in other words: o(7) remains concave from above over the entire temperature range of the lower bend) we denote the temperature and the effective flow-stress at which the extrapolated slopes meet by T and G *~.
-' Brunner and Diehl denote the regime between T and T as "regime 11". Regime I in their notation lies ,.
between T and TK.
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JOURNAL DE PHYSIQUEJV
In his study of ultra-high-purity Mo single crystals with (941) axes by uniaxial tensile and stressrelaxation measurements, which covered the temperature range 4 K< T<460 K, Hollang [30] found that at a plastic strain rate of about &pl=8.1 0-4s-1, T varied between about 190 K at low plastic strains and about 100 K at large plastic strains4. As a function of uniaxial plastic strain %I, T varied over a wide range. Taking this in conjunction with the above discussion on the planes of the elementary slip steps, we conclude that the origin of the lower bend is radically different from that of the upper bend.
The experimental facts discussed in the preceding paragraphs allow several conclusions to be drawn rather directly.
(1) We may exclude the possibility that the two slip mechanisms that dominate below or above ? act in parallel and that they coexist in the temperature range in question. This follows simply from the fact that on both sides of T the suppressed slip mechanism would require a lower applied shear stress to maintain the prescribed strain rate than the mechanism actually operating. (2) From (1) it follows that the lower bend cannot be accounted for by assuming the co-existence of two dzflerent types of dislocations that both contribute significantly to the strain rate. We conclude that slip is carried by the same dislocations above and below ?. This is in agreement with the evidence from electron microscopy, according to which the ao(l 11)/2 screw dislocations dominate from the lowest temperatures up to TK. (9) the superscripts j characterize the two configurations. Since we know that the two configurations are distinguished by the glide planes of their elementary slip steps, we shall use j=(llO} for the low-temperature configuration and j={211} for the high-temperature configuration. In the usual way, Hd refers to the dislocation line enthalpy, Sd to the dislocation line entropy.
As independent variables we have in (9) the temperature T and the effective resolved shear stress o* This, however, is only a shorthand notation for a more complicated situation. Since for a given uniaxial tensile stress the effective resolved shear stress o* depends on the glide plane, it will in general be different for the two configurations. We assume this dependence, expressible in terms of the Schmid factor p, to be allowed for in the following. A hrther complication may arise from the well-known fact that the generalized Schmid law, which states that for the flow stress only one component of the applied stress tensor matters, namely the resolved shear stress in the glide system, is often violated in bcc metals. In this paper we shall not elaborate on this complication, but we should keep it in mind in discussions of detail.
Of the two alternatives considered in item (4), only the second ones "first-order" transition in the dislocation core-is intuitively appealing. It appears difficult to imagine that the core of a dislocation in a
The strain-ratedependence of 6 has not been measured. It is planned to investigate it on high-purity W, for which T is expected to lie in the temperature range accessible to the Stuttgart cyclic-deformation facility. pure metal undergoes an order-disorder transition in such a way that in the disordered "high-temperature phase" a well-defined glide plane, viz. (21 1 ), results.
We thus come to the conclusion (first drawn in [29] ) that at ?= ?(o*) a first-order transition in the core of the ao(l 11)/2 screw dislocation takes places and that the transition temperature is given by
The arguments leading to eq. (10) are so general that they do not require a detailed specification of the core configuration. They are thus independent of the discussions of Sect. 3.
ATOMISTIC CONSIDERATIONS
Before in Sect. 4 turning to the effects of foreign atoms ("impurities") and intrinsic atomic defects on the flow stress of refractory bcc metals, we insert a brief discussion of the atomistics of the dislocation configuration. A detailed account by B. Sestik and the present writer is being prepared and will give full references.
A = 3-fold screw axis with + helicity B = 3-fold screw axis with -helicity C = 3-fold rotation axis helicity . Fig. 3 shows the projection of a bcc crystal along a [ I l l ] direction, the numbered circles representing the atom rows. These rows are crystal axes of threefold symmetry. The centres of the triangles are three-fold screw axes with different handedness (= helicity) in adjacent triangles. Let us now introduce an ao[l 11]/2 screw dislocation with a given helicity. As shown by H. Suzuki [44] on the basis of quite general arguments, the core contribution to its line energy is lower -if the dislocation is located in the centre of a triangle with the same helicity as the dislocation than if it is located in one with the opposite helicity. Subsequent computations based on interatomic potentials have confirmed Suzuki's conclusion. Furthermore, they indicate that the dislocation positions in the centres of the triangles with the same helicity (in Fig. 4 marked by small open circles) are absolute minima if we consider the dislocation energy line, Ed(R), as a function of the two-dimensional position vector R in the { I l l ) plane. By a general topological argument the periodic function Ed(R) must have at least three stationary points per elementary unit cell (in the present case a lozenge formed by two adjacent elementary triangles), namely in addition to the minimum just discussed a maximum and a saddle point. If the number of stationary points is minimal, for symmetry reasons the maxima and the saddle points of Ed(R) must -coincide either with the three-fold axis (i.e., with the lattice rows) or with the centres of the triangles of opposite helicity. We denote the centres of the triangles with the same helicity as the screw dislocation by A, those with the opposite helicity by B, and the atom-row positions by C. If by symmetry breaking (see below) the stationary points of Ed(R) move away from A, B or C, we mark the new positions by a dash.
A practical way of obtaining an estimate for Ed(R) with the minimum number of stationary points is to insert the displacement field of an ao(l 11)/2 screw dislocation as given by the linearized (anisotropic) theory of elasticity into the energy functional provided by a suitable model potential. Let us assume that this procedure predicts the saddle point of Ed to lie in the centre of the triangles with opposite helicity, i.e., in the B position. By the very definition of a saddle point, this is a configuration of unstable equilibrium. Thus, if the atomic positions in and near the dislocation core are allowed to relax, i.e., to take up positions which satisfy the equilibrium conditions for the model potential rather than those of linearized elasticity, the three-fold screw symmetry will be broken and new saddle point positions B' will emerge. There are two possibilities: (Fig. 4, bottom) .
Arabian camel
Bactrian camel In the Japanese literature the "two-hump" Peierls potential of case (b) is often referred to as the "camel hump" potential. From a zoological point of view this may be misleading. There are two kinds of camels, the Arabian camel with one hump (camelus dromedarius) and the Bactrian camel (camelus bactrianus) with two humps (Fig.5) . The Arabian camel corresponds to case (a), the Bactrian camel to case (b). The conclusion of the present paper depends only on the fact that the Peierls potential has the shape of a camel back, but not on whether it reminds us of the species camelus dromedarius or the species camelus bactrianus. The reader will note that the designations (a) and (b) in Fig. 4 have been chosen mnemonically.
The assumptions made so far imply that Ed(R) as calculated from the elasticity solution has an absolute maximum at C. Here we expect a particularly large effect if we allow the atomic positions to relax. B. ~e s t a k and the present writer have studied this relaxation by means of a "balls and bonds" model of the bcc structure. It was found, in agreement with the conclusions of Schoeck [45] , that the dislocation axis tends to move away from C on one of the { 115) planes through C into one of the adjacent triangles with helicity opposite to that of the screw dislocation until a local minimum C' is reached (in Fig. 6 marked by a cross in a small circle). In this configuration the dislocation has a well-defined slip plane (in the special case shown in Fig. 6 the (1 15) plane) . Peierls potential U(zr) for the dislocation displacement u on (117) (1 12) out of the equilibrium position C' goes through a maximum at a position B' which may be obtained by applying the relaxation process in a restricted way (see below) to the B position. In Fig. 6 this B' position is marked by a full triangle in order to indicate that in our construction it has the same origin as the saddle points B or B' in Fig. 4 .
The period of U(u) in Fig. 6 is a{211) , whereas in Fig. 4 it was a{110)=3-1/2a(211}, In Fig. 4 U(u) is symmetric with respect to u{ 10)=0 and u{ 110)=a{ 1 10)/2; by contrast, the saw-toothed U(u) of Fig. 6 has in general no symmetry other than the abovementioned periodicity. Generically, we may refer to it as "saw-tooth potential". When a screw dislocation moves on a (21 1) plane from one C' position to a neighbouring one, it necessarily passes through the centre of a triangle with the same helicity at its own, i.e., through an A position. According to our starting hypothesis, the A positions are absolute minima of the line-energy surface Ed(R). They should therefore also be minima if displacements on (211) planes through A are considered. This is indicated by the parabola at the right-hand side of Fig. 6 . Why then does U(u) lie far above this parabola? The key to the answer is that the Peierls potential U(u) is not a section through the line-energy surface Ed(R). The Peierls potential has been introduced in eq. (7) in order to treat the shape of dislocation lines when they do not run parallel to the direction of a Peierls valley, e.g., if they form kinks or kink pairs. This means that the dislocations have an edge component of variable magnitude even if the direction of the Peierls valley happens to be that of the Burgers vector, as is the present case. This means that even for screw dislocations, U(u) pertains to a well-defined glide plane. Hence the atomic relaxation in the dislocation core must be restricted accordingly. The A configuration with its three-fold screw symmetry cannot have a well-defined glide plane and must therefore be disregarded in the construction of the Peierls potential for (21 1 } glide.
On the other hand, it is just the fact that the fully relaxed A configuration does not have a well-defined glide plane that is responsible for the high Peierls barriers of screw dislocations in the refractory bcc metals compared to those in, say, face-centred cubic metals. In order to be able to glide on one of the (110) planes, the core of the screw dislocations in the A configuration must undergo a major rearrangement with the accompanying expenditure of energy. By contrast, the C' configuration does have a well-defined glide plane; hence the energy difference between B' and C' in Fig. 6 should be distinctly smaller than the corresponding barrier in Fig.4 . (Clearly, in these diagrammes the U(u) profiles are not drawn to scale.) Why is it then that the kink formation enthalpy Hk is much higher for (21 1) elementary glide steps than for (110) glide? According to Hollang [30] , in Mo we have 2Hk=(1.27f0.02) eV in the first case and 2Hk=(0.63f 002) eV in the second.
For a fixed shape of U(u) and a given height of the Peierls barrier (in Fig. 6 equal to the energy difference between B' and C') the kink energy is proportional to the kink height a. In the present case this is not enough to account quantitatively for the ratio of about 2 between the kink formation enthalpies. This means that, in addition, we have to allow for the fact that the dislocation line energy in the C' configuration is higher than in the A configuration.
first-order / I \\G)õ :;n d gives the temperature T of the "lower band"
Qualitatively we may argue as indicated in Fig. 7 . The dislocation line energy (energy per unit dislocation length) is substantially higher in the C' configuration than in the A configuration. Since for (21 1) glide in the "soft" direction U(u) is flatter than U(u) for (1 10) glide, application of an effective resolved shear stress o * favouring {211) slip in the soft direction will reduce the difference AH(o* ) between the (21 1) and the (1 10) configurations At the same time, the (21 11 Peierls potential becomes "softer" compared with the (110) Peierls potential Hence for the dislocation line entropies, s f ! " ) and s i l l 0 ) , the inequality ~g~~~>~i~~~~ holds. As the temperature increases, this will lead to a change in sign of the difference between the Gibbs free line energies of the two configurations, with According to our starting assumption AGd is positive at low temperatures. At the temperature at which AGd=O holds, the dislocation core will undergo a first-order phase transition. As was done earlier [29] , we identify this temperature with the temperature ? of the lower bend. However, the inequality H~" ) > H~" O~ continues to hold even above ? (Fig. 7) . This should give a contribution to the activation enthalpy for the (21 1) glide steps that is large enough to account for the experimentally observed values.
THE INFLUENCE OF ATOMIC DEFECTS ON THE FLOW STRESS
The perturbation of the crystal structure accompanying the incorporation of atomic defects, be they intrinsic (e.g., vacancies or self-interstitials) or extrinsic (foreign atoms), interferes with the motion of dislocations. This leads to well-known and thoroughly studied hardening phenomena such as alloy hardening, irradiation hardening, and quench hardening. It was therefore a major surprise when, in the bcc metals, examples of alloy and irradiation softening were found [46] . To the best of our knowledge a truly convincing explanation for this phenomenon has not been given so far.
The first-order transition in the cores of aO(l 11)/2 screw dislocations offers a straight-forward explanation of the softening phenomena mentioned above. All we have to postulate is that certain atomic defects can reach the dislocation cores and cause them to "overheat", i.e., to shift the phase transition from the low-temperature { 1 10) configuration to the high-temperature (2 1 1 ) configuration towards higher temperatures. Atomic defects that are mobile at ? and can therefore reach the dislocation cores below the transition temperature are particularly good candidates for producing this overheating effect. This is born out by the experiments; the softening effects due to interstitial hydrogen and to intrinsic atomic defects created by irradiation have been clearly identified. In the latter case the softening is presumably due to those self-interstitials that begin to migrate freely in the so-called recovery stage I& the "crowdions" [47] . However, by suitable heat treatments other atomic defects, e.g. "heavy" interstitial foreign atoms such as carbon, nitrogen, and oxygen, can be incorporated in the cores of ao(ll 1)/2 screw dislocations of the refractory bcc metals, too, and can give rise to alloy softening.
A straightforward prediction following from the "overheating hypothesis" is that if there are no complicating effects such as hardening by one of the "usual" mechanisms, the temperature dependence of the flow stress, o = OM + o*(T, &pl), in the "overheating regime" should follow the extrapolation of the low-temperature flow stress up to the temperature at which the overheating ends. There o*(T, i p l ) should return to the temperature dependence of the flow stress in the absence of the softening effects.
is a slight indication in the data that above that temperature the nitrogen addition has a hardening effect. This is not surprising, since in this temperature regime the flow stress is so low that "normal" alloy hardening should indeed make itself felt.
temperature TCKl In a series of papers Brunner, Diehl and their associates have shown that the softening effects in a-Fe due to intrinsic atomic defects are much more complicated than those due to foreign atoms. On the basis of flow-stress measurements on a-Fe single crystals irradiated at liquid-nitrogen temperatures with 2.5 MeV electrons, they distinguish between primary and secondary irradiation softening [50] . "Primary irradiation softening" is observed below ? (i.e., in the temperature range that remained unaffected by doping with 330 at ppm N), provided the irradiated sample was not annealed at temperatures of about 145 K or above. If the samples are annealed in this temperature range but not above about 220 K, the softening is confined to temperatures above the lower bend in the pure crystals. Although the available data are not as extensive as those obtained in N-doped crystals, this "secondary irradiation softening" resembles the alloy softening in every respect except for the fact that it recovers at about 220 K. In particular, the temperature variation of the flow stress above ? follows the extrapolation of the lowtemperature data. We may thus conclude that the "secondary irradiation softening" is due to the overheating of the transition from the (1 10) configuration to the (21 1) configuration of the screw dislocation core. The fact that the recovery temperature of the secondary irradiation softening (ca. 220 K) coincides with the so-called recovery stage 111 suggests strongly that this overheating is caused by the atomic defects that anneal out in this recovery stage, viz. self-interstitials in the dumb-bell configuration [47 I.
The mechanism of primary irradiation softening is much more difficult to identify. Since this softening has been observed under conditions (electron irradiation at 78 K without subsequent warnling up) at which there are no freely mobile intrinsic defects in a-Fe (recovery stage IE occurs at much higher temperatures) it seems plausible that the softening effect is due to self-interstitials that have reached the dislocations as "dynamic crowdions" [52] . Since the recovery behaviour of primary and secondary irradiation softening is different, different defect configurations must be responsible for the two phenomena. A natural suggestion is that primary irradiation softening is caused by self-interstitials in the crowdion configuration. Although computer modelling has given some insight into possible interactions between crowdions and screw dislocations in bcc metals [53] , it must be conceded that a truly convincing atomistic explanation for primary irradiation hardening has not yet emerged. We attribute this to some extent to the fact that the available experimental information is still rather limited.
CONCLUSIONS
The temperature and strain-rate dependent part of the flow stress of high-purity body-centred cubic metals is very well described by the theory of kink-pair formation on ao(l 11)/2 screw dislocations. The core of these dislocations may assume two different configurations, viz. one which allows glide on { 110) planes and another one that may glide on one specific (21 1) plane. The transition from the lowtemperature (110) configuration to the high-temperature {211) configuration is a first-order transition and can therefore be "undercooled" or "overheated". Atomic defects interacting with the dislocation cores may cause "overheating". This leads to softening in the temperature range above the temperature T of the transition in the dislocation cores. The main features of this explanation have been verified experimentally for alloy softening [48] as well as irradiation softening [5 I] .
