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Abstract
The focus of this thesis is the geophysical exploration of the central part of the Azraq
basin in the northeastern desert of Jordan. In addition to common 1D inversion tech-
niques, further 2D forward modeling strategies and a rarely used 2D inverse modeling
scheme are applied to transient electromagnetic data.
The Azraq area is of potential interest for palaeoclimatical and archaeological research
in the frame of the interdisciplinary Collaborative Research Centre 806, entitled Our
Way to Europe (CRC 806). The project investigates the history of modern human, par-
ticularly population movements in the past 190,000 years before present. The center
of the Azraq Basin is covered by a 10 × 10 km2 mudflat consisting thick sedimentary
deposits. To provide the basis for probable future drilling projects within the CRC 806,
a 7 km and a 5 km long transects were investigated in the mudflat area. An extensive
survey was conducted consisting of 150 recorded central loop transient electromagnetic
(TEM) sounding locations. The electrical resistivity tomography (ERT) was applied as
a complementary method to validate the TEM results.
Common 1D inversion techniques are applied to interpret the TEM field data and to
investigate the uncertainty of the inverse models. The results are patched together to
quasi 2D resistivity-depth sections. The derived quasi 2D sections are consistent and
provide a detailed image of the subsurface electrical resistivity distribution down to
approximately 100 m depth. The results identify a resistive buried basalt layer in the
periphery of the mudflat and a resistivity increase inside the high conductive mudflat
sediments, which obviously corresponds to the layer below. The subsurface models are
in excellent agreement with lithological borehole data and the geological information.
Moreover, a transition zone from moderate to very low resistivities is observed, which
is of interest for the groundwater management in Azraq.
To verify the derived 1D inverse models, a detailed 2D modeling study is performed.
Although the subsurface resistivity structure varies significantly along both investi-
gated transects, the study demonstrates that a 1D inversion is sufficient to interpret
the TEM data. Due to reduced data quality at late transient times for a few sounding
locations, the deep resistivity contrast inside the mudflat is not well resolved in those
zones. Further systematical 2D forward modeling shows that the resistivity increase is
in general required to fit the TEM field data.
The 2D forward modeling approach is based on the prior selection of a model and,
therefore, does not provide an independent validation of the subsurface resistivity dis-
tribution. For this reason, a rarely applied 2D TEM inversion scheme is used to interpret
the field data. The obtained 2D inverse models reveal a remarkable agreement with the
quasi resistivity-depth sections, which are derived from the 1D results. Moreover, the
unsatisfactory resolved deep resistivity contrast below the mudflat is reconstructed by
using a-priori information, which is integrated into the parameterization of the model.
Accordingly, the 2D inversion provides a strong independent validation of the subsur-
face resistivity distribution.

Zusammenfassung
Der Schwerpunkt dieser Arbeit ist der geophysikalischen Exploration des zentralen
Bereichs des Azraq Beckens in der nordöstlichenWüste Jordaniens gewidmet. Zur Inter-
pretation von Transient-Elektromagnetik Daten, werden gebräuchliche eindimension-
ale (1D) Inversionstechniken, zweidimensionale (2D) Modellierungsstrategien, sowie ein
bisher selten angewandtes zweidimensionales Inversionsverfahren eingesetzt.
Das Gebiet um Azraq ist von potentiellem Interesse für paläoklimatische und archäol-
ogische Forschungsvorhaben des interdisziplinären Sonderforschungsbereichs 806 mit
dem Titel Our Way to Europe (SFB 806). Das Projekt erforscht die Geschichte des
modernen Menschen und insbesondere Migrationsbewegungen im Zeitraum der letzten
190.000 Jahre. Im Zentrum des Azraq Beckens haben sich mächtige Sedimente abge-
lagert und bilden eine ca. 10 × 10 km2 große “Mudflat” (auch Playa genannt). Zum
Zwecke der Vorerkundung und um eine Basis für eventuelle zukünftige Bohrungen im
Rahmen des SFB 806 zu schaffen, wurden umfangreiche geophysikalische Messungen
durchgeführt. Insgesamt wurden dabei 150 Transient-Elektromagnetik (TEM) Statio-
nen vermessen. Zur Validierung der TEM Ergebnisse wurde die ElektrischeWiderstands-
Tomographie (ERT) als ergänzende Methode angewendet.
Gebräuchliche 1D Inversionstechniken werden dabei zur Interpretation der TEM Feld-
daten benutzt und die Modell-Unsicherheiten mit äquivalenten Modellen und Parameter-
Wichtigkeiten (Importances) abgeschätzt. Weiterhin werden die 1D Modelle zu quasi
2D Sektionen zusammengefügt. Diese abgeleiteten quasi 2D Sektionen sind konsistent
und liefern ein sehr detailliertes Bild der elektrischen Leitfähigkeitsverteilung im Un-
tergrund bis ca. 100 m Tiefe. Die Ergebnisse zeigen eine schlecht leitende Basaltschicht
im Randbereich der Mudflat und eine Abnahme der Leitfähigkeit innerhalb der Mud-
flat, die auf die darunterliegende Schicht schließen lässt. Die Untergrundmodelle zeigen
eine sehr gute Übereinstimmung mit lithologischen Daten aus Bohrungen sowie mit
der geologischen Vorinformation. Darüber hinaus zeigen die Ergebnisse eine laterale
Übergangszone von moderaten zu extrem hohen Leitfähigkeiten, die von Interesse für
das Grundwasser Management in Azraq ist.
weiterhin wird eine detaillierte 2D Modellierung durchgeführt, um die 1D Ergebnisse
zu verifizieren. Diese Studie demonstriert, dass die 1D Interpretation der TEM Daten
ausreichend ist, obwohl die laterale Leitfähigkeit des Untergrunds stark variiert. Einige
Stationen zeigen eine verminderte Datenqualität zu späten Zeiten im Transienten. Dies
führt zu einer geringeren Auflösung der Schicht unterhalb der Mudflat-Sedimente. Sys-
tematische Modellierungen zeigen jedoch, dass dieser Kontrast im Allgemeinen benötigt
wird, um die Felddaten zu erklären.
Die 2D Modellierung basiert auf der vorherigen Auswahl eines Modells und stellt da-
her keine unabhängige Validierung der Leitfähigkeitsverteilung im Untergrund dar.
Aus diesem Grund, wird ein bisher nicht gebräuchlicher 2D TEM Inversionsalgorith-
mus zur Interpretation der Felddaten angewendet. Die inversen 2D Modelle zeigen
eine bemerkenswerte Übereinstimmung mit den quasi 2D Sektionen. Darüber hinaus
rekonstruiert die 2D Inversion den Kontrast der elektrischen Leitfähigkeit innerhalb
der Mudflat durch eine geeignete Parametrisierung und Integration von Vorinforma-
tion in das Modell. Demzufolge liefert die 2D Inversion eine überzeugende Validierung
der Leitfähigkeitsverteilung im zentralen Bereich des Azraq Beckens.
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CHAPTER 1
Introduction
The focus of this thesis is the geophysical exploration of the central part of the Azraq
basin in the northeastern desert of Jordan. In addition to common 1D inversion tech-
niques, further 2D forward modeling strategies and a rarely used 2D inverse modeling
scheme are applied to transient electromagnetic data.
The Azraq area is of potential interest for palaeoclimatical and archaeological research
in the frame of the interdisciplinary Collaborative Research Centre 806, entitled Our
Way to Europe (CRC 806). The CRC 806 investigates the history of modern human,
particularly population movements in the past 190,000 years before present. It is de-
signed to capture the complex nature of dispersal of modern man from Africa to
Western Eurasia and particularly to Europe [CRC-806, 2012]. The project investi-
gates various sites in the source areas, along corridors and in target areas of population
movements. The Jordan rift valley in the Eastern Mediterranean served as one pos-
sible corridor of dispersal of modern man [CRC-806, 2012]. A key issue addressed by
the CRC 806, is the reconstruction of the palaeoclimatical conditions in the research
areas and in the concerned time range. Very promising archives for a paleoclimatical
reconstruction are sedimentary deposits accumulated in dry lakes. The area around the
(former) oasis Qa’ Al Azraq has been a major spot for prehistoric settlements and was
subject to long-term archaeological research [Stanley Price & Garrard, 1975; Copeland,
1988; Byrd, 1988]. It is a unique wetland with pools and marshes located in a large
arid environment. In the basin center, a 10×10 km2 mudflat developed consisting thick
sedimentary deposits.
The geophysical investigation presented in this thesis provides the basis for probable
future drilling projects within the CRC 806. Information about the subsurface are
important to avoid elaborate and costly abortive drilling. The main objective is to
investigate the subsurface electrical resistivity structure and particularly to identify
the thickness of sedimentary deposits in the central Azraq basin area. The early work
of El-Kaysi & Talat [1996] and El-Waheidi et al. [1992] provided information about
the thickness of the mudflat deposits, but complete and densely investigated transects
using modern geophysical equipment are not available.
To achieve the objective within the CRC 806, a 7 km and a 5 km long transects were
investigated from the periphery to the center of the mudflat depression. An extensive
survey was conducted consisting of 150 recorded central loop transient electromagnetic
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(TEM) soundings. Additionally, the electrical resistivity tomography (ERT) was ap-
plied as a complementary method to validate the TEM results.
The TEM mehod is often used for the investigation of shallow sedimentary basins and
valley structures [Jørgensen et al., 2003; Danielsen et al., 2003; Steuer et al., 2009].
Moreover, Electromagnetic methods, particularly TEM, are widely used for ground-
water studies and aquifer characterization, for example contamination and salinization
problems [Fitterman & Stewart, 1986; Goldman & Neubauer, 1994; Tezkan, 1999; Yo-
geshwar et al., 2012; Papen et al., 2013]. Fundamental overviews of the TEM method
are given in [Nabighian & Macnae, 1991; Spies & Frischknecht, 1991] and in several
comprehensive reviews related to near surface applications of electromagnetic tech-
niques [Goldman & Neubauer, 1994; Tezkan, 1999; Pellerin, 2002; Auken et al., 2006;
Everett, 2011].
In the first part of the thesis, electrical resistivity-depth models are derived along
both transects. Common 1D TEM data inversion algorithms are applied and the un-
certainties of the models are discussed in detail on the basis of equivalent modeling
and parameter importances. The 1D inverse models are patched together to quasi 2D
resistivity-depth sections. Furthermore, these sections are put in context with the avail-
able geological information and correlated with lithological borehole data.
As stated by Goldman et al. [1994], the conventional 1D interpretation of TEM data
by 1D layered earth models has proved feasibility in numerous case studies. There-
fore, TEM data is often interpreted by 1D inversion or quasi 2D/3D schemes. A quasi
2D laterally constraint inversion (LCI) was presented by Auken & Christensen [2004],
where 1D sounding models are linked together along a profile line. Viezzoli et al. [2008]
extended the LCI to a quasi 3D inversion, which is called spatially constraint inver-
sion (SCI). However, there are cases where distortion effects have to be considered and
the field data can neither be explained by 1D models nor by quasi 2D/3D schemes
[Newman et al., 1987; Goldman et al., 1994]. Although no clear distortion effects are
visible in the TEM sounding data recorded in Azraq, the subsurface resistivity varies
significantly along both investigated transects. For this reason, it is questionable if a 1D
interpretation is adequate. Therefore, the second part of this thesis concentrates on the
2D forward and inverse modeling of the TEM sounding data. An elaborate 2D modeling
study is performed to validate the subsurface resistivity structure, which is derived from
prior 1D inversion results. The 2D TEM forward modeling utilizes the time domain
finite difference algorithm SLDMem3t [Druskin & Knizhnermann, 1988, 1994, 1999]. It
has been successfully applied to numerous forward modeling studies in 2D/3D involving
time domain electromagnetic methods for various source configurations [Hördt, 1992;
Hördt et al., 1992, 2000; Hördt & Müller, 2000; Goldman et al., 2011; Sudha et al.,
2011; Rödder & Tezkan, 2013].
Forward modeling approaches are always based on a prior selection of a model. Partic-
ularly, in 2D/3D a full and random parameter study involves far too many calculations,
which is not feasible. As a result, the 2D modeling results are to some extent biased
and do not provide an independent validation of the electrical resistivity-depth struc-
ture. To carry out an independent validation, a large number of TEM soundings are
inverted using the 2D iterative Gauss-Newton inversion algorithm SINV , which utilizes
the SLDMem3t as forward solver [Scholl et al., 2004; Martin, 2009]. Earlier, Commer
[2003] applied SINV to mountainous long offset transient electromagnetic (LOTEM)
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data from Mount Merapi, Indonesia. He used a Marquardt-type restricted 3D inversion
with only a few model parameters. Scholl et al. [2004] and Martin [2009] applied the
2D inversion algorithm to LOTEM data from the Araba fault, Jordan. The derived
2D models were in good agreement with the magnetotelluric result presented by Ritter
et al. [2003]. Koch et al. [2004] presented a 2D inversion of central loop TEM data using
an early version of SINV . Recently, Martin [2009] extended SINV to a large scale 3D
inversion scheme and successfully applied it to synthetic in-loop TEM data generated
from a 3D buried conductor model. Nevertheless, SINV was not yet routinely utilized
for the 2D inversion of TEM data. Therefore, the capabilities of the algorithm are pre-
sented in detail and studied on the basis of synthetic models. Finally, SINV is applied
to the TEM field data to validate the resistivity-depth structure derived from the 1D
inverse models.
The multi-dimensional inversion of time domain electromagnetic data is not state of
the art, yet. It is still a computational expensive task and the availability of large scale
algorithms is limited. Over the past ten years 3D time domain inversion schemes were
presented by few authors, e.g. Haber et al. [2007]; Commer & Newman [2008]; Olden-
burg et al. [2013]. Recent reviews on 2D/3D numerical forward and inverse modeling
for time and frequency domain electromagnetic methods were given by Newman &
Commer [2005]; Avdeev [2005]; Börner [2010].
Due to the groundwater problematic in Azraq, an additional motivation evolved during
this thesis. The Azraq area is of enormous economical importance to Jordan. Approxi-
mately one third of the freshwater supply for Jordan’s capital city of Amman is provided
from the Azraq [Ibrahim, 1996]. The extensive groundwater exploitation has led to a
severe decline in the groundwater table. In the central part of the area the groundwater
is hyper-saline. To ensure the freshwater supply, groundwater research has been (and
still is) an ongoing and relevant issue over the past 30 years. Several authors used geo-
physical techniques to investigate the saline groundwater zone [El-Waheidi et al., 1992;
El-Kaysi & Talat, 1996; El-Naqa, 2010; Abu Rajab & El-naqa, 2013]. The geophysical
investigations can support the ongoing groundwater management in the area because
information about the extent of the saline water body can be derived from the results
presented in this thesis.
1.1 This thesis
An introduction to the theoretical and conceptual background of the central loop
transient electromagnetic (TEM) method is given in chapter 2. The basic theory of
geophysical data inversion, which is indispensable in most geophysical interpretation
approaches, will be introduced in chapter 3.
The survey area in the central part of the Azraq basin, Jordan and the geological
background is briefly introduced in chapter 4. The objectives of the geophysical in-
vestigations are formulated according to the regional geology and the scope of the
CRC 806. Moreover, the survey design and the processing of TEM field data is dis-
cussed. The results obtained by conventional 1D inversion are presented as quasi 2D
resistivity-depth sections and the reliability of the derived models is discussed in de-
tail. At the end of chapter 4, the geological information is integrated into the quasi
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resistivity-depth sections.
In chapter 5, the theory to the 3D time domain finite difference forward solver SLD-
Mem3t is explained. Important aspects of the numerical solver are discussed and an
extended analysis on the calculation grid is presented. The grid design is particularly
important to obtain a stable and accurate solution for the 2D forward with SLDMem3t
and the inverse modeling with SINV . Moreover, a large number of soundings are inter-
preted by means of 2D forward modeling and a systematic modeling study is performed
to validate the subsurface resistivity structure along both transects.
The Gauss-Newton 2D inversion scheme SINV is presented in chapter 6. To investigate
the capabilities of the algorithm, it is studied on the basis of two synthetic 2D models.
Finally, the subsurface resistivity-depth structure in the Azraq area is independently
validated by applying the 2D inversion to the TEM field data.
Chapter 7 briefly summarizes the results of this thesis. Conclusions are drawn and an
outlook for future work is given.
1.2 Preliminary notes
The survey was split into two parts. A 50× 50 m2 transmitter loop (Tx-50) was used
during the first survey in 2011, whereas a 100×100 m2 transmitter (Tx-100) was utilized
in 2012. Since a lot of work was done during these two surveys, this chronology is also
reflected in the presentation of the results. Sounding locations recorded with the Tx-50
setup are labeled for example A27, whereas the Tx-100 soundings are marked with an
asterisk, e.g. A*80.
Vectors are presented in lower case, bold-italic characters. An exception are the vector
fields E, D, H and B, which are displayed similar to matrices in upper case, bold-
italic characters. The time derivative of the magnetic field (∂tB˙) is termed as induced
voltage (Uind) or simply voltage (U). Moreover, the displayed TEM data are normalized
to transmitter current I and receiver moment ARx. They are given in the unit V/Am2.
The electrical resistivity ρ is simply termed as resistivity.
CHAPTER 2
The transient electromagnetic method
Electromagnetic (EM) geophysical induction methods are used to gain information of
the earths subsurface structure. They are based on the phenomenon of interaction of
time varying electromagnetic source fields with the physical properties of the earth.
The methods are divided into frequency and time domain electromagnetic methods.
The application of EM methods, using artificial sources, ranges from very shallow ex-
ploration, e.g. archeological artifacts and unexplored ordnance detection at a few meter
depths, down to several kilometers for hydrocarbon exploration in the oil/gas industry
and mineral exploration. Over the past decades EM methods are widely used for envi-
ronmental and engineering purposes, such as waste site exploration and groundwater
studies at depths down to a few hundred meters. Several comprehensive reviews related
to near surface applications of electromagnetic techniques in the time and frequency do-
main were published, e.g Goldman & Neubauer [1994]; Tezkan [1999]; Pellerin [2002];
Auken et al. [2006]; Everett [2011]. The central or in-loop transient electromagnetic
(TEM) method operates in the time domain. A transient earth response is measured
at distinct time gates after switching off a primary source field in the transmitter. The
electrical resistivity distribution mainly determines the diffusion process of the tran-
sient EM fields into the ground.
The theoretical basics, which are required to understand the interaction between con-
ductive media and EM-fields, are introduced in this chapter. Specific attention is paid to
the description of the TEM method and its characteristic features. These descriptions
follow the fundamental work of Ward & Hohmann [1991], Nabighian & Macnae [1991]
and Spies & Frischknecht [1991]. The electrical resistivity tomography (ERT) method
was applied supplementary to TEM. Therefore, the theory to the ERT method is not
presented, but can be found in Knödel et al. [2005] or Telford et al. [1990]. The prin-
ciples of classical Electrodynamics are found in the standard work of Jackson [1975].
Table 2.1 summarizes the basic variables and quantities used in this chapter.
2.1 Electrical conduction mechanism
EM geophysical induction methods involve the measurement of electric current flow in
the conductive earth. Therefore, the electrical resistivity (ρ = 1/σ) of the ground is
crucial. For near surface materials it varies from 0.1 to 10,000 Ωm [Auken et al., 2006].
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Table 2.1: Basic variables and constants used in electrodynamics. Vectors are presented as
bold characters. They are given in the International System of Units (SI).
Meaning Symbol SI Unit
electric field intensity E Vm
electric displacement field (flux density) D Asm2
magnetic field (flux density) B T = Vsm2
magnetic field intensity H Am
current density j Am2
electric charge density q Asm3
electrical permittivity ε = ε0εr AsVm
electrical permittivity of free space ε0 = 8.845 · 10−12 AsVm
relative dielectric permittivity εr non-dimensional
magnetic permeability µ = µ0µr VsAm
permeability of free space µ0 = 4pi · 10−7 VsAm
relative permeability µr non-dimensional
electrical conductivity σ Sm =
A
Vm
electrical resistivity ρ Ωm = VmA
angular frequency ω = 2pif 1s
frequency f 1s
Electric current j propagates prevalently in three ways in the earth [Telford et al.,
1990; Knödel et al., 2005]:
The electronic conduction prevails if a material exhibits free electrons. In most cases
the electronic conduction of the rock matrix is negligible. Exceptions are found for rocks
that contain high conductive minerals.
Often rocks are porous and the pores may be filled with fluids containing free ions,
leading to electrolytic conduction. The resistivity varies with the mobility and con-
centration of the dissolved ions [Telford et al., 1990]. These ions can originate for
example from dissolved salts or contaminents. Hence, the rocks become electrolytic
conductors, where the current propagates by ionic conduction. The well known empir-
ical formula of Archie [1942] relates the bulk/effective resistivity with the resistivity of
the pore fluid. The classical formula applies for clean and particularly clay-free (partly)
saturated rocks.
The interaction between ions in the pore fluid and negative surface charges of the rock
matrix causes an electric double layer at the interface. The concentration of mobile
ions increases towards the double layer. The net result is an increased surface conduc-
tivity, which is referred to as double layer conduction [Ward, 1990a]. Clay minerals
exhibit this property to a high degree, because they have a high ion exchange capacity.
Therefore, very low resistivity values may occur for wet clay. However, if the pore fluid
is high conductive the electrolytic conduction prevails [Ward, 1990a].
In case of EM geophysical induction methods at low frequencies and moderate resis-
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tivities the dielectric conduction is negligible compared to the other conduction
mechanisms. Therefore, the relative electric permittivity εr is not considered. Another
material property is the relative magnetic permeability µr. For most earth materials
µr is around one.
Table 2.2 summarizes the resistivity of some earth materials. Of particular interest
is basalt, sandstone/limestone, clay and sand because these materials are common in
the study area. The clay and water content are key parameters. Fresh to brackish and
saline groundwater occurs at shallow depths and significantly determines the subsur-
face resistivity.
Table 2.2: Typical resistiv-
ity ranges of some earth ma-
terials which occur in the
survey area, Azraq. Values
taken from Ward [1990a] and
Palacky [1991].
material resistivity range ρ in Ωm
clay ≈1 (wet) — 100 (dry clay)
shale ≈5 — 30
sandstone ≈40 — 103
limestone ≈ 103 — 105
gravel and sand ≈500 — 104
basalt ≈10 — 105
salt water ≈0.3 — 1
fresh water ≈2 — 100
2.2 Maxwell’s equations
The interaction of electromagnetic fields and matter is based on the four Maxwell’s
equations and the constitutive relations. Maxwell’s equations form a system of coupled
first order linear differential equations. In differential and integral form they read as
follows:
∇ ·D = q
∫
S
D · dS =
∫
V
q dV (2.1a)
∇ ·B = 0
∫
S
B · dS = 0 (2.1b)
∇×H = ∂D
∂t
+ j
∮
l
H · dl =
∫
S
(
j +
∂D
∂t
)
· dS (2.1c)
∇×E = −∂B
∂t
∮
l
E · dl = −
∫
S
∂B
∂t
· dS (2.1d)
The basic quantities and units are summarized in table 2.1. The integral form of
Maxwell’s equations are derived from the differential form using Gauss’ and Stokes
theorem [Jackson, 1975]. Gauss law in Eg. (2.1a) states that the charge density q are
the sources of the electric (displacement) field D. On the contrary, the magnetic flux
density B is source free, which follows from Gauss law for magnetic fields in equa-
tion (2.1b). Amperè’s law is given in equation (2.1c) and may be illustrated by a line
carrying the current density j, which causes a circulating magnetic field H . Likewise,
a time varying electrical (displacement) field D supports a circulating magnetic field.
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The first type of current flow j is often called ohmic or galvanic, while the second type
of current is called displacement current ∂tD. According to Faraday’s law of induc-
tion in equation (2.1d), a time varying magnetic field B causes a circulating electric
field E of opposite sign.
The last two Maxwell’s equations (2.1c) and (2.1d) are of particular importance and
characterize the EM field behavior well for geophysical induction methods. However,
these equations do not have any obvious relationship to matter as such, e.g. the earth
physical properties [Keller, 1987]. But, the equations may be coupled with matter via
the constitutive relations
B = µH and D = εE (2.2)
and Ohm’s law for isotropic media
j = σE. (2.3)
Where σ is the electrical conductivity of the medium. Ohm’s law relates the current
density j to the electric field intensity E and is the most important constitutive equa-
tion in terms of geophysical induction methods. In general σ, µ and ε are tensors,
depending on space, time or frequency, temperature and pressure. For isotropic media
they reduce to scalar quantities. Moreover, for most earth materials the magnetic per-
meability µ equals the vacuum permeability µ0.
2.2.1 Telegraph and Helmholtz equation
Outside of any external sources and in regions of homogeneous conductivity no free
charges exist and the electrical field intensityE is source free, hence∇·E = 0. Likewise,
the current density is source free in homogeneous regions and ∇ · j = 0. By taking
the curl of Faraday’s law (2.1d) and substituting ∇ ×B with Amperè’s law (2.1c) a
decoupled second order differential equation is obtained for E. An identical equation
is derived for H in the same manner [Ward & Hohmann, 1991]. They are referred to
as wave or telegraph equations1:
∆F − µσ ∂
∂t
F − µε ∂
2
∂t2
F = 0 F ∈ {E,H}. (2.4)
The wave equation may be transformed into the frequency domain by a Fourier trans-
formation with respect to time (∂t → iω):
∆F − iωµσF︸ ︷︷ ︸
conduction
+ µεω2F︸ ︷︷ ︸
displacement
= 0 F ∈ {E,H}. (2.5)
This equation is known as the Helmholtz equation with the wavenumber k, which
implies the physical properties of the media: k2 = µεω2 − iµσω.
1The vector identity ∇×∇×F = ∇∇ ·F −∆F is used
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2.2.2 Quasi static approximation
For most earth material conductivities and operating frequencies (sampling rates) of
systems used for geophysical induction methods the conduction currents (σE) are
much larger than the displacement currents (∂tD). Therefore, it is µεω2  µσω in
equation (2.5). Thus, in the quasi static approximation the Telegraph equation (2.4)
and Helmholtz equation (2.5) reduce to:
∆F − µσ∂tF = 0 (2.6a)
∆F − iωµσF = 0 F ∈ {E,H}. (2.6b)
These are referred to as the time and frequency domain diffusion equations. In the
quasi static approximation the wavenumber is:
k =
√
−iµσω = (1− i)
√
µσω
2
. (2.7)
In very resistive environments (e.g. over crystalline bedrock) and high operating fre-
quencies (sampling rates) the approximation is not valid. Radiomagnetotelluric sys-
tems operate up to 1 MHz and do not necessarily obey the diffusion equation in very
high resistive environments [Persson & Pedersen, 2002; Kalscheuer et al., 2008]. Then,
electrical displacement currents occurring as polarization effects in matter have to be
considered. Ground penetrating radar is an exception, where the wave nature is part
of the technique and the full wave equation needs to be solved.
Plane wave solution for a uniform conductor
One basic solution of equation (2.6a) is a positive downward decaying EM field with a
harmonic time dependence eiωt in a uniform conductor with conductivity σ [Ward &
Hohmann, 1991]:
F(z, t) = F+0 eiωte−ikz
= F+0 eiωte−i
√
µσω
2
ze−
√
µσω
2
z F ∈ {E,H}. (2.8)
F+0 is the initial amplitude of the EM field and the wavenumber k is given in equa-
tion (2.7). The initial amplitude F+0 is damped with depth z. In conducting media, the
EM wave reduces its amplitude by a factor 1/e at a depth
δFD =
√
2
µσω
. (2.9)
This is referred to as the frequency domain skin depth.
Step excitation solution for a uniform conductor
Following Ward & Hohmann [1991], the basic solution of the time domain diffusion
equation (2.6b), which gives useful insights into the transient behavior of EM fields in
media, is for an impulse EM field at time t = 0 in the plane z = 0:{
E(z, t)
H(z, t)
}
=
{
E+0
H+0
} √
µσz
2pi
1
2 t
3
2
e−
µσz2
4t . (2.10)
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The depth zmax := δTD at which the EM fields obtain their maximum for a fixed time
t > 0 is calculated by taking the derivative with respect to z and equating to zero:
δTD =
√
2t
µσ
. (2.11)
This is referred to as the diffusion depth for time domain soundings. The skin depth is
proportional to
√
1/ω, whereas the diffusion depth is proportional to
√
t. By forming
the time derivative of δTD the propagation velocity v of the EM-field maximum is
obtained:
v = ∂tδTD =
1√
2µσt
. (2.12)
For a fixed time t the diffusion depth is decreased in a good conductor compared to a
poor conductor. Likewise, the diffusion velocity is reduced.
2.3 Central loop transient electromagnetics
There are many configurations used to carry out time domain electromagnetic (TDEM)
measurements. A very common setup for deeper exploration is that of a prolonged
grounded bipole transmitter, where components of the electrical and magnetic fields
are recorded at a certain distance broadside or inline of the transmitter. This is of-
ten referred to as the long offset transient electromagnetic method (LOTEM). For
shallow investigations it is very popular to use a loop source instead of a grounded
wire. A magnetometer, an induction coil or a wire loop can be used as receivers for
recording the vertical component of the magnetic field (or its time derivative). If one is
particularly interested in multi-dimensional subsurface structures, a three component
receiver may be used. If the receiver is placed in the center of the transmitter loop
it is referred to as central loop or in-loop, if placed outside it is called separate loop.
Soundings carried out with a loop source are referred to as SHOTEM (short offset
transient electromagnetic method) or simply TEM. In contrast to LOTEM the closed
transmitter-loop is ungrounded and acts as an inductive source. A constant current
flows in the loop and is interrupted instantly at time t0 (step function excitation).
Due to the abrupt change of the primary magnetic field, eddy currents are induced
in the conductive ground. The induced current system preserves the collapsing pri-
mary field and will counter act the current switch-off. Directly after switch-off at t+0
the current is confined to the vicinity of the transmitter loop and is an exact mirror-
image of the current in the transmitter loop before switch-off. Due to Ohmic loss, the
induced surface currents dissipate into the conductive ground with progressing time
[Nabighian & Macnae, 1991]. Fig. 2.1(a) illustrates the downward and outward diffu-
sion of the current system for three times after current switch-off in the transmitter.
Nabighian [1979] described this concept as “smoke rings blown by the transmitter”.
For a uniform or layered halfspace the induced current system will flow in horizon-
tal planes. Hence no vertical component of the electric field E or current density j
exists. This is a direct consequence of the resistivity contrast and EM boundary con-
ditions at the air-earth interface, which applies for any inductive source hosted at
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(a) (b)
Figure 2.1: (a) System of equivalent current filaments over a conductive earth at three times
after current switch-off in a transmitter loop. (b) Magnetic field lines and equivalent current
filament for one particular time after current switch-off. Both figures are after Nabighian &
Macnae [1991].
the surface [Nabighian & Macnae, 1991]. Such a pure horizontal electric field is re-
ferred to as TE-mode (tangential electric) and is of pure toroidal shape. The magnetic
field sketched in Fig. 2.1(b) is induced by the equivalent current filament and pure
poloidal. Nabighian [1979] showed that for a uniform halfspace the equivalent current
low resistivity
high 
resistivity
(a)
(b)
Figure 2.2: (a) Transmitter current waveform
I(t) for a 50% duty cycle. (b) Induced voltage
in a receiver loop over a low and high resis-
tive subsurface. Tr is the ramp-time and ti the
distinct acquisition times. Modified from Asten
[1987].
filament diffuses downwards at an angle
of approximately 47◦. It has twice the
velocity v of the actual current system
(cf. equation (2.12)), which diffuses at a
smaller angle of 30◦.
In Fig. 2.2(a) a typical transmitter cur-
rent waveform I(t) with a 50% duty
cycle is illustrated. The direct current
is either positive +I0 or negative −I0
before switch-off at t0. One cycle pe-
riod T implies two current switch-off and
two switch-on pulses. As illustrated, the
switch-on is technically not realized that
fast as the switch-off and thus often not
evaluated. Fig. 2.2(b) displays two pos-
sible transients, recorded after current
switch-off at distinct time gates ti in a
receiver located in the center of the trans-
mitter. In a high resistive environment, the decay is much steeper than in a low resistive
environment. If an induction coil or a wire loop receiver is used instead of a magne-
tometer, the measured quantity is the induced voltage Uind(t):
Uind = −∂t
∫
Arx
BndArx. (2.13)
Arx is the receiver area and n is the surface normal. Before current switch-off the mag-
netic flux through Arx is constant and the voltage response Uind is zero. Measurements
of the magnetic field are referred to as step response and the measurements of its time
derivative (or voltage) are called impulse response. In addition to the induced surface
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current counteracting the current switch-off, the transmitter system and loop act as
own inductive circuit. As a consequence the current switch-off is not instant at t0. The
finite switch-off time is called ramp time Tr and has to be considered at the stage of
field data processing (or inversion). Its treatment is explained in section 4.5.1.
Goldman & Neubauer [1994] summarized the main advantages of the TEM method:
- Relatively large investigation depths are achieved with relatively small transmit-
ter loop sizes. Additionally, no galvanic ground coupling is required, which leads
to a comparably fast deployment/setup of a TEM sounding station.
- The response is measured in absence of the primary field. Thus, the investigation
depth depends on the transmitter moment (transmitter size and current) and
acquisition time.
- Very sensitive to conductive targets.
- The current system is focused under the transmitter, which leads to a superior
depth-to-lateral investigation ratio. Therefore, TEM measurements can be inter-
preted better by 1D layered earth models than other configurations, e.g. LOTEM
[Spies & Frischknecht, 1991].
2.3.1 Solution for a uniform conducting halfspace
Analytical transient solutions, due to a step excitation, exist for the special case of a
uniform conducting halfspace and simplified sources. Assume a large horizontal loop
with radius a and current I located at z = 0. In the far zone the response of a large
circular loop is to a good approximation similar to that of a vertical magnetic dipole
(VMD) with moment m = Ipia2. According to Ward & Hohmann [1991], the vertical
component of the magnetic field H˙z at the center of the loop is given by:
H˙z =
−I
σµ0a3
[
3erf(Θa)− 2√
pi
Θa(3 + 2Θ2a2)e(Θ
2a2)
]
, (2.14)
where Θ = 1√
2δTD
=
√
µσ
4t
. The Gauss’ error function is defined as
erf(x) =
2√
pi
∫ x
0
e−τ
2
dτ. (2.15)
For a rectangular transmitter-loop with area Arx an equivalent radius a˜ =
√
A/pi may
be used. Several other approximations for various transmitter-receiver configurations
are found in Spies & Frischknecht [1991]. For theoretical derivations it is referred to
Ward & Hohmann [1991] or Keller [1987].
Early and late time approximations
There are two common approximations, which reduce equation (2.14) to simple rela-
tions between H˙z and the subsurface resistivity ρ = 1/σ. If the transmitter radius a is
much larger than the diffusion depth δTD, it is referred to as far zone sounding. Then
the induction number β = a/δTD is larger than
√
10 [Spies, 1989]. This is usually the
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case for early times after current switch-off. For t→ 0 (and Θ →∞) the Gauss’ error
function approaches unity and e−Θ2a2 vanishes. Equation (2.14) simplifies to
H˙z,et = − 3I
σa3
, (2.16)
where H˙z,et is proportional to the uniform halfspace resistivity ρ = 1/σ. The second
approximation to equation (2.14) is that for late time stages t → ∞ (and Θ → 0) the
error-function vanishes and e−Θ2a2 approaches unity:
H˙z,lt = − Ia
2
20
√
pi
(µσ)
3
2 t−
5
2 (2.17)
At late times the transient decays proportional to t−
5
2 and σ
3
2 . This approximation is
valid for near zone soundings, where the induction number is less than one: β = a
δTD
< 1
[Spies & Frischknecht, 1991].
Apparent resistivity
The resistivity of a homogenous halfspace, which produces the observed data for each
discrete time point separately is defined as the apparent resistivity ρa. Equation (2.16)
may be rearranged to solve for ρ, which is then referred to as early time apparent
resistivity:
ρa,et = −a
3
3I
H˙z,et. (2.18)
Likewise, a late time apparent resistivity ρa,lt is obtained by rearranging equation (2.17):
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Figure 2.3: Early ρa,et and late time ap-
proximations ρa,lt for a uniform halfspace
with 10 Ωm. The gray dotted lines mark
the near and far zone boundaries.
ρa,lt = −
[
Ia3
20
√
pi
] 2
3
t−
2
3µH˙
− 2
3
z,et. (2.19)
Outside the near and far zone ranges, the
apparent resistivity does not reflect the true
earth resistivity at all [Spies & Frischknecht,
1991]. However, both transformations are
useful as they provide an initial feeling
for the resistivity structure and generate a
first guess for automatic inversion schemes
[Raiche, 1983]. Particularly the late time ap-
proximation ρa,lt is useful, because it reduces
the large dynamic range of the TEM transient.
To illustrate that, ρa,et and ρa,lt are plotted in
Fig. 2.3 for a 10 Ωm uniform halfspace. Whilst
ρa,et varies over seven decades of magnitude,
ρa,lt only varies over three decades. Up to 5 µs
the far zone assumption is valid and ρa,et complies with the 10 Ωm halfspace resistiv-
ity. The same applies for ρa,lt in the near zone for times larger than 50 µs, where ρa,lt
approaches the true halfspace resistivity. For intermediate times both approximations
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differ significantly from the true resistivity. Any assumptions based on these approxi-
mations should be drawn carefully to avoid miss-interpretation. On the one hand there
is the well known over- and undershoot phenomenon, which may lead to a false in-
terpretation [Raiche, 1983; Goldman et al., 1994]. On the other hand, the apparent
resistivity is dual-valued and the criteria for evaluation is upon the interpreter. An-
other problem is that ρa,lt does not reflect the resolution capability of the utilized TEM
receiver system, because ρa,lt is not the measured quantity. Likewise, the noise mea-
surements cannot be transformed. For further details it is referred to Spies & Eggers
[1986], who briefly summarized the use and miss-use of apparent resistivity in electro-
magnetic methods.
In this thesis, often the induced voltage is presented because it is the measured quantity
and used as input for the applied inversion schemes. Since the geophysical target in the
survey area is a resistor at depth occurring at late times, ρa,lt is utilized in addition to
visualize the TEM data. Furthermore, it is used to derive a-priori information for the
2D inversion scheme presented in chapter 6.
2.3.2 Solution for a 1D layered halfspace
The conventional 1D interpretation of central loop TEM data by a 1D layered subsur-
face has proved feasible in many field applications [Goldman et al., 1994]. As stated
earlier, the method has a superior depth-to-lateral investigation ratio and is more easily
interpreted in one dimension than other TDEM configurations, e.g. LOTEM [Spies &
Frischknecht, 1991]. The derivations for a 1D layered halfspace are quite elaborate and
briefly discussed in Ward & Hohmann [1991] on the basis of Schelkunoff vector poten-
tials. Weidelt [1986] formulated the theory on the basis of two scalar Debye potentials.
The induced voltage Uz,ind obtained in a receiver loop with area Arx generated by a
horizontal electric dipole (HED) sourced at z = 0 and dipole moment D0 = Idl is given
by
Uz,ind(t, r) =
1
2pi
∫ ∞
−∞
µArxe
iωtD0 sinφ
4pi
∫ ∞
0
BE(k)− k
BE(k) + k
kJ1(kr)dkdω. (2.20)
Figure 2.4: Elemen-
tary dipoles forming a
transmitter.
BE(k) is the reciprocal impedance obtained at the surface, k
is the wavenumber and J1 is the first order first kind Bessel
function. The receiver loop is located at a distance r and angle
φ from the dipole (cf. Fig. 2.4). The solution for a rectangular
transmitter loop is obtained by superposition of the response of
several elementary dipoles with moment m = Idl. In order to
achieve an accurate approximate solution, the length of the el-
ementary dipoles dl is determined by the induction number (i.e
transmitter-receiver separation/loop size and diffusion depth).
In the near zone more dipoles are required than for far zone
soundings. Equation (2.20) is solved only for one dipole and all
other solutions are calculated by a coordinate transformation
[Rätz, 2000]. Alternatively, the transmitter loop may also be constructed by superposi-
tion of the solutions calculated for elementary vertical magnetic dipoles [Weidelt, 1986].
The first approach is implemented in the applied inversion-algorithm EMUPLUS, which
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is used for the 1D inversions of the TEM field data. Equation (2.20) cannot be solved
analytical, since it involves the calculation of a Bessel integral of the form
g(r) =
∫ ∞
0
f(k)Jν(kr)dk, ν = 1. (2.21)
Due to the oscillating nature of the Bessel function J1(kr) for large arguments kr,
the numerical evaluation is difficult and requires very small integration steps [Weidelt,
1986]. If f(k) is sufficiently smooth, the evaluation can be accelerated by using a fast
Hankel transformation. The logarithmic transformation
x := ln(r/r0)⇔ r = r0ex and y := −ln(kr)⇔ k = 1
r
e−y
are introduced, where r0 is a reference length. The substitution of the transformation
pair into equation (2.21) yields
rg(r0e
x)︸ ︷︷ ︸
:=G(x)
= −
∫ ∞
−∞
f(
1
r
e−y)︸ ︷︷ ︸
:=F (y)
J1(
r0
r
ex−y)
r0
r
ex−y︸ ︷︷ ︸
:=H˜(x−y)
dy, (2.22)
which is a convolution integral. However, H˜(x− y) is still a strong oscillating function,
but it may be replaced by a low-pass filtered version. The numerical evaluation of equa-
tion (2.22) is done by using appropriate filter coefficients for H(x−y). Filter coefficients
with ten coefficients per decade are given in Weidelt [1986]. Further explanations to
the fast Hankel transformation and the solutions for different dipole sources, as well as
for other field components than Hz, are given in Weidelt [1986], Martin [2009] or Petry
[1987].
2.3.3 Depth of investigation
The TDEM diffusion depth δTD is often used to determine the depth at which a layer
is detectable for a fixed time point and overburden conductivity. But, the diffusion
depth is in practice not the same as the exploration depth. A common estimate for the
exploration depth or depth of investigation (doi) for central loop TEM soundings in
the near zone (late times) was suggested by Spies [1989]:
δdoi ≈ 0.55
(
IATxρ¯
ην
) 1
5
, (2.23)
where ATx is the size of the transmitter loop and ην is the voltage noise level. A typical
ην-value for TEM soundings is 0.5 nV/m2. Moreover, the doi depends on the average
resistivity ρ¯ of the overburden with z ≤ δdoi:
ρ¯ =
1
δdoi
∫ δdoi
z=0
ρ(z)dz. (2.24)
Equation (2.23) may be used prior to a field campaign, to estimate suitable config-
uration parameters such as transmitter size and current. The δdoi-value may also be
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estimated from final 1D inversion models and plotted as a lower depth bound, which is
done in this thesis. Then ην corresponds to the induced voltage value of the last recorded
time point at each sounding. A drawback is that the doi is easily over-estimated. For
example if a poor resolved deep layer exhibits large resistivities, ρ¯ becomes large as
well. Therefore, the δdoi-value is considered as a rough and additional estimate. In ac-
cordance to an example discussed by Spies [1989] and to avoid overestimation only 70%
of δdoi is considered as the exploration depth in this thesis. Likewise to the maximum
doi, a minimum doi is defined by the earliest acquisition time. For depths less than the
minimum diffusion depth δTD(tmin) only the bulk resistivity is resolved.
Particularly, for frequency domain soundings Spies [1989] suggested 1.5 · δFD as a rea-
sonable estimate of the doi, where δFD is the skin depth in equation (2.9). This value is
used to derive an approximate exploration depth from the 2D TEM inversion in chap-
ter 6. Moreover, the skin depth δFD is used as a measure to define extremal bounds for
model and grid parameterizations (cf. Hördt [1992]; Martin [2009]).
2.3.4 2D conductivity structures
If loop source TDEM measurements are conducted over essentially multidimensional
structures, significant inaccuracies may ocur, when 1D interpretation schemes are ap-
plied [Newman et al., 1987; Goldman et al., 1994]. For the previously discussed 1D
conductivity distributions the induced currents flow in subsurface horizontal planes
and the electric field is pure toroidal. Since the EM fields migrate faster in the resistor
and are decelerated in a conductor, lateral subsurface variations cause the EM field to
become distorted. The symmetry with respect to the transmitter is lost. Hence, both
toroidal and poloidal electric fields are generated.
To illustrate the diffusion process in two dimensions, contour lines of the induced elec-
tric field E are displayed in Fig. 2.5 at four times after current switch-off in a 50×50 m2
transmitter loop. The oberservation plane is a xz-slice at y = 0 m in the center of the
transmitter. The model is 2D with a vertical boundary at x = 25 m. Left of the bound-
ary the model has three horizontal layers (ρ1−3 = 13, 4.5, 80 Ωm) and to the right it is
homogeneous with ρ = 0.3 Ωm. The transmitter is placed on the edge of the vertical
boundary.
Similar to the “smoke ring” concept of Nabighian [1979], the maximum of the electric
field diffuses down- and outwards from the transmitter. Until t = 10−4 s the maximum
of E follows roughly the red dashed line with 30 degree slope. At later times, the
maximum of E prevalently migrates outwards and resides in the good conductive layer
before it penetrates the resistor at depth. Right of the fault, the diffusion velocity is
significantly decelerated and the maximum of E migrates slower. As a consequence,
the whole current system is distorted and not anymore in an horizontal plane.
As illustrated previously in Fig. 2.1(b) the resulting magnetic field is pure poloidal in
the 1D case and symmetrical with respect to the transmitter. Thus only a vertical
magnetic field component Hz exists in the center. In case of the 2D distorted current
system in Fig. 2.5, both components Hz and Hx are generated at the center of the
transmitter. Spies & Frischknecht [1991] suggested that the ratio of Hx to Hz may be
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used to analyze, whether the subsurface is horizontally layered in the vicinity of the
sounding. The ratio is referred to as the TEM tipper:
TH(t) =
Hx(t)
Hz(t)
or TU(t) =
Uind,x(t)
Uind,z(t)
. (2.25)
The latter relation is used for induced voltage measurements. Over a 1D earth TU is
zero for all times. According to Spies & Frischknecht [1991], the 1D interpretation is
valid for tipper values with TU < 0.1. Newman et al. [1987] showed On the basis of a
3D synthetic geothermal model that the horizontal magnetic field component may be
utilized to identify the flanks of a buried anomaly. Spies & Frischknecht [1991] utilized
the same model, to illustrate the benefit of the TEM tipper. In chapter 5, the TEM
tipper is used to investigate 2D effects in a 2D model, which is derived from the field
data. A semi-synthetic TEM tipper is calculated because only the vertical voltage re-
sponse and no horizontal components were measured in the field.
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Figure 2.5: Contour lines of the electric field E at four different times after current switch-
off in a 50 × 50 m2 transmitter loop. The plane of view is a xz-slice at y = 0 m through
the center of the transmitter. The transmitter is located at z = 0 m at the edge of a vertical
boundary. The model boundaries are denoted by black solid lines. The red dashed line is drawn
at an angle of 30◦ and marks the diffusion angle of the maximum of the electric field in a
homogeneous halfspace.
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The numerical modeling in this thesis is carried out with the TDEM finite differ-
ence algorithm SLDMem3t , which allows for arbitrary model discretization in three
dimensions [Druskin & Knizhnermann, 1988, 1994, 1999]. The algorithm uses a Krylov
subspace projection technique and is briefly described in chapter 5. An overview of
the state of the art in TDEM numerical modeling in 2D/3D is found for example in
the recent reviews given by Börner [2010] and Avdeev [2005]. Integral Equation ap-
proaches, which are usually feasible for a limited number of anomalies and thin sheet
approximations are not considered in their reviews.
CHAPTER 3
Inversion of geophysical data
Geophysical exploration aims to reconstruct the subsurface structure of the earth from
recorded data [Meju, 1994]. The calculation of synthetic data for a model with assigned
subsurface properties is called forward problem or forward modeling. It was introduced
for the transient electromagnetic method in chapter 2. The automated search for an op-
timum subsurface distribution of physical properties to explain geophysical data mostly
utilizes inverse modeling techniques.
In this chapter two common inversion techniques are presented, which are used for
the interpretation of the recorded geophysical field data. These are the Marquardt-
Levenberg inversion technique and the Occam technique. The first technique uses a
minimum number of model parameters to explain the data, whereas the second tech-
nique aims to find a subsurface model with smooth structure. Any obtained model is
always a simplification of the reality and geophysical field data usually have observa-
tional errors. Therefore, it is particularly important to estimate the model uncertainties.
This is done in 1D by using the equivalent modeling technique and model parameter
importances [Scholl et al., 2003; Menke, 1984]. In 2D, the sensitivity distribution of the
models is used to evaluate the resolution of the results [Martin, 2009].
The 1D inversion of the TEM field data is presented in chapter 4. It is performed with
the algorithm EMUPLUS Scholl [2001, 2005]. The large scale 2D inversion scheme
SINV is discussed in chapter 6. It is applied to synthetic data and a large TEM field
data set. The current version of SINV was basically developed by Scholl et al. [2003]
and Martin [2009]. The inversion techniques presented in the following sections are
fundamental for both the 1D and the 2D inversion algorithm.
For additional details on the theory of geophysical inversion refer to the books of Menke
[1984] and Meju [1994].
3.1 Problem formulation
Assume a geophysical data set d ∈ RN with N discrete data points recorded on the
earths surface. The objective is to find a modelm ∈ RM withM parameters, such that
the calculated model response d′ ∈ RN explains the data within their measurement
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errors δd ∈ RN . The calculation of the model response d′ of a physical system at
discrete observation points is called forward problem:
d′ = F (m), (3.1)
where F : RM → RN is the forward operator, which maps from model to data space. As
discussed previously in section 2.3, semi-analytical solutions exist for the central loop
transient electromagnetic configuration. They allow to calculate the impulse-response
Uind for a 1D layered model, with layer resistivity ρi and thickness thi. For arbitrary
2D/3D resistivity distributions numerical forward algorithms are applied, where the
earth is discretized into M cells or voxels, with assigned resistivity ρi. In either 1D
or 2D/3D case the forward operator depends non-linear on the model parameters and
particularly in two dimensions F (m) is not a regular function. Hence, a simple inverse
formulation m = F−1d to obtain the M model parameters is not possible.
3.1.1 Ill-posed problems
Assume that the forward operator and the model parameters follow a simple linear
relationship d = Fm. The solution to m = F−1d is possible only if the problem is
even-determined with N = M and their is one exact solution. Then a model can
be derived by a direct inversion scheme. If more data/information is available than
unknown model parameters the problem is over-determined (N > M) and usually
no exact/unique solution exists. In this case a model is sought, which explains the data
best. In contrast to that, an under-determined problem with N < M leads to an
infinite amount of models, which can explain the data.
Typical geophysical field data is rarely independent. Although practically more data
than model parameters may exist (N > M) the data information may have a poor
structure, such that some parameters are well resolved and others are not at all sup-
ported by data. Suchmixed-determined problems with poor and well resolved model
parameters usually occur for geophysical data sets. These problems are referred to as
ill-posed and require some type of constraint to stabilize the solution.
3.1.2 Cost-function
As a measure to quantify how well a model explains the data, the squared sum of
the residual vector  = (d − d′) can be calculated. However, geophysical data usually
exhibits measurement in-accuracies. To take these data errors δdi into account, the
error-weighted sum of squared errors is calculated, which conforms to a weighted least
square criterion:
Φd =
N∑
i=1
(di − d′i)2
δd2i
= (d− d′)TW 2d(d− d′)
= TW 2d. (3.2)
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Where Φd is the data cost-function. The quantity ei is an element of the error-vector 
and is called residual, misfit or prediction error.W 2d = W
T
dW d is the squared weighting
matrix with the reciprocal data errors (standard deviations) δdi on the main diagonal
of W d:
W d =

1
δd1
0
. . .
0 1
δdN
 ∈ RN×N . (3.3)
3.1.3 χ and RMS
For a Gaussian process, the least square estimator is known to be optimal. Hence a
measure of data fit is
χ =
√
Φd
N
=
√√√√ 1
N
N∑
i=1
(di − d′i)2
δd2i
, (3.4)
where χ = 1 corresponds to an optimal fit within the data-error. Values less than
one correspond to over-fitted data, whereas χ > 1 is not sufficiently fitted. Often χ is
termed similar to the root mean square (RMS ). Throughout this thesis, the term χ is
used for equation (3.4) and RMS is used for the relative root mean square:
RMS =
√√√√ 1
N
N∑
i=1
(di − d′i)2
d2i
× 100 [ % ]. (3.5)
The individual data errors are practically neglected in this formulation. It should be
noted that the `2-norm naturally occurs as measure for Gaussian distributed data er-
rors. But, `2-norm measures of the data fit are more prone to outliers, than `1 norm
measures [Menke, 1984]. Therefore, both χ and RMS can be miss-leading as a quanti-
tative measure of data fit, if large outliers are present.
3.2 Trial & error forward modeling
By performing several forward calculations d′ = F (m) for various different models and
using χ or RMS to estimate the data fit, a manual type of inversion is achieved. The
so-called Hedgehog method yields a systematic sampling of the parameter space within
a pre-defined range, whereas the Monte-Carlo method samples the parameter space in
a random manner. In an optimal case, a best-fit model is found that minimizes the cost-
function Φd in equation (3.2). Since the shape of the cost-function may be such that it
contains broad and elongated global minima or even several (local) minima, in general
no unique best-fit model exists. Therefore, particularly the Monte Carlo inversion is
interesting, to obtain a complete set of models that have similar costs. These models
are referred to as equivalent. The procedure used in this thesis to obtain the equivalent
models is described in section 3.4.3. Both type of trial & error approaches are very
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time consuming and can be biased by the subjective choice of the parameter space.
However, for a full 2D/3D interpretation of TDEM field data it is not un-common to
do it by means of forward modeling. That is due to the limited availability of large scale
2D/3D inversion codes with usually massive computational requirements. In chapter 5,
the manual approach is used in the form of a 2D modeling study to interpret a large
amount of data by one 2D model. Especially, the quality of the final 2D best-fit model
is investigated by variation of selected model structures and analyzing the effect on the
data fit.
3.3 Unconstrained least square formulation
Over-determined problems, where too much data/information is present to possess an
exact solution, are usually solved by the least-square technique. It aims to find a set of
model-parameters, which minimizes the cost-function Φd in equation (3.2). Although
the method was originally formulated for over-determined problems, the same approach
can be adopted to under- or mixed-determined problems, as they occur for geophysical
applications. Usually this is done by imposing additional constraints to the solution.
3.3.1 Least square solution of linear problems
If the forward operator F (m) depends linear on the model parameters, it is d′=Fm
and F is a N ×M coefficient-matrix. The cost-function Φd in equation (3.2) reads:
Φd(m) = (d− Fm)TW 2d(d− Fm). (3.6)
To find the minimum of the cost-function, the derivative of Φd(m) is calculated with
respect to the model parameters m and equated to zero: ∂Φd(m)
∂m
!
= 0. Solving for m
leads to the least square solution [Menke, 1984]:
m =
(
F TW 2dF
)−1
F TW Td︸ ︷︷ ︸
:=F ∗
W dd, (3.7)
with the generalized inverse F ∗. It is implicitly assumed that one best approximate
solutionm exists, which minimizes the cost function or sum of prediction errors Φd(m).
If a problem is purely under-determined (N < M) the number of solutions that give
zero prediction error Φd = 0 is greater than one. Hence, the matrix F TW 2dF becomes
singular and the least square solution of equation (3.7) will fail. The same applies for
mixed determined problems, where practically enough information is available, but the
data kernel has a poor structure and some model parameters are not at all supported by
the data [Menke, 1984]. Hence, F TW 2dF needs to have full rank (with the determinant
det(F TW 2dF ) unequal to zero) to solve equation (3.7).
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3.3.2 Least square solution of non-linear problems
For geophysical electromagnetic induction methods the forward response F (m) de-
pends non-linear onm [Meju, 1994]. For comparison see the 1D TEM forward problem
in section 2.3.2. Hence, the cost-function in equation (3.2) reads:
Φd(m) = (d− F (m))TW 2d(d− F (m)). (3.8)
However, assume that the response F (m) behaves in a linear manner for small model
parameter perturbations. To find a suitable set of model parameters m, similar to the
least square solution in equation (3.7), the forward operator is linearized by a first order
Taylor expansion about a given model mk and higher order terms are neglected:
F (m)
∣∣∣∣
mk
≈ F (mk) + ∂F
∂m
∣∣∣∣
mk
(m−mk)︸ ︷︷ ︸
=∆mk
= F (mk) + J
∣∣∣∣
mk
∆mk (3.9)
Where Jij = ∂Fi(mk)∂mj is the N ×M Jacobi- or sensitivity matrix. Its entries contain the
partial derivatives of the model response with respect to the model parameters and is
discussed further below. Replacing F (m) in equation (3.8) with the linearized forward
operator yields:
Φd(∆mk) = (d− F (mk)︸ ︷︷ ︸
:=y
−J∆mk)TW 2d(d− F (mk)︸ ︷︷ ︸
:=y
−J∆mk) (3.10)
= (y − J∆mk)TW 2d(y − J∆mk) (3.11)
In analogy to equation (3.6), Φd is now minimized with respect to the model parameter
update ∆mk and equated to zero. This results in a least square solution for the model
update ∆mk:
∆mk =
(
JTW 2dJ
)−1
JTW 2dy (3.12)
Sensitivity matrix
The least square formulation of non-linear problems requires the calculation of the
Jacobian- or sensitivity matrix J to obtain the model update ∆mk. This can be very
time consuming for a large number of model parametersM . If a perturbation approach
is used, a number of M forward calculations are required. However, J is of particu-
lar interest, because it contains information how sensitive a model parameter is to a
perturbation:
J =

∂F1(m)
∂m1
. . . ∂F1(m)
∂mM... . . .
...
∂FN (m)
∂m1
. . . ∂FN (m)
∂mM
 ∈ RN×M . (3.13)
As stated earlier, geophysical problems are often mixed determined with poor and
well resolved model parameters. For poor resolved model parameters the entries of the
Jacobian matrix will become close to zero or even zero. This causes the singularity
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problem and an ill-conditioned Jacobian matrix. The matrix product JTW 2dJ is even
more ill-conditioned and leads to either no solution or an unstable solution for ∆mk.
Iterative Gauss-Newton procedure
Due to the linearization of the forward operator F (mk), equation (3.12) provides a
model update step ∆mk such that
mk+1 = mk + ∆mk (3.14)
reduces the cost function and Φd(mk+1) < Φd(mk). Assume an initial model m0 and
an iterative throughout application of the minimization procedure. It is truncated in
the k-th iteration, ifmk provides an acceptable data-fit or no further model parameter
update ∆mk is found. This minimization technique is called iterative Gauss Newton
(GN) scheme. The main drawback of the GN technique is that it requires a suitable
initial modelm0, i.e. a “good first guess”. Another problem is that the matrix JTW 2dJ
may become singular or close to singular, which causes the solution of equation (3.12)
to fail or “overshoot the linear range” due to solution instability [Meju, 1994].
Steepest descent
The steepest descent is a simple gradient method, where the model update ∆mk is
searched in the direction of the negative gradient of the cost-function Φd in equa-
tion (3.8) [Meju, 1994]:
∆mk = −γ ∂Φd
∂mk
, (3.15)
where the minus sign occurs because of the negative gradient search direction. The
derivative of the cost-function Φd with respect to the model parameters is:
∂Φd
∂mk
= −2
[
∂F (mk)
∂mk
]T
W 2d(d− F (mk))
= −2JTW 2d(d− F (mk)) (3.16)
The model update is found by substituting the above expression into equation (3.15):
∆mk = −2γJTW 2d(d− F (mk)). (3.17)
Where γ is a constant and determines the stepsize of the model correction. In praxis
γ is often determined by a line search such that Φd(mk + ∆mk) is minimized in
each k-th iteration. An overview of line-search techniques to find the minimum of a
function is given in [Martin, 2009]. The main advantage of the steepest descent method
is that it does not require the calculation of the inverse of a (probably) ill-conditioned
matrix. Moreover, it has a good initial convergence characteristic. But, in contrast
to the GN method, the convergence is bad when the minimum is approached [Meju,
1994]. Often (non-linear) conjugate gradient techniques are used for solving large scale
optimization problems, as they have a better convergence characteristic than simple
gradient methods [Rodi & Mackie, 2001; Commer & Newman, 2008].
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3.4 Marquardt-Levenberg inversion
To avoid overshoots or unbounded solution growth of the model parameter update ∆mk
when JTW 2dJ is ill-conditioned, Levenberg [1944] suggested a damped/constraint least
square approach by adding positive weights to the diagonal of JTW 2dJ . Marquardt
[1963] adopted this approach to develop non-linear least square algorithms, which are
very common for geophysical data inversion [Meju, 1994]. The Marquardt-Levenberg
inversion implemented in the algorithm EMUPLUS is usually performed for a mini-
mum amount of layers, particularly with N > M . Instead of minimizing only the cost
function of the data Φd, the length of the model update ∆mk is minimized, too. The
total cost function reads:
Φ = Φd + β
2Φm
= TW 2d+ β
2(∆mTk∆mk). (3.18)
Where Φm is the model cost-function. The β is a Lagrange multiplier and weights
between data closeness Φd and step-size of the model update Φm. Such type of con-
straint to the model update is denoted as local regularization. By taking the derivative
of Φ with respect to ∆mk and equating to zero, the damped least square solution is
obtained [Meju, 1994]:
∆mk =
(
JTW 2dJ + β
2I
)−1
JTW Td︸ ︷︷ ︸
:=G∗
W d(d− F (mk))︸ ︷︷ ︸
:=yw
. (3.19)
Where I ∈ NM×M is the identity matrix and G∗ is the generalized Marquardt inverse.
The damped least square technique is also called ridge regression. By adding β to
the main diagonal of JTW 2dJ , it is an effective way of handling singularities. For
a very small β, equation (3.19) is similar to the unconstrained least square solution
in equation (3.12) and the Marquardt-Levenberg scheme becomes the unconstrained
iterative GN scheme. For large β the term JTW 2dJ is negligible and the solution for
∆mk is similar to that of the steepest descent method in equation (3.17), except for a
constant factor. For the above reasons, the Marquardt-Levenberg method is an effective
hybrid technique, which combines the GN and the steepest descent methods. when the
model is far from the correct solution, steepest descent dominates, while GN dominates
when the minimum is approached [Meju, 1994].
3.4.1 Singular value decomposition
The singular value decomposition (SVD) is very popular within geophysical data anal-
ysis to calculate the inverse of a matrix. The SVD technique is found for example in
Menke [1984]. The SVD states that any matrix G ∈ RN×M may be factorized into a
product of three others:
G = UΛV T , (3.20)
with the following matrices:
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- The matrix U ∈ RN×N spans the data space and contains the N eigenvectors
ui of GGT . Similarly, V ∈ RM×M spans the model space and contains the M
eigenvectors vi of GTG.
- Together the matrices GTG and GGT have at least p = rank(G) ≤ min(M,N)
non-zero positive eigenvalues λ∗i . The matrix Λ ∈ RN×M is of diagonal form and
contains the eigenvalues of G, which are called singular values λi =
√
λ∗i . The
singular values are arranged in order of decreasing size along the diagonal of Λ:
λ1 ≥ λ2 ≥ . . . λp > 0 and λp+1 = λp+2 = · · · = λk = 0. Depending on the
problem, k is either M or N .
Both, U and V , are orthonormal matrices, so that UUT = UTU = IN and V V T =
V TV = IM are identity matrices. Moreover, the relations UT = U−1 and V T = V −1
are valid.
With the SVD and the above definitions the inverse of a matrix is obtained by the
factorization G−1 = V Λ−1UT .
SVD of the generalized Marquardt inverse G∗
To solve the normal equation (3.19) the generalized Marquardt inverse G∗ can be ex-
pressed in terms of SVD, where:
G∗ = (JTwJw + β
2I)−1JTw. (3.21)
Without loss of generality, it is used that Jw = W dJ and yw = W dy. Factorizing
JTwJw yields:
JTwJw = V Λ
2V T and (JTwJw)
−1 = V Λ−2V T . (3.22)
Where Λ2 = ΛTΛ is used. The first expression in equation (3.22) is substituted into
equation (3.21) and rearranged [Lines & Treitel, 1984]:
G∗ = (V Λ2V T + β2I)−1JTw with: J
T
w = V Λ
TUT
= V (Λ2 + β2I)−1ΛTUT . (3.23)
With the above expression forG∗ and using I = Λ−1Λ the model update ∆mk reads:
∆mk = G
∗yw
= V (Λ2 + β2I)−1ΛTΛ︸ ︷︷ ︸
:=Q
Λ−1UTyw
= V QΛ−1UTyw. (3.24)
Where Q ∈ RM×M is a diagonal damping matrix with the entries:
Qii =
{
λ2i
λ2i+β
2 λi > 0
0 λi = 0
(3.25)
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To gain insights into the relevance of the model parameters, equation (3.24) is rear-
ranged:
ΛQ−1︸ ︷︷ ︸
∝λi
V T∆mk︸ ︷︷ ︸
:=∆m˜k
= UT [W d(d− F (mk))]︸ ︷︷ ︸
=yw
. (3.26)
Where ∆m˜k = V T∆mk ∈ RM is the transformed/rotated model parameter update
vector. Its components are linear combinations of the components of ∆mk. Hence the
model parameters are not resolved separately, but moreover their combinations are
resolved. An independently resolved parameter will be only translated and not rotated
according to ∆m˜k,i = Vii∆mk,i. The entries of the V -matrix can be used to analyze how
independently parameters are resolved and which parameter combinations are resolved.
In general large singular values λi correspond to important model parameters. Since
the first term in equation (3.26) is proportional to λi, a large singular value contributes
significantly to the data update yw and to the response F (mk). The same applies to
the Jacobian matrix J . The smaller a singular-values, the less is the contribution of a
component of ∆m˜k to the data update yw. Parameters corresponding to λi = 0 are
transformed into the null-space and have zero entries in the Jacobian matrix. Hence
they have no effect at all in an inversion.
The Marquardt damping parameter
Small singular values cause the solution of equation (3.24) to become unstable and lead
to oscillating models, which can be counter-acted by a suitable damping β. The choice of
β defines a singular value threshold. For λi  β the solution of equation (3.24) is again
the undamped least square solution with Λ−1ii = 1/λi and β has practically no effect. If
λi is close to zero in equation (3.25) a positive β will avoid the singularity problem. A
singular value with λi = β will be damped by a factor Qii = 0.5. As suggested by Jupp
& Vozoff [1975], the damping matrix Q may be normalized to the maximum singular
value λmax by substituting λi with λˆi = λi/λmax and β with βˆ = β/λmax. In the 1D
inversion algorithm EMUPLUS used in this thesis, a default 1% normalized singular
value threshold is defined. Therefore, a singular values which is a factor 0.01 smaller
than λmax will be damped by a factor 0.5.
3.4.2 Model resolution and parameter importance
As stated earlier the resolution of the model parameters can be estimated from the
V -matrix. The model parameter resolution matrix Rimp ∈ RM×M maps between the
estimated mest and the “true parameters” mtrue. It can be derived in terms of SVD
from equation (3.7) for the un-damped linear least square problem [Menke, 1984]:
mest = (F
T
wF w)
−1F Twdw with: dw = F wmtrue
= F ∗wF wmtrue with: F
∗ = V Λ−1UT
= V V T︸ ︷︷ ︸
Rimp
mtrue. (3.27)
Where F ∗w = (F
T
wF w)
−1F Tw is the generalized inverse of the unconstrained least square
problem. If V spans the complete model space and p ≥M , the un-damped least square
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solution leads to perfectly independently resolved model parameters with Rimp = I.
In analogy to above, the resolution matrix for the damped Marquardt solution is
Rimp = G
∗Jw
= V QV T . (3.28)
For mixed- or under-determined problems, the damped resolution matrix differs from
the identity matrix and the estimated model parameters are not independently resolved.
Moreover, they are linear combinations of the true model parameters. The importance
of each parameter is given by
impi := Rii with: 0 < impi < 1. (3.29)
The closer impi is to one, the better a model parameter is resolved. It should be noted
that the resolution matrix is derived from an SVD of the linearized Jacobian and thus
does not reflect the parameter resolution of the full non-linear problem [Menke, 1984].
Model error bounds: Geophysical data are generally contaminated with noise and
have measurement errors. It is possible to calculate how these data errors are mapped
into model parameter errors. The error bounds can be derived by calculating the model
covariance matrix [Menke, 1984]:
δ∆mk = G
∗W−2d G
∗T . (3.30)
WhereG∗ is the generalized Marquardt inverse. Data with large uncertainties will cause
large model variances. The same applies for poor resolved parameters corresponding
to small singular values. Similar to the importances, the model error-bounds do not
describe the true resolution of the non-linear problem [Menke, 1984]. Therefore, the
model variances for the 1D inversion results presented in chapter 4 are estimated from
the equivalent models, which are described in the following.
3.4.3 Equivalent models
In an optimal case a best-fit model is found that minimizes the cost-function Φd in
equation (3.2). Since the shape of the cost-function is usually such that it contains broad
and elongated or even several minima, no unique best fit model exists. Particularly
if data errors are considered, several models may fit the data similarly within the
error-bars. Moreover, poor or non resolved parameters are not supported by data and
generally lead to large equivalence. Often only parameter combinations are resolved,
which can be analyzed from the entries of the V -matrix. In the presence of thin layers
with thickness th, two equivalence types occur for the in-loop TEM induction method.
Empirically it was found that [Spies & Frischknecht, 1991]:
√
th/ρ = const for a thin conductive layer,
th2ρ = const for a thin resistive layer. (3.31)
Theoretically the equivalence principle can be derived from the thin sheet solution for
an inductive source as discussed in Nabighian & Macnae [1991]. The TDEM response
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for a thin sheet depends on the conductivity-thickness product and not separately
on the parameters (S-equivalence). A very effective way of estimating the quality of a
model is to generate equivalent models by a Monte Carlo approach. Scholl [2005] imple-
mented this approach in the 1D inversion scheme EMUPLUS. Each model parameter
of a preliminarily best-fit model is perturbed randomly by a pre-defined percentage
value and if the data-fit is within a pre-defined acceptable range, the model is stored as
equivalent. Otherwise, a separate Marquardt inversion is performed and the procedure
is repeated. Although the equivalent models still rely on the initial model, they provide
an estimate of the non-linear model parameters variances. Hence, this approach has an
advantage, compared to the model parameter importances and error-bounds discussed
above, which rely solely on the linearized Jacobian matrix J of the final model [Scholl,
2005].
3.5 Occam inversion
Another very common regularization approach is to impose a global constraint on
the model mk itself. Assume a 1D structure consisting of M layers with pre-defined
thickness and M assigned free resistivity values ρi. Constable et al. [1987] suggested
the Occam inversion for geophysical applications, where in addition to the data cost
function Φd the structure of a model is minimized by constraining the roughness, i.e.
the resistivity difference between adjacent layers. Such roughness measures have been
introduced to data inversion by Tikhonov & Arsenin [1977]. Constable et al. [1987]
defined two different formulations for the roughness:
R1 =
∫ (
∂ρ(z)
∂z
)2
dz and R2 =
∫ (
∂2ρ(z)
∂z2
)2
dz. (3.32)
Where R1 is called the first order roughness, since it corresponds to the first derivative
of ρ(z) with respect to the depth. Minimization of R1 is achieved, if the gradient of
ρ(z) becomes small. Likewise, R2 defines a second order roughness and is minimal, if
ρ(z) exhibits least curvature. Since ρ(z) is not continuous, but consists of M discrete
values ρi, the roughness definitions are:
R1 =
M∑
i=2
(ρi − ρi−1)2 and R2 =
M−1∑
i=2
(ρi+1 − 2ρi + ρi−1)2 . (3.33)
Both, R1 and R2, can be written in a matrix-vector notation R1m and R2m, respec-
tively. Then the model vectorm contains theM resistivity values andR1,R2 ∈ ZM×M
are roughness matrices:
R1 =

0 0 0 . . . 0
−1 1 0 . . . ...
0
. . . . . . . . . 0
... . . . −1 1 0
0 . . . 0 −1 1
 and R2 = RT1R1. (3.34)
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With the above definitions, the total cost function for the Occam technique reads:
Φ = Φd + λΦm
= TW 2d+ λ(m
TRT1,2R1,2m) (3.35)
Where Φm is the model cost-function of the first or second order model parameter
differences. By substituting  = (d − F (m)) in equation (3.35) with the linearized
forward operator given in equation (3.9), taking the derivative with respect to ∆mk
and equating to zero, the normal equation is derived:
∆mk = (J
TW 2dJ + λR
T
1,2R1,2)
−1[JTW 2d(d− F (mk)︸ ︷︷ ︸
=y
)− λRT1,2R1,2mk]. (3.36)
Note that in equation (3.35)m has to be substituted withmk+∆mk, to yield a smooth
model (update) in each iteration.
On the contrary to the Marquardt inversion with a minimum of layers, the Occam
inversion is performed with 20 to 100 layers and a predefined fixed thickness. To solve
the normal equation (3.36), it is factorized by a Cholesky decomposition. This is faster
and more stable than calculating the inverse of a large ill-conditioned matrix.
The regularization parameter
The regularization parameter λ weights between data closeness Φd and model rough-
ness Φm. In order to balance the total costs Φ, a large λ will lead to smooth models
and an increased data misfit Φd. In extreme cases, the inversion is solely driven by
the constraint and not by the data. On the contrary, for a small λ the roughness
is less constraint and resistivity jumps can occur. For λ → 0, the undamped least
square solution in equation (3.7) is obtained, which can lead to geological un-plausible
and over-structured models with huge parameter contrasts. Therefore, the choice of
a suitable regularization parameter is crucial. In general, the Occam inversion is per-
formed with a large initial λ and decreased successively throughout the iterations. In
each iteration the appropriate λ is selected according to the discrepancy principle,
i.e. the smoothest model with the best fit Φd is obtained by a line search [Constable
et al., 1987]. A very popular approach is the L-curve criterion suggested by [Hansen &
O’Leary, 1993], where the optimum λ is a compromise between data-fit Φd and model-
roughness Φm. A comparison of different techniques for the automatic determination
of the regularization parameter λ is found in Farquharson & Oldenburg [2004].
Model resolution and depth of investigation
The roughness criterion R1 and R2 are particularly useful to investigate which parts
of a model are driven by the regularization parameter during the inversion and are
not supported by the data. In those zones, the inverse solutions for R1 and R2 usually
diverge. Since a R1 roughness constraint seeks to minimize the gradient, the resulting
model usually exhibits constant resistivity at depth. On the contrary, an R2 constraint
model will exhibit constant resistivity change (curvature) at depth. In this way, the
application of both criterion can be used to derive a minimum and maximum depth
of investigation, which is based on the mathematical inversion procedure. It is a good
validation of the doi discussed in section 2.3.3, which is based on the physical behavior
of the EM fields. Both are used for estimating the doi in chapter 4.
CHAPTER 4
Field survey in Azraq, Jordan
A key issue addressed by the Collaborative Research Centre 806 (CRC 806) is the
reconstruction of the paleoclimate in the late Quaternary. Very promising archives
for a paleoclimatical reconstruction are sediment successions accumulated in dry lakes
[CRC-806, 2012]. The Azraq basin in Jordan is a potential target area for research
within the CRC 806. The central part of the basin is occupied by a large 10× 10 km2
mudflat consisting of thick sedimentary deposits. Moreover, the area is of tremendous
importance to Jordan due to large groundwater resources. To ensure the freshwater
supply, groundwater research has been (and still is) an ongoing and relevant issue over
the past 30 years [El-Kaysi & Talat, 1996; El-Waheidi et al., 1992; El-Naqa et al., 2007;
Abu Rajab & El-naqa, 2013; Kaudse, 2014].
In order to identify suitable drilling locations for paleoclimatical research within the
CRC 806, a 7 km and a 5 km long transect were investigated from the edges across
the center of the mudflat. A large number of 150 soundings were recorded using the
central loop transient electromagnetic (TEM) method and the electrical resistivity to-
mography (ERT) as a complementary method. The main objective is to investigate the
subsurface electrical resistivity structure and particularly to identify the thickness of
sedimentary deposits in the Azraq area. Due to the groundwater problematic in Azraq,
an additional motivation evolved during this thesis. The geophysical investigations can
support the ongoing groundwater management in the area.
The first part of this chapter gives a brief introduction of the survey area in the cen-
ter of the Azraq basin. Four geological formations were the target for the geophysical
investigation and are discussed in the following. Moreover, the hydro-geological back-
ground is described because fresh to saline groundwater occurs at shallow depth, which
is crucial for the electrical conductivity described in section 2.1. The scope of the sur-
vey is formulated with respect to the geology and with respect to the objective of the
CRC 806 in section 4.3. Furthermore, the survey setup, the utilized TEM equipment
and particularly the data processing are described.
In the second part of this chapter, the TEM field data and resistivity-depth models
which are derived from 1D inversion are briefly discussed. Conventional Marquardt
and Occam inversion techniques are used. To estimate the quality of the results, both
transects are analyzed in detail by model equivalence and parameter importances. The
models are correlated and in good agreement with lithological borehole data available
in the survey are [Ala’li, 1993; El-Waheidi et al., 1992]. Both resistivity-depth sections
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are summarized in the end of this chapter and available geological information is inte-
grated.
The 1D inversion results obtained after the first field survey in Jordan are partly pub-
lished in Yogeshwar et al. [2013].
4.1 The Azraq basin
There are two large sedimentary basins in Jordan, the El’ Jafr in the south of Jor-
dan and the Azraq-Sirhan basin in the northeastern desert of the Jordan plateau. The
Azraq basin is the northern extension of the Sirhan basin. The basin structure extends
towards Syria in the north and towards Saudi Arabia in the south. It is bounded by
two major faults, the Sirhan and the Fuluq fault (cf. Fig. 4.1). The Azraq sub-basin is
oriented from northwest to southeast and covers an area of approximately 30× 50 km2
[Ibrahim, 1996]. The basin structure forms a large depression, with a surface catchment
area of roughly 13,000 km2. It is the drainage system of several wadis. The central part
of the basin is occupied by the Qa Al Azraq oasis and is situated approximately 500 m
above mean sea level. It forms a 10× 10 km2 large mudflat, often also called mud-pan,
playa or sabkha. The area has an extremely arid climate with long, hot summers and
mild winters [Abu Rajab & El-naqa, 2013] and a low annual precipitation of around
66 mm in Azraq town [Kaudse, 2014].
Due to mineral deposits and groundwater resources, the Azraq area is of enormous
economical importance to Jordan. It is also an prospective area for oil exploration.
The Hamzeh oil field south of Azraq produces an average of 40 barrel per day [Natural
Resources Authority, 2006]. However, the main investigated resource is groundwater.
Approximately one third of the freshwater supply for Jordan’s capital city of Amman
is provided from the Azraq basin [Ibrahim, 1996]. In 1982 the Amman Water and
Sewage Authority (AWSA) drilled the “AWSA well field” and over the past 30 years
the aquifers are heavily exploited for freshwater. About 15− 20 million cubic meter of
drinking water is pumped to Amman per year, which is about one third of the total
consumption. The major income of the majority of the population is livestock, but an
increasing number of farmers are shifting to agriculture [Meshan, 2011]. These local
farmers use around 45 million cubic meter water per year [Abu Rajab & El-naqa, 2013].
During the last 20 years the water table level has declined by about 17 m [Meshan,
2011]. Two large springs, Shishan and Druze, originally fed Azraq oasis. Both springs
dried out in in the early nineties, because the AWSA well field intercepts the ground-
water flow towards them [Ibrahim, 1996]. Today only a small wetland reserve, which
consist of pools and marshes, exists and is artificially protected. The preserved wet-
land was established by the “Royal Society for the Conservation of Nature“ (RSCN)
and covers only 5% of the oasis [Kaudse, 2014; Meshan, 2011]. Approximately 25 km2
of the original wet-land has already dried up. However, the Azraq oasis still exhibits
the only permanent water body within a 46,000 km2 large desert and is an important
resting place for migratory birds [Ibrahim, 1996]. To preserve the unique ecosystem,
restoration projects were established by several national and international institutions,
for example the “International Union for Conservation of Nature” (IUCN) [Meshan,
2011].
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Figure 4.1: Overview map of northern Jordan with national frontiers marked as yellow solid
lines. The major faults and those bounding the Azraq-Sirhan basin are re-drawn from Kaudse
[2014] as dashed lines. The Dead Sea Transform fault (DST) approximately coincides with the
eastern frontier. The western boarder of the basalt sheet in Jordan is redrawn from Natural
Resources Authority [2006] and marked purple. (Background c©2014 Google, Image Landsat,
c©2014 ORION-ME)
Since water is a basic human need, the area around the Qa’ Al Azraq oasis was a major
spot for prehistoric settlements. The area has been the focus for long term archaeolog-
ical research in the seventies and eighties [Stanley Price & Garrard, 1975; Copeland,
1988; Byrd, 1988], but also for current archaeological investigations (e.g. Jones &
Richter [2011]). The former shorelines of the Qa’ Al Azraq mudflat are littered with
stone artifacts. The oldest findings can be dated back to the Lower Paleolithic, i.e.
more than 300,000 BP [Stanley Price & Garrard, 1975]. Moreover, wetlands provide
promising archives for paleoclimatical research, particularly in arid regions. Recently
Ahmad [2010] derived paleoclimatical information by dating bulk organic matter from
the Azraq area. Jones & Richter [2011] provided a sedimentary record from a spring
site close to the boundary of Azraq oasis.
4.2 Geological background
The east Jordan Limestone plateau extends from the rim of the Wadi-Araba Jordan
Graben beyond the eastern borders of Jordan [Bender, 1974]. The plateau is covered by
extensive basalt lava fields in the north/northeast. They extend from Jebel ed Drouze
in Syria southwards across Northeast-Jordan towards Saudi Arabia. The basalt sheet
occupies a total area of roughly 40,000 km2 and around 10,000 km2 only in Jordan (cf.
Fig. 4.1). It belongs to the North Arabian Volcanic Province [Bender, 1974; Ibrahim,
1996]. The thickness reaches more than 1500 m around Jebel ed Drouze and decreases
towards the south [Abu Rajab & El-naqa, 2013]. The Azraq-Sirhan basin is a northwest-
southeast trending rift basin and its evolution is related to the geodynamic evolution
of the Red Sea. The basin structure is more than 300 km long and is truncated at the
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Wadi-Araba/Dead Sea transform fault. The Sirhan and Fuluq faults delimit the basin
structure in the south and the north, respectively. However, the 30 × 50 km2 Azraq
sub-basin is intersected by numerous minor faults and lineaments. The 10 × 10 km2
large Qa Al Azraq mudflat in the central part of the depression is bounded by faults
from all sides. The Al Bayda fault represents the northern boundary and the Qaisiyeh
fault represents the western boundary. Both fault locations are marked on the geolog-
ical map in Fig. 4.2(a). They were subjects of the geophysical field survey discussed in
this thesis.
Except for the volcanic tuff and basalt, the Azraq area consists of sedimentary rocks
and clay rich Quaternary sediments. Ibrahim [1996] briefly described the geological
formations, which occur in the central part of the Azraq basin. Four formations were
subject to the field survey and are marked with the corresponding abbreviations on
the geological map displayed in Fig. 4.2(a).
The Abed Olivine Phyric Basalt (AOB) originates from the earliest volcanism in
the area. Its age is expected to be late Miocene (≈5 Ma). The AOB comprises of massive
flow units up to 10 m thick and with a total thickness of up to 100 m [Ibrahim, 1996].
It is most abundant and forms irregular shaped boulders at the surface (cf. Fig. 4.3(a)).
It outcrops to the northern part of the area and is covered by quaternary sediments
towards the mudflat center. Freshwater is extracted from the basaltic aquifer at shallow
depths in the northern part of the area. According to Ibrahim [1996], the basalt flow
is interrupted at the Al Bayda fault, which bounds the mudflat at the northern edge.
As a result of this fault some silt dunes (STD) are raised up to 6 m.
The Umm Rijam Chert Limestone Formation (URC) outcrops in the northeast
and southwest. It is displayed on the geological map in Fig. 4.2(a) in the lower left
corner. The formation consists mostly of chert, chalk and limestone. The formation
evolved in the Eocene (≈ 40 Ma). Its maximum exposed thickness is 135 m, but some
boreholes showed a thickness up to 310 m. In the northern part of the mudflat, the
URC forms the base structure. In the southern part, the URC is covered by a sand-
stone formation, called Qirma Calcerous Sandstone (QCS). The URC formation is also
referred to as the B4 shallow aquifer formation and intensively exploited for ground-
water [El-Waheidi et al., 1992]. In appendix A.3, a generalized composite lithological
section after Ibrahim [1996] is shown, which corresponds to the geological map and
cross-section in Fig. 4.2(a,b).
The Azraq Quaternary Formation (AQ) consists of clay, sandy clay intermixed
with various evaporates and fragments of gravel, chert, limestone and basalt. It some-
times contains hard layers cemented by gypsum as shown in Fig. 4.3(d). The surface
is a present erosion and deposition surface, partly covered by alluvial sediments. At
sounding A42, the AQ formation is covered by the Dasha Silt Dunes (STD), which
are seen in Fig. 4.3(b). In general the AQ formation is heterogeneous and has a wide
variation in lithology [Ibrahim, 1996]. According to Ibrahim [1996], the AQ formation
was deposited during upper Miocene to upper Pleistocene. The age of the formation
spans a large time range between ≈ 0.02− 5 Ma.
The Alluvial Mudflat (ALM) in the basin center consists of soft, silty hyper saline
clays intermixed with various evaporates. According to the geological map and cross-
section in Fig. 4.2(a,b), these Holocene sediments cover the mudflat and occur in several
smaller depressions, too. Beneath the ALM, the quaternary sediments of the AQ for-
mation are present, which consist mostly of silty clay in this zone. Sometimes thick
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Figure 4.2: (a) Geological map of the survey area (AQ: Azraq Quaternary Formation, AOB:
Abed Olivine Phyric Basalt, URC: Umm Rijam Chert Limestone Formation, ALM: Alluvial
Mudflat). Tx-50 TEM soundings are marked red, Tx-100 white. If both were recorded at the
same location, it is marked by a blue square. Boreholes are denoted as blue circles (e.g. BT-1
& AZ-9). (b) Geological cross-section for CD indicated by a dashed line (both (a,b) modified
after Ibrahim [1996]). Locations of the ERT (ERT-1 to ERT-5) and RMT profiles investigated
along profile A are marked black and green, respectively. TEM stations are marked as red
triangles. Further explanation is given in the text.
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Figure 4.3: (a) View from the basalt outcrop in north of profile A towards the mudflat in the
southwest. (b) Opposite view from the boundary of the mudflat towards the Dasha silt dunes
(STD) and towards the basalt outcrop. (c) Magnification of the mudflat surface covered with
a thin salt crust. (d) cemented material at a depth of 0.5− 1 m exposed on the AQ formation
along profile A.
layers of diatomites and in some parts also consolidated layers of gypsum are present.
The groundwater is very shallow (<6 m) and hyper-saline. Due to high evaporation,
the surface is often covered by a salt crust (Fig. 4.3(c)). The depth down to the URC
formation below the mudflat sediments is selectively known by boreholes, which were
drilled during a bentonite project [Ala’li, 1993]. Moreover, El-Kaysi & Talat [1996]
investigated the central part using Schlumberger vertical electric soundings (VES). Ac-
cording to them the mudflat sediments have a thickness ranging between 40−120 m in
the central part with increasing depth towards the southeast. The mudflat is bounded
by the Qaisiyeh fault in the northwest (cf. Fig. 4.2(a)) where the URC base is expected
to be lowered by 70 m.
The cross-section shown in Fig. 4.2(b) after Ibrahim [1996] shows the depth of the ge-
ological boundaries. They are inferred from the outcrops of the formations, as well as
from selective lithological borehole data and from the VES results by El-Kaysi & Talat
[1996]. However, the depth to the boundaries are marked as dotted lines because they
are only selectively and not precisely known.
Hydro-geological situation
Three aquifer systems were defined in the Azraq basin: the upper or shallow aquifer
system (B4), the middle aquifer system and the deep aquifer system [Ibrahim, 1996;
El-Naqa, 2010]. Due to to the high lithological variability, the ground water occurrence
in the upper aquifer system is complex. The depth to the groundwater table ranges be-
tween 250 m in the northern lava fields and less than 5 m in the Qa Al’ Azraq mudflat.
Although the precipitation is low, the mudflat can be flooded during the rainy season.
In Fig. 4.4(a), the groundwater level (GWL) below the surface is shown for several well
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Figure 4.4: (a) Depth of groundwater level below surface. (b) Electrical resistivity of the
groundwater samples. Selected well samples are labeled S2–S10 and summarized in table 4.1.
S7 is located in a salt mine. All sample values are taken from El-Naqa [2010]. The blue arrows
indicate roughly the flow direction of surface water. The profiles are plotted as red lines and
the approximate northern edge of the mudflat is denoted by a black line.
Table 4.1: Groundwater level below the surface and above the mean sea level with the corre-
sponding electrical resistivity of the Groundwater samples. The locations of the well samples
(S2–S10) are displayed in Fig. 4.4(a,b). S7 is located in a salt mine. All sample values are
taken from El-Naqa [2010].
well samp S2 S3 S4 S5 S6 S7 S8 S9 S10
GWL / m 18 5 10 6 6 5 4 6 5
GWL / msl 491 511 502 504 502 501 504 501 504
GW-ρ / Ωm 8.7 9.7 10.8 4.8 1.4 0.06 0.32 – 2.2
samples discussed by El-Naqa [2010]. The corresponding electrical resistivities of the
samples are displayed in (b). A few sample values (S2–S10) are given explicitly in ta-
ble 4.1. On the AQ formation close to the northern part of profile A, the groundwater
is extracted for agricultural purposes mostly from depths inbetween 5 to 20 m (samples
S2–S4). The depth to the water table is variable and, for example, sample S3 indicates
a GWL of only 5 m below the surface. Towards the boundary and inside the mudflat
the GWL generally decreases to approximately 4− 6 m (samples S5–S10). The basalt
layer beneath the AQ formation is known as a good aquifer [El-Waheidi et al., 1992].
Due to high evaporation, the groundwater is hyper-saline inside the alluvial mudflat
with an electrical resistivity less than 2 Ωm [Ibrahim, 1996]. Recent well samples in-
dicate an electrical resistivity of 0.32 Ωm on the northern edge of the mudflat. Inside
the mudflat extremely low values (≈ 0.06 Ωm) were reported by [El-Naqa, 2010]. On
the AQ formation they are mostly around 10 Ωm. However, the salinity of groundwa-
ter sometimes differs strong for very closely located wells. This was also reported by
[Kaudse, 2014].
The subsurface water content and salinity are key parameters for the electrical conduc-
tion described in section 2.1. Therefore, these parameters have to be considered within
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an interpretation of electrical resistivity-depth sections derived from geophysical data.
As stated earlier, lithological data is available from several boreholes obtained during
an bentonite drilling project [Ala’li, 1993]. The locations of the boreholes are marked
as blue circles in Fig. 4.2(a). The obtained geoelectrical models are compared and cali-
brated with the lithological data from borehole BT-1 and BT-49 in section 4.7.1. Both
are marked blue and labeled on the map.
The study area has a gentle slope from northwest and northeast towards the center
of the basin. The topography is marginal at the edges of the mudflat. However, the
mudflat itself is flat.
4.3 Objectives of the geophysical survey
As described in the introduction, a main objective of the CRC 806 is the reconstruction
of the paleoclimate during the late Pleistocene in the Eastern Mediterranean [CRC-
806, 2012]. Very promising archives for paleoclimatical reconstruction are sediment
successions accumulated in dry (clay) lakes. Particularly wetlands are important cli-
mate archives in arid regions [Jones & Richter, 2011]. In order to support drilling
projects in the area within the CRC 806, the geological boundaries denoted as dashed
lines in Fig. 4.2(b) are investigated. This leads to the following main objectives for the
geophysical investigations:
1. Depth of the basalt layer at the mudflat boundaries.
Northwest and northeast of the alluvial mudflat, the buried basalt (AOB) serves
as an hindrance for any drilling and its depth is the main target of the geophysi-
cal survey. That zone was investigated with TEM and additionally with ERT to
validate the TEM results.
The former shorelines in the northeast of the mudflat were spots for prehistoric
settlements and are of archaeological interest for the CRC 806. The RMT method
is applied to derive electrical resistivity models for the shallow subsurface struc-
ture in that particular zone. The results are presented in the Bachelors thesis of
Mudler [2013].
2. Thickness of the sediments deposited in the basin center, the Qa Al
Azraq mudflat.
A complete and undisturbed sedimentary succession is in general preferred as a
climate archive. Therefore, the thickness of the deposited mudflat sediments are
of particular interest for research within the CRC 806. The geophysical objective
is to resolve the depth to the expected chert limestone formation (URC) below
the mudflat sediments. However, the deep sediments of the AQ formation are
most likely out of the research time frame of the CRC 806 (< 0.19 Ma BP) and
of minor interest. Therefore, a probable layering inside the mudflat is discussed
in section 4.8.
It should be noted that, the early work of El-Kaysi & Talat [1996] and El-Waheidi
et al. [1992] already provided information about the thickness of the mudflat de-
posits, but complete and densely investigated transects using modern geophysical
equipment are not available.
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The upper aquifer in the central part of the Azraq basin is extensively exploited for
agricultural purposes by local farmers and freshwater supply for Amman. The extreme
groundwater discharge has lead to a drastic decline of the ground water table over the
past 30 years. Due to the water extraction, the saline water body below the mudflat
can move towards the fresh water aquifers. El-Kaysi & Talat [1996] and El-Waheidi
et al. [1992] studied the condition of the shallow aquifer system and the interface of the
fresh- to saline water zone by utilizing Schlumberger vertical electric soundings (VES).
Abu Rajab & El-naqa [2013] used the TEM and VES methods to delineate the fresh
and saline groundwater interface in the basin. To estimate the volume of the saline
water body they applied a spatially constraint inversion (SCI) of the TEM field data
[Viezzoli et al., 2008]. Furthermore, the geoelectrical models were correlated with hydro-
chemical analysis obtained from well samples. However, the soundings conducted by El-
Naqa et al. [2007] did not penetrate the base of the mudflat. According to El-Naqa et al.
[2007], the severe drawdown of the water table in the Azraq well-field might have caused
a reverse in the hydraulic gradient. Furthermore, they stated that signs of salinization
have already occurred. Several recent publications show that groundwater research in
the Azraq area is of topical interest [El-Naqa et al., 2007; El-Naqa, 2010; Abu Rajab
& El-naqa, 2013; Kaudse, 2014]. Due to the groundwater problematic in Azraq, an
additional motivation evolved during this thesis. The geophysical investigations can
provide information about
1. the lateral extent of the saline water zone
2. the depth of the saline water zone inside the mudflat.
Our results may be integrated into the current groundwater research, like for example
groundwater models. Moreover, general information such as the lateral extent of the
basalt towards the mudflat and the position/extent of the Al Bayda fault zone might be
of interest. According to the geological map, both coincide roughly at sounding A42.
4.4 Survey layout
In order to tackle the objectives stated above, two field surveys were performed in
March 2011 and October 2012. Predominantly, the scope of the first survey was to in-
vestigate the extent and depth of the basalt. Furthermore, the transition zones from the
AQ formation to the mudflat sediments were investigated crossing the Al Bayda and
Qaisiyeh faults. The second survey was conducted particularly to resolve the thickness
of the mudflat sediments in contrast to the chert limestone basement (URC) below.
Two transects were investigated from the edge across the expected center of the mudflat
(cf. Fig. 4.2(a)). Profile A is oriented from northeast to southwest with a total length of
6870 m and Profile B from northwest to southeast with a length of 4900 m. The profiles
cross each other at sounding A*72 and B*38. Profile A and the terrain is illustrated
by photographs in Fig. 4.3.
The TEM measurements were carried out utilizing a Zonge system, which is the NT-20
transmitter and the GDP-32II receiver unit [Zonge, 2002]. The Zonge system provides
two acquisition modes depending on the required exploration depth. The NanoTEM-
mode (NT) with relatively short acquisition times corresponds to shallow exploration
40 Chapter 4 Field survey in Azraq, Jordan
Table 4.2: Parameters of both TEM Profiles. The sounding locations are displayed in
Fig. 4.2(a).
length orientation from/to # soundings # Tx-50 # Tx-100
Profile A 6870 NE to SW A01 - A*80 103 74 29
Profile B 4900 NW to SE B1 - B*47 47 27 20
Table 4.3: Parameters of the ERT profiles investigated on Profile A. Their locations are
displayed in Fig. 4.2(c).
ERT profile ert-a1 ert-a2 ert-a3 ert-a4 ert-a5
length (m) 400 200 150 600 1700
El. sep. (m) 2.5 2.5 2.5 5 5
depth, whereas the ZeroTEM-mode (ZT) allows for long acquisition times and and a
larger exploration depth. In order to protect the system against dust, sand and direct
sunlight and to accelerate the data acquisition, it was installed in a Zarges box, which
was mounted on a cart (cf. Fig. A.2).
A total of 103 soundings were recorded along profile A and 47 along profile B. Their
locations are displayed in Fig. 4.2(a) as colored squares. A 50×50 m2 transmitter and a
10× 10 m2 receiver loop (Tx-50-setup) were used in 2011. These soundings are marked
as red and blue squares on the geological map. Data acquisition was performed in both
modes, NT and ZT. In order to resolve the mudflat base, a 100×100 m2 transmitter and
the TEM-3 induction coil receiver (Tx-100-setup) were used during the second survey
in 2012. The transmitter moment is increased by a factor of four compared to the Tx-50
setup. The TEM-3 coil has an effective receiver area of 104 m2 with a ferrite core and
an own pre-amplifier, which significantly improved the late time signal quality. Since
it exhibits a quite long antenna delay of 15 µs, it is only suitable for ZT measurements
[Zonge, 2002]. Although other configurations using a 200× 200 m2 Tx-loop with either
a 50 × 50 m2 receiver-loop or the TEM-3 coil were tested, the Tx-100 configuration
was most appropriate regarding both, signal strength and survey speed. The Tx-100
sounding locations are marked as white and blue squares in Fig. 4.2(a). The 12 blue
squares along profile A denote that the soundings were measured using both, Tx-50
and Tx-100 configurations.
The inter-station distance was 50 m for the majority of soundings. On the mudflat only
the URC base below the clay sediments is of particular interest. Thus the inter-station
distance was increased to 100 and partly 200 m. The parameters of both profiles are
given in table 4.2. All sounding locations are summarized in table A.2 and table A.1.
Besides TEM, additional ERT measurements were performed on Profile A for verifica-
tion of the TEM measurements. They are separated into five shorter profiles, named
ert-a1 to ert-a5, and are displayed in Fig. 4.2(b). Their configuration parameters are
summarized in table 4.3. The measurements were performed using the ABEM SAS 4000
multi-electrode system [ABEM, 2010]. A Wenner configuration was chosen since it has
a very good signal to noise ratio and good layer resolution capabilities [Ward, 1990b].
Due to roads crossing the survey area, the length of the Wenner array was selected
depending on the available space. Three long profiles (ert-a1, ert-a4 and ert-a5) were
performed with a roll-along configuration. ERT measurements were not possible on
the high conductive mudflat because the signal was strongly noise affected. A probable
4.5 Processing of the TEM field data 41
reason is that in very good conductors (e.g. salt water) the current is short-circuited
and the measured potential difference is very small, even for large potential-electrode
separations and low currents. The investigated ERT profiles are summarized in more
detail in table A.3.
To get a rough impression of the terrain in the survey area, it is illustrated by a few
photographs in Fig. 4.3 and in appendix A.2.
4.5 Processing of the TEM field data
The processing of TEM field data obtained with the Zonge system is described in the
following sections. A few issues are particularly important. These are:
- Deconvolution of the transmitter ramp-function [Hanstein, 1992; Lange, 2003]
and editing/merging NT and ZT-mode data to one transient [Helwig et al., 2003].
- Lower input voltage limit of the GDP-32II system [Gaidetzka et al., 2001] and
the effect of interchanging the receiver polarity [Mollidor, 2008].
- Error estimates for TEM field data and systematic errors considered by the cali-
bration factor [Strack, 1992; Hördt & Scholl, 2004].
4.5.1 Deconvolution of transmitter ramp-function
A measured TEM response U ′(t) can be described as a convolution of the un-affected
true earth response U(t) and the transmitter system-response S(t):
U ′(t) = U(t) ∗ S(t). (4.1)
The receiver system-response is not considered for central loop TEM, since it is ex-
pected to behave linear in the time-range of data acquisition. Furthermore, U ′(t) is
recorded in absence of the primary field. For an instant transmitter current switch-off
at t = 0 the transmitter current function is a step and its time derivative is a δ-pulse
(impulse system response). However, due to the self-inductance of the TEM transmit-
ter loop, the current turn-off is not instant. The loop can be described as RLC circuit,
consisting of a resistor (R), a inductor (L) and a capacitor (C) [Helwig & Kozhevnikov,
2003]. The fastest turn-off is achieved in the critically damped case, but over the con-
ductive ground a complex interaction between loop and ground is present. According
to Lenz’ law the induced current system counteracts the current turn-off and a good
conductor theoretically increases the current turn-off time (Tr-time). The NT-20 sys-
tem is designed such that the turn-off ramp is linear in the optimal case [Zonge, 2002].
Only the current turn-off is evaluated because it is achieved faster than the turn-on
from a technical point of view. The ramp-time Tr depends primarily on the current and
the total cable resistance (depending on loop size, turns and cable diameter). For the
applied field configuration, the ramp time for the Tx-50 setup is 3.5 µs in NT and 49 -
56 µs in ZT-mode [Zonge, 2002]. For the larger Tx-100-setup Tr is 105 µs in ZT-mode.
The relation between a linear current turn-off function and the induced voltage was
42 Chapter 4 Field survey in Azraq, Jordan
described by Fitterman & Anderson [1987]. The current function I(t) for a current I0,
turned off at t = 0 s, is given through
I(t) = I0(1− t
Tr
), 0 < t < Tr. (4.2)
The measured induced voltage U ′(t) corresponds to the time derivative of the magnetic
field (impulse response). Accordingly, the time derivative of the transmitter current
function has to be calculated to obtain the corresponding transmitter system response
[Fitterman & Anderson, 1987]:
∂I(t)
∂t
=
−I0
Tr
, 0 < t < Tr, (4.3)
where ∂tI(t) is a boxcar function with width Tr. The measured response U ′(t) is ob-
tained by a convolution of ∂tI ′(t) = −1/Tr with the unaffected earth response U(t),
where I ′(t) is normalized to the current I0:
U ′(t) =
∫ t
−∞
∂I ′(t′)
∂t′
U(t− t′)dt′
= − 1
Tr
∫ Tr
0
U(t− t′)dt.′ (4.4)
In order to consider the effect of the non-zero turn-off time, the conventional approach
is to apply a joint inversion of both, the NT and ZT data sets and consider the turn-off
function when the synthetic response U(t) is computed [Fitterman & Anderson, 1987;
Raiche, 1984]. As Fitterman & Anderson [1987] suggested, the predicted data is con-
volved with the ramp-function at each inversion step according to equation (4.4). This
approach is used for the soundings on the mudflat, where only ZT-mode was used.
When data was recorded in both modes, the effect of the linear ramp is removed from
the NT and ZT soundings by applying a parameterized deconvolution of the measured
signal and the current turn-off function [Hanstein, 1992; Lange, 2003]. This is done
using the EADEC -algorithm by Lange [2003]. Subsequently, the NT and ZT data are
merged together to one long transient [Lange, 2003; Helwig et al., 2003].
In Fig. 4.5(a), the measured induced voltages at sounding A41 are compared for both
modes with the deconvolved data. The ramp-function only influences the early time
data points in the particular mode and the amplitude is weaker for a finite turn-off time.
According to Spies & Frischknecht [1991], the effect of the finite ramp is negligible for
acquisition times t greater than 30 ·Tr. Therefore, the ZT data plotted in Fig. 4.5(a) are
affected roughly until t = 1.5 ms. Despite the deconvolution, the ZT transient is below
the merged long transient. Hence, the ramp must be somewhat longer than actually
measured. For the sake of verification, the Marquardt inversion model obtained from
the joint inversion of the NT and ZT-mode data is compared with the inversion model
of the deconvolved and merged data. As shown in Fig. 4.5(b), both approaches achieve
comparable inversion results with marginal differences and slightly different data fit.
Combining NT & ZT-mode transients and data editing
Sometimes a shift between NT and ZT data is present, which might be caused by an
inaccurate transmitter current reading or slightly different calibration of both modes.
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Figure 4.5: (a) Comparison of non-deconvolved NT and ZT data (dark/light green), with
deconvolved ZT data (pink) and the deconvolved stitched NT/ZT data (red) for sounding A41.
The ZT noise floor is indicated in gray. (b) Comparison of the joint inversion model for NT
and ZT data (green) with the single inversion model of the deconvolved and stitched transient
(red). (c) NT and ZT data joined to one long transient for shifted (red) and un-shifted ZT
data (blue).
This is overcome by shifting the ZT transient to the level of the NT response and
removing the overlapping data. The merged transient should be smooth between adja-
cent data points. The merged NT and ZT data are displayed in Fig. 4.5(c) for zero shift
and for an optimal shift by a factor of 1.019, which produces the smoothest transition.
In a logarithmic scaled plot, the difference is only visible in large magnification.
Quite often oscillations are observed in the NT-mode early time records, which origi-
nate from an undesired oscillation of the current function due to insufficient damping
[Helwig & Kozhevnikov, 2003]. Such data points have to be removed from the tran-
sients. At late times the data is in general considered until the noise level prevails. For
the ZT a noise record is displayed in Fig. 4.5(b). The noise level was quite high for
sounding A41 with ηnoi ≈ 10−8 V/Am2.
4.5.2 Effect of receiver polarity
Often undesired effects occur in the late time stage of a recorded transients, which
might lead to false interpretations. Therefore, the accuracy of the GDP-32II at the
lower input voltage limit is of particular interest. The system allows for a maximum
input voltage of 5 V and the inbuilt analogue-digital-converter (ADC) has an effective
resolution of 13 Bit [Zonge, 2002]. Hence, the smallest resolvable measured signal is:
Umin =
5 V
213 · g ·G . (4.5)
G is the amplification/gain specified in the instrument settings and the factor g = 10 is
a fixed system gain used only in NT-mode. Gaidetzka et al. [2001] showed that in NT-
mode the late time signal can be amplified and improved by choosing a maximum gain
of G = 24 = 16, instead of using automatic gain mode. Nevertheless the signal might
be disturbed. In Fig. 4.6(a), two transients with Gain G = 1 and G = 16 are displayed,
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Figure 4.6: (a) Transients measured at sounding A1 in NT-mode with a 50 × 50 m2 trans-
mitter and a 10× 10 m2 receiver loop for a minimum gain (G=1, red) and a maximum gain
(G=16, blue). The lower input voltage limit Umin is plotted as dashed lines. (b) Transients for
a 200 × 200 m2 transmitter recorded once with a 50 × 50 m2 receiver loop (light/dark green)
and once with the TEM-3 induction coil (red/blue) for both receiver polarities pol-1/pol-2.
which were recorded at location A1. The recorded amplified transient is saturated at
early times, because the 5 V input limit is exceeded. However, at late stages it seems
to be improved compared to the un-amplified transient, which shows an unrealistic
voltage increase for the last 4 data points. Obviously this unrealistic response occurs
when the recorded voltage drops below the minimum voltage Umin, which is marked
as a dashed red line in Fig. 4.6(a). Since the error-bars are small and the data quality
seems good, this may lead to the false conclusion of a resistivity decrease with depth.
In order to define the reliable time range of a recorded transient, an additional data
set is recorded with interchanged receiver polarity at the GDP-32II system [Mollidor,
2008]. From a theoretical point of view, the measured signal should be exactly identi-
cal except for the sign. Although Zonge [2002] recommends only the measurement of
positive voltages (pol-1), it is safest to measure both polarities. The transients for both
polarities (pol-1 and pol-2) are displayed in Fig. 4.6(b) as light and dark green curves
for a 200 × 200 m2 transmitter loop and a 50 × 50 m2 receiver loop at sounding A68
on the mudflat2. In contrast to the pol-1 data, the pol-2 measurement results in an
unrealistic voltage decrease at late stages with a sign reversal. Therefore, pol-2 data
can be significantly misinterpreted as 2D/3D or even induced polarization effects, if
the data is not cut-off at late stages. A deviation of 5% between the pol-1 and pol-2
data is used as a cut-off criteria. For this example, the last 6 data points do not meet
the criterion and are removed.
In ZT-mode the Gain is set internally/automatically and the late stage data cannot
be improved by the system amplification. By using the TEM-3 coil instead of a single
turn wire-loop receiver, the polarity effect in the data recorded on the mudflat could be
minimized. In Fig. 4.6(b), both polarity data is displayed in red and blue for the con-
figuration using the TEM-3 coil. The late stage data coincides well and no systematic
deviation is visible. Although the effective receiver area is only increased by a factor
of four compared to the 50× 50 m2 receiver loop data, the late stage data is improved
by more than one decade of magnitude using the TEM-3 induction coil.
2This configuration was used only in a testing phase and afterwards a 100×100 m2 transmitter loop
with the TEM-3 coil was found best suitable considering signal strength and survey speed
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4.5.3 Error estimates for the TEM data
The GDP-32II allows different cycle frequencies or repetition rates fc. One cycle con-
tains two current turn-off steps, one from positive current I+0 to zero and one from I
−
0
to zero. The utilized cycle frequency defines the off-time of the transmitter and the last
recorded time-point tmax (cf. Fig. 2.2, section 2.3). A maximum amount of c = 2048
cycles can be recorded, which are internally stacked [Zonge, 2002]. By stacking the
transients the signal to noise ratio S/N is reduced according to:
S
N
=
√
n
S0
N0
. (4.6)
Where S0/N0 is the signal/noise ratio of one single record and n is the number of
stacks. Internally the GDP-32II system calculates the mean of all cycles and stores the
record/transient as a separate block. Since the instrument does not provide a stacking
error from the stacked cycles, between 20 − 40 separate blocks with 1024 cycles each
and a high cycle frequency of fc = 32 Hz (tmax = 6.07 ms) were recorded in the field.
In order to obtain longer transients, fc was decreased to 1 Hz (tmax = 193.5 ms) on the
mudflat. For the sake of survey speed, 40 blocks with 64 cycles each were found to be
sufficient regarding the signal quality.
To get an impression of the distribution of all data points, a histogram is displayed
in Fig. 4.7(a) for all Tx-50 sounding data. The corresponding QQ-plot is shown in
Fig. 4.7(b). It should be noted that the data is by no means Gaussian distributed.
Stacking error
From the recorded blocks the mean induced voltage and the stacking error is calcu-
lated. This is done by a robust stacking of the blocks, where only 50% of all blocks
are used at each sounding [Koch, 2003]. A histogram of the absolute stacking error
is shown in Fig. 4.7(c) for all Tx-50 sounding data of the complete survey. The corre-
sponding QQ-plot of the data errors is displayed in Fig. 4.7(d). Except for the largest
and smallest errors they follow approximately a normal distribution. If un-correlated
data errors are assumed, the least square estimator described in chapter 3 is known to
be optimal (Gauss Markov theorem). In Fig. 4.7(e), the obtained percentage stacking
error is plotted versus the acquisition time. The stacking error is often around 0.1%
or even less, particularly for early times. These small measurement errors are unreal-
istic because they only reflect the instrument error and not the geological uncertainty
(e.g. non 1D environment, anisotropy etc; cf. [Spies & Frischknecht, 1991]). Therefore,
they are not suitable for an error-weighted inversion scheme. The cost function and
the resulting χ-value will exhibit large values and the obtained models will be simply
over-interpreted regarding reliability. Moreover, neighboring sounding locations would
be treated different in the inversion and have significantly different data fits. In order
not to underestimate the percentage error, a value of 1.6% is defined as the minimum
relative error for all data points using the Tx-50 and Tx-100 setups, i.e. smaller errors
are set to that value. In Fig. 4.7(f), the absolute data errors δdobs are plotted against
the measured data dobs. The red line is calculated according to
δd = δd,% · dobs + ηnoi,
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Figure 4.7: Distribution of all Tx-50 sounding data and stacking errors. (a) Histogram of
all data points and (b) corresponding QQ-plot. (c) Histogram of all stacking errors δdobs and
(d) corresponding QQ-plot. (e) Percentage stacking errors plotted vs. the acquisition time t.
(f) Absolute stacking error plotted against the observed data.
where δd,% = 0.016 is the assumed percentage error and ηnoi = 5 · 10−10 V/Am2 is a
typical noise floor. For high voltages the obtained absolute stacking errors tend to be
very small and are mostly distributed beneath the red line. The noise level ηnoi prevails
for small voltages. The red line is roughly an upper envelope of the data error up to
around dobs ≈ 10−5 V/Am2. Therefore, a minimum relative error of 1.6% seems to be a
reasonable estimate. With the above estimate the total measurement errors used for the
inversion range between 1.6% for the earliest acquisition times and roughly 20% for the
very latest times. This is a suitable range for an error weighted inversion. Nevertheless,
it should be noted that determining a realistic error estimate for TEM sounding data
is a difficult task.
For comparison the distribution of the Tx-100 sounding data and their corresponding
stacking errors are presented in a similar manner as above in Fig.A.3 in the appendix.
4.6 The TEM field data 47
In order to validate the TEM results, ERT measurements were performed on Profile A.
The ERT data is edited visually for data outliers. Data points with high instrument
stacking errors are removed from the apparent resistivity pseudosections. The ERT
measurement errors are estimated according to Gaussian error statistics taking the
instrument stacking error, the voltage error, the geological noise and the geometrical
error into account [Günther, 2004]. The estimated ERT measurement errors generally
range between 2 and 4%. The ERT data sections are displayed in Fig.A.19.
Calibration factor
The calibration factor (CF ) is widely used in LOTEM surveys, where a grounded
bipole source is used. Near surface inhomogeneities close to the transmitter electrodes
or electrode coupling problems may cause a constant shift on the response [Hördt &
Scholl, 2004; Strack, 1992]. However, inductive loop sources do not possess a constant
shift such as galvanic grounded sources do. For TEM an additional error occurs, if the
system is not well calibrated and/or the transmitter/receiver setup is not accurately
installed. For example calibration factor values, of CF = 0.9− 1.01 are easily justified
by a 1 m2 inaccuracy of a 10×10 m2 receiver loop. Usually the size of both, transmitter
and receiver, are not exact and the receiver loop might be also slightly displaced within
the transmitter loop. An inexact current reading from the instrument also causes a
constant shift of the data. In order to take these systematic errors or constant shift
effects into account the calibration factor CF is included as a free parameter into the
inversion process, which acts as an multiplier to the predicted data. For the field data
CF ranges mostly between CF = 0.98 and 1.02.
4.6 The TEM field data
Different approaches are used to visualize the TEM field data recorded along both
profiles, A and B. Often the induced voltage is displayed because the inversion, either
1D or 2D, is performed using Uind. Hence, the data fit is calculated according to Uind
(for χ and RMS calculation see section 3.1.3). Another reason is that Uind is the
measured physical quantity and reflects the data quality best in terms of signal to
noise ratio and resolvable signal magnitude. However, Uind varies over several decades
of magnitude and is, therefore, difficult to visualize. The common transformation to
late time apparent resistivity ρa,lt reduces the dynamic range and gives a first idea
of the subsurface structure [Raiche, 1983]. The approximation does not reflect the
subsurface for early times and has to be interpreted carefully. However, since a resistor
is expected at depth in the survey area, the visualization using ρa,lt is particularly
useful. By calculating the first order time derivative of ρa,lt a resistivity increase at late
times is visualized by a positive value of
∂t˜ρ˜a,lt(t) =
t
ρ
∂tρa,lt(t). (4.7)
It has to be noted, that the factor t/ρ occurs because the derivative is calculated with
respect to the logarithmically transformed values ρ˜a,lt =log10(ρa,lt) and t˜ =log10(t). In
contrast to the late time transformation, the early time transformation ρa,et does not
reduce the dynamic range of the transient. Moreover it is valid only for the earliest
48 Chapter 4 Field survey in Azraq, Jordan
times, which often does not correspond to the subsurface depth of interest. Neverthe-
less, ρa,et is useful to get an idea of the shallow subsurface resistivity and to derive
a-priori information. The transition from early to late time behavior takes place over
a wide time-range. In general, it is difficult to define validity limits for the approxi-
mations [Spies & Frischknecht, 1991]. The limits can be estimated from the induction
number β for an assumed subsurface resistivity. In the transition both approximations
do not reflect the true earth resistivities at all. For the ρa,et/ρa,lt equations and further
discussion regarding both approximations refer to section 2.3.1.
4.6.1 Profile A, northern part: Tx-50 sounding data
A total of 74 soundings were recorded along profile A using the 50× 50 m2 transmitter
loop and the single turn 10×10 m2 receiver loop (Tx-50 setup). Three selected soundings
are displayed in Fig. 4.8 as induced voltage Uind as well as ρa,lt and ρa,et. The soundings
A06 and A27, obtained on the AQ formation in the northern part of profile A, indicate
an apparent resistivity increase starting at approximately t = 10−4 s. Those parts of
the transients are highlighted by a blue box in Fig. 4.8. The ρa,lt increase is supported
by around one decade of time. Sounding A06 is located 150 m away from the basalt
outcrops (see the geological map in Fig. 4.2(a)). It shows an even more significant and
earlier occurrence of the ρa,lt increase than sounding A27. For sounding A59 on the
mudflat the signal strength is increased at late times and the transients are recorded
up to t = 2·10−2 s. The transients are around one decade longer than those obtained on
the AQ formation. A resistivity increase below the mudflat sediments, as it is suggested
by the geological cross-section in Fig. 4.2(b), is not supported by the ρa,lt behavior at
late times. Moreover, ρa,lt tends towards 0.2− 0.3 Ωm halfspace resistivity.
The ρa,lt data is plotted in Fig. 4.9(a) as a colorcoded pseudosection and gives an
impression of the data variation along the profile. First of all, a characteristic change
in the data occurs around sounding A37. At sounding A42, which is the expected
position of the Al Bayda fault, the ρa,lt values are significantly decreased below 1 Ωm
at late times. Furthermore, due to the increased signal strength, the recorded time
range is longer. The data is laterally continuous and no obvious outliers are present.
In particular, the data in the transition zone is smooth.
In order to visualize the resistor at depth in the data, the first order time derivative
is calculated from the ρa,lt data with equation (4.7) and is plotted as a colorcoded
section in Fig. 4.9(b). Up to sounding A37, data in the last decade of time of each
sounding exhibit a positive slope of the ρa,lt values. The point of inflection is smooth
and consistent along the profile and appears at around t = 10−4 s. From A37 onwards,
the point of inflection shifts to later times and the increase of ρa,lt is supported only
by a few data points. It disappears almost completely southwest of sounding A53.
4.6.2 Profile A, southern part: Tx-100 sounding data
In the second survey profile A was re-investigated from sounding A47 onwards. The
larger 100 × 100 m2 transmitter loop with the TEM-3 induction coil receiver (Tx-100
setup) was used in order to resolve the resistor below the mudflat sediments. The data
obtained for soundings A*47, A*59 and A*80 are displayed in Fig. 4.10. Note that data
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Figure 4.8: Field data obtained along profile A with the Tx-50 setup for soundings (a) A06,
(b) A27 and (c) A59. Uind is drawn in black, ρa,lt and ρa,et are marked both red. The ρa,lt
increase is hemmed blue.
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Figure 4.9: Field data obtained along profile A with the Tx-50 setup. (a) The ρa,lt values
are plotted for each sounding along the profile. (b) First order time derivative of ρa,lt for
each sounding. A positive value of ∂tρa,lt is colorcoded in blue. The Al Bayda fault is expected
around sounding A42. The Tx-50 sounding locations are marked as black circles.
recorded with Tx-100 setup are marked with an asterisk, e.g. A*47. The increase of
the ρa,lt values at late times is significant for all three soundings. The comparison of
sounding A*59 in Fig. 4.10(b) with the Tx-50 sounding A59 in Fig. 4.8(c) illustrates
the benefit of the larger Tx-100 setup. A clear ρa,lt increase is visible at late times. In
Fig. 4.11(a), the ρa,lt data is presented as a colorcoded section. The transition between
soundings recorded with the larger and the smaller setup is discontinuous, due to
the different transmitter size and transmitter delay times. Furthermore, the transients
begin at times slightly later than t = 10−4 s, because only ZT-mode data were recorded.
However, the first order time derivative of ρa,lt in Fig. 4.11(b) illustrates the benefit
of the larger setup. The point of inflection to a positive slope of ρa,lt is smooth and
continuous along the profile. Between 5 and 10 late time data points at each sounding
support the ρa,lt increase. Although the ρa,lt increase is not that significant for a few
soundings, the continuity (of the ρa,lt increase) validates it. Between sounding A*57
and A*62 the point of inflection occurs latest in time, which indicates that the resistor
at depth might be located deepest in that zone.
For the sake of completeness, all soundings obtained along profile A with the Tx-50
and Tx-100 setup are presented in appendix A.5.
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Figure 4.10: Field data obtained along profile A with the Tx-100 setup for soundings (a)
A*47, (b) A*59 and (c) A*80. Uind is drawn in black, ρa,lt and ρa,et are marked both red. The
ρa,lt increase is hemmed blue.
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Figure 4.11: Field data obtained along profile A with the Tx-50 and Tx-100 setup between
A27 and A*80. (a) The ρa,lt values are plotted for each sounding along the profile. (b) First
order time derivative of ρa,lt for each sounding. Positive values of ∂tρa,lt are colorcoded in
blue. The Al Bayda fault is expected around sounding A42. The Tx-100 sounding locations are
marked as red circles and the Tx-50 are marked black.
4.6.3 Profile B: Tx-50 and Tx-100 sounding data
A total of 47 soundings were recorded along profile B. The 50×50 m2 transmitter with
the single turn 10×10 m2 receiver loop (Tx-50 setup) were used for 27 soundings. This
profile was also re-investigated during the second survey and 20 additional soundings
were recorded using the Tx-100 setup with the TEM-3 receiver coil. With the larger
TEM setup the profile was extended up to 5 km length and gaps were filled.
The data recorded at sounding B1, B*31 and B*47 with the Tx-100 setup are presented
in Fig. 4.12(a-c). The late time apparent resistivity increase is significant for all three
soundings, but strongest for sounding B*31. In Fig. 4.13, all soundings for profile B are
presented in a similar manner as for profile A in Fig. 4.11. From the colorcoded ρa,lt
section in Fig. 4.13(a), it can be seen that the transition to the very low subsurface
resistivities appears around sounding B9. At that sounding a strong lateral change in
the data characteristic is present. According to the geological map in Fig. 4.2(a), the
Qaisiyeh fault is expected around sounding B*18. The first order time derivative of
4.7 One-dimensional TEM inversion results 51
10
−6
10
−5
10
−4
10
−3
10
−2
10
−8
10
−7
10
−6
10
−5
10
−4
10
−3
t / s
U
in
d
/ 
V
/A
m
2
B1, x=0 m, Tx: 50
2
m
2
, Rx: 10
2
m
2
10
−1
10
0
10
1
10
2
ρ
a
/ 
Ω
m
U
ind
ρ
a,lt
ρ
a,et
(a)
10
−4
10
−3
10
−2
10
−1
10
−11
10
−10
10
−9
10
−8
10
−7
10
−6
10
−5
t / s
U
in
d
/ 
V
/A
m
2
B*31, x=2310 m, Tx: 100
2
m
2
, Rx: Tem−3
10
−1
10
0
10
1
10
2
ρ
a
/ 
Ω
m
U
ind
ρ
a,lt
ρ
a,et
(b)
10
−4
10
−3
10
−2
10
−1
10
0
10
−11
10
−10
10
−9
10
−8
10
−7
10
−6
10
−5
t / s
U
in
d
/ 
V
/A
m
2
B*47, x=4910 m, Tx: 100
2
m
2
, Rx: Tem−3
10
−1
10
0
10
1
10
2
ρ
a
/ 
Ω
m
U
ind
ρ
a,lt
ρ
a,et
(c)
Figure 4.12: Field data obtained along profile B. (a) B1 was recorded with the Tx-50 setup.
For (b) B*31 and (c) B*47 the Tx-100 setup was used. Uind is drawn in black, ρa,lt and ρa,et
are marked both red. The ρa,lt increase is hemmed blue.
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Figure 4.13: Field data obtained along profile B with the Tx-50 and Tx-100 setup. (a) The
ρa,lt values are plotted for each sounding along the profile. (b) First order time derivative of
ρa,lt for each sounding. Positive values of ∂tρa,lt are colorcoded in blue. The Qaisiyeh fault
is expected around sounding B*18. The Tx-100 sounding locations are marked as red circles,
whereas the Tx-50 soundings are drawn black.
ρa,lt is displayed in Fig. 4.13(b) and visualizes the ρa,lt increase at late times. Southeast
of B12, the soundings recorded only with the Tx-50 setup do not support the apparent
resistivity increase and tend towards 0.2 to 0.3 Ωm halfspace resistivity. Considering
also the Tx-100 setup, there are two zones, B13–B17 and B21–B24, where the ρa,lt
increase is marginal. For all other soundings (recorded with the Tx-100 setup and
marked by red dots in 4.13(b)) the ρa,lt increase is in general significant. Note that
profile A and B cross each other at sounding B*38 and A*72, respectively.
For the sake of completeness, all soundings obtained along profile B are presented in
appendix A.6.
4.7 One-dimensional TEM inversion results
The field data for both profiles A and B is interpreted using conventional 1D Mar-
quardt and Occam inversion techniques. Moreover, the quality of the inversion results
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is appraised by parameter importances and equivalent modeling. These techniques are
briefly discussed in chapter 3.
Due to the two-parted field survey and for comparison with the 2D forward and in-
verse modeling presented in the forthcoming chapter 5 and chapter 6, the geoelectrical
interpretation of profile A is split into two parts. At first, the geoelectrical models
obtained on profile A are interpreted for the data recorded with the Tx-50 setup. Sub-
sequently, the Tx-100 soundings are included and the geoelectrical interpretation is
done for soundings A27 to A*80, where the focus is to resolve the base below the high
conductive mudflat. Profile B is interpreted using both configurations along the profile.
Note that in the following illustrations, those soundings which are recorded with the
Tx-100 setup are denoted with an asterisk, e.g. A*47 and B*47. Their locations are
marked with red dots along each profile line. In general, the quasi 2D resistivity-depth
are presented for the Occam R1 and Marquardt inversions. For comparison, the Oc-
cam R2 sections are compiled in Fig.A.16.
1D Occam inversion
The 1D Occam inversion is done for a pre-defined number of layers. Here, 30 layers
are used with logarithmically equidistant layer thicknesses. The amount of layers is
chosen more or less arbitrary, but under-parameterization should be avoided in any
case. The upper and lower layer bounds are derived from the skin depth δFD discussed
in section 2.2.2. It is recommended to use approximately 1/3 · δFD,min as the minimum
layer thickness and 3·δFD,max as depth of the last layer. In the survey area the resistivity
varies from 0.3 Ωm on the mudflat to around 100 Ωm on the basalt formation. For
comparability of the inversion models an identical parameterization is used for all
soundings. In order to consider the two significantly different subsurface zones along
the profiles, ∆min = 1 m and ∆max = 300 m are used as the first layer thickness and
last layer depth. These limits are suitable for a sufficient model parameterization.
1D Marquardt inversion
The Marquardt inversion is useful to derive a model with a minimum amount of layers
and distinct non-smooth boundaries. The number of initial layers is derived from the
Occam models. Three layers are sufficient for most of the soundings along both profiles.
However, in the transition zone from moderate to very low resistive subsurface a four
layer initial model is used, which significantly improves the data fit. In order to minimize
the influence of a-priori information each layer is given the same initial resistivity.
Generally, 10 Ωm is selected on the AQ formation and 1 Ωm on the high conductive
mudflat for the Tx-50 soundings. The quality/ambiguity of the Marquardt inversion
models is estimated from equivalent models and parameter importances. In general, the
equivalent models reflect the model uncertainty better than the parameter importances.
It is well known, that the Marquardt inversion depends on the starting model [Meju,
1994]. Therefore, the Tx-100 soundings obtained on the mudflat are inverted using
approximate starting model resistivities, which are derived from the 1D Occam models.
Otherwise, it turned out that the late time data was not fitted satisfactory for some
soundings.
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4.7.1 Correlation with lithological borehole data
Lithological borehole data are available from a bentonite drilling project in the Azraq
area [Ibrahim, 1996; Ala’li, 1993]. The derived 1D electrical models are validated and
correlated with the lithological data from two specified boreholes.
AQ/basalt formation: Borehole BT-1
Borehole BT-1 is located in approximately 500 m distance to sounding A14 in the
northeastern part of profile A, where the sediments of the AQ formation cover the basalt
(cf. Fig. 4.2(a)). Vertical electric sounding (VES) data is extracted at sounding A14
from the 2D ERT pseudosection and used for the 1D inversion. Both, ERT and TEM,
1D models displayed in Fig. 4.14(a,b) are in good agreement within their equivalent
models. However, the ERT model shows larger equivalences for both, the resistivity
and depth, than the TEM model. Borehole BT-1 is shown in Fig. 4.14(c) and leads to
the following correlation with the electrical models:
- The topmost 9 m of BT-1 consists of a clay layer intermixed with evaporates,
pieces of limestone, chert, gravel and plant roots. The resistivity for that layer
ranges between 10 and 20 Ωm in the corresponding electrical models. The second
layer consist mostly of soft clay and exhibits a slightly lower resistivity of approx-
imately 3− 8 Ωm. These shallow sediments belong to the AQ formation and are
known to be highly variable in their lithology [Ibrahim, 1996]. As discussed in
section 2.1, the electrical resistivity depends significantly on the water content.
Wet clay can have resistivities around 3 Ωm. The depth to the water table ranges
between 5 − 25 m on the AQ formation and is not known exactly for borehole
BT-1. Therefore, the upper 9 m might be dry, whereas the second layer might
show a decreased resistivity due to the water content.
- The top of the basalt layer occurs in a depth of 17 m. The resistivity ranges from
around 40 to 100 Ωm in the corresponding 1D models. The basalt is known as
a good fresh water aquifer and most likely saturated. Therefore, the basalt can
have comparably low resistivities. The depth of the basalt is the target of the
geophysical investigation in the northern part of profile A and western part of
profile B.
For further comparison and validation borehole lithological data for BT-20 and BT-24
are shown in Fig.A.1. The lithology is basically the same as for BT-1, except that
BT-24 was obviously not drilled into the basalt. Boreholes AZ-9 and AZ-13 are taken
from El-Waheidi et al. [1992] and are displayed in Fig.A.1, too. They are located in
the vicinity of profile B towards the northwestern mudflat boundary. Both show the
URC chert limestone layer in a depth between 30 and 60 m. All boreholes are marked
on the map in Fig. 4.2(a).
Mudflat formation: Borehole BT-49
Lithological data from borehole BT-49 is used to validate the sounding results ob-
tained on the mudflat. It is located in approximately 500 m distance to sounding A65
(Fig. 4.2(a)). BT-49 shows layers of hyper-saline gypsiferous clay, soft clay, silty clay
and thick layers of diatomite down to a depth of 70 m [Ala’li, 1993]. According to the
derived TEM model, at sounding A65 in Fig. 4.14(e) the resistivity for these layers is
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Figure 4.14: Comparison of 1D electrical models with lithological borehole data. 1D inversion
results obtained at sounding location A14 for (a) extracted VES/ERT and (b) TEM data.
Lithological data derived from boreholes (c) BT-1 on the AQ/basalt formation and (d) BT-49
on the mudflat. In (e) the 1D TEM inversion result is displayed for sounding A65, which is
closest to borehole BT-49. All locations are marked on the geological map in Fig. 4.2(a).
around 0.3 Ωm. This exceptional low resistivity is caused by hyper-saline groundwater
with resistivity less than 0.3 Ωm [El-Naqa, 2010]. The water table on the mudflat is
very shallow (often less than 1 m below surface). At a depth of 65 − 70 m a slight
increase of the resistivity to around 1− 2 Ωm is observed in the model. The interface
matches the drilling depth of the borehole. Most probably the resistivity increase co-
incides with the base below the mudflat sediments, which is the target to resolve with
the soundings recorded on the mudflat. The base is referred to as the URC-formation,
which consists of chert and limestone. The outcrops of this formation are present in
the northeastern and southwestern part of the area [Ibrahim, 1996].
The correlation with the lithological borehole data demonstrates the overall consis-
tency and reliability of the derived resistivity-depth sections for both transects, which
are presented in the following. Moreover it shows, that both applied methods, TEM
and ERT, are suitable for the investigation of such geological targets.
4.7.2 Shallow investigations along Profile A, northern part: Tx-
50 sounding data
Five selected 1D models, derived from the Tx-50 sounding data along profile A, are
displayed in Fig. 4.15. Their locations are marked on the geological map in Fig. 4.2(a).
All models have in common that the moderate resistive top surface layer (around
10 − 20 Ωm) is followed by a mostly thin, less resistive layer and again by a resistor.
Sounding A41 exhibits significantly decreased resistivities compared to the other sound-
ings in Fig. 4.15. The models are consistent and in good agreement with the previously
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Figure 4.15: 1D inversion results for selected soundings (A05, A7, A17, A32 and A41)
obtained along profile A with the Tx-50 setup. Marquardt models (MQ) are denoted in black
and the Occam R1 and R2 in red and blue, respectively. The equivalent models (EQUI) are
displayed in light gray. The doi after Spies [1989] is marked as a yellow line. The layer depth-
and resistivity-importances are displayed in red and black, respectively. The χ value is given
in the legend of each model.
described lithological data, particularly of borehole BT-1 in Fig. 4.14(c). Especially, the
top of the basalt layer is evident in all soundings.
2D resistivity-depth section
Subsequently the derived 1D models are stitched together to a quasi 2D resistivity-
depth section for all soundings along profile A. The 2D sections for the Marquardt and
Occam R1 models are presented in Fig. 4.16(a,b). Both resistivity-depth sections are
in good agreement and validate each other. The corresponding data fitting is plotted
for each sounding along the profile line in Fig. 4.16(c). The global fitting is almost
optimal with χ = 1.3 for all Marquardt models and slightly over fitted with χ = 0.92
for the Occam R1 models. According to the sections displayed in Fig. 4.16(a,b), the
subsurface exhibits moderate resistivities for soundings A01–A37. A three layer case
is present with a slightly more resistive overburden, followed by a good conductor and
a resistor at depth. The first layer exhibits resistivities around 10 Ωm and obviously
corresponds to sediments of the AQ formation, which are known to be geologically
highly variable [Ibrahim, 1996]. Along the profile the layer occurs to be continuous.
The relative thin conductive layer below is also continuous and exhibits resistivities
around 5 Ωm. According to the lithological data, this might correspond to a soft (maybe
wet) clay layer. Beneath that layer the basalt appears with resistivities mostly around
20 − 100 Ωm, although the upper bound is naturally not resolved well by the TEM
method. Between sounding A05 and A41 the top of the resistive basalt slopes down
by roughly 20 m depth, which becomes clearest from the 1D models in Fig. 4.15(a-d).
Furthermore, the resistivity of the basalt layer slightly decreases towards the edges of
the conductive mudflat sediments, which might be due to increasing salinity of the
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groundwater.
The transition zone from moderate to very low resistivities occurs between sounding
A37 and A42. This is probably a mixing zone from fresh to brackish water bearing
layers to the hyper saline and saturated clay sediments. The resistivity decrease in
lateral direction is significant. The hyper saline mudflat sediments have a resistivity
around 0.3 Ωm and the water table is shallow. The doi is plotted as a black dashed
line in Fig. 4.16(a,b) and is around 50− 60 m for the Tx-50 setup.
Southwest of sounding A39 the resistive basalt layer seems to continue until sounding
A52. According to the geological cross-section in Fig. 4.2(b) the basalt is interrupted
at the Al Bayda fault, which is roughly at sounding A42. However, the TEM results
suggest that a resistor is present at depths further southwest of A39. This is more
obvious when comparing the results of the Tx-50 setup data with the Tx-100 setup
data further below in section 4.7.4.
Equivalent models and parameter importances
In order to get an impression of the quality of the 1D stitched Marquardt models,
the layer depth and resistivity importances are plotted as a colorcoded section in
Fig. 4.16(d). The resistivities and layer depths are mostly resolved well with impor-
tance values above 0.8. However, between sounding A39 and A52 the resistivity of the
base layer is not resolved. In contrast to that, the depth of the interface is well re-
solved in this zone. As shown previously in the Tx-50 ∂tρa,lt data-section in Fig. 4.9(b),
the resistor is supported only by very few data points in this zone. Furthermore, the
equivalent models for sounding A41 (cf. Fig. 4.15(d)) indicate a large equivalence for
the last layer with resistivities between 4 and 100 Ωm. Moreover, the Occam R1 and
R2 models in Fig. 4.15(d) differ slightly below the interface at a depth of roughly 40 m.
The doi is marked as a yellow line and is only slightly deeper than the depth of the
interface.
The resistivity of the relative thin conductive layer is also not that well resolved in
some areas along the profile, e.g. between sounding A27 and A36. The importances
range from 0.4 to 0.7. Taking a closer look at the equivalent models in Fig. 4.15(a-d),
it is clear that for a thin conductive layer the equivalence increases. In general, it is
not possible to resolve the resistivity and the thickness of a thin conductive layer sepa-
rately. Moreover, the conductance is resolved, which is the product of conductivity and
thickness [Nabighian & Macnae, 1991].
Conductor below the basalt
Although the Occam R1 and Marquardt 2D stitched sections match well, some devia-
tions are visible for the deep parts between A01 and A23. According to the 1D Occam
models in Fig. 4.15(a-c) the resistivity decreases again at depth. The 2D stitched Oc-
cam R1 models in Fig. 4.9(a) show the same behavior for a large number of soundings.
This is not supported by the Marquardt models as the resolution below the basalt
layer is very poor. Nevertheless, it is possible that below the basalt a good conductor
appears again. In order to validate this, sounding A12 and A25 were re-investigated
using the Tx-100 setup. A 1D joint inversion is performed for the data-sets, which were
recorded using both setups. The derived 1D models show a conductor below the basalt
in a depth between 60−100 m. Unfortunately, the data quality of sounding A25 is very
poor at late times compared to sounding A12, which exhibits very good data quality.
Both derived 1D models, the data and fitting are presented in Fig.A.4. For comparison,
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Figure 4.16: 1D inversion results derived solely from the Tx-50 soundings and stitched to-
gether as a 2D resistivity-depth section along profile A. (a) Occam R1 models, (b) Marquardt
models. (c) Data fitting (χ) for each sounding along the profile. (d) Layer depth and resis-
tivity importances plotted as a colorcoded section. (e) 2D ERT inversion results, where ert-a1
to ert-a5 are patched together. Note that the same color-scale is used for the ERT and TEM
sections. The Tx-50 sounding locations are marked as black dots above the model. Locations
where Tx-100 setup was used are marked red. The doi is denoted as a dashed line in (a) and
(b). The blue line denotes the topography.
Kaudse [2014] reported a basalt thickness between 40− 100 m for the AWSA well field
litholog. The AWSA well field is located approximately 7 km northwest of the profile A
(cf. Fig. 4.2(a)). However, the structure below the basalt is not further discussed, since
it is out of the scope of this thesis.
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Short summary: northern part of profile A
From the Tx-50 soundings the objectives stated in section 4.3 are already partly
achieved. The overall subsurface resistivity structure is clearly detected. Particularly
the depth down to the basalt in the northern part of profile A seems evident. The re-
sistivity of the basalt is around 50 Ωm and slightly decreases towards southwest. This
might be due to the increasing groundwater salinity as shown on the map in Fig. 4.4(b).
The shallow transition zone from moderate to low subsurface resistivities around the
Al Bayda fault is detected. This is expected to be a mixing zone from fresh to brackish
and saline groundwater. It occurs between A37 and A42. However, the depth of the
base below the mudflat, southwest of A53, is not resolved at all with the Tx-50 setup.
Therefore, the mudflat was re-investigated with the Tx-100 setup. The results for pro-
file A are discussed in the following section 4.7.4.
The lateral structure varies significantly in the transition zone between sounding A37
and A42. A 1D interpretation might be an inadequate approach for such lateral subsur-
face contrasts. Therefore, in section 5.5 a 2D model is derived from the resistivity-depth
section to explain the field data between sounding A27 and A59. Furthermore, a 2D
modeling study is performed by variation of the basalt layer in the transition zone.
4.7.3 Validation of TEM results by 2D ERT along profile A
As already mentioned previously in section 4.4, ERT data was recorded in the northern
part of profile A for verification of the TEM results. The ERT data is inverted in 2D
using a second order smoothness constraint inversion algorithm [Günther, 2004]. The
regularization parameter is determined automatically in each inversion iteration by the
L-curve criterion [Hansen & O’Leary, 1993]. The zones in the models, which are not
supported by the data, are masked according to the coverage.
The ERT profiles (ert-a1 to ert-a5) are plotted along Profile A in Fig. 4.16(e). In general,
the 1D stitched TEM results match the ERT sections quite well. The basalt stream
is well detected for the larger Wenner arrays (ert-a1, ert-a4 and ert-a5). Here, the
overlying clay layer is slightly more resistive than in the stitched TEM models in
Fig. 4.16(a) and (b). The transition zone is visible at around x = 3000 m along the
profile line. Therefore, the continuation of the basalt southwest of the Al Bayda fault
is unclear from the ERT models. The ERT profiles are fitted with a χ ranging from
2.9−3.2. A quite low resistive shallow subsurface zone is visible for profile ert-a3, which
is partly also indicated in the 2D TEM section (cf. Fig. 4.16(a,b)). According to the
geological map in Fig. 4.2(a), this zone is partly covered by alluvial sediments. The 2D
ERT inversion results are displayed on a larger scale in Fig.A.18 in the appendix. The
corresponding ERT field data pseudosections are displayed in Fig.A.19.
4.7.4 Deeper investigations along Profile A, southern part: Tx-
100 sounding data
In order to resolve the depth of the mudflat sediments, profile A and B were re-
investigated in a second survey using the larger Tx-100 setup. The first order time
derivative of ρa,lt presented in Fig. 4.11(b) visualizes the resistivity increase at depth
and the benefit of using that setup. For most soundings on the mudflat, five to ten
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Figure 4.17: 1D inversion results for selected soundings (A*49, A*61, A*67, A*72, A*76)
obtained along profile A with the Tx-100 setup. Marquardt models (MQ) are denoted in black.
Occam R1 and R2 in red and blue, respectively. The equivalent models (EQUI) are displayed
in light gray. The doi after Spies [1989] is marked as a yellow line. The layer depth and
resistivity importances are displayed red and black, respectively. The χ value is given in the
legend of each model.
data points show the ρa,lt increase and indicate a resistor at depth.
1D Marquardt and Occam R1/R2 inversion results are displayed in Fig. 4.17 for five
selected soundings recorded with the Tx-100 setup. All five 1D models show a resistive
interface at depth. Moreover, they are consistent and in good agreement with litholog-
ical borehole data. Particularly A*61–A*76 are comparable to BT-49 (cf. Fig. 4.14(d)).
Sounding A*47 is located closest to the northern edge of the mudflat, where the depth
of the base layer is around 40 m deep. At sounding A*61 the depth of the interface is
increased to roughly 100 m. The depth is again decreased to z ≈ 40 m for sounding
A*76 close to the southwestern edge of the mudflat. The doi for the models varies
roughly between 70−130 m and coincides quite well with the depth, where the Occam
R1/R2 models diverge.
2D resistivity-depth sections
The 1D Marquardt and Occam R1 models are stitched together as 2D sections pre-
sented in Fig. 4.18(a,b), respectively. The overall structure of the Occam R1 and Mar-
quardt sections is matching well. The continuation of the resistive structure until sound-
ing A56 is evident by including the Tx-100 soundings. Most likely the basalt continues
until sounding A*56 and covers the URC formation. Obviously it is not interrupted
at the Al Bayda fault, which is expected around sounding A42. Southwest of sound-
ing A56 the resistor slopes downwards quite abrupt. This finding suggests that the
Al Bayda fault zone extends over 700 m between A42 and A56, which was not clear
from the prior geological information. Between sounding A*57 and A*62 the mudflat
reaches its deepest point at around 100 m depth. It slightly slopes upwards to roughly
60 m depth southwest of A*62. According to the geological information the base is
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the URC-chert-limestone formation, which outcrops in the northeast and southwest of
the area. The upward slope towards southwest is expected to be caused by tectonic
lowering of the base at the Al Bayda fault [Ibrahim, 1996]. This is also in agreement
with the geological cross-section in Fig. 4.2(b).
In order to avoid misunderstanding, it should be noted that the resistivity of the base
layer in the quasi 2D Marquardt section has quite continuous resistivity values around
ρ ≈ 20 Ωm (cf. Fig. 4.18). This is due to the starting models, which were used for
the 1D inversion. To obtain a continuous resistivity-depth section, a 1D Marquardt
inversion is performed first for sounding A27 located furthest northeast. This derived
model is then used as the starting model for the inversion of the data at sounding
A28. By successive application, this causes the resistivity of the base layer to become
continuous. This approach is only used for the quasi resistivity-depth section and not
for the 1D models displayed in Fig. 4.17. Furthermore, it has to be noted that several
soundings, particularly on the mudflat, are intentionally overfitted with χ ≈ 0.5. The
fit of each sounding along the profile is displayed in Fig. 4.18(c). A value of χ = 0.5
is used as threshold to terminate the inversion. This is done because a few soundings
exhibit larger errors at late times. Since the late time apparent resistivity increase is
continuous and consistent for all Tx-100 soundings, it seems evident even if larger data
errors are partly present (see the ρa,lt data section in Fig. 4.11(b)). Moreover, the ρa,lt
increase is certainly not a instrument bug because always both receiver polarities were
measured and in good agreement. For comparison see section 4.5.2. However, to obtain
also the models which are not overfitted, a threshold of χ ≤ 1 is used for the Mar-
quardt equivalent modeling. Therefore, the equivalent models indeed reflect the model
uncertainty with respect to the data errors. For a comparison, all 1D inversion results
are given in the appendix.A.7.
Equivalent models and parameter importances
The resistivity of the base is not resolved very well between A40 and A*80. This is
evident from the importances displayed in Fig. 4.18(d). According to the equivalent
models in Fig. 4.17(a-e) the resistivity of the base layer varies between 1 and 100 Ωm
within the equivalent bounds for most of the soundings. The layer interface is usually
resolved well according to the importances. However, the importances do not reflect
the non-linearity of the inverse problem and might be misleading. For example sound-
ing A*61 (cf. Fig. 4.17(b)), where the base is deepest with around 100 m, exhibits a
large equivalence range at the interface, although a value of 0.92 suggests a significant
importance. The depth to the interface ranges from approximately 90 − 120 m with
resistivity bounds around 0.4 − 10 Ωm. Moreover, the doi is just below the last layer
interface.
This is the case for a few soundings. For a comparison with the other soundings, all 1D
inversion results, including the equivalent models, are shown in the appendix.A.7.
Variation of the mudflat base for two soundings
The data and fitting for the above discussed models, A*61 and A*67, are plotted in
Fig. 4.19(a,b). Since sounding A*61 exhibits large error-bars at late times, the poor
resolution of the last layer is obvious for that sounding. The fitting for the Marquardt
model (M1), shown in Fig. 4.17(b), is displayed as a red line. To verify the base, the
last layer is removed and the data fit is calculated (M2, blue line). The fit is only
slightly decreased (χ = 1.2) compared to the best-fit model M1 (χ = 0.8), where the
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Figure 4.18: 1D inversion results stitched together as a quasi 2D section along profile A.
(a) Occam R1 models, (b) Marquardt models. (c) Data fitting (χ) for each sounding along
the profile for Occam and Marquardt. (d) Layer depth and resistivity importances plotted as
a colorcoded section. The TEM Tx-50 sounding locations are marked as black dots above the
model, whereas the Tx-100 locations are drawn red. The doi is denoted as a dashed line in (b).
base layer is included. If the base layer depth is decreased from z = 100 m to 50 m,
the fit significantly deteriorates (M3, magenta line). However, the fit remains almost
same, if the base resistivity is increased from 0.6 Ωm to 100 Ωm (M4, green line).
This shows the poor resolution of the resistivity. In contrast to sounding A*61, the
data obtained at sounding A*67 (Fig. 4.19(b)) has quite small errors at late times and
shows a strong ρa,lt increase. The Marquardt model for sounding A*67 in Fig. 4.17(c)
is varied in a similar way as done for sounding A*61. In each case (M2 to M4), the fit
always significantly deteriorates. Particularly, if the base interface is removed the late
time data is not fitted at all with χ ≈ 5.5. The effect becomes weaker, if the resistivity
is increased from 2.2 Ωm to 100 Ωm. These two examples show that the base below
the mudflat is in general evident.
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Figure 4.19: Data (black) and fitting (M1,red) for the 1D Marquardt inversion results at
(a) sounding A*61 and (b) sounding A*67. Calculated response for different variations of
the base layer: base layer removed (M2,blue); the interface is decreased to z = 50 m depth
(M3,magenta); base layer resistivity is increased to 100 Ωm (M4, green). The corresponding
fit and parameter values are displayed in the legend.
Short summary: southern part of profile A- mudflat base
Recalling the objectives stated in section 4.3, it can be noted that a resistivity increase
is detected below the mudflat, which likely corresponds to the URC formation. The
deepest part seems to be located between sounding A*57 and A*62. Since the base of
the mudflat is not resolved similarly for all soundings, some uncertainties remain (as
shown for sounding A*61). A few soundings exhibit larger errors at late times, which
results in a large equivalence of the depth and resistivity of the base layer. In general,
the majority of all equivalent models for each sounding show a resistivity increase. Due
to the remaining uncertainties, the base of the mudflat is verified by a 2D forward
modeling study, including all soundings, in section 5.6.
4.7.5 Shallow and deeper investigations along Profile B: Tx-50
and Tx-100 sounding data
The data obtained along profile B are analyzed in a similar manner as the data obtained
along profile A, except that all Tx-50 and Tx-100 soundings are combined. In Fig. 4.20,
1D inversion results are displayed for five selected soundings along the profile. Except
for sounding B07, all the other soundings in Fig. 4.20(b-e) are obtained with the Tx-100
setup. All five models indicate a resistive base layer in a depth range from 40− 90 m.
Between sounding B*29 and B*46 the depth of the interface is increased from 40 m
to around 80 m. Sounding B*46 also shows roughly a 20 − 30 m thick and very low
resistive layer above the base layer. Similar to the soundings discussed for profile A,
the resistivity of the last layer is mostly not resolved very well. This yields quite low
importances and a large resistivity equivalence. Sounding B*20 is an exception, where
the resistivity importance of the last layer is larger with 0.64. The doi ranges between
70 m and 100 m for those models and coincides well with the depth, where the Occam
models differ.
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Figure 4.20: 1D inversion results for selected soundings (B07, B*20, B*29, B*38, B*46)
obtained along profile B. Except B07 all soundings are obtained with the Tx-100 setup. The
Marquardt models (MQ) are denoted in black and the Occam R1 and R2 in red and blue,
respectively. The equivalent models (EQUI) are displayed in light gray. The doi after Spies
[1989] is marked as a yellow line. The layer depth and resistivity importances are displayed in
red and black, respectively. The χ value is given in the legend of each model.
2D resistivity-depth sections
The quasi 2D stitched sections are displayed in Fig. 4.21(a,b). The Occam R1 and Mar-
quardt sections match well. Note that sounding B08–B12 are shifted approximately
300 m towards the south of the profile (see the map in Fig. 4.2(a)). Therefore, the
electrical subsurface structure can differ in that zone.
A resistive structure is present at depth in the northwestern part along profile B (see
Fig. 4.21(a,b)). This obviously corresponds to the basalt layer, since the northern part
of profile B is in direct vicinity to the basalt outcrops. However, according to the cor-
responding importances displayed in Fig. 4.21(d), the resistivity is not well resolved in
that zone. The same is observed for sounding B07 in Fig. 4.20(a), where the resistivity
varies from 10 to 100 Ωm within the equivalent bounds.
The transition zone to the high conductive mudflat clay sediments is present southeast
of B10, resulting in a strong lateral resistivity decrease already at shallow depth. Be-
tween sounding B10 and B26 an interface is indicated by a slight resistivity increase
in a depth range from roughly 20 to 40 m. However, in that zone only four soundings
are recorded with the Tx-100 setup and only three of them (B*18, B*20 and B*25)
indicate a significant increase of ρa,lt at late times. Sounding B21 and B23, recorded
with the Tx-50 setup indicate only a small ρa,lt increase. For comparison, see the time
derivative of ρa,lt, which is displayed in Fig. 4.13(b). For this reason, the interpretation
of the shallow interface beneath sounding B21–B24 is uncertain. Most likely, it does not
correspond to the base of the mudflat. However, the resistivity of the last layer is better
resolved in that zone, than in other zones. The importances, displayed in Fig. 4.21(d),
are larger than 0.5. The equivalent models calculated for sounding B*20 are shown in
Fig. 4.20(b). They indicate resistivity bounds between 1 and 7 Ωm in that zone.
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Figure 4.21: 1D inversion results stitched together as a quasi 2D section along profile B.
(a) Occam R1 models, (b) Marquardt models. (c) Data fitting (χ) for each sounding along
the profile for Occam and Marquardt. (d) Layer depth and resistivity importances plotted as
a colorcoded section. The TEM Tx-50 sounding locations are marked as black dots above the
model, whereas the Tx-100 locations are drawn red. The doi is denoted as a dashed line in (b).
Between B*27 and B*47 the subsurface structure is less ambiguous. The depth of the
base layer slopes downwards to approximately 80 m depth. The resistivity increase is
evident for most of the soundings recorded with the Tx-100 setup. An exception are
the soundings B*39 and B*40, where ρa,lt shows only a slight increase. For comparison
see the plot of ∂tρa,lt in Fig. 4.13(b). However, southeast of B*27 the resistivity impor-
tances for the Tx-100 soundings are generally below 0.2. The resistivity equivalence of
the last layer ranges between 1 and 100 Ωm for sounding B*29, B*38 and B*46, which
are displayed in Fig. 4.20(c-e).
Variation of the mudflat base for two soundings
In order to investigate the effect of the last layer on the data fit, the second layer of
the best-fit Marquardt models obtained at sounding B*20 and B*38 is extended to
infinity. The calculated response is plotted in Fig. 4.22(a,b). Sounding B*20 shows a
significant increase of ρa,lt at late times. If the base layer is removed (M2, blue line), the
fit deteriorates to χ ≈ 5, compared to the fit of the best-fit Marquardt model (M1, red
line). In contrast to that, sounding B*38 does not show such a significant ρa,lt-increase,
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due to larger errors at late times. However, the fitting deteriorates to χ ≈ 1.8, if the
base layer is removed. This demonstrates exemplarily that a more resistive base layer
is required to fit the late time data.
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Figure 4.22: Data (black) and fitting (M1,red) for the 1D Marquardt inversion results at
(a) sounding B*20 and (b) sounding B*38. The blue line (M2) shows the calculated forward
response, if the base layer is removed. The corresponding fit and parameter values are displayed
in the legend.
Short summary: profile B
The interpretation of profile B is not as obvious as for profile A. Particularly between
B21and B24 a very shallow resistivity increase is detected, which is not clearly asso-
ciated to the URC base. According to the geological map in Fig. 4.2(a) the Qaisiyeh
fault is located at sounding B*18. Southeast of the Qaisiyeh fault the base is supposed
to be lowered by 70 m [Ibrahim, 1996], which is in contradiction to the very shallow
occurrence of the URC formation. Furthermore, from the 2D sections the fault posi-
tion is not that clear, which is also due to a doi of roughly 40 m between B11 and
B*18. However, in the northwestern part of profile B the resistivity increase at 30 m
depth obviously corresponds to the basalt, which is in the direct vicinity. Southeast of
sounding B26 the resistivity increase appears at roughly 30 m depth and slightly dips
down towards sounding B*47. Obviously this corresponds to the URC chert limestone
formation. Profile A and B cross each other at sounding A*72 and B*38, respectively.
Both soundings match well. Due to a limited doi on the high conductive mudflat, the
resistivity increase is not supported significantly by all Tx-100 soundings. Similar to
profile A, a 2D modeling study is presented in section 5.6 to verify the base below the
good conductor.
4.8 Integration of geophysical interpretation with the
geological information
In order to provide a basis for a geological interpretation, the derived resistivity-depth
sections are summarized and the already known geological, hydro-geological and litho-
logical informations are integrated. The forthcoming interpretation does not claim to
be complete but can be seen as a basis for further refinements.
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The quasi 2D TEM resistivity-depth sections are displayed in Fig. 4.23(b,c) for both
profiles. Here, only the sections derived by the 1D Marquardt models are presented. For
comparison, a similar graphic is compiled in Fig.A.17 for the Occam sections. Further-
more, the geological cross-section discussed in section 4.2 is plotted in Fig. 4.23(a) for
comparison with the resistivity-depth section of profile A. The major and well known
geological formations are marked in both resistivity-depth sections and in the geological
cross-section with the abbreviations defined in section 4.2. Secondary features, which
have been found, are highlighted as well. The following conclusions are drawn from the
resistivity-depth sections and the geological informations:
AOB The top of the Abed Olivine Phyric Basalt (AOB) is detected along both profiles
in a depth range from approximately 20 to 40 m. The resistivity ranges mostly
between 20 and 100 Ωm, although the upper bound is naturally not resolved that
well by the TEM method.
AQ The buried basalt is covered along both profiles by sediments belonging to the AQ
formation, which are generally clay rich. However, they are highly heterogeneous
and may be intermixed with evaporates, sand, pieces of chert, limestone, basalt
and gravel. The depth to the water table is variable. According to the well samples
in Fig. 4.4(a) it is between 5 and 18 m in the northern part of profile A. It is
possible that the shallow conductive zone denoted as S1 corresponds to a rise
of the groundwater level. A similar conductivity increase is observed in the ERT
models around x= 1100 m in Fig. 4.16(e).
AF Although the geological cross-section suggests that the basalt is interrupted at the
Al Bayda fault (AF), it obviously continues towards southwest until x ≈ 4000 m.
That zone is denoted as S2 . Here, the top of the resistor (basalt) drops down
steeply by almost 50 m. This finding also suggests that the Al Bayda fault zone
may extend over 700 m between A42 and A56, which was not clear from the prior
geological information.
S3 According to the Occam resistivity-depth section, displayed in Fig. 4.16(a), the
basalt seems to be interrupted at a depth of roughly 540 m above mean sea
level marked as S3 along profile A. The interface is uncertain and denoted as
a dashed line in Fig. 4.23(a). The 1D resistivity-depth models are displayed in
Fig.A.4 in the appendix for sounding A12 and A25, which were re-investigated
with the Tx-100 setup. Both models indicate that a good conductor appears
between z = 70− 100 m depth below the basalt.
QF The Qaisiyeh fault (QF) is expected to be located at y = 1000 m along profile B.
However, no significant correlation with the electrical models is visible in that
zone. Probably the QF is located at x ≈ 500 m towards northwest and coincides
with an interruption of the basalt. However, since the depth resolution of the
electrical models is rather poor in that zone, the interpretation is uncertain.
ALM/AQ Thick sediment sequences, which belong to the Alluvial Mudflat formation
(ALM) and the Azraq Quaternary formation (AQ), are deposited in the Qa Al
Azraq mudflat. The water table is very shallow (less than a few meters below
surface) and the groundwater is hyper saline (see section 4.2). These mostly soft-
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silty and hyper saline clay sediments show extremely low electrical resistivities
around 0.2− 0.5 Ωm along both profiles.
T1/T2 The transition zone from fresh over brackish to saline groundwater occurs
around T1 and T2 along profile A and B, respectively. Here the electrical resis-
tivity drops significantly in lateral direction.
URC The Umm Rijam Chert Limestone (URC) is expected to be the base below the
mudflat sediments. Along profile A, the depth to the URC is around 100 m at
x ≈ 4000 m and then decreases again towards southwest. The top of the base
confirms the slope of the URC, which is sketched in the geological cross-section.
Along profile B, the depth to the URC is uncertain between sounding B21–B24.
Further southeast of B25 the base has a gentle slope and the depth increases to
roughly 100 m.
For further comparison, a generalized lithological section and borehole data is compiled
in Fig.A.2 and Fig.A.1, respectively. The locations of these boreholes are shown on
the geological map in Fig. 4.2(a).
Layering inside mudflat
In some zones the conductive mudflat sediments (ALM/AQ) indicate a layering. The
shallow resistivity contrast indicated by a dashed line around S4 may correspond to
such a layering instead of corresponding to the base of the mudflat (URC). However,
the interpretation is ambiguous. According to the VES results of El-Waheidi et al.
[1992] the upper part of the chert limestone base (URC formation) is less resistive
at the northwestern boundary of the mudflat. They suggested that in some parts a
mixing zone in the chert-limestone aquifer might cause the resistivity decrease. From
this point of view the URC base might be only 10 to 15 m between sounding B21–B24,
but saturated/intermixed with brackish to saline groundwater.
Most of the 1D inversion results indicate a slight and shallow interface inside the
mudflat, particularly the soundings recorded with the Tx-50 configuration and in NT-
mode. This interface is marked in Fig. 4.23(a,b) by a dashed gray line. Maybe the
slight resistivity contrast corresponds to an interface of the ALM and AQ formations.
It occurs roughly between z = 10 − 20 m depth and is deepest around A57 along
profile A. Likewise, almost all soundings southeast of B26 indicate such a shallow
resistivity contrast. For comparison, a compilation of 1D models obtained along both
profiles is given in appendix A.7.
4.9 Conclusions from the 1D inversion results
A 7 km and a 5 km long transect were investigated along profile A and B, respectively.
The derived 2D resistivity-depth sections are consistent and in good agreement with
the geological information. Furthermore, they were correlated with lithological bore-
hole data, which verifies the reliability of the models and also the used methods. Both
profiles were analyzed in detail by model equivalence and parameter importances. The
data fitting is generally good.
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Four main geological formations were subject to the field survey, namely the basalt
(AOB), the Quaternary sediments (AQ), the alluvial mudflat sediments (ALM) and
the chert limestone basement (URC). Uncertain depth of geological boundaries were
identified along both profiles. Particularly the depth down to the basalt layer is deter-
mined along profile A and in the northwestern part of profile B. The resistive basalt
layer is obviously not interrupted at the Al Bayda fault and continues approximately
700 m below the mudflat sediments until sounding A56, where a strong decline of the
resistor is present. This finding suggests that the Al Bayda fault zone extends over
700 m length and was not clear from the prior geological information. Furthermore,
a resistivity increase below the mudflat sediments is detected along both profiles and
verified exemplarily by 1D modeling studies, equivalent models and parameter impor-
tances. Most likely the resistivity increase corresponds to the URC base. The deepest
part along profile A is around 100 m deep. Along profile B, the URC gently dips down
towards the southeast and appears at a depth of roughly 90− 100 m at the last sound-
ing location. The resistivity of the base layer is generally not resolved well below the
high conductive mudflat. Furthermore, some soundings exhibit larger late time mea-
surement errors, which leads to large equivalent bounds for the last layer. In order to
support probable drilling projects within the CRC 806, the detection of the depth down
to the URC base below the mudflat and the depth to the basalt layer were the main
objectives. Although the investigation of the fresh to saline groundwater zone was no
primary target, a shallow transition zone from moderate to very low resistivities was
determined precisely along the profiles. This is known to be a mixing zone from fresh-
water bearing layers to the hyper saline clay sediments inside the mudflat. Azraq is
heavily exploited for freshwater and the lateral extent and thickness of the saline water
body in the basin center is of topical interest for the groundwater management.
At this point, the primary objectives of the geophysical survey are achieved. Although
no clear distortion effects are visible in the TEM sounding data, the subsurface resis-
tivity varies significantly along both investigated transects and it is questionable if the
1D interpretation is adequate. Moreover, some soundings using the Tx-100 configura-
tion exhibit larger data errors at late transient times than other soundings. The base
of the mudflat is not resolved well for those soundings, although the resistor at depth
is generally indicated by an increase of the late time apparent resistivity data for all
soundings. To validate the derived quasi 2D resistivity-depth sections, particularly the
resistive mudflat base, the field data is interpreted by 2D forward modeling in chapter 5
and by a 2D inversion in chapter 6.

CHAPTER 5
Two-dimensional TEM forward modeling
In chapter 4, the TEM field data was interpreted by 1D layered earth models and the
results were stitched together to quasi 2D resistivity-depth sections. These 2D sections
are in good agreement with the geological information. According to Goldman et al.
[1994], the conventional 1D interpretation of TEM field by a 1D layered earth model
has proved to be feasible in many case studies. The TEM method has a superior depth-
to-lateral investigation ratio and the current systems are prevalently focused under the
transmitter loop [Spies & Frischknecht, 1991]. However, there are cases where the field
data cannot be explained by 1D models and data distortion effects have to be consid-
ered [Newman et al., 1987; Goldman et al., 1994].
Although no clear distortion effects are visible in the TEM sounding data, the resis-
tivity varies significantly along both investigated profiles and it is questionable, if a
1D interpretation is adequate. Therefore, in this chapter the obtained TEM data is
additionally interpreted by means of 2D forward modeling. The objective of the 2D
modeling study is to further investigate the validity of the derived quasi 2D resistivity-
depth sections. At first a 2D subsurface model is constructed from the 1D models in
the transition zone along profile A between sounding A27 and A71. The 1D Occam
and Marquardt results derived from the Tx-50 soundings, are used as a basis for the
2D modeling. Different zones of the derived 2D models are varied to study the effect
on the synthetic response characteristics and the data fitting. Subsequently, the Tx-100
soundings are included and 2D models are derived for both profiles. This study aims to
investigate the more resistive base below the mudflat sediments. A 2D modeling study
is performed by variation of the depth and resistivity of the base layer.
The forward modeling is based on the finite difference (FD) algorithm SLDMem3t
[Druskin & Knizhnermann, 1988, 1994, 1999]. It allows the computation of transient
EM fields in time domain in three dimensions and for arbitrary model parameteriza-
tion. The code is well tested and has been applied to many case- and feasibility studies
involving mainly forward modeling, e.g. Hördt et al. [1992], Hördt & Müller [2000],
Goldman et al. [2011] and Sudha et al. [2011]. For a successful application of the SLD-
Mem3t , aspects of the numerical algorithm have to be considered. Therefore, in the
first part of this chapter a brief theoretical introduction to the SLDMem3t is given. To
calculate the transient data, the construction of a suitable FD grid is required. This is
a key issue which is addressed by an extended grid analysis in the subsequent sections.
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Furthermore, a convenient approach to validate the grid and to derive numerical mod-
eling errors is suggested. The SLDMem3t is also utilized as forward operator F (m) in
the large scale inversion scheme SINV presented in chapter 6.
5.1 The SLDMem3t TDEM forward solver
Among the publications by the developers of the SLDMem3t [Druskin & Knizhner-
mann, 1988, 1994, 1999], the theory to the algorithm was briefly described by a few
authors, e.g. Hördt et al. [1992]; Weidelt [2000]; Martin [2009]. In this section, I par-
ticularly refer to Martin [2009] as he analyzed the SLDMem3t performance in more
detail. Furthermore, Weidelt [2000] provided a comparative study for numerical mod-
eling of transient EM-fields and briefly explained the theory behind SLDMem3t . He
concludes, that among the compared numerical modeling techniques, the latter was
found to be very efficient. During the last decade a large progress has been made in the
field of geo-electromagnetic modeling. For details on numerical modeling refer to the
comprehensive reviews by Newman & Commer [2005]; Avdeev [2005]; Börner [2010].
For the theoretical description of the SLDMem3t , Maxwell’s equations formulated in
section 2.2 are required in differential form. Ampère’s and Faraday’s law in the quasi-
static approximation read:
∇×B = µ0(σE + je) (5.1)
∇×E = −∂tB (5.2)
The basic induction equation is derived by taking the curl of Faraday’s law and sub-
stitution of ∇×B with Ampère’s law:
∇×∇×E + µ0σ∂tE = −µ0∂tje, (5.3)
where je denotes the external current density before source-field switch-off (t = 0).
An equivalent equation can be derived for the evolution of B by substitution of E in
Maxwell’s equations.
In order to solve equation 5.3 in three dimensions, the EM-fields are sampled on a
Yee-Lebedev staggered grid [Yee, 1966]. A Yee-cell is shown in Fig. 5.1(a). The E-field
components are obtained along the edges of each cell and are edge-averaged. Within
SLDMem3t , the associated ∂tB-field components are obtained on faces by taking the
curl of E. The ∂tB-field components are face averaged. As a consequence, non of the
field components are sampled at the same locations.
On the one hand the discretization on a regular grid by a finite difference (FD) approach
is numerically easy to implement. On the other hand, complex geometries are difficult
to realize, as it is possible on unstructured grids used in finite element (FE) methods.
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Figure 5.1: (a) Yee-cell on which the EM-field components are sampled (after Martin [2009]).
(b) Geometry for the material averaging scheme. The averaging area σ¯ is hemmed red and the
field component is obtained at ⊗ [Weidelt, 2000].
5.1.1 Material averaging
Usually the conductivity σi is assigned directly to each cell within an FD or FE scheme,
resulting in as many σi as cells used for the discretization. Within SLDMem3t , a ma-
terial averaging scheme is implemented, which is displayed as a 2D simplification in
Fig. 5.1(b). The red boxed prism exhibits the arithmetic average σ¯(i, j + 1/2, k + 1/2)
of the adjacent cells (σ1 to σ4). The prism has the size of ai × bj+1/2 × ck+1/2 and
is centered at the location marked as ⊗, where the x-component of the electric field
Ex(i, j+1/2, k+1/2) is calculated. By throughout application of this scheme, the con-
ductivity discretization becomes independent from the FD grid and arbitrary model
discretization are theoretically possible. Since the conductivity distribution is assigned
internally to the underlaying Yee-grid, in practice SLDMem3t is subject to the same
restrictions regarding model complexity as common FD schemes.
It should be noted that it is not possible to visualize the effective conductivity dis-
tribution for the complete model and all field components, because the prism areas
for which each average conductivity σ¯ is obtained are overlapping. Nevertheless, the
effective conductivity for each node (edge or face center) can be displayed separately.
An example is shown for the Ex component in section 5.3.5.
5.1.2 Boundary conditions
Except at the earth-air interface, homogeneous Dirichlet conditions are imposed on the
boundary ∂Ω of the modeling domain Ω, i.e. the tangential electric field is zero:
n×E = 0. (5.4)
This implies that the electric field is perpendicular on ∂Ω and the perfect conducting
boundary serves as a magnetic insulator, with:
n ·B = 0, (5.5)
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where B is parallel on ∂Ω. Such a simple boundary condition may introduce errors if
∂Ω is not placed several skin depth away from the source je [Börner, 2010]. At the
earth-air interface (z = 0) Dirichlet boundary conditions of the form
n ·E = 0 (5.6)
are imposed, which enforces that current cannot leak into free space. However, a prob-
lem arises at the earth-air interface from the FD formulation. It requires that the
EM-fields are calculated in free space to obtain the desired fields at the surface z = 0.
The field components Ex,y are obtained at z = 0, whereas the corresponding By,x would
be located at −c1/2, which is half a grid spacing in free space. Therefore, By,x at −c1/2
are expressed in terms of the electric field:
∂tBy(x0, y0,−c1/2) = ∂xEz(x0, y0,−c1/2)− ∂zEx(x0, y0,−c1/2) (5.7)
∂tBx(x0, y0,−c1/2) = ∂yEz(x0, y0,−c1/2)− ∂zEy(x0, y0,−c1/2). (5.8)
The left hand side of equation (5.7) and (5.8) are obtained using an exact integral
boundary condition, for which only the electric field components Ex/Ey calculated at
z = 0 are required. For further explanations refer to Weidelt [2000] and Druskin &
Knizhnermann [1988, 1994].
5.1.3 Initial conditions
The external current density, i.e. source term, for a step excitation is:
je(t) = je(t) ·Θ(−t), (5.9)
where Θ(−t) denotes the Heavi-side or boxcar function. The initial condition for a
current switch-off is derived by substituting the source term into equation (5.1) directly
before switch-off t−0 and after t
+
0 :


1
µ0σ
∇×B(t−0 )−E(t−0 )−
1
σ
je(t−0 ) =

1
µ0σ
∇×B(t+0 )−E(t+0 )−
1
σ
je(t+0 ),
(5.10)
where je(t+0 ) is by definition zero, due to the source switch-off. After Weidelt [2000]
both induction terms (∇×B(t+0 ) and∇×B(t−0 )) are negligible to a first approximation
and the initial condition for the electric field at time t = 0 is:
Es.off (t+0 ) = E(t
−
0 ) +
1
σ
je(t−0 ), (5.11)
where Es.off (t+0 ) = E(t
+
0 ) is the electric field after and E(t
−
0 ) directly before current
switch-off. E(t−0 ) is the direct current field E
DC . The second term on the right hand
side denotes the source term before switch-off. For a current switch-on at time t = 0
the DC-field is zero directly before (t−0 ) and after switching (t
+
0 ). From equation (5.10)
the initial condition for a switch-on is:
Es.on(t+0 ) = −
1
σ
je(t+0 ), (5.12)
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where Es.on(t+0 ) = E(t
+
0 ). The source-term
1
σ
je(t+0 ) in equation (5.11) and (5.12) is
equivalent for switch-off and switch-on. Hence the relationship is:
Es.off = EDC −Es.on. (5.13)
A direct current field EDC only exists for galvanic-inductive sources, like a grounded
dipole. For a purely inductive source, like a non-grounded wire-loop, EDC is zero and
the switch-off field
Es.off =
1
σ
je(t+0 ) (5.14)
is equivalent to the switch-on field, except for a sign (Es.off = −Es.on). The fields cal-
culated with the SLDMem3t are either for current switch-off or switch-on. As described
in section 2.3, usually switch-off is used for inductive sources.
5.1.4 The system matrix
In the FD formulation the ∇×∇×-operator in the basic equation (5.3) is discretized
into the system matrix A. The discrete formulation of the finite difference operators
working on the node and edge field values are given in Druskin & Knizhnermann [1994].
The discrete analogue of the basic equation (5.3) for a current switch-off reads:
Af + ∂tf = 0 t > 0, f(t
+
0 ) = f 0. (5.15)
Where f ∈ RN is a vector containing all electric field components E sampled on the
Yee-grid and f 0 denotes the initial condition E
s.off (t+0 ) in equation (5.14). The number
of non-trivial field components within the domain Ω is:
N = (nx − 1)nynz + nx(ny − 1)nz + (nx − 1)(ny − 1)nz ≈ 3 · nxnynz. (5.16)
The vanishing (and therefore trivial) field components at the perfect conducting bound-
aries are excluded from f . The system matrix A ∈ RN×N connects the electrical field
components and since the Yee-scheme is used it has the following attributes:
1. A is symmetric due to the self-adjoint ∇×∇×-operator. Hence A = AT .
2. A is positive definite, which implies that the eigenvalues are non-negative and
the eigenvectors of A are linear independent. Therefore A is diagonalizable.
3. A is high dimensional (dim(A) =column-rank = row-rank = N)
4. A is sparse and has at most 13 entries per row (or column). These much elements
are needed to calculate one component of the discretized ∇×∇×-operator on a
Yee-grid inside the domain Ω. The field components, which are required to solve
equation equation (5.15) e.g. for one edge averaged electric field component ex
are displayed in Fig. 5.2.
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Figure 5.2: Components of the electric field required for calculation of one element of the
∇×∇×-operator [Börner, 2010].
Equation (5.15) is an ordinary differential equation withA as a linear coefficient matrix
and the exact solution reads:
f(t) = exp(−tA)f 0
=
∞∑
m=0
1
m!
(−tA)mf 0. (5.17)
The problem is that a direct evaluation of the matrix-exponential as proposed in equa-
tion (5.17) is not feasible [Börner, 2010]. Due to the above listed attributes of the system
matrix A, the following relations are valid [Saad, 2000]:
A = φΛφ−1 with: φ−1 = φT
exp(φΛφT ) = φ exp(Λ)φT . (5.18)
Where the matrices Λ and φ contain the eigenvalues λn and eigenvectors φn of the
system matrix A, respectively. The evaluation of the matrix exponential can be carried
out by substitution of equation (5.18) into equation (5.17):
f(t) = φ exp(−Λt)φTf 0
=
N∑
n=1
(φTnf o)φn exp(−λnt). (5.19)
Again the problem remains, that the direct computation of the eigenvalues and eigen-
vectors for the high dimensional matrixA is prohibitively expensive [Druskin & Knizh-
nermann, 1999].
5.1.5 The Lanczos method
The series of matrix products (f 0,Af 0,A
2f 0, . . . ) in equation (5.17) motivates another
formulation [Börner, 2010]. The solution is obtained in an M -dimensional subspace of
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the N -dimensional solution space spanned by A and f 0. The subspace KM is spanned
by the Krylov Vectors:
KM(A,f 0) := {f 0,Af 0,A2f 0, . . . ,AM−1f 0}. (5.20)
The accuracy of the approximate solution of equation (5.17) is dependent on the Krylov
subspace dimension M . An orthonormal basis (ONB) V M := {vi, . . . ,vM} ∈ RN×M of
the Krylov subspace KM is obtained by the Lanczos process, which is based on the
recurrence relation:
Avi =vi−1βi−1 + viαi + vi+1βi (5.21)
with: β0v0 = 0, v1 = f 0/‖f 0‖
and: αi = vTi Avi, βi = ‖Avi − αivi − βi−1vi−1‖.
In each iteration i ≤ M of the Lanczos process one ONB-vector vi is obtained. In
matrix-vector notation equation (5.21) reads:
AV M = V MTM +RM , (5.22)
where TM ∈ RM×M is a tridiagonal matrix. In other words, neglecting the remainder
RM , A is compressed by TM ≈ V MAMV TM and the initial vector f 0 is compressed
by f˜ 0 = V
T
Mf 0 ∈ RM [Börner, 2010]. Substituting A, equation (5.15) is reduced to a
much simpler M -dimensional tridiagonal problem:
V MTMV
T
Mf(t) + ∂tf(t) = 0, f 0(t
+
0 )
V TM ·==⇒ V TMV M︸ ︷︷ ︸
=I
TMV
T
Mf(t) + ∂tV
T
Mf(t) = 0, V
T
Mf 0(t
+
0 )
==⇒ TM f˜(t) + ∂tf˜(t) = 0, f˜ 0(t+0 ). (5.23)
The solution vector f˜(t) is obtained in the low-dimensional Krylov subspace KM by
calculating the eigenvectors sM and eigenvalues θM of TM and solving equation (5.19)
for f˜(t). Finally the solution is transformed to original N -space by:
f(t) = V M f˜(t) = V M exp(−tTM)V TMf 0. (5.24)
The time steps can be chosen arbitrarily, since no discretization in time is necessary
and the same matrices V M and TM are used for each time step [Börner, 2010]. Time
domain electromagnetic (TDEM) solvers which use a time stepping scheme, require
sufficiently small time steps to obtain an accurate solution. For large time ranges over
several decades, which is usually the case in TDEM, cause time stepping FD-TDEM
or FE-TDEM algorithms to be more cost expensive than the SLDMem3t .
5.1.6 Computational load, convergence and error sources
Throughout the MS = M iterations of the Lanczos-process within SLDMem3t , the
solution is obtained in the Krylov subspace KM . In each iteration it is transformed
to the original space only for the last time point tmax at a specified control receiver.
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Druskin & Knizhnermann [1994] showed that the subspace dimension MS should be
at least
MS  4
∆min
√
tmax
µ0σmin
. (5.25)
Where ∆min is the minimum grid spacing used for the FD approximation. For large
tmax and low conductivity σmin the required dimension MS increases significantly. In
general, the maximum required iterations exceed this bound because the orthogonality
of the eigenvectors vi break down. The computational load increases with
√
t and more
iterationsMS are required to obtain an accurate late time response. The evolution and
convergence of a test solution for each subspace iteration/dimensionMS is shown sub-
sequently in section 5.3.6.
The computational load depends on the dimension of the system matrix A and the
dimension of the Krylov subspace MS. But, the storage of the components V M is
only required for those nodes where the field is to be computed. Therefore, if all three
E-field components are calculated in the complete modeling domain Ω, the total mem-
ory/storage is:
RAM ≈MS × 3× nx × ny × nz × 8 Byte. (5.26)
For the 2D inversion in chapter 6, the memory is calculated according to equation (5.26)
since the electric field is computed in the whole spatial domain Ω. For a relatively fine
discretization (e.g. nx = ny = nz = 60) and large MS (e.g. MS = 12000), the storage
requirements are immense with around 58 GB. On the contrary, for only one desired
field component (for example Ex) the required storage is simply 1×MS × 8 Byte. To
reduce the dependency of the storage requirements withMS, Eiermann & Ernst [2006]
proposed a restarted Krylov subspace algorithm, which uses a fixed subspace dimen-
sion M = MS. They update only the most recent approximation vi=M and discard all
basis vectors except the last.
Very often a systematic deviation for early times is observed for SLDMem3t calcula-
tions. After Weidelt [2000], these deviations originate from an inaccurate initial field
computed by the exact integral boundary condition at the earth-air interface. Another
source of systematic errors is of course an insufficient discretization of the ∇ × ∇×-
operator. The error-sources are analyzed in detail in section 5.3.
5.2 Parameterization of the model
Usually FD or FE modeling grids coincide with the forward calculation grid and the
complexity of the model geometry is restricted to the grid discretization. The material
averaging scheme implemented in SLDMem3t allows practically for arbitrary model
parameterization, which is independent from the calculation grid. The model is param-
eterized by defining three dimensional rectangular blocks and assigning the resistivity.
The size and location of these blocks may be arbitrary. If 2D structures are modeled,
the blocks are extended to infinity along the strike direction. Complex structures are
approximated by a large number of blocks, often resulting in several ten thousands.
Examples of quite complex models are given by Goldman et al. [2011] for a sub-marine
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model and by Commer et al. [2005] for topographic models. For further details on
building a model, refer to Druskin & Knizhnermann [2000]. It has to be noted that
complex resistivity distributions require a sufficient grid discretization. Otherwise they
are averaged out by the material averaging scheme. From that point of view, the model
parameterization should be chosen according to the grid of the forward calculation
and/or vice versa.
5.3 SLDMem3t extended grid analysis
Zhdanov & Varentsov [1997] stated that it is particularly important to control the
accuracy of a numerical solution. In order to validate the accuracy of the SLDMem3t
solution and define criteria for the grid selection, the numerical solution is generally
compared with the semi-analytical solution for a 1D model. Martin [2009] performed
an elaborate grid analyses for the SLDMem3t . The grid is designed by using the auto-
matic grid generator make_sldm_grid. Guidelines for the grid generation especially for
SLDMem3t are also found in Hördt et al. [1992]. The crucial point in using SLDMem3t
is to design an appropriate calculation grid on which the electric field values E (and
B˙) are calculated and the transient data is obtained. A few aspects are considerably
important, to guarantee sufficient forward modeling results:
1. Martin [2009] has analyzed different calculation grids briefly and suggested a
logarithmically spaced grid in all three spatial directions, which originates from
the transmitter. Further details are given in section 5.3.1.
2. The grid should guarantee an accurate solution for a specified time range and
model resistivity distribution. If solutions are calculated for time ranges longer
than three decades, a multi-grid approach should be used by splitting the time
range (details in section 5.3.2). Otherwise the solution may become inaccurate at
late transient times.
3. The possibility of defining arbitrary resistivity distributions, can be misleading.
Therefore, the grid should be related to the model, otherwise resistivity structures
are averaged out within the material averaging scheme. Model boundaries are
considered precisely only if the grid is sufficiently fine around those. A very fine
discretized model parameterization and a very coarse spatial grid discretization in
a region of interest is meaningless. In order to guarantee sufficient discretization,
often a mixed logarithmic-linear grid has to be designed or additional grid lines
are included around model boundaries. Further details in section 5.3.5.
4. The computation time and storage/memory-requirements in terms of RAM should
be reasonable, especially if the SLDMem3t is implemented in an inverse model-
ing scheme using several source fields. For only a few “trial and error” runs or a
systematical preliminary study, the computational requirements are rather irrel-
evant. A very fine discretized grid does not guarantee the most accurate solution,
but will increase the computational costs significantly. Refer to section 5.3.3 and
section 5.1.6.
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5. Depending on the resistivity distribution, the grid should hold for a wide re-
sistivity range. This is particularly important in an iterative inversion scheme.
Hördt & Müller [2000] suggested to keep the ratio of resistivity contrasts less
than 1/100, which is not guaranteed in an automatic inversion scheme. As shown
further below in section 5.3.4, even larger contrasts can be modeled. A drawback
is that the resulting transients are often less accurate.
6. The accuracy of the numerical solution should be checked and considered when
a quantitative data-fit is estimated. In this thesis, only grids with a maximum
numerical or systematical error less than 2% compared with a 1D analytical
solution are used. Details are given in section 5.3.7.
If the resistivity varies laterally strong for different zones within the model, it is neces-
sary to design and validate the calculation grid for each zone separately. The quasi 2D
resistivity depth sections derived from the field data presented in section 4.7 indicate
different major zones: a) the basaltic or AQ formation, which exhibits a resistivity
range between ρ ≈ 4 − 100 Ωm, b) the transition zone with resistivities varying from
ρ ≈ 0.3− 50 Ωm and c) the mudflat zone with resistivities around ρ ≈ 0.3 Ωm. There-
fore, the grids are designed and validated for each zone considering the above stated
criteria.
5.3.1 Spatial grid discretization
As shown in Fig. 5.3, a transmitter is always set up by superposition of several bipoles,
which are located on the edges between adjacent grid lines. As a result, it is possible
to define tilted transmitters as suggested by Hördt et al. [1992], or even very complex
shaped transmitters as a Marine Circular Electric Dipole, which consists of 8 arms
distributed around a central electrode [Haroon et al., 2013]. In general the grid is
always designed according to the transmitter. For the central loop configuration shown
in Fig. 5.3(a,b) the grid lines are distributed symmetrically around the transmitter
and B˙z is obtained in the center between adjacent grid lines. Furthermore, they are
distributed logarithmically in Fig. 5.3. The logarithmic distribution of grid lines seems
most appropriate, due to the exponential decay of the diffusive EM-fields. The skin
depth δFD introduced in equation (2.9) is derived from the EM wave number k and is
therefore the major criteria for the grid design. In explanation, at late times the EM-
field exhibits a larger wave number k and a coarse grid is sufficient, whereas at early
times k is small. A linear grid discretization is not feasible, because it leads to far more
grid lines than actually needed to satisfy the perfect conductor EM boundary conditions
at infinite space. To avoid too many grid lines, the grid spreads logarithmically inward,
outward and downward from the transmitter (see Fig. 5.3) according to the minimum
and maximum skin depth. Hördt et al. [1992] suggested
δmin∗FD =
1
3
·
√
tminρmin
piµ0
and δmax∗FD = 3 ·
√
tmaxρmax
piµ0
(5.27)
as the minimum and maximum grid spacing range, respectively. According to equa-
tion (5.27), the grid is always designed (a) for the particular transmitter configuration,
(b) the resistivity range of a defined model and (c) the required time range of a solution.
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Figure 5.3: (a) xy-plane view and (b) xz-plane view of the grid and model around the
rectangular Tx-50 transmitter. The transmitter is denoted as a black crossed line. The B˙z (or
Uind,z) receiver is located at ⊗ in (a). The grid is displayed white and the underlaying model
is drawn colored-coded in the background.
Other criteria for spatial grid discretization
Another important criteria is the number of grid lines used. How to determine suit-
able values for nx, ny and nz is described subsequently in section 5.3.3. Furthermore,
additional grid lines may be necessary to either better reflect the model structure or
to allow the calculation of certain receiver positions. The latter can also be done by
interpolation to a certain position from several other receivers. Since the EM-fields are
non-linear in space, it is more accurate to avoid interpolation and include grid-lines at
positions, where the solution is required.
Furthermore, the grid lines do not coincide with the model boundaries, neither lateral
nor vertical. When checking the grid accuracy against 1D analytical solutions the lat-
ter can cause a systematical error. For large deviations additional grid lines have to be
incorporated.
5.3.2 Overlapping multi-grids for large time ranges
As stated earlier in section 5.1.6, the MS Krylov subspaces which are required to
obtain an accurate solution increase with
√
t. Therefore, Hördt et al. [1992] suggested
to use a maximum of three decades for the time range of the grid, because the solution
might become unstable/inaccurate at late times. The recorded field data obtained on
the conductive mudflat are usually longer than three decades in time. Therefore, a
multi-grid approach is used, where two grids are designed with an overlapping time
range. The results from both, the early and late time grid, are patched together. The
overlapping transients are plotted in Fig. 5.4. The early time grid is designed for a time-
range of t = 10−7 − 10−4 s and the late time grid for t = 10−5 − 10−2 s. Both grids are
designed according to the equation (5.27). Therefore, the late time grid is much coarser
than the early time grid. As a consequence, the material averaging scheme leads to
different effective resistivity distribution for both grids and systematical shifts between
both transients are unavoidable and have to be checked. For the example in Fig. 5.4,
the shift is marginal and negligible.
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Figure 5.4: Uind calculated for the early (black) and late time grid (red) with a magnification
for the overlapping time range.
5.3.3 Variation in the number of grid lines
The numerical solution accuracy of the SLDMem3t is not necessarily increased by
refining the grid. On the one hand a very fine discretized grid will lead to longer
calculation times and on the other hand a spacing smaller than δmin∗FD will increase the
sparsity of the system matrix A and its condition number. Based on the approach of
Martin [2009], a simple and effective way to design suitable grids for both, forward
and inverse modeling using the SLDMem3t algorithm is suggested. Assume a Tx-50
transmitter and a required time range t = 10−6− 10−3 s, then an appropriate grid can
be found in three steps:
1. At first, a 1D model is selected which roughly represents the resistivity structure
for a certain zone along a profile. In accordance to the resistivity-depth sections
derived from the field data, a three-layer model with
ρ1−3 = (10, 5, 50) Ωm and z1−3 = (5, 20, ∞) m
is used. The model represents roughly the layering on the basalt/AQ formation
along profile A.
2. The grid spacing is calculated using equation (5.27) and the number of grid lines
are varied laterally and vertically from nx,y,z = 40 to 90. In lateral direction the
grid is usually designed symmetrically. The SLDMem3t solution is calculated for
each permutation of nx,y and nz.
3. For each permutation of nx,y and nz the SLDMem3t solution is compared to the
analytical solution via the (un-weighted) Root-Mean-Square (RMS ), defined in
equation 3.5.
The RMS values calculated from the SLDMem3t and EMUPLUS solutions for each
permutation of nx,yand nz are shown in the color-coded plot in Fig. 5.5(a). Intuitively,
one expects a more accurate solution with an increasing number of grid lines. As
mentioned earlier, this is not the case and the solution accuracy is very prone to
variations of nxy and surprisingly not to nz, which was also reported by Martin [2009].
For example, the RMS for nxy = 64 is worse than for nxy = 60 grid lines. From the
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Figure 5.5: (a) RMS calculated for each permutation of nxy and nz. (b) Comparison of the
SLDMem3t and 1D EMUPLUS solutions for nxy = 84 and nz = 60.
color-coded plot two appropriate grids are selected, which are marked as white crosses
in Fig. 5.5(a):
1. The fine discretized grid with nxy = 84 and nz = 60 exhibits an RMS less than
0.6%. The comparison of both, the SLDMem3t and the EMUPLUS solution is
plotted in Fig. 5.5(b). According to the relative difference displayed below the
plot, it is less than 1%, except for the first three time points.
2. The coarse grid with nxy = 60 and nz = 60 exhibits an RMS less than 1.5% and
is useful for preliminary studies, as it requires less computational effort.
Although the solution does obviously not dependent on nz, the possibility of an under-
discretization is avoided by not taking the least number for nz. The largest value is not
selected, due to longer calculation times.
5.3.4 Variation in the resistivity values
Up to know, the best combination of nxy and nz is determined for a particular three
layer 1D model. It is not clear if the solution is sufficiently accurate for a wide resistivity
range. To address this problem, the selected grids are checked for a simple two layer
model with varying resistivity ρ1,2 from 0.1 to 100 Ωm. The thickness of the first layer is
kept fix at 15 m. The RMS is calculated from the SLDMem3t and EMUPLUS solutions
for all combinations of ρ1 and ρ2. Exemplarily the result is shown in the color-coded plot
in Fig. 5.6(a) for the fine grid with nx,y = 84 and nz = 60. The grid does not provide
accurate solutions for overburden resistivities less than 3.2 Ωm, independent from the
underlaying resistivity. If the resistivity contrast becomes large (ρ1/ρ2 ≥ 100/0.2) the
RMS increases to more than 3%. Nevertheless, the selected grid obviously provides
accurate solutions for a wide resistivity range with RMS -values below 2%, which is
hemmed by a black line in Fig. 5.6(a). In Fig. 5.6(b), the numerical and analytical
solutions are compared for the combination ρ1 = 50 and ρ2 = 1.6 Ωm. The relative
difference is around zero throughout the whole time-range.
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(a) (b)
Figure 5.6: Variation of the resistivity for the fine discretized grid with nx,y = 84 and
nz = 60. (a) RMS calculated for each permutation of ρ1 and ρ2 of a two layer model. The
thickness of the first layer is fixed to 15 m. The resistivity combinations, where the RMS is
less than 2% is hemmed black. (b) Comparison of the SLDMem3t and EMUPLUS solutions
for resistivities ρ1 = 50 Ωm and ρ2 = 1.6 Ωm. The combination is indicated by a white cross
in (a).
From the study it is obvious, that except on the high conductive mudflat the fine grid
would provide accurate solutions for the quasi 2D resistivity-depth sections presented in
section 4.7. For the conductive mudflat zone another grid is designed and verified by the
same procedure. The same approach is also applied to both transmitter configurations,
either the Tx-50 or the Tx-100 setup.
5.3.5 Lateral grid discretization refinement
The grid is verified in detail by comparing the SLDMem3t solution with 1D semi-
analytical solutions. Hence it is uncertain, if a grid is sufficiently discretized to image
a lateral inhomogeneity. A 2D verification of the solution generally involves the ap-
plication of other numerical TDEM modeling algorithms. Here, a convenient way is
presented to validate qualitatively if the grid is sufficiently discretized in lateral direc-
tion with respect to the underlaying model.
The problem of model discretization errors can arise within the SLDMem3t , if grid
lines are missing at lateral boundaries. Assume a TEM sounding, where certain trans-
mitter/receiver (Tx/Rx) locations are realized by shifting the model with respect to
the grid. To illustrate this, a simple fault model is shown in Fig. 5.7(a), where the
grid is plotted as white lines. For a Tx/Rx location at x = −1000 m left of the fault,
the vertical grid lines are very coarse around the fault. Due to the material averaging
scheme discussed in section 5.1.1, the resistivity distribution will be different from that
which is shown in Fig. 5.7(a). Since there is no vertical grid line around x = 0 m,
the red hemmed cell for example will exhibit an effective resistivity of ρeff = 59 Ωm.
This value is used for the calculation of the Ex component. The green hemmed cell
shows the area, which is used to calculate the effective resistivity for an Ey component
located at the center marked as a green cross. The vertical magnetic field component
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Figure 5.7: (a) Simple fault model with a vertical fault at 0 m. The Tx/Rx setup is located at
x = −1000 m and the grid lines are drawn white. No grid line is present directly on the fault.
The red boxed cell denotes the effective area and assigned effective resistivity (ρeff = 59 Ωm)
used for calculating the Ex component at the center marked by a red arrow. The green hemmed
area and its effective resistivity is used to calculate Ey at the location denoted by a green
cross. (b) Uind calculated for various distance of Tx/Rx away from the fault. The response is
plotted against the Tx/Rx location for several times. Here, the original grid without refinement
(displayed in (a)) is used for the calculation. In (c), the same response are shown as in (b),
except that grid lines are now included around the fault.
B˙z (and Uind) is calculated from the electric field E by Faraday’s law. In Fig. 5.7(b),
the response Uind(x, t) is plotted for different transient time-points and different Tx/Rx
fault distances −1000 ≤ x ≤ 500. The response shows a step-like behavior, which de-
pends on the time and the Tx/Rx distance from the fault. In Fig. 5.7(c) the response
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Uind(x, t) is calculated similarly, except that now vertical grid lines are included around
the fault. Compared to the response without additional grid lines, a smooth response
is now obtained.
Although, SLDMem3t allows an arbitrary model discretization, internally the imple-
mented material averaging scheme calculates the effective resistivity of each cell (see
in section 5.1.1). By calculating the response of a simple fault or quaterspace model
for different distances from the fault, it is possible to check, whether the response is
smooth with respect to the fault distance. If not, but a accurate solution is required,
grid lines may be included at a lateral boundary. Moreover, the example shows that the
model and the calculation grid should be in proportion to each other. In explanation,
a coarse grid and a very fine model geometry in an area of interest makes little sense,
as the structure will be averaged out. This qualitative approach is convenient to check
the grid and model discretization for 2D calculations based on the SLDMem3t . It can
be applied in a similar manner to 3D models.
5.3.6 Convergence control parameters
Besides comparing the SLDMem3t solution to a 1D semi-analytical solution, there are
three control parameters, which are useful to check the convergence of the solution
for each MS step of the Lanczos process. Consider a Tx-50 central loop configuration
and the fine discretized grid with nx,y = 84 and nz = 60 discussed in section 5.3.3.
Moreover, the three layer model with ρ1−3 = (10, 5, 50) Ωm and z1−3 = (5, 20, ∞) m
is used. For each iteration MS = M . the SLDMem3t writes three control parameters,
which are called RES, PROGN and EPS:
- RES is a test solution calculated for the last time point at a specified control
receiver. For the central loop configuration it is convenient to use a B˙z control
receiver at the surface grid center. RES should converge towards a stable solu-
tion. In case the solution is unstable or does not converge, RES will oscillate. If
the algorithm is terminated too early, the calculated response deviates from the
analytical response, particularly at late times.
- PROGN is the absolute difference between RES of the current and a previous
iteration and should be ideally zero.
- EPS is the relative difference between RES of the current and previous iteration:
EPSi =
PROGNi
RESi
=
RESi −RESi−1
RESi
× 100, (5.28)
where i is the actual iteration. Within the SLDMem3t the Lanczos process is
terminated if EPS is below a predefined threshold.
In Fig. 5.8(a), RES is plotted versus MS for every hundredth iteration. According to
equation (5.25), at least MS = 1900 iterations are required (for grid/model specifica-
tions: ∆min = 0.42 m, tmax = 10−3 s, ρmax = 50 Ωm). Clearly MS = 1900 is much too
small. Moreover, between MS = 5500 − 7000 the solution converges towards a stable
value, which can be seen in the focused plot in Fig. 5.8(b). The SLDMem3t solution
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Figure 5.8: (a) Evolution of RES (Uind) for every hundredth iteration MS and (b) focused
plot for RES. The weighted moving average is marked blue. The analytical solution is plotted
as a black dashed line. (c) Evolution of EPS for every hundredth iteration.
does not converge exactly to the analytical solution (denoted as a black dashed line). A
small shift with a relative difference of 0.7% is present, which is obviously systematic.
Such a systematic shift/error can be caused by the discrete approximations of the EM-
field equations [Zhdanov & Varentsov, 1997]. Nevertheless, a deviation less than 1% is
sufficiently accurate. If one is dealing with a transient sign reversal at late times, RES
will most likely alternate with respect to the sign due to numerical noise (inaccuracy
of very small values). In that case, a second grid for late times is recommended as
described previously in section 5.3.2.
In Fig. 5.8(c), EPS is plotted versus the iteration MS. For MS = 7000, it is already
below 1% according to the moving average. Since EPS jumps by several orders of mag-
nitude, the Lanczos process would terminate already for MS = 4000, even if a very
small threshold EPS ≈ 10−4% is defined. To avoid a too early termination, Martin
[2009] suggested to check EPS thrice (for the actual and two previous iterations). Al-
ternatively, a very low threshold for EPS can be chosen, to avoid early truncation and
therefore, accept longer calculation times. During this thesis, a too early truncation
was observed a few times, wherefore always MS = 12000 iterations are calculated.
Nonetheless, the redundant computational effort should be generally considered and
estimated, especially prior to the 2D inversion.
The convergence parameters are useful to check the stability and convergence of the
solution. Moreover, one can justify the truncation of the Lanczos process at a certain
iteration. However, in order to obtain an estimate of the SLDMem3t accuracy, a com-
parison with an analytical solution is necessary.
5.3.7 Numerical modeling errors
The problem addressed in this section is how to quantify SLDMem3t modeling errors
and moreover, how these errors are considered when determining the data fit posterior
to 2D forward and inverse modeling. It is not meaningful to fit field data with a spec-
ified RMS or χ without considering the modeling errors.
The easiest way to derive a modeling error is to calculate the relative difference between
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the numerical and analytical solution of each time point at the stage of the SLDMem3t
grid check. Consider again the fine discretized grid with nx,y = 84 and nz = 60 discussed
in section 5.3.3. As shown earlier in Fig. 5.6(a), the black hemmed area marks the resis-
tivity combinations, for which the grid provides solutions with an RMS less that 2%.
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Figure 5.9: Residuals calculated for each
time point and all combinations of ρ1/ρ2
within the black hemmed area shown in
Fig. 5.6. They are denoted as black crosses.
The red line is the mean RMS calculated for
each time point.
To illustrate the modeling errors, the dis-
tribution of residuals for each time point
and each combination of ρ1/ρ2, within
the black hemmed area of Fig. 5.6(a),
are calculated. The residuals are plotted
in Fig. 5.9 as black crosses and are dis-
tributed between 0 and 5%. To illustrate
the time dependence of the SLDMem3t so-
lution, the RMS is calculated for each time
point, which is denoted as a red line. The
RMS ranges between 1 and 4% for early
times (t < 10−5 s). At intermediate times,
it drops below 1% and increases again for
the last two time points. The time de-
pendency is a well known phenomenon
of the SLDMem3t , because its computa-
tional load increases with
√
t, i.e. the num-
ber of required iterations MS depends on
tmax [Weidelt, 2000]. Moreover, Weidelt
[2000] stated that large early time resid-
uals may be caused by an in-appropriate
integral boundary condition at the earth-air interface.
The mean RMS equals 1.2% and is calculated from all residuals shown in Fig. 5.9.
For the sake of simplicity and in order not to underestimate the errors, a percentage
SLDMem3t error of δdi,sld = 1.5% is used in this thesis. An overall error estimate for
each individual data point δd∗i is derived by using Gaussian error propagation:
δd∗i =
√
δd2i,obs + δd
2
i,sld. (5.29)
Where δdi,obs is the percentage error estimated for the field data as described in sec-
tion 4.5.3.
Another approach to obtain more meaningful numerical errors δdi,sld, is to extract 1D
models beneath each sounding location from a final 2D model. Then, the error δdi,sld
can be calculated from the numerical and analytical solution for each extracted 1D
model and individual data point. Therefore, this more expensive approach is applied
in section 5.5.2 for a final 2D model used for the forward modeling of the field data.
Since the time discretization is arbitrary for the SLDMem3t scheme, it is suggested
to use the same time supporting points, which are used for the 1D analytical solution
and for the field data. Otherwise, the interpolation between logarithmic time points
can lead to unwanted interpolation errors.
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5.4 2D synthetic modeling for a fault structure
The quasi 2D resistivity-depth sections presented in section 4.7 show a strong lateral
resistivity variation from moderate to very low subsurface resistivities. This section
aims to illustrate and analyze the effect of such a lateral resistivity variation on central
loop TEM data. A simple fault model is generated and synthetic data is calculated for
different distances from the fault structure. The model displayed in Fig. 5.10(a) is rather
simplified compared to the 1D stitched models along profile A shown in section 4.7.2.
Left of the vertical fault a three-layer case is present, with a conductor sandwiched
between two resistors, where
ρ1−3 = (13, 4.5, 80) Ωm and z1−3 = (18, 10,∞) m.
A high conductive homogeneous half space with 0.3 Ωm is located to the right of the
fault. In Fig. 5.10(b), the voltage response U(x, t) is plotted for different distances from
the fault and several transient time points. The abrupt lateral subsurface change af-
fects the transient data depending on the time and the Tx/Rx fault distance. The
time-range where the 2D distortion of the data has to be considered is hemmed in
gray in Fig. 5.10(b). In the following only times with t ≤ 10−3 s are considered. This is
approximately the latest transient time point recorded in the field northeast of the Al
Bayda fault at sounding A42. According to the red drawn line with t = 9.7e− 4 s,
Uind for times earlier than t ≤ 10−3 s are affected maximal up to x ≈ −200 m
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Figure 5.10: (a) Simplified 2D vertical fault model representing roughly the subsurface struc-
ture along profile A in the survey area. The grid is displayed as white lines. Tx/Rx denotes the
TEM location, which is shifted between x = −1000 and 500 m. (b) Induced voltage Uind(x, t)
for distinct time points and plotted along the profile for various Tx/Rx fault distances. The 2D
affected data is hemmed by a gray line. (c) Transients (Uind) calculated for different fault dis-
tances. The vertical gray line, denotes the last time point of the transients (tmax), which were
recorded northeast of the Al Bayda fault along profile A in the field. The times and distances
are given in the corresponding legends.
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fault-distance to the left of the fault. Right of the fault, the diffusion depth is sig-
nificantly decreased and the effect on the response Uind is marginal. In Fig. 5.10(c),
the voltage response Uind is plotted for different fault distances. The vertical gray
line, denotes tmax of the transients recorded left of the Al Bayda fault along pro-
file A. For the furthest location at x = −1000 m there is no fault effect visible and
the transient represents the three-layer background model response. Towards the fault
(from the left), the voltage is increased at late times and indicate the conducting
zone. Only the early times remain undisturbed. Directly on the fault, at x = 0 m,
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Figure 5.11: Synthetic TEM ρa,lt transients
for different fault-distances.
the transient is dominated by the fault
effect for all times. Comparing the tran-
sients right of the fault at x = 50 and
100 m only a slight difference is visible at
the latest times.
To gain more insights, the induced volt-
age is transformed to late time appar-
ent resistivities ρa,lt. In Fig. 5.11, the
synthetic ρa,lt data are plotted for the
same fault-distances as in Fig. 5.10(c).
The characteristic ρa,lt overshoot around
t = 10−5−10−4 s for the sounding located
at x = 0 m is caused by the strong lateral
resistivity change. Newman et al. [1987]
discussed a similar effect for data obtained over 3D-structures. Moreover, a strong
ρa,lt decrease occurs at late times for all soundings left of the fault, which indicates a
good conductor. The ρa,lt soundings obtained right of the fault indicate only a slight
resistivity increase at late times.
5.4.1 1D inversion of synthetic fault affected data
It is obvious that the 1D inversion, either Occam or Marquardt, of fault affected data
as shown in Fig. 5.10(c), may lead to wrong subsurface models and, therefore, to signif-
icant miss-interpretation. In Fig. 5.12, the 1D Marquardt inversion models are patched
together to a quasi 2D section. An initial 10 Ωm half space model with four layers
is used. The resulting quasi 2D stitched section varies significantly from the original
model as follows:
- The true 80Ωm basement shows a slight resistivity decrease towards the fault
starting at x = −900m. At x = −500 m the decrease becomes significant and
would be miss-interpreted. At the same time the RMS is increased.
- Between x = −150 and 50 m the original model is not reproduced and a good
conductor is visible at depth below the resistor. Although not that prominent,
right of the fault between x = 0− 50 m, a resistor is placed below the conductor.
In order to avoid a false interpretation, some authors suggest the removal of data points
which are affected by 2D and 3D distortion prior to a 1D inversion, e.g. Bedrosian et al.
[2013]. In Fig 5.13, the comparison of the 1D inversion results with and without fault-
affected data points are shown exemplarily for the sounding located at x =-300 m.
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Figure 5.12: 1D stitched Marquardt inversion results derived from synthetic 2D fault affected
data. The RMS is plotted above the model for each sounding. The true models is marked by
black lines.
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Figure 5.13: Comparison of 1D inversion results (Marquardt and Occam R1/R2) of synthetic
fault affected data at sounding location x =-300 m. Inversion result for (a) the non-edited data
and (b) the data points for t > 2 ms are removed. The true background model is denoted by a
gray line. (c) Synthetic data (black) and Marquardt inversion fitting for non-edited (blue) and
edited data (red).
Concluding from Fig. 5.11, data points for times greater than t = 2 ms are assumed
to be distorted and are removed. The 1D Marquardt model is derived from the non-
edited data in Fig. 5.13(a) and shows a too low resistivity of ρ ≈ 30 Ωm for the last
layer. The late time data with t > 1 ms is not fitted at all and the RMS is 10%. If
the data points for t > 1 ms are removed, the fit is significantly improved and the
Marquardt model coincides well with the true three layer background model left of
the fault. Since the Occam inversions R1/R2 are done with 30 logarithmic equidistant
layers, the edited and non-edited data is fitted well with RMS ≈ 1. Nevertheless,
to fit the non-edited data, a conductor is placed at depth and the models would be
definitely miss-interpreted. This is not the case for the edited data and the inversion
results match the true model well.
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5.4.2 Analysis of 2D distorted data by subtracting a 1D back-
ground response
In Fig. 5.14(a), the same fault model is displayed as in Fig. 5.10(a), except that the
x- and z-ranges are changed to match profile A between sounding A27 and A71. The
inter-station distance is 50 m and the fault is located at sounding A41 (x =3100 m).
Bedrosian et al. [2013] suggested to visualize 2D affected data by constructing a 1D
background model left and right of a fault. Then, a 1D background model response
U1Dind is calculated and subtracted from the 2D affected data. This approach is applied
to the 2D response U2Dind of the model shown in Fig. 5.14(a). A three-layer background
model response is subtracted from Uind left of the fault. Right of the fault, the 0.3 Ωm
homogeneous halfspace response is subtracted. The percentage relative difference
R-diff =
U2Dind − U1Dind
U2Dind
× 100 [%]
is plotted for each time point along the profile in Fig. 5.14(b). The color-coded section
visualizes which soundings and corresponding time range differ from the 1D model
response. For sounding A41, directly on the fault, the response is affected throughout
the whole time range, whereas at station A36 only the last time decade is affected,
showing a deviation of more than 10%. Right of the fault the effect is negligible, except
for the latest times of sounding A42. The blue and red dotted lines in Fig. 5.14(b)
mark the earliest and latest recorded data points in the field, respectively. If this time-
range is considered, only three to four soundings (A38-A41) are obviously affected.
A drawback is that for “realistic” 2D models, which are derived from field data, the
construction of an appropriate 1D background model is difficult. Thus, this approach
is mainly interesting for synthetic studies prior to a survey.
5.4.3 Analysis of 2D distorted data by using a TEM-tipper
In section 2.3.4, the TEM-tipper TU was introduced, which was described by Spies &
Frischknecht [1991] to visualize multidimensional subsurface effects. Over a 1D layered
earth, the horizontal magnetic fields in the center of a loop transmitter are theoretically
zero. Therefore, a few authors used the horizontal magnetic field components to inves-
tigate multidimensional structures. For example Newman et al. [1987] described the
behavior of the horizontal magnetic field over 3D conductors. Rödder [2010] and Koch
et al. [2003] applied a 3-component receiver setup (B˙x,y,z) to investigate the Araba fault
in south Jordan.
Consider again the fault model presented in Fig. 5.14(a). To investigate the fault af-
fected data, the ratio of the horizontal magnetic field B˙x (or Uind,x) and the vertical
magnetic field B˙z (or Uind,z) are calculated. This is referred to as the TEM-tipper.
Since the strike is y-oriented, the B˙y component vanishes. In Fig. 5.15(a) the ratio
of TU = Uind,x/Uind,z is displayed as a colored section along the profile. Ratios less
than 0.01 are colored gray and ratios larger than 0.1 are plotted dark red. Spies &
Frischknecht [1991] stated that for ratios TU < 0.1 a 1D interpretation of TEM data
is generally valid. The similarity of the TEM tipper to the approach suggested by
Bedrosian et al. [2013] in Fig. 5.14(b) is remarkable. The same number of soundings
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Figure 5.14: (a) 2D fault model with a three layer case left of the fault and a 0.3 Ωm
homogeneous right of the fault. The fault is located at sounding A41. (b) Relative difference
calculated from the 2D response and a 1D background model response (left and right of fault).
See text for further explanations.
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Figure 5.15: Consider the same model as displayed in Fig. 5.14(a). (a) Tem tipper TU =
Ux/Uz plotted for each time point along the profile. (b) TU plotted for three distinct time points
against the profile
are 2D affected with Tipper values TU > 0.1. If only data points in the time range
between tmin (blue dotted line) and tmax (red dotted line) are considered, three to four
soundings (A38-A41) are affected. In Fig. 5.15(b), the tipper TU is plotted for three
distinct time points. For t = 10−4 s the fault location is pin-pointed by a large tipper
value TU ≈ 0.6. The last recorded time point left of the Al Bayda fault in the field is
t ≈ 10−3 s. The corresponding red drawn line shows that five soundings have Tipper
values with TU > 0.1.
Although the TEM tipper was not measured in the field, it can be used at least to some
extent to analyze how much 2D effect a derived model would generate. The approach
provides similar results compared to that suggested by Bedrosian et al. [2013], but has
a significant advantage because no simplified background model is required. For the
extreme fault example discussed in Fig. 5.15, maximal three to five soundings (A39-
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A41) within the field data time-range cannot be interpreted in 1D, without significant
miss-interpretation. To gain information, how much 2D effect the models derived from
the field data will generate, the TEM-tipper is calculated subsequently in section 5.5.2
exemplarily for a 2D model.
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5.5 2D forward modeling of Tx-50 sounding data: tran-
sition zone along profile A
Quasi 2D resistivity-depth sections were derived in section 4.7.2 from the Tx-50 sound-
ing data along profile A. The subsurface structure varies laterally from moderate resis-
tivities on the basalt formation to very low resistivities on the mudflat. Therefore, it
is uncertain if a 1D interpretation is adequate, when the structure becomes essentially
2D. To validate the derived quasi resistivity-depth sections, 2D models are derived in
the following from the 1D Occam and Marquardt results. The focus is on the transition
zone between sounding A27 and A59. The Al Bayda fault is expected around sounding
A41.
The 2D forward modeling has two main objectives. The first is to derive a 2D model,
which quantitatively explains the field data for a large number of soundings. Three
strategies are followed: at first a rather simple model is derived manually; in the sec-
ond step a model is derived by spatial interpolation from 1D Occam models and from
1D Marquardt models. The second objective is to perform a 2D modeling study and to
investigate the subsurface structure in the transition zone, i.e. how well is the lateral
extent of the resistive layer supported by the Tx-50 sounding data.
In advance, it should be pointed out that these derived 2D models are biased at least
to some extent. They are always constructed from existing 1D models, and not inde-
pendently reconstructed as it would be the case in a 2D inversion.
5.5.1 2D model derived qualitatively from 1D results
In the first step, a 2D block model is derived visually from the quasi 2D resistivity-
depth section along profile A (cf. section 4.7.2). The idea behind, is to start with a
rather simple model and to perform systematical studies by perturbation of different
zones. The derived 2D model presented in Fig. 5.16 exhibits a global χ of 8.72 (RMS
= 16.44%), which is a poor fitting. Therefore, the model does not explain the data
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Figure 5.16: 2D model derived visually/manually between soundings A27 and A65 along
profile A. The corresponding misfit, χ and RMS, are plotted below the model for each sounding.
quantitatively well. Especially between sounding A37 and A47, a strong lateral resis-
tivity variation is present and the RMS increases up to 100%. Only for the last five
soundings, the RMS is below 10%. Since the field data is not fitted well, the model is
not suitable as a starting point for further systematic forward modeling.
As the manual approach for deriving a 2D model is very time consuming and not feasible
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for fitting the field data quantitatively, the idea was dropped. For systematic modeling
studies, without trying to fit real field data, this approach is of course feasible.
5.5.2 2D model derived from 1D Occam results
In order to reach a sufficient starting point model for the 2D modeling study, the 1D
stitched Occam R1 section is linearly interpolated onto a 2D model grid. The cru-
cial point is, therefore, the discretization of the 2D model grid. The discretization in
z-direction matches exactly the layering of the 1D Occam models presented in sec-
tion 4.7.2. To achieve coarser or finer models the lateral discretization of the 2D model
grid is varied between ∆x =50, 25 and 10 m. The coarsest lateral discretization exhibits
one model column beneath each sounding and is, therefore, a one-to-one image of the
quasi 2D Occam resistivity-depth section.
In Fig. 5.17(a-c), three derived 2D models are displayed for a lateral discretization
∆x =50, 25 and 10 m. The coarsest model in Fig. 5.17(a) explains the field data for 39
soundings with a global χ of 1.49. The global RMS is double, as neither the field data
errors nor the SLDMem3t modeling errors are taken into account. In the transition
zone between sounding A37 and A52 the misfit slightly increases, but is mostly below
χ = 5. At sounding A47, the resistivity increase is not resolved and a 50 m wide gap is
visible in the model. For a fine discretization with ∆x = 10 m the 2D model becomes
quite smooth. The global χ is 2.85 and almost double compared to the coarsest model.
For comparison, the 1D stitched Occam models presented in section 4.7.2 exhibit a
global χ of 0.9.
All three 2D models explain the field data for a total of 39 soundings and are therefore
suitable as starting point models for a 2D modeling study. But, from a practical point
of view, all three models are too smooth and do not have distinct model boundaries.
Therefore, they are not suitable to systematically analyze the variation of different
model zones.
In order to reach a model with distinct boundaries, another approach was tried. The re-
sistivities are joined into either Nρ = 20, 10 or 5 logarithmically equidistant resistivity-
bands between 0.1 and 50 Ωm. The results are displayed in Fig.A.20(a-c) in the ap-
pendix. The model with Nρ = 5 resistivity bands has distinct boundaries, but the fit
deteriorates to χ ≈ 7. On the contrary, the models with Nρ = 20 and 10 resistivity
bands have a good fit, but no distinct model boundaries. Therefore, these models are
not useful as starting point models and the idea is not pursued further.
As a conclusion it can be noted that the Occam models are not suitable for the system-
atic 2D modeling study. Therefore it is done on the basis of the 1D Marquardt models
subsequently in section 5.5.3. However, since the best-fit 2D model in Fig. 5.17(a) ex-
plains the field data well, it is used for further analyzes in three steps:
- The distribution of data residuals are analyzed to verify if they depend on the
subsurface resistivity structure.
- The TEM-tipper is calculated to gain insight, how much 2D effect the best-
fit model generates. This approach was also previously applied to a synthetic
fault model in section 5.4.3 and is in very good agreement to another approach
presented by Bedrosian et al. [2013].
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Figure 5.17: 2D models derived by spatial interpolation of 1D Occam results onto a 2D grid
for a lateral discretization of (a) ∆x = 50 m, (b) ∆x = 25 m and (c) ∆x = 10 m. The
corresponding RMS and χ are displayed below each 2D model.
- The SLDMem3t modeling errors are analyzed by comparing each column of the
2D model separately with the analytical 1D response. This approach is used as
a final grid check, to validate the accuracy of the SLDMem3t .
Data fit and distribution of residuals
The 2D model for the coarse discretization in Fig. 5.18(a) quantitatively explains the
field data best. The global fit χ = 1.49 is not much worse than for the quasi 2D
resistivity-depth section derived from the Occam R1 results. In Fig. 5.18(b), the dis-
tribution of the data residuals (dobs − dcalc)/δd∗ are plotted for each time point along
the profile. For comparison, the total error estimate δd∗ is discussed in section 5.3.7.
The residuals generally range between ±5 and seem more systematically distributed
towards larger values. Especially between sounding A34 and A50 and at late times the
residuals increase. Obviously, the larger residuals occur mainly in the transition zone,
where the subsurface structure is more two-dimensional. Southwest of sounding A52,
on the low resistive mudflat, the data fit is almost optimal with χ ≈ 1. Likewise, the
residuals are very small northeast of sounding A33. Moreover, the alternation of the
residual sign seems systematic, although the deviations are small. A few large outliers
are present, which deteriorate the global fit. If 1% of the data (13 data points) with
the largest residuals are neglected, the χ improves by 24% from 1.49 to χ = 1.14. This
demonstrates that the `2-norm residual calculation is prone to outliers. The distribu-
tion of residuals as a histogram and QQ-plot is shown in Fig.A.21 in the appendix. The
QQ-plot indicates a non-normal distribution particularly for the largest residuals. In
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Figure 5.18: (a) Best-fit 2D model derived from 1D Occam results. (b) Distribution of
residuals for each time point and sounding plotted against the profile line. (c) TEM-tipper
TU = Ux/Uz calculated from the field data (Uz) and the synthetic horizontal induced voltage
response (Ux). (d) Ratio of Ux/Uz plotted for three distinct time points versus the sounding
location.
Fig. 5.19 the observed and calculated data are shown for three soundings: A27, A41 and
A71. The data fit is not that good for sounding A41 in particular for the last decade
of time, resulting in a χ of 2.9 and large late time residuals. The other soundings are
fitted optimal with χ ≈ 1.
Analyzing 2D effects by the TEM tipper
In section 5.4 the 2D effect is analyzed on the basis of a simplified 2D vertical fault
model. The TEM-tipper TU is now used to investigate how much 2D effect the best-fit
model in Fig. 5.18(a) would produce. Since the horizontal component of the voltage
response Ux was not measured in the field, the TEM-tipper is calculated from a syn-
thetic Ux and from the measured field data Uind,z. This semi-synthetic TEM-tipper TU
is displayed in Fig. 5.18(c) as a colorcoded section. Spies & Frischknecht [1991] stated
that for values TU < 0.1 the TEM data can be interpreted in 1D. For the best-fit
model, TU is less than 0.1 for almost all soundings and time points, except between
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Figure 5.19: Observed and calculated data for the 2D best fit model for sounding (a) A27,
(b) A41 and (c) A71. The residual is displayed below the corresponding plot
sounding A36 and A41. The lateral resistivity variation is most significant in that zone.
Sounding A37 coincides with the shallow inset of the good conductor. Compared to the
neighboring soundings, the tipper value is increased already at earlier times for that
sounding. According to Fig. 5.18(d), TU is maximal for the last time point t = 10−3 s
at sounding A39. Moreover, the larger TU values coincide partly with the larger late
time residuals shown in Fig. 5.18(b). Therefore, it is possible that these larger late time
residuals are due to a 2D effect in the TEM data.
The benefit of the semi-synthetic TEM-tipper is limited because the horizontal mag-
netic voltage response was not measured in the field. However, it is an alternative
approach to that suggested by Bedrosian et al. [2013], where a 1D background model
response is subtracted from the 2D response (for comparison see section 5.4.2). For
future TEM surveys over strong lateral subsurface contrasts, measurements of Ux may
provide useful additional information. A drawback is that an accurate B˙x-configuration
is difficult to realize in the field. If the receiver is not placed exactly in the center of the
transmitter loop, a significant response is measured [Newman et al., 1987]. Therefore,
one has to know the exact position for a quantitative interpretation of the horizontal
voltage response.
SLDMem3t modeling errors derived from final 2D model
In order to investigate the SLDMem3t modeling errors, a 1D grid check is performed
for the best fit 2D model in Fig. 5.18(a). At first a 1D model is extracted from the 2D
model beneath each sounding location. Then the 1D response is calculated with the
SLDMem3t and compared to the analytical solution with EMUPLUSvia the RMS .
The obtained residuals are plotted for each time point versus the sounding location in
Fig. 5.20. It is obvious that the deviations are of systematic nature, although they are
maximal around ±3%. Recalling the theory to the SLDMem3t in section 5.1, a major
accuracy limitation is the FD formulation itself, i.e. the discretization of the ∇×∇×-
operator into the system matrix. Therefore, systematic deviations are plausible. Slightly
larger residuals are present for later times between sounding A39 and A46. These are
reflected in an RMS increase up to around 1.5%. The resistivity decreases at depth in
that zone and the accuracy of the designed late time grid slightly deteriorates.
From the grid check presented in section 5.3.7, a constant SLDMem3t modeling error
δdsld =1.5% is assumed for the sake of simplicity. Now, from the final grid check a global
RMS of 0.72% is derived. Actually only for two soundings the misfit is around 1.5%.
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Figure 5.20: SLDMem3t grid check for the best fit 2D model. A 1D model is extracted beneath
each sounding location of the 2D best fit model in Fig. 5.18(a). The residuals are calculated
from the 1D numerical and 1D analytical solutions. The black line denotes the RMS calculated
for each sounding.
The designed overlapping grids obviously produces very stable results for all soundings
and a wide resistivity range.
5.5.3 2D model derived from 1D Marquardt results
The previously presented 2D model in Fig. 5.18(a) already explains the field data well,
but does not exhibit distinct boundaries. Thus, it is not suitable for a systematic
2D modeling study. In order to derive a 2D model which is suitable for a systematic
forward modeling study, the quasi 2D Marquardt resistivity-depth section presented
in section 4.7.2 is interpolated onto a 2D model grid. The focus is on the transition
zone from the moderate resistive basalt formation to the low resistive mudflat along
profile A. Particularly, on the low resistive mudflat the EM skin depth is small for
the earliest transient time (δFD ≈ 0.5 m). To avoid interpolation errors, the vertical
discretization ∆z of the 2D model is constructed separately from each Marquardt 1D
model. As a result, a large amount of grid lines in z-direction are required. With this
approach it is possible to image the 1D stitched Marquardt section exactly.
In Fig. 5.21, the 2D model derived from the 1D stitched Marquardt results between
sounding A27 and A71 is displayed. The global χ is 1.45 and as good as for the 2D
model derived previously from the 1D Occam results. Both models are well comparable,
except that the 2D Occam model shows a shallow resistive feature at sounding A39.
Although not present in the 2D Marquardt model, the fit does not increase around that
sounding and is generally satisfactory along the profile line. Obviously both derived 2D
models, the Occam- and Marquardt-type explain the field data well and are more or
less equivalent according to the data fit.
The 2D Marquardt model in Fig. 5.21 has distinct layer boundaries and is suitable
for the perturbation of selected zones, i.e. a systematic forward modeling study. The
basalt layer zone beneath the high conductive mudflat is now varied to investigate if
it is redundant or supported by the field data. The lateral extent of the basalt layer
is varied between sounding A39 and A52. Furthermore, the resistivity and upper layer
boundary is varied.
Lateral extent and resistivity of the basalt layer
In Fig. 5.22, the modified best fit 2D Marquardt model is presented. The lateral contin-
uation of the resistive basalt towards southwest (indicated by a red line) is interrupted
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Figure 5.21: 2D model derived from 1D stitched Marquardt results for soundings A27 to A71
along profile A. The corresponding χ and RMS for each sounding location is displayed below
the model.
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Figure 5.22: Variation of the resistive basalt layer between sounding A39 and A52. The top
of the layer is depicted as a red line and interrupted after sounding A38, A44 and A50. The
resistivity is chosen homogeneous with 17 Ωm. The corresponding χ are displayed below the
model.
after sounding A38, A44 and A50. The resistivity is chosen homogeneous with 17 Ωm.
The following conclusions are derived:
- If the resistive basement is completely removed, the χ, displayed in Fig. 5.22 as
a red line, increases compared to the best fit χ (black line). Although the layer
is interrupted after sounding A38, two soundings left of A38 are affected. The χ
for those soundings also deteriorates.
- If the layer is continued until sounding A44, the χ marked as a green line in
Fig. 5.22 differs everywhere right of that sounding. Left of sounding A44, χ
matches the best fit χ.
- If the resistor extends until sounding A50 (blue line), only the three following
soundings indicate a slightly increased χ. Everywhere else it matches the best fit
χ (black line).
Except for three soundings (A43, A44 and A47), the resistor is generally supported by
all other soundings. Therefore, the lateral extent of the resistor below the high conduc-
tive mudflat sediments is required to fit the data.
To investigate the upper and lower resistivity bounds of the base layer between sound-
ing A39 and A52, it is varied from ρ = 0.1 to 20 Ωm. According to the best-fit 2D
Marquardt model in Fig. 5.21, the average resistivity ranges around ρ ≈ 1 − 2 Ωm.
In Fig. 5.23 the field data and the calculated response are displayed for a base layer
resistivity of ρ = 0.1, 2 and 20 Ωm. If the resistivity is set to 0.1 Ωm the late time data
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is not fitted. In contrast to that, the residuals which are plotted below the transients,
do not change much if the resistivity is increased from 2 to 20 Ωm. This shows that
the upper resistivity limit is not well resolved.
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Figure 5.23: Field data and calculated 2D re-
sponse for sounding A49. The resistivity of the
base layer is varied between sounding A38 and
A52 as displayed in the legend. The correspond-
ing residuals are plotted below the transients.
Variation of the depth to the basalt layer
To further investigate the impact of the base layer on the model response, the depth
to the base is slightly varied. The original best fit model is drawn as a white line in
Fig. 5.24. At first, the depth to the base layer is minimized as indicated by the red line.
Afterwards, the depth is increased to z ≈ 30 m.
The best-fit χ is displayed as a black line for each sounding in Fig. 5.24. If the depth
to the base layer is decreased (green line), χ increases significantly for all soundings
between A38 and A52. Likewise, χ increases if the depth to the base layer is increased.
Soundings A42, A46 and A47 are exceptions because the transients are slightly shorter.
The comparison of the field data and the calculated response for sounding A41 in
Fig. 5.25 demonstrates the influence of the layer depth. In both cases, the late time
data is not fitted and the residuals are large.
Although the variation of the depth to the resistor is marginal below sounding A39,
it has a significant impact on the data fit. For this reason, the inset of the thin good
conductor below sounding A39 in roughly 20 m depth is evident. At least for this
model, it is not possible to fit the data well without it.
NE SW
Figure 5.24: Variation of the depth of the base layer between sounding A39 and A50. The
original best-fit model is depicted as a white line. The minimal depth of the layer is indicated
by the red line. The corresponding χ for each depth variation is displayed below the model.
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Figure 5.25: The field data and calculated 2D
response are displayed for sounding A41 for a
variation of the depth to the basalt layer (as
shown in Fig. 5.24). The corresponding residu-
als are plotted below.
Discussion of lateral extent of the basalt layer
Recalling the geological map and cross-section presented in Fig. 4.2, the basalt layer is
supposed to be interrupted around sounding A41 and to coincide with the Al Bayda
fault. Based on the modeling results of the Tx-50 data, it is evident that the resistor is
extended at least up to sounding A52. Further southwest of sounding A52, the depth
of investigation of the Tx-50 configuration is not sufficient to resolve the base of the
mudflat. Conclusively, it can be said that the modeling study validates the resistivity-
depth section along profile A, which was derived from 1D models in chapter 4. For
comparison refer to the 1D stitched results in Fig. 4.16.
5.6 2D forward modeling of Tx-100 sounding data: deep
mudflat base
In the second field survey 47 soundings were obtained with the Tx-100 configuration
to investigate the more resistive and deep base below the high conductive mudflat.
According to the geological information in section 4.2, the base is a chert limestone
formation (URC). The 1D stitched models, presented in section 4.7.4 and section 4.7.5,
generally show the resistor at depth along both profiles. But, not all soundings sup-
ported the resistivity increase similarly within the data errors and some uncertainties
remain. To verify the deep basement structure for all soundings simultaneously along
each profile, a 2D forward modeling study is performed.
5.6.1 Validation of the mudflat base along profile A
The 2D best-fit model constructed from the 1D stitched Marquardt models obtained
along profile A is displayed in Fig. 5.26(a). The focus is on the zone between sounding
A27 and A*80. The 2D modeling is performed at first for the original model, where the
base structure is included. Secondly, the base is removed between sounding A42 and
A*80. Afterwards the depth to the base and the base resistivity is varied.
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Base removed southwest of A42
Compared to the best-fit 2D model in Fig. 5.26(a), the global χ increases from 2.13 to
4.33 if the resistor is removed. The best-fit χ is denoted by a red line and the calculated
χ, if the base is removed, is drawn magenta in Fig. 5.26(b). Between sounding A*55–
A*61 and A*72–A*74, the removal of the resistive base does not affect the data fitting.
This is also obvious from the error weighted residuals for each sounding displayed in
Fig. 5.26(c). No larger residuals are visible at late times for the soundings A*57 to A*62
and only slightly larger ones are obtained between A*72 and A*74.
Exemplarily, two soundings (A*55 and A*73) are plotted in Fig. 5.28(a,b). Although χ
does not change if the resistor is removed, it is clearly supported by the data obtained
at sounding A*55. The same applies to sounding A*73, where the last 3 data points
are not fitted if the resistor is removed although χ does not increase. Moreover, for
both soundings the residuals plotted below the transients in Fig. 5.28(a,b) increase at
late times. In total 19 soundings obtained with the Tx-100 setup support the resistor
at depth clearly within the data errors. For the other 8 soundings the errors are larger
at late transient times and the resistor is less significant.
Nevertheless, the general trend of the ρa,lt data is consistent for all soundings. If the
data errors are not considered and the RMS is calculated instead of χ, all Tx-100
soundings (except A*57 and A*59) indicate a significantly deteriorated data fit. This
is obvious from Fig. 5.26(d) and shows that the TEM data in general supports the
resistor at depth.
Depth to base
In the next step, the interface is decreased to z =70 m depth between sounding A*57
and A*65. The interface is denoted by a dashed orange line in Fig. 5.26(a). According
to the black line in Fig. 5.27(a), χ deteriorates for all soundings between A*57 and
A*65. By further decreasing the depth to z = 55 m between sounding A*57 and A*74,
the fit also deteriorates (blue line). It can be said that the upper/minimum depth to
the resistor in the original 2D model is well supported by the data.
Base resistivity
Finally, the base resistivity is varied from ρ = 0.5 to 2.5 and to 100 Ωm between
sounding A42 and A*80. In Fig. 5.27(b), χ is plotted for the best-fit model response (red
line) and the modified 2D model response. For ρ=0.5 Ωm, χ significantly deteriorates
between A42 and A*55 (black line). Conclusively, the base resistivity must be larger
than 0.5 Ωm in that zone. The same applies to a few soundings southwest of A*62,
where χ deteriorates. A base resistivity of ρ=2.5 Ωm and 100 Ωm does not change the
global fit much, compared to the best fit of the original model. Therefore, the lower
resistivity bound ranges between 0.5 and 2.5 Ωm. The upper bound is at least 100 Ωm,
or even more.
5.6.2 Validation of mudflat base along profile B
Profile B is now investigated by a similar 2D modeling study as done for profile A.
Since the northernmost part of profile B is already inside the mudflat zone, the base is
varied along the complete profile. In Fig. 5.29(a), the 2D model constructed from the
1D Marquardt models is displayed. In comparison to profile A, a resistivity increase
occurs partly at shallower depth.
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Figure 5.26: (a) 2D model derived from 1D stitched Marquardt results along profile A. The
Tx-100 soundings are included and their locations are marked as red dots above the model. (b)
Base removed southwest of A42: below the 2D model, the best-fit χ is plotted for each sounding
(red line). If the resistor at depth is removed between A42 and A*80, the magenta plotted χ is
obtained at each sounding. (c) residuals calculated from the 2D model response without base
structure for each time point and sounding. (d) Same plot as in (b), except that the RMS
without error-weighting is shown.
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Figure 5.27: Consider the model in Fig. 5.26. (a) Depth to base (dashed orange lines in the
model): χ after increasing the depth to the base to z = 70 m between sounding A*57 and A*65
(black line); χ after decreasing the depth to base to z = 55 m between sounding A*55 and
A*75 (blue line). (b) Base resistivity: calculated χ after a resistivity variation from ρ=0.5, 2.5
to 100 Ωm.
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Figure 5.28: Data and 2D model response for (a) sounding A*55 and (b) sounding A*73.
The response without the base is denoted in magenta. The corresponding residuals are plotted
below the transients. The χ and RMS values are given in the legend
Base removed along the complete profile
The original 2D best-fit model has a global fit of χ = 2.3. If the resistor at depth is
removed along the complete profile, the global fit deteriorates to χ = 5.02. As indicated
by the magenta line in Fig. 5.29(b), the resistor is required to fit the data between B1
and B12. In that zone, only Tx-50 soundings were recorded. Further southeast, between
B13 and B17, the fit does not change and the slight resistivity increase is uncertain. In
contrast to that, the comparably shallow resistivity increase southeast of B17 is again
supported by the data. As a result, χ increases between B17 and B26, if the last layer
is removed.
Due to the limited doi of the Tx-50 soundings, southeast of B27 only the Tx-100
soundings should be considered. According to the χ, five Tx-100 soundings between
B*33 and B*40 do not support the resistor at depth. Likewise, the residuals plotted
in Fig. 5.29(c) do not indicate large late time deviations in that zone. Exceptions are
sounding B*35 and B*37, which show slightly larger residuals, although χ does not
change. Concluding, six of twenty soundings recorded with the Tx-100 setup do not
support the basement structure within their data errors. These are B*20, B*27, B*33
and B*38 to B*40.
If the data errors are neglected and the RMS is calculated instead of χ, all soundings
(except B*20 and B*27) show a significantly deteriorated fit (cf. Fig. 5.29(d)). This is
a clear indication that the general trend of the late time data supports the resistivity
increase for all soundings.
Exemplarily, the field data and 2D model response is displayed in Fig. 5.30(a,b) for
sounding B*18 and B*37. The data for sounding B*18 clearly indicates the late time
apparent resistivity increase and is not fitted if the base layer is removed. The same
applies to sounding B*37, although χ does not increase much if the resistor is removed.
According to the RMS -values given in the legend of Fig. 5.30(b), the fit changes from 7%
to 21.5%. Moreover, the residuals plotted below the transient increase at late times.
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Figure 5.29: (a) 2D model derived from 1D stitched Marquardt results along profile B. The
Tx-100 soundings are included and their locations are marked as red dots above the model. (b)
Base layer removed along the complete profile: below the 2D model, the best-fit χ is plotted for
each sounding (red line). If the resistor at depth is removed, the magenta plotted χ is obtained
at each sounding. (c) Residuals calculated from the 2D model response without base structure
for each time point and sounding. (d) Same plot as in (b), except that the RMS is calculated
instead of χ. (e) Changing the base resistivity: calculated χ after varying the base resistivity
from ρ =1 to 5 and to 100 Ωm.
Base resistivity
The χ is displayed along the profile line for three different base resistivities in Fig. 5.29(e).
It deteriorates significantly northwest of B12, if ρ is decreased below ρ ≤ 5 Ωm. In con-
trast to that, it does not change if ρ is set to 100 Ωm (green line). In this zone, the
buried basalt is expected and higher resistivities are present at depth. Further south-
east, in the zone between B12 and B*47, the fitting is best for ρ=1 Ωm resistivity
(black line). For a few soundings the fit is slightly improved compared to the fit of
the original model. Between sounding B12 and B26 the fit deteriorates significantly for
a base resistivity larger than ρ ≥ 5 Ωm (blue line). Obviously lower resistivities are
present at shallow depths in that zone.
Compared to the fit of the original 2D model (red line), the fit does not change even
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Figure 5.30: Field data and 2D model response for (a) sounding B*18 and (b) sounding
B*37. The model response without the base is denoted in magenta and the best-fit response in
red. The corresponding residuals are plotted below the transients. The χ and RMS values are
given in the legend.
for a base resistivity of ρ = 100 Ωm southeast of B26 (green line). Therefore, the up-
per resistivity bound is not resolved and may be even larger than 100 Ωm. According
to the deteriorated χ in Fig. 5.29(b), where the base is removed, the lower resistivity
bound must be larger than 0.3 Ωm. The reason is that ρ = 0.3 Ωm is approximately
the resistivity of the overlaying mudflat sediments. Since the fit does not deteriorate
much for ρ = 1 Ωm, the lower resistivity bound is between ρ = 0.3 and 1 Ωm southeast
of B26.
5.6.3 Discussion of the base layer below the mudflat
According to the geological information, the chert limestone formation (URC) is present
below the mudflat sediments. This expected resistor is validated along both profiles.
Although a few soundings do not support the resistor well within the measurement
errors, the global χ significantly deteriorates if the resistor is removed. Furthermore,
the residuals usually increase at late times. If the data errors are not considered and the
RMS is calculated instead of χ, nearly all soundings significantly support the resistor
along both profiles. This clearly shows that the general trend of the data is similar for
all soundings and verifies the resistivity increase below the mudflat.
Moreover, the base is at least as deep as it is in the original best-fit 2D model along
profile A. If the depth is decreased, the late time data is not fitted. It should be noted
that in general the resistivity is not resolved well for both profiles. The resistivity can
increase at least up to ρ = 100 Ωm and down to 2.5 Ωm without deteriorating the data
fit along profile A. Along profile B, the base resistivity can drop down to ρ ≈ 1 Ωm.
An exception is the buried basalt northwest of sounding B12, where resistivities larger
than 5 Ωm are required to fit the data. The upper resistivity bound is at least 100 Ωm
for the base layer, except between sounding B13 and B26, where resistivities less than
5 Ωm are obviously present and the interface is very shallow.
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5.7 Conclusions from the 2D forward modeling results
Extending the work of Martin [2009], an effective way was presented to obtain a suit-
able calculation grid for the SLDMem3t . The approach was also useful to check the
accuracy of the solution for a wide resistivity range and various resistivity contrasts.
Furthermore, a qualitative approach was suggested which can be used to analyze if the
lateral grid discretization is sufficient to sample the model resistivity distribution and
to verify if a grid refinement is required.
At first a synthetic 2D fault model was constructed, which is a simplification of the
resistivity structure between sounding A27 and A71 along profile A. The 2D effect on
synthetic TEM data was demonstrated on the basis of this model. Further analysis
of the synthetic data showed that three to four synthetic soundings up to 200 m fault
distance are significantly 2D affected within the acquisition time range of the field data.
In the second step, a 2D model was derived from the stitched 1D inversion results be-
tween sounding A27 and A71. The 2D model generally explains the field data well and
only slightly larger residuals are present, where the lateral resistivity variation is max-
imal. The global fit of the 2D model is almost optimal with χ ≈ 1.5 and comparable
to the global fit of the 1D stitched models. Therefore, the 2D modeling results validate
the 1D inversion results. As a conclusion it can be noted that the 1D interpretation of
the TEM field data is obviously sufficient, although a strong lateral resistivity variation
is present. The good interpretability of TEM data by 1D layered earth models is a well
known advantage of the method [Spies & Frischknecht, 1991; Goldman et al., 1994].
Moreover, an attempt was made to estimate the 2D effect which the final best-fit model
produces. A semi-synthetic TEM-tipper was calculated from horizontal synthetic volt-
age data (Ux) and the field data (Uz). The TEM-tipper shows that maximal six sound-
ings are 2D affected at late transient times. Certainly, the benefit of this approach is
limited because the 2D model was derived from vertical voltage data and the horizon-
tal component of the magnetic field was not measured. For future TEM surveys over
strong resistivity contrasts the measurement of the horizontal voltage component may
provide useful additional information of the subsurface dimensionality and whether a
1D interpretation is adequate.
To investigate the base below the mudflat, the 2D models along both profiles were
further investigated by variation of the deep resistive layer. The 2D modeling demon-
strated, that the resistor is generally required to fit the field data. Some soundings
exhibit larger errors at late times and do not support the resistor as well as other
soundings. If the data errors were not considered in the modeling, all soundings clearly
support the resistivity increase at depth. As a consequence the late time data is not
fitted and the RMS significantly deteriorates. As it is common for the TEM method,
the base resistivity is not well resolved. Therefore, it can vary roughly between 2.5 Ωm
and 100 Ωm in most zones and along both investigated transects.
A drawback of the 2D modeling is, that it was based on the prior selection of a model.
In the case presented here, it was a one-to-one image of the stitched 1D models derived
in section 4.7. Therefore, the 2D modeling is not an independent validation of the sub-
surface resistivity distribution. In order to obtain a less biased and more independent
validation of the subsurface, more number of soundings are interpreted using the 2D
TEM inversion scheme SINV . The results are presented in the following chapter 6.

CHAPTER 6
Two-dimensional TEM inversion
The large scale inversion algorithm SINV has been mainly used for the 2D interpreta-
tion of LOTEM data generated by a grounded bipole transmitter [Scholl et al., 2004;
Martin, 2009]. Commer [2003] originally introduced the algorithm to perform a re-
stricted 3D inversion of LOTEM data with only a few model parameters and termed
the code SINV (Sparse INV ersion). It was recently extended by Martin [2009] to allow
for a full large scale 3D inversion. He successfully applied SINV to synthetic data over
a buried conductor using either a bipole or a loop transmitter configuration with mul-
tiple receivers. Koch et al. [2004] presented a 2D inversion of central loop TEM data
using an early version of SINV . Nevertheless, the algorithm was not routinely tested
for the inversion of central loop TEM data in two dimensions, yet.
To gain insights into the inversion algorithm, its optimization and regularization scheme,
SINV is applied to two synthetic models in the following. The major focus is the in-
vestigation of (a) the influence of the model parameterization on the inversion process;
(b) the possibilities of building in a-priori information; (c) the pareto optimization of
the regularization parameters. Particularly, the pareto optimization is a key issue of
the inversion process.
In the previous chapter 4, quasi 2D resistivity depth-sections were derived along both
profiles A and B by patching together 1D results. Since the structure is essentially
2D in the transition zone from the basalt formation to the high conductive mudflat,
the question was raised if a 1D interpretation is adequate. Therefore, 2D models were
derived from the 1D stitched sections previously in chapter 5. The 2D models generally
explain the field data well and the structure along both profiles was verified by a 2D
modeling study. In spite of this, the 2D modeling study was based on a-priori informa-
tion derived from 1D results and, therefore, it is to some extent biased.
To provide an independent validation of the subsurface resistivity structure, the 2D
inversion is applied to the field data. The focus is on profile A because it covers the
complete transition zone, whereas the northwestern end of profile B is already located
on the mudflat (cf. Fig. 4.2). In the first step, a subsurface 2D inverse model is de-
rived from the Tx-50 soundings between A27 and A59 in the transition zone, where
the structure is essentially 2D. The obtained results are briefly discussed with respect
to the sensitivity/coverage, the choice of an appropriate initial model, the model pa-
rameterization, the pareto optimization and the computational requirements of the 2D
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inversion. In the second step, the data recorded with the Tx-100 setup are included
to independently reconstruct the base below the mudflat by using the 2D inversion. A
total number of 53 soundings are inverted between A27 and A80*. The example also
presents a convenient and promising approach to incorporate a-priori information into
the initial model parameterization.
6.1 The inversion scheme SINV
The basic inversion concepts of geophysical field data introduced in chapter 3 are also
valid for the two dimensional inverse problem. Thus, similar notations are used in the
following.
The inversion algorithm SINV allows for the spatial reconstruction of the subsurface
resistivity distribution in two and three dimensions. It uses the iterative Gauss-Newton
minimization technique, where the full Jacobian matrix is explicitly calculated in each
iteration. Therefore, a fast, accurate and stable forward solver is required. In the in-
version scheme SINV the 3D finite difference time domain solver SLDMem3t is imple-
mented, which is presented in detail in chapter 5. Moreover, SINV is a hybrid scheme
and combines the damped Marquardt, the steepest descent and the roughness con-
straint Occam techniques. These common techniques for solving the non-linear inverse
problem are described in chapter 3. For a 2D resistivity distribution the objective
function reads
Φ = Φd + βΦm,1 + λx,zΦm,2
= TW 2d+ β(∆m
T
k∆mk) + [λx(m
TRTxRxm) + λz(m
TRTzRzm)]. (6.1)
WhereW 2d = W
T
dW d is the squared diagonal N ×N weighting matrix,  = (d−d′) is
the error-vector, ∆mk is the model update in the k-th iteration and Rx, Rz ∈ RM×M
are two dimensional roughness matrices. Only first order roughness is used for all
inversions. The regularization parameters β and λx,z balance the model cost-functions
Φm,1 and Φm,2, respectively. Since a smooth modelmk+1 is sought,m is replaced with
m = mk+∆mk. Minimization of Φ with respect to ∆mk leads to the following normal
equation in each k-th iteration:
∆mk =(J
TW 2dJ + βI + λxR
T
xRx + λzR
T
zRz︸ ︷︷ ︸
:=G
)−1
[JTW 2d(d− F (mk))− λxRTxRxmk − λzRTzRzmk] (6.2)
Where J ∈ RN×M is the Jacobian matrix and I ∈ RM×M is the identity matrix. The
updated model parameters are calculated according to
mk+1 = mk + α∆mk. (6.3)
Where α ≥ 0 defines the step-length of the model update in the k-th iteration. The
inverse of G is not calculated explicitly to solve equation (6.2) for ∆mk. Moreover,
the linear equation (6.2) is solved by a more stable and faster Cholesky decomposition
[Martin, 2009]. However, the problem of singularity of G likely causes the Cholesky de-
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composition to fail if no sufficient regularization is used [Scholl et al., 2003]. Therefore,
a damping factor β and global roughness constraints λ are used to stabilize the linear
system. Details on matrix factorizations to solve linear equation equation systems of
the form Ax = b are found in [Martin, 2009].
6.1.1 Regularization approach
To solve the non-linear ill-posed inverse problem the regularization parameters β, λx
and λz are introduced. Although α is a step-length and not strictly a regularization
parameter, it is determined in the same way as the other parameters. The Occam
regularization parameters λx and λz constrain the horizontal and vertical roughness
of the model [Tikhonov & Arsenin, 1977]. The ratio of both parameters may be fixed
during the inversion and a global λk is introduced. The Marquardt damping parameter
β constrains the model update ∆mk. If β is zero a pure Occam inversion is realized and
equation (6.2) is similar to that suggested by De Groot-Hedlin & Constable [1990]. If β
is sufficiently large, then JTW TdW dJ becomes negligible compared to the other terms.
The inversion will have a gradient type character. Assume λ is zero at the same time,
then a pure steepest descent inversion is realized with β acting as the step length:
∆mk = βJ
TW 2d(d− F (mk)). (6.4)
A large β usually results in small model updates ∆mk. This is counter-acted by the
step-length parameter α according to equation (6.3). Vice versa, probable overshoots
of the model update are prevented by choosing smaller values for α.
Pareto optimization
The ensemble of all regularization parameters is quite sophisticated and requires a
multi-variate line search in terms of inner optimization for three to four parameters
(Pareto optimization). Suppose the ratio of λx/λz is fixed and the three other regu-
larization parameters Γ = (α, β, λk) are kept free. In the first iteration, β (and λk)
are successively increased until a solution of equation (6.2) is obtained. In case the
model update does not reduce the data cost-function Φd the regularization parameters
Γ are updated by a separate Marquardt inversion [Scholl et al., 2003]. All parameters
are perturbed by 10% and a Jacobian matrix JΓ ∈ RN×3 is calculated for the three
regularization parameters:
JΓ =
∂F (m(Γ ))
∂Γ
. (6.5)
Internally this procedure implies that equation (6.2) has to be solved for ∆m(∆Γ ) in
order to calculate the Jacobian JΓ of the regularization parameters. If equation (6.2)
cannot be solved for ∆m, the damping β is successively increased by a multiplier. If
the procedure repeatedly fails, the largest eigenvalue of JTW TdW dJ is selected as β.
Subsequently, an update ∆Γ for the regularization parameters is calculated by solving
the normal equation
∆Γ =
(
JTΓW
2
dJΓ + µI
)−1
JTΓW
2
d(d− F (mk)). (6.6)
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The damping factor µ stabilizes the Marquardt inversion of the regularization param-
eters. It is successively increased until a solution of equation (6.6) is obtained. The
regularization parameters are then stored and the solution of equation (6.2) is calcu-
lated. If the data cost-function is not reduced, another inversion of the regularization
parameters is performed. Otherwise, the corresponding model and the regularization
parameters are stored and updated in the same manner in each iteration.
In case β is fixed to a too small value the inversion may already fail for the first iteration,
because the Cholesky decomposition repeatedly fails and no solution of equation (6.2)
is obtained. Practically, the λ should increase and stabilize the inversion in such cases.
But, a large λ usually implies a smooth model which does not necessarily decrease the
misfit. This causes the algorithm to be trapped in the internal optimization. Therefore,
β is required for the current inversion scheme SINV .
There are different approaches to determine suitable regularization parameters. The
discrepancy principle was suggested by Constable et al. [1987], where a line search is
done for λ and that value which minimizes the misfit functional φd is selected. Prac-
tically, the similar criterion is used in the inversion scheme SINV , although not only
a line search is performed [Martin, 2009]. A comparison of different techniques for the
automatic determination of the regularization parameter λ is found in Farquharson &
Oldenburg [2004].
6.1.2 Sensitivity calculation
The calculation of the Jacobi matrix J is generally the most time consuming task in a
large scale inversion [Hördt, 1998]. In order to accelerate the inversion, the sensitivities
are calculated using the adjoint Green function (AGF) approach, which was already
proposed by McGillivray et al. [1994] for the frequency domain. It was adapted for
direct sensitivity calculation in the time domain by Hördt [1998] and Martin [2009].
Due to the reciprocity theorem, the receiver may act as the source and the transmitter
as the receiver. According to Hördt [1998], the sensitivities are obtained by a convolu-
tion of the electric field in the subsurface due to a transmitter at the surface with the
electric field impulse response (∂tE) due to another transmitter, which replaces the
original receiver.
The 3D background response Ebg is obtained by a single forward calculation using the
SLDMem3t . Ebg is calculated in a pre-specified region (grid frame) around the original
transmitter and not for the complete modeling domain, because the storage require-
ments of the SLDMem3t become very large (cf. section 5.1). At least a maximum skin
depth is chosen as spatial extension for that smaller grid frame. Outside the smaller
grid frame, the sensitivities are set to zero. To obtain the dyadic Green function, the
original receiver acts as the source. For time domain electromagnetic methods, where
the excitation is usually a step function, the dyadic Green function is the time deriva-
tive of the electric field ∂tE (adjoint field). The Jacobian matrix J is then obtained by
a time domain convolution of the background electric field Ebg with the dyadic Green
function.
The implementation involves essentially more effort, .e.g. interpolation of background
and adjoint fields from the numerical grid to the model and removing singularities close
to the transmitter-receiver location. A brief explanation of the numerical calculation
of the sensitivities and its implementation into the inversion algorithm SINV is found
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in Martin [2009] and Martin et al. [2003].
Moreover, Farquharson & Oldenburg [1996] showed that the adjoint fields (∂tE) may
be calculated in 1D without loosing multidimensional information. They are referred to
as 3D/1D hybrid approximated sensitivities. For one transmitter and one receiver, the
sensitivities are obtained by a single 3D and a single 1D forward calculation, whereas
the perturbation approach requires as many forward calculations as model parame-
ters M . For that reason, the AGF approach is accelerated by a factor M/NRx = M/1
compared to the perturbation approach, where NRx is the number of receivers [Hördt,
1998]. It is therefore suitable for large scale 2D/3D inversions. Martin et al. [2003] and
Martin [2009] compared both approaches and concluded that the AGF sensitivities are
more accurate than the sensitivities obtained by perturbation. The reason is that the
perturbation method is prone to finite difference round-off errors using SLDMem3t.
Moreover, the AGF sensitivities comply reciprocity and are symmetric with respect to
the transmitter and receiver.
For the 2D inversion using SINV it is recommended that the sensitivities are in a com-
parable range of magnitude. If not, deeper zones of a model might not be reconstructed.
Therefore, very large sensitivity amplitudes close to Tx-Rx are corrected [Martin et al.,
2003; Martin, 2009].
Normalized coverage
The coverage Cj for each of theM model parameters is obtained by summation of each
column of the Jacobian matrix:
Cj =
1
Cmax
N∑
i=1
|Wd,iiJij| , j = 1, . . . ,M. (6.7)
The coverage may be reshaped to C ∈ RMz×Mx , where Mz is the number of rows
and Mx is the number of columns. To display the relative effect of model parame-
ters within the inversion, C is often normalized to its maximum Cmax. Naturally, the
sensitivity depends on the model parameterization, i.e. larger cells exhibit larger sensi-
tivity amplitudes. For visualization purpose, C is normalized to the area of each cell.
With the normalization different parameterizations become better comparable to each
other. Martin [2009] defined values between 1 ≥ Cj > 10−2 as well resolved cells and
10−2 ≥ Cj > 10−4 as poorly resolved cells. Smaller values correspond to non-resolved
cells.
Depth of investigation
The coverage is an important tool to investigate the resolution of model parameters of
an inverse model. To derive an approximate depth of investigation (doi), the coverage
is correlated with the maximum skin depth δmaxFD . For a homogeneous model 1.5 · δmaxFd
is a good estimate of the doi [Spies, 1989]. The 2D inversion of the TEM data is
usually carried out with a starting model, which is either homogeneous for the complete
domain or at least column-wise homogeneous below sounding locations. Based on the
coverage calculated for the starting model, a threshold Cdoi is derived by calculating
zdoi = 1.5 · δmaxFD for one sounding. The value Cdoi is then derived from the column of
C corresponding to the sounding and from the row corresponding to zdoi. Below the
sounding the model should be approximately homogeneous. For models that differ from
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those described above, the method is unsuitable. The derived threshold Cdoi is plotted
as an isoline in the coverage section of all further iterations. In the following graphs it
is always denoted as a white line.
6.1.3 Data weighting
The weighted least-square inversion significantly dependens on the error-weights. By
changing the error of particular data points, it is possible to weight them and force the
inversion process to fit certain data. In Fig.A.22, an example with synthetic data is
presented, where the late time data is significantly down-weighted. Thus, the late time
data are not fitted and corresponding deeper parts of the model are not reconstructed.
To avoid a probable down-weighting of the late time data, a constant data error of
δdi,tot = 2.2% is used for the 2D inversion of the field data, where
δdi,tot =
√
δd2i + δd
2
i,sld. (6.8)
This error implies the minimum relative data error δdi = 1.6% discussed in section 4.5.3
and the SLDMem3t forward modeling error δdi,sld = 1.5% derived in section 5.3.7.
Especially for the reconstruction of the resistor below the mudflat, the late time data of
the soundings recorded with the Tx-100 setup is important. It contains the information
of the deep resistor. As discussed in section 6.1.2, the magnitude of the Jacobian can
vary over several decades. This circumstance may already cause an insufficient update
for the late times, for which the corresponding entries of the Jacobian matrix are usually
small. Hence, additional down-weighting of those elements in the Jacobian matrix that
correspond to late times and deep structures is avoided.
6.1.4 Data transformation
TEM data usually vary over several orders of magnitude. To balance the weight of
each datum in the inversion process, it is transformed logarithmically. Otherwise, the
inversion might be driven by high amplitude data points [Meju, 1994]. It turned out,
that a linear data transformation reproduces the same structure, but the inversion
takes more iterations to converge.
In cases where data exhibits sign reversals, a logarithmic transformation is not suitable.
This is, for example, always the case, where data is recorded with the separate loop
TEM configuration and for several LOTEM configurations. Moreover, a horizontal
magnetic field recorded for the central loop configuration exhibits a sign-reversal, if
multidimensional effects are present. The horizontal magnetic field recorded slightly off
the center of the transmitter loop will also exhibit a sign-reversal for a 1D subsurface. To
transform such data, Hördt [1992] suggested a scaled area-sinus-Hyperbolicus function.
This transformation is also implemented in SINV.
6.1.5 SLDMem3t grid design
Multi-grids are avoided to significantly reduce the computational costs in the 2D inver-
sion. Moreover, further uncertainties, due to numerical inaccuracy of the solution are
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avoided. In explanation, only one grid, which is valid for a time range of three decades,
is used for each sounding. Therefore, on the high conductive mudflat the early time
data is not considered in the inversion. Since the resistivity varies significantly along
profile A, separate grids are designed for the moderate resistive and the conductive
zones. The grid is designed and verified as briefly discussed in section 5.3. As also
shown in section 5.3.3, the SLDMem3t solution is prone to the grid discretization in
a somewhat erratic/random manner. Therefore, an adaptive grid, which is adjusted to
the resistivity distribution of each inversion step, is avoided. Instead, an elaborate grid
check is preferred preliminary to the inversion.
6.1.6 Model parameterization
The implemented forward operator SLDMem3t uses a material average scheme and
the model parameterization can be chosen more or less arbitrary. Hence, the inversion
grid does not have to match the forward modeling grid. For further explanation refer
to the modeling section 5.2.
Vertical discretization
A logarithmically equidistant parameterization in z-direction (∆z) is often used, since
this relates best to the exponential decay of diffusive electromagnetic fields [De Groot-
Hedlin & Constable, 1990]. A logarithmic parameterization leads to larger cells at
depth and up-weighting of the corresponding sensitivities, due to larger integration
areas. This should reduce the condition number of the Jacobian matrix and stabilize
the linear normal equation system [Martin, 2009]. Another advantage is that usually
the number of model parameters are reduced.
In preliminary studies, it turned out, that a linear discretization shows a smoother
sensitivity distribution, which is easier to interpret. Furthermore, a linear spacing with
∆z = 2.5 m reconstructs the resistivity distribution very well and is used in most of
the 2D inversions.
To reconstruct very shallow near surface inhomogeneities, a mixed logarithmic-linear
depth parameterization was tested for the 2D inversion of the field data. A synthetic
study showed that it is not suitable because the transition from one to another param-
eterization produced artifacts.
Lateral discretization
In lateral direction the discretization is linear equidistant, because the inter-station
distance in the field was usually 50 m. A coarse parameterization is obtained by using
only one 50 m wide model column beneath each TEM sounding. The finest discretized
parameterization used is ∆x = 5 m and produces smooth models. A drawback is that
in zones where the model is less supported by the data, it sometimes leads to artifacts
and scattered features.
Boundary conditions for 2D inverse modeling
A homogeneous background is included and extended to infinity in lateral direction and
positive z-direction. At depths greater than the approximate doi the model spacing is
logarithmically increased downwards. Similarly, it spreads logarithmically outwards to-
wards both sides of the model.
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model parameterization
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Figure 6.1: 2D model parameterization for (a) a logarithmic equidistant vertical model param-
eterization (∆z) and coarse lateral parameterization with ∆x = 50 m. (b) Linear equidistant
parameterization with ∆x = 5 m and ∆z = 2.5 m. Transmitters and receivers are marked
as blue circles and triangles, respectively. For both parameterizations, 11 TEM stations are
drawn for a Tx-50 setup at the surface.
An example for a logarithmic vertical and coarse lateral parameterization with ∆x =
50 m is shown in Fig. 6.1(a). The model consists of M = 20 × 24 = 480 model pa-
rameters and 11 TEM stations with a Tx-50 setup drawn at the surface. Exactly one
model column is used beneath each transmitter. In Fig. 6.1(b), a fine equidistant model
parameterization with ∆x = 5 m and ∆z = 2.5 m is displayed. The total number of
free parameters is M = 182× 58 = 10556. Both, logarithmic and linear discretization,
are tested for synthetic data in section 6.3.3.
Fixed structures and resistivities
By including fixed 2D blocks, pre-defined structures can be passed to the inversion.
Either the resistivity of these blocks are fixed, for example to integrate a-priori in-
formation, or the resistivity is inverted. Since these blocks can be chosen quite large
compared to the overall cell size, their sensitivity is usually significantly increased. The
increased sensitivity naturally forces a strong update for the large blocks. However,
a-priori information is necessary to define size and position of the fixed blocks.
Particularly in the case of central loop TEM and large induction numbers, the near
surface zones are usually treated as 1D. If the structure is not essentially 2D or 3D,
multi-dimensional effects occur at later times. Hence, it is justified to fix top surface
layers in the inversion process. The resistivities may be derived from prior 1D inversion
results.
6.2 2D inversion of synthetic data: a standard magne-
totelluric model
The first example is a standard 2D model, which is often used in magnetotellurics
to check the spatial reconstruction capabilities of an inversion algorithm, e.g. Smith
& Booker [1991], Siripunvaraporn & Egbert [2000] and Rodi & Mackie [2001]. This
model is adapted to demonstrate the capabilities of the 2D inversion algorithm SINV
for inverting TEM sounding data.
A resistor with ρ1 = 100 Ωm and a conductor with ρ1 = 1 Ωm are embedded in a
host with a moderate resistivity of 15 Ωm. Both blocks are 100 m wide and 20 m thick
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Figure 6.2: 2D inversion of a standard magnetotelluric model. The background resistivity
of the true model is 15 Ωm. The block-edges are hemmed black and labeled with their true
resistivity values ρ = 100 Ωm and 1 Ωm. The models obtained after the third inversion iteration
(It 3) are displayed in (a) for a total number of #Tx/Rx=11 soundings with 50 m spacing
and in (b) for #Tx/Rx=51 soundings with 10 m spacing. Their locations are marked as black
triangles. The corresponding coverage is displayed in (c) and (d). The doi is drawn as a white
line. The iteration number and the actual χ are given above the models.
starting at a depth of 10 m. The positions of these blocks are displayed in Fig. 6.2. Even
if this model does not have conceivably realistic applications as such, a good conductor
embedded in a resistive host is a typical model in the exploration of mining targets.
Whereas a resistive target with sharp boundaries embedded in a good conductive host
often occurs in the marine environment, e.g. resistive hydrocarbon or freshwater tar-
gets [Zhdanov, 2009]. The model is particularly useful to demonstrate the resolution
capabilities of the TEM induction method for resistive and conductive structures.
In Fig. 6.2(a), the obtained 2D model is displayed. The inversion is done for synthetic
data of 11 Tx-50 soundings and a 10 Ωm halfspace is used as a starting model. The
sounding locations are displayed as black triangles. Both blocks are reconstructed at
least to some extent. Since only two soundings are directly above each block, they
are reconstructed very blurred and the block edges are not sharply reproduced. If a
dense data set with a total of 51 Tx-50 soundings and an inter-station distance of 10 m
is passed to the inversion, the edges are much better delineated. Especially the good
conductor in Fig. 6.2(b) is well reproduced. The 15 Ωm background resistivity is also
reconstructed, except towards the right side of the model a resistive artifact appears.
Both coverages displayed in Fig. 6.2(c,d) are meaningful with respect to their corre-
sponding models. As expected, the sensitivity is increased for the conductive block,
compared to that of the resistive one. Moreover, the coverage is more accentuated at
the location of the blocks for the case where 51 soundings are used. The doi ranges
from around 100 m on the left side to roughly 70 m on the right, which are plausible
estimates.
In Fig. 6.3, the calculated χ is plotted versus the sounding locations for the initial
10 Ωm halfspace (blue) and both final 2D models, with either 11 or 51 inverted sound-
ings. For the soundings over the resistive block χ ranges from χ = 1 to 2, whereas it
deteriorates to χ ≈ 5 over the conductor. Due to a lower resistivity contrast between
the block and the background, the sounding data over the resistor is fitted better than
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to the χ of the 10 Ωm starting model. The red (#Tx/Rx=11) and green line (#Tx/Rx=51)
correspond to the final models displayed in Fig. 6.2(a) and (b), respectively. The global χ is
denoted in the legend.
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Figure 6.4: Synthetic data calculated for the true model (ods.data, black) and response of the
initial (it 0, blue) and final model (It 3, red) for sounding (a) A3 and (b) A8. The sounding
locations are displayed in Fig. 6.2(a).
over the conductor. The initial global χ is around χ ≈ 40 and significantly improves
for both final models to χ ≈ 2.3 and χ ≈ 2.7.
In Fig. 6.4(a,b), the response curves are displayed for soundings A3 and A8 for the
model where a total of 11 soundings are used (displayed in Fig. 6.2(a)). The improve-
ment of the fit from the initial 10 Ωm halfspace to the final model response is remarkable
for both locations. In comparison to sounding A3, the data for sounding A8 exhibits a
strong curvature between t = 10−5 and 10−4 s. This part of the transient corresponds
to the top edge of the conductor and is not fitted optimal. Naturally, it is difficult to
reconstruct such high and distinct resistivity contrasts, due to the imposed roughness
constraints in the inversion process.
6.2.1 Inversion with a-priori information
In order to demonstrate the capabilities of the inverse process, a-priori information
is incorporated. Particularly in the case of a large scale 2D inversion, including a-
priori information can reduce the model ambiguity and stabilize the inversion process.
Commonly the resistivity of model cells can be fixed in certain regions to integrate for
example lithological borehole data or results obtained from other methods. Another
possibility is to force the inversion to fit a certain structure by including fixed blocks in
the model parameterization. In Fig. 6.5, the initial (It 0) and final 2D model (It 03) are
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Figure 6.5: 2D inversion result of synthetic data for a buried resistor and conductor embedded
in a 15 Ωm halfspace. (a) 10 Ωm starting model (It 0). (b) inversion result after the third
iteration (It 3). The corresponding coverages are displayed in (c,d). The block-edges and the
resistivity values are given in starting model. The sounding locations are marked as black
triangles. The iteration number and the actual χ are displayed above the models.
displayed with their corresponding coverages. The parameterization is the same as for
the previous example (∆x=5 m, ∆z = 2.5 m), except that the shape of the two blocks
is already included in the initial model. The sensitivity of the 10 Ωm starting model
is extremely increased for both blocks, which results in a large update for both. In the
third iteration χ is reduced to χ = 6 and the resistivity of both blocks (1 and 100 Ωm)
are exactly reproduced. As expected, the coverage is increased for the good conductor
compared to that of the resistor. The overall fit is not as good as for the previously
discussed models with the uniform parameterization. Due to the very large coverage
magnitude for the two blocks, the surrounding is not updated sufficiently anymore
during the inversion process.
The approach of incorporating larger blocks into the model parameterization is applied
to the field data obtained with the Tx-100 setup in the forthcoming section 6.6. Since
the objective is to reconstruct the base under very high conductive mudflat sediments,
this approach is promising because the sensitivities for larger blocks are considerably
increased. As a result, the inversion is provides a sufficient update of the deep zones in
the model.
6.3 2D inversion of synthetic data: a basin model
The 2D standard model consisted of two sharply bounded blocks embedded in a moder-
ate resistor. A second model is studied to investigate the internal pareto optimization,
the sensitivity and the model parameterization. The model, displayed in Fig. 6.6(a),
is a shallow basin structure and corresponds more to the real situation in the survey,
than the previously discussed block model. It contains of a 10 m thick overburden with
a resistivity of 15 Ωm. The host structure has a resistivity of 30 Ωm and the slope of
the basin flanks is 18◦. Furthermore, the basin is 60 m deep with a resistivity of 5 Ωm,
which is less than the surrounding material. The structure may also be interpreted as a
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Figure 6.6: 2D inversion of synthetic data for a shallow basin structure. (a) True model.
(b-d) Inversion results for iterations 1, 3 and 10. (f-h) Corresponding normalized coverage C.
In (e) the normalized coverage for the 10 Ωm initial model is plotted. The doi is plotted as a
solid white line in the coverage sections. The transmitter and receiver locations are denoted
as black dots and triangles, respectively. The iteration number and the actual χ are displayed
above the models.
buried valley. It is an interesting target and there are several case studies on the inves-
tigation of buried valley structures using the TEM method, e.g. Jørgensen et al. [2003],
Danielsen et al. [2003] and Steuer et al. [2009]. Particularly, Steuer [2008] showed that
a valley structure with 18◦ slope can produce artifacts, when a common 1D inversion
is used for interpretation. Of course, it also depends on the time range of TEM data
acquisition.
The inversion is done for 11 Tx-50 soundings with a typical data time range from
t = 10−6 to 10−3 s. Noise is not added to the data and a constant data error of δdi = 2%
is chosen arbitrary. A fine parameterization similar to that shown in Fig. 6.1(b) with
∆x = 5 m and ∆z = 2.5 m is used. The initial model is a 10 Ωm halfspace. In Fig. 6.6(b-
d), the inversion results for the iterations It=1, 3 and 10 are displayed. The inversion
converges fast and generally reproduces the overall structure already in the first itera-
tion. The resistivity of the host structure is well reconstructed after the third iteration
with an nearly optimal χ of 1.4. In the tenth iteration the data is over-fitted with
χ = 0.6 and the model is over-structured particularly in the valley zone. In Fig. 6.7,
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Figure 6.7: χ plotted at each sounding along the profile line for the starting model and
iterations 1, 3 and 10. The global χ is denoted in the legend.
χ is plotted versus the sounding locations for the initial model and the correspond-
ing iterations. The soundings over the valley structure are fitted slightly better for all
three iterations. The data fitting for two selected soundings A2 and A5 are displayed
in Fig 6.8(a,b). Both are fitted well and the residuals plotted below are small for the
third iteration.
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Figure 6.8: Synthetic data (obs.data) and model response for soundings (a) A2 and (b) A5.
The response for the starting model (It 0), the third (It 3) and the tenth iteration (It 10) are
plotted. The corresponding residuals are displayed below the transients.
6.3.1 Sensitivity and depth of investigation
In Fig. 6.6(e-h), the corresponding normalized coverage C is plotted for the homoge-
neous starting model and the three selected iterations (It 1, 3 and 10). Because the
sounding locations are overlapping at the transmitter loop (black dots) the coverage is
maximized beneath and forms a lobe type of structure. For the third and tenth iteration
an increased coverage is visible for the good conductive basin zone. As expected, the
structure of the coverage reflects the model structure and vice versa. Towards both sides
of the model the overall magnitude of C slightly decreases at depth. Due to very small
Occam regularization parameters, the model becomes quite rough and scattered in the
third iteration. Likewise, the coverage exhibits scattered zones in the same manner. If
the model becomes too rough the background fields calculated with the SLDMem3t
may become corrupted. As a consequence the calculated sensitivities may also become
corrupted.
The doi is derived from the coverage as described in section 6.1.2 and is plotted as a
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solid white line in Fig. 6.6(e-h). As expected, for the first iteration the coverage and
doi estimate is slightly decreased in the middle part of the model, where the less re-
sistive basin structure is present. In the following iterations, the doi is maximized in
the central part and appears to be under-estimated towards both sides of the model.
It should be noted, that the derived doi is an approximate estimate.
6.3.2 Pareto optimization of the regularization parameters
In the first three iterations the model is updated significantly and χ is improved from
χ = 15.1 to 1.4. The convergence of the damped iterative Gauss-Newton scheme
is known to be very good, particularly for the first inversion steps. The following
iterations produce only a comparable small misfit decrease. In Fig. 6.9, the χ and
all four regularization parameters (α, β, λx and λz) that control the inversion pro-
cess are plotted. Both horizontal and vertical Occam regularization parameters (λx
and λz) are small compared to the Marquardt damping β throughout all iterations.
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Figure 6.9: Evolution of the global fit
χ and inversion regularization parame-
ters α, β, λx and λz for each iteration.
Moreover, both are decreased in every iteration
which causes the 2D model in Fig. 6.6(b-d) to
become more structured. As a result the inver-
sion is stabilized by the Marquardt damping β.
Since no further update is yielded after the sixth
iteration, the ratio of λx to λz is significantly
changed. However, at that stage the inversion
process is dominated by the Marquardt damp-
ing β and not by the Occam regularization. In
order to avoid over-structured models, it is rec-
ommended to select any model before the sixth
iteration. Of course the choice depends on the
data fit and the desired model roughness. An al-
most optimal fit with χ = 1.4 is reached in the
third iteration. For the current example the pa-
rameter α, which controls the step-size of the inversion update, remains around one for
all iterations. Hence, it does not influence the stepsize of the model update. The pareto
optimization of the regularization parameters is highly non-linear [Scholl, 2004] and the
interaction of all four parameters is difficult to control. Moreover, the regularization is
dependent on the parameterization of the model.
Fixed ratio λx/λz of the regularization parameters
To gain better control of the regularization parameters, a global λk is introduced in the
pareto optimization and the ratio of λx/λz is fixed. The inverse models in Fig. 6.10(a-
d) are reconstructed for a fixed ratio λx/λz = 2. The inversion terminates after the
sixth iteration with χ = 2.1. The evolution of χ, λk, β and α is displayed in Fig. 6.11,
where λk and β behave in a similar manner. In the second iteration, both are decreased
approximately by a factor of ten, which results in a considerable model update. The
corresponding stepsize |∆m2| is largest. As visible in Fig. 6.10(a,b), the overall model
structure becomes more pronounced. Although the global λk and β are increased again
by approximately two decades in the third iteration, no clear change is visible in the
subsurface structure and the stepsize is comparably small. For all following iterations,
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Figure 6.10: 2D inversion results for the basin structure for a fixed ratio λx/λz=2. The
global λk, β and α are kept free. (a-d) Iterations 1, 2, 3 and 6. Inversion parameters are
plotted above each model.
λk and β do not change that much. Furthermore, the step length α is reduced in the last
two iterations, which obviously prevents an overshoot of the model update. Compared
to the previously discussed models in Fig. 6.6(b-d), the structure remains relatively
smooth throughout all iterations. The optimization with a global λk usually causes
the inversion to terminate before the model becomes over-structured and scattered,
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Figure 6.11: Evolution of the global fit
χ and inversion regularization parame-
ters λk, β and α for the inverse mod-
els displayed in Fig. 6.10. The ratio of
λx/λz = 2 and is fixed. The stepsize
|∆mk| is drawn in magenta.
which is a decisive advantage over leaving the ra-
tio free. SINV utilizes the discrepancy principle.
Therefore, it is not possible to reverse the pro-
cess and to obtain a smooth model subsequent
to a very structured model.
In order to avoid over-structured models in the
early iterations, large starting values for the Oc-
cam regularization parameters are in general rec-
ommended [Scholl et al., 2003]. Nevertheless, if
too large initial values λx = 103 and λz = 103 are
selected, merely one update ∆mk is calculated
and the algorithm terminates. This is the case
in the second example displayed in Fig. 6.12(a),
where a very smooth model is reconstructed in
the first iteration. Although the global λk is not
fixed, the internal Marquardt inversion of the
regularization parameters does not produce a set
of suitable parameters after the first iteration.
The global λk is not sufficiently reduced to balance the fixed large initial values of
λx and λz. Due to convergence problems, the inversion terminates after one iteration
with χ = 9.4. The pareto optimization of the regularization parameters in the second
iteration took 90 hours without any improvement.
Conclusions from the regularization
If all parameters are left free, often very coarse/structured models are reconstructed
already in early iteration and the process cannot be reversed. This is decisively con-
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Figure 6.12: 2D inversion results for the basin structure for different regularizations. In (a)
the ratio λx/λz = 1, but the starting values are large with λx = λz = 103. (b) The Marquardt
damping β is fixed to β = 106. The global regularization λk is kept free in the inversion process
for (a) and (b).
trolled by fixing the ratio of λx/λz and using a global λk. Small ratios λx/λz = 0.5− 2
turned out to be best suitable for the results presented in this thesis. By setting the
initial parameters λx and λz to very high values, the inversion is very likely to be ter-
minated without a suitable update. It has to be noted, that it is difficult to separately
control the influence of the Occam and Marquardt damping. If the Marquardt damping
β is fixed to a very small value, practically a pure Occam type of inversion is possible.
Anyhow, tests with synthetic and field data for various β ≤ 105 values did not lead
to a convergence of the algorithm. On the one hand, the Cholesky decomposition of
the normal equation (6.2) fails if both, λ and β are small. On the other hand, if λ
is too large, no model update is found which decreases χ. As a result, the inversion
algorithm is trapped in the pareto optimization. Only one inversion run with a very
large β = 106 did not fail, but the basin structure shown in Fig. 6.12(b) is not well
reconstructed. Therefore, at the current development stage of SINV the damping β is
required and it is not possible to perform a pure Occam-type inversion.
6.3.3 Variation in the model parameterization
By choosing a parameterization with less number of model parameters, the inversion is
significantly accelerated due to a faster Cholesky decomposition. Furthermore, models
with less number of parameters are less prone to artifacts and scattered features during
the inversion. Moreover, larger cells exhibit larger sensitivities and the solution of the
linear equation system is more stable. In Fig. 6.13(a,b), the results are displayed for
a logarithmic depth and two coarse lateral parameterizations with ∆x = 25 m and
∆x = 50 m, respectively. Due to the increased sensitivity of the blocks directly below the
transmitters, the finer discretized parameterization leads to scattering for the shallow
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Figure 6.13: Final 2D models for two different model parameterizations ∆x. In (a) the
medium coarse parameterization with ∆x =25 m is displayed and the coarsest with ∆x = 50 m
in (b). The depth parameterization ∆z is logarithmic equidistant.
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zone towards both sides, i.e. alternating resistivities for the upper 20 m. In the central
part of the model, the structure is smoother than for the very fine parameterized models
presented previously in Fig. 6.6(c,d). By choosing exactly one 50 m wide model column
beneath each transmitter, the model does not show any artifacts or scattered features
for the shallow zone. On the one hand, the flanks of the valley are only reproduced
relatively coarse and step-like. On the other hand, such a coarse parameterization
produces stable results and explains the synthetic data well.
6.4 Inversion of Tx-50 sounding data: coarse parame-
terization
The subsurface structure is essentially two dimensional along profile A. In the previous
chapters, the TEM field data was interpreted using conventional 1D inverse modeling
and 2D forward modeling. Particularly, the 2D forward modeling results discussed in
chapter 5 are based on the quasi 2D resistivity-depth sections, which are derived from
prior 1D results. Therefore, these 2D results do not provide an independent valida-
tion of the subsurface structure. To derive an independent 2D model and validate the
resistivity-depth sections, the 2D inversion algorithm SINV is applied to the TEM field
data. A total number of 33 Tx-50 soundings between A27 and A59 are simultaneously
inverted in the first step. In this particular zone the transition from the moderate re-
sistive basalt formation towards the high conductive mudflat sediments is present. For
comparison see the quasi 2D resistivity-depth sections in section 4.7.2.
6.4.1 Inversion using a homogeneous starting model
To minimize the influence of a-priori information, a homogeneous halfspace starting
model is used in the first step. Between the basalt formation (ρ ≈ 10 − 30 Ωm) and
the conductive mudflat (ρ ≈ 0.3− 1.0 Ωm) a large resistivity contrast with a factor of
around 100 is present. Therefore, the inversion is performed twice for different starting
model resistivities ρm0,1 = 5 Ωm and ρm0,2 = 1 Ωm, respectively. To accelerate the in-
version, a logarithmic depth parameterization and a coarse lateral parameterization is
used with one model column beneath each sounding, hence ∆x =50 m. In Fig. 6.14(a,b),
the inversion results are displayed for the 5 Ωm and 1 Ωm initial models.
The inversion performed with the 5 Ωm starting model reconstructs the overall subsur-
face structure well. The comparability to the 1D stitched Occam results presented in
section 4.7.2 is remarkable. Between A27 and A40 the thin conductive layer embedded
between the resistors is smooth and continuous. Furthermore, the shallow thin resis-
tive feature below sounding A39 is reproduced, which is also visible in the 1D stitched
Occam models along profile A.
In Fig. 6.14(c), the calculated χ is plotted versus the sounding location for the initial
(red dotted line) and the final model (red crossed line). Northeast of sounding A40 the
data is fitted very well with a χ ranging from χ ≈ 2 to 5. The χ decreases in that zone
from around χ ≈ 100 to values mostly below χ ≈ 5. Due to the unsuitable starting
model for the zone southwest of A40, the fit is only slightly improved there and χ
ranges from χ ≈ 2 to 100. Accordingly, the global fit is poor with χ ≈ 33.
128 Chapter 6 Two-dimensional TEM inversion
ρ 
/ Ω
m
it.=08, χ=33.8, m0=5 Ohm−m 
x / m
z 
/ m
A2
7
A2
9
A3
1
A3
3
A3
5
A3
7
A3
9
A4
1
A4
3
A4
5
A4
7
A4
9
A5
1
A5
3
A5
5
A5
7
A5
9
 
 
2400 2600 2800 3000 3200 3400 3600 3800 4000
−20
0
20
40
60
80
100 0.1
0.3
1.2
4.2
14.4
50.0
(a)
NE SW
ρ 
/ Ω
m
it.=05, χ=26.3, m0=1 Ohm−m 
x / m
z 
/ m
A2
7
A2
9
A3
1
A3
3
A3
5
A3
7
A3
9
A4
1
A4
3
A4
5
A4
7
A4
9
A5
1
A5
3
A5
5
A5
7
A5
9
 
 
2400 2600 2800 3000 3200 3400 3600 3800 4000
−20
0
20
40
60
80
100 0.1
0.3
1.2
4.2
14.4
50.0
(b)
2400 2600 2800 3000 3200 3400 3600 3800 400010
0
101
102
103
A27
A32
A37
A42
A47
A52
A57
χ 
x / m
 
 
it 0, m0=5 Ωm, χ=69.4 It 8, m0=5 Ωm, χ=33.8       It 0, m0=1 Ωm, χ=505.8 It 5, m0=1 Ωm, χ=26.3
(c)
Figure 6.14: 2D inversion of the field data using an initial model resistivity of (a) 5 Ωm and
(b) 1 Ωm. (c) χ plotted versus the sounding locations for the 5 Ωm initial model (red dashed
line) and the corresponding final model (red solid line). The obtained χ for the 1 Ωm initial
and final models are plotted in a similar manner in blue. Initial and final global χ values are
given in the legend.
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Figure 6.15: Field data and calculated response for sounding (a) A32 and (b) A49 for both
initial and final 2D models displayed in Fig. 6.14(a,b). The initial model response is denoted as
a dashed red line for the 5 Ωm case and in blue for the 1 Ωm initial model. The corresponding
final model response obtained with the 5 Ωm and 1 Ωm halfspace are denoted as solid red and
blue lines, respectively.
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Figure 6.16: Comparion of the 2D (black line) and the 1D inversion results (R1: red line, R2:
blue line) for three soundings. Model columns are extracted at sounding (a) A32 and (b) A39
from the 2D result in Fig. 6.14(a), where the 5 Ωm initial model is used. The result displayed
in (c) is extracted at sounding A49 from the 2D model in Fig. 6.14(b), where the 1 Ωm starting
model is used.
In order to fit the data southwest of sounding A40, an 1 Ωm halfspace initial model is
selected. The obtained final model is displayed in Fig. 6.14(b). The subsurface structure
obtained northeast of A40 has only little in common with that shown in Fig. 6.14(a).
The calculated χ is plotted versus the sounding location in Fig. 6.14(c) for the initial
(blue dotted line) and the final model (blue crossed line). The 1 Ωm initial model re-
sults in a χ of around 1000 northeast of A40, which can be improved at best to values
around χ ≈ 40. Southwest of A40 the subsurface structure is meaningful and χ is sig-
nificantly improved to values below χ ≈ 10.
A meaningful 2D model is obtained by patching the well reconstructed zones northeast
of A40 of the upper model in Fig. 6.14(a) and southwest of A40 of the lower model (b)
together to one single model. This theoretically results in a global fit of χ ≈ 5, which is
not an optimal fit but satisfactory for a 2D inversion with a large number of soundings.
Moreover, the result independently validates the resistivity-depth section derived from
the 1D inversion results.
The field data and the calculated fit for sounding A32 and A49 are displayed in
Fig. 6.15(a) and (b), respectively. The initial model response is denoted as a dashed line
and the final model response is drawn solid. An initial χ of 87 is obtained for sounding
A32 with the 5 Ωm starting model (red dashed line). The final model response for the
5 Ωm initial model explains the data very well with χ = 2.7 (red solid line). The 1 Ωm
starting model results in χ ≈ 1000 (blue dashed line) and the final response does not fit
the data. The response curves displayed for sounding A49 exhibit a reversed behavior.
The final response obtained from the 1 Ωm starting model (blue solid line) fits the data
well with χ = 3.5. In contrast to that, the response obtained by using a 5 Ωm initial
model approaches the field data only for the last decade of time. The early time points
are not fitted at all.
A comparison of the 2D inversion result the 1D inversion results is displayed for three
selected soundings in Fig. 6.16. The resistivity-depth values for soundings A32 and
A39 are extracted from the 2D model in Fig. 6.14(a), where the 5 Ωm starting model
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is used. The agreement is remarkable for both soundings. The resistivity-depth values
for sounding A49 are extracted from the model in Fig. 6.14(b). Compared to the 1D
results some deviations are visible. The upper 10 m are not to be considered because
the early time data is removed from the Tx-50 sounding data at A49 prior to the 2D
inversion.
6.4.2 Inversion using a starting model derived from field data
A homogeneous starting model is suitable, if the lateral resistivity structure does not
vary much within one model. Along profile A the resistivity varies significantly along
the profile line. There are two distinct zones: the basalt zone with moderate resistivi-
ties and the high conductive mudflat zone. As discussed above, an initial model with a
resistivity of ρ = 5 to 10 Ωm is perfectly suitable for the basalt zone, but not at all for
the mudflat zone. This problem is overcome by using the minimum late time apparent
resistivity ρa,lt value of each sounding and constructing an initial 2D model out of that.
Likewise, the early time transformation ρa,et can be used to define the uppermost layer
of an initial model. Another possibility is to construct the initial model from existing
1D models, which somewhat maximizes the amount of a-priori information used. The
first approach is preferred, because the initial model is solely based on the field data
and not on the prior application of any sophisticated 1D inversion scheme.
The derived starting model is displayed in Fig. 6.17(a). Northeast of sounding A38 the
initial resistivity is 10 Ωm, which is an approximate mean value of the minimum ρa,lt
in that zone.
The final model is displayed in Fig. 6.17(b). The overall structure is reproduced well
and comparable to that shown previously in Fig. 6.5(a) and (b). The thin resistive fea-
ture beneath sounding A39 is again reproduced. The model update is not as significant
as for the previous 2D model where the 5 Ωm halfspace was used and the subsurface
structure northeast of A40 is much less pronounced. The continuation of the resistor
below the mudflat southwest of A38 is uncertain, because the resistivities do not change
that much compared to those of the initial model.
The inversion aborts after two iterations and improves the global fit from χ = 15.6 to
7.2. The obtained χ is plotted along the profile in Fig. 6.17(d) and is below χ = 10
for almost all soundings. The zone northeast of A38 is not fitted as well as with the
5 Ωm starting model. Obviously the inversion aborts too early. In the transition zone,
between A39 and A43, the update and the improvement of the data fit is remarkable.
Since the initial model southwest of A43 explains the field data well, only a few sound-
ings indicate a slight improvement of the data fit.
The coverage of the final model is displayed in Fig. 6.17(c) with the approximate doi
estimate denoted as a white line. The overall structure is quite smooth and meaningful.
Compared to the conductive zone, the sensitivity is increased for the deeper regions in
the resistive zone. Likewise the doi is increased to δdoi ≈ 90 m in that zone. Neverthe-
less, it is slightly over-estimated with δdoi ≈ 70 m on the high conductive mudflat. A
lateral discontinuity is visible between sounding A37 and A38 in the coverage section,
where the starting and the final model exhibits the largest resistivity contrast. Such
discontinuities can cause a problem, if the numerical calculation of the background
fields become corrupted. As a consequence the calculated sensitivities would also be-
come corrupted.
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Figure 6.17: 2D inversion of the field data using late apparent resistivities derived at each
sounding as initial model resistivities. The initial model is displayed in (a) and the final 2D
model in (b). In (c), the coverage of the final model is shown. (d) χ plotted along the profile
line for the initial model, the first and the final inverse models. The global χ is displayed in
the legend.
The data fitting for three selected soundings (A32, A41 and A49) are shown in Fig. 6.18.
Particularly sounding A41 shows a remarkable update and improvement of the fit.
A logarithmic depth parameterization ∆z is used for the inversion results where the
starting model is a homogeneous halfspace. For comparison see the results discussed
above in section 6.4.1. For the inversion with the ρa,lt starting model, it turns out that
a linear depth parameterization with ∆z = 2.5 m fits the data most uniformly. In con-
trast to that, a logarithmic depth parameterization provides a better update northeast
of sounding A39 but almost no update for the other soundings. Particularly those on
the mudflat are not updated at all. An example is shown in Fig.A.23 in the appendix.
According to De Groot-Hedlin & Constable [1990] the ideal depth scale is structure
dependent, even though a logarithmic depth parameterization relates best to the dif-
fusive propagation of EM-fields. At the same time, the structure is strongly depending
on the set of regularization parameters, which are automatically determined by the
pareto optimization. Therefore, it is recommended to test different regularizations and
model parameterizations for an successful application of the 2D inversion.
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Figure 6.18: Field data (obs.data) and calculated response for soundings A32, A41 and A49.
The initial 2D model response (It 0) is denoted as a blue line and the final response (It 2) as
a red line. The residuals are shown below each transient.
6.5 Inversion of Tx-50 sounding data: fine parameter-
ization
In order to accelerate the inversion, a coarse parameterization (M ≈ 2500) with one
model column beneath each sounding location was chosen for the previous field data
examples. This parameterization is sufficient to fit the field data well. Furthermore, the
results are meaningful and in good agreement with the 1D stitched models discussed
in section 4.7.2.
Nevertheless, a fine parameterization may be required in cases where smaller structures
are investigated and soundings are overlapping. An example is presented in Fig. 6.17 for
a fine parameterization with ∆x = 5 m and ∆z = 2.5 m. This results in a total amount
of M = 392× 58 = 23000 model parameters. The total amount of data-points for the
33 sounding locations is N = 958. Hence, the problem is clearly under-determined and
the linear normal equation system requires a sufficient regularization.
As for the previous example in Fig. 6.17, the starting model is constructed from the late
time apparent resistivities. The 2D model obtained after the third iteration reproduces
the overall structure and is well comparable to the previously discussed 2D inversion
results. Northeast of sounding A38, the conductive layer sandwiched between the two
resistors is well reconstructed. The resistivities for the shallow and deeper layer range
between 20 and 30 Ωm. In that zone the data-fitting is best and ranges from χ ≈ 2
to 3 for all soundings (see red line in Fig. 6.19(d)). The transition zone from moderate
to high conductivity and the small resistive feature between A38 and A41 are both
reconstructed. As discussed in the previous model in Fig. 6.17(b), the continuation of
the resistive underlying layer between sounding A41 and A50 is uncertain, because
these resistivities are already present in the initial model.
Coverage and doi
The doi plotted in Fig. 6.19(c) is maximal on the resistive zone and decreased between
sounding A41 and A50. The doi is around 60 m in that zone. Further southwest of
sounding A50 it is again increased to 80 m. The lateral change is indeed meaningful,
because the length of the recorded transients are shorter between A41 and A50 com-
pared to those southwest. For comparison, the maximum acquisition time is visible in
the residual-section in Fig. 6.19(e). The doi seems over-estimated by roughly 20 m on
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Figure 6.19: 2D inversion of the field data using a fine parameterization with ∆x = 5 m and
∆z =2.5 m. 2D models obtained for (a) the third and (b) the final iteration. The corresponding
coverage for the final 2D model is displayed in (c). The calculated χ for each sounding is
plotted in (d) for the initial 2D model, the third iteration and the final 2D model. The global χ
is displayed in the legend. The initial model is derived from the late time apparent resistivities
similar to that shown in Fig. 6.17(a). In (d) the residuals of the final 2D model response are
plotted for each time point versus the sounding location.
the mudflat southwest of A39. For comparison see the doi estimate plotted for the 1D
stitched results in Fig. 4.15(a,b).
A multi-grid approach involves a lot more computational effort and also uncertainties.
Therefore, only one late time grid is used for the mudflat soundings southwest of A44
and the early time data with t < 2 · 10−5 s is not inverted in that zone. As a result,
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the coverage on the mudflat decreases at shallow depth with z < 20 m. The structure
of the coverage relates well to the corresponding model of the fifth iteration, especially
between A37 and A43. Since the model is slightly over-structured between the receiver
locations at shallow depth on the resistive zone, the coverage reflects this. In general,
increased sensitivities are expected below the overlapping transmitter locations. Due
to increased conductivity below the receivers, the situation is reversed.
Data fit and distribution of residuals
The inversion converges to χ = 6.5 in three iterations, which corresponds to a relative
misfit decrease of roughly 60% compared to the initial χ. After the fifth iteration the
inversion aborts with a χ = 5.7. For a 2D inversion of 33 soundings simultaneously,
this is a good fitting. Furthermore, χ is quite uniformly distributed along the profile
line, but the fitting is best northeast of sounding A38. To illustrate this, the residuals
are plotted for each time point and sounding along the profile in Fig. 6.19(e). Large
residuals are present between sounding A39 and A45, which occur mostly at later
times. In that zone, the structure is quite complex, too. Northeast of A39 the residuals
are much smaller. Particularly for some larger residuals, the alternation from positive
to negative residuals indicate a systematic behavior. A histogram of the residuals for
the model of the fifth iteration is plotted in Fig. 6.20(a). The residuals are centered
around one, although there are a few outliers between −20 and −40. If 1% of the
data (9 data points), which exhibit the largest residuals, are neglected, χ improves to
χ = 4.8. According to the QQ-plot in Fig. 6.20(b) these high residuals are not normally
distributed, whereas for small deviations around ±5 the residuals are distributed close
to normal.
As an example, the calculated response for the initial model, the third and the fifth
iteration for three soundings are displayed in Fig. 6.21(a-c). For soundings A32 and
A41 the improvement of the fit is large. Sounding A41 is not fitted well for the last
decade of time, which results in large residuals. According to the χ value, the fit for
sounding A49 is only slightly improved from χ = 12.1 to 8.6. In contrast to that, the
final model response indicate a significant improvement of the fit, particularly for the
first two decades of time.
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Figure 6.20: (a) Histogram of the data residuals for each time point and sounding location
of the final 2D model. Left of the dashed vertical line are the 1% largest residuals. (b) QQ plot
of the data residuals with magnification between ±0.5. The straight line is marked dashed blue.
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Figure 6.21: Field data and calculated 2D response for soundings A32, A41 and A47. The
initial 2D model response (It 0) is denoted a blue line and the final response (It 5) as a red
line. The residuals are plotted below each sounding.
6.5.1 Regularization parameters
The evolution of χ, the stepsize |∆mk| and the regularization parameters λk, β and α
are displayed in Fig. 6.22. The ratio of λx/λz is fixed to one and the global regularization
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Figure 6.22: Evolution of the global fit
χ, the stepsize |∆mk| and the inversion
regularization parameters λk, β and α for
each iteration.
parameter λk is determined automatically
by the pareto optimization. The Marquardt
damping β is very large compared to λk, par-
ticularly in the first two iterations. This usu-
ally causes a smaller stepsize of the model
update |∆mk|. To counteract a large β and
a small stepsize, the step-length α is signifi-
cantly increased to a maximum of α ≈ 3 · 103
for the first two iterations. Obviously, the in-
version has a steepest descent character un-
til the third iteration. For the iterations 3 to
5 the step length α is around one and has
no considerable impact on the inversion. An-
other significant model update is calculated
in the third iteration, where λk is decreased
by almost 4 decades. The stepsize is maximal
for the third iteration, which causes a struc-
tured model (cf. Fig. 6.19(a)). Although λk is
increased again for the following iterations, the model remains rough. At first sight this
seems unusual, but according to the global fit χ and the decreased stepsize |∆mk|, no
large model updates are calculated after the third iteration.
6.5.2 Computational requirements
For the above discussed example 33 soundings are inverted simultaneously with a total
of N = 958 data points. The model consists of M = 392× 58 = 22736 free parameters.
SINV is fully parallelized for the number of source-fields/transmitters and uses the
Message Passing Interface (MPI ). Since 33 soundings are inverted, it is recommended
to use 33+1 computing nodes/processors (master+slave concept). For each iteration,
33 forward calculations are performed with the SLDMem3t. A total of MS =12000
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Krylov subspace iterations is found sufficient for the numerical field calculations (see
section 5.3.6 for details). The computation time takes around 20 minutes for a single
forward calculation. The calculations are done on the Cologne High Performance Ef-
ficient Operating Platform for Science (CHEOPS ) at the Regional Computing Centre
Cologne (RRZK). For details on the computer architecture refer to Achter et al. [2013].
In order to compute the 3D background fields for the calculation of the Jacobian matrix
another 33 forward calculations are performed. The background fields are not calcu-
lated for the complete spatial SLDMem3t grid (nx, ny and nz), but moreover for a
smaller grid frame (see section 6.1.2). For example, each forward calculation with the
grid designed for the conductive mudflat results in a total of 30× 30× 25 electric field
values, computed for each component (Ex, Ey, Ez). The total required memory for one
forward calculation is therefore
MEM = 3× nx × ny × nz ×MS × 8Byte = 6.04GB.
Due to memory-limitations, the required memory becomes too large if all 33 trans-
mitters and their sensitivities are processed simultaneously. Therefore, the sensitivities
are not calculated parallel. Moreover, the sensitivity calculation for one transmitter
is distributed equally to all 33 processors by splitting the grid-frame. This results in
6.06 GB/(34 − 1) ≈ 0.18 GB memory requirement per processor and each of the 33
parallel forward calculations. If the normal equation (6.2) is not stabilized sufficiently,
the Cholesky decomposition fails. Even if it does not fail, the update may not provide
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Figure 6.23: Computation time
for each iteration.
a relative misfit decrease and the pareto optimization
is continued. Therefore, the internal optimization in-
volves a lot more full inversions until a proper set of
regularization parameters is determined. In Fig. 6.23,
the calculation time is plotted for each iteration. If
an optimal set of regularization parameters is deter-
mined relatively fast, an iteration takes less than 30
hours for the example shown in Fig. 6.19. Due to the
pareto optimization, each following iteration takes
between 30 and 50 hours. The inversion is manually terminated after 200 hours. For
comparison, each inversion step for the inversion with the coarse parameterization dis-
played in Fig 6.17 takes between 7 and 15 hours.
For further details on storage requirements and implementation of the parallelization
within SINV using MPI refer to Martin [2009].
6.6 Inversion of Tx-100 sounding data using a-priori
information
In the previous chapters the more resistive mudflat base was discussed with respect
to the late time apparent resistivity ρa,lt and its first order time derivative. The 1D
models and their corresponding model parameter importances were discussed and the
base layer was verified by a 2D modeling study. To gain a more independent validation
of the resistive mudflat base the soundings obtained between sounding A27 and A*80
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are included into the 2D inversion. A total of 53 soundings recorded partly with the
Tx-50 and the 100 × 100 m2 setup along profile A are inverted together. The simul-
taneous inversion of both setups is challenging, because the Tx-50 data is recorded
for a minimum time of approximately t = 10−6 s, whereas the Tx-100 soundings are
recorded in ZT-mode between t = 10−4 and 10−1 s. Therefore, the total time range
spans approximately five decades of time and the induced voltage approximately seven.
As a consequence, the sensitivity is going to vary over a large amplitude range as well.
Without rescaling the sensitivities, the data is not fitted at late times. Furthermore,
the base of the mudflat is generally difficult to resolve with the TEM method and for
some soundings it is supported only by a few late time data points (for comparison see
section 4.7.4).
To ensure a sufficient model update for deeper zones, the top of the mudflat base is fixed
in the 2D inversion and large blocks are included below. This approach was previously
introduced in section 6.2.1 and tested for a 2D synthetic example. In Fig. 6.24(a), the
initial 2D model is displayed and the top of the included blocks are marked by white
lines. The top of the base is derived from the 1D stitched inversion models presented
in Fig. 4.17 and the initial resistivity below is set to 0.3 Ωm. The shallower part of the
initial model is derived from the late time apparent resistivities. The data misfit χ for
the initial model and each sounding is displayed in Fig. 6.24(d). The initial fit is poor
with a global χ ≈ 140 northeast of sounding A46. After the eighth iteration the global
χ improves to χ = 5.5, which is remarkable. The data misfit is uniformly distributed
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Figure 6.24: 2D inversion of Tx-50 and Tx-100 sounding data using large blocks for the
basement structure with 0.3 Ωm initial resistivity. The initial model is shown in (a) and the
final 2D model in (b). The calculated χ for each sounding is plotted in (c) for the initial (It 0)
and the final 2D model (It 8). The global χ is displayed in the legend. The sounding locations
are denoted as black and red triangles for the Tx-50 and the Tx-100 setup, respectively.
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along the profile and below χ = 10 for almost all soundings. The inversion leads to a
well reconstructed 2D model displayed in Fig. 6.24(b), which is in good agreement with
the 1D stitched inversion results. The base is reconstructed with approximately 30 Ωm
northeast of sounding A37 and decreases to around 2 Ωm on the mudflat zone. Even for
the deepest part between A*57 and A*62 a model update is achieved. Since an initial
base resistivity of 0.3 Ωm is used, the result is remarkable and independently verifies
the resistivity increase below the mudflat. Furthermore, the reconstructed resistivity
values are an approximate lower resistivity bound. In Fig. 6.25, the field data and calcu-
lated final model response is displayed for soundings A*49, A*61 and A*77. The strong
late time decay for sounding A*49 corresponds to the resistor below the mudflat and
is fitted well. Although the late time decay is not that prominent for sounding A*77,
it is also well fitted. Sounding A*61 indicates only a poor decay for the last three data
points. In that zone, the mudflat base is also deepest. Nevertheless, the model update
improves the data fit also for those last data points.
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Figure 6.25: Field data and calculated 2D response for soundings A49*, A61* and A77*
obtained with the Tx-100 setup. The initial 2D model response is denoted as a blue line and
the final response as a red line.
6.7 Conclusions from the 2D inversion results
The 2D inversion algorithm SINV was applied to synthetic TEM data derived from two
different models. On the basis of these models important aspects of the algorithm were
investigated, i.e. the model parameterization, a-priori information, sensitivity, depth of
investigation and particularly the pareto optimization of the regularization parameters.
The first investigated model was a standard magnetotelluric model with a buried con-
ductor and resistor. Such type of models were often used to check numerical forward and
inverse algorithms, e.g. Siripunvaraporn & Egbert [2000]; Rodi & Mackie [2001]. The
algorithm SINV performed well and reconstructed both blocks remarkably. The calcu-
lated sensitivity is meaningful and reflects better resolution of the conductor. A-priori
information was incorporated by fixing the shape of the buried blocks. This approach
led to an almost one-to-one image of the original model. A second synthetic model
with a basin type of structure was investigated, particularly to investigate the pareto
optimization. Far more control of the inversion process was achieved by fixing the ratio
of the horizontal and vertical Occam regularization and introducing a global regular-
ization. As a consequence, the 2D inversion models did not become over-structured. A
pure Occam inversion was not realized, since an additional Marquardt damping term
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is required to stabilize the linear equation system.
Further studies showed that very coarse parameterizations with one column below each
TEM sounding produces very stable results and significantly accelerates the inversion.
To derive an independent result, which is neither based on manual forward modeling
strategies nor on 1D inverse models, the 2D inversion is applied first to 33 soundings
recorded along profile A. It turned out, that for an extreme lateral resistivity varia-
tion a homogeneous starting model is either suitable for the resistive or the conductive
zone, but not for both at the same time. The moderate resistive zone was remarkably
reconstructed using a 5 Ωm initial model. On the mudflat a 1 Ωm starting model was
suitable. A comparison of the 2D model with the 1D models for three selected sound-
ings, revealed an extremely good agreement particularly outside the mudflat. In order
to fit the complete set of 33 soundings simultaneously, a starting model was derived
from the late time apparent resistivity calculated from the field data. The obtained
final 2D models explain the field data well and are in good agreement with the corre-
sponding resistivity-depth section derived from the 1D results.
In the second step, the soundings recorded with the Tx-100 setup were included into the
inversion, in order to independently verify the base below the high conductive mudflat.
A total of 53 soundings were inverted simultaneously. To constrain the inversion and
increase the sensitivity of the deeper structures, large blocks were included as mudflat
base layer. Although a low initial resistivity was assigned to the blocks, the inversion
reconstructed the base along the complete profile.
Conclusively, the 2D inversion results independently validate the subsurface structure
along profile A. Both, the resistive basalt formation northeast of the mudflat and the
resistive base of the mudflat were reconstructed. The comparability to the patched
1D results was remarkable and can be seen as a strong validation of the subsurface
resistivity structure.

CHAPTER 7
Conclusions and outlook
The central part of the Azraq basin in Jordan is a unique wetland and a potential
target for research within the ongoing Collaborative Research Centre 806, entitled Our
Way to Europe (CRC-806). In the basin center, thick clay-rich sedimentary sequences
are deposited forming a 10× 10 km2 mudflat. A chert-limestone formation is expected
below these sediments. Outside of the mudflat a resistive buried basalt layer is present.
To provide a basis for future drilling projects a 7 km and a 5 km long transects were
investigated from the edge across the center of the mudflat. A total of 150 central loop
transient electromagnetic (TEM) soundings were carried out along both transects. Ad-
ditionally, the electrical resistivity tomography (ERT) was utilized as a complementary
method to validate the TEM results. Besides providing general information about the
area, the identification of the sediment thickness in contrast to the chert-limestone and
to the basalt layer were the two major targets.
The TEM data was interpreted using common 1D inversion techniques in the first
part of this thesis. The derived quasi 2D resistivity-depth sections are consistent and
in good agreement with the geological information. Furthermore, they were correlated
with lithological borehole data, which verifies the overall reliability of the models. Both
profiles were analyzed in detail by model equivalence and parameter importances. The
top of a resistive buried basalt layer was detected between 15 and 40 m depth in the
northeastern zone of the study area. According to the geology, the basalt is expected
to be interrupted at the Al Bayda fault. It was found that this resistive layer extends
approximately 700 m below the high conductive mudflat zone, where a strong and
abrupt decline of the resistor is present. This finding also suggests that the Al Bayda
fault zone extends over 700 m. A resistivity increase below the mudflat sediments is
observed along both transects which obviously corresponds to the chert-limestone layer
(URC). The top of the URC ranges from approximately 30 m down to 100 m depth in
the deepest zones. These two resistive formations were the target structures to resolve
by the geophysical investigation. Although not the primary target, the shallow transi-
tion zone from moderate to very low resistivities was determined precisely along both
transects. This is known to be a mixing zone from fresh and brackish water bearing
layers to hyper saline clay sediments. Azraq is heavily exploited for freshwater and the
lateral extent and thickness of the saline water body in the basin center is of topical
interest for the groundwater management. Groundwater is an increasing global prob-
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lem and I sincerely hope that the presented geophysical results can contribute to the
groundwater management in Azraq.
Although no clear distortion effects are visible in the TEM sounding data, the sub-
surface resistivity varies significantly along both investigated transects. Hence, it was
questionable if a 1D interpretation is adequate. To validate the quasi 2D resistivity-
depth section along the north-south transect (profile A), a 2D modeling study was per-
formed. The derived 2D model generally explained the field data well and only slightly
larger residuals are present, where the lateral resistivity contrast is largest. Therefore,
the 2D model validates the 1D inversion results and demonstrated that a 1D inter-
pretation of the TEM soundings is obviously sufficient. This finding is in accordance
with the general experience that the TEM sounding method can be well interpreted
by layered earth models [Spies & Frischknecht, 1991; Goldman et al., 1994]. Moreover,
an attempt was made to estimate the 2D effect, which the 2D final model along pro-
file A generates. A semi-synthetic TEM-tipper was calculated from horizontal synthetic
voltage data and the measured field data. This semi-synthetic TEM-tipper suggested
that four to six soundings might be 2D affected. However, the benefit of this approach
is limited because the 2D model was derived from vertical voltage data. For future
TEM surveys additional measurements of the horizontal magnetic field components
are suggested over strong lateral resistivity contrasts. They can provide a better un-
derstanding, whether the soundings are 2D/3D affected and require multi-dimensional
interpretation.
The 2D models along both transects were further investigated by variation of the re-
sistive layer below the mudflat.The 2D modeling demonstrated, that the resistor is
in general required to fit the field data. Removing the layer results in a deteriorated
data fit along both profiles. However, some soundings exhibit larger errors at late times
and do not support the resistor as well as other soundings. If the data errors were not
considered, all soundings support the resistivity increase at depth and the RMS signifi-
cantly deteriorates. As expected for the TEM method, the overall resistivity resolution
of the base is quite poor. As a consequence, it can vary roughly between 2.5 Ωm and
100 Ωm in most zones.
A drawback of the 2D modeling is, that it is always based on the prior choice of a model.
In the case presented here, it was a one-to-one image of the quasi resistivity-depth sec-
tions derived from 1D models. To obtain an independent validation of the resistivity
structure, a large number of soundings along the north-south transect (profile A) were
interpreted using the 2D TEM inversion scheme SINV . The obtained final 2D model
explained the field data well and was in good agreement with the resistivity-depth sec-
tion derived from the 1D results. All characteristic features that are visible in the quasi
2D sections, were also reproduced by the inversion scheme. A comparison of the 2D
model with the 1D models for three representative soundings, revealed a remarkable
agreement for the moderate resistive zones. Conclusively, the 2D inversion provided a
strong independent validation of the subsurface structure, particularly in the moderate
resistive zone.
Often the soundings on the low resistive mudflat, were not reconstructed that well and
the initial fit could not be improved. Due to the extremely low resistivities, the inversion
of the mudflat zone requires further investigations. One approach would be to adjust
the model parameterization. A promising approach was presented, to reconstruct the
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deep chert-limestone layer below the mudflat. By including large blocks into the initial
model parameterization, significant model updates were achieved and the deep resis-
tive layer was well reconstructed. Although a low initial resistivity was assigned to the
blocks, the inversion reconstructed the base along the complete profile.
The 2D inversion of TEM data is not state of the art yet, but the results presented in
this thesis demonstrated that the present algorithm SINV is applicable. Besides the
models derived from the field data, two synthetic examples were presented to study
the capabilities of the algorithm. Both models were reconstructed remarkably well and
motivate the future application of the algorithm. However, there are still possible fu-
ture improvements.
The pareto optimization of the regularization parameters could be partly improved
by fixing the horizontal to vertical smoothing ratio and introducing a global Occam
regularization. A pure smoothness constraint Occam inversion was not realized and an
additional Marquardt damping is required to stabilize the solution of the linear equa-
tion system. Currently, the pareto optimization is done by a Marquardt inversion of the
regularization parameters. On the one hand the approach is innovative. On the other
hand it is time-consuming and depends on the initial regularization values. Further
investigations to obtain suitable starting values are required and may accelerate the
pareto optimization.
At the current development stage of SINV , one iteration took around 20-50 hours
using a fine model parameterization. Due to the long run time and to circumvent un-
certainties originating from the forward solver SLDMem3t , a multi grid approach was
avoided. Hence, the early time data was not considered for the mudflat Tx-50 sound-
ings. At this point, the potential of SINV has not been fully utilized, yet. However,
in the long term, Martin [2009] suggested to implement a pre-conditioned conjugate
gradient based iterative solver to accelerate the inversion.
Due to convergence problems using the second order roughness constraint, only first
order roughness inversions were done. Useful information about the depth of investiga-
tion and the resolution of model zones may be derived, if both roughness constraints
are used.
Moreover, in this thesis the focus was on the 2D inversion of the field data obtained
along the north-south transect, particularly in the transition zone and towards the
mudflat. The inversion scheme can be further applied to the data which was not con-
sidered, yet.
For the future, it would be definitely interesting to apply the algorithm to other TEM
field data sets. Probably very promising inversion results can be achieved, if dense (over-
lapping) TEM soundings are investigated using multi-component receivers over 2D or
even 3D structures. A large scale 3D inversion of synthetic TEM data over a buried
conductor using SINV was already presented by Martin [2009] and can be applied to
such field data in the future. Another, promising application of the 2D inversion is the
shallow coastal marine environment, where the bathymetry and coastal geometry often
requires 2D treatment.
Conclusively, the results presented in this thesis are a basis for future investigations of
the CRC 806 in the central Azraq basin area. The derived subsurface models provide a
detailed image of the resistivity-depth distribution along both transects and agree very
well with the expected geological boundaries. The buried basalt layer and the depth
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to the resistive base below the mudflat are identified. If future drilling will be con-
ducted by the CRC 806 project, the presented geophysical results provide considerably
valuable subsurface information.
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Appendix
In the following a compilation of additional figures and tables is given. Each of them
are referenced and in general further explained in the corresponding section.
A.1 TEM sounding and ERT profile locations
Table A.1: TEM sounding locations along profile B. The sounding name, the profile meter
(pr.-m.) and GPS-coordinates (lat./lon.) are given. The Tx-100 soundings are marked with
an asterisk, e.g. TEM B18*. All soundings are displayed in Fig. 4.2(a).
sounding pr.-m. lat. lon. sounding pr.-m. lat. lon.
B1 0 31.867914◦ 36.835478◦ B25* 1710 31.859859◦ 36.850896◦
B2 50 31.867607◦ 36.835883◦ B26 1810 31.858441◦ 36.853651◦
B3 100 31.867338◦ 36.836287◦ B27* 1910 31.858954◦ 36.852723◦
B4 150 31.867022◦ 36.836646◦ B28 2010 31.857510◦ 36.855442◦
B5 200 31.867142◦ 36.837434◦ B29* 2110 31.858048◦ 36.854551◦
B6 250 31.866833◦ 36.837866◦ B30 2210 31.856608◦ 36.857266◦
B7 300 31.866518◦ 36.838258◦ B31* 2310 31.857143◦ 36.856378◦
B8 350 31.866209◦ 36.838632◦ B32 2410 31.855710◦ 36.859049◦
B9 400 31.864433◦ 36.837501◦ B33* 2510 31.856237◦ 36.858206◦
B10 450 31.863958◦ 36.837773◦ B34 2610 31.854788◦ 36.860847◦
B11 500 31.863580◦ 36.838095◦ B35* 2710 31.855332◦ 36.860033◦
B12 550 31.863262◦ 36.838438◦ B36 2810 31.860312◦ 36.849982◦
B13 740 31.864344◦ 36.842039◦ B37* 2910 31.854426◦ 36.861860◦
B14 790 31.864087◦ 36.842545◦ B38* 3110 31.853521◦ 36.863688◦
B15 835 31.863815◦ 36.842898◦ B39* 3310 31.852615◦ 36.865515◦
B16 885 31.863589◦ 36.843355◦ B40* 3510 31.851709◦ 36.867342◦
B17 935 31.863401◦ 36.843852◦ B41* 3710 31.850804◦ 36.869169◦
B18* 1030 31.862948◦ 36.844766◦ B42* 3910 31.849898◦ 36.870996◦
B19 1130 31.862489◦ 36.845692◦ B43* 4110 31.848992◦ 36.872823◦
B20* 1230 31.862043◦ 36.846593◦ B44* 4310 31.848087◦ 36.874651◦
B21 1340 31.861564◦ 36.847520◦ B45* 4510 31.847181◦ 36.876478◦
B22* 1435 31.861138◦ 36.848421◦ B46* 4710 31.846275◦ 36.878305◦
B23 1535 31.860642◦ 36.849295◦ B47* 4910 31.845294◦ 36.880060◦
B24 1610 31.859389◦ 36.851816◦ — — — —
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Table A.2: TEM sounding locations along profile A. The sounding name, the profile meter
(pr.-m.) and GPS-coordinates (lat./lon.) are given. The Tx-100 soundings are marked with
an asterisk, e.g. TEM A72*. If both Tx-50 and Tx-100 were recorded, the name is labeled e.g.
TEM A47**. All soundings are displayed in Fig. 4.2(a).
sounding pr.-m. lat. lon. sounding pr.-m. lat. lon.
A01 10 31.890251◦ 36.900076◦ A37 2880 31.869922◦ 36.881178◦
A02 60 31.889952◦ 36.899741◦ A38 2930 31.869586◦ 36.880955◦
A03 110 31.889598◦ 36.899417◦ A39 2980 31.869211◦ 36.880579◦
A04 160 31.889249◦ 36.899082◦ A40 3030 31.868867◦ 36.880249◦
A05 210 31.888905◦ 36.898721◦ A41 3090 31.868199◦ 36.880355◦
A06 260 31.888539◦ 36.898405◦ A42 3140 31.867616◦ 36.880427◦
A07 310 31.888209◦ 36.898062◦ A43 3190 31.867322◦ 36.879984◦
A08 360 31.887876◦ 36.897715◦ A44 3220 31.867377◦ 36.879275◦
A09 650 31.885949◦ 36.895673◦ A45 3270 31.867151◦ 36.878783◦
A1 785 31.884911◦ 36.894832◦ A46 3320 31.866830◦ 36.878354◦
A2 835 31.884595◦ 36.894458◦ A47** 3370 31.866479◦ 36.878018◦
A3 885 31.884267◦ 36.894079◦ A48 3420 31.866128◦ 36.877676◦
A4 935 31.884248◦ 36.893309◦ A49** 3470 31.865805◦ 36.877384◦
A5 985 31.883288◦ 36.893027◦ A50 3520 31.865428◦ 36.877072◦
A6 1035 31.882964◦ 36.892764◦ A51** 3570 31.865083◦ 36.876751◦
A7 1340 31.881223◦ 36.890846◦ A52 3620 31.864678◦ 36.876434◦
A8 1390 31.880872◦ 36.890430◦ A53** 3670 31.864294◦ 36.876174◦
A9 1440 31.880570◦ 36.890135◦ A54 3720 31.863894◦ 36.875919◦
A10 1490 31.880253◦ 36.889733◦ A55** 3770 31.863538◦ 36.875695◦
A11 1540 31.879882◦ 36.889355◦ A56 3820 31.863096◦ 36.875362◦
A12** 1590 31.879584◦ 36.889016◦ A57** 3870 31.862727◦ 36.875095◦
A13 1640 31.879279◦ 36.888637◦ A58 3920 31.862313◦ 36.874817◦
A14 1690 31.878948◦ 36.888246◦ A59** 3970 31.861911◦ 36.874523◦
A15 1740 31.878614◦ 36.887884◦ A60* 4070 31.861315◦ 36.873746◦
A16 1790 31.878248◦ 36.887574◦ A61** 4170 31.860563◦ 36.873137◦
A17 1840 31.877477◦ 36.887900◦ A62* 4270 31.859886◦ 36.872456◦
A18 1890 31.877119◦ 36.887558◦ A63** 4370 31.857729◦ 36.870540◦
A19 1940 31.876744◦ 36.887315◦ A64* 4470 31.858457◦ 36.871167◦
A20 1990 31.876389◦ 36.887028◦ A65** 4570 31.856217◦ 36.869363◦
A21 2040 31.876059◦ 36.886700◦ A66* 4670 31.857028◦ 36.869877◦
A22 2090 31.875735◦ 36.886383◦ A67** 4770 31.859196◦ 36.871793◦
A23 2140 31.875368◦ 36.886004◦ A68* 4870 31.855600◦ 36.868588◦
A24 2190 31.875043◦ 36.885635◦ A69** 4970 31.854871◦ 36.867975◦
A25** 2240 31.874714◦ 36.885243◦ A70* 5070 31.854143◦ 36.867343◦
A26 2290 31.874368◦ 36.884869◦ A71 5170 31.853924◦ 36.866421◦
A27 2370 31.873618◦ 36.884601◦ A72* 5270 31.852686◦ 36.866097◦
A28 2420 31.873231◦ 36.884317◦ A73* 5470 31.851229◦ 36.864852◦
A29 2470 31.872834◦ 36.884005◦ A74* 5670 31.849772◦ 36.863607◦
A30 2520 31.872470◦ 36.883701◦ A75* 5870 31.848315◦ 36.862361◦
A31 2570 31.872093◦ 36.883381◦ A76* 6070 31.846858◦ 36.861116◦
A32 2620 31.871712◦ 36.883065◦ A77* 6270 31.845401◦ 36.859871◦
A33 2670 31.871358◦ 36.882711◦ A78* 6470 31.843944◦ 36.858626◦
A34 2730 31.870971◦ 36.882359◦ A79* 6670 31.842487◦ 36.857381◦
A35 2780 31.870610◦ 36.881974◦ A80* 6870 31.841030◦ 36.856136◦
A36 2830 31.870244◦ 36.881597◦ — — — —
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Table A.3: ERT profiles obtained along profile A. W-LS denotes Wenner-long/short config-
uration with an outer and inner electrode spacing ∆EL, e.g. 5/2.5. Third column is the total
profile length. Roll-on denotes the number of Roll-on used for the ERT profile. The profile
meter corresponds to profile A, where 0 m is the beginning. The coordinates are displayed
for beginning and end-point of the profile. For further details on ERT configurations refer to
ABEM [2010]. The ERT locations are displayed in Fig. 4.2(b)
Profile Configuration ∆EL / m length / m #Roll-on
ERT-a1 W-LS 5/2.5 400 4
ERT-a2 W-LS 5/2.5 200 —
ERT-a3 W 2.5 150 1
ERT-a4 W-LS 10/5 600 2
ERT-a5 W-LS 10/5 1600 12
Profile profile-meter lat. (beg.) lon. (beg.) lat. (end) lon. (end)
ERT-a1 0− 400 m 31.890436◦ 36.900038◦ 31.887364◦ 36.897624◦
ERT-a2 750− 950 m 31.885109◦ 36.895097◦ 31.883835◦ 36.893537◦
ERT-a3 990− 1140 m 31.883609◦ 36.893318◦ 31.882534◦ 36.892301◦
ERT-a4 1230− 1830 m 31.881946◦ 36.891548◦ 31.877985◦ 36.887239◦
ERT-a5 1720− 3320 m 31.878091◦ 36.888497◦ 31.865965◦ 36.877574◦
A.2 Survey are photographs
Pr. A: view from basalt hill towards mudflat Pr. B: basalt close to TEM B1
Pr. A, TEM sounding on AQ-formation Almost got stuck on the mudflat
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Salt cover on mudflat Pr. A, RMT sounding on AQ-formation
Fancy ERT installation with AC cooling Perfect working conditions in NRA-camp
Dust vortex and TEM sounding on mudflat TEM-3 induction coil
TEM equipment mounted on cart Azraq wetland preserve
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Figure A.1: (a,b) lithological data for boreholes AZ-9 and AZ-13 compared with VES data
given by [El-Waheidi et al., 1992]. Borehole lithological data for BT-20 and BT-24 after Ala’li
[1993]. All locations are shown in Fig. 4.2(a), chapter 4.2.
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Figure A.2: Generalized composite lithological section after Ibrahim [1996] is shown. It cor-
responds to the geological map and the cross-section in Fig. 4.2(a,b). Both are discussed in
chapter 4.2.
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A.4 Distribution of Tx-100 sounding data and stacking
error
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Figure A.3: Distribution of all Tx-100 sounding data and stacking errors. (a) Histogram
of all data points and corresponding (b) QQ-plot. (c) Histogram of all stacking errors and
(d) corresponding QQ-plot. (e) Percentage stacking errors plotted vs. the time. (f) Absolute
stacking error plotted vs. the observed data. These plots are discussed in the corresponding
section 4.5.3 for the Tx-50 setup.
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A.5 Profile A: TEM field data
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Figure A.4: 1D joint inversion result of Tx-50 and Tx-100 sounding data at (a-c) station A12
and (d-f) station A25 obtained along profile A. (a,d) Marquardt and Occam R1/R2 models.
(b,e) data and fitting for the Tx-50 data and (c,f) Tx-100 data. The corresponding (overall)
χ is given in each legend. Both soundings are discussed in section 4.7.2.
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Figure A.5: Profile A: 1D inversion results for sounding A01–A15. Tx-100 soundings are
marked with an asterisk, e.g. TEM A80*.
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Figure A.6: Profile A: 1D inversion results for sounding A16–A30. Tx-100 soundings are
marked with an asterisk, e.g. TEM A80*.
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Figure A.7: Profile A: 1D inversion results for sounding A31–A45. Tx-100 soundings are
marked with an asterisk, e.g. TEM A80*.
A.7 Profile A: 1D TEM inverse models 177
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A46
EQUI
R1: χ=0.90
R2: χ=0.98
MQ: χ=0.93
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A47
EQUI
R1: χ=0.94
R2: χ=0.97
MQ: χ=0.99
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A47*
EQUI
R1: χ=0.68
R2: χ=0.63
MQ: χ=0.75
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A48
EQUI
R1: χ=0.97
R2: χ=0.95
MQ: χ=0.99
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A49
EQUI
R1: χ=0.99
R2: χ=0.99
MQ: χ=1.26
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A49*
EQUI
R1: χ=0.78
R2: χ=0.85
MQ: χ=0.81
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A50
EQUI
R1: χ=0.97
R2: χ=0.98
MQ: χ=1.48
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A51
EQUI
R1: χ=0.95
R2: χ=0.99
MQ: χ=1.40
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A51*
EQUI
R1: χ=0.73
R2: χ=0.68
MQ: χ=0.66
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A52
EQUI
R1: χ=0.87
R2: χ=0.99
MQ: χ=0.98
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A53
EQUI
R1: χ=0.99
R2: χ=0.97
MQ: χ=1.43
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM A53*
EQUI
R1: χ=0.97
R2: χ=1.02
MQ: χ=0.92
 1
 10
 100
 0.1  1  10
z
 /
 m
ρ / Ωm
TEM A54
EQUI
R1: χ=0.94
R2: χ=0.92
MQ: χ=0.92
 1
 10
 100
 0.1  1  10
z
 /
 m
ρ / Ωm
TEM A55
EQUI
R1: χ=0.90
R2: χ=0.97
MQ: χ=0.96
 1
 10
 100
 0.1  1  10
z
 /
 m
ρ / Ωm
TEM A55*
EQUI
R1: χ=0.78
R2: χ=0.73
MQ: χ=0.81
Figure A.8: Profile A: 1D inversion results for sounding A46–A455*. Tx-100 soundings are
marked with an asterisk, e.g. TEM A80*.
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Figure A.9: Profile A: 1D inversion results for sounding A56–A65*. Tx-100 soundings are
marked with an asterisk, e.g. TEM A80*.
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Figure A.10: Profile A: 1D inversion results for sounding A66–A78*. Tx-100 soundings are
marked with an asterisk, e.g. TEM A80*.
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Figure A.11: Profile A: 1D inversion results for sounding A79–A80*. Tx-100 soundings are
marked with an asterisk, e.g. TEM A80*.
A.8 Profile B: 1D TEM inverse models 181
A.8 Profile B: 1D TEM inverse models
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B01
EQUI
R1: χ=0.89
R2: χ=0.90
MQ: χ=0.88
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B02
EQUI
R1: χ=0.88
R2: χ=0.80
MQ: χ=1.27
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B03
EQUI
R1: χ=0.81
R2: χ=0.84
MQ: χ=0.89
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B04
EQUI
R1: χ=0.80
R2: χ=0.79
MQ: χ=0.81
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B05
EQUI
R1: χ=1.10
R2: χ=1.10
MQ: χ=0.73
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B06
EQUI
R1: χ=0.84
R2: χ=0.86
MQ: χ=0.78
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B07
EQUI
R1: χ=0.87
R2: χ=0.80
MQ: χ=0.88
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B08
EQUI
R1: χ=0.89
R2: χ=0.84
MQ: χ=0.85
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B09
EQUI
R1: χ=0.72
R2: χ=0.74
MQ: χ=0.75
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B10
EQUI
R1: χ=0.82
R2: χ=0.84
MQ: χ=0.81
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B11
EQUI
R1: χ=0.82
R2: χ=0.77
MQ: χ=0.75
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B12
EQUI
R1: χ=0.82
R2: χ=0.72
MQ: χ=0.89
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B13
EQUI
R1: χ=0.86
R2: χ=0.79
MQ: χ=1.60
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B14
EQUI
R1: χ=0.69
R2: χ=0.79
MQ: χ=0.70
 1
 10
 100
 0.1  1  10  100
z
 /
 m
ρ / Ωm
TEM B15
EQUI
R1: χ=0.89
R2: χ=0.88
MQ: χ=1.10
Figure A.12: Profile B: 1D inversion results for sounding B01–B15. Tx-100 soundings are
marked with an asterisk, e.g. TEM B18*.
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Figure A.13: Profile B: 1D inversion results for sounding B16–B30. Tx-100 soundings are
marked with an asterisk, e.g. TEM B18*.
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Figure A.14: Profile B: 1D inversion results for sounding B31*–B45*. Tx-100 soundings
are marked with an asterisk, e.g. TEM B31*.
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Figure A.15: Profile B: 1D inversion results for sounding B46*–B47*. Tx-100 soundings
are marked with an asterisk, e.g. TEM B47*.
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Figure A.16: Quasi 2D resistivity-depth sections for Occam R2 results. (a) Profile A obtained
from 1D inversion of Tx-50 sounding data between A01 and A72. (b) Profile A obtained
from 1D inversion of Tx-50 and Tx-100 sounding data between A27 and A*80. (c) Profile B
obtained from 1D inversion of Tx-50 and Tx-100 sounding data. The resistivity-depth sections
are discussed in section 4.7.
A.8 Profile B: 1D TEM inverse models 185
cr
os
si
ng
N
E
SW
SE
N
W
AF
U
R
C
AL
M
AQ
Q
F
Pr
of
ile
 A
Pr
of
ile
 B
x 
/ m
x 
/ m
AO
B
U
R
C
AQ
AQ
AO
B
AL
M
AQ
T1
T2
S1
S2
S3
S4
(a) (b) (c)
Figure A.17: (a) Geological cross-section modified after Ibrahim [1996], which is representa-
tive for profile A. Quasi 2D resistivity-depth sections for (b) profile A and (c) profile B derived
from 1D Occam models. Further explanation is given in chapter 4.8.
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A.9 2D ERT inversion results and data
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Figure A.18: 2D inversion results of the ERT data along profile A. The Profile name is
given above each model. The x-scale is the profile meter. For comparison the TEM sounding
locations are marked in each section.
A.9 2D ERT inversion results and data 187
3.98 5.01 6.31 7.94 10 13 16 20 25 32
−100 −50 0 50 100 150 200 x/m 300
we5
we14
we24
Measured Data in Ω m
0 200 400x / mERT-A1
(b)
5.62 6.31 7.08 7.94 8.91 10 11 13 14 16 18
−100 −80 −60 −40 −20 0 20 40 60 x/m 100
we2
we4
we8
we12
we16
we20
we24 Measured Data in Ω m
750 850 950x / mERT-A2
(c)
1.58 2 2.51 3.16 3.98 5.01 6.31 7.94 10 13
−50 0 x/m 100
we2
we4
we6
we8
we10 Measured Data in Ω m
990 1065 1140x / mERT-A3
(c)
7.94 10 13 16 20 25 32 40
−200 −100 0 100 200 x/m 400
we2
we4
we8
we12
we16
we20
we24
Measured Data in Ω m
1230 1530 1830x / mERT-A4
(a)
0.25 0.4 0.63 1 1.58 2.51 3.98 6.31 10 16 25
−200 0 200 400 600 800 x/m 1200
we5
we14
we24
Measured Data in Ω m
1720 2520 3320x / mERT-A5
(a)
Figure A.19: ERT field data pseudosections along profile A. The profile name is given above
each section. The upper x-scale is always the profile meter and corresponds to the inversion
results in Fig. A.18; the lower scale is the distance to the center electrode (of the first Roll-
along).
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A.10 Additional 2D forward and inverse modeling re-
sults
ρ 
/ Ω
m
z 
/ m
 
 
A2
7
A3
2
A3
7
A4
2
A4
7
A5
2
A5
7
A6
2−20
−10
0  
10 
20 
30 
40 
50 
   
0.1
0.35
1.2
4.16
14.43
50
x / m
R
M
S 
/ %
 , 
χ
 
 
2500 2750 3000 3250 3500 3750 4000 4250 4500 4750 5000
100
101
102
χ*=2.05 RMS*=4.49%
(a)
ρ 
/ Ω
m
z 
/ m
 
 
A2
7
A3
2
A3
7
A4
2
A4
7
A5
2
A5
7
A6
2−20
−10
0  
10 
20 
30 
40 
50 
   
0.1
0.35
1.2
4.16
14.43
50
x / m
R
M
S 
/ %
 , 
χ
 
 
2500 2750 3000 3250 3500 3750 4000 4250 4500 4750 5000
100
101
102
χ*=3.61 RMS*=7.92%
(b)
ρ 
/ Ω
m
z 
/ m
 
 
A2
7
A3
2
A3
7
A4
2
A4
7
A5
2
A5
7
A6
2−20
−10
0  
10 
20 
30 
40 
50 
   
0.1
0.35
1.2
4.16
14.43
50
x / m
R
M
S 
/ %
 , 
χ
 
 
2500 2750 3000 3250 3500 3750 4000 4250 4500 4750 5000
100
101
102
χ*=6.95 RMS*=15.25%
(c)
Figure A.20: 2D models derived by spatial interpolation of 1D Occam models onto a 2D grid
for a lateral discretization of ∆x = 50 m. The resistivities are joined into (a) 20, (b) 10 and
(c) 5 logarithmically equidistant bands. The corresponding RMS and χ are displayed below
each 2D model.
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Figure A.21: (a) Histogram of the data residuals for each time point and sounding location
of the the best-fit 2D Occam model discussed in section 5.5.2. (b) QQ plot of the data residuals.
The straight line with slope one is marked dashed blue. (c) Calculated data dcalc plotted versus
the field data dobs. (d) Residuals plotted versus the transient time.
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Figure A.22: 2D inversion results for the basin structure using large errors at late times.
The down-weighting of late time data is discussed in section 6.1.3. (a) Homogeneous starting
model with 10 Ωm. (b) Final inverse model after the 6th iteration. The global χ is given above
the model. Synthetic data (obs.data) and model response for soundings (a) A2 and (b) A5. The
response for the starting model (It 0), the final iteration (It 6) are plotted. The corresponding
residuals are displayed below the response.
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Figure A.23: 2D inversion of Tx-50 data using ρa,lt values as starting model. A logarithmic
depth parameterization is used for comparison with the result discussed in section 6.4.2.(a)
Initial model (It 0); (b) final 2D model after 8 iterations (It 8). In (c) χ plotted along the
profile line for (a) and (b). The global χ is displayed in the legend.
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