Neutron reference fields in the energy range above 15 MeV are produced using the T(d,n) 4 He reaction and solid-state Ti(T) targets. The potential presence of non-monoenergetic neutrons from parasitic (d,n) reactions induced in the target materials makes this energy range particularly challenging for reference instruments which cannot discriminate the neutron energy, such as long counters or activation foils. Therefore, a supplementary comparison was carried out in the energy range from 15.5 MeV to 19 MeV involving reference instruments of different sensitivities to non-monoenergetic neutrons. The spectral distributions of the neutron beams were characterized by time-of-flight measurements and by Monte Carlo simulations.
Introduction
The CCRI(III)-K10 key comparison on neutron fluence measurements in monoenergetic neutron fields [1] comprised energies up to 14 MeV. Most of the methods and procedures used in the comparison exercise can also be applied for the energy range from 14 MeV to 20 MeV. However, a few specific aspects need to be considered for these neutron fields which are produced using the T(d,n) reaction and Ti(T) solid state targets. Most of the (d,n) reaction channels for target impurities like carbon and oxygen, as well as for titanium and for backing material such as silver have positive Q values. The deuteron energies required for the production of neutron fields with energies up to 17 MeV are below 1.3 MeV. Although the cross sections should be rather low at these deuteron energies a small contribution of neutrons from reactions with impurities cannot be excluded. In addition, monoenergetic neutrons of lower energy are produced by the D(d,n) reaction with the deuterium impurity present in Ti(T) targets or implanted in the backing. Usually, the deuterium contamination amounts to about 1 % of the tritium content. The problem is much more severe for the 19 MeV neutron field which is produced by 2.55 MeV deuterons. Here it is well known that the fluence of continuum neutrons can amount to more than 50 % of the total fluence [2] .
For the neutron energy range below 20 MeV the maximum energy of the nonmonoenergetic neutrons is below 10 MeV. In principle, blank targets can be used to subtract experimentally the non-monoenergetic neutrons. This requires, however, that the blank Ti targets matches exactly with the Ti(T) target. In practice, this turns out to be difficult to achieve since at least the contamination with oxygen, carbon and deuterium as well as the amount and spatial location of implanted deuterium is usually different.
Recoil proton telescopes (RPT) usually have sufficient energy resolution to discriminate the fluence of non-monoenergetic neutrons from the fluence of monoenergetic neutrons since the energy of the non-monoenergetic neutrons is at least 5 MeV lower than that of the monoenergetic neutrons. Hence, an experimental determination of the non-monoenergetic neutron fluence is not necessary. This is different, however, if a long counter (LC) is used for fluence measurements in the energy range from 15 MeV to 20 MeV because this instrument has virtually no energy discrimination capability. Therefore long counters were only used for neutron energies below 15 MeV until now. The same problem as for long counters arises also when activation foils are employed for fluence measurements, although the response to lower energy neutrons is much lower due to the threshold in the activation cross section.
Therefore the Institute for Reference Materials and Measurements (IRMM), the Physikalisch-Technische Bundesanstalt (PTB) and the National Physical Laboratory (NPL) initiated the EUROMET project 822 to compare their neutron fluence measurement capabilities in neutron fields with a non-monoenergetic spectral contribution. In this exercise, the IRMM and the PTB employed RPTs while the NPL used its de Pangher long counter and aluminium activation foils. Since the spectral distribution of the low-energy continuum depends on target properties, all participants had to carry out their measurements at the same facility and at the same measurement conditions. Therefore the same procedure as for the CCRI(III) Table 1 summarizes the measurements carried out during the comparison. The participants were asked to measure the fluence of the monoenergetic neutrons and to report the calibration factor C =  /M of one of the neutron monitor detectors. Here M denotes the corrected reading of the monitor and  the measured neutron fluence at 1 m distance from the Ti(T) target in vacuum.
This report describes the characterisation of the neutron fields, the instruments and procedures used by the participants. Frequent reference is made to the final report of the CCRI(III)-K10 comparison [1] . Some of the results of the neutron field characterisation and monitoring procedure were distributed to the participants earlier as a basis for their analysis. They are reproduced as appendices 2 and 3 of this report with minor, purely editorial, modifications.
Characterisation of the neutron fields and determination of the monitor readings
The accelerator settings and parameters of the targets used for producing the neutron fields are reproduced in Tab. 1 of appendix 2. All targets employed for the comparison had already been in use for several years. Hence, the tritium contents were significantly smaller than the T/Ti ratio of about 1.5 expected for fresh targets of high quality. The AG-95-1 target showed also a very inhomogeneous spatial distribution of the tritium loading. For the GU-75, target a blank Ti target with the same nominal thickness of the Ti layer was available. For the measurements in the 19 MeV neutron field, this blank target was used to subtract the contribution of neutrons resulting from (d,n) reactions with target impurities and backing material. It was, however, already known before these measurements that the GU75 target and the blank target did not match perfectly, in particular because of differences in the carbon and oxygen contamination.
The spectral distributions of the neutron fields were measured using a 2"2" NE213 detector and the time-of-flight (TOF) technique. The results of the TOF measurements are reported in appendix 2. As outlined there, the measured fluence of non-monoenergetic neutrons always exceeded that resulting only from scattering of monoenergetic neutrons in the target assembly as calculated using the TARGET code [3] . The spectral fluence distributions used by the participants were a combination of experimental spectra below the matching energy E cont and of TARGET calculations in the region of the monoenergetic peak above E cont . The matching energy E cont ranged from 11.7 MeV for the 15.5 MeV field to 15.8 MeV for the 19 MeV field. The contributions of neutrons from D(d,n) reactions with impurity deuterium were included in these spectral distributions.
The procedure used to determine the monitor readings was essentially the same as for the CCRI(III)-K10 comparison. The count rates for of two long counters positioned at 16° (NM) and 100° (PLC) were recorded together with the beam charge Q. In addition, the count rate of a 3 He counter covered by borated polyethylene was recorded. This detector was positioned close to the target at a backward angle. As discussed in detail in appendix 2, the count rate of the three neutron monitors were corrected for neutron inscattering form the reference instruments in the neutron field as well as for dead time losses.
For stable beam focusing conditions and homogeneous tritium loading, the beam charge Q should be strictly proportional to the neutron yield for a specific neutron energy. Indeed, the ratio of the corrected monitor readings to beam charge was found to vary by less than 1 % for most of the irradiations. Only for the measurements at 15.5 MeV and 19 MeV, a drift of the monitor ratios by several percent at the beginning of the measurements was observed. Since all three monitors were affected in the same way, these drifts can be attributed to changes in the beam focusing, possibly caused by warming-up effects.
The NM monitors have the highest sensitivity of the three neutron monitors. Therefore this monitor was selected to evaluate the requested calibration factor C.
Measurements carried out by the participants

IRMM
The IRMM employed its recoil proton telescope TC3 for the measurement. This instrument uses a combination of two proportional counters and a CsI(Tl) scintillation detector to detect recoil protons emitted from a polyethylene radiator with a surface mass density of 44.2 mg/cm 2 . The neutron detection efficiency of the instrument is calculated according to Bame [4] from the geometrical data, the radiator properties and the n-p scattering cross section using a combination of analytical and numerical integration. The n-p cross section data were taken from the analysis by Hopkins and Breit which is virtually identical with the ENDF/B-IV evaluation.
Due to problems with the second proportional counter, the usual threefold coincidence requirement could not be used to discriminate signals caused by recoil protons from backgrounds events in the CsI(Tl) detector. Instead, a second-order polynomial was fitted to the CsI(Tl) pulse-height spectra in the region outside the recoil proton peak and used to subtract the background in the peak region [5] . Measurements were carried out at several distances to the target. The results were corrected for neutron fluence attenuation in the aluminium entrance window and in the air between the target and the RPT, for the interaction of recoil protons with the wires of the proportional counters and for dead time losses. The final result specified is the mean value of the measurements at different distances. The dominating sources of uncertainty were the statistical uncertainty of the number of events in the region of the recoil proton peak, the uncertainty of the fitting procedure used for background subtraction and the uncertainty of the number of protons in the radiator.
PTB
The mechanical construction of the PTB recoil telescope RPT1 is very similar to that of the IRMM telescope but a 1.5 mm thick silicon surface barrier detector instead of a CsI(Tl) scintillation detector is used to detect the recoil protons. Also some of the geometrical parameters of the instruments are slightly different from those of the IRMM RPT. Because the thickness of this detector is insufficient to stop recoil protons with energies higher than 15 MeV aluminium degrader foils with thicknesses ranging from 0.285 mm to 0.625 mm were placed in front of the silicon detector to reduce the energy of the recoil protons. A threefold coincidence requirement was used to discriminate recoil protons originating from a tristearin radiator with an areal mass of 10.085 mg/cm 2 from background events.
The neutron detection efficiency of the instrument was calculated according to the procedure described by Bame et al. [4] . Total n-p scattering cross sections were taken from the ENDF/B-IV evaluation. The angular distribution was very similar to that given in ENDF/B-IV with a maximum deviation of 0.15 % at a centre-of-mass scattering angle of 180°. Measurements were carried out at a single distance for each neutron energy. The measurement results were corrected for neutron fluence attenuation in the aluminium entrance window and in the air between the target and the RPT and for dead time losses. A correction was also applied for the contribution of the low-energy tail of the pulse-height spectra to the number of events detected in the peak region. The dominating sources of uncertainty were the statistical uncertainty of the number of events in the region of the recoil proton peak and the uncertainty of the number of protons in the radiator.
As outlined in Appendix 2, there is evidence for a neutron component in the 17 MeV field resulting from T(d,n) 4 He reactions with tritium diffused into the backing. The fluence of this component is about 4.3 % of the peak fluence and the mean energy is about 15 MeV. This possible presence of this component was accounted for by using a weighted average of the n-p cross sections for 15 MeV and 17 MeV. This effective cross section was 0.5 % higher than the cross section for monoenergetic 17 MeV neutrons.
NPL
The NPL used its de Pangher LC for fluence measurements at all four neutron energies. The efficiencies and the effective centres of the LC were calculated using the MCNP Monte Carlo code and verified by measurements using radionuclide neutron sources. The emission rates of these sources were determined using the NPL manganese bath. Measurements were performed at several distances from the target for each neutron energy. Two dedicated shadow cones were used to determine the contribution of room-return neutrons to the number of events registered with the LC. The results were corrected for the contribution of nonmonoenergetic neutrons as determined by PTB using the TOF method and calculations with the TARGET code. The corrections ranged from 7 % for 17 MeV field to 30 % for the 19 MeV field. Additional corrections for dead time losses and fluence attenuation in air were applied.
For the activation measurements at 16 MeV, two Al foils 0.3 mm and 0.14 mm in thickness were activated in a back-to-back geometry at a distance of 92 mm from the target using a low-mass sample holder. The foils were irradiated for about 4.6  10 4 s and then transported to the NPL where -counting started about 17 h after the end of the irradiation. The -counting efficiency of the NPL foils had been determined earlier using the 4  coincidence technique. The measurement result was determined from the measured activity using the foil mass and spectrum-averaged cross sections for the 27 Al(n,) 24 Na reaction which were calculated from the point cross sections of the ENDF/B-VI evaluation as well as those published by Wagner et al. [6] . Corrections for variations of the neutron fluence during irradiation and for decay between the end of the irradiation and start of the activity measurement were applied. The final result reported by the NPL is the mean of the results obtained using the two cross section data sets. The relative deviation of the two results from the mean was ±0.0085.
Results
General remarks
Since the present exercise is organized as a supplementary comparison, the participants reported different results for each method used. It was also not required to calculate a key comparison reference value (KCRV) and degrees of equivalence (DOE). Instead, the results of the participants were compared with the weighted mean of all stated results. Generally, the analysis followed the procedure outlined in [6] . It should, however, be noted that at least the results stated by IRMM and PTB are expected to be correlated to a considerable extent as the same kind of reference instrument and very similar cross section data sets were used. The main difference between the PTB and IRMM measurements is the method used to determine the number of recoil protons produced by uncollided monoenergetic neutrons.
Evaluation of the results
At 16 MeV two measurements were carried out by PTB using their RPT1 telescope. The first measurement, PTB-1, was carried out in connection with the NPL measurement on 2004-12-06 while the second measurements PTB-2 was performed in connection with the IRMM measurement on 2004-12-10. A third measurement PTB-3 was carried out together with the activation of the NPL aluminium foils on 2005-04-20.
As for the CCRI(III)-K10 comparison, the weighted mean of the PTB results for the 16 MeV fields was calculated using only the uncorrelated components of the uncertainties as weighting factors. The correlated component of the relative uncertainties was added quadratically to the uncertainty of the weighted mean. This measurement result was used together with the results of IRMM and NPL to derive the weighted mean of all results. This procedure ensured that repeated measurements with the same instrument did not introduce a significant bias towards one participant. Table 2 and Fig. 1 summarise the results of the repeated measurements carried out with the PTB telescope at 16 MeV. The good agreement of the data shows the reproducibility of the neutron field despite the inhomogeneity of the tritium loading observed during the comparison (cf. Appendix 1). Table 2 . Results obtained with the PTB telescope for the 16 MeV neutron field. The calibration factor and its absolute and relative standard measurement uncertainties are denoted C, u C and u rel , respectively. The uncorrelated and correlated contributions to the relative uncertainties are denoted u rel,non and u rel,cor , respectively. The weighted mean was calculated using u rel,non as weights. A correlated component of 0.026 was added quadratically to the relative uncertainty of the weighted mean to yield the total uncertainty for the mean result. 
Discussion
As reported in Table 3 of Appendix 2, the relative contribution of non-monoenergetic neutrons, as measured using the NE213 detector, ranged between 4 % for 15.5 MeV and 25 % for 19 MeV. Despite these significant non-monoenergetic contributions, the results reported by the participants are consistent as indicated in Fig. 2b , where only two of the data points for the relative deviation from the weighted mean show a small but significant deviation from zero. This demonstrates that the uncertainty budgets specified by the participants are realistic. The results also show that the energy discrimination properties of the proton recoil telescopes and the correction procedures used for the long counter and the activation foils are suitable for not perfectly monoenergetic neutron fields.
The remarkable agreement of the recoil telescope and the long counter is largely due to the very detailed and sophisticated modelling of the latter instrument using MCNP and the comprehensive set of measurements using radionuclide sources which are directly traceable to the activity standard with typical uncertainties of about 1 %. Together with the small type-A component for counting statistics, this explains why the smallest uncertainties were reported for the long counter, except for the 19 MeV case with its large correction for nonmonoenergetic neutrons.
Despite the good overall agreement, there are two small but distinctive systematic trends to be observed in the results. For all energies, the PTB result is about 2 % higher than the results reported by IRMM for a very similar recoil proton telescope. To identify possible inconsistencies in the detection efficiencies, the PRTelescope code [8] developed for the IRMM telescope was used to calculate the efficiency of the PTB telescope for the neutron fields of the present comparison. The efficiencies were found to agree to better 0.5 % with the efficiency data used at PTB. As shown in the uncertainty budgets reported by IRMM and PTB, the nominal uncertainties given for the hydrogen content of the radiators also do not explain the observed trend. It is interesting to note that the deviation observed between the two telescopes is opposite to the results of the CCRI(III)-K10 comparison at 5 MeV and 14.8 MeV where the IRMM result was larger by about 2 % than the PTB result. A possible reason for the present observation could be the different procedures used by IRMM in the two comparisons for the determination of the number of detected recoil protons.
For all neutron fields up to 17 MeV, the NPL long counter yielded results which are also lower by about 2 % compared with the PTB proton recoil telescope. Also for the 19 MeV field the long counter result is smaller than the other results. If the corrections f s applied for contribution of non-monoenergetic neutrons were too large due to an overestimation of the non-monoenergetic contribution (cf. Appendix 2), the resulting calibration factors C would also be too large. To investigate the consequence of this assumption, the NPL data for the neutron fields were rescaled in the following way:
This correction is only strictly valid if the response of the NPL long counter is independent of the neutron energy. The relative contributions of non-monoenergetic neutrons as measured with a scintillation detector and calculated using the TARGET code were taken from Table 3 of Appendix 2. The f s values reported by NPL for distances of 2 m or 2.5 m from the Ti(T) target were employed. Fig. 3 shows the rescaled NPL data for the neutron energies below 19 MeV together with the PTB and IRMM results. The mean values are the same as in Fig. 2a .
The rescaled results are significantly above the RPT results and the deviation increases with neutron energy which is to be expected since the contribution from (d,n) reactions with titanium and silver should also increase with deuteron energy. This demonstrates that there is a background of non-monoenergetic neutrons in the investigated neutron fields in addition to the contribution resulting from target scattering of the monoenergetic neutrons as calculated by TARGET. 
Conclusions
The present comparison showed that the measurement capabilities of the participants also yield consistent results for neutron fields above 14.8 MeV which are not strictly monoenergetic. This result is remarkable because instruments with and without sensitivity to non-monoenergetic neutrons of lower energy were employed. Hence, this comparison also confirms the procedures used to characterise the spectral distributions of the neutron fields.
Appendices
Appendix 1:
Numerical results reported by the participants
The participants reported the calibration coefficients C =  / M of the 16° long counter monitor. Here  and M denote the fluence in 1 m distance from the Ti(T) target, corrected for fluence attenuation in air, and the monitor reading corrected for inscattering and dead-time losses, respectively. The weighted means C were calculated using the uncertainties u C as specified by the participants. For the 16 MeV neutron field, the weighted mean of all PTB results is indicated. The deviation of the results reported by the participants from the weighted mean and its uncertainty are denoted by D and u D , respectively. The NPL result for the activation foil measurement is the mean of the results obtained using the cross section datasets of ENDF/B-VI and Wagner et al.. The reduced  2 is denoted by  2 /. 
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Uncertainty budget reported by the PTB
Reduced uncertainty budget for the neutron fluence measurements using the PTB recoil proton telescope RPT1. 
Introduction
The EUROMET project 822 aims at the comparison of neutron fluence measurements for neutron energies above 14.8 MeV which were not covered in previous comparison exercises. The neutron fields were produced at the PTB low-scatter facility using the T(d,n) reaction with Ti(T) targets and deuteron beams with energies from 635 keV to 2664 keV. At these bombarding energies, production of background neutrons by (d,n) reactions with the Ti of the Ti(T) targets with the backing materials and with the deuterium contamination present in the Ti(T) layer has to be expected since many of the reaction channels are energetically possible. Measurements were carried out from 2004-12-04 until 2004-12-10 using recoil proton telescopes (IRMM, PTB) and a long counter (NPL). In addition, NPL used a liquid scintillation detector for supplementary measurements. At 2005-04-20, a comparison of a fluence measurement using the Al-foil activation technique with the PTB recoil proton telescope was carried out at a neutron energy of 16 MeV.
The recoil telescopes allow to separate the monoenergetic neutrons reaching the detector without further interaction (uncollided neutrons) from most of the neutrons scattered in the target assembly (collided neutrons) and from background neutrons. In contrast, the long counter has an almost constant sensitivity for all neutrons reaching the sensitive area. Therefore the measurements made with the long counter have to be corrected for the contribution of the collided and background neutrons. Even for the analysis of the recoil telescope measurement, the spectral distribution of the uncollided neutrons has to be available for the calculation of the mean energy.
Therefore time-of-flight (TOF) measurements were carried out separately to determine experimentally the spectral fluence of the background neutrons. The spectral fluence of the uncollided and collided neutrons were calculated using the TARGET code [1] .
Target and deuteron beam parameters
The relevant target and deuteron beam parameters used for the comparison are listed in Table 1 . The homogeneity of the Ti(T) layers was inspected by measuering the count rate of the long counter monitor mounted at a neutron emission angle of 16° as a function of the azimuth angle  of the rotating target assembly. The spectra shown in Fig. 1 exhibit pronounced dips in the AG-95-1 target. These dips can be either due to a local depletion of Ti in the otherwise homogeneous Ti layer or to an inhomogeneous Ti(T) layer. In the first case, the spectral distribution of the neutrons produced by the T(d,n) reaction would not be much affected. In the second case, however, the variation in the deuteron energy loss would also affect the neutron spectrum.
Since the TOF measurement were carried out separately, i.e. after remounting the target assembly, the results of this measurement are not fully sufficient to assess the consequences of the target inhomogenity during the comparison measurements. The pilot laboratory was aware of this problem before the measurements and informed the participants accordingly. It regrets that no better suited targets were available at the time of the comparison. 
Results of the TOF measurements
The TOF measurements were carried out from 2005-04-05 until 2005-04-08 using pulsed deuteron beams and a gain-stabilised 22 BC501 liquid scintillation detector. The centre of the detector cell was positioned at a distance of (6.277  0.002) m from the Ti(T) target. The calibration of the TOF measurement was checked using a ORTEC 462 time calibrator. The total relative uncertainty (k = 1) of the TOF calibration was 1.5  10 -3 . The detection thresholds of the low-gain (LG) and high-gain (HG) pulse-height branches were set to the pulse height produced by 250 keV and 60 keV electrons, respectively. The position of the pulse-height thresholds were determined using a set of 137 Cs, 22 Na and 207 Bi photon sources. The detection efficiencies were calculated using the NEFF7 code [2] . TOF spectra measured with the LG and HG pulse-height branches were matched at neutron energies around 2.5 MeV after correction for the energy dependence of the detection efficiency. The low-energy cut-off of the TOF measurements was at a neutron energy of 500 keV. Measurements with a shadow cone were carried out to subtract neutrons scattered into the detector from the walls and other surrounding structures. More details on the measurement technique are described in [3] .
The TOF measurements were compared with TOF spectra calculated with the TARGET code using the nominal target parameters. These TOF spectra were folded with the time structure of the accelerator beam pulse (FWHM ranging from 5.5 ns at E d = 635 keV to 3.3 ns at E d = 2664 keV) and the time response of the scintillation detector as calculated with NRESP7 [2] . The time structure of the deuteron pulse was inferred from the shape of the prompt photon peak observed in the TOF spectra.
The tritium used for manufacturing Ti(T) targets is always contaminated with 1 % -2 % deuterium. This is why neutrons from the D(d,n) reaction are present in neutron fields produced with the T(d,n) reactions and deuteron energies above about 300 keV. Therefore TOF spectra were calculated for targets where the tritium was replaced by the same amount of deuterium. When compared to the experimental TOF spectra, the spectra calculated for Ti(T) and Ti(D) targets were normalised to the respective TOF peaks of the monoenergetic neutrons from the T(d,n) and D(d,n) reactions. The results obtained for the 15.5 MeV, 16 MeV, 17 MeV and 19 MeV fields are shown in Fig. 2a-d . For the 19 MeV measurement, a blank Ti was available which was be used to subtract part of the background neutrons. Therefore Fig. 2d shows the spectral fluence of the 19 MeV field after subtraction of the blank target measurement. Table 2 shows the Q-values and threshold energies E thr for these reactions.
For the 19 MeV field, the blank Ti targets obviously compensates only part of the continuum fluence because the blank target is not fully equivalent to the Ti(T) target. As illustrated in Fig. 3 , a special problem exists for the experimental 17 MeV spectrum. The deviation of the experimental and calculated spectrum on the left side of the TOF peak is an indication for Ti diffusion into the Ag backing. This conclusion is supported by an analysis of the pulse height spectra produced for small TOF windows on the deviating part of the tail and around the maximum of the TOF peak. These pulse height spectra show that the mean neutron energy in the tail window is around 15 MeV which is consistent with the interpretation given above. The excess neutron fluence in the energy region from 14.2 MeV to 16 MeV resulting from reactions with T nuclei diffused into the Ag backing amounts to 4.3 % of the neutron fluence above 16 MeV. The minimum energy of the uncollided monoenergetic neutrons from the Ti(T) layer is 16.8 MeV. In Table 3 the maximum energy produced by 48 Ti(d,n) and 109 Ag(d,n) for the four neutron fields (the energy loss in the Ti(T) layer was subtracted for the latter reaction) is shown together with the ratio the total neutron fluence  cont below the energy E cont and the fluence of 'monoenergetic' neutrons  peak above E cont as measured and calculated with TARGET. The mean energy mon E of the spectral fluence of monoenergetic T(d,n) neutrons was determined by fitting the calculated peak corresponding to uncollided neutrons to the peak in the experimental TOF spectrum. From the compression factor and the mean energy of the calculated spectral fluence of uncollided neutrons, the experimental mean energy of the monoenergetic neutrons was calculated. The results are shown in Table 4 . The uncertainties of the experimental mean energies were calculated from the uncertainty of the fitting procedure, the flight distance, the TOF calibration and the differential non-linearity of the TOF measurement. The mean energy mon E and the width E mon of the spectral distribution of uncollided neutrons as calculated with TARGET should be used for the analysis of the fluence measurements. To arrive at spectral fluence distributions which can by used by the participants to correct their measurement for the contributions of low-energy neutrons, the following procedure was adopted:
The normalisation factors determined from the comparison of experimental and calculated TOF spectra as shown in Fig. 2 were applied to the TOF spectra calculated with TARGET prior to the additional TOF broadening caused by the finite duration of the beam pulses and the time response of the scintillation detector. After that, experimental and calculated TOF spectra were transformed from TOF scale to energy scale. 'Synthetical' spectral fluences were produced by joining the TARGET spectra and the experimental spectra at the energies E low indicated in Table 4 . In this way, spectral fluences were obtained which have the increased low-energy continua as experimentally determined and high-energy peak regions which are not distorted by the broadening caused by the time resolution of the TOF measurements. These spectral fluences are available in numerical form together with the spectral fluences calculated with TARGET for the nominal target properties. Fig. 4a-d shows a comparison of experimental and calculated spectra. The energy E low is indicated by the arrows. The arrow shows the energy E low where the experimental spectrum for E < E low was joined to the calculated spectral fluence for the peak region E > E low . 
Introduction
At the PTB low-scatter facility, two precision long counters mounted at neutron emission angles of 16° and 100°, and a 3 He proportional counter inside a cover made from borated polyethylene are used as neutron-sensitive monitors. In addition, the beam charge is measured and a Geiger Müller counter is available for monitoring the production of photons. These monitors are used to relate the fluence measurements with the different reference instruments participating in the comparison exercise. These monitors reading have to be corrected for dead time loss and for inscattering from reference instruments in the neutron field.
Calculation of the correction factors
The dead time of the monitors are defined by fixed artificial dead times  introduced by special dead time modules behind the discriminators. The dead time correction is given by
The correction for inscattering is carried out by performing measurements without reference instruments in the neutron field (free-field measurement) immediately before or after a measurement with the reference instruments. The correction factor k sc for inscattering can be calculated from such a pair of measurements on the assumption that the beam charge Q is a 'good' monitor for a short time interval:
For the measurements with the PTB recoil proton telescope (RPT), the correction factors k sc were usually calculated form the free-field measurement and the background measurement with the radiator rotated by 180°. With the IRMM RPT, measurements were carried out at different distances. Therefore individual correction factors had to be calculated for each distance. Since only one free-field measurement was performed after the measurements with the IRMM RPT, some of the correction factors were calculated from pairs of measurements which were not adjacent in time. For the NPL long counter (LC), a measurement without and with shadow cone and a free-field measurement were performed at several distances. Here it had to be assumed that the beam charge Q was a good monitor over the time required for the LC and free-field measurements at each distance. Fig. 1a -e shows the ratio of the corrected readings N cor = k dt k sc N of the two long counter monitors at 16° (NM) and 100° (PLC) to the beam charge Q. Generally, these ratios are stable within less than 1 %. The ratios for each detector were normalised to their mean values for the respective energy. Only for the measurements with the PTB RPT at 15.5 MeV and 19 MeV, somewhat larger deviations are observed. The PTB RPT was always the first instrument in the morning. Therefore these drifts can be attributed to warming-up effects of the accelerator and the beam transport system which influence the beam current measurement. 
Monitor readings for the Al activation measurement
A measurement with the PTB RPT was carried out before the start of the Al activation. The inscatter correction for this measurement was extrapolated from measurements at 15.5 MeV and 16 MeV. Correction factors k sc of 0.992  0.008 and 0.988  0.004 were obtained for the PLC and NM monitors, respectively. Fig. 2 shows the ratio of the corrected monitors counts N cor to the beam charge Q.
The activation was started at 2005-04-20, 10:25:00 (MEST) and stopped at 23:00:00 (MEST). The monitor readings were recorded in time intervals of 600 s. During the RPT measurement, a decrease of the ratios is observed followed by a slight drift for most of the activation run and a step-like change close to the end of the activation. Since the ratio of the two neutron monitors is very constant, the drifts must be due to changes in the beam charge measurement. Therefore the NM monitor should be used for the analysis of the Al activation measurement. 
