Maintaining the right balance between excitation and inhibition is crucial to healthy brain function. A recent study has used optogenetics to show how quickly and effectively inhibition clamps down a novel burst of excitation in the neocortex.
Information flow between brain areas depends on excitatory neurons firing action potentials: understanding the regulation of this firing is, therefore, one of the most important topics in neuroscience. The probability that excitatory neurons fire at any given moment is in large part a function of excitatory-inhibitory balance, the relative amount and timing of depolarizing and hyperpolarizing currents in a given cell (see [1] for a recent review). Disrupting excitatory-inhibitory balance can have catastrophic effects. Too much inhibition will shut down signal transmission, preventing perception, memory formation or motor activity; too much excitation can cause seizures and excitotoxicity. In the neocortex, an optimal excitatory-inhibitory balance improves measures of temporal coding [2] and sculpts the representation of specific features of sensory stimuli [3, 4] . This shaping likely determines the information a neocortical processing center relays to downstream targets.
A paper recently published in Current Biology [5] adds to our understanding of excitatory-inhibitory balance in the neocortex by applying novel optogenetic techniques. The authors use a viral vector to deliver the gene for channelrhopsin-2 to a relatively small number of excitatory neurons, in the somatosensory barrel cortex of the mouse, sensitizing these cells to light. They then ask how the activation of this well-defined cell population impacts the local network. Previously, this kind of circuit manipulation was impossible in vivo, as stimulation with inserted electrodes recruits a broad class of cell types and fibers passing through an area. Optogenetic control is becoming widely used, as it allows neuroscientists to perturb specific neural circuits on the same timescale at which they operate.
Using this exciting new approach, Mateo et al. [5] discovered that the network immediately stabilizes in response to excitatory input, even when the excitation emerges locally and occurs outside of a behavioral context (which might have allowed the system to anticipate stimuli and prepare the right excitatory-inhibitory balance). The consequence of driving excitatory cells is actually a reduction in spiking in nearby excitatory cells that are not optically sensitive. The data strongly suggest that this balance is maintained through the robust recruitment of inhibitory neurons. These inhibitory cells generate short-latency hyperpolarizing currents, causing excitatory cell membrane potentials to be drawn toward a subthreshold level, thereby preventing spiking.
This work follows a long history of intracellular studies showing that sensory inputs typically drive neocortical cells toward a membrane potential that is entirely subthreshold (for example, [3, [6] [7] [8] [9] ). One of the most elegant examples of this phenomenon was recently offered by the Petersen group. Crochet et al. [10] found that in awake, head-fixed mice, active whisking against real objects evokes a 'touch response' in the barrel cortex, a brain area that processes whisker information. This response draws cells' membrane potentials toward a subthreshold set-point [10] , suggesting that, even under naturalistic conditions, stimulus-evoked spikes are the exception, rather than the rule.
Through single-trial analysis, Mateo et al. [5] show that the membrane potentials of postsynaptic excitatory cells can be driven up or down, depending on a cell's initial state. The authors point out that this drive to a membrane potential set point may explain findings obtained in studies exploring the dynamics in action potential spiking of distributed neural populations. Such spike-based analyses often assert that signals in the brain (for example, related to a sensory stimulus or motor output) are best understood as patterns of spiking that evolve over time, not just as increases in spike rate (see [11, 12] for examples). In the jargon of this kind of study, spiking patterns should be considered as a 'trajectory through state space' that can only be understood by observing large populations of cells.
In the case reported by Mateo et al. [5] , the ability to peer inside individual cells is essential, because uninfected excitatory cells do not spike much in response to the optogenetic stimulus. To reconcile these findings with studies arguing for a state-space view of encoding, many missing details must be filled in. The new study finds a remarkably uniform response to optogenetic perturbation, whereas diversity across cells is typically necessary to provide the added information claimed by state-space trajectory analyses. Also, prior studies advocating for state-space representations typically observe high firing rates; the present study by Mateo et al. [5] (and the prior intracellular sensory studies cited above) give the impression that spikes are, in fact, precious events in the neocortex. Such differences between intracellular and extracellular studies likely reflect differences in the layer [13] , cell types, brain regions, species, and behavioral state of the animal in which the recordings were carried out. Nevertheless, before a link can be made there needs to be a reconciliation between the diverse, sustained and robust firing patterns reported in extracellular state-space studies and the view provided by intracellular studies.
That said, membrane potential is necessarily the key factor in shaping spiking patterns (whether a trajectory through state space is the correct conception or not), and Petersen and colleagues are ideally positioned for understanding it because of their dedication to the difficult but essential intracellular in vivo approach. The Mateo et al. [5] paper follows a series of studies by this group in which they bring subthreshold insight to network-level phenomena. Discovering 'mechanisms' in science (especially biology) usually means providing a description of the events at the level just below where one is currently working. Delineating intracellular in vivo phenomena that underlie network-level events is exactly this level of reductionism for systems neuroscience. There are many technical challenges involved with this approach, and few groups have surmounted these challenges as consistently as the Petersen lab.
In keeping with this tradition of technical acumen, Mateo et al. [5] offer what is perhaps the best quantification yet of the exact number of cells activated by an optogenetic stimulus in vivo. Determining how many cells are recruited when light is applied to an in vivo population is a thorny problem when only a few cells can be recorded at any one time. Through a combination of intracellular recordings and careful histology, the authors estimate that each light pulse elicits action potentials in 100 or so neurons (Figure 1 ). This approach sets a standard that will increasingly (and appropriately) be required of this class of study.
In sum, Mateo et al. [5] bring an elegant convergence of cutting-edge methods to bear on the problem of understanding excitatory-inhibitory interactions in neocortical networks. This work, along with their previous studies, highlights the inherent drive of the neocortex to 'find the right balance'. As it stands, the authors have only begun testing one of many possible permutations of recording site, activation site, and cell type. We look forward to many like-minded studies that will help us understand connections between excitatory-inhibitory balance in local populations, higher-level network states and, of course, how these neural properties relate behavior. 
