). The reliability of these optimal solutions was evaluated by a bootstrap resampling technique. Different levels of three causal factors were used as factors of response surface analysis: the lactose/cornstarch ratio (X 1 ), the amount of carmellose calcium (X 2 ), and the amount of hydroxypropylcellulose (X 3 ). The target responses were the dissolution ratio of theophylline for the first 15 min (Y 1 ) and the hardness (Y 2 ) of each of the prepared tablets. Similar optimal solutions were estimated in three different sizes of datasets. A bootstrap re-sampling with replacements from the original dataset was applied, and optimal solutions for each bootstrap dataset were estimated. The frequency of the distribution of the optimal solution generated by the bootstrap re-sampling technique demonstrated almost normal distribution. The average and standard deviation of the optimal solution distribution were calculated as evaluation indices reflecting the accuracy and reproducibility of the optimal solution. It was confirmed that the accuracy was sufficiently high, irrespective of the dataset size; however, the reproducibility worsened with a decrease in the number of the experimental datasets. Consequently, it was considered that the novel evaluation method based on the bootstrap re-sampling technique was suitable for evaluating the reliability of the optimal solution.
In recent years, the ICH Q8 guidelines 1) have necessitated the establishment of a science-based rationale and a design space in pharmaceutical formulation development. The characteristics of a drug product are influenced by a number of parameters related to pharmaceutical formulation and manufacturing conditions. In the past, the process of formulation development was based on the approach of trial and error, in order to simultaneously satisfy the specifications for multiple properties. Therefore, optimization was a wasteful process for pharmaceutical formulations. However, in recent times, scientific approaches such as the response surface method (RSM) and the artificial intelligence (AI) technique have been used for resolving optimization problems. [2] [3] [4] [5] [6] [7] RSM is useful for seeking acceptable solutions, however predictions based on the quadratic polynomial method are sometimes limited and the results obtained occasionally exhibit poor estimation. 8, 9) To overcome these difficulties posed by the quadratic polynomial method, Takayama et al. successfully generated a smooth surface using an optimization technique that incorporated the multivariate spline interpolation (MSI) approach. 10) Concurrently, it is important to evaluate the reliability of the optimal solutions estimated by RSM. The leave-one-out cross-validation (LOOCV) method is effective for versatile evaluation of the response surface.
11) The LOOCV method can estimate the generalization error of a given model. 12) However, the reliability of optimal solutions estimated by certain response surfaces cannot be directly evaluated using the LOOCV method. Therefore, we applied a novel method, namely, a bootstrap (BS) re-sampling technique, [12] [13] [14] to evaluate the reliability of the optimal solutions predicted by RSM incorporating MSI (RSM S ). In this study, we used an experimental dataset of theophylline tablets prepared by the fluidized-bed granulation method.
Theoretical
MSI Architecture MSI has been effectively used as a tool to interpolate altimeter data in the field of geophysics. 10, 15) The basic concept of MSI can be considered as the transformation problems of elastics (Fig. 1) . 16) In this problem, the experimental data were compared to the variations at each point, and the thin-plate spline minimized the elastic strain energy (Eq. 1).
(1) where ∇ 2 is the Lapracean and ∫ s ds is the integration over all ranges.
Green functions were used for solving Eq. 1, and the biharmonic spline was expressed as below. (2) where n is the number of data points, d i is the standardized Euclidian distance between x corresponding to number i data point and the optimal x, g (d i ) is the green function whose variables are d i . The definition of this function is changed by the dimensions of the input variable (x). a i is a coefficient calculated by a linear matrix operation.
Multi-Objective Optimization In the optimization problem for practi- cal pharmaceutical formulations, several response variables should be incorporated into a single equation in order to consider all the responses simultaneously. For this purpose, a general transformation that was based on the distance between the predicted value of each response and the individually obtained optimum one was employed by Takayama et al. [8] [9] [10] (3) where S(X) is the distance function generalized by the standard deviation S.D. k of the observed values for each response variable, FD k (X) is the optimum value of each response variable optimized individually over the experimental region and FO k (X) is the estimated value of all the responses given in the same set of causal factors, i.e., X. To solve the multi objective optimization problem under inequality and/or equality constraints, Eq. 3 is transformed to the unconstrained problem by adding a penalty function as follows.
In Eq. 4, T(X, r) is the transformed unconstrained objective function, G i (X) is the inequality constraint, H j (X) is the equality constraint, r is a perturbation parameter (rϾ0) of T(X, r), and f i is a step function by which the objective function S(X) is penalized because the value increases abruptly when the values of G i (X) are negative or when the H j (X) values deviate from zero. An optimal solution is estimated as the point X(r); this gives a minimum of T(X, r) when the value of r is sufficiently close to zero.
BS for Parameter Estimation
The BS method that was introduced by Efron 17 ) is a simulation technique based on the empirical distribution of the observed sample. [12] [13] [14] [15] 17) Let xϭ(x 1 , …, x n ), an n-sample with an unknown distribution function F, depending on an unknown real parameter q. The problem involves evaluating this parameter q by a statistic qˆϭs(x) from the sample x and in evaluating the estimate accuracy, although the distribution F is unknown. In order to evaluate this estimate accuracy, B samples are built from the initial sample x by re-sampling. x i , and a BS replicate will be
Then, the BS estimate of the standard deviation of qˆdenoted by ŝ boot (qˆ) is given by Eqs. 5 and 6 as follows. (5) (6)
Experimental
Materials Theophylline (Shiratori pharmaceutical Co., Ltd., Japan), lactose (200-mesh grade, DMV international, Netherlands), cornstarch (Nihon shokuhin kako Co., Ltd., Japan), carmellose calcium (Gotoku Chemical Co., Ltd., Japan), hydroxypropylcellulose (Nippon soda Co., Ltd., Japan) and magnesium stearate (Nitto kasei kogyo k.k., Japan) were all of grades conforming to the current Japanese Pharmacopoeia (JP).
Preparation Method of Sample Tablets
The formulations of theophylline tablets are listed in Table 1 . The lactose/cornstarch ratio (X 1 ), the amount of carmellose calcium (X 2 ), and the amount of hydroxypropylcellulose (X 3 ) were selected as causal factors. The orthogonal array design for three factors and three levels was applied to prepare the test formulations. Theophylline was milled using an impact mill (TASM-1CS, Tokyo atomizer Co., Ltd., Japan), and lactose was sieved through a 60-mesh screen. The milled theophylline (volume mean diameter about 23.6 mm), sieved lactose, cornstarch, and carmellose calcium were blended in a polyethylene bag for
. 
Mg-St Table 2 . The granules were lubricated with magnesium stearate and were blended in a bin blender (Turbula unit type T2C, Willy A. Bachofen AG, Switzerland) for 5 min. The final blend was compressed into tablets by a universal testing machine (Autograph AG-5000B, Shimadzu Co., Ltd., Japan) at a compression force of approximately 7.85 kN.
Determination of the Response Variables The dissolution ratio of theophylline for the first 15 min (Y 1 ) and hardness (Y 2 ) were selected as the response variables that were to be valuated in the resulting tablets. Both variables were represented as the mean of three determinations. a) Dissolution: Dissolution testing was performed using the paddle method according to the recommendations of the current JP; it was performed at 50 rpm in 900 ml of water at 37°C. The dissolved theophylline was assayed by an automated flow-through UV spectrophotometric method at 243 nm with a 10-mm-long cell (Automated dissolution apparatus, Toyama Sangyo Co., and Shimadzu Co., Ltd., Japan). b) Hardness: The hardness of the resulting tablets was measured using a hardness tester (Tablet tester type 6D, Dr. Schleuniger Pharmatron AG, U.S.A.).
Preparation of the Original Dataset Three types of experimental datasets were prepared according to an orthogonal array experimental design that consisted of three causal factors and two response variables with 27 theophylline tablet formulations.
In this paper, the smallest, medium, and the largest sizes of the datasets are named L 9 Original dataset, L 18 Original dataset, and L 27 Original dataset, respectively. These datasets are shown in Table 3 .
Evaluation Method for an Optimal Solution Based on the BS Technique The concept of the BS evaluation method is shown in Fig. 2 . The method of evaluation for an optimal solution based on the BS technique has been described as follows. 18, 19) Step 1. The BS dataset corresponding to the respective original datasets (L 9 , L 18 , and L 27 ) is generated by BS re-sampling repeated n (9, 18, or 27) times to form an ensemble comprising n results.
Step 2.
Step 1 is repeated until B times, and B units of the BS dataset are generated.
Step optim) for each BS dataset, and the distribution of the optimal solution is generated.
Step 4. The optimal solution and standard deviation of the BS analysis are calculated according to Eqs. 5 and 6.
The accuracy of the original optimal solution, which was calculated from the original dataset, can be evaluated by comparing it to be BS optimal solutions. If the BS optimal solution deviates from the optimal original solution, it is considered that the optimal original solution has low reliability with regard to accuracy. In addition, the precision of the optimal original solution can also evaluated by the BS standard deviation. A large BS standard deviation indicates poor precision of the optimal original solution.
In this study, the frequency numbers B of BS re-sampling were set at 50, 100, 200, 300, 400, and 500.
The Evaluation Index of the Response Surface The optimum solutions and response surfaces for each size of the original datasets (L 9 , L 18 , and L 27 ) were calculated by RSM S . LOOCV was performed for each response surface. R 2 values that are often used as a conventional evaluation index of the response surface were calculated using Eq. 7.
11) (7) where SSE is the sum of the squared error between the predicted and the R SSE (9) where F is the original solution of a specified property, F B.m is the BS optimal solution of the same property corresponding to the original solution, and SD B is the BS standard deviation.
Software In this study, we used the software dataNESIA developed by Yamatake Corporation (Japan) for generating the RSM S and the BS re-sampling; this software consists of a multi-dimensional interpolating program and a nonlinear optimization program.
20)

Results and Discussion Prediction of Response Variables and Simultaneous Optimization
The dissolution ratio of theophylline for the first 15 min (Y 1 ) and the hardness (Y 2 ) of each formulation are shown in Table 3 . The dissolution profiles and hardness varied among the formulations. The response surfaces of Y 1 and Y 2 were generated by RSM S as functions of three causal factors; the lactose/cornstarch ratio (X 1 ), the amount of carmellose calcium (X 2 ), and the amount of hydroxypropylcellulose (X 3 ). Representative examples of the response surfaces of the dissolution ratio using the different sizes of the datasets are shown in Fig. 3 . Since these response surfaces were similar to each other, it was suggested that a reasonable response surface was estimated by using RSM S in spite of the size of the dataset. A conventional LOOCV method was applied to evaluate the reliability of each response surface. The R 2 values defined in Eq. 7 for Y 1 and Y 2 were calculated for Table 5 . With the exception Y 2 in L 9 design, all R 2 values exhibited sufficiently high values more than 80; this suggested that all the response surfaces, exception Y 2 in L 9 design, were reasonably stable. Thus, it was confirmed that the obtained response surfaces were hardly affected by the individual data points. The considerably low R 2 values of Y 2 that were predicted by the L 9 dataset suggested that the data numbers of the L 9 dataset were insufficient to generate a stable response surface.
Simultaneous optimal solutions for X 1 , X 2 , and X 3 and the predicted values for Y 1 and Y 2 calculated for the three sizes of the datasets are shown in Table 4 . Calculations were performed according to the standardized Euclidian distance function as defined in Eq. 4 under the restrictions of the experimental region. Interestingly, the optimal solutions exhibited similar results regardless of the size of the dataset; therefore, we can say that RSM S is applicable even in the case of a small dataset size. However, the reliability of optimal solutions cannot be evaluated quantitatively by means of the R 2 values alone because the values only indicate the stability of the response surface. Therefore, a novel method is required for evaluating the reliability of the optimal solution.
Evaluation of the Optimal Formulation by the BS Method BS datasets for three different sizes of the original datasets were generated by BS re-sampling that was set at a frequency of 50, 100, 200, 300, and 500. The results of the optimal formulations and predicted responses are shown in Tables 6-8 . The BS optimal solutions as well as the standard deviations were almost constant despite altering the frequency of re-sampling, suggesting that a re-sampling frequency of more than 50 was sufficient to estimate the stability of the optimal formulations. 
The distributions of the optimal solutions generated by a re-sampling frequency of 300 are shown in Fig. 5 . These distributions were almost symmetrical, and they were regarded as the normal distribution. The peaks of the individual distributions exhibit the BS optimal solution. These results supported the hypothesis that the BS method that is based on the central limit theorem can be applied to evaluate optimal solutions.
The 95% confidence intervals of optimal solutions were calculated for three different sizes of datasets by the percentile method. 21) The results are shown in Table 9 . The ranges of the 95% confidence intervals calculated for the L 18 and L 27 datasets were sufficiently narrow for the practical studies of formulations. On the other hand, the 95% confidence interval calculated for the L 9 dataset was wider than that calculated for the L 18 and L 27 datasets.
Indices corresponding to the accuracy (d) and reproducibility (CV B ) of the optimal solution as defined in Eqs. 8 and 9 are shown in Figs. 6 and 7, respectively. As the results On the other hand, we observed a decrease in the CV B values a reproducibility index of the optimal solution with an increase in the size of the dataset. In this formulation experiment, the precision of the optimal solution improved with an increase in the number of experimental data, although the accuracy of the optimal solution was ensured even with a small dataset size.
Conclusions
Based on the results of this study, it was considered that a novel evaluation method based on the BS re-sampling technique was suitable for evaluating the accuracy and precision of the optimal solution estimated by RSM S .
