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A LAGRANGIAN INTERIOR REGULARITY RESULT FOR THE INCOMPRESSIBLE FREE
BOUNDARY EULER EQUATION WITH SURFACE TENSION
MARCELO M. DISCONZI, IGOR KUKAVICA, AND AMJAD TUFFAHA
ABSTRACT. We consider the three-dimensional incompressible free-boundary Euler equations in a bounded domain and
with surface tension. Using Lagrangian coordinates, we establish a priori estimates for solutions with minimal regularity
assumptions on the initial data.
1. INTRODUCTION
We consider the free boundary Euler equation of incompressible flow defined on a moving three dimensional
domain Ω(t) ⊆ R3, which read
ut + (u · ∇)u+∇p = 0 in D (1.1)
div u = 0 in D (1.2)
p = σH on ∂D (1.3)
(∂t + u
α∂xα)|∂D ∈ T∂D (1.4)
where D = ⋃0≤t≤T {t} × Ω(t), u is the fluid’s velocity and p its pressure. The symbol σ ≥ 0 denotes the surface
tension parameter and H is, for each t, the mean curvature of the boundary ∂Ω(t) embedded into R3. Also, T∂D
stands for the tangent bundle of ∂D and (1.4) expresses the condition that the boundary moves with the speed equal
to the normal component of u. The initial data are given by
u(·, 0) = u0 (1.5)
Ω(0) = Ω. (1.6)
Our aim in this paper is to obtain a priori estimates for a local-in-time existence result of solutions to this system
with minimal regularity assumptions on the initial data and when σ > 0.
The first existence results for (1.1)–(1.6) are those of Nalimov [65] and Yosihara [78], who considered regular
irrotational data. In the case of zero surface tension, i.e., σ = 0, Ebin has shown in [36] that the problem is ill-
posed without the Rayleigh-Taylor stability condition. The problem of well-posedness under the Rayleigh-Taylor
condition and in the case of zero surface tension was solved by Wu [74, 75]. Regarding optimal regularity of the
initial data, Wang et al obtained in [73] the local existence under the sharp Sobolev regularity H2.5+δ for the zero
surface tension case, extending the previous result of Alazard et al [6], who considered irrotational data. For the
Euler equations in R2 or R3, the sharpness of the exponent 2.5 + δ was shown in [15].
The well-posedness of the non-zero surface tension problem, although requiring no additional stability condition,
is challenging on its own right and has to be approached differently. While the surface tension has a regularizing
effect, the boundary evolution contributes to the energy estimates at top order. Controlling such top order boundary
terms, which would automatically vanish in the σ = 0 case, requires an intricate analysis of several boundary terms
that express the coupling of the boundary geometry with the interior evolution. Such analysis is particularly delicate
in low regularity spaces in that the ellipticity provided by the mean curvature cannot be exploited to same extent as
in higher regularity due to the presence of rough coefficients in the mean curvature equation.
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Consequently, currently, one does not have estimates that close in spaces near the threshold H2.5+δ in the case
σ > 0, with exception of the simpler situation of irrotational data, for which Alazard, Burq, and Zuily established a
full local-wellposedness result with optimal regularity [4].
Regarding rotational fluids with σ > 0, Schweizer [69] constructed solutions with rotational data in H4.5 with
an additional vorticity condition at the surface. Coutand and Shkoller [25] used the Lagrangian formulation and
constructed solutions with H4.5 initial data without this restriction. At the same time, Shatah and Zeng obtained in
[70] a priori estimates forH3 data in Eulerian coordinates using techniques of infinite dimensional geometry in the
spirit of Ebin and Marsden [37] (see also [71], where the authors showed how to use their a priori estimates to obtain
a local existence result). Ignatova and the second author obtained in [47] a priori estimates with interior regularity
in H3.5, using the Lagrangian (direct) approach, while Ebin and the first author established a local-existence result
in H3.5+δ using a combination of the Lagrangian approach, infinite-dimensional geometry, and semi-group theory
[34].
For other results on irrotational fluids with surface tension see [2, 3, 5, 11, 12, 13, 17, 48, 31, 41, 45, 52, 79].
Further related results with non-zero surface tension, including the case of rotational fluids, vortex sheets, two-
phase fluids, and singular limits, are [22, 27, 32, 33, 39, 51, 66, 68]. Free-boundary problems constitute a very
active and fast-growing area of research, and a complete, or even thorough review of prior works is beyond the
scope of this paper. A partial list of references relevant to the above discussion and the results of this paper is
[1, 7, 8, 9, 10, 6, 14, 18, 19, 20, 21, 23, 28, 26, 29, 30, 40, 43, 44, 46, 49, 50, 56, 57, 58, 60, 61, 62, 63, 64, 67, 76, 77].
In this manuscript, we use the Lagrangian variables and derive a priori estimates assuming that the initial velocity
is in H2.5+δ, where 0 < δ < 0.5. Some further minimal assumptions on the data are also necessary in order to
obtain that the second time derivative of the velocity is in L2 (cf. Remark 4.3 below).
Unlike in the zero surface tension case, when σ > 0 the interface regularity is driven by the regularity of the
pressure, which can be controlled as a solution to an elliptic problem with Neumann boundary condition, in terms of
the velocity time derivative. The control of the velocity and its time derivatives is established using a combination
of time and tangential energy estimates. Such time and tangential estimates for the velocity lead to some crucial
boundary terms whose control is technically challenging (we stress that such boundary terms are absent if σ = 0).
Exploiting the non-linear structure of the equations and of the boundary condition, we are able to obtain an estimate
that reads schematically as
d
dt
‖∂2t v‖2L2(Ω) +
d
dt
‖∂∂t(v ·N)‖2L2(∂Ω) +
d
dt
‖∂2+δ(v ·N)‖2L2(∂Ω) .
d
dt
∫
Ω
P1 +
d
dt
∫
∂Ω
P2 + P3,
where v is the Lagrangian velocity,P1 andP2 are polynomial expressions on the Lagrangian velocity, the Lagrangian
pressure, and their time derivatives, P3 is a polynomial in several norms of the fluid variables, ∂ are derivatives
tangent to the boundary,N is the unit outer normal to ∂Ω, and δ is a small number. Upon time-integration, the term
P3 is treated by a standard Gronwall argument. The remaining two terms on the right hand side, however, do not
have a definite sign. To control such terms we need to show that they can be bounded by lower order terms plus top
order terms with small coefficients. Unfortunately, it turns out that this does not seem possible.
However, if we define “non-linear energies” that involve powers of the velocity and its derivatives, we arrive at
d
dt
‖∂2t v‖aL2(Ω) +
d
dt
‖∂∂t(v ·N)‖bL2(∂Ω) +
d
dt
‖∂2+δ(v ·N)‖cL2(∂Ω) .
d
dt
∫
Ω
P1 +
d
dt
∫
∂Ω
P2 + P3,
for certain a, b, c > 0 (and possibly different P1, P2, and P3). Now, using a combination of interpolation, Sobolev
embeddings, and Young’s inequality, we obtain that, after time integration, the right hand side is bounded by
ǫ0(‖∂2t v‖αL2(Ω) + ‖∂∂t(v ·N)‖βL2(∂Ω) + ‖∂
2+δ
(v ·N)‖γ(∂Ω)) +
∫ t
0
P,
where ǫ0 is a small number and α, β, and γ depend on a, b, c and δ. The problem then reduces to the algebraic
question of whether it is possible to choose a, b, c, so that the powers on both sides match. This turns out to be
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possible1 precisely when 0 < δ < 0.5 which, unwrapping all definitions, corresponds to estimating v in H2.5+δ
(this can be seen explicitly in the last estimate, see equations (11.11) and (11.12)). Note that these energies control,
aside from ∂2t v in the interior, only tangential derivatives of the normal component of the velocity on the boundary.
But once these have been controlled, a bound for the full norms of v is obtained via div-curl estimates, with control
of the divergence coming from the divergence-free condition, control of the curl from the Cauchy invariance, and
control of the normal components given by the above energy estimate.
To treat the case of a general bounded domain, we employ local coordinates near the boundary and suitably cho-
sen cut-off functions. Such localization techniques are not straightforwardly adapted to the framework of fractional
derivatives that we need to employ to obtain estimates in H2.5+δ. Therefore, we consider the problem in two steps.
First, we take the initial domain Ω to have the simpler topology
Ω = T2 × [0, 1]
and denote its bottom and top boundaries by Γ0 and Γ1, respectively. Assume that the lower boundary
Γ0 = T
2 × {0}
is rigid, while the upper boundary Γ1(t) evolves in time according to the unknown flow map
η(x1, x2, 1, t) : Γ1 → Γ1(t)
and is such that Γ1(0) equals
Γ1 = T
2 × {1}.
We then establish our result for this type of domains, see Theorem 2.1. This simplified setting already presents all
the main difficulties of the problem, but makes it easier to focus on its core aspects without being distracted by the
technicalities caused by the use of fractional derivatives in local charts and their interaction with cut-off functions.
Then, we show how to adapt the estimates leading to Theorem 2.1 to a general domain, stated as Theorems 12.1
and 12.2.
2. THE LAGRANGIAN VARIABLES AND THE MAIN STATEMENT
We assume that Ω(t) is initially the 1-periodic channel
Ω(0) = Ω = T2 × [0, 1], (2.1)
with the rigid bottom boundary Γ0 = T
2 × {0}. The top boundary Γ1(t) evolves and is initially equal to Γ1 =
T
2 × {1}. (The general case is discussed in Section 12 below.) We use η to denote the Lagrangian variable and a
the inverse of the matrix∇η. The Lagrangian formulation of the Euler equations then reads
∂tv
α + aµα∂µq = 0 in Ω× [0, T ] (2.2)
aαβ∂αvβ = 0 in Ω× [0, T ] (2.3)
∂tη = v in Ω× [0, T ] (2.4)
∂ta
αβ + aαγ∂µvγa
µβ = 0 in Ω× [0, T ] (2.5)
aµαNµq + σ|aTN |∆gηα = 0 on Γ1 × [0, T ] (2.6)
vµNµ = 0 on Γ0 × [0, T ], (2.7)
where N is the unit outward normal vector to ∂Ω and∆g is the Laplacian induced on ∂Ω(t) by η|Γ1 i.e.,
∆g(·) = 1√
g
∂i(
√
ggij∂j(·)), (2.8)
where
gij = ∂iη
µ∂jηµ, (2.9)
1In the presentation of the results it is not necessary to work with such general a, b, and c. Having found the correct exponents, we already
define our energy with them; see (2.14).
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while g is the determinant of the matrix [gij ]i,j=1,2. Above and in the sequel, we use the summation convention on
repeated indices. The Greek letters run from 1 to 3, while the Latin go from 1 to 2.
The following is the main statement in which we establish a priori estimates for the local existence of solutions
with initial data v0 = (v
1
0 , v
2
0 , v
3
0) ∈ H2.5+ǫ, where ǫ ∈ (0, 1/2),
Theorem 2.1. Let σ > 0 and ǫ ∈ (0, 1/2). Assume that v0 is a smooth divergence-free vector field on Ω. Then
there exist constants C∗, T∗ > 0 such that any smooth solution (v, q) to (2.2)–(2.7) with initial condition v0 defined
on the time interval [0, T∗], satisfies
‖v‖H2.5+ǫ + ‖∂tv‖H1.5 + ‖∂2t v‖L2 + ‖q‖H2.25+ǫ/2 + ‖∂tq‖H1 ≤ C∗, (2.10)
where T∗, C∗ > 0 depend only on ‖v0‖H2.5+ǫ , ‖v30 |Γ1‖H2.5(Γ1), and σ > 0.
Above and in the sequel, if the domain of the Sobolev space is not designated, it is understood to be Ω, while
other domains (typically Γ1, Γ0, and ∂Ω) are explicitly noted.
In Remark 4.3 below we show that the condition ‖v0|Γ1‖H2.5(Γ1) <∞ can be replaced by ‖∆2v30 |Γ1‖H0.5(Γ1) <
∞, where ∆2 is the boundary Laplacian. This last condition is not only sufficient but is also necessary for ∂2t v0 ∈
L2.
Instead of working with ǫ > 0, we introduce, for simplicity of notation, the parameter ν = 1/2 − ǫ and thus
consider
v0 ∈ H3−ν (2.11)
where we assume
ν ∈ [0, 0.5).
By introducing ν, many exponents and Sobolev parameters have simpler forms. Note that we include also the value
ν = 0 since all the results below hold for this borderline value as well.
The proof consists of a series of estimates on v and q involving the energies
E0 = ‖v‖H2.5−ν/2 (2.12)
and
E1 = ‖∂tv‖H1.5 + ‖∂2t v‖L2 . (2.13)
It is also convenient to introduce the total energy
E = E20 + E1 + 1. (2.14)
Note that in (2.14) E0 is squared while E1 is not.
Since σ > 0 does not vary, we set σ = 1 from here on.
As usual, in what follows, the symbol a . b stands for a ≤ Cb, where C is a constant.
3. PRELIMINARY ESTIMATES
In the first lemma, we collect a priori estimates on the map η and the cofactor matrix a = (∇η)−1.
Lemma 3.1. Assume that ‖v‖L∞([0,T ];H3−ν(Ω)) ≤M . If
T ≤ 1
CM
(3.1)
where C ≥ 1 is a sufficiently large constant, then the following statements hold:
(i) ‖η‖H3−ν ≤ C for t ∈ [0, T ],
(ii) ‖a‖H2−ν ≤ C,
(iii) ‖∂ta‖Hs ≤ C‖∇v‖Hs for 0 ≤ s ≤ 2− ν with
‖∂2t a‖H0.5−ν/2 ≤ C(‖∂tv‖H1.5−ν/2 + ‖v‖H2‖v‖H2−ν/2) and ‖∂2t a‖Hν/2 ≤ C(‖∂tv‖H1+ν/2 + ‖v‖H2‖v‖H1.5+ν/2),
and
(iv) For every ǫ0 ∈ (0, 1], we have ‖a− I‖H2−ν ≤ ǫ0 and ‖∇η − I‖H2−ν ≤ ǫ0 provided T ≤ 1/Cǫ0M .
Since the proofs follow easily from (2.4) and (2.5), we only briefly outline them.
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Proof of Lemma 3.1. (i) By (2.4), we have
‖η‖H3−ν ≤ ‖x‖H3−ν +
∥∥∥∥
∫ t
0
v
∥∥∥∥
H3−ν
. 1 + TM
and the rest follows from the choice (3.1).
(ii) From (2.5), we get ‖a‖H2−ν . 1 +M
∫ t
0
‖a‖2H2−ν , and the claim is obtained using the Gronwall lemma.
(iii) Follows directly from (2.5).
(iv) To obtain the claim, we use a− I = ∫ t0 ∂ta and then apply (ii) to obtain
‖a− I‖H2−ν .
∫ t
0
‖∂ta‖H2−ν .
∫ t
0
‖∇v‖H2−ν . ǫ0
for t ≤ T ′ = ǫ/CM . Similarly,
‖∇η − I‖H2−ν .
∫ t
0
‖∇v‖H2−ν .
∫ t
0
‖v‖H3−ν . ǫ0
under the condition t ≤ ǫ0/CM . 
4. PRESSURE ESTIMATES
For reference, we state the trace inequality for the vector fields with the square integrable divergence (cf. [24, 72]).
Lemma 4.1. Let φ be a 3D vector field in L2(Ω), and a(x) a matrix function with components aµα ∈ L∞(Ω). If
∂µ(a
µαφα) ∈ L2(Ω) and aµαφα ∈ L2(Ω) for µ = 1, 2, 3, then aµαφαNµ ∈ H−1/2(∂Ω) and
‖aµαφαNµ‖H−1/2(∂Ω) . ‖∂µ(aµαφα)‖L2(Ω) +
3∑
µ=1
‖aµαφα‖L2(Ω).
Next, we derive elliptic estimates satisfied by the Lagrangian pressure q and its time derivative ∂tq.
Lemma 4.2. (i) For the Lagrangian pressure q, we have
‖q‖H2.5−ν/2 . ‖v‖H1.5‖v‖H2.5−ν/2 + ‖∂tv‖1−ν/3H1.5 ‖∂tv‖
ν/3
L2 + ‖q(0)‖H1 + 1 +
∫ t
0
‖∂tq‖H1 . (4.1)
(ii) For the time derivative of the Lagrangian pressure, we have
‖∂tq‖H1 . ‖∂2t v‖L2 + ‖∂tv‖(1−ν)/3L2 ‖∂tv‖
(2+ν)/3
H1.5 ‖v‖H2.5−ν/2 + ‖v‖
(3−3ν)/(2−ν)
H1.5 ‖v‖
3/(2−ν)
H2.5−ν/2
+ ‖v‖H2.5−ν/2‖q‖(2−2ν−2δ0)/(3−ν)H1 ‖q‖
(1+ν+2δ0)/(3−ν)
H2.5−ν/2
+ ‖v‖ν/(1−ν)H3−ν ‖v‖
(1−2ν)/(1−ν)
H2.5−ν/2
(‖q‖H1 + 1).
(4.2)
Above and in the sequel, δ0 > 0 denotes an arbitrarily small constant. In most places it appears when bounding
the L∞ norm of a quantity with a suitable Sobolev norm.
The exponent 2.5− ν/2 in (4.1) is not the highest regularity of the pressure one may obtain (which is 3− ν). It is
chosen because it is the highest Sobolev exponent for q which can be estimated in terms of ‖v‖H2.5−ν/2 , for which
in turn we have control based on Section 7 and the properties (9.1) and (10.4) below.
Using the notation (2.12) and (2.13) and introducing
F = ‖v‖H3−ν
we may rewrite (4.1) and (4.2) in simpler forms as
G = ‖q‖H2.5−ν/2 . P0 +
(
P0 +
∫ t
0
P
)
(E0 + E
1−ν/3
1 ) +
∫ t
0
P
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and
H = ‖∂tq‖H1 . E1 +
(
P0 +
∫ t
0
P
)
×
(
E
(2+ν)/3
1 E0 + E
3/(2−ν)
0 + E0G
(1+ν+2δ0)/(3−ν) + F ν/(1−ν)E
(1−2ν)/(1−ν)
0
)
.
Above and in the sequel, P0 denotes a generic polynomial in ‖v0‖H3−ν , ‖∂tv(0)‖H1.5 , and ‖∂2t v(0)‖L2 , while P
denotes a generic polynomial in ‖v‖H3−ν , ‖∂tv‖H1.5 , ‖q‖H2.5−ν/2 , ‖∂tq‖H1 , and ‖∂2t v‖L2 . Using the notation
(2.14) and ν < 1/2, we then have
G .
(
P0 +
∫ t
0
P
)
E(3−ν)/3 (4.3)
and
H . E +
(
P0 +
∫ t
0
P
)
×
(
E(7+2ν)/6 + E3/(4−2ν) + E1/2G(1+ν+2δ0)/(3−ν) + F ν/(1−ν)E(1−2ν)/(2−2ν)
)
.
Since (7 + 2ν)/6 ≥ 3/(4− 2ν), we get
H . E +
(
P0 +
∫ t
0
P
)(
E(7+2ν)/6 + E1/2G(1+ν+2δ0)/(3−ν) + F ν/(1−ν)E(1−2ν)/(2−2ν)
)
, (4.4)
where, as pointed out above, δ0 > 0 denotes an arbitrarily small constant.
Before the proof of the lemma, we recall the Piola identity
∂µa
µα = 0 (4.5)
(cf. [38, p. 462]).
Proof of Lemma 4.2. First, we apply aλα∂λ to the equation (2.2) and obtain
aλα∂λ(a
µ
α∂µq) = −aλα∂λ∂tvα = ∂taλα∂λvα, (4.6)
where we used the divergence free condition (2.3) in the last step. Isolating∆q, we obtain the Poisson equation
∆q = ∂ta
λα∂λvα + (δ
λα − aλα)∂λ(δµα∂µq) + aλα∂λ
(
(δµα − aµα)∂µq
)
= ∂λ(∂ta
λαvα) + ∂λ((δ
λα − aλα)∂αq) + ∂λ
(
aλα(δµα − aµα)∂µq
)
= ∂λ
(
∂ta
λαvα + (δ
λα − aλα)∂αq + aλα(δµα − aµα)∂µq
)
=: ∂λf
λ
on Ω, in addition to the boundary conditions
∂3q = (δ
α3 − aα3)∂αq − ∂tv3 =: h1 on Γ1 (4.7)
and
∂3q = (δ
α3 − aα3)∂αq =: h2 on Γ0, (4.8)
which result from restricting (2.2) to Γ1 and Γ0, respectively. Moreover, from the boundary condition (2.6), we have
q = (1 − a33)q − ∂i(√ggij∂jη3) on Γ1 × [0, T ]. (4.9)
We now invoke the estimate for q from [47, 35] whereby
‖q‖H2.5−ν/2 . ‖∂λfλ‖H0.5−ν/2 + ‖h1‖H1−ν/2(Γ1) + ‖h2‖H1−ν/2(Γ0) + ‖q‖L2(Γ1). (4.10)
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Note that
‖∂λfλ‖H0.5−ν/2 . ‖∂taλα∂λvα‖H0.5−ν/2 + ‖(δλα − aλα)∂α∂λq‖H0.5−ν/2
+ ‖aλα∂λaµα∂µq‖H0.5−ν/2 + ‖aλα(δµα − aµα)∂λ∂µq‖H0.5−ν/2
. ‖∂taλα∂λvα‖H0.5−ν/2 + ‖δλα − aλα‖H1.5+δ0 ‖∂α∂λq‖H0.5−ν/2
+ ‖aλα‖H1.5+δ0 ‖∂λaµα∂µq‖H0.5−ν/2 + ‖aλα‖H1.5+δ0 ‖δµα − aµα‖H1.5+δ0 ‖∂λ∂µq‖H0.5−ν/2
. ‖∂taλα∂λvα‖H0.5−ν/2 +
∑
α,λ
ǫ0‖∂α∂λq‖H0.5−ν/2
+
∑
α,λ
‖∂λaµα∂µq‖H0.5−ν/2 + ǫ0
∑
λ,µ
‖∂λ∂µq‖H0.5−ν/2 ,
where we used a multiplicative Sobolev inequality ‖fg‖Hr . ‖f‖H1.5+δ0 ‖g‖Hr for 0 ≤ r ≤ 1.5. Also, ǫ0 > 0
denotes everywhere a constant which can be made arbitrarily small by choosing T > 0 sufficiently small as in
Lemma 3.1(iv) above. Therefore,
‖∂λfλ‖H0.5−ν/2 . ‖∂ta‖H1‖v‖H2−ν/2 + ǫ0‖q‖H2.5−ν/2 + ‖a‖H2−ν‖q‖H2+ν/2 .
Using (4.10) with (4.7)–(4.9), we get
‖q‖H2.5−ν/2 . ‖∂ta‖H1‖v‖H2−ν/2 + ǫ0‖q‖H2.5−ν/2 + ‖q‖H2+ν/2
+ ‖I − a‖H1+δ0 (Γ1)‖∇q‖H1−ν/2(Γ1) + ‖∂tv‖H1−ν/2(Γ1) + ‖I − a‖H1+δ0 (Γ0)‖∇q‖H1−ν/2(Γ0)
+ ‖1− a33‖H1+δ0 (Γ1)‖q‖L2(Γ1) + ‖∂i(
√
ggij∂jη
3)‖L2(Γ1),
whence, by Lemma 3.1 (in particular ‖a− I‖H1.5+δ0 ≤ ǫ0),
‖q‖H2.5−ν/2 . ‖v‖H2‖v‖H2−ν/2 + ǫ0‖q‖H2.5−ν/2 + ‖q‖H2+ν/2 + ‖∂tv‖H1.5−ν/2 +Q(‖Dη‖L∞(Γ1))‖η‖H2(Γ1)
. ‖v‖H1.5‖v‖H2.5−ν/2 + ǫ0‖q‖H2.5−ν/2 + ‖q‖H2+ν/2
+ ‖∂tv‖1−ν/3H1.5 ‖∂tv‖
ν/3
L2 +Q(‖Dη‖L∞(Γ1))‖η‖H2(Γ1)
where Q denotes a rational function in the indicated argument and where we used
‖v‖H2 . ‖v‖(1−ν)/(2−ν)H1.5 ‖v‖
1/(2−ν)
H2.5−ν/2
(4.11)
and ‖v‖H2−ν/2 . ‖v‖1/(2−ν)H1.5 ‖v‖
(1−ν)/(2−ν)
H2.5−ν/2
in the last step. Finally, note that Q(‖Dη‖L∞(Γ1))‖η‖H2(Γ1) . 1 and
‖q‖H2+ν/2 ≤ ǫ0‖q‖H2.5−ν/2 + C‖q‖H1 ≤ ǫ0‖q‖H2.5−ν/2 + C‖q(0)‖H1 + C
∫ t
0
‖∂tq‖H1 .
(ii) Differentiating ∂λ(a
λαaµα∂µq) = ∂λ(∂ta
λαvα), we obtain that the time derivative of the Lagrangian pres-
sure satisfies
∂λ(a
λαaµα∂µ∂tq) = ∂λ(∂
2
t a
λαvα) + ∂λ(∂ta
λα∂tvα)− ∂λ(∂taλα∂αq)
+ ∂λ(∂ta
λα(δµα − aµα)∂µq)− ∂λ(aλα∂taµα∂µq) =: ∂λf˜λ
(4.12)
in Ω. The boundary conditions, which are deduced from (2.2) and (4.9), read
a3αaµα∂µ∂tq = −a3α∂2t vα − ∂ta3α∂tvα − ∂t(a3αaµα)∂µq =: h˜1 on Γ1
and
a3αaµα∂µ∂tq = −a3α∂2t vα − ∂ta3α∂tvα − ∂t(a3αaµα)∂µq =: h˜2 on Γ0
with
∂tq = ∂t(1− a33)q + (1− a33)∂tq − ∂i∂t(√ggij∂jη3) on Γ1 × [0, T ].
Thus we may invoke the estimate
‖∂tq‖H1 . ‖f˜‖L2 + ‖h˜1‖H−1/2(Γ1) + ‖h˜2‖H−1/2(Γ0) + ‖∂tq‖L2(Γ1)
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from [47] and obtain
‖∂tq‖H1 .
∑
λ
(
‖∂2t aλαvα‖L2 + ‖∂taλα∂tvα‖L2 + ‖∂taλα∂αq‖L2
+ ‖∂taλα(δµα − aµα)∂µq‖L2 + ‖aλα∂taµα∂µq‖L2
)
+ ‖a3α∂2t vα‖H−1/2(Γ1) + ‖∂ta3α∂tvα‖H−1/2(Γ1) + ‖∂t(a3αaµα)∂µq‖H−1/2(Γ1)
+ ‖a3α∂2t vα‖H−1/2(Γ0) + ‖∂ta3α∂tvα‖H−1/2(Γ0) + ‖∂t(a3αaµα)∂µq‖H−1/2(Γ0)
+ ‖∂ta33q‖L2(Γ1) + ‖∂i(∂t(
√
ggij∂jη
3))‖L2(Γ1).
(4.13)
Denote by S the sum in λ. Then
S . ‖∂2t a‖Hν/2‖v‖H1.5−ν/2 + ‖∂ta‖H1.5−ν/2‖∂tv‖Hν/2 + ‖∂ta‖H1.5−ν/2‖∇q‖Hν/2 . (4.14)
It turns out that all three terms on the right side of (4.14) appear in the upper bounds (4.15) and (4.16) below thus
not leading to any additional terms compared to (4.15) and (4.16). Next, we estimate ‖h˜1‖H−1/2(Γ1) (the bound for
h˜2 is the same). We write
‖h˜1‖H−1/2(Γ1) . ‖a3α∂2t vα‖H−1/2(Γ1) + ‖∂ta3α∂tvα‖H−1/2(Γ1) + ‖∂t(a3αaµα)∂µq‖H−1/2(Γ1)
= T1 + T2 + T3.
For the first term, we have
T1 .
∑
β
‖aβα∂2t vα‖L2 + ‖∂β(aβα∂2t vα)‖L2 =
∑
β
‖aβα∂2t vα‖L2 + ‖aβα∂β∂2t vα‖L2
. ‖a‖L∞‖∂2t v‖L2 + ‖aβα∂β∂2t vα‖L2 . ‖∂2t v‖L2 + ‖∂2t aβα∂βvα‖L2 + ‖∂taβα∂β∂tvα‖L2
. ‖∂2t v‖L2 + ‖∂2t a‖Hν/2‖v‖H2.5−ν/2 + ‖∂ta‖H1.5−ν/2‖∂tv‖H1+ν/2
. ‖∂2t v‖L2 + ‖∂tv‖H1+ν/2‖v‖H2.5−ν/2 + ‖v‖H2‖v‖H1.5+ν/2‖v‖H2.5−ν/2 + ‖v‖H2.5−ν/2‖∂tv‖H1+ν/2
. ‖∂2t v‖L2 + ‖∂tv‖(1−ν)/3L2 ‖∂tv‖
(2+ν)/3
H1.5 ‖v‖H2.5−ν/2 + ‖v‖
(3−3ν)/(2−ν)
H1.5 ‖v‖
3/(2−ν)
H2.5−ν/2
,
(4.15)
where we used Lemma 4.1 in the first step and the divergence condition (2.3) in the fourth. Also, we used (4.11)
and ‖v‖H1.5+ν/2 . ‖v‖(2−2ν)/(2−ν)H1.5 ‖v‖
ν/(2−ν)
H2.5−ν/2
. For T2, we apply Lemma 4.1 and estimate
T2 . ‖∂β(∂taβα∂tvα)‖L2 +
∑
β
‖∂taβα∂tvα‖L2 = ‖∂taβα∂β∂tvα‖L2 +
∑
β
‖∂taβα∂tvα‖L2
. ‖∂ta‖H1.5−ν/2‖∂tv‖H1+ν/2 .
Observe that this upper bound already appears in (4.15). For T3, we simply use multiplicative Sobolev inequalities
to write
T3 . ‖∂t(a3αaµα)∂µq‖H0.5+δ0 . ‖∂ta‖H1.5−ν/2‖q‖H1.5+ν/2+δ0 (4.16)
for an arbitrarily small parameter δ0 > 0. Therefore,
T1 + T2 + T3 . ‖∂2t v‖L2 + ‖∂tv‖(1−ν)/3L2 ‖∂tv‖
(2+ν)/3
H1.5 ‖v‖H2.5−ν/2 + ‖v‖
(3−3ν)/(2−ν)
H1.5 ‖v‖
3/(2−ν)
H2.5−ν/2
+ ‖v‖H2.5−ν/2‖q‖(2−2ν−2δ0)/(3−ν)H1 ‖q‖
(1+ν+2δ0)/(3−ν)
H2.5−ν/2
.
(4.17)
Finally, we estimate the last two terms in (4.13), representing an upper bound for ‖∂tq‖L2(Γ1). In this case, we have
‖∂tq‖L2(Γ1) . ‖∂ta33q‖H0.5+δ0 +
2∑
i=1
‖∂t(√ggij∂jη3)‖H1.5
. ‖∂ta‖H1.5‖q‖H1 + ‖v‖H2.5 . ‖v‖ν/(1−ν)H3−ν ‖v‖
(1−2ν)/(1−ν)
H2.5−ν/2
(‖q‖H1 + 1)
(4.18)
where we used
‖v‖H2.5 . ‖v‖ν/(1−ν)H3−ν ‖v‖
(1−2ν)/(1−ν)
H2.5−ν/2
.
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Combining (4.13), (4.14) (cf. the comment right after), (4.17), and (4.18) then leads to (4.2). 
Remark 4.3. Here we sketch an argument showing finiteness of the energy E(0) under given conditions on the
initial data. First, by (2.2), (2.6), and (4.6), we have
∆q(0) = −∂αvλ∂λvα(0) in Ω
q(0) = −∆2η3(0) = 0 on Γ1
∂3q = 0 on Γ0
implying q(0) ∈ H4−ν and thus, by (2.2), ∂tv(0) ∈ H3−ν . Now, based on (4.12), evaluated at t = 0, we have
∆∂tq(0) = ∂
2
t a
λα(0)∂λvα(0) + ∂ta
λα(0)∂t∂λvα(0)− ∂taλα(0)∂α∂λq(0)
− ∂λ∂taµλ(0)∂µq(0)− ∂taµλ(0)∂µ∂λq(0) ∈ H2−ν ,
with the boundary conditions
∂tq(0) = ∂3v3(0)q(0)−∆2v3(0) on Γ1 (4.19)
and
∂3∂tq(0) = −∂taµ3∂µq(0) on Γ0
which follow from (2.6) and (2.2) respectively. Note that ∂ta(0) = −∇v(0) ∈ H2−ν and ∂2t a(0) = −∂t∇v(0) +
∇v(0)∇v(0) ∈ H2−ν , from where, using
∆2v
3(0)|Γ1 ∈ H1/2(Γ1), (4.20)
which in turn follows from v(0)|Γ1 ∈ H2.5(Γ1), we get ∂tq(0) ∈ H1, from where ∂2t v(0) ∈ L2(Ω).
As pointed out above, the condition (4.20) is not only sufficient, but also necessary for ∂2t v(0) ∈ L2(Ω). To show
this, assume that ∂2t v(0) ∈ L2(Ω). Then ∂tq(0) ∈ H1 implying ∂tq(0)|Γ1 ∈ H1/2(Γ1). Using (4.19), we get that
(4.20) holds.
5. A COFACTOR TYPE CANCELLATION
In the energy estimate on ∂2t v, the highest order term is the one where all the derivatives fall on a. Thus we need
to treat the term
T =
∫ t
0
∫
Ω
qDaµαD∂µvα, (5.1)
where v = ∂tη. Here D represents a differential operator, commuting with spatial and time derivatives. We shall
use this with D = ∂2t . In this section, we rewrite (5.1) using the cofactor form of a and applying cross-integration
by parts.
First, note that we have
a1α = ǫαλτ∂2ηλ∂3ητ , a
2α = −ǫαλτ∂1ηλ∂3ητ , a3α = ǫαλτ∂1ηλ∂2ητ (5.2)
and thus, expanding in µ and using (5.2),
T =
∫ t
0
∫
Ω
qǫαλτD(∂2ηλ∂3ητ )D∂1vα −
∫ t
0
∫
Ω
qǫαλτD(∂1ηλ∂3ητ )D∂2vα
+
∫ t
0
∫
Ω
qǫαλτD(∂1ηλ∂2ητ )D∂3vα
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from where
T =
∫ t
0
∫
Ω
qǫαλτ∂2Dηλ∂3ητ∂1Dvα +
∫ t
0
∫
Ω
qǫαλτ∂2ηλ∂3Dητ∂1Dvα
−
∫ t
0
∫
Ω
qǫαλτ∂1Dηλ∂3ητ∂2Dvα −
∫ t
0
∫
Ω
qǫαλτ∂1ηλ∂3Dητ∂2Dvα
+
∫ t
0
∫
Ω
qǫαλτ∂1Dηλ∂2ητ∂3Dvα +
∫ t
0
∫
Ω
qǫαλτ∂1ηλ∂2Dητ∂3Dvα + L
= T1 + · · ·+ T6 + L
(5.3)
where
L =
∫ t
0
∫
Ω
qǫαλτ
(
D(∂2ηλ∂3ητ )− ∂2Dηλ∂3ητ − ∂2ηλ∂3Dητ
)
D∂1vα
−
∫ t
0
∫
Ω
qǫαλτ
(
D(∂1ηλ∂3ητ )− ∂1Dηλ∂3ητ − ∂1ηλ∂3Dητ
)
D∂2vα
+
∫ t
0
∫
Ω
qǫαλτ
(
D(∂1ηλ∂2ητ )− ∂1Dηλ∂2ητ − ∂1ηλ∂2Dητ
)
D∂3vα
(5.4)
represents the sum of the lower order terms that appear when we distributeD on the product ǫαλτ∂αηλ∂βητ and all
derivatives do not fall on a single η.
In order to proceed, we need for D to contain at least one time derivative. Thus we now restrict our attention to
D = E∂t (5.5)
where E is a linear differential operator, for which we assume
[E , ∂t] = 0 (5.6)
and
[E , ∂α] = 0, α = 1, 2, 3. (5.7)
Further below we apply the resulting identity to E = ∂t.
We group the leading terms in (5.3) as
T1 + T3 =
∫ t
0
∫
Ω
qǫαλτ∂3ητ∂2Dηλ∂1Dvα −
∫ t
0
∫
Ω
qǫαλτ∂3ητ∂1Dηλ∂2Dvα
T2 + T5 =
∫ t
0
∫
Ω
qǫαλτ∂2ηλ∂3Dητ∂1Dvα +
∫ t
0
∫
Ω
qǫαλτ∂2ητ∂1Dηλ∂3Dvα
T4 + T6 = −
∫ t
0
∫
Ω
qǫαλτ∂1ηλ∂3Dητ∂2Dvα +
∫ t
0
∫
Ω
qǫαλτ∂1ηλ∂2Dητ∂3Dvα.
Here we present the treatment of the sum T2 + T5; the two other pairs are treated similarly (see below). Thus
consider
T2 + T5 =
∫ t
0
∫
Ω
qǫαλτ∂2ηλ∂3Evτ∂1E∂tvα +
∫ t
0
∫
Ω
qǫαλτ∂2ητ∂1Evλ∂3E∂tvα
=
∫
Ω
qǫαλτ∂2ηλ∂3Evτ∂1Evα
∣∣t
0
−
∫ t
0
∫
Ω
qǫαλτ∂2ηλ∂t∂3Evτ∂1Evα
−
∫ t
0
∫
Ω
∂t(qǫ
αλτ∂2ηλ)∂3Evτ∂1Evα +
∫ t
0
∫
Ω
qǫαλτ∂2ητ∂1Evλ∂3E∂tvα
= I1 + I2 + I3 + I4,
(5.8)
where we integrated by parts in t in the first integral. By relabeling the indices, we may rewrite the fourth integral as
I4 =
∫ t
0
∫
Ω
qǫταλ∂2ηλ∂1Evα∂3E∂tvτ =
∫ t
0
∫
Ω
qǫαλτ∂2ηλ∂1Evα∂3E∂tvτ and the last expression cancels with I2.
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Next we treat the first term on the far side of (5.8) evaluated at t by writing
I1|t =
∫
Ω
qǫαλτ∂2ηλ∂3Evτ∂1Evα =
∫
Ω
qǫα2τ∂3Evτ∂1Evα +
∫
Ω
qǫαλτ
(∫ t
0
∂2vλ
)
∂3Evτ∂1Evα,
where we used ∂2ηλ = δ2λ +
∫ t
0
∂2vλ in the last step.
Note that T1 + T3 is obtained from T2 + T5 by switching x2 and x3 and multiplying by −1, while T4 + T6 is
obtained from T2 + T5 by switching x1 and x2 and also multiplying by −1.
We summarize the above derivation in the following statement.
Lemma 5.1. Consider the integral T =
∫
Ω
qE∂taµαE∂t∂µvα, where E is a differential operator which commutes
with ∂t and ∂α, i.e., (5.6) and (5.7) hold. Then we have
T =
∫
Ω
qǫα2τ∂3Evτ∂1Evα
∣∣
t
−
∫
Ω
qǫα3τ∂2Evτ∂1Evα
∣∣
t
−
∫
Ω
qǫα1τ∂3Evτ∂2Evα
∣∣
t
−
∫ t
0
∫
Ω
∂t(qǫ
αλτ∂2ηλ)∂3Evτ∂1Evα +
∫ t
0
∫
Ω
∂t(qǫ
αλτ∂3ηλ)∂2Evτ∂1Evα
+
∫ t
0
∫
Ω
∂t(qǫ
αλτ∂1ηλ)∂3Evτ∂2Evα
+
∫
Ω
qǫαλτ
(∫ t
0
∂2vλ
)
∂3Evτ∂1Evα −
∫
Ω
qǫαλτ
(∫ t
0
∂3vλ
)
∂2Evτ∂1Evα
−
∫
Ω
qǫαλτ
(∫ t
0
∂1vλ
)
∂3Evτ∂2Evα
−
∫
Ω
qǫα2τ∂3Evτ∂1Evα
∣∣
0
+
∫
Ω
qǫα3τ∂2Evτ∂1Evα
∣∣
0
+
∫
Ω
qǫα1τ∂3Evτ∂2Evα
∣∣
0
+L,
(5.9)
where L is given in (5.4).
It is helpful to expand the commutator term L using (5.5). We thus have
L =
∫
Ω
qǫαλτ
(
E(∂2vλ∂3ητ )− ∂2Evλ∂3ητ
)
E∂t∂1vα +
∫
Ω
qǫαλτ
(
E(∂2ηλ∂3vτ )− ∂2ηλ∂3Evτ
)
E∂t∂1vα
−
∫
Ω
qǫαλτ
(
E(∂1vλ∂3ητ )− ∂1Evλ∂3ητ
)
E∂t∂2vα −
∫
Ω
qǫαλτ
(
E(∂1ηλ∂3vτ )− ∂1ηλ∂3Evτ
)
E∂t∂2vα
+
∫
Ω
qǫαλτ
(
E(∂1vλ∂2ητ )− ∂1Evλ∂2ητ )
)
E∂t∂3vα +
∫
Ω
qǫαλτ
(
E(∂1ηλ∂2vτ )− ∂1ηλ∂2Evτ
)
E∂t∂3vα.
6. A BOUNDARY INTEGRAL ESTIMATE
In Sections 7 and 8, we obtain two integrals of the formK = − ∫Γ1 E∂t(aµαq)E∂tvαNµ =
∫
Γ1
E∂t(√g∆gηα)E∂tvα
(I4 and J4 in (7.4) and (8.1) below, respectively), where E is as in the previous section, i.e., a differential operator
which commutes with spatial and time derivatives. Using the identity
∂t(
√
g∆gη
α) = ∂i
(√
ggij(δαλ − gkl∂kηα∂lηλ)∂t∂jηλ +
√
g(gijgkl − gljgik)∂jηα∂kηλ∂t∂lηλ
)
from [35] and v = ∂tη, we get
K =
∫
Γ1
E∂tvαE∂i
(√
ggij(δαλ − gkl∂kηα∂lηλ)∂jvλ +
√
g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ
)
= −
∫
Γ1
∂iE∂tvαE
(√
ggij(δαλ − gkl∂kηα∂lηλ)∂jvλ
)
−
∫
Γ1
∂iE∂tvαE
(√
g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ
)
= K1 +K2.
(6.1)
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We denote by Π the projection onto the normal of the moving boundary, given explicitly by
Παλ = δ
α
λ − gkl∂kηα∂lηλ. (6.2)
In Section 10, we show how estimates on Πv (and its time derivatives) yield estimates on the normal component of
v (and its time derivatives). Using Π, we thus have
K1 = −
∫
Γ1
E
(√
ggijΠαλ∂jv
λ
)
∂iE∂tvα
= −
∫
Γ1
√
ggijΠαλE∂jvλ∂iE∂tvα −
∫
Γ1
(
E(√ggijΠαλ∂jvλ)−
√
ggijΠαλE∂jvλ
)
∂iE∂tvα = K11 +K12.
By Παλ = Π
α
µΠ
µ
λ (cf. [35]), we may rewrite the first term as
K11 = −
∫
Γ1
√
ggijΠµλ∂jEvλΠαµ∂iE∂tvα
= −1
2
d
dt
∫
Γ1
√
ggijΠµλ∂jEvλΠαµ∂iEvα +
1
2
∫
Γ1
∂t(
√
ggijΠαλ)∂jEvλ∂iEvα
= −1
2
d
dt
∫
Γ1
√
ggijΠµλ∂jEvλΠαµ∂iEvα +
1
2
∫
Γ1
∂t(
√
ggij)Παλ∂jEvλ∂iEvα
+
1
2
∫
Γ1
√
ggij∂t(Π
α
λ)∂jEvλ∂iEvα.
We thus obtain
K11 . −1
2
d
dt
∫
Γ1
√
ggijΠµλ∂jEvλΠαµ∂iEvα + P (‖η‖H2.5+δ0 )‖v‖H2.5+δ0 ‖Π∂¯Ev‖2L2(Γ1)
+ P (‖η‖H2.5+δ0 )‖v‖H2.5+δ0 ‖Ev‖2H1.5 ,
where
∂¯ = ∇2 = (∂1, ∂2). (6.3)
Next, we consider the second term in (6.1). We have
K2 = −
∫
Γ1
√
g(gijgkl − gljgik)∂jηα∂kηλ∂lEvλ∂iE∂tvα
−
∫
Γ1
(
E(√g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ)
−√g(gijgkl − gljgik)∂jηα∂kηλ∂lEvλ
)
∂iE∂tvα = K21 +K22.
As in [25] (cf. also [35]), we may writeK21 = −
∫
Γ1
√
g−1
(
∂t detA
1 + detA2 + detA3
)
, where
A1 =
(
∂1ηµ∂1Evµ ∂1ηµ∂2Evµ
∂2ηµ∂1Evµ ∂2ηµ∂2Evµ
)
, A2 =
(
∂1vµ∂1Evµ ∂1ηµ∂2Evµ
∂2vµ∂1Evµ ∂2ηµ∂2Evµ
)
, A3 =
(
∂1ηµ∂1Evµ ∂1vµ∂2Evµ
∂2ηµ∂1Evµ ∂2vµ∂2Evµ
)
.
Therefore,
K21 = −
∫
Γ1
∂t
(
1√
g
detA1
)
+
∫
Γ1
∂t
(
1√
g
)
detA1 −
∫
Γ1
1√
g
detA2 −
∫
Γ1
1√
g
detA3
= K211 +K212 +K213 +K214.
Note that
∥∥∂t (√g−1)∥∥L∞(Γ1) . P (‖η‖H2.5+δ0 )‖v‖H2.5+δ0 Since also | detA1| . |∂¯η|2(E ∂¯v)2, we get
K212 . P (‖η‖H2.5+δ0 )‖v‖H2.5+δ0 ‖E ∂¯v‖2L2(Γ1) . P (‖η‖H2.5+δ0 )‖v‖H2.5+δ0 ‖Ev‖2H1.5 .
Similarly, ∣∣∣∣
∫
Γ1
1√
g
(detA2 + detA3)
∣∣∣∣ . P (‖η‖H2.5+δ0 )‖E ∂¯v‖2L2(Γ1) . P (‖η‖H2.5+δ0 )‖Ev‖2H1.5 .
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The termK211 requires more care since if we bound detA
1 as above, we obtain the term ‖E ∂¯v‖2L2(Γ1) which cannot
be absorbed into the left side. Instead we integrate by parts and obtain∫
Γ1
1√
g
detA1 =
∫
Γ1
1√
g
(
∂1ηµ∂2ηλ∂1Evµ∂2Evλ − ∂1ηµ∂2ηλ∂2Evµ∂1Evλ
)
=
∫
Γ1
1√
g
(−∂1ηµ∂2ηλEvµ∂1∂2Evλ + ∂1ηµ∂2ηλEvµ∂2∂1Evλ)
−
∫
Γ1
Qiµλ(∂¯η, ∂¯
2η)Evµ∂iEvλ
= −
∫
Γ1
Qiµλ(∂¯η, ∂¯
2η)Evµ∂iEvλ,
where Qiµλ(∂¯η, ∂¯
2η) is a rational function, which is linear in ∂¯2η and can thus be written as Qiµλ(∂¯η, ∂¯
2η) =
Q˜iµλ(∂¯η)∂¯
2η with Q˜ a rational function. Hence,K211 = (d/dt)
∫
Γ1
Q˜iµλ(∂¯η)∂¯
2ηEvµ∂iEvλ, and thus
K21 .
d
dt
∫
Γ1
Q˜iµλ(∂¯η)∂¯
2ηEvµ∂iEvλ + P (‖η‖H2.5+δ0 )(‖v‖H2.5+δ0 + 1)‖Ev‖2H1.5 .
We summarize the above derivations in the following statement.
Lemma 6.1. Consider the integralK = − ∫
Γ1
E∂t(aµαq)E∂tvαNµ, where E is a differential operator which com-
mutes with ∂t and ∂α, i.e., (5.6) and (5.7) hold. Then we have
−
∫
Γ1
E∂t(aµαq)E∂tvαNµ
. −1
2
d
dt
∫
Γ1
√
ggijΠµλE∂jvλΠαµE∂ivα +
d
dt
∫
Γ1
Q˜iµλ(∂¯η)∂¯
2ηEvµ∂iEvλ
−
∫
Γ1
(
E(√ggijΠαλ∂jvλ)−
√
ggijΠαλE∂jvλ
)
∂iE∂tvα
−
∫
Γ1
(
E(√g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ)
−√g(gijgkl − gljgik)∂jηα∂kηλ∂lEvλ
)
∂iE∂tvα
+ P (‖η‖H2.5+δ0 )(‖v‖H2.5+δ0 + 1)‖Ev‖2H1.5 .
(6.4)
Note that the third and the fourth terms are of commutator type. Since it is needed in the next two sections, we
show here an estimate for the time integral of the second term on the right side of (6.4). We have∫
Γ1
Q˜iµλ(∂¯η)∂¯
2ηEvµ∂iEvλ
∣∣
t
. ‖Q˜iµλ(∂¯η)∂¯2η‖H0.5−ν (Γ1)‖Evµ‖H0.5+ν(Γ1)‖∂iEvλ‖L2(Γ1)
. ‖Q˜(∂¯η)∂¯2η‖H0.5−ν (Γ1)‖Ev‖H0.5+ν(Γ1)‖∂¯Ev‖L2(Γ1)
.
(‖Q˜(∂¯η)‖L∞ + ‖Q˜(∂¯η)‖H1(Γ1))‖∂¯2η‖H0.5−ν(Γ1)‖Ev‖H0.5+ν(Γ1)‖∂iEv‖L2(Γ1),
(6.5)
where we used
‖AB‖H0.5−ν(Γ1) . (‖A‖L∞(Γ1) + ‖A‖H1(Γ1))‖B‖H0.5−ν (Γ1) (6.6)
in the last inequality. Note that (6.6) follows by a simple application of the Kato-Ponce fractional chain rule. Using
that H1+δ0(Γ1) is an algebra, we obtain from (6.5)∫
Γ1
Q˜iµλ(∂¯η)∂¯
2ηEvµ∂iEvλ
∣∣
t
. P (‖∂¯η‖H1+δ0 (Γ1))‖∂¯2η‖H0.5−ν (Γ1)‖Ev‖H1+ν‖Ev‖H1.5
. P (‖η‖H2.5+δ0 )‖η‖H3−ν‖Ev‖(1−2ν)/3L2 ‖Ev‖
(5+2ν)/3
H1.5
. P (‖η‖H3−ν )
(
‖Ev(0)‖2L2 +
∫ t
0
‖E∂tv‖2L2
)
+ ǫ0‖Ev‖2H1.5 ,
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from where, by Lemma 3.1(i),∫
Γ1
Q˜iµλ(∂¯η)∂¯
2ηEv∂iEv . ‖Ev(0)‖2L2 +
∫ t
0
‖E∂tv‖2L2 + ǫ0‖Ev‖2H1.5 . (6.7)
7. THE TANGENTIAL ESTIMATE ON ∂tv
In this and the next sections, we perform energy estimates on the quantity ‖E∂tv‖L2 with E = ∂˜1−ν/2 and
E = ∂t, respectively, where ∂˜ = (I −∆2)1/2 with∆2 = ∂21 + ∂22 denoting the horizontal Laplacian. In both cases,
we apply E∂t to (2.2), multiply the resulting equation with E∂tv, and integrate, obtaining
1
2
d
dt
‖E∂tv‖2L2 = −
∫
Ω
E∂t(aµα∂µq)E∂tvα =
∫
Ω
E∂t(aµαq)E∂t∂µvα −
∫
Γ1
E∂t(aµαq)E∂tvαNµ (7.1)
since − ∫Γ0 E∂t(aµαq)E∂tvαNµ = 0 by (2.7) and a31 = a32 = 0 on Γ0 due to a31 = ∂1η2∂2η3 − ∂2η2∂1η3 and
a32 = ∂2η
1∂1η
3 − ∂1η1∂2η3.
In this section, we set E = ∂˜1−ν/2. The most important assertion in the next statement is that it provides control
of ‖v3‖H2−ν/2(Γ1) needed further below.
Lemma 7.1. The Lagrangian velocity v and its derivative ∂tv satisfy
‖∂˜1−ν/2∂tv‖2L2 + ‖Π∂¯∂˜1−ν/2v‖2L2(Γ1) . P0 + ǫ0‖v‖2H2.5−ν/2 +
∫ t
0
P, (7.2)
where P is a polynomial in ‖v‖H3−ν , ‖∂tv‖H1.5 , ‖q‖H2.5−ν/2 , and ‖∂tq‖H1 , while P0 is a polynomial in ‖v0‖H3−ν
and ‖∂tv(0)‖H1.5 .
Using the notation (2.12)–(2.14), the inequality (7.2) implies
‖Π∂¯∂˜1−ν/2v‖2L2(Γ1) . ǫ0E20 + P0 +
∫ t
0
P, (7.3)
where, as mentioned above, ǫ0 > 0 denotes an arbitrarily small constant.
Proof of Lemma 7.1. From (7.1), we have the equation
1
2
d
dt
‖∂˜1−ν/2∂tv‖2L2 = I1 + I2 + I3 + I4,
where
I1 =
∫
Ω
∂˜1−ν/2(∂ta
µαq)∂˜1−ν/2∂t∂µvα, I2 =
∫
Ω
aµα∂˜2−ν∂tq∂t∂µvα
I3 =
∫
Ω
(
∂˜2−ν(aµα∂tq)− aµα∂˜2−ν∂tq
)
∂t∂µvα, I4 = −
∫
Γ1
∂˜1−ν/2∂t(a
µαq)∂˜1−ν/2∂tvαNµ.
(7.4)
Using multiplicative Sobolev inequalities, we have
I1 =
∫
Ω
∂˜1.5−ν(∂ta
µαq)∂˜0.5∂t∂µvα .
∑
µ,α
∥∥∂˜1.5−ν(∂taµαq)∥∥L2‖∂tv‖H1.5
.
∑
µ,α
∥∥∂taµαq∥∥H1.5−ν‖∂tv‖H1.5 . ‖∂ta‖H2−ν‖q‖H1‖∂tv‖H1.5 + ‖∂ta‖H1‖q‖H2−ν‖∂tv‖H1.5 . P
using L2 based Kato-Ponce type estimates (fractional product rule), as in [56, 57]. For the second term in (7.4), we
use the divergence-free condition (2.3) to write
I2 = −
∫
Ω
∂ta
µα∂˜2−ν∂tq∂µvα = −
∫
Ω
∂ta
µα∂µvα∂˜
1−ν ∂˜∂tq = −
∫
∂˜1−ν(∂ta
µα∂µvα)∂˜∂tq
. ‖∂˜1−ν(∂taµα∂µvα)‖L2‖∂tq‖H1
. ‖∂˜1−ν∂taµα‖H1‖∂µvα‖H0.5‖∂tq‖H1 + ‖∂taµα‖H1‖∂˜1−ν∂µvα‖H0.5‖∂tq‖H1 . P ,
LAGRANGIAN REGULARITY 15
again using the fractional chain rule. The last interior term I3 is estimated as
I3 . ‖∂˜2−ν(aµα∂tq)− aµα∂˜2−ν∂tq‖L3/2‖∂t∂µv‖L3 . ‖a‖H2−ν‖∂tq‖H1‖∂tv‖H1.5 . P (7.5)
For completeness, we show the validity of the second inequality above as the Kato-Ponce inequality can only be
applied in the first two variables. We do so by the successive integration. For any fixed x3 ∈ (0, 1), we employ the
Kato-Ponce inequality to obtain
‖∂˜2−ν(aµα∂tq)− aµα∂˜2−ν∂tq‖L3/2x1,x2 . ‖∂˜
2−νa‖L2x1,x2‖∂tq‖L6x1,x2 + ‖∂˜a‖L6/(1+2ν)x1,x2 ‖∂˜
1−ν∂tq‖L6/(3−2ν)x1,x2
(cf. [53, 42, 55, 59]), where Lpx1,x2 denotes the L
p norm in (x1, x2). Taking the L
3/2
x3 norm of both sides and
applying the Ho¨lder inequality in the x3 variable gives
‖∂˜2−ν(aµα∂tq)− aµα∂˜2−ν∂tq‖L3/2
.
∥∥‖∂˜2−νa‖L2x1,x2 ‖∂tq‖L6x1,x2
∥∥
L
3/2
x3
+
∥∥‖∂˜a‖
L
6/(1+2ν)
x1,x2
‖∂˜1−ν∂tq‖L6/(3−2ν)x1,x2
∥∥
L
3/2
x3
. ‖∂˜2−νa‖L2‖∂tq‖L6 + ‖∂˜a‖L6/(1+2ν)‖∂˜1−ν∂tq‖L6/(3−2ν)
. ‖∂˜2−νa‖L2‖∂tq‖L6 + ‖a‖H2−ν‖∂tq‖H1
where we used the Sobolev inequality in the last step.
Finally, we use Lemma 6.1 with E = ∂˜1−ν/2 to write
I4 . −1
2
d
dt
∫
Γ1
√
ggijΠµλ∂˜
1−ν/2∂jv
λΠαµ ∂˜
1−ν/2∂ivα +
d
dt
∫
Γ1
Q˜iµλ(∂¯η)∂¯
2η∂˜1−ν/2vµ∂i∂˜
1−ν/2vλ
−
∫
Γ1
(
∂˜1−ν/2(
√
ggijΠαλ∂jv
λ)−√ggijΠαλ ∂˜1−ν/2∂jvλ
)
∂i∂˜
1−ν/2∂tvα
−
∫
Γ1
(
∂˜1−ν/2
(√
g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ
)
−√g(gijgkl − gljgik)∂jηα∂kηλ∂l∂˜1−ν/2vλ
)
∂i∂˜
1−ν/2∂tvα
+ P (‖η‖H2.5+δ0 )(‖v‖H2.5+δ0 + 1)‖v‖2H2.5−ν/2
(7.6)
where, recall, δ0 > 0 is arbitrarily small. The first term in (7.6) leads to the second term of (7.2). Namely, using
√
ggijξiξj ≥ 1
C
|ξ|2, ξ ∈ R2 (7.7)
for t as in Lemma 3.1(iv), we get
1
2
∫
Γ1
√
ggijΠµλ∂˜
1−ν/2∂jv
λΠαµ ∂˜
1−ν/2∂ivα ≥ 1
C
∫
Γ1
Πµλ∂˜
1−ν/2∂iv
λΠαµ ∂˜
1−ν/2∂ivα =
1
C
‖Π∂¯(∂˜1−ν/2v)‖2L2(Γ1).
In order to establish (7.7), we write gijξiξj = |ξ|2 + (√ggij − δij)ξiξj and appeal to Lemma 3.1(iv).
Note that the last term in (7.6) is dominated by P . We integrate the inequality (7.6) in time on [0, t] and then
integrate by parts in time in the third and the fourth terms. Since both integrals are treated the same way, we only
estimate the time integral of the third term. Denoting
Aiα = ∂˜1−ν/2(
√
ggijΠαλ∂jv
λ)−√ggijΠαλ ∂˜1−ν/2∂jvλ,
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we have
‖Aiα‖L2(Γ1) . ‖∂˜1−ν/2(
√
ggijΠαλ)‖L4/(1+ν)(Γ1)‖∂jvλ‖L4/(1−ν)(Γ1)
+ ‖∂˜(√ggijΠαλ)‖L4/(1+2ν)(Γ1)‖∂˜−ν/2∂jvλ‖L4/(1−2ν)(Γ1)
. ‖∂˜1−ν/2(√ggijΠαλ)‖H(1−ν)/2(Γ1)‖∂jvλ‖H(1+ν)/2(Γ1)
+ ‖∂˜(√ggijΠαλ)‖H1/2−ν (Γ1)‖∂˜−ν/2∂jvλ‖H1/2+ν(Γ1)
. ‖∂˜1−ν/2(√ggijΠαλ)‖H1−ν/2‖∂jvλ‖H1+ν/2
+ ‖∂˜(√ggijΠαλ)‖H1−ν‖∂˜−ν/2∂jvλ‖H1+ν . P (‖η‖H3−ν )‖v‖H2+ν/2
where we used the commutator inequality (2.11) in [54]. Now, the time integral of the third term on the right side of
(7.6) may then be estimated using integration by parts in time as
−
∫ t
0
∫
Γ1
(
∂˜1−ν/2(
√
ggijΠαλ∂jv
λ)−√ggijΠαλ ∂˜1−ν/2∂jvλ
)
∂i∂˜
1−ν/2∂tvα
= −
∫ t
0
∫
Γ1
Aiα∂i∂˜
1−ν/2∂tvα = −
∫
Γ1
Aiα∂i∂˜
1−ν/2vα
∣∣t
0
+
∫ t
0
∫
Γ1
∂tA
iα∂i∂˜
1−ν/2vα
= −
∫
Γ1
Aiα∂i∂˜
1−ν/2vα
∣∣t
0
+
∫ t
0
∫
Γ1
(
∂˜1−ν/2(
√
ggijΠαλ∂j∂tv
λ)−√ggijΠαλ ∂˜1−ν/2∂j∂tvλ
)
∂i∂˜
1−ν/2vα
+
∫ t
0
∫
Γ1
(
∂˜1−ν/2(∂t(
√
ggijΠαλ)∂jv
λ)− ∂t(√ggijΠαλ)∂˜1−ν/2∂jvλ
)
∂i∂˜
1−ν/2vα
. P0 + P (‖η‖H3−ν )‖v‖H2+ν/2‖v‖H2.5−ν/2 +
∫ t
0
P
. P0 + ǫ0‖v‖2H2.5−ν/2 +
∫ t
0
P.
We estimate the fourth term in (7.6) the same way. For the second term on the right side of (7.6), we use (6.7) and
obtain ∫
Γ1
Q˜iµλ(∂¯η)∂¯
2η∂˜1−ν/2vµ∂i∂˜
1−ν/2vλ . P0 +
∫ t
0
P + ǫ0‖v‖2H2.5−ν/2 . (7.8)
Collecting all the estimates and using the bound (7.8), we obtain
∫ t
0 I4 . P0 + ǫ0‖v‖2H2.5−ν/2 +
∫ t
0 P , and (7.2)
follows. 
8. THE L2 ESTIMATE ON ∂2t v
We have (7.1) with E = ∂t, i.e.,
1
2
d
dt
‖∂2t v‖2L2 =
∫
Ω
∂2t (a
µαq)∂2t ∂µvα −
∫
Γ1
∂2t (a
µαq)∂2t vαNµ.
We rewrite this as
1
2
d
dt
‖∂2t v‖2L2 = J1 + J2 + J3 + J4
where
J1 =
∫
Ω
∂2t a
µαq∂2t ∂µvα, J2 = 2
∫
Ω
∂ta
µα∂tq∂
2
t ∂µvα
J3 =
∫
Ω
aµα∂2t q∂
2
t ∂µvα, J4 = −
∫
Γ1
∂2t (a
µαq)∂2t vαNµ.
(8.1)
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Lemma 8.1. The time derivative of the Lagrangian velocity ∂tv and its second derivative ∂
2
t v satisfy
‖∂2t v‖2L2 + ‖Π∂¯∂tv‖2L2(Γ1)
. ‖q‖H1‖v‖(3−2ν)/(2−ν)H1.5 ‖v‖
1/(2−ν)
H2.5−ν/2
‖∂tv‖H1.5
+ ‖q‖(2−ν−2δ0)/(3−ν)H1 ‖q‖
(1+2δ0)/(3−ν)
H2.5−ν/2
‖∂tv‖2/3L2 ‖∂tv‖
4/3
H1.5
(
1 +
∫ t
0
P
)
+ ‖v‖(1−ν)/(2−ν)H1.5 ‖v‖
1/(2−ν)
H2.5−ν/2
‖∂tq‖H1‖∂tv‖(2−2δ0)/3L2 ‖∂tv‖
(1+2δ0)/3
H1.5
+ ‖∂tv‖1−ν/3L2 ‖∂tv‖
ν/3
H1.5‖∂tq‖H1‖v‖H2.5−ν/2
+ ‖v‖(1−ν)/(2−ν)H1.5 ‖v‖
1/(2−ν)
H2.5−ν/2
‖v‖2H1.5‖∂tq‖H1
+ ‖v‖2(1−ν)/(2−ν)H1.5 ‖v‖
2/(2−ν)
H2.5−ν/2
‖∂tv‖H1.5 + ǫ0‖∂tv‖2H1.5 + P0 +
∫ t
0
P,
(8.2)
where P is a polynomial in ‖v‖H3−ν , ‖∂tv‖H1.5 , ‖∂2t v‖L2 , ‖q‖H2.5−ν/2 , and ‖∂tq‖H1 and P0 is a polynomial in
‖v0‖H3−ν , ‖∂tv(0)‖H1.5 , and ‖∂2t v(0)‖L2 .
We recall that ∂¯ is given by (6.3). With the notationG = ‖q‖H2.5−ν/2 andH = ‖∂tq‖H1 , the equation (8.2) may
be rewritten as
‖∂2t v‖2L2 + ‖Π∂¯∂tv‖2L2(Γ1)
. ǫ0E
2
1 +
(
P0 +
∫ t
0
P
)(
E
1/(2−ν)
0 E1 +G
(1+2δ0)/(3−ν)E
4/3
1 + E
1/(2−ν)
0 HE
(1+2δ0)/3
1
+ E
ν/3
1 HE0 + E
1/(2−ν)
0 H + E
2/(2−ν)
0 E1 + 1
)
,
from where, taking the square root
‖∂2t v‖L2 + ‖Π∂¯∂tv‖L2(Γ1)
. ǫ0E1 +
(
P0 +
∫ t
0
P
)(
E
1/2(2−ν)
0 E
1/2
1 +G
(1+2δ0)/2(3−ν)E
2/3
1 + E
1/2(2−ν)
0 H
1/2E
(1+2δ0)/6
1
+ E
ν/6
1 H
1/2E
1/2
0 + E
1/2(2−ν)
0 H
1/2 + E
1/(2−ν)
0 E
1/2
1 + 1
)
,
and then using Young’s inequality
‖∂2t v‖L2 + ‖Π∂¯∂tv‖L2(Γ1)
. ǫ0E1 +
(
P0 +
∫ t
0
P
)(
E
1/(2−ν)
0 +G
3(1+2δ0)/2(3−ν) + E
3/(5−2δ0)(2−ν)
0 H
3/(5−2δ0)
+H3/(6−ν)E
3/(6−ν)
0 + E
1/2(2−ν)
0 H
1/2 + E
2/(2−ν)
0 + 1
)
.
Using the notation (2.14), i.e., E = E20 + E1 + 1, this may be rewritten as
‖∂2t v‖L2 + ‖Π∂¯∂tv‖L2(Γ1)
. ǫ0E +
(
P0 +
∫ t
0
P
)(
E1/2(2−ν) +G3(1+2δ0)/2(3−ν) + E3/2(5−2δ0)(2−ν)H3/(5−2δ0)
+H3/(6−ν)E3/2(6−ν) + E1/4(2−ν)H1/2 + E1/(2−ν) + 1
)
,
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where δ0 > 0 is arbitrarily small. Using Young’s inequality on the terms involving E
γ , where γ ∈ [0, 1), we get
‖∂2t v‖L2 + ‖Π∂¯∂tv‖L2(Γ1)
. ǫ0E +
(
P0 +
∫ t
0
P
)(
G3(1+2δ0)/2(3−ν) +H6(2−ν)/(2(5−2δ0)(2−ν)−3)
+H6/(9−2ν) +H2(2−ν)/(7−4ν) + 1
)
.
It is easy to check that the exponents of H are all less than 3/4 for δ0 > 0 sufficiently small. (In order to verify
6(2− ν)/(2(5− 2δ0)(2− ν)− 3) ≤ 3/4, for δ0 sufficiently small, first set δ0 = 0 and check that 6(2− ν)/(10(2−
ν)− 3) < 3/4 for ν ∈ [0, 1/2).) Therefore,
‖∂2t v‖L2 + ‖Π∂¯∂tv‖L2(Γ1) . ǫ0E +
(
P0 +
∫ t
0
P
)(
G3(1+2δ0)/2(3−ν) +H3/4 + 1
)
. (8.3)
Proof of Lemma 8.1. Let J1, J2, J3, J4 be as in (8.1).
Treatment of J1: For J1, we apply Lemma 5.1 with E = ∂t (that is D = ∂2t ). We start with the term L in (5.4),
which, with D = ∂2t , reads
L = 2
∫ t
0
∫
Ω
qǫαλτ∂2vλ∂3vτ∂
2
t ∂1vα − 2
∫ t
0
∫
Ω
qǫαλτ∂1vλ∂3vτ∂
2
t ∂2vα + 2
∫ t
0
∫
Ω
qǫαλτ∂1vλ∂2vτ∂
2
t ∂3vα
= L1 + L2 + L3.
We only treat the first term as the other two are handled similarly. Integrating by parts in time, we have
L1 = 2
∫
Ω
qǫαλτ∂2vλ∂3vτ∂t∂1vα
∣∣t
0
−2
∫ t
0
∫
Ω
∂tqǫ
αλτ∂2vλ∂3vτ∂t∂1vα
− 2
∫ t
0
∫
Ω
qǫαλτ∂2∂tvλ∂3vτ∂t∂1vα − 2
∫ t
0
∫
Ω
qǫαλτ∂2vλ∂3∂tvτ∂t∂1vα
. ‖q‖H1‖v‖2H1.75‖∂tv‖H1.5
∣∣
t
+‖q‖H1‖v‖2H1.75‖∂tv‖H1.5
∣∣
0
+
∫ t
0
‖∂tq‖H1‖v‖H2‖v‖H1.5‖∂tv‖H1.5 +
∫ t
0
‖q‖H1‖∂tv‖H1.5‖v‖H2‖∂tv‖H1.5
. P0 + ‖q‖H1‖v‖(3−2ν)/(2−ν)H1.5 ‖v‖
1/(2−ν)
H2.5−ν/2
‖∂tv‖H1.5
∣∣
t
+
∫ t
0
P,
where we used ‖v‖H1.75 . ‖v‖(3−2ν)/(4−2ν)H1.5 ‖v‖
1/(4−2ν)
H2.5−ν/2
in the last step. On the other hand, the right side of (5.9)
without L is bounded by
‖q‖H1.5+δ0 ‖∂tv‖2H1 + ‖q(0)‖H1.5+δ0 ‖∂tv(0)‖2H1
+
∫ t
0
(
‖∂tq‖H1‖η‖H2‖∂tv‖2H1.5 + ‖q‖H1‖v‖H2‖∂tv‖2H1.5
)
+ ‖q‖H1.5+δ0 ‖∂tv‖2H1
∫ t
0
‖v‖H2.5+δ0
. P0 + ‖q‖(2−ν−2δ0)/(3−ν)H1 ‖q‖
(1+2δ0)/(3−ν)
H2.5−ν/2
‖∂tv‖2/3L2 ‖∂tv‖
4/3
H1.5
(
1 +
∫ t
0
P
)
+
∫ t
0
P ,
(8.4)
where δ0 > 0 is arbitrarily small. Note that the second term on the right side of (8.4) is an upper bound for both the
first and the fourth terms on the left. Therefore, we conclude∫ t
0
J1 . P0 + ‖q‖(2−ν−2δ0)/(3−ν)H1 ‖q‖
(1+2δ0)/(3−ν)
H2.5−ν/2
‖∂tv‖2/3L2 ‖∂tv‖
4/3
H1.5
(
1 +
∫ t
0
P
)
+ ‖q‖H1‖v‖(3−2ν)/(2−ν)H1.5 ‖v‖
1/(2−ν)
H2.5−ν/2
‖∂tv‖H1.5
∣∣
t
+
∫ t
0
P.
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Treatment of J2: Now we bound
∫ t
0 J2 = 2
∫ t
0
∫
Ω ∂ta
µα∂tq∂µ∂
2
t vα. Using integration by parts in xµ and the
Piola identity (4.5), we get
∫ t
0
J2 = −2
∫ t
0
∫
Ω
∂ta
µα∂t∂µq∂
2
t vα + 2
∫ t
0
∫
Γ1
∂ta
µα∂tq∂
2
t vαNµ =
∫ t
0
J21 +
∫ t
0
J22. (8.5)
The first term is estimated using Ho¨lder inequality as
∫ t
0
J21 .
∫ t
0
‖∂ta‖H1.5+δ0 ‖∂tq‖H1‖∂2t v‖L2 .
∫ t
0
P.
For the second term in (8.5), we integrate by parts in t, leading to
∫ t
0
J22 = 2
∫
Γ1
∂ta
µα∂tq∂tvαNµ
∣∣t
0
−2
∫ t
0
∫
Γ1
∂2t a
µα∂tq∂tvαNµ − 2
∫ t
0
∫
Γ1
∂ta
µα∂2t q∂tvαNµ
= J221 +
∫ t
0
J222 +
∫ t
0
J223.
For the pointwise in time term, we have
J221|t . ‖∂ta‖H1/2(Γ1)‖∂tq‖H1/2(Γ1)‖∂tv‖L2(Γ1)
. ‖∂ta‖H1‖∂tq‖H1‖∂tv‖H1/2+δ0 . ‖v‖H2‖∂tq‖H1‖∂tv‖H1/2+δ0
. ‖v‖(1−ν)/(2−ν)H1.5 ‖v‖
1/(2−ν)
H2.5−ν/2
‖∂tq‖H1‖∂tv‖(2−2δ0)/3L2 ‖∂tv‖
(1+2δ0)/3
H1.5 .
We emphasize that (2.5) and (2.6) should not be used to treat J222. Instead, we write
∫ t
0
J222 = −2
∫ t
0
∫
Γ1
∂2t a
µα∂tq∂tvαNµ = −2
∫ t
0
∫
Γ1
∂2t a
3α∂tq∂tvα.
From [35], recall the formula for the third row of the matrix a, which reads
a3· =
[
∂1η2∂2η3 − ∂2η2∂1η3, ∂2η1∂1η3 − ∂1η1∂2η3, ∂1η1∂2η2 − ∂2η1∂1η2
]
.
It is essential that only tangential derivatives appear in each entry. Therefore, for all α = 1, 2, 3,
‖∂2t a3α‖L2(Γ1) . ‖∂¯η‖H1+δ0 (Γ1)‖∂¯∂tv‖L2(Γ1) + ‖∂¯v‖2H0.5(Γ1)
. ‖η‖H2+δ0 (Γ1)‖∂tv‖H1(Γ1) + ‖v‖2H1.5(Γ1)
. ‖η‖H2.5+δ0 ‖∂tv‖H1.5 + ‖v‖2H2 . ‖∂tv‖H1.5 + ‖v‖2H2 . P.
(8.6)
Thus we have
∫ t
0
J222 .
∫ t
0
‖∂2t a‖L2(Γ1)‖∂tq‖H1/2(Γ1)‖∂tv‖H1/2(Γ1) .
∫ t
0
‖∂2t a‖L2(Γ1)‖∂tq‖H1‖∂tv‖H1 ≤
∫ t
0
P
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using (8.6) and the trace inequality. Lastly, we consider J223, for which we use (2.5) and (2.6):∫ t
0
J223 = 2
∫ t
0
∫
Γ1
aµβ∂λvβa
λα∂2t q∂tvαNµ
= 2
∫ t
0
∫
Γ1
∂2t (Nµa
µβq)∂λvβa
λα∂tvα − 2
∫ t
0
∫
Γ1
∂2t a
µβq∂λvβa
λα∂tvαNµ
− 4
∫ t
0
∫
Γ1
∂ta
µβ∂tq∂λvβa
λα∂tvαNµ
= 2
∫ t
0
∫
Γ1
∂2t (∂i(
√
ggij∂jη
β))∂λvβa
λα∂tvα − 2
∫ t
0
∫
Γ1
∂2t a
3βq∂λvβa
λα∂tvα
− 4
∫ t
0
∫
Γ1
∂ta
3β∂tq∂λvβa
λα∂tvα
= −2
∫ t
0
∫
Γ1
∂2t (
√
ggij∂jη
β)∂i(∂λvβa
λα∂tvα)
− 2
∫ t
0
∫
Γ1
∂2t a
3βq∂λvβa
λα∂tvα − 4
∫ t
0
∫
Γ1
∂ta
3β∂tq∂λvβa
λα∂tvα
=
∫ t
0
J2231 +
∫ t
0
J2232 +
∫ t
0
J2233.
(8.7)
The term
∫ t
0
J2231 may now be estimated with
∫ t
0
P by simply expanding. For the second term, we use (8.6), after
which it is also bounded by
∫ t
0
P . The third term is also bounded directly, and thus
∫ t
0
J223 .
∫ t
0
P . Collecting all
the inequalities, we get
∫ t
0
J2 . P0 + ‖v‖(1−ν)/(2−ν)H1.5 ‖v‖
1/(2−ν)
H2.5−ν/2
‖∂tq‖H1‖∂tv‖(2−2δ0)/3L2 ‖∂tv‖
(1+2δ0)/3
H1.5 +
∫ t
0
P.
Treatment of J3: Here we estimate J3 =
∫
Ω
aµα∂2t q∂
2
t ∂µvα. Using (2.3) and (2.5), the term J3 can be expressed
as
J3 = −
∫
Ω
∂2t a
µα∂2t q∂µvα − 2
∫
Ω
∂ta
µα∂2t q∂µ∂tvα
=
∫
Ω
aµβ∂λ∂tvβa
λα∂2t q∂µvα +
∫
Ω
∂t(a
µβaλα)∂λvβ∂
2
t q∂µvα
− 2
∫
Ω
∂ta
µα∂2t q∂µ∂tvα = J31 + J32 + J33.
To treat the term J31, we integrate by parts in xλ obtaining
J31 = −
∫
Ω
∂λa
µβ∂tvβa
λα∂2t q∂µvα −
∫
Ω
aµβ∂tvβa
λα∂λ∂
2
t q∂µvα
−
∫
Ω
aµβ∂tvβa
λα∂2t q∂λ∂µvα +
∫
Γ1
aµβ∂tvβa
λα∂2t q∂µvαNλ
= J311 + J312 + J313 + J314
(8.8)
where we used (4.5). Integrating in time the first term and then treating it by integration by parts in time, we get
∫ t
0
J311 = −
∫
Ω
∂λa
µβ∂tvβa
λα∂tq∂µvα
∣∣t
0
+
∫ t
0
∫
Ω
∂t(∂λa
µβ∂tvβa
λα)∂tq∂µvα
+
∫ t
0
∫
Ω
∂λa
µβ∂tvβa
λα∂tq∂µ∂tvα.
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The pointwise in time term in the above sum may be bounded as
−
∫
Ω
∂λa
µβ∂tvβa
λα∂tq∂µvα
∣∣
t
. ‖a‖H1.5‖∂tv‖Hν/2‖∂tq‖H1‖v‖H2.5−ν/2 . ‖∂tv‖Hν/2‖∂tq‖H1‖v‖H2.5−ν/2 ,
by Lemma 3.1(ii), and we obtain∫ t
0
J311 . P0 + ‖∂tv‖1−ν/3L2 ‖∂tv‖
ν/3
H1.5‖∂tq‖H1‖v‖H2.5−ν/2 +
∫ t
0
P (8.9)
where we used Lemma 3.1(ii). Similarly, using the divergence condition (2.3), we have aλα∂λ∂µvα = −∂µaλα∂λvα,
and the third term in (8.8) can be rewritten as J313 =
∫
Ω a
µβ∂tvβ∂µa
λα∂2t q∂λvα. Note that it has the same structure
as J311 and it thus satisfies the same estimate.
In the term J312, we integrate by parts in time, obtaining∫ t
0
J312 = −
∫
Ω
aµβ∂tvβa
λα∂λ∂tq∂µvα
∣∣t
0
+
∫ t
0
∫
Ω
∂t(a
µβ∂tvβa
λα)∂λ∂tq∂µvα
+
∫ t
0
∫
Ω
aµβ∂tvβa
λα∂λ∂tq∂µ∂tvα.
The pointwise in term satisfies
−
∫
Ω
aµβ∂tvβa
λα∂λ∂tq∂µvα
∣∣t
0
. ‖∂tv‖Hν/2‖∂tq‖H1‖v‖H2.5−ν/2 + ‖∂tv‖Hν/2‖∂tq‖H1‖v‖H2.5−ν/2
∣∣
0
. P0 + ‖∂tv‖1−ν/3L2 ‖∂tv‖
ν/3
H1.5‖∂tq‖H1‖v‖H2.5−ν/2
(8.10)
where, in particular, we used Lemma 3.1(ii). (Note that this has the same upper bound as in (8.9).) Therefore,∫ t
0
J312 . P0 + ‖∂tv‖1−ν/3L2 ‖∂tv‖
ν/3
H1.5‖∂tq‖H1‖v‖H2.5−ν/2 +
∫ t
0
P.
The boundary term J314 can be expressed as∫ t
0
J314 =
∫ t
0
∫
Γ1
aµβ∂tvβa
λα∂2t q∂µvαNλ
=
∫ t
0
∫
Γ1
∂2t (Nλa
λαq)aµβ∂tvβ∂µvα −
∫ t
0
∫
Γ1
∂2t a
λαqaµβ∂tvβ∂µvαNλ
− 2
∫ t
0
∫
Γ1
∂ta
λα∂tqa
µβ∂tvβ∂µvαNλ.
Note that all three terms have the same structure as the three terms in (8.7) and are treated analogously, leading to
the same upper bounds.
The term J32 is treated by using integration by parts in time (and no integration by parts in space). Since all the
terms are treated in a straight-forward way, we only estimate the pointwise in time term, which equals∫
Ω
∂t(a
µβaλα)∂λvβ∂tq∂µvα . ‖∂ta‖H1‖v‖2H1.5‖∂tq‖H1
. ‖v‖H2‖v‖2H1.5‖∂tq‖H1 . ‖v‖(1−ν)/(2−ν)H1.5 ‖v‖
1/(2−ν)
H2.5−ν/2
‖v‖2H1.5‖∂tq‖H1
by (4.11).
It remains to consider J33. We first integrate by parts in xµ leading to∫ t
0
J33 = −2
∫ t
0
∫
Ω
∂ta
µα∂2t q∂µ∂tvα = 2
∫ t
0
∫
Ω
∂ta
µα∂2t ∂µq∂tvα − 2
∫ t
0
∫
Γ1
∂ta
µα∂2t q∂tvαNµ
=
∫ t
0
J331 +
∫ t
0
J332.
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The second term is identical to
∫ t
0 J223. For J331, we integrate by parts in time. The integrated in time terms are
controlled by
∫ t
0
P , while the pointwise in time term evaluated at t reads
2
∫
Ω
∂ta
µα∂t∂µq∂tvα
∣∣
t
. ‖∂ta‖H1.5−ν/2‖∂t∇q‖L2‖∂tv‖Hν/2 .
Note that this is the same upper bound as in (8.10).
Treatment of J4: It only remains to consider the boundary term J4, in which case we use (6.4) with E = ∂t.
Thus
J4 . −1
2
d
dt
∫
Γ1
√
ggijΠµλ∂t∂jv
λΠαµ∂t∂ivα +
d
dt
∫
Γ1
Q˜iµλ(∂¯η)∂¯
2η∂tv
µ∂i∂tv
λ
−
∫
Γ1
(
∂t(
√
ggijΠαλ∂jv
λ)−√ggijΠαλ∂t∂jvλ
)
∂i∂
2
t vα
−
∫
Γ1
(
∂t
(√
g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ
)
−√g(gijgkl − gljgik)∂jηα∂kηλ∂l∂tvλ
)
∂i∂
2
t vα
+ P (‖η‖H2.5+δ0 )(‖v‖H2.5+δ0 + 1)‖∂tv‖2H1.5
Note that the last term is dominated by P . Therefore,∫ t
0
J4 . −1
2
∫
Γ1
√
ggijΠµλ∂t∂jv
λΠαµ∂t∂ivα
∣∣t
0
+
∫
Γ1
Q˜iµλ(∂¯η)∂¯
2η∂tv
µ∂i∂tv
λ
∣∣t
0
−
∫ t
0
∫
Γ1
∂t(
√
ggijΠαλ)∂jv
λ∂i∂
2
t vα
−
∫ t
0
∫
Γ1
∂t
(√
g(gijgkl − gljgik)∂jηα∂kηλ
)
∂lv
λ∂i∂
2
t vα +
∫ t
0
P
= J41 + J42 +
∫ t
0
J43 +
∫ t
0
J44 +
∫ t
0
P.
As for I41 in the previous section, the first term J41 is the coercive term leading to the second term on the left side
of (8.2) by simply using (7.7). The second term J42 is bounded in (6.7) as J42 . P0 +
∫ t
0 P+ǫ0‖∂tv‖2H1.5 . For J43
and J44, we integrate by parts in time, yielding∫ t
0
J43 +
∫ t
0
J44 = −
∫
Γ1
∂t(
√
ggijΠαλ)∂jv
λ∂i∂tvα
∣∣t
0
+
∫ t
0
∫
Γ1
∂2t (
√
ggijΠαλ)∂jv
λ∂i∂tvα
+
∫ t
0
∫
Γ1
∂t(
√
ggijΠαλ)∂j∂tv
λ∂i∂tvα
−
∫
Γ1
∂t
(√
g(gijgkl − gljgik)∂jηα∂kηλ
)
∂lv
λ∂i∂tvα
∣∣t
0
+
∫ t
0
∫
Γ1
∂2t
(√
g(gijgkl − gljgik)∂jηα∂kηλ
)
∂lv
λ∂i∂tvα
+
∫ t
0
∫
Γ1
∂t
(√
g(gijgkl − gljgik)∂jηα∂kηλ
)
∂l∂tv
λ∂i∂tvα
(8.11)
whence ∫ t
0
J43 +
∫ t
0
J44 . P0 + ‖v‖2H2‖∂tv‖H1.5 +
∫ t
0
P
. P0 + ‖v‖2(1−ν)/(2−ν)H1.5 ‖v‖
2/(2−ν)
H2.5−ν/2
‖∂tv‖H1.5 +
∫ t
0
P
(8.12)
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after a short calculation. Note that both pointwise in time terms in (8.11) are estimated by the second term on the
far right side of (8.12). The proof of the lemma is thus complete. 
9. DIV-CURL ESTIMATES AND THE CAUCHY INVARIANCE
In this section, we use the Cauchy invariance property and the div-curl estimates to the norms ‖v‖H2.5−ν/2 ,
‖v‖H3−ν , and ‖∂tv‖H1.5 in terms of ‖v3‖H2−ν/2(Γ1), ‖v3‖H2.5−ν(Γ1), and ‖∂tv3‖H1(Γ1), respectively.
We summarize the resulting inequalities in the following statement.
Lemma 9.1. For the velocity v, we have
‖v‖H2.5−ν/2 . P0 + ‖v3‖H2−ν/2(Γ1) (9.1)
and
‖v‖H3−ν . P0 + ‖v3‖H2.5−ν (Γ1). (9.2)
while for the derivative ∂tv, we have
‖∂tv‖H1.5 . ‖v‖2H2 + ‖∂tv3‖H1(Γ1). (9.3)
Proof of Lemma 9.1. First, let p0 ∈ {1.5− ν/2, 2− ν}. By the Cauchy invariance property
ǫαβγ∂βv
µ∂γηµ = (curl v0)
α (9.4)
(cf. [58]), we obtain
(curl v)α = ǫαβγ∂βvγ = ǫ
αβγ∂βv
µ(δγµ − ∂γηµ) + (curl v0)α. (9.5)
Similarly, from the divergence condition (2.3), we get
div v = (δαβ − aαβ)∂αvβ . (9.6)
Using the elliptic estimate
‖X‖Hs . ‖ curlX‖Hs−1 + ‖ divX‖Hs−1 + ‖X ·N‖Hs−0.5(Γ1∪Γ0), s ≥ 1 (9.7)
([16, 21, 25]) along with (2.7), (9.5), and (9.6), we arrive at
‖v‖Hp0+1 . ‖∇η − I‖H2−ν‖∇v‖Hp0 + ‖a− I‖H2−ν‖∇v‖Hp0 + ‖ curl v0‖Hp0 + ‖v3‖Hp0+0.5(Γ1). (9.8)
Assuming that the time T > 0 is sufficiently small as in Lemma 3.1(iv), the first two terms on the right side of (9.8)
may be dominated by the left, and we obtain
‖v‖Hp0+1 . ‖ curlv0‖Hp0 + ‖v3‖Hp0+0.5(Γ1), p0 ∈ {1.5− ν/2, 2− ν} .
Therefore, we obtain (9.1) and (9.2).
Next, we apply the Cauchy invariance to ∂tv, i.e.,
ǫαβγ∂β∂tv
µ∂γηµ = −ǫαβγ∂βvµ∂γvµ, (9.9)
obtained by differentiating (9.4) in t, which we may rewrite as
(curl ∂tv)
α = ǫαβγ∂β∂tvγ = ǫ
αβγ∂β∂tv
µ(δγµ − ∂γηµ) + ǫαβγ∂β∂tvµ∂γηµ
= ǫαβγ∂β∂tv
µ(δγµ − ∂γηµ)− ǫαβγ∂βvµ∂γvµ
using (9.9) in the last step. On the other hand, the divergence condition for ∂tv may be rewritten as ∂
β∂tvβ =
(δαβ − aαβ)∂α∂tvβ − ∂taαβ∂αvβ . Using the div-curl elliptic estimate (9.7) withX = ∂tv and s = 1.5, we get
‖∂tv‖H1.5 . ‖∇η − I‖H2−ν‖∇∂tv‖H0.5 + ‖a− I‖H2−ν‖∇∂tv‖H0.5
+ ‖v‖2H2 + ‖∂ta‖H1‖v‖H2 + ‖∂tv3‖H1(Γ1)
. ‖∇η − I‖H2−ν‖∇∂tv‖H0.5 + ‖a− I‖H2−ν‖∇∂tv‖H0.5 + ‖v‖2H2 + ‖∂tv3‖H1(Γ1)
24 DISCONZI, KUKAVICA, AND TUFFAHA
and thus, if T is sufficiently small as in Lemma 3.1(iv), we obtain (9.3). 
10. RELATION BETWEEN THE PROJECTION AND THE NORMAL COMPONENT OF v AND ∂tv
In order to close the estimates, we need to connect the projections and the normal components of the vector fields
v3|Γ1 and ∂tv3|Γ1 . We first address the comparison between ΠX and X · N , where X shall be chosen as certain
derivative operators of v and ∂tv.
From (6.2), recall thatΠβα = δ
β
α−gkl∂kηβ∂lηα. Therefore, (ΠX)3 = Π3αXα = δ3αXα−gkl∂lηα∂kη3Xα, from
whereX3 = (ΠX)3 + gkl∂kηα∂lη
3Xα. Using η3 = η3(0) +
∫ t
0
v3 = x3 +
∫ t
0
v3, and thus ∂lη
3 =
∫ t
0
∂lv
3, we get
X3 = (ΠX)3 + gkl∂kηαX
α
∫ t
0
∂lv
3. (10.1)
Applying the formula (10.1) withX = ∂¯∂tv. From ∂¯∂tv
3 = (Π∂¯∂tv)
3 + gkl∂kηα∂¯∂tv
α
∫ t
0
∂lv
3 we obtain
‖∂¯∂tv3‖L2(Γ1) . ‖Π∂¯∂tv‖L2(Γ1) +
∥∥∥∥gkl∂kηα∂¯∂tvα
∫ t
0
∂lv
3
∥∥∥∥
L2(Γ1)
.
The first term on the right side is estimated in Section 8. For the second term, we have∥∥∥∥gkl∂kηα∂¯∂tvα
∫ t
0
∂lv
3
∥∥∥∥
L2(Γ1)
. ‖g−1∂¯η‖L∞(Γ1)‖∂¯∂tv‖L2(Γ1)
∫ t
0
‖∂¯v‖L∞(Γ1)
. Q(‖η‖H2.5+δ0 )‖∂tv‖H1.5
∫ t
0
‖v‖H2.5+δ0 . ‖∂tv‖H1.5
∫ t
0
‖v‖H3−ν
where we used ‖η‖H2.5+δ0 . 1 from Lemma 3.1(i). Therefore, ‖∂¯∂tv3‖L2(Γ1) . ‖Π∂¯∂tv‖L2(Γ1)+‖∂tv‖H1.5
∫ t
0
P .
Adding ‖∂tv3‖L2(Γ1) to both sides then gives
‖∂tv3‖H1(Γ1) . ‖Π∂¯∂tv‖L2(Γ1) + ‖∂tv‖H0.5+δ0 + ‖∂tv‖H1.5
∫ t
0
P
. ‖Π∂¯∂tv‖L2(Γ1) + ‖∂tv‖L2 + ǫ0‖∂tv‖H1.5 + ‖∂tv‖H1.5
∫ t
0
P
. ‖Π∂¯∂tv‖L2(Γ1) + P0 +
∫ t
0
P + ǫ0‖∂tv‖H1.5 + ‖∂tv‖H1.5
∫ t
0
P,
where we used interpolation and Young’s inequalities in the second step. We may rewrite the resulting inequality as
‖∂tv3‖H1(Γ1) . ‖Π∂¯∂tv‖L2(Γ1) + ǫ0‖∂tv‖H1.5 + P0 + (1 + ‖∂tv‖H1.5)
∫ t
0
P. (10.2)
Next, we apply (10.1) withX = ∂¯∂˜1−ν/2v, leading to ∂¯∂˜1−ν/2v3 = (Π∂¯∂˜1−ν/2v)3+ gkl∂kηα∂¯∂˜
1−ν/2vα
∫ t
0
∂lv
3.
Then ‖∂¯∂˜1−ν/2v3‖L2(Γ1) . ‖Π∂¯∂˜1−ν/2v‖L2(Γ1) + ‖v‖H2.5−ν/2
∫ t
0
‖v‖H2.5+δ0 . Note that the first term on the right
side is estimated in Section 7. Adding ‖v3‖L2(Γ1) to both sides gives
‖v3‖H2−ν/2(Γ1) . ‖Π∂¯∂˜1−ν/2v‖L2(Γ1) + ‖v‖H1 + ‖v‖H2.5−ν/2
∫ t
0
P
. ‖Π∂¯∂˜1−ν/2v‖L2(Γ1) + ǫ0‖v‖H2.5−ν/2 + ‖v‖L2 + ‖v‖H2.5−ν/2
∫ t
0
P.
We rewrite this as
‖v3‖H2−ν/2(Γ1) . ‖Π∂¯∂˜1−ν/2v‖L2(Γ1) + ǫ0‖v‖H2.5−ν/2 + P0 + (‖v‖H2.5−ν/2 + 1)
∫ t
0
P. (10.3)
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Combining (9.1) with (10.3) and choosing ǫ0 sufficiently small, we get
‖v‖H2.5−ν/2 . ‖Π∂¯∂˜1−ν/2v‖L2(Γ1) + P0 + (‖v‖H2.5−ν/2 + 1)
∫ t
0
P. (10.4)
Combining (9.3) and (10.2) with ǫ0 > 0 sufficiently small, we obtain
‖∂tv‖H1.5 . ‖Π∂¯∂tv‖L2(Γ1) + ‖v‖2H2 + P0 + (1 + ‖∂tv‖H1.5 )
∫ t
0
P
. ‖Π∂¯∂tv‖L2(Γ1) + ‖v‖2(1−ν)/(2−ν)H1.5 ‖v‖
2/(2−ν)
H2.5−ν/2
+ P0 + (1 + ‖∂tv‖H1.5 )
∫ t
0
P.
(10.5)
11. THE CONCLUDING ESTIMATES
Now, we are ready to combine all the available inequalities to prove Theorem 2.1.
Proof of Theorem 2.1. Squaring (10.4) and using (7.3), we get
E20 . P0 + (E
2
0 + 1)
∫ t
0
P. (11.1)
Also, combining (8.3) and (10.5), we get
E1 . ǫ0E + E
∫ t
0
P +
(
P0 +
∫ t
0
P
)(
G3(1+2δ0)/2(3−ν) +H3/4 + E1/(2−ν) + 1
)
from where, using Young’s inequality,
E1 . ǫ0E + E
∫ t
0
P +
(
P0 +
∫ t
0
P
)(
G3(1+2δ0)/2(3−ν) +H3/4 + 1
)
(11.2)
Finally, we add (11.1) and (11.2) and choose ǫ0 sufficiently small so we can absorb 2ǫ0E, obtaining
E . E
∫ t
0
P +
(
P0 +
∫ t
0
P
)(
G3(1+2δ0)/2(3−ν) +H3/4 + 1
)
. (11.3)
Now, we turn to establishing the control of ‖v‖H3−ν . From [35], recall the identity
√
ggij∂2ijv
3 −√ggijΓkij∂kv3
= −∂t(√ggij)∂2ijη3 − ∂t(
√
ggijΓkij)∂kη
3 − ∂taµ3Nµq − aµ3Nµ∂tq on Γ1,
which follows from differentiating (2.6) in t and setting α = 3. We rewrite the equation above as
∆v3 = (δij −√ggij)∂2ijv3 +
√
ggijΓkij∂kv
3 − ∂t(√ggij)∂2ijη3
− ∂t(√ggijΓkij)∂kη3 − ∂taµ3Nµq − aµ3Nµ∂tq on Γ1
from where, by ellipticity,
‖v3‖H2.5−ν (Γ1) . ‖(δij −
√
ggij)∂2ijv
3‖H0.5−ν(Γ1) + ‖
√
ggijΓkij∂kv
3‖H0.5−ν (Γ1)
+ ‖∂t(√ggij)∂2ijη3‖H0.5−ν(Γ1) + ‖∂t(
√
ggijΓkij)∂kη
3‖H0.5−ν (Γ1)
+ ‖∂taµ3Nµq‖H0.5−ν (Γ1) + ‖aµ3Nµ∂tq‖H0.5−ν (Γ1).
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Using (6.6), we get
‖v3‖H2.5−ν(Γ1) .
∑
i,j
(‖δij −√ggij‖L∞ + ‖δij −√ggij‖H1(Γ1))‖v3‖H2.5−ν(Γ1)
+ ‖√ggijΓkij‖H0.5(Γ1)‖∂kv3‖H1−ν(Γ1)
+
(‖∂t(√ggij)‖L∞ + ‖∂t(√ggij)‖H1(Γ1))‖∂2ijη3‖H0.5−ν(Γ1)
+ ‖∂t(√ggijΓkij)‖H0.5−ν(Γ1)
(‖∂kη3‖L∞ + ‖∂kη3‖H1(Γ1))
+ ‖∂taµ3Nµ‖H1−ν(Γ1)‖q‖H0.5(Γ1) + ‖aµ3Nµ‖H1−ν (Γ1)‖∂tq‖H0.5(Γ1).
Since ‖δij−√ggij‖L∞+‖δij−√ggij‖H1 ≤ ǫ0 by Lemma 3.1(iv) (ensuring that T ≤ 1/CMǫ0), and using (recall
that η(0) is the identity) ‖∂kη3‖L∞ + ‖∂kη3‖H1(Γ1) ≤ ǫ0, also by Lemma 3.1(iv), we get
‖v3‖H2.5−ν (Γ1) . ǫ0‖v3‖H3−ν + ‖q‖H1 + ‖∂tq‖H1 + ‖v‖H2.5+δ0 + P0 +
∫ t
0
P
. P0 + ‖∂tq‖H1 + ǫ0‖v‖H3−ν +
∫ t
0
P.
(11.4)
(Note that ‖q‖H1 . P0 +
∫ t
0 P and ‖v‖H2.5+δ0 . ǫ0‖v‖H3−ν + P0 +
∫ t
0 P .)
Combining (11.4) with (9.2) and setting ǫ0 > 0 sufficiently small, we obtain
F = ‖v‖H3−ν . P0 + ‖∂tq‖H1 +
∫ t
0
P . H + P0 +
∫ t
0
P, (11.5)
while by (11.3) we have
E . E
∫ t
0
P +
(
P0 +
∫ t
0
P
)(
G3(1+2δ0)/2(3−ν) +H3/4 + 1
)
. (11.6)
Also, (4.3) reads
G .
(
P0 +
∫ t
0
P
)
E(3−ν)/3. (11.7)
Substituting (11.7) in (11.6) and using Young’s inequality then yields
E . E
∫ t
0
P +
(
P0 +
∫ t
0
P
)(
H3/4 + 1
)
. (11.8)
Next, we have (4.4), which is
H . E +
(
P0 +
∫ t
0
P
)(
E(7+2ν)/6 + E1/2G(1+ν+2δ0)/(3−ν) + F ν/(1−ν)E(1−2ν)/(2−2ν)
)
.
The inequality (11.7) then gives
H . E +
(
P0 +
∫ t
0
P
)(
E(7+2ν)/6 + E(5+2ν+4δ0)/6 + F ν/(1−ν)E(1−2ν)/(2−2ν)
)
. E +
(
P0 +
∫ t
0
P
)(
E(7+2ν)/6 + F ν/(1−ν)E(1−2ν)/(2−2ν)
) (11.9)
where we used Young’s inequality and (5 + 2ν + 4δ0)/6 < 1 in the last step. Replacing (11.5) into (11.9), we get
H . E +
(
P0 +
∫ t
0
P
)(
E(7+2ν)/6 +Hν/(1−ν)E(1−2ν)/(2−2ν)
)
fromwhere, using Young’s inequality to absorbHν/(1−ν) into the left side (note that ν/(1−ν) < 1 by the restriction
on ν), we get
H . E +
(
P0 +
∫ t
0
P
)(
E(7+2ν)/6 + E1/2
)
. E +
(
P0 +
∫ t
0
P
)
E(7+2ν)/6. (11.10)
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We need to combine this inequality with (11.8). Observe that
7 + 2ν
6
3
4
< 1, (11.11)
which follows from 0 ≤ ν < 1/2. Thus, we may choose ǫ˜ > 0 such that
7 + 2ν
6
3
4
(1 + ǫ˜) < 1 (11.12)
Then replacing (11.10) in (11.8), we get
E . E
∫ t
0
P +
(
P0 +
∫ t
0
P
)(
E3/4 + E3(7+2ν)/24
)
. E
∫ t
0
P +
(
P0 +
∫ t
0
P
)(
E3/4 + E1/(1+ǫ˜)
)
(11.13)
where we used (11.12) in the last step. Using Young’s inequality on (11.13), we get
E . P0 + E
∫ t
0
P (11.14)
Note that P here and below depends on E, F , G, and H , i.e., P = P (E,F,G,H). The inequality (11.14) is
combined with (11.10), i.e.,
H .
(
P0 +
∫ t
0
P
)
E(7+2ν)/6. (11.15)
In addition, we have an inequality for F , which is (11.5) with (11.15) applied to it,
F .
(
P0 +
∫ t
0
P
)
E(7+2ν)/6. (11.16)
Finally, by (11.7), we have
G .
(
P0 +
∫ t
0
P
)
E(3−ν)/3. (11.17)
A barrier technique applied to (11.14)–(11.17) then leads to the boundedness of E, F , G, and H for a sufficiently
small T > 0 and the proof is concluded. 
12. THE CASE OF A GENERAL DOMAIN
In this section, we show how to adapt the ideas used to prove Theorem 2.1, where the initial surface was flat,
to the case of a general bounded domain. The physical situation which we have in mind is that of a water droplet
with surface tension. In this case the fluid domain does not have a rigid bottom, and thus only equations (2.2)–(2.6)
are considered. Note however that the presence of a rigid bottom can also be handled with minor modifications.
If U is a domain in R3, ‖∂U‖s is the Hs norm of the boundary of the domain, defined in the usual way via local
representations as graphs.
Theorem 12.1. Let σ > 0 and ǫ ∈ [0, 1/2). Assume that v0 is a smooth divergence-free vector field on a bounded
domain Ω ⊂ R3 with smooth boundary Γ, and denote byN the unit outer normal to Γ. Then there exist C∗ > 0 and
T∗ > 0, depending only on ‖v0‖H2.5+ǫ , ‖v0 · N‖H2.5(Γ), σ > 0, and ‖Γ‖H3.75+ǫ/2 , such that any smooth solution
(v, q) to (2.2)–(2.6) with the initial condition v0 and defined on the time interval [0, T∗] satisfies
‖v‖H2.5+ǫ + ‖∂tv‖H1.5 + ‖∂2t v‖L2 + ‖q‖H2.25+ǫ/2 + ‖∂tq‖H1 ≤ C∗. (12.1)
Moreover, ‖Γ(t)‖H3+ǫ ≤ C∗ for t ∈ [0, T∗], where Γ(t) = η(t)(Γ).
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As in Theorem 2.1, the dependence of C∗ and T∗ on ‖v0 ·N‖H2.5(Γ) occurs to guarantee that ∂2t v belongs to L2
at time zero. More precisely, solving for ∂2t v(0) in terms of v(0) and q(0) as in Remark 4.3, we can bound ∂
2
t v(0)
in L2 in terms of the initial data if v0 ·N ∈ H2.5(Γ). However, instead of solving for time-differentiated quantities
in terms of the initial data to determine regularity conditions on the latter, many times it is preferable to directly
state the a priori estimate upon the assumption that the energy we seek to bound is finite at time zero, as done for
example in [25]. Therefore, introducing
N(t) = ‖v(t)‖H2.5+ǫ + ‖∂tv(t)‖H1.5 + ‖∂2t v(t)‖L2 + ‖q(t)‖H2.25+ǫ/2 + ‖∂tq(t)‖H1 ,
we have the following.
Theorem 12.2. Let σ > 0 and ǫ ∈ [0, 1/2). Assume that v0 is a smooth divergence-free vector field on a bounded
domain Ω ⊂ R3 with smooth boundary Γ. Then there exist C∗ > 0 and T∗ > 0 depending only on N(0), σ > 0,
such that any smooth solution (v, q) to (2.2)–(2.6) with the initial condition v0 and defined on the time interval
[0, T∗] satisfies N(t) ≤ C∗.
We remark that Theorem 12.1 entails some derivative loss for the boundary, i.e., a H3.75+ǫ/2 initial boundary
Γ yields only a H3+ǫ moving boundary Γ(t). This loss of regularity is known to be prevented in Hs for s ≥ 4
[25, 70]. It seems challenging, however, to avoid some loss of derivatives for the boundary evolution when working
in such low regularity spaces as presented here. It should be stressed, however, that some regularity of the boundary
is propagated, namely, Γ(t) is in H3+ǫ, thus more regular than the flow η|Γ which is guaranteed to be only in
H2+ǫ(Γ).
We now turn to the proof of Theorems 12.1 and 12.2. The crucial observation is that in appropriate coordinates
that flatten the boundary near a point, the equations take exactly the same form as (2.2)–(2.6), with ∂i, for i = 1, 2,
being tangent to the boundary, as in the case of the domain (2.1).
More precisely, given y0 ∈ ∂Ω, we take coordinates that flatten the boundary near y0. This means that there
exist r, R > 0 and a diffeomorphismΨ: BR(0, 0, 1) ∩ {x3 ≤ 1} → Br(y0) ∩ Ω such that (after a rigid motion and
relabeling the coordinates if necessary) we haveΨ(x1, x2, x3) = (x1, x2, x3+ψ(x1, x2)), whereψ : BR(0)∩{x3 =
1} → R is a smooth function. Note that detDΨ = detDΨ−1 = 1. Consider the Lagrangian map η : Ω → Ω(t),
and set η˜ = η ◦ Ψ, which is defined in the domain of Ψ. Then ∂tη˜ = ∂tη ◦ Ψ = u ◦ η ◦ Ψ = u ◦ η˜, where u is
the Eulerian velocity, i.e., the velocity in the moving domain Ω(t). It follows that if we introduce v˜ = u ◦ η˜ and
q˜ = p ◦ η˜, where p is the Eulerian pressure, then v˜ and q˜ satisfy equations (2.2)–(2.6) with all variables replaced by
their respective ˜ counter-parts – except that these equations are now defined only locally, i.e., inBR(0)∩{x3 ≤ 1}.
We thus use suitably chosen cut-off functions to produce local estimates, passing to a global estimate by a simple
addition procedure. In order to simplify the exposition, we will omit tildes from all quantities and continue to label
η, v, and q, which are only locally defined, the Lagrangian map, velocity, and pressure, respectively.
We need expressions for η(0), a(0), and gij(0), which now are slightly more complicated than in the case of the
domain (2.1). We have
η(0, x) = (x1, x2, x3 + ψ(x1, x2)), ∂iη
µ(0) = δµi + δ
µ3∂iψ, gij(0) = δij + ∂iψ∂jψ,
and g(0) = 1 + (∂1ψ)
2 + (∂2ψ)
2,
where we recall that g is the determinant of (gij). Also,
g−1(0) =
1
1 + (∂1ψ)2 + (∂2ψ)2
[
1 + (∂2ψ)
2 −∂1ψ∂2ψ
−∂1ψ∂2ψ 1 + (∂1ψ)2
]
, a(0) =

 1 0 00 1 0
−∂1ψ −∂2ψ 1

 .
In the proof of Theorem 2.1, for which ψ ≡ 0, we used the above quantities at time zero to produce some small
parameters in the energy estimates. In order to apply the same argument here, we need∇ψ to be small. This can be
achieved as follows. Without loss of generality we may assume that∇ψ(0, 0, 1) = 0. ReducingR and invoking the
mean value theorem, we may make ‖∇ψ‖L∞(Γ) as small as we wish provided that ψ is bounded in H2+δ, where
δ > 0, which is consistent with Theorem 12.1. Note that the compactness of Γ assures that we may take R ≥ R0
for some fixed R0.
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We shall derive estimates near the point (0, 0, 1), with the variables defined in the ball of radius R/2, where
R > 0 is as introduced above in the construction of the local parameterization of Ω. Let θ be a smooth cut-off
function such that 0 ≤ θ ≤ 1 with θ ≡ 1 on B¯R/5(0, 0, 1) and supp θ ⊆ BR/4(0, 0, 1). In what follows, all
integrands carry a cut-off function of this type. Therefore, extending all quantities to be identically zero outside
BR/4(0, 0, 1), we may consider the equations and variables defined on the domain Ω˜ = T
2 × [0, 1]. This will make
it easier to adapt the estimates from Section 7. Also, as in that section, we shall denote the upper boundary of Ω˜
by Γ1 and the lower boundary by Γ0. However, unlike Section 7, no integral over Γ0 is present since all variables
vanish there in view of the way they have been extended.
We now apply the energy estimates of Section 7 with ,
E = ∂˜1−ν/2(θ · ). (12.2)
obtaining
1
2
d
dt
‖E∂tv‖2L2 = −
∫
Ω˜
E∂t(aµα∂µq)E∂tvα = −
∫
Ω˜
∂˜1−ν/2(θ∂t(a
µα∂µq))∂˜
1−ν/2(θ∂tvα)
= −
∫
Ω˜
θ∂t(a
µα∂µq)∂˜
2−ν(θ∂tvα)
=
∫
Ω˜
θ∂t(a
µαq)∂˜2−ν(θ∂t∂µvα)−
∫
Γ1
θ∂t(Nµa
µαq)∂˜2−ν(θ∂tvα)
+
∫
Ω˜
∂µθ∂t(a
µαq)∂˜2−ν(θ∂tvα) +
∫
Ω˜
θ∂t(a
µαq)∂˜2−ν(∂µθ∂tvα),
from where
1
2
d
dt
‖E∂tv‖2L2 =
∫
Ω˜
E∂t(aµαq)E∂t∂µvα −
∫
Γ1
E∂t(Nµaµαq)E∂tvα
+
∫
Ω˜
∂˜0.5−ν(∂µθ∂t(a
µαq))∂˜1.5(θ∂tvα) +
∫
Ω˜
∂˜0.5−ν(θ∂t(a
µαq))∂˜1.5(∂µθ∂tvα).
(12.3)
By (12.3), we have 12
d
dt‖∂˜1−ν/2(θ∂tv)‖2L2 = I1 + I2 + I3 + I4 + I5, where
I1 =
∫
Ω˜
∂˜1−ν/2(θ∂ta
µαq)∂˜1−ν/2(θ∂t∂µvα)
I2 =
∫
Ω˜
aµα∂˜2−ν(θ∂tq)θ∂t∂µvα
I3 =
∫
Ω˜
(
∂˜2−ν(θaµα∂tq)− aµα∂˜2−ν(θ∂tq)
)
θ∂t∂µvα
I4 = −
∫
Γ1
∂˜1−ν/2(θ∂t(Nµa
µαq))∂˜1−ν/2(θ∂tvα)
I5 =
∫
Ω˜
∂˜0.5−ν(∂µθ∂t(a
µαq))∂˜1.5(θ∂tvα) +
∫
Ω˜
∂˜0.5−ν(θ∂t(a
µαq))∂˜1.5(∂µθ∂tvα).
The first term is rewritten as
I1 =
∫
Ω˜
∂˜1.5−ν(θ∂ta
µαq)∂˜0.5(θ∂t∂µvα) .
∥∥∂˜1.5−ν(θ∂taq)∥∥L2‖θ∂t∇v‖H0.5 .
Now, let θ¯ be a smooth cut-off function such that 0 ≤ θ¯ ≤ 1 with supp θ¯ ⊆ BR/3(0, 0, 1) and θ¯ ≡ 1 on supp θ. We
need this cut-off function for an application of the fractional product rule below, as each separate term needs to be
properly cut-off. Having θ¯ ≡ 1 on supp θ assures that we may introduce θ¯ without altering given expressions. We
have ∥∥∂˜1.5−ν(θ∂taq)∥∥L2 =
∥∥∂˜1.5−ν(θ∂taθ¯q)∥∥L2 . ‖θ∂ta‖H2−ν‖θ¯q‖H1 + ‖θ∂ta‖H1‖θ¯q‖H2−ν ,
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where we used the fractional product rule. Also,
‖θ∂t∇v‖H0.5 . ‖∇(θ∂tv)‖H0.5 + ‖∇θ∂tv‖H0.5 . ‖θ¯θ∂tv‖H1.5 + ‖θ¯∇θ∂tv‖H0.5
. ‖θ‖H1.5+δ0 ‖θ¯∂tv‖H1.5 + ‖∇θ‖H1.5+δ0 ‖θ¯∂tv‖H0.5 . ‖θ¯∂tv‖H1.5
Therefore, we get I1 . ‖θ∂ta‖H2−ν‖θ¯q‖H1‖θ¯∂tv‖H1.5+‖θ∂ta‖H1‖θ¯q‖H2−ν‖θ¯∂tv‖H1.5 . Next, by the divergence-
free condition (2.3) we have
I2 = −
∫
Ω˜
∂ta
µα∂˜2−ν(θ∂tq)θ∂µvα = −
∫
Ω˜
∂˜1−ν(∂ta
µαθ∂µvα)∂˜(θ∂tq)
= −
∫
Ω˜
∂˜1−ν(θ¯∂ta
µαθ∂µvα)∂˜(θ∂tq) . ‖∂˜1−ν(θ¯∂taµαθ∂µvα)‖L2‖θ∂tq‖H1
and thus, using the fractional chain rule, I2 . ‖θ∂taµα‖H1.5‖θ∂µvα‖H1−ν‖θ∂tq‖H1 . For I3, we have, as in (7.5),
I3 =
∫
Ω˜
(
∂˜2−ν(θ¯aµαθ∂tq)− θ¯aµα∂˜2−ν(θ∂tq)
)
θ∂t∂µvα
. ‖∂˜2−ν(θ¯aµαθ∂tq)− θ¯aµα∂˜2−ν(θ∂tq)‖L3/2‖θ∂t∂µv‖L3
. ‖θ¯a‖H2−ν‖θ∂tq‖H1‖θ∂t∂µv‖L3 . ‖θ¯a‖H2−ν‖θ∂tq‖H1‖θ¯∂tv‖H1.5
where we used
‖θ∂t∂µv‖L3 ≤ ‖∂µ(θ∂tv)‖L3 + ‖∂µθ∂tv‖L3 = ‖∂µ(θ∂tv)‖L3 + ‖θ¯∂µθ∂tv‖L3
. ‖∂µ(θ∂tv)‖H0.5 + ‖θ¯∂tv‖L3 . ‖θ∂tv‖H1.5 + ‖θ¯∂tv‖H0.5 . ‖θ¯∂tv‖H1.5
in the last step.
Before treating the most difficult term I4, we bound the lower order term I5 which is the sum of two terms,
denoted by I51 and I52. For the first one, we write
I51 =
∫
Ω˜
∂˜0.5−ν(∂µθ∂t(a
µαq))∂˜1.5(θ∂tvα) . ‖∂˜0.5−ν(∂µθ∂t(θ¯aµαθ¯q))‖L2‖∂˜1.5(θ∂tvα)‖L2
. ‖θ‖H2.5+δ0 ‖θ¯∂ta‖H1.5−ν/2‖θ¯q‖H0.5−ν/2‖θ¯∂tvα‖H1.5
+ ‖θ‖H2.5+δ0 ‖θ¯a‖H1.5−ν/2‖θ¯∂tq‖H0.5−ν/2‖θ¯∂tvα‖H1.5
while for the second one we have similarly
I52 =
∫
Ω˜
∂˜0.5−ν(θ∂t(a
µαq))∂˜1.5(∂µθ∂tvα) . ‖∂˜0.5−ν(θ∂t(θ¯aµαθ¯q))‖L2‖∂˜1.5(∂µθ∂tvα)‖L2
. ‖θ‖H1.5+δ0 ‖θ¯∂ta‖H1.5−ν/2‖θ¯q‖H0.5−ν/2‖θ¯∂tvα‖H1.5 + ‖θ‖H1.5+δ0 ‖θ¯a‖H1.5−ν/2‖θ¯∂tq‖H0.5−ν/2‖θ¯∂tvα‖H1.5 .
Now, we turn to the term I4, for which we modify the considerations in Section 6. With E defined in (12.2), we first
obtain the first equality in (6.1), i.e.,
I4 =
∫
Γ1
E∂tvαE∂i
(√
ggij(δαλ − gkl∂kηα∂lηλ)∂jvλ +
√
g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ
)
= −
∫
Γ1
∂iE∂tvαE
(√
ggij(δαλ − gkl∂kηα∂lηλ)∂jvλ
)
−
∫
Γ1
∂iE∂tvαE
(√
g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ
)
−
∫
Γ1
E∂tvα∂˜1−ν/2
(
∂iθ
√
ggij(δαλ − gkl∂kηα∂lηλ)∂jvλ
)
−
∫
Γ1
E∂tvα∂˜1−ν/2
(
∂iθ(
√
g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ)
)
= I41 + I42 + I43 + I44.
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Using (6.2), we rewrite
I41 = −
∫
Γ1
∂˜1−ν/2
(
θ
√
ggijΠαλ∂jv
λ
)
∂i∂˜
1−ν/2(θ∂tvα)
= −
∫
Γ1
∂˜1−ν/2
(
θ¯
√
ggijΠαλθ∂jv
λ
)
∂˜1−ν/2(θ∂i∂tvα)
−
∫
Γ1
∂˜1−ν/2
(
θ
√
ggijΠαλ∂jv
λ
)
∂˜1−ν/2(∂iθ∂tvα)
= −
∫
Γ1
θ¯
√
ggijΠαλ ∂˜
1−ν/2
(
θ∂jv
λ
)
∂˜1−ν/2(θ∂i∂tvα)
−
∫
Γ1
(
∂˜1−ν/2
(
θ¯
√
ggijΠαλθ∂jv
λ
)
− θ¯√ggijΠαλ ∂˜1−ν/2(θ∂jvλ)
)
∂˜1−ν/2(θ∂i∂tvα)
−
∫
Γ1
∂˜1−ν/2
(
θ
√
ggijΠαλ∂jv
λ
)
∂˜1−ν/2(∂iθ∂tvα) = I411 + I412 + I413.
Using Παλ = Π
α
µΠ
µ
λ, the first term equals
I411 = −
∫
Γ1
θ¯
√
ggijΠµλ∂˜
1−ν/2(θ∂jv
λ)Παµ ∂˜
1−ν/2(θ∂t∂ivα)
= −
∫
Γ1
θ¯
√
ggijΠµλ∂˜
1−ν/2∂j(θv
λ)Παµ ∂˜
1−ν/2∂i(θ∂tvα) + l.o.t.
= −1
2
d
dt
∫
Γ1
θ¯
√
ggijΠµλ∂j ∂˜
1−ν/2(θvλ)Παµ∂i∂˜
1−ν/2(θvα) + l.o.t.
It is easy to check that I412 and I413 constitute lower order terms. We thus obtain
I41 = −1
2
d
dt
∫
Γ1
θ¯
√
ggijΠµλ∂j ∂˜
1−ν/2(θvλ)Παµ∂i∂˜
1−ν/2(θvα) + l.o.t.
= −1
2
d
dt
∫
Γ1
√
g(0)gij θ¯Πµλ∂j ∂˜
1−ν/2(θvλ)Παµ∂i∂˜
1−ν/2(θvα)
− 1
2
d
dt
∫
Γ1
θ¯
(√
ggij −
√
g(0)gij(0)
)
Πµλ∂j ∂˜
1−ν/2(θvλ)Παµ∂i∂˜
1−ν/2(θvα) + l.o.t.
The first term on the right hand side leads to the needed coercive term, providing the control of theH2−ν/2(Γ) norm
of Πv. The second term is, after the time integration, dominated by the coercive term by Lemma 3.1(iv). As in
Section 6, we have
I42 = −
∫
Γ1
θ¯
√
g(gijgkl − gljgik)∂jηα∂kηλ∂lEvλ∂iE∂tvα
−
∫
Γ1
(
E(θ¯√g(gijgkl − gljgik)∂jηα∂kηλ∂lvλ)− θ¯√g(gijgkl − gljgik)∂jηα∂kηλ∂lEvλ
)
∂iE∂tvα
= I421 + I422.
Also, as in Section 6, we have
I421 = −
∫
Γ1
θ¯√
g
(
∂t detA
1 + detA2 + detA3
)
where
A1 =
(
∂1ηµ∂1Evµ ∂1ηµ∂2
∂2ηµ∂1Evµ ∂2ηµ∂2Evµ
)
, A2 =
(
∂1vµ∂1Evµ ∂1ηµ∂2Evµ
∂2vµ∂1Evµ ∂2ηµ∂2Evµ
)
, A3 =
(
∂1ηµ∂1Evµ ∂1vµ∂2Evµ
∂2ηµ∂1Evµ ∂2vµ∂2Evµ
)
,
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and we obtain
I421 = −
∫
Γ1
∂t
(
θ¯√
g
detA1
)
+
∫
Γ1
∂t
(
θ¯√
g
)
detA1 −
∫
Γ1
θ¯√
g
detA2 −
∫
Γ1
θ¯√
g
detA3
= I4211 + I4212 + I4213 + I4214.
As above, ∥∥∂t (θ¯/√g)∥∥L∞(Γ1) . P (‖η‖H2.5+δ0 )‖v‖H2.5+δ0
and | detA1| . |∂¯η|2(E ∂¯v)2. Therefore,
I4212 . P (‖η‖H2.5+δ0 )‖v‖H2.5+δ0 ‖E ∂¯v‖2L2(Γ1) . P (‖η‖H2.5+δ0 )‖v‖H2.5+δ0 ‖Ev‖2H1.5
as well as ∣∣∣∣
∫
Γ1
1√
g
(detA2 + detA3)
∣∣∣∣ . P (‖η‖H2.5+δ0 )‖E ∂¯v‖2L2(Γ1) . P (‖η‖H2.5+δ0 )‖Ev‖2H1.5 .
The rest is the same as in Section 6. We integrate by parts and write
∫
Γ1
θ¯√
g
detA1 =
∫
Γ1
θ¯√
g
(
∂1ηµ∂2ηλ∂1Evµ∂2Evλ − ∂1ηµ∂2ηλ∂2Evµ∂1Evλ
)
=
∫
Γ1
θ¯√
g
(−∂1ηµ∂2ηλEvµ∂1∂2Evλ + ∂1ηµ∂2ηλEvµ∂2∂1Evλ)−
∫
Γ1
θ¯Qiµλ(∂¯η, ∂¯
2η)Evµ∂iEvλ
= −
∫
Γ1
θ¯Qiµλ(∂¯η, ∂¯
2η)Evµ∂iEvλ
where Qiµλ(∂¯η, ∂¯
2η) is a rational function, which is linear in ∂¯2η. Therefore,
I4211 =
d
dt
∫
Γ1
θ¯Q˜iµλ(∂¯η)∂¯
2ηEvµ∂iEvλ,
and we obtain
I421 .
d
dt
∫
Γ1
θ¯Q˜iµλ(∂¯η)∂¯
2ηEvµ∂iEvλ + P (‖η‖H2.5+δ0 )(‖v‖H2.5+δ0 + 1)‖Ev‖H1.5 .
Thus we have shown how to adapt the result in Section 7 to the case of the curved domain.
After covering Γ with finitely many balls {Brℓ(yℓ)}Nℓ=0, the procedure described above yields the desired es-
timates near the boundary. In order to obtain the full estimate, we need to bound the solution in the region of Ω
not covered by B =
⋃N
ℓ=0Brℓ(yℓ). This is done by covering Ω\B with further open sets and again reducing the
problem to estimates on T2 × [0, 1]. However, for these estimates no integrals on either Γ1 or Γ2 will appear.
Using again cut-off functions and the local parameterization of Ω described above, the L2 estimate for ∂2t v in
Section 8 is easily adapted to the present situation since only an integer number of derivatives is used in those
estimates. The later sections, including the div-curl estimates and the Cauchy invariance property, are also easily
adaptable. This establishes Theorems 12.1 and 12.2, except for the statement ‖Γ(t)‖H3+ǫ ≤ C∗, which we now
prove.
Let y0 ∈ η(Ω). We choose coordinates (y1, y2, y3) in the ambient Euclidean space such that, possibly after a
rigid motion and relabeling of the coordinates, y0 is identified with the origin and η(Ω) is locally given by a graph
y3 = h(y1, y2). Denote by Σ the portion of η(Ω) that is written as the graph of h. We can further assume that ∂yi ,
for i = 1, 2, are tangent to Σ at y0 = (0, 0, 0) and that ∂y1h(y0) = ∂y2h(y0) = 0.
Recall that we denote by H : η(Ω) → R the mean curvature of η(Ω). In terms of local coordinates (x1, x2, x3)
near η−1(y0) we have the known formula −∆gηα = H ◦ η nα ◦ η, where n is the unit outer normal to η(Ω). Con-
tracting with nα ◦ η, invoking (2.6) and (12.1) (which is the part of Theorem 12.1 that has already been established)
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we have ‖H‖H1+ǫ ≤ C∗ (here, and in what follows, we relabel the constant C∗ if necessary). On the other hand,
setting w = h− y3, we have the following expression for the mean curvature expressed in y-coordinates:
Aij(∇w)∂i∂jw = 1|∇w|
(
δij − ∂
iw∂jw
|∇w|2
)
∂i∂jw = H ◦ h, (12.4)
where ∂i = δik∂k. From the way we constructed h, we have A
ij(y0) = δ
ij . We already know that ‖Σ‖H2+ǫ ≤ C∗
since we have a bound for η, thus we may assume that ‖w‖2+ǫ ≤ C∗. It follows that Aij is uniformly elliptic near
the origin and bounded in C0,β for some 0 < β < ǫ. Elliptic regularity then implies that ‖w‖H3+ǫ ≤ C∗, as desired.
We remark that the application of elliptic theory in the previous paragraph is not entirely immediate, and has to
be carried out in steps due to the low regularity of the coefficients Aij . First, one uses Schauder theory and the
embedding H1+ǫ(Σ) ⊂ C0,β(Σ) to conclude that w is in C2,β . Then the coefficients Aij are in fact C1,β . Using
that the right hand side of (12.4) is in H1 we can then apply Lp estimates to obtain w ∈ H3. Thus, Aij is now in
H2, and we can interpolate between estimates for elliptic operators with coefficients in Sobolev spaces of integer
order to finally conclude the result.
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