w . Let ‫ފ‬ s ␣, ϱ for some ␣ g ‫ޒ‬ or ‫ފ‬ s ‫ޒ‬ and denote by X a Banach space. We 
also investigate neutral equations. We prove that an Esclangon᎐Landau theorem is Ž U . still valid for neutral equations, if one has small perturbations of or if the characteristic function has positive distance from 0. Our results extend the classical Esclangon᎐Landau theorem; they are needed in the study of asymptotic properties Ž . Ž U . for example, almost periodicity of solutions of and neutral equations.
INTRODUCTION, NOTATION, AND MAIN DEFINITIONS
w x In 1915 Esclangon 12, 13 , in his study of quasi-periodic solutions of Ž . ordinary differential equations ODEs , showed that if ⍀ is a bounded solution of an nth-order linear ODE with bounded smooth coefficients and bounded right-hand side, then all derivatives ⍀ Ž j. up to j s n are also bounded.
Extending the Bohl᎐Bohr theorem on the indefinite integral of an Ž . almost periodic ap function to solutions of linear ODEs with constant w x Ž . coefficients, Bohr and Neugebauer 10 needed and used 1926 Esclangon's result in proving that such bounded ⍀ are ap, if the right side is. Landau w x Ž . 26 then generalized 1930 Esclangon's result to linear ODEs with only bounded coefficients, using what is now known as Landau's inequality:
n 5 5 on a sufficiently large interval depending on ⍀ , ⍀ k 0, and и is the Ž w x supremum over this interval. See also Levitan . < Ž n. < Ž< Ž ny1. < F ⍀ , иии ⍀, x , but only for delay equations with ⍀ F C ⍀ < < X < < < . qиии q ⍀ q ⍀ q D , where C, D are constants.
For further discussions of ap and almost automorphic solutions of ODEs w x and DDEs, and the use of or requirement for EL results, see Doss 11 , w x w x Levitan᎐Zhikov 28, pp. 94᎐97 , Fink 14 , pp. 80᎐83, 94᎐95 , and Krasw xwxw x noselskii et al. 24 , pp. 8᎐14, 275 , 2 , 3, pp. 22᎐24 . Ž . Although now there is an enormous literature on bounded and almost Ž w x periodic solutions of DDEs see, for example, Leont'ev 27 , w x w x w x w x Bellman᎐Cooke 5 , the surveys of Hahn 16, 17 , Myshkis 30 , Pinney 32 , w x w x w x Halanay 18 , Myshkis and El'sgol'ts 31 , Zwerkin et al. 35, 36 , and w x . Rutman and Ignatenko 34 , and the references therein , the question of Ž w x EL results has apparently not been discussed further. In Kolmogorov 23 , w x w x w x Lyubich 29 , Hille 22 , and Bang 1 , Landau's inequality is considered only for infinite intervals and boundedness of the derivatives is assumed, . so the conclusions are not EL results.
In the following we give EL results for Banach space valued solutions of Ž . Ž . systems of DDEs 1.1 , especially in the advanced case, and for certain Ž . w . neutral DDEs 1.2 . Let ‫ފ‬ s ␣, ϱ , ␣ g ‫,ޒ‬ or ‫ފ‬ s ‫,ޒ‬ and denote by X a Ž . real or complex Banach space and by L X the Banach space of all linear w x bounded operators from X to X. If f is a function defined on ‫,ފ‬ then f s w x Ž . Ž . Ž . or f will stand for the function defined by f t sf t s f t q s for all 
We study the equation 
. w . We say that Eq. 1.1 is delayed or retarded see 5, 19 if ‫ފ‬ s ␣ , ϱ Ž . w . and t F 0. We call 1.1 ad¨anced if ‫ފ‬ s ␣, ϱ and t ) 0.
m m
We further study neutral DDEs of the form 
Ž . 1.1 between ␣ and t and using 2.3 with u s ␣ and¨s t, we get, after Ž . rearranging, Eq. 2.1 .
1.1 with a as in Lemma 2.1. Let there exist a nondecreasing function w:
Ž .
w x See also Rutman 34 . Proof. We prove the statement by induction on n. If n s 1, then Ž . with n q 1 instead of n and the first line of 2.6 , we get
Žp.
. Let b, a be bounded continuous for all
Ž . Proof. By induction on n. For n s 1, 1.1 yields the boundedness of ⍀ X . Assuming that the statement is true for all equations of order less than Ž . or equal to n, let ⍀ be a bounded solution of 1.1 with n q 1 instead of Ž . Žk. Ž . n. One can use w s 1 in 2.4 , so by Lemma 2.2 and inversion, ⍀ t s Ž< < n .
< < O t
as t ª ϱ for all k s 1, 2, . . . , n q 1. So, assuming first that ‫ފ‬ s w . yt Ž . yt X Ž . yt Žnq1. Ž . ␣, ϱ , the functions e ⍀ t , e ⍀ t , . . . , e ⍀ t are all Bochner integrable on ‫,ފ‬ by the dominated convergence theorem, and all of the following integrals exist:
To the left-hand side integrals, one can apply 2.3 with u s x and¨s ϱ, obtaining
multiplying by ye , and noting that e ⍀ t s lim e ⍀ t s 0 t ªϱ for all k s 0, 1, . . . , n q 1, we conclude
Because of the boundedness of b, ⍀, a Ž p. , we get that B is bounded on ‫.ފ‬ j, k Ž . This implies that 2.7 can be written in the form ny1 m
with t s 0 and
F k q 1, so the induction hypothesis yields the boundedness of
for all k F n; then 1.1 gives the boundedness of ⍀ . If ‫ފ‬ s ‫,ޒ‬ one Ž .
Ž . w . can apply the result to z, z t s ⍀ yt and ‫ފ‬ s 0, ϱ .
In the following we extend an inequality of Landau to arbitrary intervals Ž w x w x w and to unbounded X-valued functions see 26 
Žn.
Ž . Ž . If ⍀ ' 0, the same holds if in 2.10 the w x is replaced by 1 and p s n. Ž .
First we show 2.10 for p s n and ⍀ k 0 by induction on n: 
If y g C I, X , considering X as a real Banach space and applying the
< < < < < < y F a and y F b; since f was arbitrary, one gets y F 2 ab , i.e., Landau's Hilfssatz 1 remains true for X-valued y.
there exists an interval I of length l with x g I ; K. For this I, the If ⍀ is unbounded, Taylor's formula yields for
Arguing as above, this remains true for X-valued ⍀. n Žw . .
Now for natural n and ⍀
We prove only the case n s 2, k s 0 needed here: integration gives, for ) 0, and
Ž . which gives 2.13 . Ž . Ž . For the ⍀ in 2.12 and ) 0, one can find, therefore, x s x ) 0, n « n q 1, n G 2. All of the following inequalities are meant on some w .
x , ϱ , with x depending on the inequality. Since 
Ž . This and 2.10 gives for 0 Ž n .
Ž . With Landau's inequality 2.10 one can get EL results for arbitrary delayed DDEs and solutions with arbitrary growth:
w . THEOREM 2.6. Let 1.1 be delayed and ⍀ be a solution on ‫ފ‬ s ␣, ϱ ; Ž .
Ž . 
x. pp. 95᎐97 to delayed DDEs; this special case also follows from Rutman w x 33 .
Proof of Theorem 2.6. By induction on n: 
with nondecreasing G 1 on ‫,ފ‬ then with w as in Theorem 2.6 and
, one has, as t ª ϱ,
0
We note that if in Theorem 2.8 the ⍀ and a are bounded on ‫,ފ‬ then so are
. EXAMPLE. X commutative Banach algebra, ⍀ X-valued bounded solution of
on ‫,ފ‬ with a , . . . , q arbitrary polynomials of m variables, with bounded 
THE ADVANCED CASE: RAPIDLY OSCILLATING COEFFICIENTS
In this section we give more general conditions under which an Esclan-Ž . gon᎐Landau theorem is true for 1.1 . We construct an example showing the sharpness of our assumptions. First, we need the following:
w . Ž . LEMMA 3.1. Let ⍀ g C ‫ފ‬ , X be a solution on ‫ފ‬ s 0, ϱ of 1.1 with < < X Žn. Ž . n ) 1 and ⍀ F 1 on ‫ފ‬ , bounded a and b, and ⍀ u / 0 for some
,¨[ t q max u, 2 ⍀ u and for some s G¨as- are j g 1, . . . , m , l g 1, . . . , n y 1 with
ϱ j Ž . Since here s q t G¨q t G x of 2.12 , Lemma 2.5 can be applied, Ž .
Since r2 G am q b , one gets F 2 am n y 1 2 ⍀ t with ϱ 5 Ž n. Ž .5 some t with 0 F t F s q r. This implies ⍀ t ) 1, then 0 -F 5 Ž n. Ž .5 q ⍀ t , and therefore¨-t F s q r and q ) 0. Finally, F 5 Ž n. Ž .5 lr n 5 Žn. Ž .5
Žny1.r n
be bounded continuous and a g
Žp . 
Ž .
with ␣ X ,¨, q of Lemma 3.1.
n Ž X . COROLLARY 3.3. a Let ⍀ g C ‫ފ‬ , X be a bounded solution on ‫ފ‬ of Ž . 
. Let b, a be bounded uniformly continuous functions for all
1 F j F m, k, j r Ž Ž .. 0FkFny1. Let there exist A, ) 0 with F nr n y 1 such that Ž p. Ž Aи < t < . < < a s O e as t ª ϱ, t g ‫ފ‬ for all 1 F j F m, 1 F p F k F n y 1.[ ⍀ on I [ k, k q 1 by k k X 1 i n t t yi n s 0 0 Ž . Ž . Ž x < Ž . < z s t ,
H H
Hence, ⍀ t F 1r2 q 2 q иии F 1, t g ‫ޒ‬ , proving that ⍀ is a uni-5 5 formly continuous function with ⍀ F 1. We show that there exist
< we have z t s 1. Assume that t g I satisfies z t G 2 and Re z t
Let t X be the nearest to the t end point of U . We can assume k k k that 0 -t y t X F 1r4. By the Mean Value Theorem, on the interval
This implies that Re z s G 4 Re z t ) 2 .
. This proves that ⍀ s z is not bounded. 
Ž . q ally, ⍀ F w t for t g ‫ޒ‬ . ŽOne can assume w strictly decreasing to 0; as t ª ϱ, ⍀ is a bounded Ž . Ž .
yŽkq2.
uniformly continuous solution of 3.3 in 3.5 ; instead of 2 , take then 1 w Ž . Ž .x w k q 2 y w k q 3 . For the corresponding ⍀, the limit exists
Also with a slight modification, one can also get in Example 3.4 and this remark a coefficient a with a ª 0 as t ª ϱ.
FURTHER EL CONDITIONS
In this section we introduce further Esclangon᎐Landau conditions. w Ž .x 
Žp . w . is also uniformly continuous on 0, ϱ . We prove by induction on n that ⍀ X , . . . , ⍀ Ž n. are uniformly continuous functions on ‫.ފ‬ If n s 1, the as-X w . sumptions imply that ⍀ is a uniformly continuous function on 0, ϱ . 
5 Ž .5 function on ‫.ފ‬ Using the assumptions, we conclude sup ⍀ t -
ϱ. This implies that ⍀ is bounded. If ‫ފ‬ s ‫,ޒ‬ we apply the above results to Ž . Ž . z t s ⍀ yt .
As a consequence, we have the following: Ž . Ž .
By continuity, there is a maximal such ␦ , for which
Ž .
Ž . < X Ž .< < X Ž .< Using 4.2 one gets, with l such that ⍀ w q t s max ⍀ w q t ,
Ž . Ž . Equations 4.4 and 4.6 give, inductively, sequences u s u, u , u , . . . 
By assumptions, there exist such I , with q F Ce A u n q r , for each j, if
Since ␦ ª 0, by the assumptions on there is n G n such that Ž .
Let the maximum be attained for j s l; by assumption, there are ␤ such i that a is monotone on each

0
This yields with the Second Mean Value Theorem of integral calculus and Ž . If t -0, divide by ␤ and substitute t y t for t in 5.4 for w. 1 1 ''If'': One can assume ␤ / 0; arguing as above, one can further Ž < <. 5 5 assume t -0 and then, with ⍀ tr t , t s y1 and F 1. Now if I s 
