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Presentación
Como cualquier otra disciplina social, la economía se encuentra ante la tarea de
estudiar el comportamiento humano en muchas de sus facetas que, a través de
la interacción de lo individual y lo social, se reflejan en fenómenos tales como
la inflación, el desempleo, el crecimiento económico o el desarrolio desigual.
Reconocer la complejidad del objeto de estudio implica darse cuenta de la in-
certidumbre que circunda cualquier decisión, y de cómo cientos de factores se
congregan ante cada elección individual, y se relacionan en el tiempo. A la vez
las decisiones que se toman hoy inciden en las del futuro próximo, y éstas, o al
menos lo que se espera que éstas sean, influyen en lo que hoy se llegue a hacer.
Si bien es obligado reconocer, a veces con cierto rubor, las limitaciones de lo
que sabemos y lo que somos capaces de hacer, también es importante caer en
la cuenta de los progresos que, paso a paso, se van realizando en el ámbito del
saber económico y social. En este sentido, la teoría económica como un cuerpo
integra de manera cada vez más habitual las dos características básicas que, a
mi parecer, debe recoger cualquier investigación que se acerque al conocimiento
de la actividad humana: la aleatoriedad y la interrelación. Esto es, la incer-
tidumbre y la dinámica. Desde los años setenta, de mano de una generación
de economistas que transformó profundamente la manera de hacer economía de
su época, la construcción de pequeños laboratorios de estudio, artificiales, que
recogieran estas dos características de la toma de decisiones de las familias, y es—
tilizaran muchos otros, en el marco del análisis de equilibrio general, ha pasado
a ser una corriente importante dentro de la disciplina. En un famoso trabajo
de principios de la década de 1980 Lucas apuntaba, además, que el ritmo de
avance de nuestra compresión de fenómenos relevantes iría de la mano, en lo
sucesivo, del avance de los instrumentos necesarios para estudiarlos, a saber, la
matemática, la estadística y los ordenadores.
Cuando en septiembre de 1996, tras un verano en que estuve intentando
encontrar un tema para mi entonces incipiente tesis doctoral, mediante la lectura
de artículos de teoría monetaria, tuve la ocasión de asistir a la Escuela de
Verano de la Asociación Europea de Economía en Florencia, caí en la cuenta
de lo necesario que era para poder analizar cuestiones interesantes, el tener un
bagaje importante de métodos computacionales para la solución de economías
dinámicas y con incertidumbre. La intensidad del curso, unido a la calidad
del profesorado y las externalidades del resto del alumnado, hicieron que me
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interesara vivamente por el tema. Como resultado, en el transcurso de estos tres
años he podido realizar una memoria de Tesis, que aquí se presenta, que es, en
sus dos terceras partes, de caracter instrumental y metodológico. También pude
participar, junto con mi director de Tesis y dos colegas más, en un Capítulo del
libro Computational Methods for tire Study of Dynamic Economies que, editado
por Ramón Marimón y Andrew Scott, recogía y extendía los contenidos del
citado curso.
En el resto de la Tesis, usando una metodología acorde con los dos tercios
primeros, se analizan distintos experimentos de política monetaria, que han
sido, en el ámbito académico, la otra gran actividad a la que he dedicado mis
esfuerzos en este tiempo. Dado el tamaño adquirido por la parte de métodos
numéricos de solución, la cuestión monetaria ha sufrido un considerable recorte
de espacio, y una gran parte del material disponible y estudiado queda para
trabajos futuros y no se muestra en el presente volumen.
Las economías que se analizan se pueden describir mediante un conjunto de
variables endógenas de estado, {sj}, el resto de variables endógenas, {vt}, y otro
de variables exógenas {zt }. En ellas, los agentes toman decisiones en función
de sus objetivos (preferencias, beneficios...), teniendo en cuenta las restricciones
presupuestarias y de recursos a las que se enfrentan, y las reglas de política
que el gobierno esté instrumentando, por ejemplo, sobre los tipos nominales de
interés que definen la reacción de la autoridad monetaria, o las reglas sobre
fijación de impuestos o determinación del consumo público. Estas decisiones los
llevan a elegir una senda temporal para {~t, Vt} que haga máximo o mínimo el
valor presente de su función objetivo dado so y la senda temporal de {Zt}.
Una solución de equilibrio para la economía que se esté estudiando es un
vector {st, vt, z~ } que satisface el conjunto de condiciones de primer orden del
problema de los agentes,
zt, st~i, vtl) = O
para todo e, dado el proceso exógeno {Zt} y s~, y que verifica las condiciones
de transversafldad del problema, que acotan la función objetivo limitando el
espacio factible de la solución,
lim ¡3th(st,vt,zt) < oc
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donde las funciones L*, ~ y h son conocidas una vez que se fijan los parámetros
estructurales de la economía, y ¡3 es uno de esos parámetros, un factor de des-
cuento subjetivo. La esperanza condicional E~ [.] se toma sobre valores futuros
de las variables, condicional al conjunto de información disponible en el periodo
de tiempo e. Se considerará en lo que sigue que los agentes forman estas expec-
tativas de manera racional, esto es, utilizan la información de la que disponen
de la mejor manera posible. Esto es relevante en la medida en que garantiza la
consistencia de las decisiones de los agentes con sus objetivos y restricciones. Se
supondrá en todo momento información completa.
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De manera alternativa, una solución se puede expresar como una regla de
decisión L tal que el vector {Sj, v~} generado por[21 =
satisface el sistema de condiciones anterior, supuesto que la información pasada
relevante para predecir ~(steí, vt+í, zt+í) se pueda resumir en una función su-
ficiente de {szl,zt}, de dimensión finita.
En general, en una gran cantidad de problemas interesantes a analizar, no
se conoce la forma exacta de L* ni de L, con lo que se tiene que acudir a
aproximaciones numéricas, que deberán ser, por tanto, lo más precisas posibles.
Con distintas estrategias de solución alternativas trata la parte primera de la
memoria de Tesis.
En el Capítulo 1 se evalúan la implementabilidad y la calidad de las apro-
ximaciones con un conjunto de métodos “casi lineales”, que cubren un espectro
amplio, desde alguno más habitual a propuestas muy recientes, y un método
no lineal muy utilizado, en una clase amplia de modelos estándar de ciclo
económico. Así, se analizan una aproximación lineal cuadrática estándar, la des-
composición de autovalores y autovectores de Sims (1999)-Novales et al. (1999),
la propuesta de coeficientes indeterminados de Uhlig (1999) y el método de
Parametrización de Expectativas de A. Marcet y distintos coautores.
Preferir un método a otro puede depender a veces de la cuestión que se
pretenda analizar, como es el caso de la aparición de distintas expectativas en
el sistema a estudiar, o de expectativas a distintos horizontes temporales, que
se tratan en el Capítulo 3. Allí se muestra cómo métodos que individualizan el
tratamiento de las esperanzas condicionales pueden extraer más información de
la economía en estudio.
En el Capítulo 2, por otro lado, se aborda una cuestión técnica necesaria
cuando se trabaja con el método de Parametrización de Expectativas, que es la
obtención de condiciones iniciales adecuadas para el algoritmo. Se muestra un
manera alternativa a las existentes en los trabajos relacionados, de inicializar
el algoritmo, que permite garantizar estacionariedad y mejorar la velocidad de
convergencia repecto a distintas alternativas estudiadas.
El Apéndice A analiza en detalle los pormenores que se dejan aparte en la
implementación de las soluciones numéricas analizadas en los tres Capítulos de
la parte primera de métodos de solucion.
En la parte segunda de la Tesis se traslada el énfasis desde cuestiones meto-
dológicas a cuestiones más conceptuales de teoría monetaria, aunque la necesi-
dad de soluciones numéricas permite explotar la experiencia adquirida en los
Capítulos previos. Así se analiza en el Capítulo 4 el comportamiento de dis-
tintas reglas monetarias alternativas compatibles con la solvencia del gobierno,
que obliga a que las actuaciones de las autoridades monetaria y fiscal deban
coordinarse. Esta parte de la Tesis ha quedado reducida a un Capítulo por
consideraciones de espacio y necesidad de mantener la unidad temática del con-
junto. No obstante, con poco esfuerzo, se podrían haber agregado dos Capítulos
más, que quedan en la versión actual como investigación en curso.
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Dado el gran énfasis puesto en esta Tesis en los métodos computacionales,
en el Apéndice B se presenta una breve descripción de todos los programas
necesarios para replicar todos los resultados, y un disco con el texto completo
de todos los programa en IIATLAB acompaña el conjunto.
Una buena parte del material disponible en esta tesis se ha presentado en
distintos congresos y workshops. En lo concerniente al Capítulo 1, una versión
anterior del mismo se presentó en el XXIII Simposio de Análisis Económico,
Barcelona, diciembre de 1998, en la IXtir Summer School of tire European Eco-
nomic 4ssociation, Paris, septiembre de 1998, y en las II Jornadas de Macroe-
conomia Dinámica, Madrid, marzo de 1998. El Capítulo monetario se presentó
en el ¡IT Workshop on Dynamic Macroeconomics, Vigo, julio de 1998 y en el
seminario de la Fundación de Estudios de Economía Aplicada (FEDEA), mayo
de 1998. Una parte del material de los Capítulos 2 y 3, por otro lado, se ha
presentado en el Workshop del Departamento de Economía Cuantitativa de la
Universidad Complutense de Madrid.
Parte 1
Evaluación y Análisis de
Métodos de Solución de
Modelos Dinámicos y






de Métodos de Solución de
Modelos no Lineales con
Expectativas Racionales
1.1 Introducción
La importancia de los métodos computacionales en el análisis económico re-
sulta evidente cuando uno consulta cualquier revista de investigación. Como
señalan Judd (1997), Bona y Santos (1997) o Kydland y Prescott (1996) en
diversos artículos metodológicos, la interacción entre la teoría económica y
la investigación en métodos computacionales es, y será cada vez más, un de-
nominador común en economía. Esta interacción es particularmente impor-
tante en la agenda de investigación perfilada en Lucas (1980). La construcción
de fully articulated artificial economies ha lievado a la aplicación de modelos
dinámicos y estocásticos con expectativas racionales en casi todos los campos
de la economía [para revisiones generales véase, por ejemplo, Marcet (1993),
Kydland y Prescott (1996) o Cooley y Prescott (1995)
Este tipo de modelización implica generalmente la resolución de un con-
junto de ecuaciones en diferencias estocásticas que contienen expectativas condi-
cionales de funciones altamente no lineales (ecuaciones de Euler), o el uso de
herramientas de la programación dinámica cuando los problemas a resolver se
pueden escribiren forma recursiva. El objetivoes encontrar la soluciónde equili-
brio para todas las variables que describen la economía, y las reglas de decisión
que relacionan variables de estado y de decisión. No obstante, la estructura
esencialmente estocástica y no lineal que impregna estos sistemas hace general-
mente imposible la obtención de soluciones analíticas, y ha motivado un extenso
desarrollo de métodos numéricos de solución. Aunque hay una gran variedad
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4 Evaluación y Comparación de Métodos
de aproximaciones numéricas disponibles en el área’, no hay mucha evidencia
que estudie las consecuencias de usar una u otra de ellas cuando se trata un
problema económico concreto.
Si se centra la atención en estudiosque toman como base el modelo neoclásico
de crecimiento, la comparación de métodos numéricos más completa es la rea-
lizada por Taylor y Uhlig (1990), que comparan catorce métodos de solución
diferentes. Su estudio es muy rico en lo concerniente al tipo de discusión de
resultados y a las medidas de comparación que usan, y la conclusión general
que obtienen es que las diferencias entre los distintos métodos pueden ser muy
importantes para determinados aspectos del modelo. Sin embargo, su análisis
presenta una importante falta de homogeneidad dada la manera en que tuvo
que realizarse: para cada método disponían tan sólo de una simulación de cada
variable de interés, además de las reglas de decisión. Lo que es más, la dis-
tribución de probabilidad de la perturbación tecnológica usada para resolver
con cada método, la única fuente de dinámica exógena de la economía artificial,
no había sido la misma.
Otro conjunto de artículos en el contexto del mismo modelo son Chris-
tiano (1990), que compara un método lineal cuadrático y otro lineal cuadrático
en los logaritmos de las variables, con la solución generada por un procedi-
miento de iteración en la función valor y espacio de estados discretizado. y por
tanto más cercano a la “verdadera” solución, y Christiano y Fisher (1999), que
comparan un conjunto de métodos de residuos ponderados y elementos finitos,
de nuevo con el mismo tipo de solución basada en la discretización del espa-
cio de estados. Imrohoro~lu (1994) propone un método de solución for’ward y
lo compara con backsolving y con una aproximación lineal cuadrática estándar
en el contexto del mismo modelo de crecimiento, usando como patrón de com-
paración el contraste de den Haan y Marcet (1994). Estos últimos autores, para
ilustrar la potencia del contraste, comparan el método de Parametrización de
Expectativas con métodos lineal cuadráticos en el contexto del modelo básico
de crecimiento y también en el modelo monetario con efectivo por adelantado
de Cooley y Hansen (1989), en el que la solución descentralizada no es óptima
en el sentido de Pareto. También en un contexto no Pareto-óptimo, Dotsey y
Mao (1992) comparan diferentes aproximaciones lineales y lineales en logarit-
mos en una versión modificada del modelo neoclásico de aecimiento en la que la
fuente de dinámica exógena es un proceso de Markov con cinco estados supuesto
para los impuestos sobre la producción, y sin perturbación tecnológica, y donde
usan como criterio de comparación una solución a las ecuaciones de Euler del
modelo basada en la discretización del espacio de estados.
A pesar de ser relativamente extensa, la evidencia que se puede extraer
de todos estos artículos es confusa y dispersa. Para ser breve: en relación
‘No entra dentro de los objetivos de este Capítulo el describir el estado de la cuestión en este
¿rea. Para revisiones generales y exhaustivas de métodos numéricos de solución pueden con-
sultarse, por ejemplo, el libro Corr¿putationol Methods br the Stud~,, of D~namic Economtes,
editado por R. Marimon y A. Scott (1999), el número de invierno de 1990 del Journal of
Bvsiness y Econo’,nic Statistic, Cooley y Prescott (1995), Marcet (1993), Danthine y Donaid-
son (1995) o Judd (1997).
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al modelo básico de crecimiento neoclásico, los diversos métodos basados en
aproximaciones lineal cuadráticas en niveles y en logaritmos se comportan de
una manera muy similar y generan aproximaciones razonables si se exceptúa su
comportamiento en lo relativo al contraste de den Haan y Marcet. En contextos
no óptimos estos resultados cambian. Por otra parte, todos los métodos de la
clase residuos ponderados-elementos finitos se comportan de una manera muy
similar, aunque el método de Parametrización de Expectativas tiende a ser el
algoritmo más usado, y aparece como el más conveniente cuando hay un número
elevado de variables de estado.
Hay varias cuestiones de interés que surgen de estos trabajos y no han sido
objeto de un estudio detallado, o sólo se han apuntado vagamente, y que se
pueden articular en las siguientes tres cuestiones:
1. La puesta en práctica de cualquier método de solución “casi” lineal implica
algún tipo de aproximación numérica, pero es una elección del investigador
cuánta estructura no lineal del problema original se desea mantener. La
pregunta es: ¿cuánta de esta estructura resulta útil mantener como com-
promiso entre aproximación numérica y exactitud de la solución?
2. ¿Cómo cambia el comportamiento de los distintos métodos de solución
cuando se analizan economías más complejas que el modelo básico de
crecimiento neoclásico?
3. Al comparar el método de Parametrización de Expectativas y la linea-
lización estándar que se usa en Cooley y Hansen (1989), den Haan y
Marcet (1994), página 13, afirman: “tire different results in tire accuracy
tests suggest that ihere are differences between tire senes generated by botir
methods, even though tirase do not affect tire statistics reported by Cooley
aná Hansen f...j”. En este Capítulo se va a poner énfasis en caracterizar
estas posibles diferencias, y también en si es posible encontrar métodos
de aproximación basados en linealizaciones [en niveles y en logaritmos de
las variables] que generen soluciones idénticas, de acuerdo con un con-
junto amplio de medidas relevantes, a las obtenidas al parametrizar las
expectativas.
Se tratará de responder a estas cuestiones en un marco unificado y exhaus-
tivo. El estudio que se realiza no trata de hacer una ordenación de los distintos
métodos para acabar diciendo que uno es mejor que los demás en algún sentido.
Simplemente se trata de evaluar sucomportamiento a la luz de las tres cuestiones
planteadas más arriba y buscar sus posibles limitaciones. Esta es la principal
novedad de este trabajo cuando se pone en relación con la investigación previa
en el área.
Se pone especial énfasis en la racionalidad ya que el no mostrar desviaciones
de la propiedad de racionalidad debería ser un primer requisito para la elección
de cualquier método de solución. Como subproducto, se evaluan dos propuestas
muy recientes en el área de solución de modelos no lineales de expectativas
racionales, Uhlig (1999) y Sims (1999), y se proporciona una guía de usuario
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que permite escoger entre un conjunto importante de los métodos descritos en
Marimon y Scott (1999).
Para responder a la segunda pregunta, se comienza analizando el modelo
básico estocéstico de crecimiento neoclásico, sujeto a un shock tecnológico que
determina la dinámica de la economía. Después se incrementa la complejidad
del modelo incluyendo trabajo indivisible, como en el modelo de Hansen (1985).
En un estadio final se añade dinero a través de un restricción de efectivo por
adelantado sobre el bien de consumo, como en Cooley y Hansen (1989). Esto
supone el estudio de un contexto no óptimo en el sentido de Pareto y además la
inclusión de un proceso estocástico exógeno adicional, el crecimiento monetario.
Con esta secuencia de modelos se trata de cubrir un amplio rango de aplicaciones
económicas.
Para responder a la primera pregunta, se consideran distintos métodos basa-
dos en aproximaciones lineales y que difieren en su uso en el grado de no linea-
lidad que preservan. Para esto se han utilizado: i. la aproximación lineal
cuadrática estándar, como en Hansen (1985) o Díaz-Giménez (1999). y se ha
simulado, como ellos hacen, tomando la estructura no lineal del problema más
la/s regla/s de decisión lineales, u. la solución de coeficientes indeterminados
del modelo lineal en logaritmos aproximado como se propone en Uhlig (1999),
y se ha simulado el modelo usando el sistema completo lineal en logaritmos
en forma de espacio de estados, iii. una aproximación basada en Blanchard
y Khan (1980)-Sims (1999) en niveles y en logaritmos de las variables, tal y
como se describe en Novales d al. (1999), y se ha simulado haciendo uso de la
estructura del problema original junto con la condición de estabilidad del sis-
tema lineal aproximado, en niveles o en logaritmos. De esta manera, con estas
aplicaciones se cubre exhaustivamente el uso habitual de métodos de solución
“casi” lineales en la profesión.
Todos estos métodos soniguales en esencia. Todos buscan la variedad estable
de una aproximación lineal al problema no lineal original, e imponen estabilidad
al seleccionar la senda de equilibrio estable (generalmente de punto de silla). A
lo largo de esta Tesis Doctoral se les llamará “casi” lineales [“almost” linear],
en la terminología de Marimon y Scott (1999), porque generalmente mezclan,
al simular, la condición que garantiza la estabilidad de la aproximación lineal,
en ruveles o en logaritmos, con diversas partes del problema no lineal original,
como la restricción de recursos y las condiciones de equilibrio. Las diferencias
entre estos métodos estriban principalmente en la manera en la que se usan en
la práctica. En este sentido, un método de solución se puede refinar incremen-
tando la cantidad de estructura no lineal del problema original que preserva:
se puede trabajar directamente con un sistema completamente linealizado, o
con un sistema en forma lineal en logartimos, o con una mezcla del problema
original y la condición de estabilidad/regla de decisión extraída de la versión
lineal, en niveles o en logaritmos, del sistema original.
Por otra parte, también se resuelve usando un método de aproximacién de
elmentos finitos, Parametrización de Expectativas. Los métodos de la clase
residuos ponderados-elementos finitos aproximan la solución de una ecuación
funcional (esperanzas condicionales, funciones de valor) usando combinaciones
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flexibles de funciones conocidas. La ventaja de este tipo de métodos es que,
supuestamente, se puede conseguir una aproximación a la verdadera solución tan
exacta como se desee, manteniendo toda la estructura no lineal del problema
original. En el método de Parametrización de Expectativas, las expectativas
condicionales en el modelo se aproximan mediante funciones polinómicas. Un
método de este tipo se puede refinar incrementando el número de elementos en
la aproximación, por ejemplo, el orden del polinomio, hasta que la solución sea
lo suficientemente buena, según algún criterio bien definido.
En relación a las tres preguntas, se mfra en este Capítulo a un amplio con-
junto de criterios, en el espíritu de Taylor y Uhlig (1990), y en un marco unificado
y coherente. Por una parte se han llevado a cabo simulaciones de Monte Carlo
de una batería de tets para contrastar las propiedades de racionalidad de los
residuos de las ecuaciones de Euler estocásticas: contraste de den Haan-Marcet
de correlación con las variables incluidas en el conjunto de información, posible
estructura de autocorrelación o existencia de una media distinta de cero. Por
otra parte, se han calculado un conjunto de estadísticos para las principales
variables (media, desviación típica, correlación cruzada con el producto), así
como funciones de respuesta a impulsos en las perturbaciones exógenas de cada
modelo, y también se han analizado las reglas de decisión estimadas generadas
con cada método de solucion.
Deliberadamente no se ha querido utilizar como criterio de evaluación la cer-
canía de las aproximaciones realizadas a una solución arbitrariamente “exacta”
a través de una discretización fina del espacio de los estados, tanto basada en
la ecuaciones de Euler como en la programación dinámica, ya que no se ha
querido restringir el análisis a cadenas de Markov para los procesos estocásticos
exógenos con un reducido número de estados, como en Christiano (1990) o Dot-
sey y Mao (1992). En cambio, se ha preferido usar una función de distribución
de probabilidad continua para la perturbación tecnológica en los dos primeros
modelos, y para la perturbación en tecnología y en el crecimiento monetario en
el tercero, y este punto parece ser de gran importancia cuando se comparan los
resultados a los que se llegan en este Capítulo con los resultados de otros traba-
jos. Además, se puede verificar indirectamente la cercanía de nuestras aproxi-
maciones a la solución exacta mediante la contrastación del cumplimiento de la
hipótesis de expectativas racionales, a través de los residuos de las ecuaciones
de Euler estocásticas, y también estudiando la cercanía de las soluciones “casi”
lineales a la solución obtenida por Parametrización de Expectativas.
Los resultados obtenidos en este primer Capítulo de la Tesis Doctoral mues-
tran que la estrategia de solución propuesta en Sims (1999)-Novales et al. (1999)
y Uhlig (1999) aplicada a los modelos anteriores, cuando se realiza en logarit-
mos de las variables, es casi indistinguible de la obtenida con el método de
Parametrización de Expectativas en todas las dimensiones del estudio y para
todos los modelos considerados. También muestran como es conveniente refi-
nar al máximo las aproximaciones lineales, especialmente cuando se resuelve en
mveles de las variables.
El resto del Capitulo se estructura de la siguiente manera. En la sección 1.2
se presentan las distintas versiones del modelo neoclásico de crecimiento que se
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consideran. En la sección 1.3 se describen brevemente los métodos de solución
que se usan, mientras que la sección 1.4 establece las bases para la evaluación.
En la sección 1.5 se muestran los resultados obtenidos y en la sección 1.6 se
ofrecen las conclusiones. La sección 1.7 presenta las reglas de decisión obtenidas
con todos los métodos, y una discusión resumida de cómo resolver los modelos.
En el Apéndice A se puede encontrar una discusión muy detallada de los métodos
de solución y de todos los aspectos relacionados con la puesta en práctica de
cada uno de ellos para resolver cada uno de los modelos analizados.
1.2 Descripción de los modelos
Como ya se adelantaba en la Introducción, se centrará el análisis en diversas
versiones estándar del modelo neoclásico, sin crecimiento, o con variables que
crecen a una tasa exógena. La secuencia comienza con una versión del mo-
delo básico de crecimiento estocástico de un sector. Se supone que los agentes
privados eligen sendas de capital y consumo para maximizar
00
sujetos a restricciones tecnológicas y de recursos
Yt = ct+xt
= (1—S)ktr+xt
log(zt) = (1— p) log(z~8) + plog(ztr) + t
i.i.d. N(0, oQ)
k~ =0,ct > O
dados k0 y z0, donde ct denota el consumo en el instante t, kt1 el stock de capi-
tal disponible al comienzo del período t, x~ la inversión, y~ el nivel de producto,
y Zt una perturbación tecnológica que recibe la producción del único bien de la
economía. O < ¡3 < 1 es el factor de descuento subjetivo, ij > O el coeficiente
de aversión relativa al riesgo, O < a < 1 la participación del capital en la pro-
ducción, O < 3 < 1 la tasa de depreciación y O < p < 1 controla la persistencia
del shock. A lo largo de toda la Tesis el subíndice ss afectando a una variable
denotará su valor de estado estacionario determinista.
La condición de optimalidad de este problema es
= ¡3E~ [c~$1Rt+í] (1.2)
junto con las anteriores restricciones, donde Rt+1 = azt+íkg’ + 1 — 6. Para
realizar contrastes de racionalidad se debe mirar a las propiedades del error de
predicción. El error racional de expectativas un período hacia delante asociado
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a la ecuación (1.2) es,
= [cj$1Rt4i] — E~ [c5~$1Rt+i] (1.3)
con una estructura de ruido blanco: E~ (¿±±~)= O e incorrelación con cualquier
variable incluida en el conjunto de información disponible en el instante del
tiempo t. Estas propiedades son implicaciones directas del supuesto de raciona-
lidad de expectativas, implícito en los supuestos del modelo, y por tanto siempre
se debería considerar un asunto central el contrastar si se mantienen tras realizar
algún tipo de aproximación numérica. Si se usan las series temporales para el
consumo y el capital que se obtienen con cada método de solución, se pueden
generar series para el error de predicción aproximado, ~ como en (1.3), para
contrastar si incumple racionalidad de expectativas.
El segundo modelo es el propuesto en Hansen (1985). Es ligeramente más no
lineal que el anterior en la medida en que incluye una no convexidad, el trabajo
indivisible. En este caso el agente representativo se enfrenta al problema de
decisión
00 1[cM— 1




= (1 — 6)k~1 + Xt
log(zt) = (1 — p) log(z53) + plog(z~1) + C~
k~ = 0, ct =O
dados k0 y z0. N~ denota el número de horas trabajadas y AN es un parámetro
que mide el peso relativo del trabajo en la función de utilidad. Los parámetros
restantes se definen como en el modelo previo. De nuevo (1.2) es la única
ecuación que incluye un término con expectativas, y surge de las condiciones
de primer orden para el capital y el consumo, donde ahora R~+1 = azt+í
+ 1 —6, y el error de expectativas racionales se define como en (1.3).
Además de (1.2) y las restricciones, hay ahora otra condición de optimalidad,
la que surge de maximizar con respecto a las horas trabajadas que, usando la
condición de optimalidad para el consumo, se puede escribir,
AN = (1 — a)c[~ze14¿íNFú
La última economía considerada, Cooley y Hansen (1989), es una versión
de la de Hansen (1985), con el dinero motivado a través de una restricción de
efectivo por adelantado en el bien de consumo. El equilibrio competitivo no es
6ptimo en el sentido de Pareto y el segundo teorema del bienestar, por tanto,
-N
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no se verifica en este caso. La empresa representativa resuelve un problema de
maximización de beneficios estándar, mientras que las familias buscan maxi-
mizar sus preferencias a lo largo del tiempo sujetas a sus tenencias de saldos
reales en dinero y un conjunto de restricciones presupuestarias habituales. Hay
dos fuentes de incertidumbre en esta economía: el shock autorregresivo a la
tecnología, Zt, y la tasa de crecimiento del dinero que se supone que sigue el
proceso,
log(ge~í) = (1 — p9) log(g55) + p9 log(gt) +
En equilibrio se tienen dos condiciones de primer orden que incluyen esperanzas
condicionales,
= /3E~ [A~~1R~~1] (1.5)
1A~c~ = ¡3E~— (1-6)
9t+í
donde R~1 = azt+ikr’N~4[ + 1 — 6 y A~ es el multiplicador de Lagrange
asociado a la restricción presupuestaria de las familias. La primera ecuación es
la condición de óptimo del capital, con un error de expectativas dado por
= — E~ kt-i-íRt±r] (1.7)
La segunda ecuación surge de las condiciones de primer orden para los sal-
dos reales en dinero y el consumo, junto con la restricción presupuestaria.
Suponiendo normalidad en la innovación e9~, esta esperanza condicional tiene
una forma analítica conocida que es lineal en los logaritmos de las variables
2.
1.3 Métodos de Solución
Para responder a la segunda pregunta expuesta en la Introducción, se ha deci-
dido evaluar dos conjuntos de métodos. Por una parte, se utilizarán tres métodos
2DeI proceso estocástico para gt±iy si c
9~~1 jid. N(0,a~>, se puede escribir,
E~ [~í1= E~ = g7Po g~.f’et,
de manera que el correspondiente error de predicción, ¿a,, tiene una expresión analítica cono-
cida
21 /1’~ 1
No es difícil ver que la aproximación lineal cuadrática basada en una aproximación a la
función de valor que utilizan Cooley y Hansen (1989) no garantiza que 4, sea un ruido
blanco. Como señalan den Haan y Marcet (1994), el error de expectativas calculado casi
nunca pasa el contraste de den Haan-Marcet, y muestra grandes desviaciones de la propiedad
de racionalidad. Por supuesto, cualquier método de solución basado en una aproximación a
las condiciones de Euler verifica por construcción que {4~ }?i~ es un ruido blanco. En la
evaluación y comparación que sigue no se destacará este punto, ya analizado suficientemente
en el artículo de den Haan y Marcet (1994>.
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“casi” lineales que preservan distintos grados de estructura no lineal del pro-
blema original, que son fáciles de usar y, en general, son bastante rápidos: i. la
aproximación lineal más usual y estándar, en niveles de las variables (LQA a
partir de ahora), ji. el método propuesto en Uhlig (1999) (UHL) y iii. el enfoque
de Sims (1999)-Blanchard y Khan (1980) tal y como se describe en Novales et
al. (1999), tanto en los niveles como en los logaritmos de las variables (SIM ¡
SIL respectivamente). El primero es un método basado en una aproximación a
la función de valor mientras que los otros dos se basan en aproximaciones a las
condiciones de Euler.
La discusión que sigue de los métodos se refiere a cómo se llevan a cabo en
la práctica. Diversos detalles de su uso es lo que los hace realmente distintos ya
que, fundamentalmente, todos buscan el mismo subespacio estable, y se pueden
adaptar para que sean esencialmente indistinguibles unos de otros.
Por otra parte, también se usa un método de la clase residuos ponderados-
elementos finitos, Parametrización de Expectativas (PEA), otro método basado
en las condiciones de Euler. Se ha refinado la aproximación PEA hasta que el
error de predicción correspondiente a la ecuación de Euler estocástica pasara el
contraste de den Haan-Marcet (1994).
1.3.1 Métodos “casi” lineales
Para simular series temporales, LQA usa la estructura no lineal del modelo
añadiendole las reglas de decisión lineales para el consumo, la inversión o las
horas trabajadas, según el modelo que se considere. SIM, también en niveles,
conserva más estructura no lineal, ya que sólo añade una condición de estabilidad
lineal, con el coste de tener que resolver un sistema de ecuaciones más complejo,
por lo que se verá si vale la pena mantener más estructura no lineal. También se
aplica el método SIM a una aproximación lineal en logaritmos de las variables
alrededor del estado estacionario determinista, que se denotará por SIL. Esto
nos proporciona una condición de estabilidad lineal en los logaritmos de las
variables, en vez de en los niveles de las variables. Así, al comparar SIM con
SIL se puede ver si llevar a cabo la aproximación en logaritmos tiene alguna
ventaja. En un último paso, dado que UHL utiliza un sistema totalmente lineal
en logaritmos y SIL usa una mezcla del problema original y una aproximación
lineal en logaritmos, se puede de nuevo evaluar los beneficios de preservar más
no linealidad. En este sentido, SIL es el más refinado de los métodos “casi”
lineales, y LQA, tal y como se lleva a cabo en esta Tesis, el menos refinado.
Aproximación lineal cuadrática estándar
La aproximación LQA consiste en aproximar un problema que no es lineal
cuadrático mediante uno con estructura lineal cuadrática del que siempre se
conoce la solución analítica. Para una descripción detallada pueden verse Kyd-
land y Prescott (1982), Cliristiano (1990), Díaz-Giménez (1999) o Hansen y
Prescott (1995). En todos estos artículos, resolver el problema del planificador
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social implica resolver un problema de programación dinámica de la forma:
Vn+l(z~, st) = rnax {r(zt, st, dt) + ¡3E fVn(zt+i, st+i IzM}
sujeto a
E tt J
donde V~(z~, st) es la n-ésima iteración en la función valor óptima, ¡3 el factor de
descuento, z~ un vector de variables de estado exógenas, s~ un vector de variables
de estado endógenas, d~ un vector de variables de decisión, r(zt, s~, d~) la función
de retorno del problema, c~ un vector de procesos estocásticos independientes e
idénticamente distribuidos, y donde las restricciones describen la evolución de
las variables de estado. Esta notación se mantendrá a lo largo de toda la Tesis
Doctoral. Para una definición exacta de estos vectores en cada modelo, véase el
apartado 1.7. Para resolver el problema anterior se puede operar directamente
en la función valor. Lo que LQA hace es realizar una aproximación lineal a
la economía original alrededor del estado estacionario determinista, y después
buscar la solución de la economía aproximada, que es conocida. De manera
resumida, los pasos son:
1. Calcular las condiciones de primer orden y el estado estacionario determi-
nista.
2. Sustituir las restricciones no lineales en la función de retorno, r.
3. Realizar una aproximación de Taylor de segundo orden a la función de re-
torno resultante alrededor del estado estacionario determinista. Haciendo
uso del principio del equivalente cierto, el problema aproximado queda,
V~+l(zt, sj) = znax {[i, zt,st,dt]Q[1, Zt, st,dtl’ + ¡3Vn(zt±í,5r~i~1[Zt)}
sujeto a
donde Q es una matriz simétrica y ~ denota transposición matricial.
Bajo condiciones apropiadas, la función valor óptima existe, resuelve esta
ecuación funcional y es cuadrática. Como consecuencia, las reglas de de-
cisión asociadas son lineales.
4. Suponer una conjetura cuadrática inicial para
V0(z~+1, st-~-i) = [1,~ st+í]LIQA [1,~ st+l]T
donde es una matriz simétrica y semidefinida negativa. Entonces,
dadas las leyes de movimiento de los estados (un subconjunto de las
restricciones del problema anterior), es posible obtener una expresión
cuadrática en zt, s~ y d~ para V’(zt, st).
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5. Las condiciones de primer orden de este problema aproximado nos pro-
porcionan las reglas de decisión o reglas de política, d~, como función
lineal de Zt y s~. Entonces se sustituye la regla de decisión en el problema
aproximado y se obtiene la función valor óptima para V’(z~, st).
6. Repetir el proceso hasta que Vn+í sea muy similar (de acuerdo con algún
criterio) a V”.
La solución al problema lineal cuadrático produce una función lineal que per-
mite calcular los valores de las variables de decisión a partir de los estados de la
economía, d~ = ¡¡[1, zt, st]T, donde H es una matriz que tiene tantas filas como
variables de decisión haya en d~. Para generar series temporales artificiales se
utiliza el problema no lineal original (función de producción, restricción de re-
cursos, ley de movimiento del capital) más la/s regla/s de decisión lineales. Este
es el proceso seguido para resolver el modelo básico de crecimiento neoclásico
y el de Hansen (1985). En el primer modelo, el resultado del algoritmo es una
regla de decisión lineal para la inversión como función de la tecnología y el ca-
pital retardado. Para el modelo de Hansen (1985) se obtienen dos reglas de
decisión lineales, una para la inversión y otra para las horas trabajadas, como
funciones de la tecnología y el capital retardado. Para el modelo monetario, se
necesitan cambios muy importantes en el proceso descrito, debido a la distorsión
que introduce la restricción de efectivo por adelantado. Además de realizar una
aproximación cuadrática a la función de retorno, es necesario suponer que la
ley de movimiento de la inversa de los saldos reales en dinero es lineal en las
variables de estado. Estos cambios se describen en detalle en Kydland (1989) y
Cooley y Hansen (1989). Para resolver usando este método simplemente se han
tomado las reglas de decisión que presentan Cooley y Hansen (1989) y se restrin-
gen los casos paramétricos posibles a los considerados en su artículo, para hacer
el trabajo comparable con el de den Haan y Marcet (1994) que cuando resuelven
el modelo de Cooley y Hansen toman esos mismos valores paramétricos.
Coeficientes Indeterminados
Este método consiste en linealizar logarítmicamente las ecuaciones que carac-
terizan el equilibrio, y resolver el sistema resultante usando el método de los
coeficientes indeterminados para obtener la ley recursiva de equilibrio. Se usará
la propuesta de Uhlig (1999). Contribuciones relacionadas son King, Plosner y
Rebelo (1987), Campbell (1994), Binder y Pesaran (1998) y Christiano (1998).
Para una descripción del método de los coeficientes indeterminados se puede
ver, por ejemplo, McCallum (1983, 1998) o Chow (1997). Los pasos a seguir
son:
1. Calcular las condiciones de primer orden y el estado estacionario determi-
nista.
2. Linealizar las ecuaciones que caracterizan el equilibrio para hacer el sis-
tema aproximadamente lineal en desviaciones logarítmicas respecto al es-
tado estacionario determinista. Para esto en Uhuig (1999) se proponen
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una serie de simplificaciones muy útiles,
log(X~) — log(X5~) ~ X~ = Xsse
5’
1±~t + a~% donde ~ 0,
y
E~ [ae~’~’] E~ [a±t±í] más una constante.
3. Como notación, se escribe el sistema en la forma
o = r
1~~ + T2s~1 + Tsvt + T4z~
o = E½[T5st÷í+ T6S~
+T7s~1 + Tsvt+í + Tqv~ + r1oz~+1 + Tuzt] (1.8)
= T12z~ + ~ E4et÷í1= 0,
donde de nuevo s~ denota un vector con las variables de estado endógenas,
zt contiene los estados exógenos y Vj es un vector formado por el resto de
variables endógenas del sistema. La matriz Y12 sólo tiene autovalores
estables.
4. Se expresa la ley de movimiento de equilibrio supuesta del modelo como
aquellas matrices E1, E2, £3 y E4 que hacen estable el sistema,
[~:j=[~ B2J[s&~1j (1.9)
5. Entonces el siguiente paso consiste en encontrar estimaciones para los
elementos de las matrices E~, £2, zg y ~mediante la igualación de coefi-
cientes entre el sistema (1.8) y el sistema (1.9), usando el conocido método
de los coeficientes indeterminados, y se eligen los valores que hacen (1.9)
estahie P~ira más detalIe~ ~
6c~~cosver Uhlig (1999)~.
Una vez hecho todo esto, se pueden generar fácilmente series temporales
de tamaño T para todos los elementos de .s~ y Vt usando la representación en
espacio de los estados (1.9) y dados .s
0 y z0.
Descomposición de autovalores y autovectores
La exposición en esta sección se basa en Blanchard y Khan (1980) y, especial-
mente en Sims (1999), y está explicada en detalle y aplicada a diferentes con-
textos en Novales et al. (1999). En Benhabib y Farmer (1997), Farmer (1993),
Klein (1998) y Zadrozny (1998) se presentan estrategias de solución relacionadas.
Su característica específica es que cada esperanza condicional se considera como
3En la página personal de 1-larald Uhlig en la red, http://center.kub.nl¡staff/uhlig, se
pueden encontrar los programas en MATLAB necesarios para la puesta en funcionamiento de
este método.
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una variable adicional para la que hay que resolver y se define como el valor
realizado de la función dentro de la expectativa más un error de predicción.
Las condiciones de estabilidad asociadas a la aproximación lineal se añaden al
problema no lineal original. En cada uno de los modelos que se considera, la
condición de estabilidad toma la forma de una función altamente no lineal que
relaciona la esperanza condicional en cada instante t con los estados exógenos
contemporáneos y los estados endógenos retardados. Los pasos a seguir son:
1. Primero se obtienen las condiciones de primer orden del problema. Se
define cada expectativa condicional como una nueva variables, 144, que se
añade al sistema de condiciones de primer orden y restricciones, y también
se añade una ecuación definiendo el error de expectativas asociado a cada
esperanza condicional4. A partir del sistema resultante se calcula el estado
estacionario.
2. Linealizar (SIM) el sistema de ecuaciones resultante en torno al estado
estacionario (o linealizar en logaritmos de las variables, en el caso del
método que se está llamando SIL). Esto nos da,
= r1~~ + ~‘E~~1 + flflt~i (1.10)
donde r¿~ es un subconjunto del vector {8t, vt, zt, W4, r~ contiene las in-
novaciones en las leyes de movimiento de los estados exógenos, y ~ es un
vector que contiene los errores de expectativas.
3. Analizar la estabilidad del sistema anterior. Se localizan las raíces inesta-
bles del par (E0, El). Sólo hay una raíz de esas características en cada uno
de los modelos analizados. La matriz r~
1 r
1 tiene una descomposición de
Jordan PAP—’, donde A es una matriz diagonal que contiene los autova-
lores de EJ
1 Fi y es una matriz que tiene como filas los autovectores
por la izquierda asociados5.
4. Encontrar la condición de estabilidad. Una solución estacionaria del mo-
delo requiere que las sendas temporales de las variables estén sobre la va-
riedad estable del espacio de soluciones admisibles, lo que se puede obtener
imponiendo que una combinación lineal de las variables sea cero en cada
período. Si P5 es la fila de P’ asocada con el autovalor inestable, en-
tonces un equlibrio estacionario debe satisfacer que,
Psut=0 vt
4Por ejemplo, al resolver el modelo básico de crecimiento, se define Wt = Et[c~’iRt+il.
Entonces se sustituye (1.2> por c[’ — pW
5, y se reescribe la ecuación (1.3> como ¿~ =
[c7’RtJ .— Wt1.5En el caso en que no exista inversa de la matriz r
0 o de la matriz 1’, habría que obtener los
autovalores generalizados. En este método la extensión es inmediata a través de la realización
de descomposiciones QZ, como se explica en el Capítulo 3 y se utiliza en los modelos mone-
tarios de Parte II de esta Tesis Doctoral. Con el método UHL también se puede introducir
esta cuestión, aunque no de forma tan inmediata [ver Uhlig (1999)).
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Como se explica en Novales et al. (1999), esta condición se puede escribir
de manera que se relacionen la expectativa condicional, $4. con el resto
de las variables en itt de una manera lineal o exponencial, dependiendo de
si se está usando la aproximación SIM o la SIL. De manera alternativa,
la condición de estabilidad relaciona el vector de errores de expectativas
racionales con el vector de innovaciones en los shocks exógenos.
Para simular la economía aproximada se toman las ecuaciones de la economía
original (condiciones de Euler, función de producción, restricción de recursos,
ley de movimiento del capital) y se resuelve la expectativa usando la condición
de estabilidad. Mezclar la estructura original no lineal con la condición de es-
tabilidad impica resolver en cada paso del proceso de simulación un sistema de
ecuaciones no lineal, y por esto el método de solución tiende a ser mas inten-
sivo en tiempo de computación que otros métodos basados en aproximaciones
lineales.
1.3.2 Parametrización de Expectativas
Este método consiste en parametrizar las expectativas que aparecen en las ecua-
ciones de Euler estocásticas. Cada esperanza condicional se especifica como una
función de los estados del sistema, y los parámetros de dicha función se estiman
antes de resolver el modelo. Para una exposición detallada puede consultarse
den Haan y Marcet (1990), Marcet (1993), Marcet y Marshall (1994) y Marcet
y Lorenzoni (1999). Los pasos a seguir para resolver son:
1. Calcular las condiciones de primer orden del problema y el estado esta-
cionario determinista.
2. Sustituir cada esperanza condicional, 144, por una función polinomial para-
metrizada ~(q; St,Zt), donde q es un vector de parámetros. Sea el residuo
144 — ~, donde 144 es el valor realizado de 144. En términos generales
?h debería aproximar la expectativa arbitrariamente bien a medida que se
incrementara el orden del polinomio.
3. Elegir un valor inicial para q. Por ahora no se tratará esta cuestión, de
mucha importancia, aunque se analizará en detalle en el Capitulo 2.
4. Utilizar las condiciones de primer orden y las restricciones del problema
[con la esperanza condicional sustituida por W(q; st(q), zt)] para generar
series temporales de las variables de la economía: st(q), vt(q). El q inicial
debe ser tal que esté garantizado que st(q) y vt(q) sean estacionarias.
5. Se define ahora S: a?’” ~fl2, donde m es la dimensión de q, y
S(q) = argminq E~ [Wt(q) — 4’dq; st(q), zt)1 2
6. Iterar hasta que q = S(q). Esto garantiza que si los agentes usan 44 como
la función con la que reajizan sus expectativas, entonce q es el mejor vector
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de parámetros que podrían usar en el sentido de que minimiza el error
cuadrático medio entre la aproximación y la verdadera expectativa. Para
encontrar cada qt+l a partir de un q~ previo, se toma la suma de cuadrados
de los residuos de una regresión no lineal de W~(q’) sobre ~~(qt;s~(qi), Zt)
como una aproximación a S(qt) [ver Apéndice A] y se actualiza q usando
la regla
q i=qi+.xqS(qi),
donde Áq controla el grado de actualización en cada iteración. En todas
las aplicaciones se ha fijado Áq = 1 excepto cuando ~ = 0.5 que se eligió
Áq=OS.
7. Generar un nuevo conjunto de series temporales con qt+l, Repetir hasta
6que
— qt]~ < 0.0001.
1.4 Base para la evaluación y comparación
En esta sección se describen los casos paramétricos considerados en cada uno
de los tres modelos, así como las herramientas utilizadas en la evaluación com-
parativa de los diferentes métodos de solución.
En lo que respecta a los dos primeros modelos, se ha analizado la robustez
de los resultados ante cambios en el parámetro de aversión relativa al riesgo y
la varianza de la perturbación tecnológica, que se sugieren en algunos trabajos
relacionados como los parámetros más influyentes. Un aumento en el grado de
aversión al riesgo implica mayor concavidad de la función de utilidad, y por
tanto un problema más no lineal. Por su parte, el shock tecnológico es la princi-
pal fuente de dinámica de la economía, por lo que un incremento en su varzanza
significa mayores desviaciones de las variables alrededor del estado estacionario,
lo que debe deteriora el comportamiento de los métodos que basados en apro-
ximaciones lineales alrededor del estado estacionario.
Para realizar un análisis de sensibilidad, se consideran tres valores de o¿
0.01, que está cercano al valor calibrado habitualmente en trabajos relacionados
(0.00721), 0.02 y 0.06. En lo que respecta a la aversión al riesgo, se ha movido el
6En relación a este método vale la pena notar que su puesta en marcha es más compleja
que la de los métodos basados en linealixaciones, debido a algunas dificultades prácticas que
suelen surgir. La primera dificultad tiene que ver con la obtención de condiciones iniciales
adecuadas para el vector q: muchas veces es un asunto complicado, y si se intenta buscar
el punto fijo comenzando desde unas condiciones arbitrarias, el algoritmo nunca converge.
En vez de usar las técnicas de homotopía para buscar el punto fijo tal y como se sugiere
en den Haan y Marcet (1990) y en Marcet y Lorenzoni (1999>, en todas las aplicaciones de
esta Tesis se han estimado las condiciones iniciales a partir de la solución obtenida con un
método lineal en logaritmos. Como se puede ver en el Capítulo 2, este método garantiza la
estacionariedad de sr(q) y v~q), y además acelera la velocidad de convergencia. El segundo
aspecto práctico importante es el hecho de que es muy importante para que la solución sea
apropiada, el seleccionar un orden adecuado del polinomio de aproximación, lo cual requiere
repetir el proceso delineado más arriba varias veces en conjunción con el contraste de den
finan y Marcet (1994> hasta que se obtiene una solución lo suficientemente exacta.
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valor entre una cota inferior de 0.5 y un valor máximo de 3.0. Los valores para
el resto de parámetros son estándar: ¡3 = 0.99, p = 095 a — 0.36, y 6 = 0.025,
y se han mantenido en todos los experimentos realizados. Para el modelo de
Hansen AN = 2.86. Por tanto, se consederan nueve casos paramétricos
10AS011J2131413J6¡7¡8191
o~ 0.01 0.01 0.01 0.02 0.02 0.02 0.06 0.06 0.06
0.5 1.5 3.0 0.5 1.5 3.0 0.5 1.5 3.0
Para la economía de Cooley y Hansen se centrará la atención en la va-
rianza de la perturbación tecnológica, variando en el mismo rango que en los
dos modelos anteriores, y además en el valor de estado estacionario de la tasa
de crecimiento monetario, para la que se han seleccionado los mismos valores
analizados en Cooley y Hansen (1989). Los valores paramétricos son en esta
ocasión: ¡3 = 0.99, a = 0.36,6 = 0.025 y AN = 2.86. Para controlar la persis-
tencia de las perturbaciones exógenas se han seleccionado como valores para los
coeficientes de los procesos autorregresivos de primer orden para la tecnología
y el crecimiento monetario: Pz = 0.95 y Pg 0.48, y como desviación típica de
la innovación en el proceso de crecimiento del dinero: = 0.009. Así pues, se
han variado la tasa de crecimiento del dinero y la varianza del shock tecnológico
de tal manera que se tienen seis casos paramétricos,
CASO¡ 1 ¡2J 3 ¡~I 5
001 fl.01 flI~9 <1(10 ~ -
Yss 1.015 1.15 1.015 1.15 1.015 1.15
Se ha resuelto cada modelo, para cada caso paramétrico, usando todos los
métodos. Además, de nuevo para garantizar la robustez de los resultados, se han
calculado 250 simulaciones de tamaño T = 150 y otras 250 de tamaño T = 3000.
El tamaño 150 es representativo del habitual en muestras con datos trimestrales,
mientras que 3000 supone una longitud más fiable en términos estadísticos.
En relación al modelo básico de crecimiento, no se muestran los resultados
para los casos 8 y 9 con 2’ = 3000 cuando se resuelve con SIM, debido a la
aparición de valores negativos de k~ para realizaciones extremas de zt. Para
el modelo de Hansen, en los casos 7,8 y 9 de varianza alta y T = 3000, no
ha sido posible encontrar una solución con los métodos LQA y SIM, por la
misma razón. En lo que respecta al modelo de Cooley y Hansen, el mismo
problema se presenta con el método SIM en los casos de varianza alta 5 y 6
cuando 2’ = 3000. Para 2’ = 150 este método genera valores negativos del stock
de capital en un 30% de las realizaciones de los shoclcs en los casos paramétricos
5 y 6, por lo que se ha repetido el proceso de simulación hasta que se tuvieron
250 simulaciones. También se tuvo que repetir el mismo ejercicio al resolver por
LQA el modelo de Cooley y Hansen en los casos 5 y 6, dado que este método
generaba valores negativos del stock de capital en un 70% de las realizaciones
de las perturbaciones cuando 2’ = 3000. A diferencia de SIM, siempre ha sido
factible encontrar una solución cuado se ha usado SIL.
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En cada simulación se han calculado dos conjuntos de medidas, descritas en
las siguientes subsecciones. El primer grupo está relacionado con la exactitud
numérica de la solución, que se discute analizando si el residuo de la ecuación
de Euler estocástica, ~ en (1.3) y (1.7), satisface las propiedades teóricas que
impone la racionalidad de expectativas. El segundo conjunto de medidas se
ocupa de los estadísticos que usualmente se miran en los estudios aplicados para
evaluar las respuestas del modelo a preguntas económicas relevantes. Es crucial
analizar si las repuestas a estas preguntas dependen del método de solución que
se utilice.
1.4.1 Propiedades del error de predicción
Correlación can el conjunto de información
Una manera de contrastar la posible existencia de correlación entre ~+i y la
información de que disponen los agentes en el instante t, es usando el test pro-
puesto por den Haan y Marcet (1994). La idea del contraste reside en verificar
sí existe alguna función de las variables en el conjunto de información hasta el
instante t que pueda ayudar a predecir &-+ í. Encontrarla en una solución apro-
xnnada supondría una importante desviación de la propiedad de racionalidad de
expectativas. Para llevar a cabo el contraste, los pasos a seguir son: i. obtener
un gran número de observaciones mediante la simulación del modelo aproximado
para una realización de gran tamaño de los procesos exógenos; u. realizar una
regresión de Et+’ sobre ~ft, que es una lista de instrumentos seleccionados del
conjunto de información disponible en t; iii. definir á = (3 jTf)—l (3 itT¿t~i~í)
y formar el estadístico:
donde m2 es el número de instrumentos escogidos y m1 es el número de errores
de predicción, que es igual a uno en los tres modelos que se estudian en este
Capítulo. El estadístico proporciona un contraste para la hipótesis de expecta-
tivas racionales: E~ (~t~) = O. Vale la pena resaltar que la hipótesis alternativa
es que el error de expectativas no es una martingala, y por tanto, si el valor
del estadístico cae en la región crítica superior de la distribución de la 4m hay
evidencia en contra de la exactitud de la solución. En cambio, el hecho de que el
valor del estadístico caiga en la parte inferior de la distribución (por ejemplo en
la región crítica del 5% más cercana al cero) es evidencia a favor de la exactitud
de la solución. Esta afirmación, como el lector puede apreciar, va contra el uso
habitual de este contraste [ver den Haan y Marcet (1990, 1994) por ejemplo],
pero se encuentra en línea con la teoría estadísca habitual de contrastación de
hipótesis.
El número de observaciones usado se puede interpretar como una medida
de rigor del criterio: si una solución pasa el test incluso para un número muy
grande de datos, entonces es bastante exacta.
Como conjunto de instrumentos se ha seleccionado: I~ = [1,k~,k~1, k~2,
log(z~), log(zti), log(z~..2)], de manera que el estadístico de contraste tiene
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una distribución x~ ~. En la tabla 1.1 y las figuras 1.1 a 1.9 se muestran los
porcentajes de valores del estadístico en la cola superior al 5% de la x~.
Propiedades de dependencia temporal
También se ha contrastado la posible existencia de autocorrelación en la media
y en la varianza del error de expectativas, ~. En primer lugar se ha ajustado
un proceso AR(l) con constante al residuo generado con cada método,
y se han contrastado las hipótesis nulas H0 : O y H0 : p = O usando
el test convencional de la t de Student. Bajo racionalidad, el error de expec-
tativas no debería presentar ni una media significativamente distinta de cero ni
autocorrelación significativa, ya que se ha generado a partir de una esperanza
condicional un período hacia delante. La información que nos proporciona la
contrastación de estas hipótesis es complementaria de la que obtenida con el
test de den Haan y Marcet. Adicionalmente, el error de predicción no debe
presentar estructura de heterocedasticidad condicional, y las aproximaciones
utilizadas para obtener la solución numérica no deberían mostrar evidencia en
este sentido, por lo que se contrasta la posible existencia de estructura ARCH en
$ para verificar posibles diferencias entre las diferentes estrategias de solución.
Para elio se ha realizado un contraste de Multiplicadores de Lagrange para la





= Qo+~&iE~>~ +Ut, Uj -~N(0.o~). (1.13)
t=i
La hipótesis nula es : a1 = a2 = •.. =0, yeltest toma la forma: TR
2
donde R2 es el coeficiente de determinación de la segunda regresión. Se han
escogido los valores A~ = A
2 = 4. Al aumentar el tamaño muestral, este es-
tadístico aumenta la frecuencia de ocurrencias en la región crítica. Sin embargo,
dado que el objetivo de este trabajo es detectar el posible comportamiento di-
ferenciado de los distintos métodos de solución, el test sigue siendo útil.
7Este es el mismo conjunto de instrumentos aplicado por den flaan y Marcet (1994> a las
soluciones que obtienen del modelo básico para un conjunto de parámetros que incluye valores
de la varianza del shock tecnológico de 0.02 y 0.06. En cambio, estos autores apuntan que
sólo pueden usar la constante como instrumento en el caso de varianza baja a~ = 0.01. No
obstante en este Capítulo de la Tesis se ha podido usar el conjunto completo de instrumentos
en todos los casos paramétricos. Se ha usado además el mismo conjunto de instrumentos al
contrastar la exactitud de las soluciones numéricas de los modelos de liansen (1985> y Cooley
y Hansen (1989>.
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1.4.2 Otras propiedades de las soluciones
Reglas de decisión
Para cada método de solución y cada modelo se han tabulado los valores de las
variables de decisión en puntos alternativos del espacio formado por las variables
de estado. Se ha construido una malia de valores para las variables de estado
para obtener los valores que las reglas de decisión implican para las variables de
decisión. Las reglas de decisión LQA, como ya se ha apuntado, son las relaciones
H[1,zt, St]1. Con UHL se obtienen de las relaciones lineales en logaritmos
= ~ + z
2zt, mientras que las correspondientes a SIM/SIL salen de las
condiciones de estabilidad P
5u~ = 0. En lo relativo a PEA, se usa un sistema de
ecuaciones del tipo F(d~, 4t(q; st, ~~)) = 0. El lector puede consultar para cada
modelo y método la definición exacta de los vectores d~, s~ y zt, así como de fi,
z
1, £2, P
5 y W(q; st, z~) en el breve apéndice de consulta que acompaña este
Capítulo [sección 1.7] o, de manera mucho más detallada, en el Apéndice A.
En relación a la variable stock de capital (el estado endógeno en los tres mo-
delos), se han seleccionado 25 valores distribuidos en intervalos iguales alrededor
de su valor de estado estacionario (±k
35).Yen referencia a los estados exógenos,
para la perturbación tecnológica se han seleccionado también 25 valores separa-
dos por la misma distancia entre 0.4 y 1.6. Para el modelo de Hansen el rango
de variación es más estrecho, entre 0.8 y 1.2, debido a problemas numéricos con
las reglas de decisión de LQA y SIM. En relación al modelo de Cooley y Hansen,
se realizan dos ejercicios similares: por una parte se fija el valor de zj en su valor
estado estacionario de 1.0, y se escogen 25 valores para 9t en un intervalo de
tamaño un diez por ciento alrededor de g~. Por otra parte se fija 9t en su valor
de estado estacionario, y se escogen 25 valores de zt separados por la misma
distancia entre z58 — O.2z55 y z~ + O.2z58.
Funciones de respuesta a un impluso
Las funciones de respuesta a un impulso se generan usando las condiciones de
primer orden y las reglas de decisión. En los dos primeros modelos se ha usado
un impulso de una desviación típica en el shock tecnológico: ~ci = ce, El =
0, Vt > O y se calculan las respuestas de los sistemas aproximados. Para el
modelo de Cooley y Hansen hay dos fuentes de incertidumbre, y por tanto se han
cuantificado respuestas similares ante impulsos en la tecnología y el crecimineto
monetario por separado, y también conjuntamente.
Correlaciones cruzadas, desviaciones típicas y medias
Se calculan las autocorrelaciones del producto, p(yt, vt—j) en cada simulación.
Dada una variables X~, se calculan sus correlaciones cruzadas con el producto,
p(yí, X~+~), su desviación típica, cx, y su media muestral, X. Así, se generan
muestras aleatorias simples de tamaño 250 para cada estadístico.
Dado que las medidas relevantes en la mayoría de los artículos de investi-
gación se refieren a valores medios entre simulaciones de algunos de estos es-
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tadísticos, se estudiará si difieren entre métodos de solución. El contraste es el
que sigue. Sea yt un estadístico calculado con las series temporales simuladas
con un método lc en la simulación i e N. Sea ¡Lyk la media poblacional y a~k
la media muestral calculada con N simulaciones. Sea Syk la desviación típica
poblacional calculada con N simulaciones. Para cada par de métodos k1, k2,
con {y~” }t1 y {~42}?Ñ~ independientes, se desea contrastar H0 /Lyk, = jLykí.
En grandes muestras es fácil probar que,
— a7k2 N(0, 1) (1.14)
Sa
N
Incluso aunque se han realizado cálculos para un amplio conjunto de varia-
bles, tan sólo se mostrarán los resultados relativos a aquellas variables que se
consideran más representativas en cada caso. Así al resolver el modelo básico
de crecimiento sólo se mira al consumo, X~ = [c~}.En lo relativo al modelo
de Hansen sc ha considerado la variable de horas trabajadas, dado el objetivo
de su artículo, Xt = [Nt]. Finalmente, para el modelo de Cooley y Hansen, se
presentan estadísticos para las horas trabajadas y la inflación, X~ = [Ni,
1.5 Resultados
Para calcular las distribuciones empíricas de cada estadístico se han repetido,
para- cada-una-de las- simulaciones- generadas- con ~ para cada uno
de los modelos, con cada vector de parámetros y cada tamaño muestral, los
siguientes pasos: i. generar una realización de las perturbaciones exógenas
{zÉ}~Lí, u. resolver con cada método (LQA, UHL, SIM, SIL, PEA) para generar
series temporales para todas las variables de la economía, iii. calcular el conjunto
de estadísticos.
En esta sección sólo se presentan un subconjunto de resultados, seleccionados
de acuerdo con su relevancia para los objetivos del Capítulo.
1.5.1 Modelo Básico de Crecimiento Neoclásico
Las tablas 1.1 a 1.4 y las figuras 1.1 a 1.4 resumen los principales resultados
obtenidos de la resolución del modelo de crecimiento básico con las cinco es-8También se han realizado contrastes no paramétricos de Kolmogoroff-Smirnov, para ver
si la distribución empírica de un determinado estadístico difiere entre métodos de solución.
Sea 4’ un estadístico generado con el método k en cada simulación i e N. Sea Fa(X> la
función de distribución de probabilidad de {4’}ff
1. Para cada par de métodos k1, k2, se
quiere contrastar Ho Fa, = Fa2. El test de Kolmogorov-Smirnov se basa en el hecho de que
el estadixtico KS = suplFa, — Fa2 ¡ tiene como distribución asintótica,
iim Prob ( 4KS =XKs) = É (~i>JC2224S, Ay~> O.
Los resultados obtenidos sefialaban en la misma dirección que los que se presentan para el
resto de medidas y no se muestran para ahorrar espacio.
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trategias de solución.
Propiedades del error de predicción
La tabla 1.1 contiene el porcentaje de veces que el contraste de den Haan-
Marcet (1994) rechazó las soluciones generadas por PEA. El estadístico asociado
al contraste de den Haan-Marcet fue precisamente el criterio usado para aceptar
el conjunto particular de parámetros asociado a la aproximación polinómica en
cada caso. Por tanto, no es sorprendente que las soluciones PEA pasen el test
aproximadamente al nivel de significatividad del 5% escogido.
Los resultados en la figura 1.1 son más interesantes. Por un parte se mues-
tran los resultados del contraste para los métodos de solución instrumentados
en aproximaciones lineales en niveles de las variables: SIM y LQA. El fun-
cionamiento de estas soluciones se deteriora para valores altos de la desviación
típica de la perturbación tecnológica, tanto para el tamaño muestral grande
como para el pequeño, rechazándose la hipótesis de falta de correlación entre
el error de expectativa y las variables del conjunto de información mucho más
a menudo que en el 5% esperado. Este resultado es intuitivo, ya que mayores
desviaciones respecto al estado estacionario hacen que las aproximaciones locales
en niveles en torno a ese mismo estado estacionario sean menos exactas. Cuando
T 150, SIM tiende a comportarse ligeramente mejor que LQA, aunque ambas
soluciones son rechazadas por el contraste cuando 2’ = 3000, en el sentido de
que el porcentaje de rechazos de la hipótesis nula está muy por encima del 5%
esperado. Como ya se ha mencionado, la solución SIM no se pudo obtener para
T=3000 y c~=0.06.
Por otra parte, las soluciones “casi” lineales SIL y UHL son bastante exac-
tas para los nueve casos paramétricos analizados y los dos tamaños muestrales,
pasando el contraste de den Haan-Marcet en torno al 95% de las realizaciones.
Esta es la característica más destacable de la figura 1.1: cuando se trabaja con
los logaritmos de las variables, como en el caso de los métodos SIL y UHL, un au-
mento de la varianza de la perturbación tecnológica no deteriora las propiedades
estadísticas de la solución, posiblemente debido a la homocedasticidad inducida
por la transformación logarítmica.
En lo referente al efecto del parámetro de aversión relativa al riesgo (todavía
en la figura 1.1), las soluciones generadas con SIM y LQA en términos del
contraste de den Haan-Marcet se deterioran para valores bajos de ~y,esto es,
para valores altos de la elasticidad de sustitución intertemporal del consumo,
mientras que las soluciones SIL y UTIL se ven, de nuevo, escasamente afectadas.
La tabla 1.2 muestra los resultados de significatividad individual de la media
y el coeficiente de autocorrelación en un modelo AR(1) estimado para el residuo
de la ecuación de Euler obtenido con cada aproximación. No existe evidencia
de una media significativamente distinta de cero en ningún caso parmétrico o
tamaño muestral, pero si que hay evidencia de un coeficiente autorregresivo
significativo en algunos casos para las soluciones LQA y SIM. El rechazo de la
hipótesis nula tiende a ser más frecuente que lo sugerido por el nivel de signifi-
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Tabla 1.1: Todos los modelos. Parasnetrización de Expectativas, contraste de den Haan y
Marcet (1994). Porcentaje de realizaciones del estadístico en la región de rechazo al 5% de
la hipótesis nola: t~o : Es(e¿+i) = 0. Instrumentos usados: 1, = [constante, k,, k,.., ,
Modelo Básico de Crecimiento Neoclásico
Casos
1 2 3 4 5 6 7 8 9
1=150 4.4 5.6 5.6 4.8 6.4 7.6 4.8 7.0 6,8
1=3000 6.4 4.8 7.2 6.4 6.8 7.8 4.6 7.2 3.4
Modelo de Hansen (1985)
Casos
1 2 3 4 5 6 7 8 9
1=150 6.4 4.8 7.6 7.2 7.6 3.2 5.6 4.1 5.3
1=3000 5.6 6.4 5.6 6.4 5.5 7.7 3.2 3.6 6.4
Modelo de Cooley y Hansen (1989)
Casos
1 2 3 4 5 6 7 8 9
1=150 5,2 4.0 6.8 6.4 5.8 2.4 — — —
T=3000 5.6 7.2 6.4 4.8 7.6 7.5 — — —
Tabla 1.2: Modelo Básico de Crecimiento Neoclásico. Todos los métodos. Estimación de estructura
AR(1) para el error de expectativas. Ecuación (1.11). Porcentaje de realizaciones del estadístico
en la región de rechazo al 5% de la hipótesis nula: Ho : ji = O para la fila denotada por ji, y





























































































































































































































































Figura ti: Modelo Básico de Crecimiento Neoclásico. Métodos casi” lineales. Contraste de den
Haan y Marcet (1994) . Eje de ordenadas: porcentaje de realizaciones del estadístico en la región
de rechazo al 5%, de la hipótesis nula: Ho : Es(C.±s)= 0. Eje de abcisas: valores den. Columna de
la izquierda: Tl5O. columna de la derecha: T=3000. Como se indica, en cada gráfico cada lfnea
















o~0.OI - - - - -


































— — — a~=0.02
Evaluación y Comparación de Métodos
Tabla 1.3: Modelo Básico de Crecimiento Neoclásico. Todos los métodos. Contraste de Multipli-
cadores de Lagrange de estructura ARCH en el error de expectativas. Ecuaciones (1.12> y (1.13>.
Porcentaje de realizaciones del estadístico (7112> en la región de rechazo al 5% de la hipótesis nula:
Ho : = 02 = 03 = 04 = O.
T=150
Caso 1. 48 18 18 17 17
Caso2 20 18 19 19 18
CasoS 19 20 20 20 20
Caso4 58 20 21 21 21
CasoS 28 21 21 22 20
Caso6 26 18 23 22 28
Caso7f 70 21 2220 23
CásJÁ7 18 28 26 26jjj9~~j~Jjj~jjj 21 48 48 51




100 2899 19 44
26 98
100 ~ 48 66
100 — 100 100
97 — 100 100
T=3000
cación del 5% para los casos con alta elasticidad de sustitución intertemporal
del consumo y alto valor de la varianza de la perturbación. El rechazo es aún
más fecuente cuando T=3000. La mayor frecuencia de evidencia de existencia
de autocorrelación en ~ para valores de la elasticidad de sustitución altos puede
explicar el mayor número de rechazos del contraste de den Haan-Marcet en
esos casos. Cuando la elasticidad de sustitución es alta, el agente representativo
quiere ajustar su consumo rápidamente ante fluctuaciones del producto, y parece
que los métodos LQA y SIM no son capaces de capturar la volatilidad inducida
de esta manera en el consumo. Estos métodos parecen imponer más inercia en
el mecanismo de expectativas de la que hay en realidad y, como consecuencia
producen evidencia de autocorrelación espúria en el error de expectativas.
Un efecto muy similar aparece al incrementarse la volatilidad de la pertur-
bación exógena. Esto genera de nuevo una variable de decisión más volátil,
y los métodos que imponen más inercia en el mecanismo de formación de ex-
pectativas tenderán a mostrar desviaciones de la racionalidad. Por tanto, no
es sorprendente constatar que el porcentaje de rechazos del contraste de den
Haan-Marcet, así como la evidencia de autocorrelación, sean más importantes
para los casos con alta elasticidad de sustitución intertemporal, así como para
los casos con alta varianza del shock exógeno.
Respecto a las soluciones generadas por UHL, SIL y PEA, no hay evidencia
significativa de autocorrelación en
La figura 1.1 y la tabla 1.2 se refieren, por tanto, a posibles desviaciones de
racionalidad. Las soluciones LQA y SIM tienden a producir errores de expec-
tativas que están correlacionados con variables del conjunto de información que
había disponible cuando se formó la esperanza condicional, y muestran alguna
evidencia de estructura autorregresiva. Aunque estas características no son in-
dependientes entre sí, ambas impiden interpretar las series temporales obtenidas
por estos métodos de numéricos de solución como soluciones de expectativas ra-
cionales. Por otra parte, no hay evidencia de incumplimiento de racionalidad
por parte de las soluciones SIL, UHL y PEA.
La tabla 1.3 muestra los resultados del contraste de estructura ARCH en
26
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el error de previsión. Muestra que los diferentes métodos no son siempre ca-
paces de capturar de manera completa la dependencia no lineal de la expectativa
condicional y las variables en el conjunto de información. Cuando 2’ =150, esto
ocurre en aproximadamente el 20% de las simulaciones con cada método de
solución, con el porcentaje aumentando al aumentar la varianza de la pertur-
bación. La solución LQA produce evidencia de estructura ARCH mucho más a
menudo.
El porcentaje de rechazos es creciente con la varianza de la perturbación
tecnológica y una baj a elasticidad de sustitución intertemporal del consumo
como era el caso cuando existía evidencia de autocorrelación. De nuevo, es una
consecuencia de no capturar apropiadamente la estructura la estructura de la
esperanza condicional en esos casos.
El mayor porcentaje de rechazos cuando T=3000 refleja el incremento en la
potencia del contraste para la muestra más larga, que es especialmente evidente
en los casos de alta varianza de la perturbación teconológica.
Otras propiedades de las soluciones
Para evaluar las reglas de decisión de acuerdo con si las variables de decisión
son crecientes o decrecientes en las variables de estado, se presentan las figuras
1.2 para las soluciones LQA, SIM, SIL y tTHL, y 1.3 para la solución PEA. En
ellas, el stock de capital toma 25 valores distribuidos de manera homogénea en
un intervalo del 10% alrededor del valor de estado estacionario determinista k55,
mientras que z toma 25 valores alrededor de su valor de estado estacionario de
1.0, desde 0.4 a 1.6.
Las reglas de decisión para el consumo obtenidas con los métodos SIM, SIL,
UHL y PEA presentan un comportamiento monótono creciente con los valores
seleccionados para las variables de estado para todos los caso paramétricos.
En cambio, la regla de decisión para el consumo correspondiente a LQA no es
monótona en la tecnología, aunque siempre lo es de manera creciente con los
valores del capital. Esta regla de decisión dice que para cada nivel de capital
el consumo cae cuando el valor de la perturbación tecnológica se mueve de
cero a 0.9, un diez por ciento por debajo de su valor de estado estacionario de
1.0, y crece cuando se encuentra por encima de este valor de 0.9. Esta falta de
monotonicidad no es probable que refleje un comportamiento óptimo de la senda
de consumo. Si lo hiciera, sería una característica no capturada por ningún otro
método de solución, lo que parece poco probable.
Christiano (1990) resuelve el modelo básico de crecimiento con una depre-
ciación del 100% y una cadena de Markov discreta con tres estados para la
tecnología, y también detecta esta no monotonicidad en la regla de decisión
LQA para el consumo, aunque tan sólo para los casos con alta desviación típica
del shock, a, = 0.1, mientras que este resultado no aparece en su trabajo para el
caso en que a, = 0.01. Parece obvio que resolver con una función de distribución
de probabilidad continua para la tecnología resulta ser importante, ya que en
la no monotonicidad en la relación consumo-shock aparece en los resultados de
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Figura 1.2~ Modelo Básico de Crecimiento Neoclásico. Métodos “casi” lineales. Regla de decisión
para el consumo. Perturbación tecnológica: 25 valores distribuidos de manera homogénea en el


















Figura 1.3: Modelo Básico de Crecimiento Neoclásico. Parametrización de Expectativas. Regla de
decisión para el consumo. Perturbación tecnológica: 25 valores distribuidos de manera homogénea
en el intervalo 10.4,1.61. Capital: 25 valores distribuidos de manera homogénea en un intervalo del











Evaluación y Comparación de Métodos
Tabla 14~ Modelo Básico de Crecimiento Neoclásico, caso 9. Todos los métodos, valor del es-
tadístico usado para contrastar diferencias en correlaciones cruzadas, medias y desviaciones típicas.
Ecuación (1.14>. Ea, cada panel, los valores de la esquina superior corresponden a 7=3000, y los
de la esquina inferior a 7=150. Para comparar, al nivel de significación del 5%, el valor crítico es
1.6449, y al 10%, 1.2816.
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Figura 1.4 Modelo Básico de Crecimiento Neoclásico, casos 4 a 6. Tados los métodos. Funciones de
respuesta a un impulso. Respuestas del consumo y el producto ante un impulso de una desviación
típica en la perturbación tecnológica. Eje de ordenadas: desviaciones absolutas respecto al estado
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de a. como en los casos de varianza baja). Además, en este sentido. las lineali-
zaciones en logaritmos UHL y SIL parecen funcionar mejor que la llevada a cabo
en Christiano (1990), donde la regla de decisión log-lineal presentaba también
la propiedad de no monotonicidad en el caso de varianza alta.
En relación a PEA, se puede observar una extrana no monotonicidad en el
caso 2, incluso aunque el polinomio responsable de la regla de decisión pasa el
contraste de den Haan-Marcet. En ese caso, cuando k toma su valor más bajo, el
consumo se reduce cuando la tecnología aumenta de su valor más bajo hasta z =
0.55, creciendo para valores por encima de z 0.55. Cuando k está por encima
de su valor de estado estacionario determinista más de un 10%, el consumo
decrece al moverse z desde 0.40 hasta 0.65, creciendo a partir de este nivel. Este
resultado sugiere la conveniencia de usar algún criterio adicional al contraste
de den Haan-Marcet para escoger el vector q adecuado para parametrizar el
polinomio que se usa para aproximar la expectativa condicional.
La figura 1.4 muestra las respuestas del consumo y el producto ante un
impulso de una desviación típica en el shock tecnológico para cada método
de solución en los casos 4 al 6. Las aparentes diferencias mostradas por las
respuestas del sistema PEA en relación a las otras soluciones son esencialmente
nulas, ya que presentan una diferencia máxima del 0.36% del valor de estado
estacionario del consumo, y una máxima diferencia del 0.27% en las respuestas
del producto. En los casos 1 a 3 las respuestas son casi indistinguibles, mientras
que en los casos 7 a 9 los resultados son muy similares a los de la figura 1.4.
No hay diferencias significativas entre las medias, las desviaciones típicas
y las correlaciones cruzadas generadas con los diferentes métodos de solución
en los casos 1 a 6. Sólo en los casos de alta varianza del shock, a~ = 0.06.
se puede apreciar algún deterioro en los métodos basados en aproximaciones
lineales en niveles alrededor del estado estacionario, LQA y SIM, en el sentido
de producir estadísticos que difieren de los calculados con otros métodos. A
la luz de los resultados obtenidos con los contrastes realizados en la sección
anterior, se puede decir que estas diferencias reflejan un peor comportamiento
de estos dos métodos. La tabla 1.4 presenta los resultados para el caso 9: la
correlación contemporánea y retardada del consumo con el producto, así como
las dos primeras autocorrelaciones del producto no difieren estadisticamente
entre métodos. Sin embargo, la media de las series de consumo generadas por
las aproximaciones LQA y IJHL son distintas de las generadas con los métodos
SIL y PEA cuando T=3000. Cuando T=150, la desviación típica del consumo
calculada de la solución SIM, es diferente de la obtenida de SIL, UHL y PEA.
Cuando T=3000 aparecen algunas diferencias adicionales: ahora, la desviación
típica del consumo de la solución LQA es claramente diferente de la de los
métodos UHL, SIL y ¡‘EA. Para este tamano muestral, recuérdese, no se pudo
calcular la solución SIM.
Resumiendo: el comportamiento de las soluciones UHL, SIL y PEA es practi-
camente idéntico en todas las dimensiones analizadas. Las aproximaciones linea-
les en niveles (LQA, SIM) son menos precisas cuando se mira a las propiedades
del error de predicción, y muestran desviaciones significativas respecto a la
propiedad de racionalidad. También tienden a comportarse ligeramente peor
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para valores de la varianza del shock tecnológica en términos de medias y va-
ríanzas de las variables de decisión, para las que ocasionalmente proporcionan
valores significativamente diferentes en media respecto a los obtenidos con otros
métodos de solución. También se observa un comportamiento no monótono en
la regla de decisión LQA para el consumo, que no aparece cuando se considera
cualquiera de los otros métodos de solución. Este procedimiento, además, pro-
duce más evidencia de heterocedasticidad condicional en el error de expectativas
que cualquier otro método de solución.
1.5.2 Modelo de Hansen (1985)
Propiedades del error de predicción
Los resultados cualitativos que surgen de las tablas 1.1, 1.5 a 1.8 y las figuras
1.5 a 1.8 son similares a los obtenidos con el modelo de crecimiento básico.
La tabla 1.1 muestra que la solución PEA pasa el contraste de den Haan-
Marcet para el 95% de las realizaciones del shock tecnológico, y en todos los casos
considerados de valores paramétricos. La figura 1.5 resume los resultados del
test para los métodos basados en aproximaciones lineales: el método SIM parece
ahora ser más sensible que LQA ante un valor mayor del shock tecnológico,
aunque ambas soluciones, y especialmente la primera, se deterioran en términos
de este contraste para los dos tamaños muestrales cuando la varianza aumenta.
Al igual que pasaba con el modelo anterior, las soluciones “casi” lineales SIL
y UHL son bastante exactas para los nueve casos paramétricos analizados y
para los dos tamaños muestrales, pasando el contraste para aproximadamente
el 95% de las simulaciones, de nuevo posiblemente debido a haber realizado
la aproximación en logaritmos. En lo que se refiere al parámetro de aversión
relativa al riesgo, las soluciones SIM y LQA se vuelven a comportar peor para
valores bajos de r~, alcanzando un porcentaje muy elevado de rechazos de la
hipótesis nula de falta de correlación entre el error de expectativas y las variables
en el conjunto de información. El funcionamiento de SIL y UHL es acorde con
las propiedades de racionalidad uniformemente para todos los valores de 17.
La cifras de la tabla 1.5 muestran los resultados de los contrastes realizados
respecto al modelo AR(1) ajustado a los errores de expectativas aproximados.
Tal y como ocurría en el caso del modelo básico de crecimiento, no hay ninguna
evidencia de una media significativamente distinta de cero en ningún error de
expectativas aproximado. Los coeficientes autorregresivos significativos que sur-
gen de las soluciones LQA y SIM tienden a estar asociados a altos valores de
la elasticidad intertemporal de sustitución, y a valores altos de la varianza de
la perturbación en tecnología. Junto con los rechazos del contraste de den
Haan-Marcet, este resultado cuestiona de nuevo la fflterpretación de las series
temporales obtenidas con estos métodos como la solución de expectativas racio-
nales del modelo. En el caso del modelo básico se presenta una interpretación
de este resultado.
La tabla 1.6 muestra de nuevo que la solución LQA presenta más problemas
que el resto de las soluciones para capturar de modo adecuado la estructura
















































Figura is: Modelo de llaneen (1985). Métodos ‘casi” lineales. Contraste de den Haan y
Marcet (1994>. Eje de ordenadas: porcentaje de realizaciones del estadístico en la región de rechaso
al 5%, de la hipótesis nula: Ho : E~(&+~) = 0. Eje de abcisas: valores de ~. Columna de la
izquierda: 7150. Columna de la derecha: 73000. Como se indica, en cada gráfico cada línea
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Caso 3 32 18 19
Caso 4 66 ~ 20 21
CasoS 42 18 19 20 19
Casoo 46 20 23 23 23
Caso7
r¡¡~w
52 32 30 29 30
18 28 28 30
Casoo 45 14 29 29 32
1.5. Resultados
Tabla 1.5: Modelo de Hansen (1985). Todos los métodos. Estimación de estructura AR(1) para el
error de expectativas. Ecuación (1.11). Porcentaje de realizaciones del estadístico t en la región de
rechazo al 5% para la hipótesis nula: Ho = O para la





























































































jiji 0.011.6 0.05.8 0.06.8 0.06.4 0.07.6
Caso 9
ALji 0.011.2 0.03.2 0.04.4 0.05.2 0.04.8
fila denotada por ~‘, y Ho p = O para la



























































































Tabla 1.6: Modelo de Hansen (1985). Todos los métodos. Contraste de Multiplicadores de Lagrange
para estructura ARCH en el error de expectativas. Ecuaciones (1.12) y (1.13>. Porcentaje de
realizaciones del estadístico <7R2) en la región de rechazo al 5% de la hipótesis nula: Ho a, =
02 = Os = 04 = 0.
LQA_J SIM ]sIL¡ UHL
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no lineal implícita en la expectativa condicional. Otra vez, la evidencia en
esta dirección parece ser más importante for los casos con mayor elasticidad de
sustitución intertemporal y mayor varianza del shock exógeno. La potencia del
contraste aumenta fuertemente en el caso de la muestra T=3000.
Otras propiedades de las soluciones
Las reglas de decisión para el consumo derivadas con los métodos numéricos
SIM, SIL, UHL y PEA muestran como el consumo es creciente con las variables
de estado, capital y tecnología, y además los resultados cualitativos y cuanti-
tativos son esencialmente idénticos. La figura 1.6 contiene los resultados para
los métodos “casi” lineales, y la figura 1.7 los de PEA. En estas figuras el stock
de capital toma 25 valores separados por la misma distancia en un intervalo del
5% alrededor de su valor de estado estacionario determinista k55, mientras que
z toma también 25 valores en torno a su valor de estado estacionario, desde 0.8
a 1.2. En este caso se ha reducido el rango de variación de la variable de estado
exógena respecto al que se tomó en el modelo básico debido a que para el rango
más amplio se tenían valores inducidos para el consumo que no eran admisibles
(valores negativos para el consumo), con las reglas LQA y SIM.
De nuevo, la regla de decisión LQA es no monótona en la tecnología, aunque
es monótona creciente en el capital. El efecto de la no monotonicidad es menos
importante que en el caso del modelo básico de crecimiento. Muestra que para
cualquier nivel del stock de capital, el consumo cae cuando la tecnología se mueve
de cao a 0.90, un diez por ciento por debajo de su valor de estado estacionario
de 1.0, y se incrementa a partir de ese valor.
En la figura 1.8 se pueden observar las funciones de respuesta a un impulso
de tamaño una desviación típica en el shock tecnológico para cada método de
solución en los casos 4 a 6. No hay ni diferencias numéricas ni visuales en
las respuestas de las horas trabajadas y el producto generadas por los distin-
tos métodos. El mismo comentario vale para los casos 1, 2, 3, 7, 8 y 9. Un
investigador que trabajase con los diferentes métodos obtendría las mismas im-
plicaciones cualitativas y cuantitativas.
No se detectan tampoco diferencias significativas entre las medias, las desvia-
ciones típicas y las correlaciones cruzadas obtenidas para las variables con los
distintos métodos en los casos 1 a 5. En relación al caso 6, las correlaciones
obtenidas con SIM de las horas trabajadas con el producto, tanto contem-
poráneas como retardadas, para el tamaño muestral T = 3000, son significati-
varnente distintas de las obtenidas con PEA al nivel del 95%, y de las obtenidas
con LQA, UHL y SIL al nivel del 90% [vease la tabla 1.7]. También se presenta
la tabla 1.8 como ejemplo de lo que sucede en los casos de alta varianza del
shock tecnológico: en este caso las correlaciones producidas por SIM entre el
producto y las horas trabajadas son diferentes de las obtenidas al nivel del 95%
cuando T = 150 (recuerdese que con SIM para T = 3000 no se pudo obtener
solución). La media de la variable de horas trabajadas obtenida con UHL difiere
de la calculada con SIL y PEA cuando T=3000.
Para resumir, el comportamiento de las soluciones UHL, SIL y PEA del
.1.5. Resultados


















Figura 1.6: Modelo de Hansen (1985). Métodos “casi” lineales. Regla de decisión para el consumo.
Perturbación tecnológica: 25 valores distribuidos de manera homogénea en el intervalo [0.8,1.2].
Capital: 25 valores distribuidos de manera homogénea en un intervalo del 5% alrededor de Cas.
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Figura 1.7~ Modelo de Hansen (1985>. Parametrización de Expectativas. Regla de decisión para
el consumo Perturbación tecnológica: 25 valores distribuidos de manera homogénea en el intervalo





Tabla 1.7~ Modelo de Hansen (1985>, caso 6. Todos los métodos, valor del estadístico usado para
contrastar diferencias en correlaciones cruzadas, medias y desviaciones típicas. Ecuación (1.14). En
cada panel, los valores de la esquina superior corresponden a 7=3000, y los de la esquina inferior a
7=150. Para comparar, al nivel de significación del 5%, el valor crítico es 1.6449, y al 10%, 1.2816.






— 0.9259 0.0610 00460 0.2419
0.1170 — 0.8633 0.8779 0.6965
0.0028 0.1144 .— 0.0149 0.1795
0.0004 0.1175 0.0032 — 0.1946
0.0708 0.0473 0.0681 0.0713 —






— 1.2902 0.0874 0.0670 0.3335
0.1744 — 1.2005 1.2203 0.9741
0.0019 0.1726 — 0.0203 0.2441
0.0029 0.1774 0.0048 — 0.2646
0.0958 0.0800 0.0939 0.0988 —






— 0.0237 0.0364 0.1250 0.0446
0.1125 — 0.0599 0.1004 0.0681
0.0102 0.1023 — 0.1615 0.0082
0.0560 0.1689 0.0663 — 0.1698
0.0097 0.1226 0.0200 0.0464 —






— 0.1789 0.0152 0.0021 0.1217
0.0360 — 0.1946 0.1818 0.2977
0.0002 0.0356 0.0131 0.1072
0.0036 0.0323 0.0033 — 0.1202
0.0604 0.0948 0.0604 0.0638 —






— 1.2653 0.0897 0.1118 0.6331
0.5085 — 1.3504 1.3701 1.8822
0.0048 0.5126 — 0.0223 0.5422
0.0002 0.5086 0.0056 — 0.5190
0.2183 0.7214 0.2133 0.2186 —






— 1.2092 0.0887 0.1098 0.5991
0.5064 — 1.2936 1.3124 1.7936
0.0044 0.5100 — 0.0212 0.5093
0.0005 0.5060 0.0049 — 0.4874
0.1934 0.6947 0.1888 0.1940
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Tabla 1.8 Modelo de Hansen (1985), caso 8. Todos los métodos, valor del estadístico osado para
contrastar diferencias en correlaciones cruzadas, medias y desviaciones típicas. Ecuación (1.14). En
cada pancí, los valores de la esquina superior corresponden a 7=3000, y los de la esquina inferior a
7=150. Paracomparar, al niv el de significación del 5%, el valor crítico es 1.6449,








0.0943 0.2253 — 0,0743 0.1434
0.0562 0.1878 0.0380 — 0.2176
0.1611 0.2910 0.0664 0.1044 —






— — — —
0.1534 — — -‘— —
0.1438 0.2940 — 0.0936 0.1832
0.0970 0.2481 0.0467 — 0.2766
0.2274 0.3762 0.0833 0.1300 —






— — — — —
1.2136 — — — —
0.3164 0.9159 -.— 1.6474 0.0786
0.4625 1.6724 0.7857 — 1.5759
0.2139 1.0172 0.1039 0.6831 —






— — — —
0.5834 — — — —
0.0978 0.4969 — 0.3882 0.1349
0.0388 0.5486 0.0589 — 0.2527
0.0484 0.6241 0.1457 0.0870 —






— — — — —
3.2537 — — — —
0;2161 3~0502 0.2296 0~7624
0.4761 2.8184 0.2586 — 0.9874
0.1757 3.3882 0.3885 0.6460 —
ji y,,N






— — — — —
3.0337 — — —
0.1705 2.8699 — 0.2420 0.7494
04570 2.6265 0.2836 — 0.9867
0 2255 3.2013 0.3915 0.6747 —
40
y al 10%, 1.2816.
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Figura 1.8: Modelo de Hansen (1985), casos 4 a 6. Todos los métodos. Funciones de respuesta a
un impulso. Respuestas del consumo y el producto ante un impulso de una desviación típica en la
perturbación tecnológica. Eje de ordenadas: desviaciones absolutas respecto al estado estacionario.
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Tabla 1.9~ Modelo de Cooley y Hansen (1989). Todos los métodos. Estimación de estructura AR(1)
para el error de expectativas. Ecuación (1.11). Porcentaje de realizaciones del estadístico t en la
región de rechazo al 5% para la hipótesis nula: Ho : AL = O para la fila denotada por AL, Y Ho : ji = O














































































modelo de trabajo indivisible es, de nuevo,
mensiones analizadas, si se exceptúan ciertas
media-de las horas trabajadas -para algunos
7=3000





























































casi indistinguible en todas las di-
discrepancias que aparecen en la
casos -parametricos extremos en-
tre UHL por un lado, y SIL y PEA por otro. En lo relativo al contraste de
den Haan-Marcet, LQA y SIM se comportan mal, y muestran evidencia de
correlación entre el error de expectativas y variables conocidas cuando la ex-
pectativa se hizo. También suelen presentar autocorrelación significativa en el
error de expectativas para los casos con alta varianza de la perturbación y bajo
valor de la elasticidad de sustitución intertemporal del consumo. Tal y como
ocurría con el modelo básico de crecimiento, estos fallos están relacionados en-
tre sí. De nuevo, una interpretación estricta de estas soluciones como soluciones
de expectativas racionales es cuestionable. La solución LQA parece tener más
problemas que el resto de métodos en aproximar la expectativa condicional, ya
que el error muestra más evidencia de estructura ARCH. El comportamiento
no monótono de la regla de decisión LQA para el consumo en relación a la
perturbación tecnológica aparece de nuevo, aunque de manera más leve.
1.5.3 Modelo de Cooley y Hansen (1989)
Propiedades del error de predicción
Los resultados relativos al análisis del modelo de Cooley y Hansen se presentan
en las tablas 1.1 y 1.9 a 1.11, y en las figuras 1.9 a 1.16.
Es importante señalar que la implementación del método LQA para resolver











































Figura 1.9: Modelo de Cooley y Hansen (1989>. Métodos “casi” lineales. Contraste de den Haan
y Marcet (1994> . Eje de ordenadas: porcentaje de realizaciones del estadístico en la región de
rechazo al 5%, de la hipótesis nula: Ho : Et(¿s±i>= 0. Eje de abcisas: valores de a,. Columna de
la izquierda: Tí5O. Columna de la derecha: 7=3000. Como se indica, en cada gráfico cada línea
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Tabla lío: Modelo de Cooley y Hansen (1989). Todos los métodos. Contraste de Multiplicadores de
Lagrange para estructura ARCE en el error de expectativas. Ecuaciones (1.12) y (1.13). Porcentaje
de realizaciones del estadístico (IR2) en la región de rechazo al 5% de la hipótesis nula: U
0 : a~ =
















la solución competitiva era eficiente en el sentido de Pareto. Por tanto se debe
tener en cuenta que los comentarios que se refieren a la solución LQA no se
pueden leer como una contíniíacíon suave de los que se hicieron respecto a los
modelos no monetarios.
En relación al contraste de den Haan-Marcet, los resultados al resolver los
modelos previos se mantienen en la economía monetaria. La figura 1.9 muestra
ahora el porcentaje de rechazos como función del valor de estado estacionario
de la tasa de crecimiento monetario y la varianza del shock en tecnología. Las
soluciones lineales en logaritmos pasan el contraste aproximadamente al nivel
de significación del 5%, y no se deterioran al aumentar la varianza de la pertur-
bación teconoiógicávTaíisbiéívés insignificante el efectb de increm~irtar la tasa
de expansión monetaria de estado estacíonarío.
Por otra parte, cuando T = 3000, las soluciones LQA y SIM se deterioran
al aumentar a5~, como en los modelos previos. Cuando se pasa de a~ = 0.01
a = 0.02, el porcentaje de rechazos del contraste de den Haan-Marcet salta
del 21% al 64% para la solución LQA, y del 37% al 96% para la solución SIM.
Además, dado un valor de la varianza de la perturbación tecnológica, cuanto
mayor es la tasa de crecimiento del dinero, peor es el comportamiento de las
soluciones LQA y SIM. Intuitivamente esto se puede explicar teniendo en cuenta
que g~ es log-normal, y entonces, al aumentar g53 aumenta no sólo la media de
Yt, sino también su varianza, U% Cuando T = 150, las soluciones LQA y SIM
no se rechazan tan a menudo como cuando T = 3000, debido a la falta de
potencia del contraste para valores bajos de T.
Las cifras de la tabla 1.9 muestran de nuevo que no se detecta evidencia
de una media significativamente distinta de cero en el error de expectativas,
aunque hay alguna indicación de correlación serial, especialmente en los casos
de varianza de e. alta para las soluciones LQA y SIM. Para la solución LQA
esta evidencia resulta muy clara cuando T=3000.
La tabla 1.10 muestra la habitual tendencia de la solución LQA a presentar
heterocedasticidad condicional en el error de predicción, como una posible indi-
cación de estructura no lineal de la expectativa condicional que no es capaz de
capturar adecuadamente.
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Otras propiedades de las soluciones
En lo referente a las regla de decisión, la extensión del método LQA propuesto
por Kydland (1989) y Cooley y Hansen (1989) para resolver en contextos no
óptimos en el sentido de Pareto no presenta el problema de no monotononicidad
que se viene señalando para problemas de planificador social estándar. El con-
sumo aumenta tanto con los valores de la perturbación tecnológica como con los
del stock de capital, y se reduce de forma monótona al aumentar la perturbación
al crecimiento monetario. Las soluciones SIM, SIL, DEL y PEA también tienen
estas propiedades. Lo que es más, las tramas que se pueden ver en las figuras
1.10 a 1.13 son muy similares entre las cinco estrategias de solución.
Las figuras 1.14, 1.15 y 1.16 muestran para los casos 4 a 6 las respuestas de
las horas trabajadas, el producto y la inflación a un impulso del tamaño de una
desviación típica en la perturbación tecnológica, la de crecimiento monetario y
ambas a la vez, respectivamente. Como cabía esperar, el trabajo y el nivel de
producto reaccionan positivamente a un impulso en z durante un cierto número
de periodos. La inflación cae, y permanece por debajo de su nivel de estado
estacionario durante varios periodos. Las respuestas de las horas trabajadas y
el producto ante un shock en el crecimiento monetario son prácticamente inexis-
tentes, mientras que la inflación salta en un principio, pero retorna rápidamente
a su valor de estado estacionario. Cuando se examina el efecto conjunto de los
dos shocks, la innovación en la tecnología domina al determinar la respuesta de
la inflación en los casos de varianza alta, como era de esperar, mientras que el
shock al crecimiento monetario domina cuando la varianza del shock tecnológico
es baja.
Por inspección visual, las características que más resaltan son las distintas
pautas que se obtienen para LQA en las tres ñguras, y las respuestas de PEA
ante un shock monetario. En relación a LQA, las diferencias aparecen porque
los valores de estado estacionario de las horas trabajadas y el producto inducidas
por las reglas lineales de Cooley y Hansen (1989) son ligeramente distintos de
los que se derivan del sistema de condiciones de Euler y restricciones del modelo
original. El estado estacionario de la inflación sólo depende de ~ con lo que
no se aprecian diferencias en las respuestas de la inflación obtenidas con los dis-
tintos métodos. Para los casos 4 a 6, se tiene que el nivel de estado estacionario
para las horas trabajadas y el producto es de N58 =0.2591 y y~. =0.9596 respec-
tivamente, mientras que los valores que implican las reglas lineales LQA son de
0.2554 y 0.9510. Al valor de la diferencia entre los dos estados estacionarios es
a donde convergen las respuestas a impulso LQA en la figura 1.14. Sin embargo
las diferencias son despreciables, ya que, para el caso 4 oscilan entre un 0.8%
y un 1.5% del valor de estado estacionario de las horas, y en torno a un 1.1%
del estado estacionario del producto. Para el caso 6, con los mayores valores de
u~ y g55, las diferencias son ligeramente mayores, pero no exceden un 1.5% de
ninguno de los valores de estado estacionario. En el caso 5, las diferencias con
respecto al estado estacionario son casi inexistentes, y las funciones de respuesta
a un impulso son idénticas. El mismo comentario es aplicable a la solución LQA
en las figuras Lib y 1.16, donde se presentan las respuestas de las variables a




























Figura í.ío: Modelo de Cooley y Hansen (1989>. Métodos “casi” lineales. Regla de decisión pata
el consumo. Perturbación tecnológica: 25 valores distribuidos de manera homogéneaen el intervalo
[08,1.21. Capital: 25 valores distribuidos de manera homogénea en un intervalo del 10% alrededor
de k














































































Fgura 1.11: Modelo de Cooley y Hanaen (1989>. Métodos “casi” lineales. Regla de decisión
para el consumo. Perturbación tecnológica: se mantiene constante en z, = 1. Capital: 25 valores
distribuidos de manera homogéneaen un intervalo del 10% alrededor de k88. Crecimiento monetario:
25 valores distribuidos de manera homogénea en un intervalo del 10% alrededor de g~.
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Figura 1.12: Modelo de Cooley y Hanaen (1989). Parametrización de Expectativas. Regla de
decisión para el consumo- Perturbación tecnológica: 25 valores distribuidos de manera homogénea
en el intervalo [0.8, 1.2]. Capital: 25 valores distribuidos de manera homogénea en un intervalo del
































Figura 1.13: Modelo de Cooley y Hanaen (1989). Paranietrización de Expectativas. Regla de
decisión para el consumo. Perturbación tecnológica: se mantiene constante en z
0, = 1. Capital: 25
valores distribuidos de manera homogénea en un intervalo del 10% alrededor de k~. Crecimiento




Crecimiento monetario Crecimiento monetario
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Tabla 1-ii: Modelo de Cooley y flaneen (1989), caso 6. Todos los métodos, valor del estadístico
usado para contrastar diferencias en correlaciones cruzadas, medias y desviaciones típicas. Ecuación
(1.14). En cada panel, los valores de la esquina superior corresponden a 7=3000, y los de la esquina
inferior a 7=150. Para comparar, al nivel de signiflcación del 5%, el valor crítico es 1.6449, y al






— — 0.3708 0-4047 0.4108
1.2309 —
0.8021 0.4411 — 00743 0.0877
0.8446 0.3971 00439 — 0.0134






— — 07159 0.7629 0.7831
1.5889 — —
1.0430 0.5613 — 00878 0.1254
1.0924 0.5107 0.0507 — 0.0376






— — 1.0810 0.6934 1.1133
1.5367 — —
0.7345 1.2395 — 2.1197 0.2086
0.3216 1.8793 0.6334 — 2.3468






— — 2.1126 2.0987 2.1147
1.1693 — —
0.5762 0.9115 — 0.3825 0.0614
0.5005 1.0072 0.1108 — 0.4417






— — 2.3463 2.2124 2.2568
4.3355 — —
2.0852 2.7667 — 0.2451 0.1773
2.0817 2.7355 0.0181 — 0.0704







— — 2.4838 2.3217 2.3763
4.2143 — —
2.0822 2.7167 — 0.2882 0.2149
2.1199 2.6337 0.0743 — 0.0785






— — 0.1258 0.1201 0.1262
0.1008 — —
0.0268 0.1343 — 0.0073 0.0005
0.0205 0.0839 0.0496 — 0.0078






— — 0.7278 0.7159 0.7340
0.3894 — —
0.8684 0.5184 — 0.0793 0.0428
0.8446 0.4924 0.0262 — 0.1214






— — 2.9119 3.0739 3.1353
0.5384 —
1.2243 1.7588 — 0.3015 0.4137
1.5472 2.0784 0.3286 — 0.1118






— — 3.6807 3.7865 3.8903
1.1232 — —
1.8476 0.7659 — 0.1512 0.2989
2.0158 0.9392 0.1694 — 0.1477
2.2728 1.2274 04712 0.2066 —
10%, 1.2816.
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Figura 1.14 Modelo de Cooley y Hansen (1989), casos 4 a 6. Todos los métodos. Funciones de
respuesta a un impulso. Respuestas de las horas trabajadas, el producto y la inflación ante un
smpulso de una desviación típica en la perturbación tecnológica. Eje de ordenadas: desviaciones
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Figisra 1.15: Modelo de Cooley y Hansen (1989>, casos 4 a 6. Todos los métodos. Ftonciones de
respuesta a un impulso. Respuestas de las horas trabajadas, el producto y la inflación ante un
impulso de una desviación típica en la perturbación de crecimiento monetario. Eje de ordenadas:
desviaciones absolutas respecto al estado estacionario. Eje de abcisas: periodos hacia delante.
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Figura 1.16~ Modelo de Cooley y Hansen (1989>, casos 4 a 6. Todos los métodos. Funciones de
respuesta a un impulso. Respuestas de las horas trabajadas, el producto y la inflación ante un
impulso de una desviación típica en las perturbaciones tecnológica y de crecimiento monetario. Eje
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un impulso de una desviación típica en el crecimiento monetario y a un impulso
en los dos shocks a la vez. También son despreciables las diferencias entre la
línea que corresponde a PEA en la figura 1.15 y las de los otros métodos.
Finalmente, la tabla 1.11 muestra los estadísticos que contrastan las diferen-
cias en las medias, desviaciones típicas y correlaciones cruzadas generadas con
los diferentes métodos de solución para el caso 6, que es el que tiene los valores
paramétricos más extremos: o~ =0.06 y 9s. =1.15. No se aprecian diferencias
significativas en los casos 1 al 4, mientras que las pautas para el caso 5 son muy
similares a las del caso 6. Cuando T =150, los estadísticos usados para comparar
LQA con SIM, SIL, UHL y PEA exceden el nivel de significación al 5% o al 15%
[con valor crítico 1.0364] cuando se examinan la segunda autocorrelacién del
producto así como las correlaciones retardadas del producto con el trabajo y la
inflación. Para este tamaño muestral, y al nivel de significación del 5% o el 10%,
la solución SIM también tiende a diferir de la generada por SIL. UHL y PEA
en relación a la media de las horas trabajadas, la correlación contemporánea
y retardada del trabajo con el producto, y la correlación contemporánea de la
inflación y el producto. El mismo comentario es válido cuando T 3000: la
solución LQA parece ser significativamente distinta de las obtenidas con SIL,
UHL y PEA [recuerdese que no se pudo resolver por SIM en este caso]. Un
Último comentario sobre la tabla 1.11 se refiere a la media del trabajo que surge
de la solución UHL cuando T=3000: es diferente de la obtenida con SIL y PEA,
un fenómeno similar al observado en el caso del modelo de Hansen cuando los
valores paramétricos eran muy extremos.
Por tanto, el comportamiento de las soluciones UHL, SIL y PEA de la
economía de efectivo por adelantado de Cooley y Hansen es idéntico, de nuevo
en todas las dimensiones analizadas, excepto para la media de las horas traba-
jadas obtenida mediante UHL en los casos de alta desviación típica del shock en
tecnología. Como ocurría en los anteriores modelos no monetarios, las soluciones
LQA y SIM incumplen la propiedad de racionalidad, ya que se comportan mal
en términos del contraste de den Haan-Marcet, y suelen presentar coeficientes
autorregresivos significativos en el error de expectativas aproximado. Además,
las soluciones LQA presentan evidencia de heterocedasticidad condicional en el
error de expectativas. La no monotonicidad de la reglade decisión del consumo
que se detectó con los dos modelos anteriores desaparece cuando se usa la versión
del método LQA diseñada para resolver problemas que no son óptimos en el sen-
tido de Pareto como el aplicado al modelo monetario, aunque conduce a ciertas
diferencias numéricas menores en las funciones de respuesta a un impulso.
1.6 Conclusiones
En este Capítulo se ha evaluado un conjunto de métodos “casi” lineales pro-
puestos en el ámbito de los métodos de solución de modelos no lineales con
expectativas racionales. Se ha descrito en detalle como se aplican habitual-
mente en la práctica para simular series temporales artificiales, dado que, en
esencia, son iguales, en el sentido de que todos ponen el énfasis en buscar la
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variedad estable del sistema linealizado, en niveles o en logaritmos de las varia-
bles. También se ha evaluado el método de Parametrización de Expectativas,
como via para comparar los métodos “casi” lineales con un método “no lineal”.
Una importante aportación de este Capítulo es que se presenta una discusión
homogénea de las propiedades de los diferentes métodos de solución, usando la
misma realización de las perturbaciones exógenas en cada simulación, y para
cada método. Los resultados obtenidos son consistentes con la intuición en lay-
br y Uhlig (1990) de que los métodos que satisfacen el contraste de exactitud
de den Haan-Marcet presentan propiedades muy similares en el resto de las
dimensiones que se analirzen.
Al menos para las economías consideradas, el refinar una solución lineal
mediante el uso combinado de estructura no lineal del problema original no lineal
que se aproxima y del sistema aproximado en niveles de las variables alrededor
del estado estacionario, como se describe en Novales et al. (1999), elimina ciertas
extrañas no monotonicidades que suelen aparecer cuando se utiliza una aproxi-
mación lineal cuadrática estándar en niveles de las variables, incluso aunque las
soluciones generadas por ambos métodos son practicamente indistinguibles si se
atiende a otras dimensiones. En relación a las soluciones lineales en logaritmos,
la estrategia más refinada de Novales et al. (1999) parece más robusta ante
parametrizaciones extermas que la manera de resolver de Uhlig (1999).
El funcionamiento relativo de las soluciones numéricas no cambia cuando nos
separamos del modelo básico de crecimiento neoclásico. Esto se puede deber al
hecho de que las fuentes endógenas de dinámica son muy débiles en las economías
de laboratorio que se analizan, y el perfil de las series temporales generadas con
los distintos métodos hereda las pautas comunes de los shocks exógenos comunes.
Así pues, un análisis comparativo similar al aquí realizado en el contexto de
un modelo con una dinámica endógena más rica, aparece como una extensión
interesante de este Capítulo.
Los experimentos que se han llevado a cabo sugieren que las soluciones de
Sims (1999)-Novales et al. (1999) y Uhlig (1999), en logaritmos de las varia-
bIes, son tan exactas como las obtenidas con Parametrización de Expectativas
en todas las dimensiones analizadas (propiedades de racionalidad del error de
la ecuación de Euler estocástica, medias y desviaciones típicas de las variables
de decisión, correlaciones cruzadas con el producto, funciones de respuesta a
un impulso, reglas de decisión inducidas) y para todos los modelos considera-
dos. En este sentido, y teniendo en consideración los resultados de den Haan y
Marcet (1994), las linealizaciones logarítmicas presentadas en este Capítulo se
comportan mejor que la que aparece en Christiano (1990).
Al trabajar en logaritmos, un aumento de la varianza de los shock/s exógenos
no deteriora las propiedades de la solución, debido posiblemente a la homocedas-
ticidad inducida por la transformación logarítmica. Por tanto, una conclusión
clara del análisis realizado es que al resolver modelos no lineales con expectati-
vas racionales se deben tomar logaritmos al aproximar. En realidad, el hecho de
escribir el modelo en logaritmos de las variables parece ser más importante que
preservar más estrucutra no lineal del problema original, aunque esto último
puede llegar a ser más relevante cuando se analicen economías mas complejas.
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El imponer linealidad en las reglas de decisión, como se hace cuando se instru-
menta la aproximación lineal cuadrática estándar o el método de Sims (1999)-
Novales et al. (1999) en niveles de las variables, aparece como la limitación más
Importante, y produce desviaciones de la propiedad de racionalidad de expecta-
tivas. Se ha detectado evidencia que sugiere que estas estrategias no capturan
adecuadamente la dinámica implícita en las expectativas condicionales, en el
sentido de que imponen más inercia en la expectativa condicional que la que
hay realmente en el modelo. Esto hace que el error de expectativas recoja el
error de aproximación y presente autocorrelación espúria que le hace ser recha-
zado por los contrastes de racionalidad.
Los resultados que se presentan contrastan con los del trabajo de Dotsey
y Mao (1992), en el que los métodos basados en aproximaciones lineales en
logaritmos presentados no dominan a los lineales, y en el que los métodos lineales
en niveles o en logaritmos mós refinados no dominan a los menos refinados.
Aunque el modelo que analizan estos autores es una versión muy diferente del
modelo neoclásico de crecimiento que las consideradas en este capítulo, parece
que la causa principal de las diferencias reside en la cadena de Markov de cinco
estados que suponen para la única fuente de dinámica exógena, un proceso AR
para los impuestos. El uso de una distribución de probabilidad continua para los
shock que afectan a la economía aparece de nuevo como un asunto importante.
1.7 Apéndice: reglas de decisión
Este Apéndice se debe ver como un complemento al Capítulo 1, y permite
su lectura sin tener que consultar el voluminoso Apéndice A. No obstante,
se recomienda el análisis detallado de los contenidos disponibles en el citado
Apéndice en caso de que se quieran replicar los resultados del Capítulo.
Nótese que en el caso de los métodos basados en aproximaciones lineal
cuadráticas en torno al estado estacionario (LQA, UHL, SIM y SIL), los va-
lores de los coeficientes de la/s regla/s de decisión/condición de estabilidad no
cambian ante cambios en la varianza del vector de perturbaciones {zt}, debido
al uso del principio del equivalente cierto. Esto no ocurre cuando se usa PEA.
1.7.1 Modelo básico de crecimiento neoclásico
Para la solución LQA, se han escogido s~ = [k1...í],zt = [log(z5)]y d5 = [zíj.
Entonces, para todos los casos paramétricos considerados, los coeficientes de la
regla de decisión son
¡CASO¡¡ H
¡ 1,4,7 L9190, 3.2243, -0.0255 ¡
2,5,8 1.0512, 2.7668, -0.0027
3,6,9 0.7015, 21244, 0.0065
que cambian al cambiar el grado de aversión al riesgo. Evidentemente, no cam-
bian al cambiar la varianza de la perturbación tecnológica. Usando la restricción
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de recursos y la función de producción, se puede escribir el consumo como
función del stock de capital del período anterior y del valor contemporáneo de
la perturbación tecnológica, ct = zt14t1 — HL1, log(zt), k5...1]
T.
Para resolver con el método UHL, se han elegido: st = L~t] = [¿e, Ét, ~t]7~
= [ir], donde - denota desviaciones logarítmicas de la variable con respecto
a su valor de estado estacionario. Para los casos analizados, se tiene que,
CASO z
1 o-~3
1,4,7 0.9495 ¡ 0.0849 0.8361, 0.1742, -0.0222 ¡ 0.0348, 0.3600, 1.000
2,5,8 0.9723 0.0728 0.5210, 0.3403, -0.0222 0.0348, 0.3600, 1.000
3,6,9 0.9815 0.0717 0.3940, 0.3557, -0.0222 0.0348, 0.3600, 1.000
En relación al método SIM, se tiene: IL~ = [eS — c55, k~ — k55, W~ —
log(z~)]
7, ~ = [et] y rn = kt]. Para cada caso, las estimaciones numéricas de la
condición de estabildad V son,
CASO
1,4,7 0.0000, 0.0071, 1.0000, 0.0303 ¡
2,5,8 0.0000, 0.0047, 1.0000, 0.0999
3,6,9 0.0000, 0.0015, 1.0000, 0.0474
Nótese que, dado que k~ es una función no lineal de k
5...1 y Zt, la condición
de estabilidad se puede expresar también como una función no lineal implícita:
so(W5,k5~~i,zt) = 0.
Con el método SIL el proceso es similar. Se elige: nt = [¿e, k~, W~, it]
7,
e
5 = [ct] y rn = ~ La condición de estabilidad es,
CASO PS
¡ 1,4,7 ¡ 0.0000, 04403, 1.0000, 0.0497
2,5,8 0.0000, 0.8037, 1.0000, 0.4519
3,6,9 0.0000, 1.2043, 1.0000, 0.9807
Finalmente, en lo relativo a la solución de este modelo usando PEA, para
todos los casos paramétricos una aproximación polinómica de segundo orden a
la expectativa condicional resultó suficiente:
W(q; k~...1,zt) = qí exp (q2log(k5....i) + q3log(z5) +q4(log(kt...í)))
x exp (qslog(kt...í)log(zs) +q6(log(zt))
2) -
Entonces, de (1.2), si se sustituye ~‘t(q;k
51, z5) = Es[cTl’íRt+i], se puede
obtener la regla de decisión para el consumo en cada instante t. El punto fijo
para el vector q se ha calculado en cada caso usando un tamaño muestral de
25000 observaciones, y un criterio de parada con cuatro dígitos de exactitud.
Se ha fijado Xq igual a uno, excepto en los casos en los que ~ = 0.5, que se fijó
igual a 0.5. El polinomio se seleccionó en un proceso iterativo en el que se ha
utilizado el contraste de den Haan y Marcet para elegir el orden adecuado del
polinomio. Los valores estimados para cada caso paramétrico son,
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CASOI qí q4 j q5
1 2.3473 -0.3253 -0.2258 -0.0126 0.0382 -0.0055
2 1.6293 -0.3156 -2.2440 -0.0642 0.4766 -0.4221
3 0.1162 -0.7187 -4.8308 -0.2635 1.0314 -0.5244
4 2.7395 -0.4170 -0.1762 -0.0008 0.0245 -0.0214
5 0.7466 0.1009 -1.0839 -0.1195 0.1561 -0.0971
6 1.6741 -0.7658 -3.5681 -0.0567 0.6828 -0.1533
7 2.4171 -0.3407 -0.2021 -0.0106 0.0315 -0.0207
8 3.1017 -0.6436 -0.9073 -0.0220 0.1080 -0.0861
9 2.8286 -1.0233 -2.3828 -0,0218 0.3569 -0.2553
1.7.2 Modelo de Hansen (1985)
Para la solución LQA se tiene que s~ = £k~o-1]. ze = [log(zt)] y d~ = [xt, N~]
7.
ara cada vector de parámetros diferente, las reglas de decisión son
CASO] H
1,4,7 0.7368 2.6129 -0.0332
0.3801 0.7383 -0.0037
2,5,8 0.7368 1.7499 -0.0332
0.5459 0.3718 -0.0168



















3,6,9 0.9418 0.1212 —0.8380 0.6725
—0.0409 0.0497
—1.3273 4.8461
Y para SIM, se tiene: Ut = [c±-o- c53,
Eh = [ci] y rn = [&],con lo que, ~AT55, k~ —
1c
55, ~ —~VV51, log(z~)j
T,
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CASO [ Ps
1,4,7 0.0000, 0.0000, 0.0363, £0000, 0.1188
2,5,8 0.0000, 0.0000, 0.0568, 1.0000, 0.5878
3,6,9 0.0000, 0fl000, 0.0724, 1.0000, 0.8781
En relación al método SIL se han escogido: nt = [¿e,N~, k~, Wt, ~t1T, s~ =
[et] y ?Jt = ~ Por tanto,
CASO ________________________
1,4,7 0.0000, 0.0000, 0.4359, 1.0000, 0.1127
2,5,8 0.0000, 0.0000, 0.6260, 1.0000, 0.5119
3,6,9 0.0000, 0.0000, 0.7026, 1.0000, 0.6728
Por último, para el método de solución PEA, de nuevo resulto ser suficiente
una aproximación polinómica de segundo orden,
x exp (qs log(kt..í) log(zt) + q6(log(zt)~)
de manera que se puede obtener en cada instante la regla de decisión para
el consumo de (1.2) y 4’~(q;kt~í,zt) = Et[c74’tRt+í]. El punto fijo de q se
ha calculado en cada caso usando 25000 observaciones, un criterio de parada de
cuatro dígitos y el test de den Haan y Marcet para seleccionar el orden adecuado
del polinomio. >q se ha fijado igual a la unidad salvo en los casos con ij = 0.5
que se fijó igual a 0.5. Para los diferentes valores paramétricos, los coeficientes
estimados para la expectativa parametrizada fueron,
CASO qí q5 qg
1 2.9009 -0.3869 -0.3265 -0.0047 0.0490 -0.0611
2 2.1570 0.0846 -0.7523 -0.1310 0.0612 -0.1099
3 22404 0.2335 -1.7301 -0.1757 0.3847 -0.2542
4 2.8956 -0.3866 -0.3594 -0.0046 00620 -0.0978
5 3.9471 -0.3810 -1.1585 -0.0415 02274 -04638
6 3.9666 -0.2217 -1.1962 -00848 01683 -0.0769
7 2.8364 -0.3693 -0.3593 -0.0082 0.0614 -0.1045
8 3.8988 -0.3776 -1.0778 -0.0405 0.1882 -0.1368
9 3.5446 -0.1183 -1.2966 -0.1065 0.2031 -0.0884
1.7.3 Modelo de Cooley y Hansen (1989)
Las condiciones de equilibrio del problema de Cooley y Hansen son (1.5) y (1.6)
junto con AN = A~(1 — a)%~-, la restricción de recursos y una última condición
asociada a la restricción de efectivo por adelantado: )
3t = ~-, donde ke denota la
inversa de los saldos reales en dinero.
Para obtener simulaciones de las variables de este modelo usando LQA sim-
plemente se han tomado las reglas de decisión (matriz H) que presentan Cooley
y Hansen en su artículo. Ahora L~t,N±]T= II [1, log(zt),log(gt), kt.í]T, donde
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CASO H
1,3,5 £88633 -0.58175 0.55474 -0.05898
0.64419 1.73073 0.30219 -0.03318
2,4,6 2.07319 -0.66585 0.63537 -0fl7726
0.52716 1.51216 016423 -0.03318
En relación al método de coeficientes indeterminados, UHL, se han elegido:
st = fk~] , Vt = Vt~ ~, N5, ~t, iPt, >t, ft]T z — [ji, ~]. Entonces, para todos
los caso paramétricos se tiene que E~ = (0.9418], E2 — fO.1552, 0.0271] y
= [0.5316, 0.0550, —0.4766, —1.3273, -‘-0.5316, —0.5316, —0.03281 T
E4 = F 0.4703
—0.4488
1.9417 1.4715 6.2091 —0.4703 —0.4703 0.0675 1
—0.5555 —0.0867 1.0850 0.4488 —0.0312 —0.0019
Y
Para implementar el método SIM, se tiene: ~t = [ct— c55, — .tV~,, Ict —
1V~ — W~, log(zt), log(gt) — log(955)]T, st = [eh, ej y rn [~]. Y la única
condición de estabilidad resulta ser,
CASO E
5
1,3,5 0.0000, 0.0000, 0.0617, 1.0000, 0.4663, 0.0194
2,4,6 0.0000, 0.0000, 0.0699, 1.0000, 0.4663, 0.0194
En lo relacionado con SIL, se tiene: Uj = [¿e, ‘ N~, kt TV~, £t,~tJT, St
[e
25,c~~] y ij~ = [Etl.Y la condición de estabilidad
CASO PA
1,3,5 0.0000, 0.0000, 0.5644, £0000, 0.3827, 0.0159
2,4,6 0.0000, 0.0000, 0.5644, 1.0000, 0.3827, 0.0159
Finalmente, en lo concerniente a PEA, fue necesario usar un polinomio de
tercer orden en todos los casos paramétricos,
= q1 exp (q2log(kt..l) + q3log(zt) ±q4log(gt)+ qs(log(kt...í~)
x exp (q6 log(kt..í) log(z~) + q7(log(zt))
2 + qs(log(zt))3)
De (1.5) se tiene .\~ = ~4’t(q; k~...
1,Zt), y la regla de decisión para el consumo se
puede obtener de (1.6). El punto fijo para q se calculó en cada caso como en los
modelos previos, al igual que la selección del orden del polinomio. Se ha fijado
>tq igual a uno en todos los casos. Los coeficientes estimados en cada caso son
[CASOJ q, q2 qa qt os os o, os
1 3.0710 -0.2498 -0.8460 -0.0362 -0.0569 0.1543 -0.1351 0.2371
2 3.6111 -0.4189 -0.7175 -0.0288 -0.0257 0.1111 -0.3122 -0.9004
3 3.8793 -0.4407 -0.9017 -0.0297 -0.0179 0.1790 -0.1316 0.1953
4 3.0250 -0.2686 -0.8818 -0.0223 -0.0576 0.1831 -0.1849 -0.6025
5 3.9664 -0.4567 -0.7432 -0.0582 -0.0154 0.1125 -0.1128









Al resolver los tres modelos dinámicos y estocásticos con expectativas raciona-
les del Capitulo 1 con el método de Parametrización de Expectativas (PEA),
surgió siempre la necesidad de buscar condiciones iniciales adecuadas para la
puesta en marcha del algoritmo, en la forma de valores iniciales para el vector
de parámetros q del polinomio de aproximación, V’t(q; st, z~). En todo proce-
dimiento numérico ésta suele ser una cuestión delicada, y es necesario utilizar
cierta informaciónproporcionada por el mismo sistema que se quiere aproximar
para obtener una idea de cómo y dónde inicializar el algoritmo. En caso de
usar condiciones iniciales no apropiadas, la convergencia del algoritmo puede no
quedar garantizada, y en el caso de que convergiera, el tiempo de computación
puede llegar a ser muy elevado.
Habitualmente, los usuarios de PEA, tanto si resuelven modelos simples
como complejos, reconocen las dificultades que plantea este punto, y aunque no
suele quedar reflejado en los artículos que se publican, los problemas derivados
de la búsqueda de buenas condiciones iniciales tienden a ocupar una gran parte
del tiempo dedicado a la elaboración del trabajo.
En den Haan y Marcet (1990), Marcet y Marshall (1994) y Marcet y Loren-
zoni (1999) se propone una estrategia sistemática para la obtención de un punto
de partida adecuado, basada en las ideas de la homotopia. Aunque tiene la
ventaja de ser una manera disciplinada para la obtención de condiciones ini-
cíales, muchas veces puede ser de difícil o tediosa aplicación. En este Capítulo
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se propone una manera de mejorar la selección de condiciones iniciales para
los parámetros del polinomio [o polinomios] en PEA. La propuesta se basa en
una aproximación local en torno al estado estacionario determinista en la que
se ha impuesto estacionariedad, y por tanto garantiza unas condiciones iniciales
para el vector q que generan series temporales st~ (q) con una distribución esta-
cionaria, a la vez que es de fácil aplicación y mejora la velocidad de convergencia
respecto a distintas versiones del procedimiento de homotopia.
En la sección 2.2 se discute la importancia de disponer de unas condiciones
iniciales apropiadas cuando se intenta resolver usando PEA. En la sección 2.3
se exponen dos estrategias de obtención de condiciones iniciales basadas en las
ideas de la homotopía, mientras que en la sección 2.4 se presentan dos maneras
de obtener condiciones iniciales basadas en aproximaclones lineales al modelo
que se quiera resolver, que se han utilizado con éxito y buenos resultados en
todas las soluciones PEA del Capítulo 1. La sección 2.5 presenta y evalúa
los resultados obtenidos de la solución del modelo de Cooley y Hansen (1989)
usando los procedimientos de obtención de condiciones iniciales descritos.
En el contexto de la discusión anterior, se dieron dos observaciones: i. par-
tiendo de la misma condición inicial para q, el valor numérico final de q que
se obtiene tras converger, aún con un T suficientemente grande, depende de la
realización de los procesos exógenos z~, u. aunque se parta de distintas condi-
ciones iniciales, siempre que sean adecuadas, para una misma realización de z~,
siempre se converge al mismo punto fijo. Estas observaciones muestran cómo el
valor del vector de coeficientes del polinomio de aproximación al que se converge
depende de la realización de Zt que se tenga, al menos en muestras finitas. El
punto i. puede suponer una limitación del procedimiento de PEA, y la pregunta
que surge es si serán diferentes las propiedades de las soluciones numéricas que
se obtengan tras converger con distintas realizaciones de Zt. En el Apéndice
del Capítulo, sección 2.7, se da una primera aproximación basada en la evalua-
ción numérica de distintas propiedades de las series temporales generadas con
distintos valores del vector q a los que se converge, partiendo de las mismas
condiciones iniciales, pero para diferentes realizaciones de los shocks.
2-2 Importancia de disponer de unas condiciones
iniciales apropiadas
Como ha quedado patente a lo largo del Capítulo 1, las economías dinámicas
y estocásticas que se vienen considerando se pueden escribir como un conjunto
de variables endógenas, {st, vt}, y otro de variables exógenas {Ztl relacionadas
mediante funciones objetivo, y una serie de restricciones. Una solución de equi-
librio para la economía es un vector {st, vt, z~ } que satisface las condiciones de
primer orden
L5(Et[~(st4i, v±+1)],st, vt,zt, st~1, vt....r) = 0 (2.1)
para todo t, dado el proceso exógeno {zÉ}. Las funciones L* y ~ son conocidas
una vez que se fijan los parámetros estructurales de la economía. También se
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puede expresar una solución como una ley de movimiento L tal que el vector
{st, ví} generado por
[~ J =L(s1..í,zt) (2.2)
satisface (2.1) supuesto que la información pasada relevante para predecir ~
vt+1, 21+1) se pueda resumir en una función de {sí~~í,Z±},de dimensión finita.
Tal y como se discutió en el Capítulo 1, obtener una solución al conjunto de
ecuaciones (2.1) con el método de Parametrización de Expectativas consiste en
encontrar una función 4’1(q; s1...í,Z1), tal que para un y positivo entero, q c D~,
donde
D~c {qCR~ :iésimo elemento deqes cero si i>v}
el proceso {sí(q), v1(q), z4 satisface para todo t el conjunto de ecuaciones
L~(4~1(q;s1.1(q),z1),s1(q),v1(q), zí,st....í(q),ví....:(q)) = 0 (2.3)
y el orden y es tal que al resolver
S(q) = argmin0 E1 ~ —
entonces q = S(q). En estas condiciones, el proceso {s1(q), v~(q)} es la solución
aproximada que nos daría el método de PEA.
Bajo determinadas condiciones de regularidad sobre las funciones que definen
el equilibrio (2.1), la función L
5 (.) s invertible en su segundo argumento y se
puede escribir (2.3) como [ver Marcet y Marshall (1994)]
vt(q) 1 = L
0(q;st....í(q),vt.í(q),zt) (2.4)
Para procesos estacionarios y ergódicos se demuestra en Marcet y Mar-
shall (1994) que, bajo ciertos supuestos que se verifican en los modelos ha-
bituales de ciclo económico, siempre es posible encontrar una aproximación L0
a la verdadera ley de movimiento del sistema, L, tan cercana como se precise.
Como con cualquier otro método de solución aproximado, las series temporales
{st(q), v1(q)}~L1 generadas a partir de valores iniciales de las variables de es-
tado, {So, vo}, y para procesos exógenos dados, usando L0, se usan para obtener
inferencias sobre las propiedades estocásticas del verdadero proceso estacionario
de equilibrio, {s~, ~ Para que este proceso resulte aceptable es necesario
que,
• Si dado un {so, vo} el proceso {Sí, vj}~.~ que verifica (21) es estacionario
entonces, dada la condición inicial {5o, yo } y un q inicial, el proceso resul-tante {s
1(q), v5(q)}~.~ que verifica (2.3) debe ser estacionario.
• Cuanto más cercana sea aL, más cercano debe estar {st(q), v1(q)}~1...~
a {sí, ~
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Si se asegura el primer punto de los dos anteriores el segundo queda garanti-
zado. En aplicaciones prácticas del método de Parametrirzación de Expectativas,
una de las principales dificultades estriba en encontrar buenas condiciones ini-
ciales para el vector q, que garanticen que {st(q), vt(q)}~iL.1 sea estacionario y
que permíta, por tanto, la puesta en marcha del procedimiento de solución para
obtener un punto fijo para q, y así la obtención de una ley de movimiento apro-
ximada (parametrizada), L0, tan cercana a la verdadera ley de movimiento L
como se desee.
La aproximación que se propone en este Capítulo para obtener el vector q
inicial:
1. garantiza localmente la estacionariedad de {st(q),vt(q)}~L1 al obtener el q
inicial a partir de la versión lineal cuadrática en logaritmos de las variables
del sistema (2.1), y
2. mejora la velocidad de convergencia hacia el punto fijo respecto a varias
maneras de implementar el método de homotopía propuestas en las refe-
rencias citadas más arriba.
23 Discusión del procedimiento de homotopía
La solución preferida por A. Marcet y coautores [ver den Haan y Marcet (1990),
Marcet y Marshall (1994) o Marcet y Lorenzoril (1999)], para obtener condi-
ciones iniciales es usar las ideas de la homotopía. Partiendo de una versión
simple del modelo que se quiera resolver, se va modificando parte de la estruc-
tura del modelo, o el valor de algún parámetro, lentamente, hasta llegar a la
versión deseada. Mientras que las soluciones sean continuas con respecto al
parámetro/s que conducen al modelo desde la solución (más sencilla) conocida
hasta la deseada, siempre se está resolviendo con buenas condiciones iniciales.
Por ejemplo, en el caso de utilidad logarítmica y depreciación completa [ij = 1
y 6 = 1 en la notación usada en el Capitulo 1] se conoce la solución analítica




donde ~ es el factor subjetivo de descuento y a mide la participación del capital




[ver expresión (1.2), Capítulo 1], con lo que si se toma como aproximación a la
esperanza condicional el polinomio
= qrexp(q
2log(kt....í) +q3log(z~))





Igualando los coeficientes de la expresión de la solución analítica y el polinomio





En este caso, por supuesto, la aproximación polinómica es exacta. Partiendo de
estos valores como condiciones iniciales, la convergencia es rápida para un caso
con 3 cercano a cero. Una vez alcanzada la convergencia, se pueden usar los
nuevos valores de los q’s como condiciones iniciales en un caso con un & mayor,
y así sucesivamente. En den Haan y Marcet (1990) se utiliza esta versión del
procedimiento de homotopíapara resolver el modelo neoclásico básico. Mientras
que el vector q del que se parta no esté muy lejos del punto fijo, todos los q’s que
se consideran generan un {st(q), Vt (q)} con una distribución estacionaria. Por
tanto, en este caso, no hay necesidad de imponer estacionariedad explícitamente.
A lo largo de la senda de homotopía no es necesario exigir mucha precisión en
el cálculo del punto fijo, dado que los modelos o configuraciones de parámetros
intermedios son sólo accesorlos.
Aunque supone una disciplina necesaria para obtener la convergencia al
punto fijo, en algunos modelos esta gradación puede no ser sencilla o, al menos,
tomar una buena cantidad de tiempo. A veces la solución en la que comenzar
la homotopía no es tan clara como en el caso particular del modelo básico en el
que se conoce la solución analítica.
A efectos de comparar con la propuesta alternativa que se hace en este
Capítulo, se considerarán ahora dos posibles maneras de poner en práctica las
ideas de la homotopía, tomando como base para evaluar su comportamiento el
modelo de Cooley y Hansen (1989), analizado en den Haan y Marcet (1994). Se
usará la especificación dada en dicho artículo para el polinomio de aproximación
a la expectativa, que se presenta en el Capítulo 1 de esta Tesis [ver expresión
(1.5)], y toma la forma,
= qí exp (q2log(ke~1) +q3log(z~) +q4log(gt) + qs(log(kv...í)
2)
x exp (s6 log(kt....í) log(zt) + q7(log(zf))2 + qs(log(zt))3) (2.5)
donde Á~ representa el multiplicador de Lagrange asociado a la restricción
presupuestaria de las familias [ver Capítulo 1 y Apéndice A]. Como configu-
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donde AN mide la ponderación del ocio en la utilidad de la familia represen-
tativa, Pz y Pg miden la persistencia de las perturbaciones tecnológica, zt, y de
crecimiento monetario, gt, respectivamente, y o’~ y a~, las desviaciones típicas
de las innovaciones asociadas.
Se han seleccionado dos maneras alternativas, de entre las muchas posibles,
de guiar la homotopía. Por una parte se modifica el valor de la tasa de expansión
monetaria en estado estacionario, g55, y por otra el de la tasa de depreciación,
6, como se explica en las dos subsecciones que siguen.
2.3.1 Una primera aplicación de las ideas de la homotopía
Como ya se comentó en el Capítulo 1, den Haan y Marcet (1994) resuelven por
el método de Parametrización de Expectativas el ya expuesto modelo de Cooley
y Hansen para los valores de los parámetros estructurales f¡3, a, 8, AN, p2, p9,
a~9, a,5] presentados más arriba & — 0.025 y g5. = 1.015. El valor del vector










Como aplicación de las ideas de homotopía, se realizará ahora el siguiente
ejercicio: usando como condición inicial el valor del punto fijo dado por (2.6)
para el caso con los valores paramétricos expuestos arriba, se propone buscar
el punto fijo para los mismos valores paramétricos, pero con g~. = 1.15. Este
ejercicio responde a las ideas que se acaban de exponer, ya que se parte del q
obtenido con g55 = 1.015, para tratar de obtener el correspondiente con un g55
un 13% más elevado.
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2.3.2 Una segunda aplicación de las ideas de la homotopía
Se basará ahora la aplicación del principio de homotopía en el estudio del estado
estacionario del modelo, en el caso en que 8 = 0. A partir de las condiciones de








= 1 —1 ~ (2.7)
—¡3e 2 g~’ rn
= [Atí;oztk~tI1~ (2.8)
además, de la restricción presupuestaria (AA8), despejando el consumo,
= ztk~’ 1NbO 4. (1 — &)k~..í — (2.9)
De (2.8) y (2.9) en (2.7), se tiene,
= ¡3e~Lg~Eíg[Po 1
z~ka [Á1i=sz~ka + (1L .





5...1 tAN] A- A~((1 — &)k~...1 — k~) = ¡3e#ggf’g[~”
que en estado estacionario supone,
1 1 Fi—al
AAzAk55 LANJ + A55((1 — &)k55 — k58) = ¡3e—#gP~1ge
lo que es igual a,
2
1 ~ 1AA zA L AN] —A~dIv55=pe2 ~ k55
de donde, si se hace & = 0, se tiene finalmente,
V~= [¡36+ [itNaífl (2.10)
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Estas condiciones iniciales podrían ser una buena aproximación para el caso
8 = 0. Entonces se puede usar el valor de q al que el procedimiento PEA ha
convergido en el caso & = O [y ¡3 = 0.99, a = 0.36, & = 0.025, AM = 2.86,
Pz = 0.95, ~ = 0.48, a,~ = 0.00721, ~ = 0.009 y 9s. = 1.15 ], como condición
inicial para el caso 8 = 0.025 e igual valor del resto de parámetros, que es el que
nos ocupa. Nótese que esto es una homotopía porque se pasa del caso & = O al
caso 5 = 0.025, manteniendo el resto de valores paramétricos.
Para apreciar la sensibilidad del procedimiento de solución a unas condi-
ciones iniciales apropiadas, vale la pena resaltar que usando directamente las
condiciones iniciales anteriores derivadas analíticamente para el caso 3 = 0, el
algoritmo PEA programado nunca converge cuando se usan para iicializar el
caso con & = 0025.
A partir de las condiciones iniciales obtenidas del estado estacionario con
& = O se llegó, tras poner en marcha el algoritmo de PEA, al siguiente vector q,
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2.4 Procedimiento basado en una aproximación
lineal
Si se lleva a cabo una aproximación lineal en logaritmos al sistema de condi-
ciones de primer orden y restricciones (2.1) alrededor del estado estacionario
determinista, y se denota por,
= O (2.12)
se puede seleccionar la variedad estable del sistema de tal manera que se
garantice la estacionariedad de (2.12) en torno al estado estacionario determi-
nista. Con cualquier aproximación lineal (2.12), esta selección puede efectuarse
si se considera el subespacio estable de dicho sistema, como se describió para las
estrategias de Uhlig (1999) [versistema (1.9)] o Sims (1999)-Novales et al. (1999)
[ver sistema (1.10)]. Se proponen en las subsecciones que siguen dos maneras,
similares, de obtener condiciones iniciales para q sobre la base de estos princi-
pios. Una primera manera proporciona unas condiciones que se pueden obtener
analíticamente, mientras que la segunda permite generar una distribución de
probabilidad sobre el vector de condiciones iniciales.
2.41. Condiciones iniciales identificadas mediante una a-
proximación lineal en logaritmos
Si se toma la aproximación de coeficientes indeterminados tal y como se desar-
rolla en Uhlig (1999), a partir de la formulación (1.9) concretada para la solución

























donde, de nuevo, el símbolo -. denota desviaciones
estacionario, es fácil extraer la condición,
logarítmicas respecto al estado
kr±1zfl~g7)~0
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Igualando coeficientes entre esta expresión y (2.5), se tienen unas condiciones
iniciales obtenidas analíticamente que son
= j.>sss (175k (~)S>XsJ
q2 =
Para los valores de los parámetros estructurales que se están usando como









De entre los métodos “casi” lineales evaluados en el Capitulo 1 y descritos
en el Apéndice A, el método de Uhlig (1999) es el que permite de manera más
inmediata identificar las condiciones iniciales como se detalia en esta sección.
Nétese que con el método desarrollado en Novales el al. (1999), tal y como
se implementó en el Capítulo primero para la aproximación en logaritmos, se
tendría, de (1.10), que la expectativa tomaría la forma
Dado que k~ es una función no lineal de k±.í,el proceso de identificación de
condiciones iniciales no seria posible.
No obstante, debe tenerse en cuenta que la datación de las variables no es
ninguna característica definitoria dd método. Sería fácil también identificar
condiciones iniciales similares a las anteriores obtenidas a partir de la formu-
lación (1.10), en la que se escoge como elemento de uj la variable k5...1 en lugar
de k±,con lo que se tendría,
con lo que, igualando coeficientes se tendría algo similar a lo realizado con la
estrategia de Uhlig (1999), a costa de, en términos de la notación del Capítulo 1,
tener una solución menos refinada.
2.4.2 Condiciones iniciales estimadas mediante una apro-
ximación lineal en logaritmos
En muestras finitas, la realización concreta de las perturbaciones estructurales{ z~} = { Z~, g~ }, proporciona información que se puede aprovechar en orden a
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Tabla 2.1 Obtención de condiciones Iniciales para el Método de Parametrización de Expectativas.
Estadísticos de la distribución empírica de los valores obtenidos como condición inicial con el método
de estimación a partir de la aproximación lineal en logaritmos. Media y desviación típica de la media
(entre paréntesis)
0, 02 03 04
4.08610571451612 -0.53158780860215 -0.47027449908602 -0.03122343300000
(0.00000003532142) <0.00000000405140) (0.00000000516988) (0.00000000000000)
05 06 07 08
-0.00000000004440 0.00000000010273 -0.00000000004220 0.00000000003839
(0.00000000069382) (0.00000000195405) (0.00000000133405) (0.00000000038802)
obtener el q final. En este sentido, se propone obtener condiciones iniciales para
los valores de q que dependan de dichas realizaciones de la siguiente manera:
• Generar {zt,gt}7L0, con un T suficientemente grande.
• Resolver usando un método “casi” lineal, por ejemplo Uhlig (1999), obte-
niendo sendas temporales para todas las variables de la economía, tales
como el stock de capital, {k±...í}721,el consumo, ~ y el multipli-
cador, {A±ÁL1.
• Generar un valor auxiliar para la expectativa a partir de la relación que
se obtiene de aproximar la expectativa en (1.5) con un polinomio como el
dado por (2.5),
~,t=xt, vt
• Estimar por mínimos cuadrados la regresión
log(W) = e’ + 02 log(kt...í) + Qa log(zt) + g~ log(gt)
+ gs(log(kt...í))






donde, a partir de la aproximación lineal en logaritmos se dispone de una
serie temporal para la expectativa aproximada, {~‘±}?L
1,y de otra para el stock
de capital, {k±...1}~L1.Como se constatará al analizar los resultados, las estima-
ciones resultantes de los g’s funcionan muy bien como condiciones iniciales para
los q’s. Para cada realización de los procesos estocásticos exógenos se tendrá
un valor distinto del vector g A modo de ejemplo, para un conjunto de 250
repeticiones se tienen los estadísticos media y desviación típica de la media que
se presentan en la tabla 2.1.
Se puede apreciar que los valores estimados como condiciones iniciales para
qí, q~, qs y q4, en media, son iguales en los cuatro primeros decimales a los
obtenidos por igualación de coeficientes a partir de la representación lineal en
logaritmos. No obstante, en este caso se tiene una mayor precisión (más deci-
males) y una idea del signo de los coeficientes qs a qg, de los cuales no se tenía
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ninguna indicación con el procedimiento anterior. También es importante apun-
tar que en el contexto de determinados modelos, como es el caso de aquellos
que presentan varias expectativas, como se verá en el Capítulo 3, el método de
identificación no es fácilmente aplicable, mientras que el de estimación siempre
se puede utilizar.
2.5 Resultados comparativos para el modelo de
Cooley y Hansen
En las tablas 2.2 y 2.3 se presentan los resultados de inicializar el algoritmo PEA
usando las cuatro alternativas antes expuestas, dos basadas en los principios de
la homotopía y dos basadas en una aproximación lineal en logaritmos, para
resolver el modelo de Cooley y Hansen (1989).
El experimento que se ha realizado y repetido 250 veces, es el siguiente. En
cada simulación,
• se genera una realización de tamaño T=40,000 de los procesos exógenos
• se toman las condiciones iniciales que se han apuntado en los apartados
anteriores para cada estrategia de inicialización, dadas por (2.6) para la
homotopía en g5~, (2.11) para la homotopía en 3, (2.13) para las identi-
ficadas a partir de la aproximación lineal en logaritmos, y estimada para
cada realización para el método de estimación a partir de la aproximación
lineal en logaritmos.
• se resuelve el modelo de Cooley y Hansen (1989) por PEA con cada una
de ellas. Se anota el tiempo de convergencia y el número de iteraciones
necesarias para converger a un q [el supuesto punto fijo], con un criterio
de parada de cuatro decimales [tabla 2.2],
• a cada q obtenido con cada procedimiento de inicialización se le aplica el
contraste de den Haan-Marcet 250 veces, en orden a obtener la distribución
empírica del estadístico de contraste [tabla 2.3]
Los resultados se obtuvieron usando MATLAB para WINDOWS en un ordenador
personal Pentium III a 350 mhz, con 128 mega bites de memoria RAM. Como
el tiempo por iteración puede cambiar mucho dependiendo del lenguaje de pro-
gramación utilizado y la máquina en que se lleve a cabo, los resultados que se
presentan en la tabla 2.2 se ofrecen en términos relativos a la estrategia basada
en condiciones iniciales estimadas a partir de una aproximación lineal en lo-
garitmos al modelo. En media, este procedimiento fue el que menos tiempo
empleó, y es similar al método de identificación a partir de la aproximación
lineal. La homotopía usando el parámetro 9s. necesita, en media, 1.6 veces
el tiempo empleado por los procedimientos anteriores, y la homotopia basada
en & algo más de dos veces. Si se atiende a los tiempos máximo y mínimo, el
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procedimiento de identificación a partir de la aproximación lineal se presenta
como el más variable, siendo el que presenta el mayor tiempo y el menor, ambos
del orden de cuatro veces el tiempo empleado por la estrategia de estimación.
El número de iteraciones necesario, como es lógico, presenta el mismo tipo de
información, necesitando en promedio las dos aproximaciones lineales unas 52
iteraciones, frente a 80 de la homotopia basada en g~ y casi un centenar de la
homotopía basada en
El q fijo de ejemplo que se muestra, para una de las 250 simulaciones, en
la tabla 2.2 evidencia cómo, para una realización común de los procesos es-
tocásticos exógenos, aún partiendo de condiciones iniciales distintas, se llega al
mismo q final. Por otra parte, como se verá más claramente en el Apéndice
en la sección 2.7, para distintas realizaciones se llega, partiendo de las mismas
condiciones iniciales, a distintos vectores q. Esta dependencia del punto fijo, en
muestras finitas, respecto de la realización concreta de {z~ }, permite explicar
el hecho de que las condiciones iniciales estimadas, que aprovechan esta infor-
mación, sean las que presentan los mejores tiempos de convergencia, aunque
son practicamente idénticos a los de las condiciones identificadas a partir de la
aproximación lineal.
La tabla 2.3 confirma la similitud de los q a los que se llega, dada una reali-
zación de {z~ }, con las distintas condiciones iniciales. El comentario que sigue
es común a los cuatro procedimientos. El contraste de den Haan-Marcet se en-
cuentra detallado en el Capítulo 1. Un 83% de los q a los que se ha convergido
presentan entre un O y un 8% de realizaciones en la cola superior del contraste
de den Haan-Marcet al nivel de significación del 95%. Un 13% presentan por-
centajes entre el 8 y el 10%, y serían de dudosa aceptación, mientras que un
4%, serían rechazados claramente por el test, al presentar valores superiores al
10%. Utilizando un tamaño muestral nada desdeñable de 40,000 observaciones,
y un criterio de parada en el algoritmo para los elementos del vector q de cua-
tro decimales, usando las mismas condiciones iniciales, el test puede rechazar o
aceptar como apropiado un vector q dependiendo de la realización de {Zt}. Esto
aconseja, al menos, repetir el proceso de búsqueda del punto fijo para distin-
tas realizaciones de los procesos estocásticos exógenos que presente un modelo
concreto.
Resumiendo, los resultados obtenidos indican lo apropiado de obtener condi-
ciones iniciales a partir de la versión lineal en logaritmos del modelo, no sólo en
términos de velocidad de convergencia, que en algunos casos puede ser cuestión
de unos pocos minutos, sino sobre todo porque garantizan la estacionariedad de
las series temporales iniciales {st(q)} y {v±(q)}.
Además, es importante notar que el requisito previo para usar las condi-
ciones iniciales basadas en una aproximación lineal en logaritmos es, obvia-
mente, obtener dicha aproximación analítica, si bien su coste es escaso y puede
realizarse con cualquier programa infórmatico de matemática simblica estándar.
La estratega de estimación requiere, adicionalmente, que se estime una regresión
lineal. En cambio, el requisito previo para implementar el procedimiento que se
ha denotado como de homotopia basada en g5. implica obtener unas condiciones
iniciales para una version previa del modelo o configuración paramétrica. Nótese
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Tabla 2.2: Obtención de condiciones Iniciales para el Método de Parametrización de Expectativas.
Resultados comparativos para el Modelo de Cooley y Hansen <1989). 250 simulaciones. T=40,O0O.
En cada simulación se genera un {z~} y se parte en cada caso de las condiciones iniciales que se
seflalan en el teno. Se inicializa PEA y se calculan los tiempos de convergencia al punto fijo y el
número de iteraciones necesarias eara alcanzarlo en cada caso.
Homotopía Lineales



























































<‘9 q inicial estimado: q = 14.0861,-O.5316,-0.4703,-0.0312,0.0000, 0.0000, o.oooo~Ubo~’
que en el caso analizado se han tomado, simplemente, de un artículo publicado,
pero que en general no existe una guía clara de dónde comenzar el proceso.
Respecto a la homotopía en 3, al estar basada en el estado estacionario, ya se
tiene la versión previa del modelo que se necesita. Basta, entonces, con resolver
el estado estacionario e identificar coeficientes con un poco de habilidad. No
obstante, para converger en el caso con & = 0.0 se necesitaron 170 iteraciones,
más las necesarias para converger desde este punto al punto fijo para el caso con
& = 0.025. En total, en torno a unas 270 iteraciones, frente a las 52 necesarias
con las aproximaciones lineales.
En general, en modelo más complejos, o con más expectativas, como es el
caso del analizado en el Capítulo 3, la estrategia de estimación del vector q
inicial a partir de la aproximación lineal aparece como la más apropiada. Sólo
precisa de la aproximación lineal y la estimación de una regresión por mínimos
cuadrados ordinarios para garantizar estacionariedad y buenas propiedades de
convergencia, mientras que el resto de alternativas necesitan importantes mod-
ificaciones que pueden hacerlas inviables. En modelos más sencillos el método
de identificación basado en una aproximación lineal en logaritmos aparece como
el de más fácil implementación.
2.6 Conclusiones
En este Capítulo se han presentado dos procedimientos para inicializar el algo-
ritmo de Parametrización de Expectativas, que garantizan que las series tempo-
rales iniciales son estacionarias. Además, en el contexto del modelo monetario
de Cooley y Hansen (1989), se muestra cómo los procedimientos propuestos
mejoran la velocidad de convergencia y son de más fácil implementación que
2.6. Conclusiones
Tabla 2.3: Obtención de condiciones Iniciales para el Método de Parasnetrización de Expectativas.
Resultados comparativos para el Modelo de cooley y Haneen (1989). 250 simulaciones. T—40,000.
En cada simulación se genera un {Ze} y partiendo en cada caso de las condiciones iniciales que se
senalan en el texto. contraste de den Haan y Marcet: 250 simulaciones para cada q. Instrumentos:
= [constante, k,, k~i , ks...
2, log(z,),log(zus>, log<z,...2)].
% de qe con un % de realizaciones del estadístico de contraste < 5%
cola inferior cola superior
homotopía g~, 1.015/1.15







% de q’s con un % de realizaciones del del estadístico de contraste entre un 5% y un 6%
cola inferior cola superior
bomotopía 9~, :1.015/1.15







% de q’s con un % de realizaciones del del estadístico de contraste entre un 6% y un 8%
cola inferior cola superior
homotopíag~, :1.015/1.15







Ve de q’s con un Ye de realizaciones del del estadístico de contraste entre un 8% y un 10%
cola inferior cola superior
bomotopíag88 :1.015/1.15








76 Elección de Condiciones Iniciales
dos versiones del procedimiento de homotopía, usual en otros trabajos en los
que se utiliza el método de PEA.
Resulta importante aprovechar la información contenida en la realización
concreta de los procesos exógenos, {~t}, dado que, al ser finita, es útil para el
cálculo del punto fijo. En un Apéndice al Capítulo se analiza cómo este hecho
puede condicionar los resultados obtenidos.
2.7 Apéndice: Un ejercicio numérico en torno a
la unicidad del punto fijo
2.7. 1 Evidencia
Al relizar los experimentos de las secciones anteriores se produjeron las sigu-
ientes observaciones: i. partiendo de la misma condición inicial para q, el valor
numérico final de q que se obtiene tras converges aun con un T suficientemente
grande, depende de la realización de los procesos exógenos en {z~}, u. aunque se
parta de distintas condiciones iniciales, siempre que sean adecuadas> para una
misma realización de {Zt}, siempre se converge al mismo punto fijo.
El punto u. queda patente observando el vector q que se ofrece como ejem-
Pío en la tabla 2.2. El punto i. se puede constatar en la figura 2.1, donde se
presentan los histogramas de frecuencias de los distintos valores que se obtienen
para los componentes del q fijo, q =[qí,q2,q3, q4,qs,q6,q7,qs], en el caso de una
aproximación PEA de tercer orden al modelo de Cooley y Hansen (1989), par-
tiendo siempre de la misma condición inicial, para distintas realizaciones de las











y la condición inicial está tomada de den Haan y Marcet (1994) para el caso
con g~. = 1.015, que es la que se muestra en (2.6). Los histogramas de la figura
están construidos a partir de 1500 valores de q, obtenidosa partir de otras tantas
realizaciones de {zí}, y están agrupados en 100 clases.
Las diferencias entre los distintos valores de los elementos de q son apreciables
a primera vista. Los rangos de variación para cada uno son q1 = [1.3444,81863],
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Figura 2.1 Unicidad de punto fijo. Histograma de frecuencias de los distintos valores tomados
por los coeficientes del polinomio de aproximación de PEA para las distintas realizaciones de las
perturbaciones exógenas. Modelo de Gooley y Hansen <1989), con valores paramétricos ¡3 = 0.99,
a = 0.36, 6 = 0.025, AN = 2.86, Ps = 0.95, p0 = 0.48, o~ = 0.009, ~ = 0.00721 y Oes = 1.15.
Se han realizado 1500 simulaciones de tamaño 40,000, partiendo siempre de las mismas condiciones
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q2 = [—l.1965,0.43923, qa = [—1.7590,0.0530},q
4 = [—0.0394,—0.0235], q5 =[—0.2119,0.1444],q6 = [—0.2283,0.5613],q7 = [—0.6319,0.3751],q8 = [—5.4305,6.6651].
No obstante, todos los vectores de ocho coeficientes implican, por construcción
el mismo valor de estado estacionario para el polinomio de aproximación a la
expectativa.
En principio, este hecho, asociado a que necesariamente las realizaciones ge-
neradas de {Zt} son finitas, podría llevar a pensar que las diferencias entre los
distintos valores de q pueden inducir diferencias entre las soluciones, generadas
a partir de cada uno de ellos, con lo cual las conclusiones extraídas por distintos
investigadores que usaran las mismas condiciones iniciales, respecto a las im-
plicaciones del mismo modelo serían distintas, Para contrastar esta posibilidad
se realiza el siguiente ejercicio, que trata de capturar posibles diferencias en las
propiedades de las series simuladas a partir de cada q. Para ello se escogen cinco
vectores q muy diferentes de entre los 1500 obtenidos:
8.7863 6.6211 4.3381 2.3006 1.3444
I —1.1965 —0.9531 —0.5804 —0.0360 0.4392L —0.2710 —0.0622 —0.4040 —0.8847 —1.7311Ñ —0.0341 —0.0310 —0.0308 —0.0251 —0.0308. 8 .1776 . 280 0.1767 0.55690.1444 0.0919 0.0099 —0.1070 —0.2119
—0.0393 0.0045 —0.1521 —0.0630 —0.5944
1.3275 1.0337 —0.4345 1.8784 —2.1441
entonces,
• Se calculan las series temporales para el consumo, el stock de capital,
las horas trabajadas y el producto, y las funciones de respuesta de estas
mismas variables a un impulso en la tecnología, usando el sistema (A.54)
en el Apéndice A, dados ko,{z0}~L1 y
~‘~(q;k~..1, z0) = qí exp {q~ log(k0..í) + q3 log(zt) + q4 log(gt)}
Y exp {qs(log(k0..í)
2 + q~ log(k~..í) log(zt)}
Y exp {q7(log(zt)/ + qs(log(zt))3},
lá
ct = —e 2 gP§íg7PQ
—I
= [(1—ai$ztk?íl
= —c~ + ztk~..
1Nka + (1—
Para generar las funciones de respuesta a un impulso de tamaño una
desviación típica en la tecnología, las perturbaciones toman los valores{e~,}g1 = [a020,.. . ,O,O]T y fe9 § —[0 0,... ,O,O]T.
• Se aplica el contraste de den Haan-Marcet a las series simuladas, usando
cada uno de los cinco vectores q, generando 250 repeticiones de tamaño
T=3000 a partir de cada uno de ellos.
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• Se computan las medias y las desviaciones típicas del producto, el consumo
y las horas trabajadas, así como las correlaciones cruzadas contemporáneas
y retardadas del producto con el consumo y las horas trabajadas.
• Se repite todo el proceso para cada una de las 250 realizaciones exógenas
simuladas.
Los resultados para el contraste de den Haan-Marcet se presentan en la tabla
2.4. El resto de tablas que se muestran se refieren a contrastes de igualdad de
medias, desviaciones típicas y correlaciones cruzadas entre producto, consumo
y horas trabajadas. Dado que se tienen 250 realizaciones independientes e iden-
ticamente distribuidas de cada estadístico, se realizará el contraste como sigue
[taly como se hizo en el Capítulo 1].
Sea ~tun estadístico calculado con las series temporales simuladas con un
método k en la simulación i c N. Sea ~ la media poblacional y a1»< la media
muestral calculada con N simulaciones. Sea s~s la desviación típica poblacional
calculada con N simulaciones. Para cada par de métodos k1, k2, con {4’ }~~1
y {yQ~ }$Ñ1 independientes, se desea contrastar H0 ¡sk, = - En grandes
muestras es fácil probar que,




A un nivel de significación del 5%, el valor crítico es 1.6449. Así, un valor
del estadístico de contraste mayor que este número indicaría un rechazo de
la igualdad entre las series [del estadístico que sea, media, desviación típica o
correlación cruzada] al nivel dado de significación.
2.7.2 ¿Es importante para las implicaciones económicas
de las soluciones obtenidas?
La tabla 2.4 muestra el porcentaje de realizaciones del contraste de den Haan-
Marcet en las colas inferior y superior del contraste. El test acepta claramente
como apropiadas las soluciones generadas por q
1, q3 y q5 - Más dudosas son la
solución de q4, que presenta un 8.4% de realizaciones en la cola superior, algo
más del 5% teórico esperado, y la de q5, con un 10% de las ocurrencias del
contraste en la cola superior.
La tabla 2.5 muestra diferencias significativas entre las medias generadas con
para el producto, el consumo y las horas trabajadas, respecto a las generadas
con q1, q3, q4 y q5. Parece que esto es lo que puede generar un porcentaje de
realizaciones del contraste de den Haan-Marcet mayor que el esperado, con lo
que se rechazaría la solucióncalculada con q2. Asimismo, se detectan diferencias
entre la media de las horas trabajadas calculada con q4, frente a las de q3 y q5.
De nuevo, esto puede explicar que q4 presente también un mal comportamiento
en relación al test de den Haan-Marcet. Por tanto, los resultados de esta tabla
son coherentes con los de la tabla 2.4.
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Tabla 2.4: Unicidad del Punto Fijo. Contraste de den Haan-Marcet, Resultados para el Modelo
de Cooley y Hansen (1959>. T=3000. Porcentajes sobre 250 repeticiones del modelo aproximado
usando cada q. Instrumentos: 34 = [constante, k¿. krs , Ao...
2, log(z5),log(z~...,>, log(z,<)~.






No obstante, las tablas 2.6 y 2.7 muestran unos resultados más difíciles
de conciliar. Las desviaciones típicas del consumo obtenidas con los distintos
vectores q no son estadísticamente diferentes, aunque las de las horas trabajadas
son distintas entre todos los q’s. Respecto a las del producto, es q
5 el que las
ge era distintas del resto. La informa ión de la tabla 2.7, ti nde a mostrar
diferencias entre q4 y q5 por un lado, y q’, q2 y q3 por otro. Las soluciones de
q y q3, salvo por <1N y corr(yt, ct), son estadísticamente iguales.
La funciones de respuesta a un impulso de la figura 2.2, por otra parte, no
muestran diferencias cualitativas.
A la vista de estos resultados no se puede dar una respuesta muy concluyente
y, aunque parece que las soluciones generadas con distintos q’s pueden diferir
en ciertos aspectos, tal vez se precise un mayor número de repeticiones y una
longitud muestral mayor para asegurar la fiabilidad estadística de estos resulta-
dos. No obstante, los tamaños muestrales utilizados, de 40,000 observaciones,
parecen suficientes y son, al menos, tan grandes como los encontrados en la
literatura. No parece probable que con tamaños superiores los histogramas de
la figura 21 colapsen a un punto, y este es el punto principal que este Apéndice
pretende evidenciar.
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Tabla 2.5 Unicidad del Punto Fijo. contrastes de igualdad de las medias de las series temporales
generadas usando polinomios parametrisados con distintos valores del vector q a los que se ha
convergido con distintas realizaciones de los procesos exógenos. valores del estadístico de contraste
de la ecuación <2.15>. T=40,000. Las condiciones iniciales para q son las mismas para cada {zr} y




















0.2262 2.0605 0.0135 0.4436 —














































0.9926 7.7577 0.2175 1.7031 —
Tabla 2.6: Unicidad del Punto Fijo. Contrastes de igualdad de las desviaciones típicas de las series
temporales generadas usando polinomios parametrizados con distintos valores del vector q a los que
se ha convergido con distintas realizaciones de los procesos exógenos. valores del estadístico de
contraste de la ecuación (2.15). T40,000. Las condiciones iniciales para q son las mismas para




























































































q 2.0800 4.2566 6.1305 7.5886 —
están tomadas de den Haan y Marcet (1994).
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Tabla 2.7: Unicidad del Punto Fijo. Contrastes de igualdad de las correlaciones cruzadas de las
series temporales generadas usando polinomios parametrizados con distintos valores del vector q a
los que se ha convergido con distintas realizaciones de los procesos exógenos. Valores del estadístico
de contraste de la ecuación <2.15). T=40,000. Las condiciones iniciales para q son las mismas para
cada {z4 y están tomadas de den Ilaer’ y Marcet (1994).
corr<v¿,c±) W
-~ m m
q q 9 q
q 1.0000 — —
1.6168 1.0000 — —
1.8765 0.2597 1.0000 —







9 1.0000 — —
0.2072 1.0000 — —
0.6278 0.8329 1.0000 —
q 2.4091 2.1980 3.0314 1.0000 —
2.2770
r—




9 1.0000 — —
9 1.3836 1.0000 — — —
1.5461 0.1625 1.0000 —








9 1.0000 — —
0.7420 1.0000 — — —
0.7431 1.4834 1.0000 — —
5.2471 4.5061 5.9766 1.0000 —
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Figura 2.2 Funciones de respuesta a un impulso en la perturbación tecnológica. Modelo de Cooley
y Hansen (1989), con valores paramétricas ¡3 = 0.99, a = 0.36, 6 = 0.025, Ap, = 2.86, p
5 = 0.95,
= 0.48, o>~ = 0.009, o = 0.00721 y Oas = 1.15. {z~}~L5 = [1,0 0101T, <9~}T1 =
[0,0 o, 0V. Eje de ordenadas: desviaciones porcentuales respecto del estado estacionario. Eje
de abcisas: periodos haci, delante.







En este Capitulo se abordan dos cuestiones relacionadas. Por una parte se
estudian las propiedades de racionalidad asociadas a las expectativas realizadas
por los agentes con un horizonte mayor que uno, y por otra se explotan las
ventajas que puede presentar la descomposición de expectativas en distintos
sumandos, cuando sea posible, para el análisis de cuestiones de identificación de
la estructura dinámica y estocástica de modelos con expectativas racionales.
En determinadas aplicaciones económicas aparecen esperanzas condicionales
de una misma función a distintos horizontes que, salvo en el caso de previsión
perfecta, tendrán asociado un error de previsión realizado distinto de cero. La
racionalidad de expectativas impone una rígida estructura entre los errores de
predicción asociados a cada horizonte, que deben seguir una estructura de me-
dias móviles con los errores de predicción a horizonte uno como iñnovaciones.
En esta situación, algunos métodos de solución se presentan especialmente apro-
piados, y permiten considerar estas cuestiones de manera muy natural. En la
primera parte de este Capítulo, usando el modelo neoclásico básico de creci-
miento con una tecnología de producción del tipo time-to-bujid, se explica cómo
los métodos basados en aproximaciones a las condiciones de Euler que se estu-
diaron en el Capítulo 1 afrontan esta situación. Para un tratamiento general de
las estructuras de medias móviles en modelos lineales de expectativas racionales
se puede consultar Sims (1999) y Zadrozny (1998), donde se usa un método de
coeficientes indeterminados. En Ruiz (1997) se discute la cuestión usando un
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método de solución a la Blanchard y Kahn (1980), en el contexto de un modelo
de crecimiento endógeno. El análisis que se realizará en este Capítulo se basa
en este último trabajo y en Novales el al. (1999b), donde se analizan distintas
cuestiones de identificación en el marco del mismo modelo que se usará aquí,
utilizando la descomposición de autovalores y autovectores que se ha aplicado
en el Capítulo 1. La estrategia de solución de Sims (1999)-Novales et al. (1999),
al considerar cada expectativa como una variable [aleatoria] diferente, permite
integrar la existencia de errores de expectativas a distintos horizontes de una
manera muy ventajosa.
Transformando y redefiniendo variables es también fácil ver que la apro-
ximación de Uhlig (1999) se puede escribir de manera que el problema lineal
en logaritmos sea idéntico al derivado con el método anterior. La única dife-
rencia entre aproximaciones radica en la forma de llevar a cabo el análisis de
estabilidad de la solución. Usando lJhlig se utiliza el método de coeficientes
indeterminados, y con Sims-Novales et al. se estudia un problema estándar
de autovalores y autovectores. Las diferencias entre las soluciones generadas
por ambas aproximaciones se reducen, por tanto, al mínimo. Por tanto, en lo
que sigue, simplemente se darán algunas indicaciones acerca de cómo habría
que resolver por Uhlig (1999), no siendo necesario entrar en la discusión de las
propiedades de la solución.
Al resolver por Parametrización de Expectativas modelos con expectativas a
horizonte mayor que uno, la presencia de la citada estructura media móvil en los
errores de previsión a horizonte mayor que uno recomienda la parametrización
de exnectativn-s auxiliares para permitir al método de solución capturar- más-
estructura estocástica del modelo original no lineal, de manera que la presencia
de varias expectativas permite enriquecer el análisis. El reconocer la estructura
media móvil en los errores a horizonte dos y superior permite imponer condi-
ciones de compatibilidad entre los coeficientes de los distintos polinomios de
aproximación. Este hecho no ha sido utilizado en trabajos previos.
Por otra parte, y muy en relación con el punto anterior, siguiendo la dis-
cusión en Ruiz (1997) y Novales el al. (1999c), se analiza también el problema
de identificación que surge cuando se descompone una expectativa, presente en
una ecuación, en diversos sumandos, mediante el uso del método que se presenta
en Sims (1999)-Novales et al. (1999), y se muestra cómo con el estudio de la es-
tabilidad del sistema se detectan autovalores de valor infinito cuyas condiciones
de estabilidad asociadas permiten recuperar los errores de predicción asociados
a cada sumando.
El Capitulo está organizado como sigue. En la sección 3.2.1 se presenta el
modelo en el que se discutirán las cuestiones anteriores. En la sección 3.2.2 se
analiza extensamente la identificación de estructuras de medias móviles usando
el método de Sims (1999)-Novales et al. (1999), mientras que en la sección 3.2.3
se dan algunas pautas de cómo afrontar esta cuestión con el método de Uh-
lig (1999). En la sección 3.2.4 se muestra cómo resolver con una y dos expec-
tativas parametrizadas cuando se usa PEA, y se propone un algoritmo para
hacerlo. Por su parte, en la seccion 3.3, se estudian otras cuestiones que surgen
cuando se descompone en distintos sumandos una expectativa presente en una
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determinada ecuación.
3.2 Identificación de medias móviles
3.2.1 Un modelo con tecnología de time-to-bujid
Se considerará de nuevo el modelo neoclásico básico de un sector que se analizó
en el Capítulo 1, pero en esta ocasión con una tecnología de acumulación de
capital del tipo time-to-bujíd, como la considerada en Kydland y Prescott (1982).
Por simplicidad se supondrá que los proyectos de inversión tardan dos periodos
en ser productivos. Una proporción <P2 del coste del proyecto se financia en el
primer periodo, mientras que el resto <Pi = 1 — <P2, se paga durante el segundo
periodo. La productividad se encuentra sujeta a una perturbación aleatoria ~
que sigue una estructura autorregresiva de primer orden en logaritmos. Con
una función de utilidad de aversión relativa al riesgo constante para el agente
representativo de esta economía, el problema del planificador es,




Xi = <Pi (k~í —(1— 6)k~..2) + <P2 (k~ —(1—
log(z~) = (1 — PL) log(z85) + Pz log(z~r) + Cí
N(0,o-~)
Cada instante de tiempo el agente tiene que pagar la primera parte de un
proyecto de inversión que se va a poner en marcha (la proporción y2) y la
segunda parte del plan de inversión en curso (la proporción ~ ) - Los recursos
disponibles en el instante t vienen dados por yt, teniendo en cuenta que el capital
que se puede usar en el proceso productivo en el momento t viene dado por k~2,
dado que el capital se deprecia sólo por el uso.
En t = 1 el agente elige c1 y k1, dados ko, L1 y z1. La producción viene
dada por Vi = z1kZ~ El agente dedica a inversión z1 = <Pi(ko — (1— 8)Lí) +
— (1 — 8)ko), donde el primer término es el coste fijo inicial asociado a
las dotaciones iniciales de capital, y el segundo representa el primer pago del
primer proyecto de inversión destinado a llevar el stock de capital hasta k1, que
se pagará en los periodos t = 1 y t = 2 y será productivo en el instante t = 3.
Entonces, en t = 2, dados z2, ko y k1 el agente elige c2 y k2. La producción
todavía se realiza usando las dotaciones iniciales, 1/2 = z±kg.La inversión vuelve
a estar compuesta de dos términos, x2 = <Pi (k1 —(1— 8)ko) +<P2(k2 —(1—
donde el primer término es el pago pendiente del primer proyecto de inversión y
el segundo el primer pago del segundo proyecto. Es en el periodo t = 3 cuando
se hace productivo, ~s= z3k?.
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Usando las expresiones para la inversión y el producto en la restricción de
recursos, se tiene que
— cí = <Pí(kt~~í —(1— 6)k~...2) + <P2(k~ —(1— 6)k<..1) (3.2)
con lo que el problema que el planificador central tiene que resolver es maxi-
mizar (3.1) sujeto a (3.2). El Lagrangiano asociado es
00
L(c~, k<, .X~) = E0 2fit—1 x
t=1
{ ch1~ 1 >~ [ztkg...2 <Pí(k<..í (1 6)) <P2(k< (1 6)k~..1)]
___ — —cj—- — — — — — }
donde ½denota el multiplicador de Lagrange asociado a la restricción (3.2),




>t<P2 + $E~ LXí+í (‘pi <P2(l — 5))] + Ñ2E~ [—a½+
2zt#2kr’ — (1 — &½í]= o
más la condición para ½dada por la restricción de recursos (3.2~ y las
condiciones de transversalidad. A partir de las dos condiciones anteriores se
obtiene que
<P2 —i3E~ [c~$1(‘pi — <P2(1—6)) — $c~ji$2(azí42kr
1 + (1 — 5)’p’)] (3.3)
que es una expectativa condicional en t sobre los valores de una función de
las variables dos periodos hacia adelante. Si se define esta expectativa como
una nueva variable,
= E~ [c$
1(’p1 — ‘p2(l —6)) — /?c742(azí+2k~
1 + (1— 6)’p~)] (3.4)
la ecuación de Euler (3.29) se puede escribir,
<P
2c~~ + ¡3W~ = 0. (3.5)
También será de utilidad definir una expectativa realizada sobre la misma
función de las variables del modelo pero en este caso sobre información un
periodo hacia adelante,
— E~ [cT~(<Pí— ‘p2(l —5)) — /3c1Y1(az~+ikg—1’ + (1— 6»pí)] (3.6)
Es importante darse cuenta de que y VV<
2 son expectativas formadas
sobre la misma función, a distinto horizonte, usando el mismo conjunto de in-
formación.
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3.2.2 Solución usando la descomposición de autovabres y
autovectores
En el Capítulo 1 ya se describió esta estragegia de solución, que incorpora de
manera natural cualquier cuestión relacionada con expectativas a distintos hori-
zontes, que se considerarán como nuevas variables. Así, las variables W~ y
entrarán a formar parte directa del diseño de la solución. Asociados a las defini-
ciones de estas variables en (3.4) y (36) se tienen dos errores de predicción un
periodo hacia adelante. Por una parte, el error de predicción de la expectativa
realizada en el instante t — 1 sobre información en t es igual al valor realizado
de la función sobre la que se hizo la expectativa en el momento t menos el valor
que el agente esperaba en t — 1 que tomara dicha función,
= {c¿ií(’pi — ‘p2(1 — 5)) — ¡3c7~ (aztkgf2’ + (1 — 3)’pí) } — 1V<’ (3.7)
y, por otra parte, se puede definir un error de predicción auxiliar tal que
= {cV”(’pí ‘p2(1 —3)) — I3Eí [c7~2í(cxzí+íkf¶Eí’ + (1— 3)’pí)] } —
=wtl-wy1
(3.8)
En el momento t, el valor del primer término en la expresión (3.8) [en
corchetes] no es conocido, dado que incluye un valor esperado. 02 es un error
de predicción a horizonte uno: lo que el agente espera en el instante t para el
instante t + 1 menos lo que el agente esperó en el instante t — 1 para el mo-
mento t. Al incorporar la nueva información disponible en t el agente actualiza
la expectativa hecha en t — 1 para t+ 1, y por tanto cambia su prediccción para
t + 1.
Nótese que E~0+5,1 = O y E~U+52 = O para todo s > O. Nótese también
que el error de predicción dos periodos hacia delante cometido en t+ 1 asociado
a la predicción W¿.1 viene dado por
¿t+2,2 = [c~í(’pí — <P2(1 —3)) — ¡3c7~% (~~~+2kr-1 + (1 — 3)n)1 —
= 0+2,1 + W¿.~ — 1W
= Et+
2,l + ~t41,2 (3.9)
= (1—
por lo que el error de predicción dos periodos hacia adelante también tiene
esperanza nula condicional al conjunto de información en t, que es el instante en
que se realiza la predicción: E~ [E~+2,2]= E~ kh2,1] + Sí [O+~,~]= O. El error
de predicción a horizonte dos, al ser la suma de dos innovaciones ruido blanco
desfasadas, sigue una estructura media móvil de orden uno, con parámetro r
desconocido, que habrá que estimar. Esto es una propiedad del modelo no lineal
original, ya que hasta ahora no se ha realizado ningún tipo de aproxímaclon.
El sistema completo a estudiar, por tanto, está formado por las siguientes
ecuaciones: í. la ecuación de Euler (3.5), ji. la restricción global de recursos
-n
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(32), iii. la ley de movimiento de la perturbación exógena, iv. las defimcíones
de los dos errores de expectativas, (3.7) y (3.8), y y. una identidad que permite
ampliar el vector de variables e introducir k~...1.
Los valores de las variables de este sistema en estado estacionario vienen
dados por,
= k~ — ‘p13k5. —
w~5 =w~
donde es importante notar que en estado estacionario los valores de las dos
esperanzas condicionales son iguales, ya que se realizan sobre la misma función,
aunque a distintos horizontes temporales.
Usando la representación general del Capitulo 1, el sistema en forma lineal
en logaritmos alrededor del estado estacionario determinista se puede escribir,
F0UÉ+1 = P<u, + x¡’~<~1 +
11flt+í (3.10)
donde
uí+í = [Ó+í, k~±í,W4
1 ~4<~ k~JT
= ~ O±1,2]T,
y el símbolo denota desviaciones logarítmicas respecto del estado esta-
cionario. Se tiene que
f—csS ‘p2k~. O O k~ ~Z6 1
= O O O F45 O
~~vI/ss O O O
[o 0 000 iJ
donde
2,6 — —k55 (~í — ‘p2(1 — 3)),






rl = r1~,1 O W55 O O F~6
O O O o








Paraestudiar laestabilidad de (3.10) hay que localizar las raíces del par (Fo, Fi).
En el caso que nos ocupa Fo es invertible y se pueden calcular los autovalores de
que tiene una descomposición de Jordan PAP’, donde A es una matriz
diagonal que contiene los autovalores y es la matriz de autovectores por
la izquierda. Sea P5 un vector con las filas de P1 asociadas a los autovalores
inestables de este sistema, entonces para que exista un equilibrio estacionario
único se debe verificar que [ver Apéndice A]
Wut =0, Vt (3.11)
que es el conjunto de condiciones de estabilidad del sistema que garantiza
que se verifican las condiciones de transversalidad. En los ejercicios realizados
en este Capítulo, P5 resulta ser 2 x 6 y se utilizará la siguiente notación,
1 1 1 1 1 1 1
= t~
0 1½g~s /‘WS g~ g~,
[2 2 2 2 2 2 jg0 1k gws Mw~ PO 1k..,
Es fácil ver que el uso de las condiciones de estabilidad permite escribir las
expectativas como funciones exponenciales de ci, 1c
1, zj y k~...i,
= [St] -~ [ti z3[~zí§t (3.12)
1 re
vil = it. Kl Z~ r~ [kz:Vre (3.13)
it
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donde
1















= ís¡4 — 14/4s,,.
,
= ~ — 1514v
13/42
Otra cuestión evidente a partir de (310) es que el sistema de condiciones de
estabilidad (3.11) impone en cada periodo un conjunto de restricciones entre el
vector de perturbaciones estructurales y el vector de errores de predicción,
P~Fg’ (‘I’¿~ + 11rn) = 0, (3.14)
que implican que los errores de expectativas deben fluctuar en función de los
valores que tomen las innovaciones estructurales, de tal manera que eviten
cualquier desviación de (3.10) respecto a su valor de estado estacionario de
cero. A partir de la expresión (3.14), es fácil ver que los errores de predicción
un periodo hacia adelante verifican el sistema de ecuaciones
[P~ru1w] Ci = — [psr—ln]~ (3.15)
y si [P~Fu’fl] es invertible, se pueden escribir las relaciones,
= c~ (3.16)
= (3.17)
donde ‘1 y son los dos elementos de la matriz — [PSF¿1r1]1 [P~r¿-1’~],
que en este caso es un vector 2 x 1.
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Las relaciones anteriores implican para el error de predicción dos periodos
hacia adelante, por (3.9), que
~t+1,2 = 0+1,1 + ~t,2
= ~Eí+í + 4’~Et
= (i — (—:~) n) ~~÷~4: (3.18)
que no es mas que una estructura de media móvil de orden 1 con parámetro
~ que debe presentar la solución. Las restricciones que impone (3.14) per-
miten estimar un valor aproximado del parámetro media móvil teórico, r en
la expresión (3.9).
Por tanto, a partir de la expresión (3.10), junto con las condiciones de esta-
bilidad (3.11) se pueden obtener series temporales para todas las variables en
Uj, los errores de predicción un periodo hacia adelante en rn~ y a partir de (3.18)
se puede recuperar el error de predicción a horizonte dos periodos.
Simulación usando directamente la aproximación lineal en logaritmos
Se puede simular no refinando la solución, y usando directamente (3.10) junto
con las condiciones de estabilidad (3.11). Así, se puede escribir,
[uz.+~] [“o j’f’[%1]ui+[~ ~11f’[~]cí+í (3.19)
entonces, directamente, se obtienen series temporales para el consumo, el
capital, las dos expectativas y los dos errores de expectativas. Nótese que esta
manera de simular es similar a la representación de espacio de estados que pro-
senta Uhlig (1999). El error de previsión a horizonte dos se obtiene de la pertur-
4,2
bación estructral y el parámetro — estimado a partir de la parte estocástica
de la aproximación lineal en logaritmos. Dados los resultados obtenidos en el
Capítulo 1, se pasará ahora a refinar la solución, y se mostrará el modo de im-
plementar la aproximación que allí se denotó por SIL, y que aparecía como la
más robusta de entre las “casi” lineales.
Simulación mezclando estructura de la aproximación lineal en loga-
ritmos y del modelo no lineal original
Para obtener series temporales de equilibrio de esta economía aproximada, se
empieza a partir de una realización de la perturbación exógena z~ y unas condi-
ciones iniciales z
0, k...1 y k0 - Se usan entonces las dos condiciones de estabilidad
(3.12) y (3.13), la condición de Euler (3.5) y la restricción de recursos (3.2) para
resolver para ci, k~, W~’ y W~.
Así, si se sustituyen (3.2) y (3.5) en (3.13) se obtiene una ecuación no lineal
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cuya única incógnita es
0=—wt2±w55c;~[0W
2 1 (k~~’p
27~ zp [kt.~ 1
{zíkg2 — (<Pl — ‘p2(1 —5)) k~...1 + ‘p~(1 — 6)k~...2 — ( it) ~}—‘-‘
Una vez calculado el valor de ~K
2se pueden calcular los valores para el
consumo y el stock de capital deshaciendo el anterior proceso de sustitución y
después, usando la condición de estabilidad (3.12), calcular W<’. Entonces, a
partir de (3.7) y (as) se obtienen las realizaciones de los dos errores de predicción
un periodo hacia adelante, E?
1 y Eh. De la relación media móvil, se calcula el
error ~?2. La expectativa W~¡ únicamente juega el papel de identificar el error
de predicción un periodo hacia adelante ~.
Un ejemplo numérico
Con los valores paramétricos: r~ = 1.5, a = 0.36, ‘pi = 0.5, ‘p2 = 0.5, ¡3 = 0.99,
3 = 0.025, p2 = 0.95, el estado estacionario resultante es: c5~ = 2.7513 k_ —
37.6914, WL = —0.1107, W~ = --0Á107, ~ =












































































Para los valores paramétricos seleccionados los autovalores son: 0, 0.95,
—0.9621, 0.9728, 1.0384 y —1.0499, con lo que se tienen dos autovalores fuera
del círculo unidad que habrá que resolver hacia adelante [ver Apéndice A]. Aso-
ciados a los autovalores inestables se obtienen, a partir de (3.11) los valores para
las condiciones de estabilidad, que resultan ser,
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y para las relaciones lineales (3.16), (3.17) y (3.18) inducidas por (3.14),
ELí ‘1’? Et = 0.0572 e~,
Et,2 = 0.0470 ct,
¿t,2 = (1 — (—0.8206)B)(0.0572eí).
De donde 11 = 0.0456, ~2 = 0.4612, í~ = —1.2273, 14 = —0.6029, í~ =
—1.4716, 16 = 0, 17 = 1.2041, is = 0.4031 y íq = —0.3796.
En el caso de la representación lineal en logaritmos el valor del parámetro
media móvil se obtiene de manera exacta. En cambio, cuando se mezcla parte
del modelo original con las condiciones de estabilidad de la aproximación lineal
en logaritmos, hay que estimar el parámetro media móvil resultante. Mediante
250 repeticiones de tamaño T = 3000 de {zí}~L1, dadas k1 = k55 y k2 =
el ajuste de un proceso media móvil de orden uno al error de previsión dos
periodos hacia adelante generado por la solución SIL, por máxima verosimilitud
exacta, produjo
1,
$2 = (1 — (—0.8117)B)4,
donde el parámetro estimado que se muestra es el promedio de las 250 simula-
ciones, y la desviación típica de dicho promedio es 000044. Este valor estimado
no difiere significativamente del calculado analíticamente a partir de la repre-
sentación lineal en logaritmos.
El contraste de den Haan-Marcet para los errores de previsión permite
analizar lo adecuado de la solución obtenida. Se utilizará como conjunto de
instrumentos: It = [1,k~,k
5í, k~2, log(z~), log(z~q), log(zí2)], de manera
que el estadístico de contraste tiene una distribución x~ - Se usarán los mismos
instrumentos al aplicar el contraste tanto a los errores a horizonte uno, como
al error a horizonte dos, ya que el conjunto de información usado es el mismo.
Para las correlaciones entre It y se tiene un 5,6% de las realizaciones en la
cola inferior a un nivel de significación del 5%, mientras que un 4.4% lo hicieron
en la superior; respecto a ¿?+12~ un 5.2% lo hizo en la inferior y un 56% en
la superior
2. Estos resultados indican que los errores de previsión derivados de
l aproximación lineal en logaritmos refinada se pueden considerar racionales
en el sentido en que no están correlacionados con un subconjunto suficiente de
variables del conjunto de información.
tPara la estimación se ha usado la “Toolbox” E4 de MÁTLAB, desarrollada en el Departa-
mento de Economía Cuantitativa de la Universidad Complutense de Madrid
2Rcspecto al error a horizonte dos, no es necesario pasarle el contraste si previamente
los errores a horizonte uno se aceptaron como racionales, ya que, respecto a la correlación
Fi [h,C~
2,2] = Fi [I±,Ú-~-2,1]+& [it,Ú-1-1,2]
entonces, si cada una de las correlaciones de la derecha es cero, la de la izquierda debe serlo,
al menos aproximadamente.
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3.2.3 Solución usando el método de coeficientes indeter-
minados
Se explica ahora brevemente cómo se resolvería el modelo usando el método
propuesto en Uhlig (1999). El sistema de ecuaciones a linealizar en logaritmos
estaría compuesto por la restricción de recursos (3.2), la ecuación de Euler
estocástica (3.29), y la ley de movimiento de la perturbación tecnológica,
zík~L2 — cí = ‘p2k~ + k~1(’p1 — <P2(1 —5))— ‘p~(í —
c7’
1’p
2 = —E~ ~3cfl?1(’p1— <P2(l —3)) — ¡3
2c7
1%(azt+2kg1 + (1 — 3)’pí)J
= PzZt.~i + Es
En este caso se tienen que redefinir st, V~ y Zí para incluir los términos en
±2,para lo que en Uhlig (1999) se recomienda introducir: i. variables ficticias
como en los ejemplos,
= E~[VS+2]—~ {(l) _ Et[V22~]
= ~ +4 —~ xU21±zí
= Xí1
y por otro lado, u. incluir nuevas variables de estado como
Es importante notar que con una adecuada introducción de variables ficticias
como la que se propone, el sistema resultante es idéntico al de la descomposición
de autovalores y autovectores de la sección anterior, ya que se introducirían
las expectativas como nuevas variables, aunque dicho método permite de una
manera más inmediata recuperar los errores de predicción a distintos horizontes.
En este sentido las expectativas a distintos horizontes entran de manera más
natural en la estrategia de Sims-Novales et al. que en la de tJhlig, en la que
se necesita hacer modificaciones ad hoc, definiendo como variables de estado
variables de control retrasadas, a la ver que—se- rompe la convención itótacionál
al introducir las citadas variables ficticias. Dada la similitud de las soluciones
que se generan por ambos métodos, no se mostrarán resultados con este método
de solucron.
3-2.4 Solución usando Parametrización de Expectativas
Parainetrizando una expectativa
Se puede aproximar directamente la expectativa en (3.29) buscando una función
?Pi tal que
= $~í(q;kíí,k5.2,z~) (3.20)
donde ~ es una función polinomial de valores contemporáneos de los shocks y
retardados del stock de capital. Nótese que, respecto al método anterior, 4~ es
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asimilable a —W?; se precede de un signo negativo para que el polinomio que
aproxima tenga un valor de estado estacionario positivo. Junto a ésta, el resto
de ecuaciones relevantes para resolver el modelo son la restricción de recursos
(3.2), y la ley de movimiento de la perturbación tecnológica. El error inducido
dos periodos hacia adelante se puede obtener a partir de
= {—c~i1%(’pi — ‘p2(1 —5)) -~-~c~72 (azí+2kV
1 + (1 —6~pi)} —
(3.21)
Para encontrar la expresión adecuada del polinomio, se ha usado una es-
trategia recursiva. En primer lugar se ha probado con un polinomio de primer
orden,
= q~ exp {i72 log(k
5...q) + cza log(kL2) + q4 log(zt)} (3.22)
y a partir de aquí se ha ido aumentando el orden del polinomio, elemento a
elemento hasta llegar al polinomio de cuarto orden,














exp {qí4log(zí))4 + q
15(log(k51))
2(log(zí))2}
Usando una muestra de 40, 000 observaciones y un criterio de parada de
0.0001 para el vector de coeficientes del polinomio, se ha iterado en el sistema
compuesto por (3.2), (3.20) y la ecuación correspondiente al polinomio elegido,
tal como (3.22) o (3.23). Siguiendo la sugerencia del Capitulo 2, se han estimado
condiciones iniciales para el vector q usando series temporales generadas con
el método “casi” lineal utilizado en las secciones previas. Los valores de los
coeficientes de los distintos polinomios de aproximación se presentan en la tabla
3.1, para cada conjunto de elementos en algunos polinomios seleccionados. El
algoritmo aplicado está descrito en el Capítulo 1 y el Apéndice A.
Aunque fue posible introducir todos los términos de segundo orden, cruzados
y al cuadrado, de los términos de tercer orden resultaron redundantes con la





2log(kí~í). Respecto a los tér-












2 si el término (log(k
5—1))
2 x (log(z~))2 estaba ya incluido en el poli-
nomio de aproximación.
Nótese que cada uno de los polinomios 4½presentados en la tabla 3.1 apro-
xima la función E
5 [—cj~21(’pí— ‘p2(1 —5)) +¡3c71?2(azí+2kV
1 + (1 — 3)pí)] en
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el sentido de minimizar el error cuadrático medio de la diferencia que las sepa-
ra, con una precisión de cuatro decimales en el punto fijo. No obstante esto
no garantiza que la solución resultante para el consumo y el capital genere un
equilibrio que verifique las restricciones que impone la racionalidad de expecta-
tivas, por lo que es necesario algún criterio que nos permita discriminar el orden
adecuado de la aproximación que verifique esta propiedad.
Para refinar el polinomio de aproximación de la solución por Parametrización
se puede utilizar directamente el contraste de den Haan-Marcet sobre el error a
horizonte dos, midiendo el valor de la correlación entre I~ y ~+22~ en (3.21), y
además verificar si la estructura media móvil estimada usando series generadas
con este método es cercana a la que se obtenía de manera analítica al operar
con las condiciones de primer orden y una adecuada definición de los errores de
previsión a horizonte uno.
Así, la estimación por máxima verosimilitud exacta del parámetro media
móvil para cada polinomio se muestra también en la tabla 3.1, donde el parámetro
presentado es el promedio de 250 simulaciones de tamaño T=3000. En cada
simulación, para una realización común de la perturbación tecnológica, se es-
timó el parámetro usando cada polinomio. En la tabla también se ofrece la
desviación típica de la media del coeficiente estimado en el caso de cada poli-
nomio. Todas las soluciones detectan la estructura, y estiman un valor cercano
para el parámetro media móvil, aunque son distintas desde el punto de vista
estadístico. Este criterio no permite discriminar entre polinomios alternativos.
Si se atiende al contraste de den Haan-Marcet, y se aplica al error el
porcentaje de rechazos oscila entre Ci 20% y el 30% paralóspolinomios que se
presentan en la tabla 3.1. Este resultado es llamativo, y posiblemente indica que
no se ha aplicado bien el contraste en den Mann y Marcet (1994), y haría falta
alguna modificación para acomodar el error de previsión a horizonte dos. Al
faltar la guía del test para refinar la solución, es necesario obtener los distintos
errores de previsión a horizonte uno asociados.
Al haber resuelto parametrizando directamente la expectativa en (3.20), no
es posible recuperar los errores de predicción un periodo hacia adelante, dado
que se necesitaría una expresión polinómica para la expectativa (3.6). Ob-
viamente, nada impide resolver el modelo añadiendo una versión parametri-
zada de (3.6), con lo que el problema quedaría resuelto, aunque habría que
parametrizar dos expectativas a la vez. Dado que permite analizar una mayor
cantidad de información acerca de la estructura estocástica del modelo, se pasará
a parametrizar dos expectativas en la siguiente seccion.
Paramnetrizando dos expectativas
Se puede añadir al sistema anterior, formado por la ecuación de Euler aproxi-
mada por 4½,larestricción de recursos, y la ley de movimiento de la tecnología,
una nueva ecuación que permita recuperar los errores de predicción a horizonte
uno. Si se parametriza además de la expectativa a horizonte dos, la expectativa
a horizonte uno dada por (3.6), y se aproxima por un polinomio denotado por
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Tabla 3.l~ Identificación de expectativas, coeficientes de distintos polinomios de aproximación
con el método de Parametrización de Expectativas, partiendo de la misma realización del proceso
estocástico exógeno z
5, de tamaño T=40,O00, y con condiciones iniciales estimadas a partir de la
aproximación lineal en logaritmos. El parámetro media móvil es la media de 250 simulaciones de
tamaño T=3000, generadas con cada polinomio.
Polinomios de aproximación para la expectativa a horizonte dos











































































Parámetro media móvil de orden uno: fi
Media 8 0.8062 0.8054 0.8057 0.8052 0.8049 0.8050 0.8054
0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003
*
~h,entonces,
—E~ [cV”(’pi— <P2(1 —6))— ~c7
171(azí+ík~Zi
1+ (1— 3)’pí)] (3.24)
y se puede definir el error de previsión a horizonte uno asociado,
= {—c7>(’pí — ‘p2(l —3)) + $cfl?
1(azt+ík~72 + (1— 3)’pí)} —
(3.25)
con lo que se puede refinar la solución obligando a que las sendas de consumo y
capital resultantes sean tales que el ruido ~ sea blanco. Entonces, usando
(3.24) y la aproximación en (3.20), se tiene una relación paralela a la descrita
en (3.8), a saber,
= — 4’í—í (3.26)
que proporciona el otro error a horizonte uno. Esta última condición garan-
tiza la consistencia entre los dos polinomios usados, y proporciona una vía para
determinar de manera única los coeficientes asociados a cada polinomio. En-
tonces, se puede usar el contraste de den Haan-Marcet para refinar ambos poli-
nomios.
El proceso para paramnetrizar las dos expectativas a la vez es, como en todas
las soluciones PEA de los Capítulos previos, un caso particular del algoritmo
delineado en el Apéndice A. En Marcet y Lorenzoni (1999) también se resuelve
un modelo con dos expectativas, con hábitos en el consumo. A continuación
se detallará para el caso del modelo analizado en esta sección el procedimiento
seguido:
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1. Elegir un orden para cada uno de los polinomios. Se parte de dos poli-
nomios de primer orden:
4½= q1 exp{q2log(k~1) + qalog(k52) + q4log(z~)} (3.27)
= q7 exp {q log(kt..1) + q~ log(k~.2) + q log(z~)} (3.28)
conloqueq=[qí,q2,q3,q4,qflq;,q~q~J
2. Condiciones iniciales: se estiman a partir de la aproximación lineal en
logaritmos. Para ello, a partir de la solución obtenida para la descom-
posición de autovalores y autovectores, tomando la serie temporal para el
capital, k~, y las dos expectativas W1, y W2,,
• se calculan 4½= —W2~ y ~&~‘=
• se estiman las regresiones,
log(4½) = eí + 92 log(k5....í) + g~ log(k~...2) + 9~ log(z~) + ruido
log(V4’) = p~ + e log(k5..í) + e log(k~..2) + ~:log(zt) + ruido
y se tiene el vector g = [pi, 92, 93, 94, g7, e, e, e] estimado como
condición inicial para q.
3. Se calculan 4½(q1,q2,q3,q4;k~..i(q),k5...2(q),z~),~(q~q,q~,q~;k5..í(q),
kj..2(q), Zí), cí(q), k5(q), ~ y ~ iterando en el conjunto de ecua-
ciones formado por la ecuación de Euler aproximada, (3.20), la restricción
de recursos, (3.2), las funciones polinómicas, (3.27) y (3.28), y las defini-
ciones de los ruidos, (3.25) y (3.26). Esto es,
4½= q~ exp {q~ log(kt..i) + q3 log(k~..2) + g~ log(z5)}




= — [—c±+ ~5 2 + ‘pi(1 — 3)k~.2 — (~í — <P2(1 —
— —C” (‘pi — ‘p~(1 —3)) + /3cv7azskfrí + (1 — ~)‘p~) —
4. Sean
= —cQ1(q)(’pí — ‘p2(1 —6)) ±~c¿,72(q)(az5+2kg
1(q) + (1— 3)’p~)
y
= —c[”(q)(’pí — <P2(1 —3)) + i3c7~2
1(q) (azs+rkg1¡(q) + (1 — 6>pí)
las funciones cuyas esperanzas condicionales aproximan los polinomios
4’í(qí,q2,q3,q4) y 44(q~,q~,q~,q) respectivamente. Para minimizar el
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error cuadrático medio de las distancias E5[~~ — 4>]2 y E~[$ <wfl
2 se usa
el algoritmo Gauss-Newton descrito en el Apéndice A, con la particulari-






y se actualizan los parámetros en la iteración i, según
[ql,q2,qa,q4h = ~ql,q2,q3,q4]~~1+ Aqg~
[q~,q,qtqt~ = [q~,q,q~,q]~1+Áq9r
donde, en todos los casos, ¾se tomó igual a la unidad. El nuevo vector
= {[q1,q2,qa,q4]~,Lq~,qtq,qti}
se utiliza para volver a iniciar todo el proceso, hasta que
¡qi — < 0.0001
Al final del proceso se aplica el contraste de den Haan-Marcet a las soluciones
generadas con el q final y un número suficiente de realizaciones de zí, y en caso
de que no resulte adecuado el orden escogido para los polinomios, se procede a
aumentarlos hasta que la solución sea apropiada.
En la tabla 3.2 se pueden ver los resultados del proceso descrito. Dos poli-
nomios de primer orden son suficientes, a juzgar por los resultados para el
contraste de den Haan-Marcet. Se intentó aumentar el orden del polinomio
4½,siguiendo las líneas de lo conseguido en la tabla 3.1, pero no fue posible.
Introduciendo uno a uno los términos al cuadrado y cruzados, se producían re-
dundancias, en forma de singularidades en las regresiones no lineales del proce-
dimiento de Gauss-Newton, con lo que las variables correspondientes a términos
de segundo orden no aportan nueva información, y por tanto se pueden evitar.
En cambio sí fue posible introducir términos de segundo orden en el polinomio
~, tal y como se puede ver en la tabla 3.2. Se pudieron introducir todos los
términos que aparecen en la tabla, aunque no fue posible hacerlo con el término
(log(kí2))
2. No obstante, el introducir nuevos términos no supone mejoras en
el poder explicativo del polinomio: el polinomio 44 con siete términos no es
distinguible en lo referente al contraste de den Haan-Marcet, e incluso el de
ocho términos presenta un comportamiento algo peor.
Así pues, al parametrizar la expectativa a horizonte un periodo se ha podido
usar el contraste de den Haan-Marcet como aitero para refinar la aproximación,
y elegir el orden apropiado de los dos polinomios. Dado el coste en términos de
tiempo que conlíeva refinar los dos polinomios a la vez, como en 3.2, o incluso
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Tabla 3.2: identificación de expectativas. Dos expectativas Pararnetrizadas, coeficientes de los
polinomios de aproximación [T=40,000, condiciones iniciales estimadas a partir de la aproximación
lineal en logaritmos] y contrastes de racionalidad de la solución: test de den Haan-Marcet para
los errores de predicción a horizonte uno, y estimación de la estructura media móvil en el error a
horizonte mayor que uno 1 250 simulaciones, T=30001.
Polinomios de aproximación
4) 4)
constante 1.7994 2.2678 1.7461 1.8723 1.6955 2.3715
log(ks,) 0.3396 -1.1830 0.3657 0.2413 0.3682 -1.5328
log(k
5.2) -1.1078 0.3511 -1.1258 -0.9759 -1.1203 0.6590
log(z5) -0.5604 -0.4149 -0.5674 -0.4202 -0.5626 0,0156
(log(ks...1))
2 — — - .3829 — . 875
(log(krs))(log(k
5...2)) — — 0.3706 — -0.0797
(log(z5>)
2 — .0335 . 988
log k
5~1 log L5 — — — -0.1188
Parámetro media móvil de orden uno: O
Media(O) 0.8130 0.8102 0.8086
0.0003 0.0003 0.0003
Contraste de den Haan-Marcet. 4 = 1, kt, k5s,k,..2, log(zt),log(z,...1), log(zr2)]
Cola inferior (¡nf) y superior (Sup) al 5%
¡nf Sup ¡nf Sup ¡of Sup
3.8 5.7 4.3 4.8 3.9 7,5
4.4 5.2 4.3 5.3 4.3 6.7
sólo el polinomio de la tabla 3.1, una manera alternativa de resolver habría sido
conjugando los dos métodos de solución expuestos, la descomposición de auto-
valores y autovectores y PEA, de manera que se parametrizaría la expectativa
a horizonte dos, y se añadiría una nueva variable al sistema que representase
la expectativa a horizonte uno, y que facilita la recuperación de los errores de
predicción a horizonte uno, que permiten decidir cuál sería el orden del poli-
nomio de aproximación correcto. Así se evita el tener que iterar conjuntamente
sobre los coeficientes de dos polinomios distintos. Se iteraría sólo sobre 4½,y se
resolvería la expectativa a horizonte uno como una variable aleatoria más. Esta
.4 C
ser¡a una mw¿er o. tse rejsnar-el-procedimiento de descompósición de autovalores
y autovectores.
3.3 Descomposición de expectativas
En la sección anterior se ha discutido la identificación del error de previsión dos
periodos hacia adelante a través de una restricción, en forma de una estructura
media móvil de orden uno, sobre los errores de previsión un periodo hacia ade-
lante. La identificación se hace posible porque la racionalidad de expectativas
implica dicha estructura cuando los agentes realizan expectativas de una misma
función a distintos horizontes.
Se ha visto cómo, tanto para el método basado en la descomposición de auto-
valores y autovectores, como para el método de Parametrización de Expectativas
fue importante utilizar variables adicionales auxiliares, que representaban ex-
102
1033.3. Descomposicion de expectativas
pectativas a horizonte un periodo, y que permitían explotar de una manera más
completa la estructura estocástica del modelo y las propiedades que la raciona-
lidad de expectativas implica.
Relacionada con esta discusión, surge de manera natural la siguiente cuestión:
¿se pueden identificar de manera separada errores de previsión asociados a ex-
pectativas sobre distintas funciones que aparezcan en una misma ecuación? Esto
es, la expectativa a horizonte dos de la ecuación (3.29), se puede descomponer
en la suma de dos esperanzas condicionales a distintos horizontes,
— —13E5 [c¿17¡(’pí — ‘p2(1 —3)) — ~c~$2(azí÷2kV
1 + (1— 3)’p~)]
= —flE





El primer sumando es una expectativa realizada usando el conjunto de in-
formación disponible en t sobre una función de variables datadas en t + 1,
c~4í(’pí —‘p2(1-—3)), mientras que el segundo sumando es una expectativa hecha
con información hasta t y horizonte t + 2, cZ~7
2(azs+2kt
1 + (1 — 3)yí). Cada
expectativa tendrá asociado un error de previsión, uno con estructura teórica
ruido blanco, y el otro con estructura media móvil de orden uno.
En este caso surge un problema de identificación, en torno a la cuestión de si
es posible recuperar los dos errores de manera independiente, en orden a analizar
la estructura estocástica del modelo de una manera más exhaustiva, y también
en cómo descomponer el error de aproximación de la solución numérica que se
implemente, para poder mejorar su exactitud.
3.3.1 Solución usando la descomposición de autovalores y
aut ovectores
A partir de (3.29) si se define cada expectativa como una nueva variable más su
error de predicción asociado, se tiene que
—ti
c~ ‘p~ = —I3w~ + 19W? (3.30)
donde la expectativa w~ y el error de previsión un periodo hacia delante
asociado se definen como,
= E
5 L0s+í~’ — ‘p2(1 — 6))j (3.31)
= c¿”(’pí — ‘p2(l — 3)) — (3.32)
y la expectativa W?, a horizonte dos, se denota por,
= .S~ [c7
2(az5e2kV’ + (1 — 5»í)]
Si además se define una expectativa sobre la misma función de las variables de
la economía, pero a horizonte uno, como
W
1 = Sí [cj$í(azs+ik17
1
1 + (1 — 6)wí)]
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entonces se puedenescribir los siguientes errores de previsión: por una parte
el error de previsión intermedio un periodo hacia delante asociado a la expecta-
tiva a horizonte dos
= E5 [c~$1(az5+íkg§1
1+ (1 — 3)’p~)] — (3)
y por otra el error de previsión a horizonte uno asociado a la expectativa reali-
zada a horizonte uno sobre la función cT~(azskV~’ + (1 —
E&,í = c7ti(azd<~~ + (1— 6)’p~) — (3.34)
y entonces, de manera similar a lo hecho con (3.9) se tiene que el error de
predicción dos periodos hacia adelante asociado a W
5
2 toma la forma,
~Wt+i,2 = c¿$
1(cxz5+1kg1
1 + (1 á)’pí) —
= ~v
1+,,í + 1V5
1 — W?...~ (3.35)
Nótese que la introducción de los distintos errores de previsión ~
y Cv,,2 es paralela a la que se hizo en la sección de identificación de estructuras
de medias móviles, aunque las expresiones analíticas son ligeramente distintas
debido a la distinta forma de definir las expectativas. La cuestión que se quiere
resaltar es que ahora se tiene el mismo número de variables y ecuaciones que
antes [más la nuevaexpectativa y la ecuación correspondiente definiendo el error
asociado}, pero hay que identificar un nuevo error de previsión, ~ para lo que
hace falta una ecuación adicional.
El análisis de estabilidad de la versión lineal en logaritmos del modelo per-
mitirá identificar todos los errores de expectativas.
Estado estacionario determinista
Los valores de estado estacionario del capital y el consumo de la versión actual
del modelo son los mismos que los presentados en la sección anterior. Respecto
a las expectativas, se tiene ahora que,
— W2 — + (1 — 3)’p~)SS 85 — SS ~5s
= c7
5” (‘pa ‘“p2(1’—~S))
Numéricamente, para los valores paramétricos seleccionados, que vuelven a
ser = 1.5, a = 0.36, ‘p~ = 0.5, p~ = 0.5, 5 = 0.99, 3 = 0.025, p5 = 0.95, el
estado estacionario resultante es: c55 2.7513, k5. = 37.6914, W~ = W~ —
0.1146, w5 = 0.0027, z5, = 1.
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Sistema lineal en logaritmos
El sistema a linealizar en desviaciones logarítmicas respecto al estado esta-
cionario, está compuesto por las ecuaciones: i. la ecuación de Euler (3.30),
u. la restricción global de recursos (3.2), iii. la ley de movimiento de la per-
turbación tecnológica, iv. las definiciones de los errores de expectativas (3.32),
(3.33) y (3.34). El error (3.35), por su parte, se determina a partir de (3.34)
y (3.33) usando el resultado de que sigue una estructura media móvil de orden
uno.
A partir del sistema (3.10), se tiene ahora que
u5±í = [¿5+1, kt+í, ‘W+í W41, U¼í, ~ k5ff,
[E%,+,dv5~,,í’ ]T
y el símbolo - denota desviaciones logarítmicas respecto del estado estacionario.
Entonces,
- r¿’1 o $w5. O —19W55 o o
—c55 —‘p2k5. O O O k?5 r~
7
o 0 0 0 0 1 0
F~’1 O O O 0 0 0
o TV
55 O O O2 0 0 0 0 1






= —k55@pí — ‘p2(1 —3)),
= —~c~”(’pí — ‘p2(1 —3)),
= —~c5”(ak7
1 + (1 —
rg6 —
y además,
000 0 0 0 0
o o o o o o r~7
o O O O O Ps O
o o w
55 O O O O
o o o o w~ o o
2 0
siendo
= —ak~ — yí(1 —
= a(1 —










La presencia de doserrores de previsión distintos en una misma ecuación provoca
que la matriz Fo no sea invertible, con lo que no se pueden obtener las condi-
ciones de estabilidad de la manera que se ha descrito en el Capítulo 1. Las
filas tercera, cuarta y sexta de la matriz Fo, que se corresponden con las ecua-
ciones que definen ~ y z5, no son linealmente independientes, con lo
que el determinante de la matriz es nulo, lo que evidencia que hay un problema
de identificación entre los dos errores de previsión a horizonte uno. Como se
verá a continuación, el análisis de estabilidad del sistema completo permitirá
identificar por separado todos los errores de previsión.
En primer lugar, para resolver el sistema autoregresivo de primer orden
(3.10), es necesario llevar a cabo una descomposición QZ, que consiste en buscar
aquellas matrices Q, Z,A y Q tales que
Fo = Q’AZ’, F1 = Q’QZ’, Q’Q = Z’Z = 1
A modo de notación se ordenan las matrices Q y Z de tal manera que todos
los ceros de A se ubiquen en la esquina inferior derecha y tal que los restantes
ratios de elementos de la diagonal de ~‘ en ~2y A sean no decrecientes en valor
absoluto al moverse hacia abajo por la diagonal principal. Estos ratios son los
autovalores generalizados del par (Fo, Fí). Si se premultiplica el sistema (3.10)
por Q y se define Wj = ¿‘u5, se tiene que
Aw5 = S~2w5...1 + Q (Wzj + IIi~~), (3.36)
y si se particiona el conjunto de autovalores generalizados entre aquellos
mayores y menores que uno, se llega a que( A11 A12 ¡‘
O A22) k 1025,’
(Kb t )( ~ + ~:) (‘I’s~ + flq~) (3.37)
donde el segundo bloque de ecuaciones se corresponde con los autovalores
inestables. Alguno de los elementos diagonales de A22, pero no de A11, pueden
ser cero.
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Dado que el bloque inferior de (337) se corresponde con los autovalores
inestables, se debe resolver hacia el futuro, lo que hace que 102t dependa de toda
la senda futura de z
5 y rn Por tanto, EZ(102t+5) = O para todo s > 0, y las
condiciones de estabilidad se convierten en
W2t = 4.u~ = O,Vt (3.38)
donde Z~• denota la apropiada submatriz de Z. Este conjunto de condi-
ciones, llevadas a (3.37), implican una relación entre los errores de predicción
racionales y las innovaciones estructurales
Q2. (‘I~c~ + fI?lt) = 0 ~ Q2.’I’Ct —Q2.fliit (3.39)
que es una expresión paralela a (3.14) para el caso en que existía la inversa
de ~
Análisis de estabilidad
Para la parametrización de la sección anterior, se tienen los autovalores [genera-
lizados]: 0.0000, 0.9500, 0.9572, 0.9809, 1.0298, 1.0553, y un autovalor infinito,
que numéricamente toma el valor Z1488 x 1018, con lo que se tienen tres auto-
valores fuera del círculo unidad, y por tanto, tres condiciones de estabilidad
asociadas,
[0.0000 —0.3816 —0.2708 —0.2819 —0.5010 —0.4860 —0.4631 1
4. = 0.0000 0.6112 —0.2219 —0.1989 0.3918 —0.0567 —0.6172
0.0000 0.0000 —0.7061 0.7061 0.0000 —0.0453 0.0305 j
y además, de (3.39),
L
0.06321 0.0096 0.4040 0.81241F~~
0.0074 Eí = 0.0145 0.6068 —0.565
—0.0002 —0.9997 0.0239 0.000 w.
vación c~j~(vti; 1que implica una relación entre cada error de predicción a horizonte y la inno-en la perturbación estructural. La terc ra cua i es la correspondie te
al autovalor infaito, y es la que permite tener perfectamente identificado el
sistema. Por el lado determinista, implica una relación que permite distinguir
entre las dos expectativas a horizonte uno, del tipo
+ Wl = ~zzt + ~kkt~1
donde @~ y ~k son combinación de los coeficientes de la condición de estabilidad.
Por último, de la conocida relación de media móvil se recupera el error de
predicción a horizonte dos.
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Simulación
Para generar series temporales con este método se usan las ecuaciones (3.30),
(3.2) y las tres condiciones de estabilidad, dada la senda para el shoclc tec-
nológico. Se tienen así cinco ecuaciones y por incógnitas las variables: ct, k~,
~4,W¿ y W~2. Después se recuperan fácilmente los errores de previsión a ho-
rizonte uno a partir de sus definiciones, (3.32), (3.33) y (3.34), y el error a
horizonte dos a partir de su relación con los anteriores. Los resultados del co-
traste de den Haan-Marcet para los errores de previsión a horizonte uno fueron
de un porcentaje de rechazos del 4A% en la cola superior y de un 3.6% en la
cola inferior para los tres errores, sobre 250 simulaciones de tamaño T=3000, y
los instrumentos habituales. Además se podría recuperar la aproximación lineal
a los errores a un periodo a partir de la relación (3.39).
También se puede simular usando directamente el sistema en forma lineal en
logartimos (3.19), ya que aunque Fo no sea invertible, la matriz
[~ti
silo es.
3-3.2 Solución usando Parametrización de Expectativas
En este caso, de nuevo, es necesario parametrizar dos polinomios para realizar
la aproximación. El algoritmo de solución es totalmente paralelo al realizado en





y se operaría tal y como se describió en la sección 3.2.4 sobre el vector {q, q}.
No obstante, si se desea recuperar los tres errores de previsión a horizonte
uno, es necesario parametrizar_una expectativa adicional_ con lo quehabría
que garantizar la consistencia de los coeficientes de tres polinomios a la vez.
En este caso se revela como especialmente apropiado, si no se desea usar el
método de aproximación de descomposición de autovalores y autovectores tal
y como se ha definido en la sección previa, refinar tal procedimiento mediante
la parametrización con un polinomio de una expectativa, la de horizonte dos,
mientras que se añaden al sistema las dos expectativas a horizonte uno como
nuevas variables aleatorias.
3.4 Conclusiones
En este Capítulo se han abordado dos cuestiones relacionadas. Por una parte se
ha estudiado cómo reconocer las estructuras de medias móviles que aparecen en
los errores de previsión asociados aexpectativas con horizonte mayor que uno, y
cómo estimarlas con el método de descomposición de autovalores y autovectores.
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Las citadas estructuras univariantes permiten resolver más fácilmente usando
el método de Parametrización de Expectativas, y se propone un algoritmo para
hacerlo.
Por otra parte, se analiza cómo identificar de manera separada errores de
previsión asociados a expectativas sobre distintas funciones presentes en una
misma ecuación. Se muestra cómo la aparición de autovalores de módulo infinito
permite afrontar este problema, para el cual el método de descomposición de
autovalores y autovectores aparece cómo especialmente adecuado.
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Parte II







Reglas simples de reacción
La evidencia empírica disponible apunta al hecho de que la política monetaria
puramente exógena, esto es, aquella puesta en marcha al margen de la situación
económica, con el objetivo de incidir sobre ella, ha contribuido relativamente
poco a la varianza total del producto y de los precios, como por ejemplo señalan
Leeper et al. (1996) para los Estados Unidos. La mayor parte de los movimientos
observados en los instrumentos de política monetaria serían respuestas al estado
de la economía, no desviaciones aleatorias (sorpresas) de la autoridad monetaria
respecto a sus pautas habituales de comportamiento. En este sentido parece
que la evidencia empírica encuentra poco relevante el efecto de las sorpresas
monetarias, al menos en lo que se refiere a las variables no financieras.
La evidencia en los datos apoya la actual tendencia en las autoridades mo-
netarias de seguir, básicamente, reglas sencillas de reacción, como se apunta, por
ejemplo, en el informe del Banco Central Alemán de enero de 1998, Issing (1997),
King (1997), Mishkin y Possen (1997), Mishlcin (1999) o Taylor (1996, 1999,
1999b).
Reglas complejas para reaccionar a la situación económica, el mirar a todo
keynesiano, o la discrecionalidad confesada, son actuaciones que van perdiendo,
cada vez más, popularidad. La discrecionalidad implica un cambio cada periodo
en el modo de actuar de la autoridad, mientras que una regla lleva a implementar
periodo a periodo una política anunciada sobre la que hay un compromiso por
parte de los encargados de llevarla a cabo.
Una regla simple se puede ver como una descripción explícita de cómo la
autoridad monetaria fija sus instrumentos y a la vez un compromiso de mover-
los ante determinados sucesos en la economía. Existe un gran consenso en la
actualidad en definir la estabilidad de precios como el objetivo principal de la
política monetaria, y en utilizar algún tipo de interés de intervención a corto
como el instrumento más directo para alcanzar dicho objetivo. Obviamente,
existen otras propuestas de objetivos e instrumentos en la literatura como por
ejemplo McCallum y Salmon (1996), entre otros muchos.
No obstante, existe menos consenso en el e6mo y cuándo se debería reaccio-
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nar para contrarrestar desviaciones respecto al objetivo, esto es, en relación a
la forma de la regla de reacción. En la práctica se dispone de muchas expe-
riencias distintas en cuanto al uso de distintas reglas. Por ejemplo, Alemania,
FYancia, Italia y Suiza mantuvieron en determinados momentos del tiempo obje-
tivos intermedios respecto a algún agregado monetario, y actualmente lo hace el
Banco Central Europeo, mientras que otros como Bélgica, prefirieron el tipo de
cambio. Durante los 1990’s un número creciente de países adoptando objetivos
directos de inflación. El primer país que comenzó a usar directamente el dato
publicado de inflación como única medida de reacción de la autoridad moneta-
ria fue Nueva Zelanda en marzo de 1990, y desde entonces Canada, el Reino
Unido, Suecia, Finlandia, Israel y España han adoptado la misma estrategia.
En los Estados Unidos, la Reserva Federal considera explícitamente no sólo la
inflación, sino también el nivel de desempleo. Desde diversos ámbitos se han
propuesto, además, otro tipo de reglas, como la regla de Túylor [Taylor (1993,
1999, 1999b)], que persigue el objetivo dual de inflación y producto potencial,
o reglas que tiene por objetivo el PB nominal [McCallum (1997), McCallum y
Nelson (1999), Canzoneri y Dellas (1995), Mankiw (1994)].
Dado que diferentes reglas puestas en práctica pueden tener implicaciones
radicalmente distintas para las propiedades cíclicas de las variables relevantes
[ver Kim (1997b) y Gavin y Kydland (1995)3, es importante especificar ade-
cuadamente las reglas de reacción de la autoridad monetaria. Esto tiene dos
vertientes: una primera que sería detectar cuál ha sido y es el comportamiento
efectivo de los distintos bancos centrales y gobiernos, y otra, la realización de
anái¡;i~ rnntrafactuales y la hipotética valoración de las----’
con la propuesta de nuevas reglas, que serían mejores [óptima.sJen algún sentido.
Existe mucha literatura empírica que trata de estimar las reglas que efectiva-
mente han estado usando distintos bancos emisores. En relación a los resultados
alcanzados por las distintas experiencias reales, se señala lo apropiado de usar
reglas simples. Por ejemplo Taylor (1999b, 1994, 1993) y Bryant et al. (1993)
para los Estados Unidos, Stuart (1996) y Haldane et al. (1996) para el Reino
Unido, Davies et al. (1996) para Japón y Alemania, y también Mishkin y Pos-
sen (1997) y el Informe de enero de 1998 del Bundesbanlc y Clarida el al. (1998)
para un conjunto más amplio de países. En Khoury (1990) se revisan un total
de 42 estudios para Estados Unidos. A pesar de estos estudios, a la luz de los
datos, es difícil escoger una estrategia monetaria frente a otra o decir que, en
general, un tipo de regla es mejor que otro. Incluso detectar cuál ha sido el
perfil de la política monetaria en un cierto país, en un determinado momento
del tiempo, dista de ser evidente.
En el ámbito de los estudios que tratan de racionalizar este tipo de reglas
estimadas y/o de analizar reglas que hubieran sido mejores, el debate tradicional
se ha centrado en los siguientes temas,
• Se debe fijar la cantidad de dinero y dejar fluctuar el tipo de interés.
Una variante: una tasa constante de expansión monetaria (g). Otra: una
función de reacción en la que g se ajuste en función del estado de la
economía, haciendo que el stock de dinero crezca más rapidamente en
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recesión y menos en una fase expansiva.
• Usar las condiciones del mercado monetario, aumentando el tipo de interés
en tiempos de auge y reduciéndolo en recesiones, y dejando que la oferta
de dinero fluctue. O bien, mover los niveles de reservas de los bancos
[coeficientes de caja]. En caso de que se selecciona una única variable, el
tipo de interés de corto plazo aparece como el preferido.
• Algún tipo de relación entre los dos instrumentos anteriores.
Dado un indicador de política, o varios, tales como la inflación, o el nivel
de desempleo, el problema de elección de instrumento por parte de la autoridad
monetaria consiste en decidir cómo realiza sus operaciones de mercado abierto,
esto es, qué variable fija directamente comprando y vendiendo bonos, utilizando
por tanto el valor de la misma como guía principal para realizar esa función de
Compra y venta.
De los trabajos empíricos y teóricos citados se puede colegir que la pregunta
que permanece en debate es: ¿cuál es el mejor indicador que debería usar la
autoridad monetaria para fijar sus tipos de interés con objeto de evitar desvia-
ciones de la inflación realizada respecto al objetivo perseguido? Y, asociado a
esto último, ¿cuál debería ser la intensidad de la respuesta ante este indicador?,
en otras palabras, ¿cómo debería ser la forma precisa de la función de reacción
de la autoridad monetaria?, y, ¿cuál debería ser el tamaño de los coeficientes de
la regla?
Una regla relaciona los instrumentos de política con los objetivos, de ma-
nera cuando los objetivos toman valores distintos de los deseados, la autoridad
monetaria reacciona moviendo sus instrumentos. Si se considera como variable
instrumental el tipo de interés nominal, esta idea se puede recoger con una
expresión del tipo,
donde ~t denota el tipo de interés nominal elegido como variable de inter-
vención. Como objetivos se puede tener rt, la tasa de inflación, mt los saldos
monetarios reales, gt el crecimiento monetario, y/o el nivel de producción y em-
pleo, iu y N~ respectivamente. La autoridad monetaria respondería ante desvia-
ciones de las variables objetivo de sus valores deseados, causadas por distintos
shocks afectando a la economía, recogidos en el vector c~, y con la intensidad
de respuesta ante cada evento dada por el vector de parámetros /3~.
El objetivo del Capítulo 4 de la Tesis Doctoral es ayudar a responder de
manera cuantitativa a las anteriores preguntas. Hay al menos tres maneras de
motivar un papel explicito para reglas monetarias del tipo anterior en modelos
estándar de ciclo económico. Una, como en Aiyagari y Braun (1997), es obtener
reglas de comportamiento de la autoridad a partir de problemas de Ramsey del
tipo,
max Eo3t1U(4,mt,Nt)fl~ O tt,gt
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donde U es una función que resume las preferencias de las familias que pueblan
la economía, y Ct el consumo que efectúan, sujeto a las condiciones de opti-
malidad de los problemas de los agentes privados (familias y empresas). Si la
autoridad escogiera los ~ dada un cierta forma funcional para la relación entre
instrumentos y objetivos, se obtendían reglas del tipo,
mientras que si decidiera elegir las sendas temporales de los instrumentos, ~t y
9t, tendría las relaciones,
Zt =
Aiyagari y Braun (1997) consideran reglas de la última clase.
Una segunda manera consiste en la elección de los pesos en la regla que surgen
de un problema de optimización de un gobierno que minimirza una función de
pérdida en desviaciones de los objetivos de inflación y de producto,
00
max E0 Z13t1 (C~Ort — w~)
2 + 4(vt — y’)2)
~ O ¡3¿ t=~
sujeto a la regla de política y a la estructura de la economía. En Rotemberg y
Woodford (1999) se demuestra cómo, bajo ciertos supuestos muy generales, los
criterios de decisión dados por ambos problemas son similares.
Una tercera forma, más estándar en la literatura, es imponer reglas ad hoc
con base en estudios empíricos y en la práctica revelada por los bancos centrales.
Por ejemplo, versiones lineales de la regla monetaria genérica antes expuesta,
como las usadas en Leeper (1991, 1994), Sims (1994), Taylor (1999) o Chris-
tiano (1999),
= $io + $u,r7tt + I3iggt + I¾yt+ q
Este tipo de reglas se pueden racionalizar en base a objetivos como el pro-
blema de Ramsey o alguna función de pérdida, y por ser las más habituales en
los artículos relacionados, serán las que se analicen en el capítulo que sigue.
Desde no hace mucho ha quedado claro en diversos trabajos en el área que la
respuesta a estas cuestiones no se puede hacer desde un punto de vista exdusi-
vamente monetario, dados los límites sobre los niveles de deuda y déficit fiscales
existentes, por ejemplo, en el área de la Unión Económica y Monetaria. Por
tanto, además de una regla monetaria, se especificarán una clase de reglas fis-
cales explícitas para considerar cuestiones de coordinación de políticas y recoger
las restricciones fiscales operantes sobre las reglas monetarias. La relación en-
tre ambas políticas surge del comportamiento del sector privado, dado que son
las familias las que compran los bonos emitidos por el gobierno, y por tanto
prestan dinero al Estado, sólo si se les asegura que la deuda se devolverá. Por




En el ámbito de la teoría económica, el estudio de reglas sencillas se remonta al
menos al trabajo de Poole (1970), donde se dió origen a una extensa discusión
que llega hasta nuestros días referida a la elección del instrumento monetario
óptimo desde el punto de vista de la autoridad encargada de utilizarlo. El
análisis de Poole se realizó en modelos del tipo IS/LM, y en esa clase de mo-
delos, aumentados con la inclusión de Curvas de Fhillips y enriquecidos con
el uso de expectativas racionales, es donde se enmarca una muy buena parte
de la discusión actual [pueden verse los resúmenes de Clarida et al. (1999)
y McCallum (1997), por ejemplo]. En el ámbito de los estudios basados en
modelos dinámicos y estocásticos de equilibrio general, el análisis anterior ha
evolucionado hacia dos tipos de consideraciones en la actualidad.
La primera es una extensión directa del trabajo de Foole, incluyendo una
discusión explícita de las reglas en modelos de optimización con desequilibrios,
como Henderson y Kim (1997). Una segunda rama de investigación se cen-
tra en tener en cuenta el hecho de que la política monetaria está condicionada
por la política fiscal en curso, como en Sargen y Wallace (1981), Leeper (1991,
1993), Novales (1992), Sims (1994), Kim (1997), Schmitt-Grohé y Uribe (1997)
o Woodford (1995, 1996). En estos trabajos se estudia la financiación de los
shocks al valor real de la deuda pública. Su análisis deja claro que el nivel
medio de ingresos por señoreaje es irrelevante para la cuestión de si los shocks
son monetizados o no: incluso cuando, en media, la deuda del gobierno se ve
respaldada completamente por impuestos directos, las innovaciones a la deuda
se deben monetizar sistemática y completamente: es necesario observar si los
shocks a la deuda real del gobierno implican mayores superávits netos de intere-
ses o creación de dinero. Por tanto es importante tener en consideración si es
la politica fiscal o la monetaria la encargada de financiar las desviaciones de la
deuda en términos reales de su senda de largo píazo.
En el corto píazo sería posible escoger por separado las políticas, pero en el
largo pinzo la elección podría ser infactible dado que el valor real de la deuda
emitida por el gobierno (de la que es propietario el sector privado, u otros
agentes públicos) debe ser consistente con los ingresos fiscales y los gastos del
gobierno a lo largo del tiempo, no sólo en el presente, sino también en el futuro.
La relación entre deuda corriente e ingresos fiscales futuros debe verificar la
restricción presupuestaria intertemporal del gobierno.
Cuando una política cambia y el cambio lleva a un incumplimiento de la res-
tricción presupuestaria, la otra política debe variar para hacer que la identidad
se mantenga. Cuando la política monetaria se centra en mantener constante,
por ejemplo, el tipo de interés de corto píazo, entonces, la única manera de
hacer frente a perturbaciones que aumenten el valor real de la deuda pública es
a través de aumentos de los impuestos directos o mediante recortes de gastos. En
palabras de Sargent y Wallace (1981, página 7): which authority moves .first,
the monetary authority or tite fiscal authority. Itt other words, who imposes
discipline on whom?
Un modelo de equilibrio general bajo expectativas racionales que recoja as-
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pectos dinámicos y estocásticos permite integrar todas estas piezas en un marco
coherente: genera predicciones sobre los efectos y los potenciales beneficios de
una determinada política (reacción) sobre la dinámica de la economía, que se
puede analizar usando como criterio el bienestar de la sociedad. Y lo que es
más, los efectos de cambios en las políticas se pueden estudiar sin estar sujetos
a la crítica de Lucas.
Capítulo 4




Se trabajará aquí en un contexto en que se ponen en relación, por un lado, el
tipo de trabajos basados en reformulaciones del modelo IS/LM en contextos en
que los agentes optimizan y se comparan políticas usando criterios de volatilidad
de la inflación y el producto, como en Henderson y Kim (1997) [en un modelo
parecido Rotemberg y Woodford (1999) demuestran cómo este tipo de criterios
son similares a un objetivo de bienestar por parte de la autoridad monetaria]
y, por otro lado, un conjunto de artículos que enfatiza el importante papel
de la coordinación de políticas monetarias y fiscales, como en Leeper (1991),
Sims (1994), Woodford (1996) o Kim (1997a).
En este marco, usando un modelo que extiende el de Rim (1997a) en diversos
aspectos relevantes, se pone especial énfasis en la coordinación de políticas. Dis-
tintas reglas monetarias tienen distintas implicaciones para las relaciones entre
las autoridades encargadas del cumplimiento de la restricción presupuestaria
del gobierno. Así, se valoran varias reglas que se encuentran en la discusión
actual referente al diseño de política, tanto en ámbitos académicos como de
implementación práctica en los bancos centrales: objetivo directo de inflación
frente a objetivo intermedio de crecimiento monetario, y tipo de interés cons-
tante frente a tasa de crecimiento monetario constante. Se analiza cómo la
coordinación con la política fiscal restringe a la regla monetaria, y ciño ésto
impone restricciones sobre los valores preferidos de los coeficientes en la regla
monetaria.
El resto del Capítulo está organizado como sigue. En la sección 4.2 se pre-
senta el modelo en el marco del que se hará la discusión. La sección 4.3 discute
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las implicaciones de distintas reglas de política monetaria para la existencia y
la unicidad del equilibrio resultante y la coordinación de políticas monetarias
y fiscales. En la sección 4.4 se apuntan las conclusiones más relevantes del
Capítulo.
4.2 Un modelo muy neutral
4.2.1 El modelo
El modelo descrito en esta sección es una versión modificada del modelo de
crecimiento de Sidrauski (1967), con producción, como en Novales (1992), di-
versas perturbaciones estocásticas, como en Mm (1997a), y determinadas reglas
monetarias ad hoc para las autoridades monetaria y fiscal, como en Aiyagari y
Certíer (1985), Leeper (1991, 1993), Sims (1994) o Christiano (1999).
La economía está compuesta por un continuo de familias idénticas con vida
infinita, y las autoridades monetaria y fiscal. Las preferencias de la familia
representativa sobre el único bien de consumo en la economía y las tenencias de
saldos reales vienen dadas por,
EoZIt’(U(ct) +ú’tV(+)) (4.1)
donde y~ es un shock en préferencias independiente e idénticamente dis-
tribuido que se traduce en un shock a la demanda de dinero, M~ denota el stock
nominal de dinero en manos de la familia al comienzo del periodo t, Pt el nivel
de precios y ct el consumo que realiza entre el periodo t y el t -t- 1. Se está
suponiendo que las preferencias dependen del dinero sólo a través de los saldos
reales, mt ~ y que son separables en el tiempo, así como separables entre
el bien de consumo y los saldos reales de dinero’.
El agente representativo utiliza su stock acumulado de capital, k~...1, para
generar el producto mediante una tecnología de producción estocástica, Yt =
f (st, k~...1), donde Zt denota un factor aleatorio asociado a la tecnología.
Cada familia elige aquella sendas de c1, k~, M~ y bonos, B~, que dados P~, ‘7±
y el tipo nominal de interés, I~ 1 +i~, maximizan (4.1) sujeta a su restricción
‘Introducir el dinero en la función de utilidad, como otras formas de motivar el dinero en
este tipo de economías trata de captar el hecho de que las tenencias del medio de cambio facili-
tan las transacciones de los agentes. En Feenstra (1986) se demuestra cómo, bajo un conjunto
de supuestos muy general, esta forma de introducir el dinero es equivalente a introducirlo a
través de una teconología de shopping time. Si los agentes obtienen utilidad sólo de su consumo
y su ocio, pero la adquisición de bienes de consumo requiere dedicar una parte del tiempo
disponible a shopping, se reduce el tiempo que pueden dedicar a ocio o empleo. Sin embargo,
en una economía monetaria, el tiempo dedicado a comprar está relacionado inversamente
con las disponibilidades monetarias de los agentes, y si el shopping time está relacionado
inversamente con el consumo y los saldos reales, se puede demostrar que la sustitución en la
función de utilidad da lugar a una función de utilidad indirecta en la que aparecen los saldos
reales en dinero.




El gobierno se comporta de tal manera que cumple su restricción presupues-
taria periodo a periodo, emite deuda a un periodo, B~, y dinero, M±,y recauda
impuestos de suma fija, w~, para pagar una secuencia exógena de gasto público,
0~, y la carga de la deuda que vence en el periodo t y se emitió en t — 1:
B± M~—M~.1
+ + rt =0±+ (4.3)
donde I~ es el tipo de interés sobre esa deuda. Reordenando y denotando
con minúsculas las variables en términos reales, se puede escribir,
1 1
b~ + m~ — = 0±+ ~ — (4.4)— + fl ni
donde fl±il+r± = T?L. Siempre que 0±> ‘~ + M±— M~...1, el gobierno
necesita emitir deuda para cubrir la diferencia. La restricción de recursos agre-
gada para todos los agentes de la economía, de (4.2) y (4.4),
(4.5)
Para el propósito de este trabajo es importante especificar de manera com-
pleta las políticas monetaria y fiscal. Por una parte, dado que es el sector privado
el que debe estar dispuesto a comprar los bonos que emite el gobierno, entonces
la instrumentación de la política debe asegurar a los tenedores de deuda que
el gobierno no va a dejar de cumplir sus obligaciones de pago. Este compor-
tamiento de la autoridad fiscal debe ser compatible con el comportamiento de
la autoridad monetaria. Dada una proyección de ingresos públicos, una realiza-
ción de 0~ alta requeriere un mayor endeudamiento o creación de dinero en el
mercado abierto, a través de bajadas del tipo de interés nominal.
Las reglas, fiscales y monetarias, que se presentarán son reglas sencilias, que
tratan de captar características generales de reglasmás complejas o elaboradas y
se pueden justificar como la manera óptima de fijar instrumentos, tanto fiscales
como monetarios, en modelos en los que la autoridad tiene objetivos tales como
suavizar las sendas impositivas a lo largo del tiempo y estabilizar los precios.
De la misma manera, un gobierno que se preocupara de la estabilidad de los
precios llevaría a cabo políticas bien especificadas que permitieran determinar
el nivel de precios.
Las reglas simples y ad hoc que se presentan a continuación, con base en
las referencias citadas, aseguran que la deuda del gobierno tiene un papel, que
las familias y empresas están dispuestas a comprarla y, por otra parte, que el
nivel de precios queda determinado en cada periodo. En esta economía variar i~
no tiene efectos sobre las variables reales, si se exceptúan los saldos monetarios
reales.
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4.2.2 Equilibrio
La solución al problema del agente representativo produce el siguiente conjunto
de condiciones de equilibrio,




Uct = /3E~ [Uct+,(1¿±fk~(k±,zt+l))1 (4.7)
1 FU~11
It /3E±[¿~’~..-J (4.8)
donde los subíndices denotan derivadas parciales. La ecuación (4.6) es una
demanda de dinero implícita, en la que la demanda de saldos reales de los agentes
está negativamente correlacionada con el tipo de interés nominal y positivamente
correlacionada con el nivel de consumo. Iguala la utilidad marginal derivada de
consumir una unidad de bien hoy con la utilidad de ahorrar esa misma unidad
en forma de dinero este periodo y gastarla en consumo en el siguiente periodo.
La condición de optimalidad (4.7), por otra parte, nos dice que la utilidad
proporcionada por consumir una unidad del bien hoy debe ser igual a la pro-
porcionada por utilizar esa unidad en un proyecto de inversión a un periodo, y
consumir mañana esta unidad más la rentabilidad en términos de unidades de
bien que produce el proyecto de inversión.
Por último, la ecuación (4.8) es la habitual relación de Fisher entre el tipo
de interés nominal y la inflación: el valor real de un incremento en la utilidad
proporcionada por un aumento en el consumo hoy debe ser igual al valor real
descontado del incremento de utilidad proporcionado por el consumo manana
de esa unidad, más la rentabilidad de la inversión de la unidad en bonos. Esta
ecuación predice una correlación positiva entre la inflación esperada y el tipo
de interés nominal. Así, usando (4.6) y (4.8), el modelo predice una correlación
negativa entre inflación y saldos reales en dinero, y entre el tipo de interés
nominal y el consuno. La demanda de dinero yei precio del mercado de dinero,
el tipo nominal, se ajustan de tal manera que el mercado de dinero se mantiene
en equilibrio: por tanto, el dinero se crea endógenamente en este modelo.
Es necesario, además, añadir condiciones finales en la forma de condiciones
de transversalidad,
lim .E±[/9~~Uct~jkt+j] = 0 (4.9)3
Ji~1E±[¡3½) ±¿Uct+~1 = 0 (4.10)
lirnE~ rfit+J~zuct±,] = 0 (4.11)
que implican que no hay valoración de los tres activos disponibles en esta
economía en el horizonte de vida de la familia representativa.
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4.2.3 Entorno estocástico
La economía se encuentra sujeta a perturbaciones exógenas que afectan aleato-
riamente a la productividad de la economía, las preferencias de los agentes entre
consumo y tenencias de saldos reales, y las variables de política. Los agentes
perciben el gasto público, Ci, como un proceso estocástico no controlado. Se
considerarán Zj, q’±y C~ como procesos estocásticos exógenos y persistentes, con
las siguientes leyes de movimiento,
log(zt) = (1— p5) log(z,,) + ~ log(zt...1) + ez~ (4.12)
log(C±) = (1 — PC) log(C,5) + Pc log(C±i)+ ec~ (4.13)
log(’7±) = (1 — p-7) logQy,,) + p-1 log(’yt.j) + c~, (4.14)
todos ellos desviándose aleatoriamente de una media, dada respectivamente
por ‘7ís, 0~ y z~. Los parámetros p-~, pa y Pz dan la persistencia de cada
proceso autorregresivo.
4.2.4 Regla fiscal
Se considerará la siguiente regla fiscal,
(4.15)
Cuando r, # 0, la reglarepresenta un compromiso del gobierno de aumentar
los impuestos en función de la deuda pasada. Niveles altos de deuda implican
niveles impositivos más altos. Reglas de este tipo son comunes en la literatura,
como en Aiyagari y Gertíer (1985), Sims (1994) o Leeper (1993). Como .8±y
r~ sólo aparecen en la restricción presupuestaria del gobierno, si el subsistema
sin restricción presupuestaria del gobierno tiene un equilibrio único, entonces
el modelo presenta equivalencia Ricardiana. Sin embargo, incluso en el caso de
que se verifique la restricción presupuestaria, la política fiscal debe satisfacer
ciertas restricciones para que el equilibrio exista y sea único, como se vera.
El objetivo de incluir la regla (4.15), como es fácil de intuir, es acotar el
crecimiento de la deuda real. Un criterio tipo Maastricht de mantener b±bajo
una cierta cota, .8, en la forma de una restricción del tipo b±=.8 nos permitiría
conseguir el mismo objetivo. También se lograría con reglas de gasto en las que
es el gasto el que depende negativamente de los bonos,
0±= Ge — + cc~Pi-1
y los impuestos se determinan de manera exógena, bien siendo de suma fija o
bien siguiendo una ley autoregresiva, como es habitual en muchos trabajos. Se
conseguiría el mismo papel de acotar la deuda, aunque ahora la interpretación
de los resultados sería por el lado del gasto público y no de los ingresos, que
tal vez es más intuitiva desde el punto de vista de la operativa habitual de los
encargados de la política fiscal.
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4.2.5 Formas funcionales
Como especificación particular se supondrá en todo el capítulo que las fun-
ciones U y V presentan aversión absoluta al riesgo decreciente, con coeficiente
de aversión absoluta igual a la unidad. Esto es,
U(c±) = log(c±) (4.16)
V(m~) = log(m±) (4.17)
Respecto a la tecnología, se supondrá una función de producción Cobb-
Douglas,
= f(z±,k±..í)= z±kg...1, (4.18)
donde a mide la participación del capital per cápita en la producción. En-
tonces, la productividad marginal del capital queda,
fk, = az±kg~’
4.2.6 Estado estacionario determinista
Si se particularizan las condiciones de equllibrio (4.6), (4.7), (4.8), usando las
formas funcionales escogidas, junto con las restricciones del gobierno (4.4) y de
recursos agregada, (4.5), la regla fiscal, (4.15), y la función de producción, se
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1158 ~88
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y se hace z88 = 1. Se tiene, entonces, un sistema con 7 ecuaciones y 10
incógnitas: c88, m88, -ya, r~, k55, i85, b58, 088, w~. y liss~ Por tanto, para poder
obtener una solución única al sistema anterior se calibran directamente usando
datos reales de la Unión Europea en la década de los 1990, los ratios
~ (9)~, y se toma como dado el valor del tipo nominal de interés, 158, o
de manera similar el valor de la tasa de inflación de estado estacionario, ya que
en el sistema anterior, por la ecuación de Fisher, sus valores están ligados,
ll~ = ¡3I~
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y, por otra parte, de la definición de tasa de crecimiento monetario,
988 = “ss.
Así pues, se tiene que el stock de capital viene dado por
L a¡3 j
y entonces, de la función de producción, yss = k~’8, se obtiene,
y88
= (~) 085
con lo que los valores de estado estacionario del consumo y los saldos reales en
dinero quedan,
= (~) c58
Como se ha fijado el ratio de saldos reales sobre consumo, se tiene que el
valor de la perturbación de demanda de dinero consistente con estos valores
queda determinado por
= g58 — >3 m88
g85 c58
Por otro lado, de la restricción presupuestaria del gobierno se obtiene la
cantidad de bonos de estado estacionario,
= ¡3>3 1 ((C~~ — r~) — m88 —
y entonces,
= r8, .—
Observando las ecuaciones en estado estacionario determinista, se pueden
adelantar algunas intuiciones del funcionamiento del modelo. Por ejemplo, los
saldos reales caen y las tenencias de bonos reales suben cuando un incremento
de la inflación aumenta el coste de oportunidad de mantener saldos reales en
dinero, y los consumidores sustituyen dinero con bonos: T r~ implica 4. m55 y
7 b58; los agentes se protegen de la inflación.
Un valor de 188 = 1.00992026 y ¡3 = 0.995, por 188 = (1 +R85)fl88, implican
un tipo de interés real anual en la solución de estado estacionario determinista
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del 2%, con lo que fl~, = 1.0049589 o, lo que es lo mismo, una tasa de inflación
anual del 2%2.
Para poder obtener una solución para todas las variables en estado esta-
cionario se ha tenido que fijar 158 de manera externa al modelo. Para evitar
esto se definirán más adelante reglas de politica que nos permitan obtener va-
lores de 1,8 de manera endógena dentro del modelo.
Nótese que el modelo de este capítulo presenta superneutralidad del dinero:
los valores de estado estacionario de las variables reales son independientes de
9,8 y por tanto de 11,,. También presenta neutralidad del dinero: el dinero entra
en la función de utilidad sólo como saldos reales.
4.2.7 Análisis del modelo
El modelo que se está estudiando presenta dos esperanzas condicionales a hori-
zonte uno, sobre funciones distintas de las variables. Para realizar una aproxi-
mación lineal en logaritmos alrededor del estado estacionario y usar la estrategia
de solución de Sims (1999)-Novales et al. (1999), se definen dos variables adi-
cionales, W1±y W2t, como
= E~ [Uc±+i ~ (4.19)
= .8±[Uc~.i(1—3+fkÁkt,z±+1))J (4.20)
y los errores racionales de previsión asociados a horizonte un periodo se
pueden escribir como
U
= Ct -!~ — w1,~1 (4.21)Ucti 11±
= Uct (1 3+ fk~..< (k±—1,z±))— W2,~1 (4.22)





Ttas sustituir (4.19) y (4.20) en (4.6) a (4.8) se pueden reescribir las condi-
ciones de primer orden como
Vms
= 1—¡3W1± (4.23)
Uc¿ = ¡3W2± (4.24)
1
— ¡3W1~ (4.25)
= (nann~.eL +i) 1/4~
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junto con (4.21) y (4.22). Las ecuaciones del modelo a analizar son, pues:
las condiciones de primer orden (4.23), (4.24), (4.25), los errores de expectativas
(4.21) y (4.22), las restricciones presupuestarias de recursos de la economía y del
gobierno, (4.4) y (4.5), la regla fiscal, (4.15), los procesos autorregresivos de los
shocks exógenos, (4.14), (4.13), (4.12). Si se elimina la variable correspondiente
al nivel de impuestos usando la regla fiscal, el recuento de ecuaciones que se
acaba de hacer implica un conjunto de 10 ecuaciones, con 11 incógnitas, ct, mt,
b±,llt, 1±,k±,W1±,W2±,Z±,Ci y ‘yt.
Las dos variables correspondientes a los errores de expectativas, ~± y &±,
que se han introducido, se pueden recuperar haciendo un uso apropiado de las
condiciones de transversalidad (4.9) y (4.11). La condición de transversalidad
para los bonos se verificará dependiendo de los valores que tome r1 en la regla
fiscal, (4.15), como quedará muy claro conforme se avance en el Capítulo.
Para determinar perfectamente el sistema se debe añadir una condición adi-
cional. Dado el objetivo de este trabajo, se añadirá una condición relativa a la
determinación del tipo nominal de interés o la tasa de expansión monetaria, la
regla monetaria
3.
Versión lineal en logaritmos
En casi todo lo que sigue se trabajará con la versión lineal en logaritmos alrede-
dor del estado estacionario determinista del sistema anterior, porque facilita el
tratamiento analítico de las ecuaciones del modelo. Además, cuando se resuelve,
no se puede obtener una solución cerrada del problema no lineal original, con
lo que hay que usar alguna aproximación. Teniendo en cuenta los resultados
obtenidos en el Capítulo 1, queda patente que la aproximación lineal logarítmica
conserva las principales propiedades de la solución del modelo original. El sis-
tema incompleto (pues tiene más variables que ecuaciones) anterior, queda,
3Otra manera de cenar el sistema, por ejemplo, sería la propuesta en Hoogenveen y
Sterken (1999) donde, usando un modelo similar al aquí analizado, se supone que la tasa
de inflación se determina de manera exógena, y sigue una ley autorregresiva estacionaria.
Como justificación, se supone que el gobierno controla las oscilaciones de la inflación en torno
al objetivo deseado.
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usando la simplificación propuesta en Uhlig (1999) para log-linealizar
¿e — ~e+ T4¡~~ + -% = O
c~ + W2~ = O
It + Wi±= o
w1,, ¿j + W½,W = VV1 c~...1 —
wIn,wItI —alt
~ — M~2—’~~ = a(a — 1)k~7
’
—W2W2~, Á2t (4.26)
m83rh~ + b55b~ + + ~iÉ1) fi±— 0880±= §±~i&í + St1
88 ¡3
+ (~ 5-1)
c88¿e + k88k~ — ~ + ~ = k±..i(ak~ .4- (1 -.- 6)k88)
qq = PyYt—i +
6-y,
0± = Pa0e—í + Ea,
ZC = PzZt~~i + 6z~
Fsinbilidad, existencia y unicidad del equilibrio
Para analizar distintas cuestiones de estabilidad, existencia y unicidad de la
solución de equilibrio del sistema (4.26) junto con la regla de política monetaria
que permite completarlo, se usará en cada caso la estrategia de solución que se
viene llamando de descomposición de autovalores y autovectores, propuesta por
Sims (1999), y desarrollada en Novales et al. (1999). En esta Tesis Doctoral,
recuérdese, se ha evaluado su funcionamiento en el Capitulo 1 y se da una
descripción detallada en el Apéndice A. El sistema (4.26) junto con la condición
adicional necesaria, se puede representar como,
r
0u5 = r1u~.1 + ‘Pc±+ 11r~± (4.27)
Partir de una condición inicial arbitraria u0 y usar (4.27) para generar series
temporales para las variables en sí±,condicionales a las realizaciones muestrales
de c±conduce, en general, a sendas inestables para las variables relevantes, que
violarán las condiciones de transversalidad a menos que se añadan al sistema las
condiciones de estabilidad. Estas condiciones se definen como los autovectores
asociados a los autovalores generalizados inestables del par (E0, E1).
El vector Ut incluye las variables del modelo con subíndices más avanzados,
así como las esperanzas condicionales del modelo, que se han redefinido como
nuevas variables. Todas estas variables se determinan dentro del sistema. El
vector c~ contiene las variables que se determinan fuera del sistema, las irmova-
ciones en los procesos estocásticos exógenos de los shocks. El vector ~?±contiene
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los errores de expectativas racionales, que también se pueden resolver de manera
endógena en el sistema anterior, ampliado con las condiciones de transversalidad
del modelo, conjuntamente con las variables de decisión y control del modelo.
A lo largo de este Capítulo se supondrá que el lector está familiarizado con
las cuestiones de métodos numéricos de solución tratadas en los Capítulos 1
a 3 y el Apéndice A, en general, y con el método que se viene llamando de
descomposición de autovalores y autovectores en particular.
4.3 Reglas de Política Monetaria
Se supondrá que los agentes privados conocen las reglas de política, esto es,
el componente anticipado que las autoridades monetaria y fiscal usan para im-
plementar su actuación, aunque no conocen el componente no anticipado de la
política que, por definición, es impredecible.
4.3.1 Reglas de política que no reaccionan al estado de la
economía y mantienen constante el instrumento
La discusión tradicional en torno a la fijación del tipo de interés nominal cons-
tante o la tasa de expasión monetaria, como en Novales (1992), Carlstrom y
Fuerst (1995), Canzoneri y Dellas (1995) o Mm (1997a), implica cerrar el sis-
tema (4.26) con una regla del tipo
It = ~ Vi
o, alternativamente,
= = ~ Vi
que se pueden escribir de forma compacta y general de la siguiente manera
_____11±+a~I±=3o+m± (4.28)
donde ~± representa un error de control de la política monetaria, con media
cero y tal que,
log(w±)= (1 — p) log(w85) + p,, log(w~) + e~ (4.29)
Si ~ = O Vt, entonces, si a9 = O, la regla consiste en mantener I~ constante, y si
en cambio es ca, = 0, entonces la regla fija un objetivo de crecimiento monetario
constante. La versión lineal en logaritmos de (4.28) es,
(ñ~±— rn±...1+ íí±)+ a~í85f±= (4.30)
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Crecimiento monetario constante
rÑ
Si se considera el caso en que ctj = O en la regla (4.28), entonces 9~ = a
9 = 9ss
constante Vt. Si además qq = ‘788 constante Vt, y ‘W~ = 0 en cada instante de
tiempo, el modelo anterior colapsa al analizado por Novales (1992). Utilizando




de manera que la demanda de dinero en términos reales en equilibrio, es una
proporción fija del consumo. Como g
58 = ~ y 11~. = ¡3I~ entonces, siempre
que se tengan tipos de interés nominales positivos se verifica que g~. > ¡3. En
efecto, sustituyendo (4.31) en (4.8) el tipo de interés nominal queda,
1 F Uct+i tfiIM±Uc, = ¡3E±= ¡3E~ Uc, t:f~ ~ rMl2lI = $ (4.32)
con lo que en esta versión de la economía que se está considerando, al fijar
la tasa de crecimiento del dinero la autoridad monetaria mantiene constante el
tipo nominal de interés al que hace sus operaciones de mercado abierto, y la
expectativa W1~ se mantiene constante en su valor de estado estacionario para
todo t. Usando las versiones lineales en logaritmos de (4.31) y (4.32), c~ = m±y
= O respectivamente, se pueden eliminar 3±y 1±del sistema (4.26). Además,
por (4.24) se tiene que ñi~ = —W2~, y por (4.30) resulta 11±= m~.1 — ñ,~. Las
variables 6±y i±vienen dadas por sus respectivas ecuaciones autorregresivas,
y son exógenas al sistema. En términos de la notación dada por la expresión
(4.27), el vector u±estaría formado por las variables endógenas ñ,±,k±y
y las variables exógenas 0±y 4 y las matrices de la aproximación lineal en
logaritmos son,
o o o ~ 1
c c,~ ¡mss(1—+-)—~ o b58 —Oss 0£o1 k5. O Gss —lv?.
0 00 1 0 j[ 0 00 0 1
0~
4La demostración es fácil de obtener, ver Novales (1992). El autor utiliza este modelo para
hacer una discusión del problemad. indeterminación de precios. En este Capítulo, en cambio,
se solucionan los posibles problemas de indeterminación del nivel de precios fijando condiciones
iniciales para el stock nominal de dinero como en McCallum (1983) o Sims (1994), y se usará
el modelo para introducir la discusión en torno a la capacidad que las distintas políticas tienen
para determinar soluciones estables a esta economía y determinar un equilibrio único para la
tase de inflación, que en los siguientes apartados se complementará con la introducción de
reglas de reacción de la autoridad monetaria que responden al entorno económico.
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0 0 0 1
—~ O
r1= ~0 0k?8+(1—3)k8. O ~ ¡o
0 0 0 It? 0J
o O O Pz
[..1]
El sistema así formado tiene como posibles autovalores inestables en la parte
determinista, uno asociado a la reglafiscal, y dado por la diferencia *—rí, y otro
asociado a la parte real de la economía, con una expresión analítica complicada
que no se muestra. Numéricamente, si se considera el conjunto de parámetros
[¡3,~. 3, ~c, Ps, (~) , (~)~ , , = [0.985,0.36, 0.025, 0.96, 0.95,
0.20, 1.009, 2.5, 0.8], y 158 =1.0099, se tiene tan sólo un autovalor inestable,
con valor 1.0497, ya que, para estos valores de los parámetros ¡]~ — ‘iii < 1. La
condición de estabilidad resulta ser,
— 0.7629k± + O.1T76G~ — O.A±O162±= O
que implica que el error de predicción que queda en el sistema es función de las
perturbaciones fundamentales que afectan a la economíaa través de la relación,
= 0.0928e0, — O.
2121E
2t
Así pues, se tiene un equilibrio único en la versión determinista y en la versión
estocástica del modelo, y se verifican las condiciones de transversalidad. En
cambio, si se toma como valor para el coeficiente en la regla fiscal r1 = 0.0,
entonces el nivel de impuestos se fija en un nivel constante en cada periodo del
tiempo, y el sistema tiene dos raíces inestables y, por tanto, dos condiciones
de estabilidad, una idéntica a la anterior y otra asociada al nuevo autovalor
inestable, que es,
— th±+ 0.2204k±+ 24.78300±+ O.3396~ = O
Esta condición hace que los bonos en términos reales sean función del estado
de la economía, y garantiza que se mantengan estables en torno al estado esta-
cionario. En caso contrario, se viola la condición de transversalidad y los bonos
desaparecen de la economía porque los agentes no estarían dispuestos a comprar
un activo que no les va a ser devuelto. No obstante, los valores de equilibrio del
consumo, el capital y los saldos reales son los mismos que en el caso anterior,
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en el que la deuda en términos reales presentaba un comportamiento explosivo.
Esto es un ejemplo claro del principio de equivalencia ricardiana.
Además de poder recuperar el error de expectativas ~2¿ de manera idéntica
al caso anterior, se tiene la relación
Ea~ = —O.0133c2,
que indica que el sistema está sobredeterminado, ya que las variables que reía-
ciona son innovaciones exógenas, y no tiene sentido económico que Ea~ se deter-
mine de manera endógena en el sistema. La sobredeterminación queda clara al
contar variables y ecuaciones: repecto al caso en que se tenía r~ = 0.8, se tiene
el mismo número de variables pero una ecuación mas.
Por tanto, bajo una política de crecimiento monetario constante, la única
manera de garantizar un equilibrio único en el que se valore la deuda, es que el
gobierno utilice la regla fiscal con 5-í mayor que — 1 y menor que -1. + 1.
fi fi
Tipo de interés nominal constante
Si se hace que 09 = O en la regla (4.28), entonces r — = 15$ constante Vi.
Además se supondrá qq = ‘ya., constante Vt, y w±= O en cada instante de tiempo,
para facilitar la discusión. Utilizando 1±= en (4.6) se puede demostrar, al
igual que en el caso con crecimiento monetario constante, la proporcionalidad
entre las tenencias de saldos reales y el nivel de consumo (4.31).
De (4.28) en (4.8) la expectativa W1±se escribe como,
1 18$¡3W1~ = ¡3E± jcCt 1 —‘ (4.33)
entonces, usando (4.31) en (4.33) y también la definición de tasa de creci-
miento monetario, y reconociendo que ¡3i~~ = 988, se tiene que
E±[S]=I
y el error de previsión asociado, (4.21), queda, en este caso,
=-~-— 1 (4.34)9± 9ss
Nótese que ahora el error de previsión E~±se puede interpretar como un error de
control monetario. En el caso anterior en el que la autoridad monetaria fijaba
la tasa de crecimiento monetario, el error en (4.34) era exactamente igual a cero
en cada periodo del tiempo t. Ahora, al controlar el precio en el mercado de
dinero, la cantidad se fija con un cierto error, que es ruido blanco.
Por otra parte, podemos eliminar la inflación del sistema usando la definición
de la tasa de crecimiento monetario. Ahora el sistema a analizar queda re-
ducido, tras estas sustituciones a un conjunto de seis ecuaciones, (4.4), (4.5),
(4.12), (4.13), (4.22) y (4.34), para las mismas tres variables endógenas que en
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el apartado anterior, m±,k±y b±,a las que se simia ahora g±,y las mismas dos
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Al igual que en el casode expansión monetaria constante, para parametriza-
ciones razonables aparecen dos posibles autovalores inestables, y son los mismos
que en dicho caso: uno asociado a la parte real de la economía, que no se ofrece
porque tiene una expresión analítica muy compleja y otro, asociado a la regla
fiscal. Nótese que ahora hay que identificar dos errores de previsión, para lo
cual se necesitan dos condiciones de estabilidad [ver Sims (1999)]. En el caso en
que r1 = 0.0 se tienen asimismo dos condiciones de estabilidad: una que reía-
ciona ñi~ con k±,0±y £±,y otra que relaciona las desviaciones de los bonos en
términos reales con el resto de estados, exógenos y endógenos, de la economia.
Esta segunda condición garantiza que los bonos en términos reales verifican la
condición de transversalidad correspondiente. Los bonos se resuelven conjun-
tamente con el resto de variables del modelo, y no se verifica el principio de
equivalencia ricardiana: el subsistema sin la restricción presupuestaria del go-
bierno y sin la condición de transversalidad de los bonos no se puede resolver
de manera residual.
Dado que la politica fiscal no reacciona ante innovaciones en el nivel de
deuda, y la autoridad monetaria quiere mantener el nivel de tipos nominales
constante en ~ ofrece la cantidad necesaria de dinero a través de sus ope-
raciones de mercado abierto, con lo que se monetiza el déficit. En este caso,
Fo =
L
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aumentos de deuda no conllevan mayores niveles impositivos presentes y/o fu-
turos, sino mayor cantidad de dinero.
Numéricamente las dos condiciones de estabilidad son idénticas a las del
caso de sobredeterminación con crecimiento monetario. Así, para la misma
configuración paramétrica considerada antes, se tiene que,
L 2: I = [1.5714 0.0232 II Ea, 10.1941 fi ~,
por lo que el sistema está exactamente identificado, y se pueden obtener los dos
errores de previsión a partir de las perturbaciones estructurales de la economía.
En cambio, cuando r~ = 0.8, la estabilidad de los bonos en términos reales
está garantizada, y por tanto sólo hay que resolver hacia delante el autovalor
inestable asociado a la parte real de la economía, con lo que se tiene tan sólo
una condición sobre las variables,
0.0000 —1.8034 31 ~ 1 = 0.1673 —0.3824 ] [~‘ 1
L ~2, j [ Cz, J
con lo que el sistema está subidentificado ya que no podemos recuperar el error
de control monetario 4~ de manera única. Una posible solución sería conside-
rar el papel de las creencias en forma de un proceso exógeno para el error no
identificado, en las lineas de Farmer (1993) y Benhabib y Farmer (1997), pero
es algo que escapa de los objetivos de este trabajo.
1~r tanto, a~ ~U1iLidflU de -lo- que ocurría cuando la autoridad monetaria
controlaba la tasa de expansión monetaria, sólo hay un equilibrio único en el
caso de control del tipo de interés nominal si la autoridad fiscal no reacciona
ante el nivel de bonos en términos reales, y fija r~ = 0.0. En tal caso, se
garantiza el cumplimiento de la condición de transversalidad de los bonos y se
monetiza el déficit.
Crecimiento monetario constante frente a tipo de interés nominal
constante
Los resultados de las dos subsecciones anteriores apuntan ya una cuestión de
coordinación de políticas monetaria y fiscal. En el caso de que la autoridad mo-
netaria se fije como objetivo mantener constante la tasa de crecimiento mone-
tario, al conseguir controlar la demanda de dinero, fija el tipo de interés nominal,
y por tanto, debe ser la autoridad fiscal la que se encargue de que se cumpla la
restricción presupuestaria agregada del gobierno. De esta manera, es necesario
que se implemente una regla fiscal activa, con un parámetro T~ no nulo, que
permita garantizar la devolución de la deuda que compra el sector privado.
En cambio, cuando la autoridad monetaria controla el tipo nominal de in-
terés, a pesar de que de nuevo, en el contexto del modelo simplificado que se
ha usado en la discusión anterior, la demanda de dinero implica una relación
de proporcionalidad entre saldos reales en dinero y nivel de consumo de la fa-
milia representativa, el control perfecto de la oferta de dinero desaparece. Al
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mantenerse el tipo nominal constante, el crecimiento de la carga de la deuda
está controlado en lo que atañe a la autoridad monetaria. En el caso de que la
autoridad fiscal reaccione ante el nivel de deuda fijando un r~ suficientemente
grande, ninguna de las autoridades fija el nivel corriente de la oferta de dinero,
con lo que la oferta de dinero queda indeterminada, y se tiene el resultado
tradicional de indeterminación de precios bajo un régimen de tipos de interés
constantes. Por otro lado, si se hace r1 = 0.0 y, por tanto, la política fiscal
se hace insensible a los desarrollos de la deuda real, la autoridad monetaria se
encarga de equilibrar el presupuesto y el déficit se monetiza. Esto implica una
relación entre la deuda real y el estado de la economía, representada por una
condición de estabilidad que involucra los bonos, los saldos monetarios reales
[que, recuérdese, son proporcionales al nivel de consumo] y los shocks exógenos
que afectan a la economía. Si se considera un contexto en el que el recurso de
la autoridad fiscal a la autoridad monetaria en lo referente a la financiación del
déficit, como es el caso de la Unión Monetaria, el equilibrio con tipo de interés
nominal fijo quedaría indeterminado.
4.3.2 Reglas de política que reaccionan al estado de la
economía y ‘varían el instrumento
La discusión tradicional de fijación de un instrumento constante ha permitido
centrar las cuestiones más relevantes del análisis que se realizará a continuación.
En lo que sigue se consideran reglas que reaccionan al estado de la economía, y
que permiten adaptar el valor del instrumento monetario, que se supondrá que es
el tipo de interés nominal, atendiendo a la actuación real de los bancos emisores
y a la evidencia empírica disponible, como función del entorno económico. La
regla de reacción permite un mayor margen de actuación a la autoridad mone-
taria, y las cuestiones de indeterminación antes discutidas toman un carácter
ligeramente distinto.
Objetivos de inflación y crecimiento monetario
Como caso particular de la regia genérica mostrada en la presentación del Ca-
pítulo, se tiene
5,
= (~-$‘~ (±.)~~ (4.35)
donde w±representa movimientos púramnente exógenosen los tipos nominales
de interés y se supone que sigue la ley de movimiento
log(w±)= (1 — Pw) log(w
55) + p~ log(w±...í)+ e~ (4.36)
5lntroducir un término de reacción a desviaciones del output respecto a su nivel potencial
no alteraría en nada la discusión del Capítulo dada la fuerte neutralidad existente en este
modelo. Por tanto se prescmdirá de términos de ese tipo en la discusión que sigue.
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Esto es, la autoridad monetaria variará el tipo nominal de interés cuando la
inflación se desvíe de su valor objetivo y/o se exceda el objetivo de tasa de
expansión del dinero. También contempla la regla una medida de movimientos
puramente exógeno en el tipo nominal, no debidos a la situación de la economía
(endógenos). En la regla se tienen dos anclas nominales: la tasa de inflación y
la tasa de crecimiento monetario.
Respecto al análisis del estado estacionario determinista del modelo, lo único
que se añade ahora es que el valor del tipo nominal de interés en estado esta-
cionario se fija en la regla, aunque, de nuevo, de manera exógena. Esto se
debe a que esta regla de política, se especifica en desviaciones de las varia-
bles respecto a sus valores de estado estacionario. Una regla en niveles de las
variables, supondría que el valor de estado estacionario del tipo nominal sería
función del valor de estado estacionario de los coeficientes de la regla, lo que per-
mitiría comparar los valores preferidos de los coeficientes usando como medida
el bienestar de los agentes. Dada la fuerte neutralidad implícita en el modelo,
motivada por la función de utilidad separable que se está usando, este modelo
no es un laboratorio apropiado para hacer este tipo de consideraciones. En
cambio, silo es para el análisis de coordinación de políticas fiscal y monetaria,
y selección de valores de los coeficientes usando un criterio de volatilidad de
la inflación inducida, dado que todas las reglas implican los mismos valores de
estado estacionario.
Si se añaden al sistema (4.26) las versiones lineales en logaritmos de las
ecuaciones que definen la regla y el shock correspondiente, (4.35) y (4.36), que
son,
/-%ñ-t±+ (¡3±,.+ ¡3~9)fl±— 1±+ e~ =
y
ZUt = W±~i+ E~±
se tiene que para parametrizaciones razonables, hay tres autovalores genera-
lizados en (4.27) con posible valor absoluto mayor que la unidad fcalculados
analíticamente con HAPLE]. Dos están relacionados con parámetros de política,




y el otro, doble, con el lado real de la economía. Debido a este autovalor de
la parte real fue necesario implementar una descomposición QZ. El autovalor
(4.38) es el correspondiente a la regla fiscal, que ya ha aparecido en la discusión
de las políticas de instrumento fijo. Ahora se tiene además un autovalor asociado
a la actuación de la autoridad monetaria, el dado por (4.37).
Coordinación entre las políticas monetaria y fiscal
Dado que en el sistema objeto de estudio hay dos términos de expectativas, de
acuerdo con Sims (1999), para que el sistema tenga un equilibrio y sea único
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dos autovalores generalizados deben estar en el círculo unidad y el otro fuera:
la elección de w~, ¡3~,. y f3~9 es crucial para determinar de manera completa la
dinámica del equilibrio.
Si las autoridades fiscal y monetaria no cooperan, se pueden tener situa-
ciones de indeterminación de equilibrio o de inexistencia de equilibrio. Lo que
es más, la autoridad monetaria no puede reaccionar simultánea y tenazmente
ante desviaciones del crecimiento monetario y la inflación respecto de sus obje-
tivos, independientemente de la política fiscal que haya en curso. Con el nivel de
gasto público determinado exógenamente, silos impuestos directos o los ingre-
sos por emisión de dinero están en relación con el nivel de la deuda en términos
reales, o el servicio de la deuda, cualquier ajuste en estas fuentes de ingresos
pueden compensar el crecimiento del pago por intereses de la deuda que podrían
hacer que la deuda creciera muy rápido. Cuando cualquiera de las dos autori-
dades ajusta sus instrumentos de manera que cada incremento en la deuda en
términos reales coincida con un incremento en los ingresos actuales o futuros
del sector público, se garantiza su solvencia y la deuda no crece demasiado.
Aunque la actuación de las autoridades monetaria y fiscal tenga distintos efec-
tos sobre variables como la inflación, por ejemplo, desde el punto de vista del
cumplimiento de la restricción presupuestaria es simétrica.
Para que ~ se sitúe dentro el círculo unidad, la suma de los dos parámetros
de política monetaria, ¡3v,. +/3~9, debe ser menor que uno. Entonces, por un lado,
si la autoridad fiscal se ocupa de que se verifique la restricción presupuestaria
intertemporal consolidada, y fija wi de tal manera que — ~¡ < 1, entonces
¡3±,.,~ o la suma de ambos debe estar en el círculo unidad para que haya un
equilibrio único. Por otra parte, si 5-í toma valores tales que
~ >1,
entonces los parámetros de política monetaria deben tomar valores que estén
acotados entre cero y uno, para que la autoridad monetaria se encargue de
satisfacer la restricción presupuestaria del sector público variando el tipo de
interés de manera que la deuda siga teniendo valor. Cuando 1 — 5-j < 1, la
autoridad fiscal ajusta el nivel neto de impuestos lo suficiente para satisfacer la
restricción presupuestaria del gobierno en respuesta a los shocks que afectan a
la economía. En este caso, la restricción intertemporal del sector público y la
regla de política monetaria determinan completamente el nivel de las variables
fiscales
6, y la equivalencia ricardiana se verifica.
Si se extrapola la división en regiones paramétricas de Leeper (1991, 1993)
y Woodford (1995, 1996), al caso del modelo aquí analizado se tendría una
primera región en la que los parámetros de la regla monetaria 1¡3±~,13±9o su
suma~ son grandes y positivos, con lo que la autoridad monetaria contrae la
oferta monetaria para hacer aumentar fuertemente el tipo nominal de interés en
respuesta a presiones inflacionistas. Esta fuerte repuesta implica que la política
6No obstante, se puede tener en este caso un equilibrio en el que la deuda real explote pero
no se viole la condición de transversalidad correspondiente a los bonos en términos reales.
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monetaria ignora el estado de la deuda del gobierno, por lo que la política fiscal
debe asegurar que la deuda en términos reales no crezca demasiado deprisa
mediante la elección de mi valor de 5-í suficientemente grande y positivo [por
ejemplo, r~=0.8].
En una segunda región en la que el tipo nominal respondiera debilmente a
sus objetivos [directode inflación, con fi,., o indirecto de crecimiento monetario,
¡3±~]fijando ¡3~,. y 5~9 iguales a cero, o en valores muy pequeños, es la autoridad
monetaria la que equilibra el presupuesto si los impuestos directos responden
debilmente a la deuda real [ con 5-1=0.01, por ejemploj. Entonces la deuda
en termínos reales no crece muy deprisa y el nivel de precios está unicamente
determinado. En este caso se monetiza el déficit.
Habría dos regiones más en las que se da multiplicidad o inexistencia de
equilibrios. Si las dos autoridades se preocupan de equilibrar el presupuesto,
con lo que la monetaria hace el tipo nominal insensible a la inflación, mientras
que la autoridad fiscal reacciona vigorosamente a la deuda, ninguna de las au-
toridades fija el nivel corriente de la oferta de dinero, con lo que ósta queda
indeterminada y, por tanto, el nivel de precios también resulta indeterminado.
Por otra parte, si ninguna autoridad evita que la deuda crezca demasiado de-
prisa, entonces la deuda real explota y no hay ningún equilibrio en el que la
deuda tenga valor. Si se atiende a estas regiones paramétricas, sería necesario
generar una discusión relativa a equilibrios del tipo sunspot. Esto queda lejos
del objetivo de este Capítulo, aunque no es dificil de realizar en las líneas de lo
expuesto en Sims (1999), Novales et al. (1999) o Benhabib y Farmer (1997).
Análisis de estabilidad
Si la autoridad fiscal hace que — 5-1 < 1, y la monetaria tiene un objetivo
monetario intermedio puro [¡3~,.= O,¡3~9 > 1], entonces imponer estabilidad
implica una reacción para estabilizar la demanda de dinero del tipo
c~—ñz~ I±+~y~t=0, (4.39)
con O <gy < 1 y menor cuanto menor sea p.~. Como la ecuación de demanda
de dinero linealizada es
Tfl±= C~ + qq — 1±
entonces sumando las dos expresiones se tiene que
1 + Jty
2 -&
con lo que la actuación de la autoridad monetaria hace que los agentes reac-
cionen menos ante variaciones en la perturbación de demanda de dinero. Para
garantizar estabilidad y existencia de solución, la autoridad monetaria tiene que
asumir un compromiso de estabilizar la demanda de dinero. Es importante notar
que cuando la política monetaria se instrumnenta a través del objetivo intermedio
de crecimiento monetario, sólo es necesario que la autoridad monetaria se fije
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en el shock de demanda de dinero, sin preocuparse de las perturbaciones fiscal y
tecnológica.
En cambio si contemplamos el caso de un objetivo directo de inflación, ¡3~,. >
1 y ¡3j9 = 0, la estabilidad implica una combinación lineal de c±,k±,Wit, W2t, z~ y
O~, y la posible inestabilidad de la demanda de dinero no influye en la estabilidad
del equilibrio resultante.
Por otra parte, cuando ~ —5-ii > 1, la política fiscal no se ajusta lo suficiente,
y es la autoridad monetaria la que tiene que recaudar el señoriage suficiente para
que se satisfaga la resticción consolidada de las administraciones públicas. La
política monetaria reacciona de tal manera que liga el nivel de deuda pública al
estado de la economía en cada periodo,
En el caso en que es objetivo intermedio de g~, se tiene las mismas dos
condiciones de estabilidad más la nueva de estabilidad de los bonos.
En todos los casos, imponer estabilidad en el lado real de la economía implica,
independientemente de la política monetaria y fiscal en curso, parametrizar la
expectativa del “lado real” de manera que
= a0k~” z~ ~ (4.40)
donde a0, a1, a2, ag son funciones del estado estacionario determinista de las
variables.
4.4 Conclusiones
En este Capítulo, a modo de aplicación de algunas de las herramientas presen-
tadas en los Capítulos previos, se han estudiado cuestiones de coordinación de
políticas monetarias y fiscales. Se ha usado un modelo muy neutral en el que las
actuaciones de las distintas autoridades están ligadas a través de la restricción
presupuestaria intertemporal consolidada del gobierno.
Bajo una política de crecimiento monetario constante, la única manera de
garantizar un equilibrio único en el que se valore la deuda es que el gobierno
utilice una regla fiscal que reaccione al volumen de deuda. Lo contrario ocurre
si la autoridad monetaria decide implementar una política de tipo nominal de
interés constante. Cuando se considera una regla que relaciona el valor del tipo
nominal de interés con la tasa de inflación y la tasa de expansión monetaria, la
compatibilidad de políticas impone importantes restricciones sobre el modo en
que la autoridad monetaria puede reaccionar a cada variable objetivo.







Dada la gran variedad de temas considerados a lo largo de la memoria de
Tesis, el número de cuestiones interesantes susceptibles de ser objeto de estudios
posteriores, o que ya están siendo consideradas en distintos trabajos en curso,
es enorme. Apuntaré tan sólo las que juzgo más inmediatas.
Respecto al Capítulo 1, una extensión natural de la evaluación y comparación
de métodos es su implementación en el contexto de modelos con una dinámica
más interesante, como los de crecimiento endógeno [en este sentido se puede
consultar el trabajo de Barañano, ka y Vázquez (1999)], o modelos con más
fuentes de perturbación exógena. Un tipo de economías difíciles de resolver y
cuyo análisis genera actualmente un gran interés, son aquellas que tienen agentes
heterogéneos, y sería interesante evaluar las distintas estrategias de solución que
se están impímentando en la actualidad.
El análisis realizado en el Capítulo 2 permite preguntarse, en el contexto
del método de Parametrización de Expectativas, cómo seleccionar el valor del
parámetro de ajuste en la convergencia, >.~, de manera óptima y que se adecúe
al problema y al momento del tiempo en que se está estimando. También seria
interesante estudiar la sensibilidad del procedimiento al valor de la desviación
típica de la perturbación tecnológica, que en la experiencia adquirida con el
método de solución aparecía como especialmente relevante. Por último, una
pregunta que ha quedado abierta en el Capítulo es la dependencia del valor del
punto fijo obtenido, en muestras finitas, respecto de la realización concreta de
las perturbaciones exógenas. Seria interesante investigar si en grandes muestras
la distribución marginal obtenida de manera empírica para los coeficientes del
polinomio de aproximación colapsa a una distribución degenerada en un punto.
Dadas las ventajas que presenta el método de descomposición de autovalores
y autovectores para estudiar el tipo de cuestiones analizadas en el Capítulo 3,
creo que es de interés profundizar en un método que permita refinarlo con la in-
clusión de algunas expectativas parametrizadas mediante funciones polinómicas,
sobre todo en modelos con mucha dimensión. Por otro lado, también valdría
la pena considerar cómo estimar el valor teórico de los parámetros de medias
móviles, sin necesidad de tener que acudir a una solución aproximada o a una
estimación numérica.
La parte monetaria, como se ha comentado en la presentación de la Tesis,
deja numerosas cuestiones abiertas para las que ya dispongo de algún trabajo
en curso. Una primera extensión engarza directamente con la evaluación tradi-
cional de reglas monetarias. Así, con base en criterios de volatilidad de la
inflación, se pueden considerar rangos de valores numéricos para los coeficientes
de las reglas, en el contexto del modelo del Capítulo 4, y además realizar ejer-
cicios de calibración para determinar en economías concretas el valor de dichos
coeficientes, y determinar si cumplen o no criterios de optimalidad. Estos mis-
snos ejercicios se pueden realizar con modelos más interesantes, en los que la no
neutralidad permita considerar efectos de las reglas monetarias y fiscales sobre
las variables reales de la economia. Otro punto de aeciente interés en la litera-
tura es la consideración de fronteras óptimas entre la varianza de la inflación y
la variariza del producto. Usando un modelo no neutral en el que se considere
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En este Apéndice se tratan dos cuestiones:
• Se realiza una descripción detallada y exhaustiva de los métodos numéricos
de solución utilizados a lo largo de la Tesis y de manera especial en la
Parte 1.
• Se proporciona una descripción detallada de cómo resolver cada uno de los
modelos presentados en el Capítulo 1 [modelo de crecimiento neoclásico
básico, modelo de Hansen (1985) y modelo de Cooley y Hansen (1989)]
con cada uno de los métodos usados: una aproximación lineal cuadrática
estándar usando la ecuación de Bellinan (LQA), un método de coeficientes
indeterminados que resuelve la versión lineal en logaritmos del modelo
original (UHL), un método que explota exhaustivamente la descomposi-
ción de autovalores y autovectores del sistema lineal (SIM, SIL), y una
estrategia no lineal (Parametrización de Expectativas, PEA).
A.2 Descripción de los métodos de solución
A.2.1 Métodos “casi” lineales
Aproximación lineal cuadrática estándar
La estrategia LQA consiste en aproximar un problema que no es lineal cuadrático
mediante uno con estructura lineal cuadrática del que siempre se conoce la
solución. Diversos trabajos en los que se aplica el método que se va a des-
cribir a continuación son, entre muchos otros, Kydland y Prescott (1982), Chis-
tiano (1990), Díaz-Giménez (1999) o Hansen y Prescott (1995). En todos estos
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artículos, resolver el problema del planificador social implica resolver un pro-
blema de programación dinámica de la forma:
V”~’ (zt, st) = rnax {r(zt, 5n d±)+ /3E IV~(zt±1,s~+í [zt)1} (Al)
sujeto a
[z~í I = Ac~+1 +B(zt,st,d~) (A.2)
donde V” (Zt, st) es la n-ésima iteración en la función valor óptima, ¡3 el factor de
descuento, Zt un vector de variables de estado exógenas, st un vectorde variables
de estado endógenas, d~ un vector de variables de decisión, r(zt,st, d~) la función
de retorno del problema, tt un vector de procesos estocásticos independientes e
idénticamente distribuidos, y donde las restricciones describen la evolución de las
variables de estado. Para resolver este problema se puede operar directamente
con la función valor. Lo que LQA hace es reajizar una aproximación lineal a la
economía original descrita por (Al) y (A.2) alrededor del estado estacionario
determinista, y después buscar la solución a la economía aproximada, que es
conocida. Los pasos son:
1. Calcular las condiciones de primer orden y el estado estacionario determi-
nista.
2. Sustituir las restricciones no lineales de entre el conjunto de restricciones
(A.2), en la función de retorno, r.
3. Realizar una aproximación de Taylor de segundo orden de la función de re-
torno resultante alrededor del estado estacionario determinista. Haciendo
uso del principio del equivalente cierto, el problema (A.1)-(A.2) aproxi-
mado queda,
eA_=____
max {[1, Ze, st, dt]Q[1, Zt, st,dtlT + ñV~(zt+i, st+ilzt)} (AS)
sujeto a
E ] = B [Zt,s~, dt] (A.4)
donde Q es una matriz simétrica y T denota transposición matricial.
Bajo condiciones apropiadas, la función valor óptima existe, resuelve esta
ecuación funcional y es cuadrática. Como consecuencia, las reglas de de-
cisión asociadas son lineales.
4. Suponer una conjetura cuadrática inicial para
V
0(z~+:, st+í) = [1, zt+i, st÷1]L?,QA[1, zt+~, st+i]T
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donde L~,QÁ es una matriz simétrica y semidefinida negativa. Entonces,
usando las leyes de movimiento de los estados, (A.4), se puede calcu-
lar V0(z~+i, st+1) y así obtener una expresión cuadrática en zt, s~ y d~
para y1 (z~, sj), agrupando los coeficientes que afectan sólo a variables de
estado, sólo a variables de decisión y los términos cruzados en los que
aparecen los dos tipos de variables. Por tanto, es posible escribir,
[11 1
V’(zt+í,st+:) = rnax (1, Zt, s~]M
1 Zt + 2 1 M2d~ + d~MsdT{ ~:
~t J
donde M1, M2 y KL3 son matrices de coeficientes adecuadamente reorde-
nados.
5. Las condiciones de primer orden de este problema aproximado nos propor-
cionan las reglas de decisión o reglas de política, d~, como función lineal
de Zj y St,
= —ME’M2 K 1
en cada iteración. Entonces se sustituye la regla de decisión en el problema
aproximado y se obtiene la función valor óptima para V’(zj, st).
6. Repetir el proceso hasta que V~’ sea muy similar (de acuerdo con algún
criterio) a y”.
La solución al problema lineal cuadrático produce una función lineal que
nos da las decisiones a partir de los estados de la economía, d~ = H[l,z~. 5t]~’,
donde H es una matriz que tiene tantas filas como variables de decisión haya
en dt. Para generar series temporales artificiales se utiliza el problema no lineal
original (función de producción, restricción de recursos, ley de movimiento del
capital) más la/s regla/s de decisión lineales. Este es el proceso seguido para
resolver el modelo básico de crecimiento neoclásico y el de Hansen (1985). En el
primer modelo, el resultado del algoritmo es una regla de decisión lineal para la
inversión como función de la tecnología y el capital retardado. Para el modelo de
Hansen (1985) se obtienen dos reglas de decisión lineales, una para la inversión
y otra para las horas trabajadas, como funciones de la tecnología y el capital
retardado. Para el modelo monetario se necesitan cambios muy importantes
en el proceso descrito, debido a la distorsión que introduce la restricción de
efectivo por adelantado. Además de realizar una aproximación cuadrática a la
función de retorno, es necesario suponer que la ley de movimiento de la inversa
de los saldos reales en dinero es lineal en las variables de estado. Estos cambios
se describen en detalle en Kydland (1989) y Cooley y Hansen (1989), y como
no es un método que se haya implementado en ningún Capítulo de esta Tesis
Doctoral, no se entrará en su análisis.
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Coeficientes Indeterminados
Este método consiste en linealizar las ecuaciones que caracterizan el equilibrio
y resolver el sistema resultante usando el método de los coeficientes indetermi-
nados para obtener la ley recursiva de equilibrio. Se usará la propuesta de Uh-
lig (1999). Contribuciones muy relacionadas son King, Plosser y Rebelo (1987),
Campbell (1994), Binder y Pesaran (1998) y Christiano (1998). Para una des-
cripción del método de coeficientes indeterminados se puede ver, por ejemplo,
McCallum (1983, 1998) o Chow (1997). los pasos a seguir son:
1. Calcular las condiciones de primer orden y el estado estacionario determi-
nista.
2. Linealizar, en logaritmos de las variables, las ecuaciones que caracterizan
el equilibrio para hacer el sistema aproximadamente lineal en desviaciones
logarítmicas respecto al estado estacionario determinista. Para esto en
Uhlig (1999) se proponen una serie de simplificaciones muy útiles,
Xt log(X~) — log(X~8) .~ X~ =
1-H~t+añt,donde á~
y
E~ [aei¿+1] E~ ~a~t+í] más una constante.
donde el subíndice ss denota valor de estado estacionario.
3. Escribir el sistema en la forma
o = T1s~ +
T2~t~~í + T~v~ + T
4z~
o = E~ [Xsst+í + T6st (AS)
+T7s~...1 + T5v~1 -~- ‘f9w + -rlOZ~.f~l + Tiiztl
= Tí2zt+ct+í, Et[ct÷í1=0,
donde s~ denota un vector m x 1 con las variables de estado endógenas, zt
m>< 1 contiene los estados exógenos y Vt es un vector formado por el resto
de variables endógenas del sistema, de tamaño u x 1. La matriz ‘fa tiene
una dimensión 1 x u, 1 > u con rango u, T5 es de tamaño (m + u —1) x u,
y la matriz ‘f12 sólo tiene autovalores estables.
4. Si se denota a la ley de movimiento de equilibrio del sistema por aquellas
matrices E1, ~2, E~ y n4 que hacen estable el sistema,
5. Entonces el siguiente paso consiste en encontrar estimaciones para los ele-
mentos de las matrices E1, E2, Es y E4 mediante la igualación de coeficien-
tes entre el sistema (AS) y el sistema (A.6) usando el conocido método
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de los coeficientes indeterminados, y elegir los valores que hacen (A.6)
estable. Para ello se debe resolver una ecuación matricial cuadrática en
un cierto punto del proceso y seleccionar sus raíces estables. Este asunto
hace que la implementación del método UHL seamás complej a que la de la
descomposición de autovalores y autovectores de las estrategias SIM-SIL.
No obstante, al disponer de los programas de Harald Uhlig en MATLAB en
la red que realizan todos los cálculos difíciles, resulta un método de fácil
aplicación en el caso de los modelos que se han analizado en el Capítulo 1.
Una vez hecho todo esto, se pueden generar fácilmente series temporales
de tamaño T para todos los elementos de st y vt usando la representación en
espacio de los estados (A.6) y dados k0 y {zt}~L1.
Como en este Apéndice lo que se hace es resolver los modelos del Capítulo
1, se usaran las rutinas programadas por H. Uhlig, con lo que sólo se darán
para cada modelo las expresiones de las matrices 11, 12, 13, T4~ Is, 16, 17,
18, T~, Tao, ~ ‘f12 y 2 que actúan como inputs en las rutinas disponibles
por Internet. También se mostrarán las estimaciones de E~, E2, E3 y Z4 que
devuelve el paquete. Los programas están disponibles en el disco que acompaña
esta Tesis Doctoral.
flescamposición de autovalores y autavectares
El método analizado en esta sección descansa de manera muy importante en
Blanchard y Kahn (1980) y, especialmente en Sims (1999), y está explicado
en detalle y aplicado a diferentes contextos en Novales el al. (1999). Su car-
acterística específica es que cada esperanza condicional se considera como una
variable adicional para la que hay que resolver, y se define como el valor real-
izado de la función dentro de la expectativa más un error de predicción. Las
condiciones de estabilidad asociadas a la aproximación lineal se añaden al pro-
blema no lineal original. En cada uno de los modelos que se consideran, la
condición de estabilidad toma la forma de una función altamente no lineal que
relaciona la esperanza condicional en cada instante 1 con los estados exógenos
contemporáneos y los estados endógenos retardados. Los pasos a seguir son:
1. Obtener las condiciones de primer orden del problema. Se define cada
expectativa condicional como una nueva variable, W~, que se añade al sis-
tema de condiciones de primer orden y restricciones, y también se añade
una ecuación definiendo el error de expectativas asociado a cada espe-
ranza condicional. A partir del sistema resultante se calcula el estado
estacionario.
2. Linealizar en niveles de las variables (SIM) el sistema de ecuaciones re-
sultante en torno al estado estacionario (o en logaritmos en el caso del
método que se está llamando SIL). Esto nos da,
= FInÉ + ‘I~Cteí + 11’lt+i (A.7)
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donde nt es un subconjunto del vector {st, Vt, Zt, W4, c~ contiene las in-
novaciones en las leyes de movimiento de los estados exógenos, y rn es un
vector que contiene los errores de expectativas.
3. Realizar el análisis de estabilidad del sistema anterior. Se localizan las
raíces inestables del par (F0, E1). Sólo hay una raíz de esas características
en cada uno de los modelos analizados. La matriz FJ’E1 tiene una des-
composición de Jordan PAP’, donde A es una matriz diagonal que con-
tiene los autovalores de r~’r1 y P1 es una matriz que tiene como filas
los autovectores por la izquierda asociados.
4. Encontrar la condición de estabilidad. Una solución estacionaria del mo-
delo requiere que las sendas temporales de las variables estén sobre la va-
riedad estable del espaciode soluciones admisibles, lo que se puede obtener
imponiendo que una combinación lineal de las variables sea cero en cada
periodo. Sean WtI = P’u~..í y ~ = p—ip¿-l (‘I’~ + ~ SeanWS,Ñd Y
ES,~ aquellas posiciones asociadas con los autovalores inestables. Entonces
se puede escribir el sistema (AY) como
= A2w8,É...í + ~
donde se ha ordenado el sistema de manera que los autovalores inestables
estén en A2. Así, resolviendo hacia delante este conjunto de ecuaciones se
tiene que
Ws,t.n = A~’w5,~ +~
J
= (Al’)’ Etaws,t÷p.í+ E~..1 >3 (Al’)’ ~
i=O
00
= ~ >3 (A¿’)t ¿s,É+ii=O
=0
si y sólo si se verifican las condiciones de trausversalidad del problema.
Entonces, si P8 contiene las filas de P’ asociadas con los autovalores
inestables, un equilibrio estacionario debe satisfacer que,
= 0, Vt (A.8)
Como se explica en Novales et al. (1999), esta condición se puede escribir
de manera que se relacionen la expectativa condicional, W~, con el resto
de las variables en UÉ de una manera lineal o exponencial, dependiendo
de si se está usando la aproximación SIM o la SIL. Asimismo, relaciona el
vector de errores de expectativas racionales con el vector de innovaciones
en los shocks exógenos, de manera que de la condición (A.8) en (AY) se
puede escribir
pSp~~l (‘Ps~ + 11rn) = O
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con lo que los errores racionales de expectativas son función sólo de las inno-
vaciones en los shocks que afectan a la economía (tecnología, preferencias...).
Esto es, si hay un equilibrio de expectativas racionales único, las expectativas
deben ser función única de los fundamentos de la economía. Con este tipo de
representaciones resulta inmediato acomodar situaciones en las que el equilibrio
no queda suficientemente determinado y se tiene inexistencia de equilibrio, o
cuestiones en las que hay una multiplicidad de equilibrios, y se puede explotar,
por tanto, el papel de las creencias y los sunspot equilibria, como se hace, por
ejemplo, en Farmer (1993) y Benhabib y Farmer (1997).
Para simular la economía aproximada se toman las ecuaciones de la economía
original (condiciones de Euler, función de producción, restricción de recursos,
ley de movimieívo del capital) y se resuelve la expectativa usando la condición
de estabilidad. Mezclar la estructura original no lineal con la condición de es-
tabilidad impica resolver en cada paso del proceso de simulación un sistema de
ecuaciones no lineal, y por esto el método de solución tiende a ser mas inten-
sivo en tiempo de computación que otros métodos basados en aproximaciones
lineales.
A.2.2 Parametrización de Expectativas
Este método consiste en parametrizar las expectativas que aparecen en las ecua-
ciones de Euler estocásticas. Cada esperanza condicional se específica como una
función de los estados del sistema, y los parámetros de dicha función se estiman
antes de resolver el modelo. Para una exposición detallada puede consultarse
den Haan y Marcet (1990), Marcet (1993), Marcet y Marshall (1994) y Marcet
y Lorenzoni (1999). Los pasos a seguir para resolver son:
1. Calcular las condiciones de primer orden del problema y el estado esta-
cionario determinista.
2. Sustituir cada esperanza condicional, $4, por una función polinomial pa-
rametrizada ~,t(q;st, Zt), donde q es un vector de parámetros. Sea $4
el valor realizado de $4. En términos generales %b~ debería aproximar la
expectativa arbitrariamente bien al incrementar el orden del polinomio.
3. Elegir un valor inicial para q [ver Capítulo 2].
4. Utilizar las condiciones de primer orden y las restricciones del problema
(con la esperanza condicional sustituida por ~t(q; s~q), Zt)) para generar
series temporales de las variables de la economía: st(q), vt(q). El q inicial
debe ser tal que esté garantizado que st(q) y vt(q) sean estacionarías.
5. SeaS: ~Rm ~m, donde mes la dimensión de q, y
5(q) — argmin
0E~ [W:clq)
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6. Iterar hasta que q = 5(q). Esto garantiza que si los agentes usan ~ como
la función con la que realizan sus expectativas, entonces q es el mejor vector
de parámetros que podrían usar en el sentido de que minimiza el error
cuadrático medio entre la aproximación y la verdadera expectativa. Para
encontrar cada qt+í a partir de un Q previo, se toma la suma de cuadrados
de residuos de una regresión no lineal de Wt(q~) sobre 4,~(qi; sj(qt),Zt)
como una aproximación a 5(qi). El procedimiento seguido ha sido un
algoritmo del tipo Gauss-Newton, que se describe más abajo. Se actualiza
q usando la regla
i+1
q =cf+ÁqS(qt)
donde Áq controla el grado de actualización en cada iteración. En todas
las aplicaciones se ha fijado Aq = 1 excepto cuando ~ = 0.5, que se eligió
= 0.5.
7. Generar un nuevo conjunto de series temporales con q~+í. Repetir hasta
que
¡qt+l — qfl~ ‘z 0.0001.
Algoritmo Gauss-Newton utilizado
La discusión en este apartado se basa en Bjbrck (1990) y Novales (1993). Las
condiciones de primer orden que se aproximan al parametrizar la expectativa con
el procedimiento PEA implican, como se ha descrito más arriba, minimizar una
suma de residuos al cuadrado. Esto es, se quiere elegir el vector de parámetros
q tal que la diferencia absoluta entre $4(q) y ~t(q; st(q), Zt) sea mínima. Se
denotará por Ut a la diferencia
= Wt —4’t(q;st(q),z~), (A.9)




Derivando con respecto a cada uno de los componentes del vector q, se tiene
que
8SR(q) _ r 8«q; s~q), Zt) 1 Tu = (A.11)
aq 1 Oq
donde la misma letra sin subíndice temporal denota un vector con el valor de
la variable en todos los instantes del tiempo. El vector q que resuelve el sistema
anterior es el estimador de mínimos cuadrados no lineales.
Si se supone que se tiene una estimación 4 del mínimo q de SR(q) (una
buena condición inicial, en términos de la discusión del Capítulo 2), en un
entorno pequeño del punto 4, el valor numérico de SR en un punto de este
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entorno puede aproximarse mediante un desarrollo de Taylor de segundo orden,
SR(q) 5R0(q),
SRa(q) = SRQfl + [8S1~«~)] (q — tj) + ~(q — ~)T [‘~85’~M3)](q — ~) (A.12)
Se puede mejorar la estimación disponible de ~ reemplazándola por el vector
que miimice la expresión cuadrática anterior, lo que ocurre en el punto q* en
el que




= q — [825R½)
1 8SR½) (A.13)
8q
De manera que, partiendo de un punto lo suficientemente cercano al óptimo,
se puede iterar en la expresión (A.13) para acercarse lo más posible al mínimo de
la smna residual. El punto q* minimiza realmente el valor de la función (A.12)
en un entorno de ~ si la matriz hessiana 8
2SR(~)/8q8qT es definida positiva,
lo que está garantizado si SR es convexa en el punto ~, es decir, si 4 estaba ya
próximo a un mínimo local de la función SR.
Para la utilización de este algoritmo (conocido como algoritmo de Newton-
Raphson) es preciso que existan las derivadas que forman el gradiente de la suma
residual y que la matriz hessiana sea invertible. Cuando esta matriz es singular,
significa que la superficie que se pretende optimizar es plana en algunas direccio-
nes, con lo que algunos de los parámetros que se está tratando de estimar no
están identificados. Este es el caso cuando se introducen términos redundantes
en el polinomio de aproximación de Parametrización de Expectativas.
Es fácil ver, respecto al problema de escoger el valor de q que minimice




y la matrix hessiana,
O2SR(q
8q8q’
2 [ 8q ¿9q .1 [ aqaqT J U±
con lo que (A.13) queda
— [8¾t(~;sd~)~zt)] }‘ 8%bt(q;st(q),z~ (A.14)
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y se puede demostrar que
donde o% es la expresión de la varianza residual. Como caso particular del
algoritmo anterior, el algoritmo que se conoce como de Gauss-Newton consiste
en ignorar el término dentro del hessiano que contiene la derivada segunda de
~. Si ~Pt(q; sj(q), ZÉ) es aproximadamente cuadrática en q, entonces el término
que contiene la segunda derivada es aproximadamente proporcional a la suma
de los residuos, por lo que su contribución al hessiano es muy pequeña. De esta
manera se tiene que (A.14) queda,
8,h,(n.SÁMZfl1T1 —‘JJ Oq
A simple vista se constata que el término de actualización en la expresión
anterior se puede obtener de estimar la regresión auxiliar
- b~’t(q;st(q),zt) (A.16)
Oq
por mínimos cuadrados ordinarios.
El algoritmo de Causs-Newton solamente utiliza derivadas de primer orden,
y la matriz que se usa en sustitución del hessiano es siempre definida positiva,
por construcción. Este es el algoritmo utilizado en esta lesis y, por tanto,
en el apartado correspondiente a la solución PEA de cada modelo, se dará la
expresión analítica del gradiente de la función polinómica usada para aproximar
la esperanza condicional.
A.3 Descripción de los modelos y claves para su
solución
A.3.1 Modelo básico de crecimiento neoclásico
Descripción del modelo, condiciones de primer orden y estado esta-
cionario determinista
El primer modelo considerado es el modelo neoclásico básico estocástico con un
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sujeto a sus restricciones tecnológicas y de recursos,
= c~ + xj (A.17)
= ztk~t1 (AlE)
= (1— 6)kt...í + x~ (A.19)
k~ =0, Cj > O
dados k0, zo. Donde cj denota el consumo realizado en el instante t, kt..a el
stock de capital al principio del periodo t, x~ la inversión, Vt el producto, y zt
una perturbación que afecta a la tecnología. O < fi < 1 es el factor de descuento
subjetivo, s~ > O es el coeficiente de aversión relativa al riesgo, a la participación
del capital en la producción, O < 5 < 1 la tasa de depreciación y O < p < 1
controla la persistencia del shock.
Si se sustituye (A.17) y (AlE) en (A.19), el Lagrangiano de este problema
se puede escribir,
6)kti)jL(kt,ct,Á~) =.Bo>Z ‘~ — >‘t (ej + k~ — ztk&1 —(1—
donde Á~ es el multiplicador de Lagrange asociado a la restricción que resulta




O = —.\~ + /3.E~ [At+1 (azt~íkg’ + 1— 6)]
y si se elimina ~t,se puede obtener
O = cj + k~ — ztk~L.1 — (1 — 6)k~..i (A.20)
= fiE~ [C121R~+i] (A.21)
donde R~ es el tipo de interés real y la perturbación tecnológica se supone que
sigue un proceso autorregresivo de orden 1, de tal manera que,
lIÉ = aztkg$’+1—6 (A.22)
log(zj) = (1 —p)log(z~~) +plog(z~.~) +Ej (A.23)
Ej i.i.d. N(0,u~)
El error de predicción usado para realizar contrastes de racionalidad de los
agentes se puede obtener de la condición de primer orden para el capital, de
manera que
= [cflY1(az~+íkV’ ±1—6)]— .E~ [c~71(azt~ik~’ + 1—6)]
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Este error tiene una estructura de ruido blanco por construcción: E~ (&+i) = 0,
y no presenta correlación con ninguna variable contenida en el conjunto de in-
formación disponible en el momento 1. Haciendo uso de las series aproximadas
para el capital y el consumo que se obtienen con cada método de solución, se
puede obtener una serie temporal aproximada de ~t generada con cada método,
y verificar si estas aproximaciones preservan las propiedades teóricas de racio-
nalidad de expectativas.
De (A.18), (A.20), (A.21), (A.22) y (A.23) es fácil obtener el estado esta-
cionario determinista simplemente eliminando los subíndices. Para el tipo de
1
interés real R8~ = ~, para la tecnología, la producción y el consuno: z58 = 1,
Yss = z~~k?~ y c~, = A/ss — 6k55, donde
k55=
Solución analítica en un caso particular
El modelo básico de crecimiento neoclásico con un sector tiene solución analítica
en el caso en que sj = 1 [y por tanto la utilidad es logarítmica] y & = O [depre-
ciación completa del capital]. En este Apéndice se va a mostrar esta solución,
que se puede encontrar, por ejemplo, en Chow (1997), o Long y Plosser (1983).
El objetivo de mostrar explícitamente esta solución es doble. Por una parte,
la solución analitica se puede usar como criterio de comparación para com-
probar cómo se comportan distintas formas numéricas de aproximar el modelo
neoclásico básico en este caso paramétrico particular. El ejercicio presentado
en el Capitulo 1 de evaluación de métodos no pretendía medir distancias a la
solución exacta de esta manera, pero tal vez el lector desee hacerlo en este caso
sencillo, y por eso se le facilita la solución. En segundo lugar, la expresión
analítica se usa para ilustrar un ejemplo en el Capítulo 2.
Se presenta además el único caso de solución analítica de un caso particular
de los modelos analizados del método LQA por una parte, y de los métodos
basados en las ecuaciones de Euler por otra. - Se observa_ po último, como
la solución derivada de la solución del problema por programación dinámica
(ecuación de Beliman) y por el método de Lagrange (cálculo directo de las
condiciones de Euler) es la misma. Este resultado es estándar, y es válido para
todo modelo en forma lineal cuadrática en el que la solución centralizada sea
eficiente en el sentido de Pareto.
Programación dinámica La función de valor en este caso tiene la expresión,
V(log(zt), log(k~1)) = ¡nax {log(ct) -4- ¡3E~ [V(log(zt+i), log(kt))]}
donde c5 es la variable de decisión y ~ y zt son los estados. Si se conjetura
como solución para la función de valor una forma lineal en logaritmos,
1
V(log(zt),log(ktí)) = [Ho,H2, Hk] 1 log(zt) 1[ log(k5.1) j
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Usando la restricción presupuestaria (A.20), k~ = ztkg..í — cÉ, se puede es-
aíbir, E log(z~k%i — cj)
.S~ [V(log(zt+í),log(kt))] = [Hú, H~, Hk~EÉ log(zÉ+:)
Como Et[log(zt~í)] = O, entonces la función de valor queda,






ct = 1+$Hk ztk?1
que es la regla de decisión óptima. Sustituyendo esta expresión en la anterior
ecuación de Belíman, se tiene que
V(log(zt),log(kt..í)) = log(z1k~L1) — log(1 +1311k) +/3Ho +
$Hklo~(ztkrLí (í— 1-koHk))
¡ /311k N
= RH,~—lod1-4-AHAAI3Htlotr 1 +1+- fiffk ¡
e igualando coeficientes entre la expresión anterior y la conjetura,









y la regla de decisión óptima es lineal en logaritmos,
log(c1) = (1 — a$) + log(zt) + ctlog(k~...:).
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Multiplicadores de Lagrange Las condiciones de optimalidad del problema




O = —A~ +/
3E~ [Xt+íazt±íkf’<]
Como conjetura inicial se propone, dado que el consumo en cada periodo t
va a ser un porcentaje del producto,
= ~ztkgu
Si se introduce en la condición de optimalidad de c¿, se tiene,
1
0=
que en la condición de optimalidad de k~,
= ¡3Ev [~].
Si se sustituye k~ en la expresión anterior por su valor dado por la restricción
presupuestaria, y también se sustituye A~ por su valor en la condición de opti-
malidad del consumo, nos queda,
1 ¡3a 1
ct g ztkg —
se tiene que,
— c~ = ¡3a4
o lo que es lo mismo,
ct= L±t13]ztkg1.
Si se igualan coeficientes entre la expresión anterior para Ct y la conjetura inicial
se llega a que
—~ ‘c=1—a¡3
y por tanto, la regla de decisión queda,
= (1— a$)ztk~L1
que es idéntica a la obtenida al operar directamente con la función de valor.
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Aproximación lineal cuadrática estándar
Este método está basado en una aproximación a la función de valor, y por tanto
sólo hace uso de las condiciones de Euler para el cálculo del estado estacionario.
Se seguirán a continuación los pasos apuntados en la descripción del método.
Para este modelo se tiene una variable endógena de estado st = ~ una
de estado exógena zt = [log(zt)] y como variable de decisión se ha seleccionado
la inversión porque simplifica la aproximación respecto al casoen que se hubiera
seleccionado, por ejemplo, k~. Así pues, d~ = [xt].
Si se sustituyen las restricciones no lineales (A.17) y (AlE) en la función de
utilidad se obtiene la función de retorno,
2~(xt, ~ log(z~)) = U(z~, k~..1,log(z~)) = { log(z~k~ti — xt)
1—~
de manera que para aproximar la anterior función no lineal, se lleva a cabo
una aproximación de Taylor de segundo orden en torno al estado estacionario
determinista en el punto (log(z,5),k55,x55), y se obtiene
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siendo
= ~nc~~íy~ + c7~kt
2




5s + c7k>(a — 1)
SS
Con lo que el sistema aproximado [(A.3)}que se tiene que resolver resulta
ser
= max{[1,log(z~),k~.1,r~]Q [1,log(z~), k~....1, re]
rs
+ ¡
3VU(log(z~~~), ktl log(zt))} (A.24)
sujeto a [log(z~..~.
1) 1 = .B [log(z~),k~1, xc]
donde
B=[O ~ ~t
Como conjetura inicial para la función de valor se ha usado la forma cuadrática,
V
0(log(z~~
1), k~) = [1,log(zt~í), kt]LIQA E log(lt~i) 1
y se ha escogido una matriz semidefinida negativa arbitraria
1IQA = [—r ~i1 1
Si se sustituyen la conjetura y las leyes de movimiento de capital y tecnología
en la expresión de la función de valor, se puede reescribir el problema de tal
manera que,
1
1~’’ (log(zt) , k~....1,xc) = max [1, log(zc), k~....1]A4í log(zt)
5± E k~...1
±2 E 1~k~ 1 M2r~ + 4M3 (A.25)
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siendo M1, KL2 y M3 matrices formadas a partir de los correspondientes
elementos de Q , B y LIQA. La condición de primer orden de este problema es,
Xt = —ME’M2 [log(zt)
Si ahora se sustituye este Xt en la función valor aproximada (A.25), se puede
escribir,
donde V’(log(zt),kt..í,xt) = [1,log(zÉ),kt.~í]Lb~ÁE log(z~) 1
LLQA = KL1 —M2M§’Mf. Repitiendo el mismo proceso descrito se susti-
tuiría ahora V’(log(zt), ~ en (A.24) junto con las leyes de movimiento
de las variables de estado, para obtener una expresión para V
2(iog(zt), ~ xt)
idéntica a (A.25) pero con distintas M
1, M2 y M3, se calcuraría la condición
de primer orden y así sucesivamente. En las soluciones implementadas en el
Capítulo 1 se repitió el proceso hasta que IIL2t~ — L~QÁII <0.00001.
La solución del algoritmo descrito, la regla de política, es el vector 11 =
[H~o, Hzz,Hzk] tal que Xt = H~o+H~~ log(z~) +H5kkÉ...1. En la siguiente tabla
se presentan estimaciones numéricas para los coeficientes de la regla en los nueve
casos paramétricos considerados. Nótese que en los casos en los que todos los
valores paramétricos excepto la desviación típica de la perturbación tecnológica
son iguales, los coeficientes de la regla de política muestran, obviamente, los
mismos valores.
CASO 115fl 1155 Hsk
1,4,7 1.9190 ¡ 3.2243 ¡ -0.0255 ¡
2,5,8 1.0512 2.7668 -0.0027
3,6,9 0.7015 2.7244 0.0065
Para generar series temporales de todas las variables, se parte de k0 = k55 y,
dada la senda {zt}7
2
1, se resuelve recursivamente para cada instante t el sistema
= ~ + H5~ log(zt) + (Hsk + 1—
= ztkg...í — k~ + (1 —
= aztkr2 + 1 —
donde se obtiene el capital de la regla de política y su ley de movimiento
(A.19), el consumo de la restricción presupuestaria, (A.19) junto con (A.18) en
(A.17), el producto a partir de la función de producción, (A.18), y el tipo de
interés real de su definición, (A.22).
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Coeficientes Indeterminadas
El sistema a linealizar en logaritmos de las variables está formado por las condi-
ciones de primer orden, (A.21) y (A.22), la restricción de recursos, (A.20), la
función de producción, (A.18) y el proceso para la tecnología, (A.23). Como
habitualmente, - denota desviaciones logarítmicas de una variable respecto al
estado estacionario. Para este modelo, en términos de la notación general usada
en la Tesis, se tiene como variable de estado endógena st = [kt], siendo el resto
de variables endógenas Vt = kt, R~, ~ y como estado exógeno ZÉ = [st]. Una
vez linealizado, se representa el sistema en la forma dada por (A.5), donde las
matrices son:
= 1 —k58/c58 1 k55/Q3c55) 1
h o j a j
1—13(1--6) 1
y58/c5, 1i~= H 711 = h 1
= [0], 1% = [0], = [0],
‘8 = [—n1,0], T~ = [u, 0,0], Tío = [0],
= [0], ‘12 = [p], 2 = [ufl
Y las matrices en el sistema propuesto (A.6) tienen por componentes, z1 =
[vkk], 22 = Vkz], y
= E 1 Z4 = 3
Igualando coeficientes entre ambos sistemas usando los programas de Harald
Uhlig se llega a que los valores de las matrices que hacen estable el sistema (A.6)
son,
CASO Vkk kr Vck Voz USk VRZ
[1¡~.~ss 0.0849 0.8361 0.1742 -0.0222 00348 0.3600 1.000
[~W¡f~.9723
~
0.0728 0.5210 0.3403 -0.0222 0.0348 0.3600 1.000
0.0717 0.3940 0.3557 -0.0222 0.0348 0.3600 1.000
Para generar series temporales de las variables relevantes se usa la repre-
sentación (A.6), usando los coeficientes estimados que se presentan en la tabla
y que garantizan que las series temporales resultantes son estacionarias,
Vkk
12kz
VRk VRz Zt j
dados k
0 = k88 y {z~}~L1.
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Descomposición de autovalores y autovectores
En niveles de las variables Si se define la expectativa condicional en (A.21)
como una nueva variable, $4,
= E~ [c771(azt~íkg’ + 1 —
entonces se puede escribir la condición de optimalidad (A.21) como
= 13$4 (A.26)
Además, el valor realizado en t de la función sobre la que se toma la expectativa
diferirá del valor que se esperaba en t—1 que pudiera tomar, con lo que se puede
definir el error racional de predicción a horizonte uno como,
et — c” (az kg7~ + 1 — 6) — (A.27)
y la racionalidad implica que Et(Et+í) = O. El sistema a linealizar resultante
que interesa, estaría formado por la restricción de recursos, (A.20), la definición
de la expectativa junto con la correspondiente ecuación de Euler, (A.26), la
definición del error de predicción, (A.27), y el proceso estocástico exógeno para
la perturbación en tecnología, (A.23).
En términos de la notación empleada en (A.7): Ut = [ct — c58, k~ —
$4 — W88, log(z~)]T, st = [et]y u±= [&]. Donde el vector ut contiene tanto
variables de decisión como de estado. Las matrices de la aproximación lineal en
(A.7) son,
[ 1 1 0
Fo = —oc”—’ 0 ~ 1
~c;~t
1R
5, O O —acj,”k7
1[ 0 00 1 j
0 0~
= o o U[O a(a — 1)c~”k72 —1
O O
gr = [~1F41
El autovector por la izquierda asociado al único autovalor inestable del sis-
tema (A.7), esto es, de la matriz F~1F
1, es la condición de estabilidad del
sistema lineal (A.8). Esta condición toma la forma de una combinación lineal
entre los elementos del vector itt en cada instante t. Sean los coeficientes de
dicha combinación lineal Pc, el asociado al consumo, Mk, el asociado al capital,
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gw, el asociado a la esperanza condicional, y [¿~ a la perturbación tecnológica,
entonces P5 = I/1c, /1k, /1w, /12], y es fácil ver que




PC = W~ + —c
85 + —k58
/1w /1w
Dado que k~ es una función no lineal de k~~1 y Zt, vía restricción de recursos, y
que ct es función de $4 por la condición de optimalidad (A.26) se puedeescribir
como una relación no lineal implícita del tipo,
= 0,
que se podría denotar por una expectativa parametrizada, en el sentido que se
viene usando en relación al método PEA. Para los nueve casos paramétricos se
tiene que
CASO Mc /1k /1w /1z
1,4,7 0.0000 0.0071 ¡ 1.0000 0.0303
2,5,8 0.0000 0.0047 1.0000 0.0999
3,6,9 0.0000 0.0015 1.0000 0.0474
Para generar series temporales, dados k0 y {zt}?Lí, se resuelve para ct,k~ y
W~ cada instante de tiempo simultáneamente el sistema no lineal de ecuaciones
o = /1c(ct — c55) + /1k(kt — k88) + /1W(Wt — TV83) + /1z log(zt)
o = —c¿”+13$4
o = —ct±ztkg~—kt+(1—6)k~1.
Y una vez que se tiene {cÉ}Ñl, {kÉ}Ñí y {Wt}~L~ es fácilgenerar el producto
y el tipo de interés real a partir de sus definiciones.
En logaritmos de las variables De la definición de la expectativa y el error
de predicción del método en niveles, el sistema a linealizar en logaritmos de
las variables estaría formado por la restricción de recursos, (A.20), la definición
de la expectativa junto con la correspondiente ecuación de Euler, (A.26), la
definición del error de predicción, (A.27), y el proceso estocástico exógeno para
la perturbación en tecnología, (A.23). Se linealiza usando las simplificaciones
de H. Uhlig.
En términos de la notación empleada en (A.7): itt = [é~, k~, W~, ~t]T,
= Let] y iii = Lé], donde el vector uj contiene variables de decisión y de
estado. Las matrices de la aproximación lineal en logaritmos en (A.7) son,
~ k88 O 1
Fo = I r¡c;” 0 13W58 0
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o 6)k8. + ctk% O
o O
__ 1= [O a(a~1)C~ka-d OVI’.55
gr = E~1 ~[$1
El autovector por la izquierda asociado al único autovalor inestable del sis-
tema (A.7) es la condición de estabilidad del sistema lineal (A.8). Esta condición
toma la forma de una combinación lineal entre los elementos del vector itt en
cada instante t. Sean los coeficientes de dicha combinación lineal /1c, /1k, /1W
y /1z, donde los subíndices denotan la variable a la que se refieren. Entonces,
= [/1c,/1k,/1W,/1z] y es fácil ver que,
za Za Za
Wt = ,ccj’w ktPw z~
donde
PC = Iog(W~8)-i-j~ Iog(c,,.)+ ~k- Iog(k,~)
Dado que k~ es una función no lineal de /e~.. í y ZÉ, vía restricción de recursos, y
que 4, es función de W~ por la condición de optimalidad (A.26) se puede escribir
como una relación no lineal implícita del tipo,
p($4,k~....i,zt) = 0,
que se podría denotar por una expectativa parametrizada. Para los nueve casos
paramétricos se tiene que
CASO Mc /1k /1w /1z
¡ 1,4,7 0.0000 1 0.4403 1.0000 ¡ 0.0497
2,5,8 0.0000 0.8037 1.0000 0.4519
3,6,9 0.0000 1.2043 1.0000 0.9807
Para generar series temporales, se sustituye la expresión para el capital de
(A.20) y la expectativa de (A.26) en la condición de estabilidad. Entonces,
usando la ecuación resultante y dados k0 y {zÉ}~Li, se pueden obtener {c4~L1,
{k~}~L1 y {W~1fl de la solución recursiva ecuación por ecuación del sistema,
O = (Mc — ngw) log(4,) + /1k log(ztk~1 — cÉ + (1—
[g. log(c58) + /1k log(k88) + /1w log(W88) — /1z log(z~) + /1w log(13)],
$4 =
= ztk?1 — c1 + (1 —
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Nótese que la primera ecuación es no lineal en la incógnita, que es el consumo.
Después se pueden obtener series temporales para el nivel de producto, {yt}Ñí,
y el tipo de interés real, {R~}~L1, a partir de sus definiciones.
Paraznetrización de expectativas
Para este modelo y todos los casos paramétricos considerados, un polinomio de
segundo orden resultó ser suficiente como aproximación, en el sentido de que
pasaba el contraste de den Haan y Marcet (1994),
= qí exp (q2 log(k~..1) + q3 log(zt) + qVlog(kt~1))
2)
x exp (qí log(k~...
1) log(z~) + qdlog(zt))
2)













= 2k log(kt...1) log(z~)
8q6
El punto fijo para q = [<ji,q~, <ja, <j4, q~, qe] en cada caso se calculó usando
un tamaño muestral de 25000 observaciones, y un criterio de parada sobre cada
parámetro de cuatro dígitos de exactitud. El orden del polinomio se fue incre-
mentando a partir de uno de primer orden usando el contraste de den Haan y
Marcet como criterio. Los valores para cada caso paramétrico obtenidos para el
punto fijo de q son,
[CASoI q~ <j4 qs qe
1 2.3473 -0.3253 -0.2258 -0.0126 0.0382 -0.0055
2 1.6293 -0.3156 -2.2440 -0.0642 0.4766 -0.4221
3 0.1162 -0.7187 -4.8308 -0.2635 1.0314 -0.5244
4 2.7395 -0.4170 -0.1762 -0.0008 0.0245 -0.0214
5 0.7466 0.1009 -1.0839 -0.1195 0.1561 -0.0971
6 1.6741 -0.7658 -3.5681 -0.0567 0.6828 -0.1533
7 2.4171 -0.3407 -0.2021 -0.0106 0.0315 -0.0207
8 3.1017 -0.6436 -0.9073 -0.0220 0.1080 -0.0861
9 2.8286 -1.0233 -2.3828 -0.0218 0.3569 -0.2553
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Para generar series temporales, se sustituye primero la expectativa en (A.21)
por la función parametrizada, 2k. Después, usando la ecuación resultante y da-
dos k0 y {zÉ}~í, se obtienen {ct}Li, {kt}~L1 y {2k}T-~ de la solución recursiva
del sistema
2/4q; ~ zt) = q~ exp {q2 log(k11) + q~ log(zt) + q4log(kt..í)~ }
Y exp {qs log(ktí) log(zt) + q6(log(zt)) }
Ct = {132/4q; ~
= ~ — ct + (1 —
Una vez realizado este proceso se pueden obtener series temporales para el
nivel de producto, {v~}L1~ y el tipo de interés real, {R~}f-1, a partir de sus
definiciones.
A.3.2 Modelo de Hansen (1985)
Descripción del modelo, condiciones de primer orden y estado esta-
cionario determinista
El segundo modelo es el propuesto en Hansen (1985). Es ligeramente más no
lineal en el sentido en que incluye una no convexidad en la función de utili-





A/t = cÉ+xt (A.28)
Yt = ztk~..íNra (A.29)
= (1 — 6)k~..í + Xt (A.30)
k~ =0, ct > O
dados k0 y z0. Donde N~ representa las horas trabajadas y AN es un
parámetro que mide la ponderación de las horas trabajadas en la función de
utilidad en relación al consumo.




E0>3fi~ ¡~ — ANNt — >~ (4+ lc~ — ztk~L 1N[—~ —(1—
~=i [171
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De donde las condiciones de optimalidad,
>~t: 0=
O = —Á~ + 13Et [A~÷~(azt÷lkríN¿f~ + 1— 6)]
Nt: 0= ~AN+xÉztkgí(1—a)N¿a
y si se elimina A~, se tiene que,
ct = z~kg1N~—a — k~ + (1 — 6)k~..1 (A.3í)
c7
0 = 13E~ [cV47íRt+í] (A.32)
AN = c¿~ztkg
1 (1 — a)N¿” (A.33)
donde R~ denota el tipo de interés real y la perturbación tecnológica, log(zt),
se supone que sigue un proceso AR(1),
= ~z~kgL-1
1Nj—~ + 1 — & (A.34)
log(z~) = (1 — p) log(z
55) + plog(zj..j) + 4, (A.35)
Ej N(0,oQ)
En este caso el error de predicción toma la forma,
= [ciAYl
— E~ [cF:1(az~+ík~—’AQyt ±1—6)] (A.36)
De (A.28), (A.29), (A.31), (A.32), (A.33)4A.34) y (A.35) se puede obtener el
estado estacionario determinista de este modelo. De (A.34), R55 = a~ -1-1—6,
y de (A.32), R55 = ~, por lo que el cociente del producto y elstock A~,.-I
en estado estacionario queda,
A/ss 1(1
— a
En lo que respecta al empleo, el valor de estado estacionario se fija en ~ En-
tonces, de la función de producción, y~ = k~§N5’;~ ~ = k~—iNja,
por lo que se tiene para el capital, dado que z85 = 1,
De la ley de movimiento del capital, x8. = 6k88, y de la restricción de recursos
= — 6k55. Finalmente, de (A.33), AN = c;”(1 — a) $i
.
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Aproximación lineal cuadrática estándar
Para el modelo de Hansen se tiene que st = [k~1], zt = [log(zt)], y que d~ =
[xi,Nr].
Si se sustituyen las restricciones no lineales (A.28) y (A.29) en la función de
utilidad se tiene como función de retorno,
U(x~,N~,k~.1,log(zí)) = { log(z~kg1N~& — zj) — ANNí_______________________ — ANNÉ
Para aproximar la función anterior se lleva a cabo una aproximación de
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1
= ~D2 U55





r —nc77’y?5 + §[y55





55 k ) +
SS
= —uc”’(1 — ct)~ + cp[(1 —
SS
2
= —.uc$’o(1 — _____
______ + c78”a(1 — ck)Nk




Con lo que el sistema aproximado [el(A.3) de la presentación general] que
se tiene que resolver resulta ser
Vn+í(log(zt),ktí) = max [1,log(zj).kj.í,xj,N4Q [1,log(zt),kt....í,x~,Nt]’{ss,Ns}







Se ha elegido como conjetura inicial para la función de valor la forma cuadrática,
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y se ha escogido una matriz semidefinida negativa arbitraria,
L%2A = [ g1 4.í ~ ]
Si se sustituye la conjetura y las leyes de movimiento del capital y la tecnología
en la expresión de la función de valor (A.37), se puede reescribir el problema de
tal manera que,
max[1, log(zt), k~..
1]KL1 ~ 1V’(log(z~), ~ = ~, Nt ~ O~\ZjJ
[ 1
+2 log(zt) j +ht,Nt]Ms L ~1 (A.38)[ k~1
siendo KL1, KL2 y KL3 matrices formadas a partir de los correspondientes elemen-
tos de Q , B y L~QA. La condición de primer orden de este problema es,
[~ 1 = ~KLE1M2 [í~~ 1
Si ahora se sustituye este [xt, Ah] en la función valor aproximada (A.38), se
puede escribir,
[11
= ~1,log(zt), kt...1]LLQA log(z~) ¡L ~ J
donde LLQÁ = KL1 —M2ME’KLI. Repitiendo el mismo proceso descrito se susti-
tuiría ahora V’(log(zt), k~1,x~) en (A.37) junto con las leyes de movimiento
de las variables de estado, para obtener una expresión para V
2(log(zj), ~
idéntica a (A.38) pero con distintas M
1, KL2 y M3, se calcuraria la condición de
primer orden y así sucesivamente. En las soluciones puestas en práctica en el
Capítulo 1 se repitió el proceso hasta que ¡!L2t~ — L7~ÁII <0.00001.
Del proceso anterior se obtiene la matriz que describe la regla de decisión
HNz H!flC
11 = [H~ro ~
11sk
de tal manera que
11[t] log(z~) ¡
í 1
En la siguiente tabla se presentan estimaciones de los elementos de la matriz
11 para los nueve casos paramétricos considerados,
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CASO ~ ~ 11sk 11N0 11Nz 11Nk
1,4,7 0.7368 ¡ 2.6129 1 -0.0332 ¡ 0.3801 ¡ 0.7383 -0.0037 ¡
2,5,8 0.7368 1.7499 -0.0332 0.5459 0.3718 -0.0168
3,6,9 0.7368 1.5342 -0.0332 0.6127 0.2242 -0.0221
Para generar series temporales de las variables de la economía, partiendo
de k
0 = k55 y dada la senda para {z~}~i$~, se resuelve recursivamente en cada
instante de tiempo t el sistema






donde el capital se obtiene de la regla de política y su ley de movimiento, el
consumo de la restricción de recursos, el producto de la tecnología disponible y
el tipo de interés real de su definición, (A.34).
Coeficientes Indeterminados
El sistema que se linealiza en logaritmos en torno al estado estacionario está
formado por la restricción de recursos (A.31), las condiciones de primer orden
(A.32), (A.33) y (A.34), la función de producción (A.29) y el proceso para la
tecnología (A.35). En este caso se tiene que s~ = [k~] , = [¿e, ~t, N~, R~,
y z,~ =
Una vez linealizado se representa el sistema en la forma dada por (AS),
donde las matrices son:
-0--
(1 —
Ti = a-1—Li -= 1 1
o
= ~ ~ ~1=
~I¿a O
—Ra. j
= [0], ‘6 = [0],T
7 = [0], T~ = [—ij, 0,0,1],
= mO,
0,0] Tío = [0],Tii [0], ‘12 [P]
£ — [a~]
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Y las matrices en el sistema propuesto (A.6) tienen por componentes, Sí =










Igualando coeficientes entre ambos sistemas usando los programas de Haraid
Uhlig se llega a que los valores de las matrices que hacen estable el sistema
(A.6),
CASO 1,4,7 2,5,8 3,6,91/kk 0.9418 0.9418 0.9418
Vkz 0.2063 0.1382 0.1212
Vs. 0.8210 0.3930 0.2206
v~ 0.4052 0.3989 0.2526
Vyk 0.2702 -0.0481 -0.1763
u~~
2 2.4176 1.7139 1.4304
VNk -0.1403 -0.6376 -0.8380
VNs 2.2150 1.1155 0.67251/Rk -0.0254 -0.0364 -0.0409
1/Rz 0.0840 0.0596 0.0497
1/sk 4.3273 -1,3273 -1.3273
v
5~ 8.2537 5.5276 4.8461
La generación de series temporales para las variables relevantes es muy sen-















dados /eo = k~
8 y {zt}Lí.
Descomposición de autovalores y autovectores
En niveles de las variables Si se define laexpectativa condicional en (A.32)
como una nueva variable, $4,
$4 = Et [crí (azt+ikg
1N¿r? + 1 —6)]
entonces se puede escribir la condición de optimalidad (A.32) como,
c~’7 = 13$4 (A.39)
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Además, el valor realizado en t de la función sobre la que se toma la expectativa
diferirá del valor que se esperaba en t — 1 que pudiera tomar, con lo que se puede
definir el error racional de predicción a horizonte uno como
(A.40)
con E~(~~+í) = 0. Por tanto, el sistema a linealizar resultante que interesa,
estaría formado por la restricción de recursos (Así), la definición de la expec-
tativa junto con la correspondiente ecuación de Euler. (A.39), la condición de
optimalidad (A.33), la definición del error de expectativas, (A.40), y el proceso
seguido por el shock exógeno (A.35).
En términos de notación empleada se tiene que: Uj = [4, — c55, Ah —
— k55, $4 — W8~, log(z~)]T, ~ = [ej] y rn = [¿e].Nótese que el vector Uj
contiene tanto a las variables de estado como de decisión.
Las matrices en la representación (AY) quedan entonces
f 1 (a— 1)k?5N~7 1 0 —k~’
F~í o o r





F~í = u(1 —
= a(1 —
= (a — 1)cL”k~N~7






O O a(1 — a)c~’7kCíN~a O Ql
Fi = o o 0 01




= EH ‘‘~ =
La condición de estabilidad del sistema lineal (A.8) viene recogida por el au-
tovector por la izquierda asociado al único autovalor inestable de sistema (A. 7),
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esto es, de la matriz FU’Fí. Esta condición toma la forma de una combinación
lineal entre los elementos del vector Uj en cada instante t. Sean los coeficientes
de dicha combinación lineal Mc, MN, /1k, Mw y /12, donde el subíndice denota la
variable a la que afecta el coeficiente, entonces W = [lic, /1N, /1k, /1w, /12] y se
puede escribir como
/1c —W~=n-- 4,+ /1NNt+S~kt±S=.íog(zt)
/1w /1w /1w /1w
donde
PC = VV58 + —e55 + —N5, +
/1W /1w /1W
Dado que k~ es una función no lineal de k~..1 y zj, vía restricción de recursos,
y que Cj es función de $4 por la condición de optimalidad (A.39), se puede
escribir una relación no lineal implícita del tipo,
= 0,
que se podría considerar como una expectativa parametrizada, en el sentido que
se viene usando en relación al método PEA. Para los nueve casos paramétricos
se tiene que
CASO /1e = MN /1* Mw
¡ 1,4,7 ¡¡ 0.0000 j 0.0363 ¡ 1.0000 ¡ 0.1188 ¡
2,5,8 0.0000 0.0568 1.0000 0.5878
3,6,9 0.0000 0.0724 1.0000 0.8781
Para generar series temporales, dados k0 y {zt}~L1, se resuelve para Ah, k~
y $4 cada instante de tiempo de manera conjunta el sistema no lineal de ecua-
ciones
o = /1c(4,—Css)+/1k(kt—kss)+/1W($4—Wss)+/1zlog(zt),
o = —(13$4)~’ + z~kg...1Nba — k~ + (1—
o = —AN+13$4ztk~i(1—a)NF
0.
Una vez que se tienen {N~}fl, {kt}~Lí y {$4}~L
1 es fácil generar, o una
parte el consumo de (A.39), y por otra el producto y el tipo de interés real de
sus definiciones.
En logaritmos de las variables De la definición de la expectativa y el error
de predicción del método en niveles, el sistema a linealizar en logaritmos de las
variables estaría formado por la restricción de recursos (A.31), las condiciones
de optimalidad (A.33) y (A.39), la definición del error de predicción, (A.40), y
el proceso estocéstico exógeno para la perturbación en tecnología, (A.35).
En términos de la notación empleada en (A.?), los vectores de variables
están compuestos por: Uj = [4, Ah, k~, $4, ~]T, e~ = [¿ti y r~t = [it]. Donde
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el vector uj contiene tanto variables de decisión como de estado. Las matrices
de la aproximación lineal en (A.7) son,
[ c55 (a — l)y5. k55 O —y~5
17 0 O 1
= r¡c~” 0 0 13W55 0 ¡[izc;2R55 cr(a — 1)c77 ~;: O O —acZ> %;: 1
O a 0 01o ay55 + (1 &)k5. O oj
= ~crn~ 0
= [~1=
El autovector por la izquierda asociado al único autovalor inestable del sis-
tema (A.?), esto es, de la matriz PU’Fí es la condición de estabilidad del sistema
lineal (A.8). Esta condición toma la forma de una combinación lineal entre los
elementos del vector uj en cada instante t. Sean los coeficientes de dicha com-
binación lineal lic, MN, /1k, Mw y liz, con el subíndice se refiere a la variable
correspondiente, entonces P
5 = [,i~, /1N, /1k, /1w, liz] y





Dado que k~ es una función no lineal de ~ y Zt, vía restricción de recursos,
y que ct es función de $4 por la condición de optimalidad (A.39) se puede escribir
como una relación no lineal implícita del tipo,
que se puede considerar una expectativa parametrizada, en el sentido que se
viene usando en relación al método PEA. Para los nueve casos paramétricos se
tiene que
CASO lic = liN /1k /1W Ms
1,4,7 j¡ 0.0000 0.4359 ¡ 1.0000 { 0.1127
2,5,8 0.0000 0.6260 1.0000 0.5119
3,6,9 0.0000 0.7026 1.0000 0.6728
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Para generar series temporales, primero se sustituye el consumo de (A.33),
la expectativa de (A.39) y el capital de (A.31) en la condición de estabili-
dad. Luego, usando la ecuación resultante y dados Ic0 y {zt}~Lj, se obtiene
{N~}?Lí, {Ct}Ñí {k~}~Lí y {$4}~4 como la solución recursíva en cada 1 del
sistema
O = /1k [ío~ (z~Nra±¿í~&ktí — (1a7 ±kt...i~)—ío~ksj
+ /1w [los (13(1 —~iÍztk?í N~) — log(wss)~ + liz
cj = (1—a)~~k9N ‘¼
1 —n
= — tj + (1—
donde se ha usado el hecho de que en los casos paramétricos considerados en
el Capítulo 1 se cumple que ~ = /1N = 0. Nótese que la primera ecuación tiene
como única incógnita Ah. Una vez hecho esto, se genera el producto, {y~}T=~,
a partir de la tecnología disponible y el tipo de interés real, {R±}ÑI,de su
definición.
Parametrización de expectativas
Para este modelo y todos los casos paramétricos considerados, un polinomio de
segundo orden resultó ser suficiente como aproximación, en el sentido de que
pasaba el contraste de den Haan y Marcet (1994),
= <ji exp(q2log(kt...í)+q3log(zt) -l-q4(log(ktí))
2)
x exp (qs log(k~..¡) log(zj) + q
6(log(zj))
2)











4 — 2k log(kt~) log(zt)
8<js
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El punto fijo para q = [qi,q2, <ja, <j4,qs,<j6] en cada caso se calculó usando
un tamaño muestral de 25000 observaciones, y un criterio de parada sobre cada
parámetro de cuatro dígitos de exactitud. El orden del polinomio se fue incre-
mentando a partir de uno de primer orden usando el contraste de den Haan y
Marcet como criterio. Los valores para cada caso paramétrico obtenidos para el
punto fijo de q son,
CASOj qí <j2 qa <j6
1 2.9009 -0.3869 -0.3265 -0.0047 0.0490 -0.0611
2 2.1570 0.0846 -0.7523 -0.1310 0.0612 -0.1099
3 2.2404 0.2335 -1.7301 -0.1757 0.3847 -0.2542
4 2.8956 -0.3866 -0.3594 -0.0046 0.0620 -0.0978
-0.16385 3.9471 -0.3810 -1.1585 -0.0415 0.2274
6 3.9666 -0.2217 -1.1962 -0.0848 0.1683 -0.0769
7 2.8364 -0.3693 -0.3593 -0.0082 0.0614 -0.1045
8 3.8988 -0.3776 -1.0778 -0.0405 0.1882 -0.1368
-0.08849 3.5446 -0.1183 -1.2966 -0.1065 0.2031
Para generar series temporales, se sustituye primero la expectativa en (A.32)
por la función parametrizada, 2k. Después, usando la ecuación resultante y
dados k0 y {zt}7ó1,se obtienen {4,}?Lí, {Ah}T=1, {k~}7i.1 y {2k}T-í de la solución
recursiva del sistema
= <ji exp{q2log(kj...i)+<j3log(z~) +<j4(log(kti))
2}
x exp {<j5 log(k~...¡) log(z~) + <j6(log(zt))2}
4, = (13Wé
= [~L-cTíztk~x(vajO
= (1 — 6)k~..
1 + Z~kr 1N2& —
Una vez realizado este proceso se pueden obtener series temporales para el
nivel de producto, {Yt}~Lí, y el tipo de interés real, {Rt}f..1, a partir de sus
definiciones.
A.3.3 Modelo de Cooley y Hansen (1989)
Descripción del modelo, condiciones de primer orden y estado esta-
cionario determinista
La economía de este apartado es una versión del modelo de trabajo indivisible
de Hansen (1985) en la que se motiva la introducción de dinero mediante el
uso de una restricción de efectivo por adelantado en el bien de consumo. Se
impone la restricción de que el consumo es un bien que sólo se puede com-
prar con efectivo (un cash goad), mientras que el ocio y el bien de inversión se
pueden comprar con recurso al crédito (esto es, son credit goods). Las letras
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mayúsculas denotarán en este apartado variables en términos per cápita que
cada familia competitiva toma como dados; las letras minúsculas se refieren a
variables específicas escogidas por cada familia. En equilibrio deben ser iguales.
La solución del planificador no coincide en este caso con la versión descen-
tralizada del problema, debido a la ineficiencia que introduce la restricción de
efectivo por adelantado. Esta restricción introduce ineficiencia porque obliga a
mantener un activo (el dinero) para poder consumir (en el siguiente periodo)
que tiene rentabilidad negativa (—ir) o cero (en el caso en que 1 + ir = 13),
frente a los activos reales que dan rentabilidad 1/fi. Si 1 + ir = 13 entonces
1 + R = (1 + ir)(1 + i) = ~13con lo que R = O y entonces serían activos susti-
tutivos; por eso se necesita que Ej(1/gt+í) < 1/13, para que la restricción no se
sature y haya ineficiencia. Cash-in-advance obliga a dar un rodeo para consumir,
y lo que hay que mantener en saldos reales no se puede tener en capital que da
más rentabilidad (en este sentido los saldos reales son un activo dominado).
La familia representativa maximiza sus preferencias sujeta a sus tenencias
de saldos nominales de dinero y a sus restricciones. Esto es, resuelve,
max E0 É13t~í [log(4,) — ANnt] (A.41)
sujeta a
log(g~~í) = (1 —p9)log(g88) +p9log(g~) ±e9~,,,
1 1
P~c~ = mt..i + (gt — 1)M~-.í, gt¡EtL—] < —
gt+x 13
rnj mj....1 + (gt
—
4, = —Zj — — + Wjrij + r~k~.í +
pi
= (1—6)k~í+x~
tomando como dados k0 y {ztflt1. Donde ct es el consumo en el instante
t, k~1 el stock de capital al comienzo del periodo t, Xj el nivel de inversión,
flj las horas trabajadas, M~ denota los saldos en dinero per cápita al principio
del periodo, mientras que mj se refiere a las tenencias de dinero de la familia
representativa al principio del periodo, y g±es la tasa bruta de crecimiento del
dinero, conocida por todos los agentes al principio del periodo t, y que tiene por
media incondicional ~ Además, Pt es el nivel de precios, w~ el salario y rj la
tasa de rendimiento del capital.
En relación a los parámetros, 0 <13 c 1 es el factor de descuento subjetivo,
O < 6 < 1 la tasa de depreciación y O < < 1 controla la persistencia en la ley
de movimiento de la tasa de crecimiento monetario. AN da la ponderación de las
horas trabajadas en la función de utilidad. No es el objetivo de este Apéndice,
como no lo fue del Capítulo 1, dar una descripción detallada del modelo y de
sus implicaciones económicas; el lector interesado puede consultar directamente
Cooley y Hansen (1989).
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El Lagrangiano de este problema es,
L(n~. cj, mj, k~) = E0 Éfit flog(ct) — ANUj — >~ {4, + k~ + — Wjflj
t=i
— mt...í + (gt— 1)KL~1 —(1— 6)kt..í}
—=t {c~ + mt...i + l)KL~1





flj: O = —AN + AtWj
O = —A~ + 13E1 [½+i(rt+i ±1—6)]
~~f-+13Etr~t4+m#i1mj: 0=
sujeta a la teconología disponible,
N(0,a~)
El correspondiente Lagrangiano,
y las condiciones de primer orden,
mj1 + (rn —
Pt
En lo concerniente a la empresa representativa, el problema al que se enfrenta
es el de maximizar los beneficios
max fl~ = - - (A.42)
{Nt,Kt,}
= Z~K~1Nja,
iog(z6~í) = iog(z84(i — Pz) + p2 io~(zj) +
L(N~, K~~) = ZtKg~N~~-a — —
= (1 —a)ztK~íNt
r(z~,K~.í,N~) = ctzeK~~LjíN~~a
Si se imponen las condiciones de equilibrio entre las condiciones de equili-
brio de la familia representativa y las de la empresa representativa, el sistema
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completo de condiciones de primer orden y restricciones resulta ser,
log(zt) = log(z55)(1 — Pz) + p2 log(zt..i) + cz~ (A.43)
log(gt) = log(g85)(1 — p9) +p9log(gt~í) +¿~ (A.44)
= 13Et [Xt±l(~Z~+lkr
1N¿Vt + 1— 6)] (A.45)
1
= 13Ej— (A.46)
AN = >~(1—a)~- (A.47)






que es un sistema de ocho ecuaciones con ocho incógnitas: ~ k~, Nt+í,
c~+í, P~í, KL~+í, Zt÷í y gt+í, con KL0,k0,z0 y go dados, y donde pj =
Mt
De la ecuación (A.46), se puede obtener una expresión explícita para la





E~ = g7P9gPo~lEt [CCot+i] — fP9gPriE [J%s+i]
dado que log(1?) = N(0,o-fl, y entonces f? es log-normal, con E(Q) =
e
t. Por tanto, se tiene,
2 20c0 i ft~
= = e 2 gfl (A.5l)
e+ÁiPe1oz9sng[PY
Respecto al estado estacionario determinista, del proceso supuesto para la
tecnología se tiene que z
88 = 1. Por otra parte, g~8 es un parámetro del modelo.





y de (A.46) y (A.47),
= 13(1 — a) y85¡1c5
.
ANYSS c58/k8.
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Ahora, usando la función de producción,
__ = k~íN1~~-a = a-i ~ =
Y además k5. = N~. ~ =6k~5, y. —re k,, ~ ~ = A/SS — Z55, j355 = r y
= llli
c~ g,~
Por último, cabe hacer el siguiente comentario: al simular se verifica con
cada método y en cada instante del tiempo, que la restricción de efectivo por
adelantado no se satura.
Aproximación lineal cuadrática estándar
Como se ha comentado más arriba, no se puede calcular el equilibrio de este
modelo indirectamente resolviendo el problema del planificador, mediante la
aplicación del segundo teorema del bienestar. La solución LQA para este mo-
delo, al estar basada en una aproximación a la función valor y no poder hacer
uso del segundo teorema del bienestar, tiene que introducir algunas modifica-
ciones ad hoc al procedimiento descrito para resolver los dos modelos anteriores.
En este caso se tiene que considerar el nivel de precios como un proceso exógeno
al agente representativo. La manera de hacer ésto es suponiendo una ley de
movimiento lineal para el nivel de precios, y entonces iterando en esta ley de
movimiento hasta que sea consistente con las asignaciones de consumo. Esta
modificación del método se explica con todo detalle en Cooley y Hansen (1989)
y en Hansen y Prescott (1995), basándose en Kydland (1989). Para los ejerci-
cios que se realizan en esta Tesis no hizo falta implementar el nuevo método, y
simplemente se tomaron las reglas de decisión lineales que proporcionan Cooley
y Hansen en su artículo,
=
0ño +H~
2 log(z~) +1491og(gj) +Hkkkt..í,
= HXo+H~zlog(zt)+R59log(g~)+H5kk~1.
de manera que esta vez,
H = 1 II~o 14z H~g Hpk 1
H50 H52 H59
11rk J




1,3,5 1.88633 -0.58175 0.55474 -0.05898





1.73073 0.30219 -0.03318 1
2,4,6__Q 0.52716 1.51216 0.26423 -0.03318
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A partir de las dos reglas de decisión lineales se resuelve para el consmno y el
capital. Entonces, usando la restricción de recursos se puede obtener el nivel de
producto, de la función de producción se obtiene el trabajo, y el tipo de interés
real se consigue de su definición. El nivel de precios que se recupera usando
el stock nominal de dinero y el nivel de consumo permite calcular la inflación.
Esto es, se obtienen {cí}72i, {kj}f=í, {v~}L1, {Ah}L1, {R~}7L1, {p~}7L~ y{7t~ }T—~ de la solución recursiva al sistema,
= (Sño + &~ log(zj) + 6~9log(gt) + 6~kkí~í§í








dados k0, M0, {zt}~L1 y {g~}L1.
Coeficientes indeterminados
El sistema que se lineajiza en logaritmos de las variables en torno al estado
estacionario está (A.43) a (A.47), (A.49), la ley de movimiento del capital, la
restricción de recursos en la forma Yí = 4, + Xt, la función de producción, y
la expresión para el tipo de interés real. En este caso se tiene que sí =
ví = Vi, ñj, N~, ~t, A~ A~, Étf, zj = Vi~
Una vez linealizado se representa el sistema en la forma dada por (A.5),


































Y las matrices en el sistema

























Se generan muy fácilmente series temporales para las variables de la economía























donde todas las variables están en desviaciones logarítmicas respecto al estado
estacionario. Se puede entonces recuperar los niveles de las variables desha-
ciendo la transformación logarítmica, con lo que las reglasde decisión resultantes
para los niveles de las variables son no lineales.
Los valores numéricos de los coeficientes de la representación anterior son
iguales para todos los casos paramétricos considerados, dado que ninguna matriz
‘i, T
2... depende de g~. o que son los parámetros que se varían. Igualando
coeficientes entre ambos sistemas usando los programas de Haraid Uhlig, se llega



































A.3. Descripción de los modelos y claves para su solución

























Descomposición de autovalores y autovectores
En niveles de las variables Si se define la expectativa condicional en (A.45),
como una nueva variable, $4,
$4 = E~ [A~ (az~kgLQN~a + 1—6)]
y entonces se puede escribir la condición de optimalidad (A.45) como
3~ = 13$4
Además, el valor realizado en t de la función sobre la que se toma la expectativa
diferirá del valor que se esperaba en t—1 que pudiera tomar, con lo que se puede
definir el error racional de predicción a horizonte uno como,
= .~ ~ + 1—6) — (A.52)
con E~(&÷~)= 0. Si se elimina >~ del sistema formado por (A.43), (A.44),
(A.46) con (A.51), (A.47), (A.48), (A.3.3) y (A.52), se puede llegar a que




o = —cj — k1 + (1 — 6)kt~..i + ztk~1N1
1~’
O = —W&.
1 + 13Wí (azíkgs~N~—a + (1— 6)) —
O =
O = —log(g1) + (1 —pg)log(gss) ±p9log(g1~i)+Egt
(A.53)
que es el sistema que se quiere linealizar para obtener una solución aproxi-
mada usando SIM.
Se tiene que u1 = [4, — c88, N~ — N85, k~ — k88, $4 — 1V58, log(z1), log(g~) —
log(g581flT, 4, = [Cz~, Cgj y rn = [&]. Las matrices de la aproximaci6n lineal en
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= 13a(a — 1)W85kWíN~a
y además,











El autovector por la izquierda asociadoal único autovalor inestable de la ma-
triz F;’Fí es la condición de estabilidad del sistema lineal (A.8). Esta condición
toma la forma de una combinación lineal entre los elementos del vector Uj en
cada instante t. Sean los coeficientes de dicha combinación lineal Mc, liN, /1k,
liw, liz y Mg. Entonces E
8 = [/1~,MM, lije, /1w, /12, Mg], de donde




Mw Mw /1w /1w
Dado que k~ es una función no lineal de k~1 y z~, y que c~ y Ah son función de
$4, k~..1, g~ y z~,la condición de estabilidad se puede escribir como una relación
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que se podría denotar por una expectativa parametrizada, en el sentido que
se viene usando en relación al método PEA. Para los seis casos paramétricos
considerados,
CASO /1
0/1N /1k /1w liz /1
1,3,5 0.0000 0.0617 1.0000 0.4663 0.0194
2,4,6 0.0000 0.0699 1.0000 0.4663 0.0194
Y para generar series temporales, dados k0, {zj~L1 y {g~}f..1, se resuelve
para N~, k~ y 1W cada instante de tiempo de manera simultánea el sistema no
lineal de ecuaciones
O = /1~(c~—c58)+/1k(kt—k58)+/1w(Wt—WSS)±/12log(zt),
o = —(13$4)# ±Z k~ NiO — k~ -~ (1-~-
o = ~AN+13W~Z6k~l(1~&)N¿a,
que se obtiene del sistema (A.53) una vez que se ha eliminado el consumo.
Con las series temporales de {N~}7L1, {k~}~L~ y {$4}f..1 es fácil calcular, por
una lado el consumo usando (A.46) y (A.47), y por el otro el producto y el tipo
de interés real de sus definiciones.
En logaritmos de las variables El sistema a linealizar en logaritmos de
las variables [usando las simplificaciones de H. Uhlig] es (A.53), obtenido tal
y como se describió en la puesta en práctica del método en niveles. Se tiene
que: Uj = [4, N~, k~, $4, ~í, ~t]~’, et = Lcr., e96] y
1i~ = [Et].Las matrices de la
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El único autovalor inestable del sistema (A.?), esto es, de la matriz FU’Fí
tiene asociado un autovector por la izquierda que representa la condición de
estabilidad del sistema lineal (A.8). Esta condición toma la forma de una com-
binación lineal entre los elementos del vector ííj en cada instante /t Sean los
coeficientes de dicha combinación lineal lic, liN, /1k, /1w, liz and /1g, donde
el subíndice se refiere a la variable a la que afecta el coeficiente. Entonces
= [/1c,MM,/1k,MW,Mz,/1g], y se puede escribir el producto P5u~ = O como
za ZLN Z2±& Za L~t
$4 = nc[”’ N ‘~ ¡~kW ~I’ W
donde
= exp (lo~(wss) + ~ log(c~
5) + !±~~log(N~5) + ±~log(k55)±9-
Dado que k~ es una función no lineal de k~..1 y Zj, y que cj y N~ son función de
$4, k~ í , g~ y zj, la condición de estabilidad se puede escribir como una relación
altamente no lineal del tipo,
<Wt,kíí,zt,gt) = O,
que se podría denotar por una expectativa parametrizada, en el sentido que
se viene usando en relación al método PEA. Para los seis casos paramétricos
considerados,
CASO Mc/1N MA MW Liz /1
1,3,5 0.0000 0.5644 1.0000 0.3827 0.0159
2,4,6 0.0000 0.5644 1.0000 0.3827 0.0159
Para generar series temporales se explota el hecho de que /1c = liN, y se
hacen sustituciones repetidas de las distintas ecuaciones en la condición de esta-
bilidad hasta que queda N~ como única incógnita. Entonces, usando la ecuación
resultante y dados k0, {zí}Li y {gt}Lí, se obtiene {Ah}[..1, y deshaciendo las
sustituciones,_{ct}711, {k~}~L1 y {W~ £ . Esto es se resuelve recursivamente
el sistema,
/1k [í~ (~(a;~) z~k~1g[P9 N
0 + (1— 6)k~..










4, = —e 2 gP~í P5$4 SS
= —cj + zík .1Nft~ + (1—
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Después se calculan series temporales para, y {Rt}T-1 a partir de
sus definiciones.
Parametrización de expectativas
Para este modelo y todos los casos paramétricos considerados, un polinomio
de tercer orden resultó ser suficiente como aproximación, en el sentido de que
pasaba el contraste de den Haan y Marcet (1994),




















El punto fijo para <j = [qj,<j
2,<js,<j4,qs,qo,q7,qs] en cada caso se calculó
usando un tamaño muestral de 25000 observaciones, y un criterio de parada
sobre cada parámetro de cuatro dígitos de exactitud. El orden del polinomio se
fue incrementando a partir de uno de primer orden usando el contraste de den
Haan y Marcet como criterio. Los valores para cada caso paramétrico obtenidos
para el punto fijo de q son,
¡CA5O¡ qi 22 qa qs qe] q, qs
1 3.0710 -0.2498 -0.8460 -0.0362 -0.0569 0.1543 -0.1351 0.2371
2 3.6111 -0.4189 -0.7175 -0.0288 -0.0257 0.1111 -0.3122 -0.9004
3 3.8793 -0.4407 -0.9017 -0.0297 -0.0179 0.1790 -0.1316 0.1953
4 3.0250 -0.2686 -0.8818 -0.0223 -0.0576 0.1831 -0.1849 -0.6025
5 3.9664 -0.4567 -0.7432 -0.0582 -0.0154 0.1125 -0.1128 -0.0125
6 3.5363 -0.4038 -0.7614 -0.0191 -0.0291 0.1286 -0.1064 -0.0294
Para generar series temporales, primero se puede sustituir la expectativa
en (A.45) por la función parametrizada, 2k. Entonces, usando la ecuación re-
sultante y dados k0, {ZC}Ñí y {gt}~L1, se obtiene {Ct}~i1, {kt}Ñí, {N~}L1 y
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{2k}Lí como la solución recursiva en cada instante t del sistema
<jí exp {<j~ log(kwí) + q~ log(zj) + q4 log(gt)}
x exp {qs(log(kí—íV + <j~ log(kj...í) log(zj)}
x exp {tz7(log(zí))
2 + qg(log(ze))3}
1 a~g —1 P
9
cj = we 2 ~x
Ah = ~(l—a)4~tztkt.íl
—cj + -1- (1—







Todos los programas descritos en este Apéndice están disponibles en el disco que
acompaña a la Tesis Doctoral. Los programas correspondientes a cada Capítulo
se encuentran en el subdirectorio “\Capitu]X”, donde X denota el número.
Hay programas que se utilizan en varios Capítulos, tales como el correspon-
diente al contraste de den Haan y Marcet o el que resuelve ceros de ecuaciones.
En vez de tener un directorio común, se ha optado por incluir en el directo-
rio correspondiente a cada Capítulo los programas necesarios, con lo cual se
encontrarán programas repetidos, pero idénticos.
En los siguientes apartados se exponen la estructura y los contenidos de los
subdirectorios correspondientes a cada Capítulo. Para más información sobre
cada programa, se puede teclear heJ.p programa en el promt de NATLAB.
B.2 Capítulo 1
Los programas están organizados en cuatro subdirectorios:
Basico todos los programas diseñados para resolver específicamente el modelo
Neoclásico Básico.
Hansen85 todos los programas diseñados para resolver específicamente el
modelo de Hansen (1985)
CooleyS9 todos los programas diseñados para resolver específicamente el
modelo de Cooley y Hansen (1989).
Prograxns programas comunes para la solución de los tres modelos.
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Para los modelos, una serie de programas llamado MODEL* . ¡‘1, con “‘—1 2 3
[1: Básico, 2: Hansen (1985), 3: Cooley y Hansen (1989)] fijan los valores
parmétricos, calculan el estado estacionario, y llaman a los programas corres-
pondientes a cada método de solución, que se llaman ¡4011*??? .14, donde *1,2,3
se refiere al modelo, y ?C=lqa, sim, sil, uhí, pea se refiere al método de solución.
B.2.1 Subdirectorio Basico
MODEL1 . ¡4 con este programa se fijan los valores paramétricos, las opciones por
defecto de los algoritmos y se calcula el estado estacionario determinista.
Después el programa llama a los MOD1???. M’s.
¡4011 iLQA . ¡4 implementa la aproximación lineal cuadrática estándar al modelo
Neoclásico Básico. Primero realiza la aproximación cuadrática a la función
de retorno y pone las restricciones del problema en la forma adecuada.
Despuésllama a do..LQA . ¡4 para calcular la regla de decisión. Y, por último,
genera series temporales para todas las variables y el error de expectatl-
vas, usando la regla de decisión y las condiciones de primer orden y las
restricciones del problema original.
!40111SIM.M y MODISIL.14 estos programas realizan la descomposición de auto-
valores y autovectores del modelo Básico. Primero implementan la apro-
ximación lineal, en niveles o en logaritmos, del sistema de condiciones
de primer orden y restricciones del problema original. Después llaman a
doZIM.M para calcular la condición de estabilidad. Y, por último, gene-
ran series temporales para todas las variables del sistema y el error de
predicción, usando la condición de estabilidad, las condiciones de primer
orden y las restricciones del problema original.
SIS1SIM.M función auxiliar llamada por MOD1SIM.14 para resolver el sistema de
coñdiéi6ne§ de primer otden; ret?icflones y-condición Aa oct~hiIiria.d
FUN1SIM.M función auxiliar llamada por MODISIM.M para resolver una ecuación
no lineal que aparece en el proceso de resolver el sistema formado por las
condiciones de primer orden, las restricciones y la condición de estabilidad.
FUN1SIL.M función auxiliar llamada por l4OD1SIL.14 para resolver una ecuación
no lineal que aparece en el proceso de resolver el sistema formado por las
condiciones de primer orden, las restricciones y la condición de estabilidad.
¡4011 lUIIL. ¡4 implementa el método de coeficientes indeterminados propuesto por
Uhlig, para el modelo Neoclásico Básico. Primero escribe la aproximación
lineal en logaritmos. Después llama a do..UHL.14 para calcular las reglas de
decisión. En un último paso, genera series temporales de todas las varia-
bles usando la forma de espacio de estados del sistema. Como un subpro-
ducto calcula la serie temporal correspondiente al error de predicción.
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MDD1PEA.14 programa usado para la simulación de series temporales del modelo
Básico con PEA. Dados los valores de los coeficientes del polinomio de
aproximación, simplemente genera series temporales de todas las variables
de la economía y del error de predicción.
14ODIPE6 .14 busca el punto fijo de un polinomio de segundo orden con seis
parámetros, para resolver el modelo Básico con el método PEA. Dada una
condición inicial [solicitada por MODELI .14 si se decide introducirla a mano,
o estimada llamando a PE..M1..6] itera hasta que se consigue la convergencia
al punto fijo. Genera también el error de expectativas correspondiente.
PE..ML6 . ¡4 estima condiciones iniciales apropiadas para un polinomio de apro-
ximación de segundo orden [seisparámetros] al modelo neoclásico básico,
usando las series temporales generadas con otro método [enlos programas
está seleccionado el método UHL]. Estas series temporales deben estar en
memoria cuando se corra el programa.
ESTIMJ41 . ¡4 implementa el procedimiento de estimación del punto fijo de los
coeficientes del polinomio PEA para resolver el modelo Básico. Primero
llama a MOD lUHL. ¡4 [uotro método rápido], después usa las series tem-
porales generadas con este método para estimar vía PE..M1..6 .14 condi-
ciones iniciales apropiadas para HOD1PE6.M. En un último paso, itera en
MODiPES . M hasta que se consigue la convergencia al punto fijo.
B.2.2 Subdirectorio Hansen85
HODEL2 . ¡4 con este programa se fijan los valores paramétricos, las opciones por
defecto de los algoritmos y se calcula el estado estacionario determinista.
Después el programa llama a los M0D2???.M’s.
MOD2LQA . ¡4 implementa la aproximación lineal cuadrática estándar al modelo
de Hansen. Primero realiza la aproximación cuadrática a la función de
retorno y pone las restricciones del problema en la forma adecuada. Des-
pués liama a do..LQA.M para calcular la regla de decisión. Y, por último,
genera series temporales para todas las variables y el error de expectati-
vas, usando la regla de decisión y las condiciones de primer orden y las
restricciones del problema original.
MOD2SIM. ¡4 y MOD2SIL. ¡4 estos programas realizan la descomposición de autova-
lores y autovectores del modelo de Hansen (1985). Primero implementan la
aproximación lineal, en niveles o en logaritmos, del sistema de condiciones
de primer orden y restricciones del problema original. Después llaman a
do..S114. M para calcular la condición de estabilidad. Y, por último, gene-
ran series temporales para todas las variables del sistema y el error de
predicción, usando la condición de estabilidad, las condiciones de primer
orden y las restricciones del problema original.
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SIS2SIM. 14 función auxiliar llamada por ¡401125114.14 para resolver el sistema de
condiciones de primer orden, retricciones y condición de estabilidad.
FUN2S 114. ¡4 función auxiliar llamada por 1401125114. ¡4 para resolver una ecuación
no lineal que aparece en el proceso de resolver el sistema formado por las
condiciones de primer orden, las restricciones y la condición de estabilidad.
FUN2SIL.M función auxiliar llamada por MOD2SIL.¡4 para resolver una ecuación
no lineal que aparece en el proceso de resolver el sistema formado por las
condiciones de primer orden, las restricciones y la condición de estabilidad.
MQD2UHL .14 implementa el método de coeficientes indeterminados propuesto por
Uhlig, para el modelo de Hansen. Primero escribe la aproximación lineal
en logaritmos. Después llama a doiJHL .14 para calcular las reglas de de-
cisión. En un último paso, genera series temporales de todas las variables
usando la forma de espacio de estados del sistema. Como un subproducto
calcula la serie temporal correspondiente al error de predicción.
MOD2PEA .14 programa usado para la simulación de series temporales del modelo
de Hansen con PEA. Dados los valores de los coeficientes del polinomio de
aproximación, simplemente genera series temporales de todas las variables
de la economía y del error de predicción.
MOD2PE6 . ¡4 busca el punto fijo de un polinomio de segundo orden con seis
parámetros, para resolver el modelo de Hansen con el método PEA. Dada
una condición inicial [solicitadapor MODEL2 .14 si se decide introducirla
a mano, o estimada llamando a PE..142..6] itera hasta que se consigue la
convergencia al punto fijo. Genera también el error de expectativas co-
rrespondiente.
PE..1426 .14 estima condiciones iniciales apropiadas para un polinomio de apro-
ximación de segundo orden [seisparámetros] al modelo de Hansen (1985),
usando las series temporales generadas con otro método len los programas
está seleccionado el método UHL]. Estas series temporales deben estar en
memoria cuando se corra el programa.
ESTIM..M2 .14 implementa el procedimiento de estimación del punto fijo de los
coeficientes del polinomio PEA para resolver el modelo de Hansen. Primero
llama a MOD2UHL .14 [uotro método rápido], después usa las series tem-
porales generadas con este método para estimar vía P1L1426 . ¡4 condi-
ciones unciales apropiadas para MOD2PE6 .14. En un último paso, itera en
140D2PE6 .14 hasta que se consigue la convergencia al punto fijo.
B.2.3 Snbdirectorio Cooley8Q
MODEL3 .14 con este programa se fijan los valores paramétricos, las opciones por
defecto de los algoritmos y se calcula el estado estacionario determinista.
Después el programa llama a los MODS???.Ws.
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MOD3LQA . ¡4 genera series temporales con el método LQA, usando las reglas de
decisión que presentan Cooley y Hansen en su artículo.
MODSSI¡4.14 y MOD3SIL.¡4 estos programas realizan la descomposición de auto-
valores y autovectores del modelo de Cooley y Hansen (1989). Primero
implementan la aproximación lineal, en niveles o en logaritmos, del sis-
tema de condiciones de primer orden y restricciones del problema original.
Después llaman a doSIM.¡4 para calcular la condición de estabilidad. Y,
por último, generan series temporales para todas las variables del sistema
y el error de predicción, usando la condición de estabilidad, las condiciones
de primer orden y las restricciones del problema original.
SIS3SI¡4.M función auxiliar llamada por ¡4ODSSIM.M para resolver el sistema de
condiciones de primer orden, retricciones y condición de estabilidad.
FUNSSTM.14 función auxiliar llamada por 1400SSIM.M para resolver una ecuación
no lineal que aparece en el proceso de resolver el sistema formado por las
condiciones de primer orden, las restricciones y la condición de estabilidad.
FUN3SIL . ¡4 función auxiliar llamada por ¡4ODSSIL .14 para resolver una ecuación
no lineal que aparece en el proceso de resolver el sistema formado por las
condiciones de primer orden, las restricciones y la condición de estabilidad.
MOD3UHL. ¡4 implementa el método de coeficientes indeterminados propuesto por
Ihlig, para el modelo de Cooley y Hansen. Primero escribe la aproxi-
mación lineal en logaritmos. Después llama a do..UHL . ¡4 para calcular
las reglas de decisión. En un último paso, genera series temporales de
todas las variables usando la forma de espacio de estados del sistema.
Como un subproducto calcula la serie temporal correspondiente al error
de prediccion.
MOD3PEA . ¡4 programa usado para la simulación de series temporales del modelo
de Cooley y Hansen con PEA. Dados los valores de los coeficientes del
polinomio de aproximación, simplemente genera series temporalesde todas
las variables de la economía y del error de predicción.
140D3PE8 . ¡4 busca el punto fijo de un polinomio de tercer orden con ocho pa-
rámetros, para resolver el modelo de Cooley y Hansen con el método
PEA. Dada una condición inicial [solicitada por MODEL3 . ¡4 si se decide
introducirla a mano, o estimada llamando a PE242..8] itera hasta que se
consigue la convergencia al punto fijo. Genera también el error de expec-
tativas correspondiente.
PE2432.14 estima condiciones iniciales apropiadas para un polinomio de aproxi-
mación de tercer orden [ocho parámetros] al modelo de Cooley y Hansen,
usando las series temporales generadas con otro método [en los programas
está seleccionado el método UHL]. Estas series temporales deben estar en
memoria cuando se corra el programa.
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ESTIM..M3 .14 implementa el procedimiento de estimación del punto fijo de los
coeficientes del polinomio PEA para resolver el modelo de Cooley y Hansen.
Primero llama a ¡4OD3UHL .14 [u otro método rápido], después usa las series
temporales generadas con este método para estimar vía PE..M3..8 . ¡4 condi-
ciones iniciales apropiadas para HODSPE8 .14. En un último paso, itera en
¡4DDSPE8 .14 hasta que se consigue la convergencia al punto fijo.
B.2.4 Subdirectory Progs
CSOLVE.14 programa para resolver ecuaciones no lineales. Escrito por C. A.
Sims.
DENHAAN.M implementa el contraste de den Haan y Marcet (1994), dado un
conjunto de errores de previsión y un conjunto de instrumentos.
DO..LQA .14 soluciona problemas en forma lineal cuadrática. Se usa para los mo-
delos Básico y de Hansen (1985) models. Devuelve la regla/s de decisión
como salida/s. Las entradas al programa son las matrices de la aproxima-
ción cuadrática a la función de retorno: U.ss, DUss, D2U..ss.
DO..SIM.14 programa utilizado para obtener la condición de estabilidad con el
método de descomposición de autovalores y autovectores. Lo usan los
tres modelos. Se debe consultar el programa STAR.SI¡4.¡4, que es una ma-
nera más general de calcular las condiciones de estabilidad e implementa
también descomposiciones QZ cuando es necesario.
DO..UHL.14 programa usado para obtener los coeficientes de las reglas de decisión
con el método de coeficientes indeterminados. Se usa para resolver los tres
modelos que se consideran. Salvo ligeras modificaciones, es el software de
Harald Uhligh.
LAfl .14 función que calcula los retrasos que se especifiquen de una serie temporal.
ARR.M función cue estima una estructura autorrene~ivs. del nrrinfl quesees-
pecifique para una serie temporal dada.
AROH . M función que estima estructura autorregresiva de heterocedasticidad condi-
cional del orden que se especifique para una serie temporal dada.
B.3 Capítulo 2
CDNW.INI . M programa que realiza los cálculos de las tablas 2.2 y 2.3. Necesita
los programas MOD3PE8.14, ESTIM..MS.¡4 y DENHAAN.M.
HISTOCRA . ¡4 realiza los cálculos que tienen como resultado la figura 2.1. Nece-
sita el programa DENHAAN. ¡4.
tJNICIDAD.14 realiza los cálculos que tienen como resultado las tablas 2.4, 2.5,
2.6 y 2.7, y la figura 2.2. Necesita el programa DENHAAN.M.
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¡4OD3PEA . M programa usado para la simulación de series temporales del modelo
de Cooley y Hansen con PEA. Dados los valores de los coeficientes del
polinomio de aproximación, simplemente genera series temporales de todas
las variables de la economía y del error de predicción.
¡4OD3PES .14 busca el punto fijo de un polinomio de tercer orden con ocho pa-
rámetros, para resolver el modelo de Cooley y Hansen con el método
PEA. Dada una condición inicial [solicitadapor 14ODEL3.M si se decide
introducirla a mano, o estimada llamando a PEJ¶2..8] itera hasta que se
consigue la convergencia al punto fijo. Genera también el error de expec-
tativas correspondiente.
PEZM38 . ¡4 estima condiciones iniciales apropiadas para un polinomio de aproxi-
mación de tercer orden [ocho parámetros] al modelo de Cooley y Hansen,
usando las series temporales generadas con otro método [enlos programas
está seleccionado el método UHL]. Estas series temporales deben estar en
memoria cuando se corra el programa.
ESTIM..143 . ¡4 implementa el procedimiento de estimación del punto fijo de los
coeficientes del polinomio PEA para resolver el modelo de Cooley y Hansen.
Primero llama a MOD3UHL .14 [u otro método rápido], después usa las series
temporales generadas con este método para estimar vía PE343..S .14 condi-
ciones iniciales apropiadas para MODSPEB .14. En un último paso, itera en
140113PE8 .14 hasta que se consigue la convergencia al punto fijo.
MOD3UHL.14 implementa el método de coeficientes indeterminados propuesto por
Uhlig, para el modelo de Cooley y Hansen. Primero escribe la aproxi-
mación lineal en logaritmos. Después llama a doJJRL . ¡4 para calcular
las reglas de decisión. En un último paso, genera series temporales de
todas las variables usando la forma de espacio de estados del sistema.
Como un subproducto calcula la serie temporal correspondiente al error
de predicción. En este Capítulo se usa para obtener condiciones iniciales
estimadas.
OOÁJHL .14 programa usado para obtener los coeficientes de las reglas de decisión
con el método de coeficientes indeterminados. Se usa para el modelo de
Cooley y Hansen. Salvo ligeras modificaciones, es el software de Harald
Uhligh.
DENHAAN . ¡4 implementa el contraste de den Haan y Marcet (1994), dado un
conjunto de errores de previsión y un conjunto de instrumentos.
LAG. 14 función que calcula los retrasos que se especifiquen de una serie temporal.
B.4 Capítulo 3
IDESIMN .14 solución usando el método de descomposición de autovalores y
autovectores del modelo con time-tu-buud que se analiza en el Capitulo.
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Implementa la solución lineal en logartimos refinada. Llama a FUNZIMN .14,
STAB..S114.M y DENHAAN.¡4.
FUWS I¡4N . ¡4 función para resolver una ecuación no lineal que aparece en el pro-
grama IDE.SI14N . ¡4.
IDE..SIML . ¡4 solución usando el método de descomposición de autovalores y
autovectores del modelo con time-to-bujid que se analiza en el Capitulo.
Implementa la solución lineal en logartimos directamente. Llama a los
programas STAB..3114.M y DENHAAN.14.
PELT3—1 .14 solución por Parametrización de Expectativas del modelo con time-
to-bujid que se analiza en el Capítulo, parametrizando una expectativa.
Genera los resultados que se muestran en la tabla 3.1.
PEL2EXP .14 solución por Parametrización de Expectativas del modelo con time-
to-bujid que se analiza en el Capftulo, parametrizando dos expectativas.
Genera los resultados que se muestran en la tabla 3.2.
EXR.SIML.¡4 solución usando el método de descomposición de autovalores y
autovectores del modelo con time-to-build que se analiza en el Capítulo,
cuando se descompone la expectativa en la sección 3.3. Implementa la
solución lineal en logartimos sin refinadar. Llama a STAWSIM.14, para
calcular las condiciones de estabilidad, y a DENHAAN.14.
STA&S 114. ¡4 función que calcula las condiciones de estabilidad dadas las ma-
trices ~‘0, F1, ‘1’ y fl. Realiza descomposiciones QZ cuando es necasario.
Esta función es mucho más general que el programa DO..SI¡4.M.
QZ . ¡4 función que realiza una descomposición QZ. Viene con 14ATLAB.
QZD IV. 14 función que ordena la salida de QZ . ¡4 de manera que los autovalores
generalizados quedan crecientes a lo largo de la diagonal. Necesita la
función QZSWITCH .14.
QZSWITCH.M función que llama QZDIV.M.
MA1..EST .14 función que estima una estructura media móvil de orden uno para
una serie dada. Necesita el toolboz de MATLAB “E4”,
OSOLVE. ¡4 programa para resolver ecuaciones no lineales. Escrito por C. A.
Sims.
DENHAAN.M implementa el contraste de den Haan y Marcet (1994), dado un
conjunto de errores de previsión y un conjunto de instrumentos.
LAG .14 función que calcula los retrasos que se especifiquen de una serie temporal.
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G..CTE. M programa que resuelve el caso de tasa de crecimiento monetario cons-
tante.
I..CTE. 14 programa que resuelve el caso de tipo nominal de interés constante.
REGLAS. ¡4 programa que resuelve el caso con regla monetaria. Se pueden cam-
biar los valores de 13k, 13ig y -r1 para simular las distintas combinaciones
y calcular los estadísticos de volatilidad en cada caso.
STABZI¡4.M función que calcula las condiciones de estabilidad dadas las ma-
trices 1%, 1’1, ‘1’ y U. Realiza descomposiciones QZ cuando es necasario.
Esta función es mucho más general que el programa D0..SI¡4.14.
QZ . ¡4 función que realiza una descomposición QZ. Viene con MATLAB.
QZDIV .14 función que ordena la salida de QZ .14 de manera que los autovalores
generalizados quedan crecientes a lo largo de la diagonal. Necesita la
función QZSWITCH. 14.
QZSWITCH.14 función que llama QZDIV.¡4.
OSOLVE. 14 programa para resolver ecuaciones no lineales. Escrito por C. A.
Sims.
DENHAAN.M implementa el contraste de den Haan y Marcet (1994), dado un
conjunto de errores de previsión y un conjunto de instrumentos.
MG .14 función que calcula los retrasos que se especifiquen de una serie temporal.
B.6 Algunas Notas útiles sobre el uso de MATLÁB
y de MÁPLE
Se presentan ahora los comandos ¡4ATLAB y de MAPLE más usados en relación
al cálculo matricial y operativa simbólica. Para ejecutar estos comandos es
necesario disponer de la TOOLBOX simbólica symbolic de !4ATLAB. Las funciones
que se ejecutan usando el entorno !4APLE son la que empiezan por “maple”.
B.6.1 Matrices, autovalores y autovectores
• Comandos Numéricos: autovalores generalizados
[A,Q,Q, Z, V>qzTo.F:) 1% y F1 matrices cuadradas. Produce las ma-
trices triangulares superiores A y Q, las matrices Q y Z (que contienen
los productos de las transformaciones por la izquierda) tales que
QFoZ=A, QP1Z=D
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y la matriz de autovalores generalizados V. Los autovalores genera-




1V, Dl =eig(I’¿’ Y1) cuando ~E’existe, calcular los autovalores genera-
lizados es calcular los autovalores de F~
1F
1.
1V, Dl eig (l’o ,T’1) otra forma de calcular los autovalores generalizados.
Produce una matriz diagonal D de autovalores generalizados y una
matriz llena V cuyas columnas son los correspondientes autovectores,
de tal manera que,
F0V = F1VD
[A, QQ, ZJ =qzdiv(stake A, 12, Q, Z) toma las matrices A y 12 y las ma-
trices ortonormales Q y Z y las ordena de tal manera que todos los
casos con
abs > sta/ce
los coloca en la esquina inferior derecha, a la vez que preserva las
propiedades de ortonormalidad y QTAZT y Q’QZ’.
• Comandos Analíticos de MATLAB:
lEVe ,EVaJ =eigensys (A) autovalores (matriz EVa) y autovectores
(matriz EVe) simbólicos de la matriz simbólica A.
FIN] =inverse (A) matriz inversa (matriz IN) de la matriz simbólica
A.
IAl =syrn(’ Ea,b ~c,d 1’) define la matriz simbólica A.
[TI =transpose(A) matriz traspuesta (T) de la matriz simbólica A.
A~MñDTr.
— with(linalg);
— A:=array([ x,y,...],...,[a,b,...] ]);
— B:=array([ x,y,...],...4a,b,..4 ]);
— C:=multiply(inverse(A),B);
— eigenvals(A,vecs);
B.6.2 Definición, evaluación y diferenciación de funciones
de manera analítica
maple(>f:«x.y,z,.. .7)-> (fI(x,y,...) fk(x,y,. . .))‘) definelafun-
ción vectorial de variable vectorial, f, formada por las funciones escalares
de variable vectorial fi fk.
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niaple(’f(a,b,c,...)’) evaluala función f(x,y,z,...) en el punto (a,b,c,...).
diff(f(x,y,z. . .7), ‘x’) define la derivada parcial de la función f respecto a
la variable z.
diff(f(x,y.z.. .7), ‘x’ ,n> define la derivada parcial n-ésima de la función f
respecto a la variable r.
maple(’diffCf(x,y,z...Lx,y,z...)’) defineladerivadaparcialdelafun-
ción f respecto a las variables ry, z.
maple(’D(f (xl xnfl’) calcula la diferencial total de fi.
Es importante ser fino con las cuestiones numerícas:
• Calcular las matrices analíticamente no es tan difícil y ahorra muchos
problemas numéricos en el cálculo de los autovalores.
• También con el uso de qz sólo cuando sea necesario. Por ejemplo, si se
calculan los autovainres, en un ejemplo, usando eig(inv(A) 13) el resultado
es [0,0, 0.2101, 0.9914, 1.0188, 1.2870, 0.95, 0.5, 0.5~. En cambio, con
qz(A,B) los autovalores resultan ser [0,0—1V’5i, 0.2101+1015i, 0.9914+10’5i, 1.0188 + 1015i, 1.2870 + 10’5i, 0.95, 0.5, 0.5). La norma de la
parte imaginaria es cero, pero hay un error numérico que vicia luego los
autovectores.
