Introduction. The purpose of this paper is to generalize and unify the methods used by Doetsch [8] f, Kniess [12] , Koschmieder [13] and others to solve certain boundary value problems by finite Fourier integral transformations.
To give an idea of the general method to be developed a formal solution of the following boundary value problem is here given by means of a particular transformation. The inverse transformation S~l \fs(kn)} is given in terms of a Sturm-Liouville series (see section 2 below) as follows 00 S^lf^kn)} = X) N(kn)fs(k") sin knx in (0, tt), 1 where N(k") denotes the normalization factor of the characteristic functions sin knx, n = 1, 2, • • • , .
Thus the formal solution of the above boundary value problem is given by 00 4 3 Y(x, t) = X) N{kn) [(sin knv)kn -(x cos knw)kn ](1 -cos k"t) sin knx, 1 The type of problems to which the method is applicable is described in the summary (see Sec. 11 below).
Since there are at present no readily applicable general existence theorems for solutions of the class of boundary value problems considered here, the existence and uniqueness of the solution should be established in each particular case. However, this procedure is not carried through in the problems solved in this paper, since the main purpose here is to set up a method which leads quickly to a formal solution. The problems solved are chosen merely to give an illustration of the method. The method can be compared with that of the Laplace transformation (see remark in Sec. 3 below). As in the case of the Laplace transformation the present operational method does not claim to solve problems which cannot be solved by any other method. Its advantage lies, just as in the case of the Laplace transformation, in its direct, short and systematic approach. Problems in partial differential equations which by a suitable change of variables are brought into a form in which variables can be separated, can be solved directly. Tables of transforms, which are, except for normalization factors, tables of generalized Fourier coefficients, save time in the computation of solutions of practical problems. Furthermore this operational method has, due to certain theorems the advantage of systematically finding closed form solutions (see Sees. 6, 9,10, 11 below) and thus exhibiting qualitative properties of a solution which may not readily be found by the usual methods.
1. Definitions of the transformations S, C and T. Definition 1. Let K= {k} be a set of real numbers and let Fix) be a sectionally continuous function in (0, ir). The transformations 5 {F{x)} and C {F(x)} are defined by the equations 5{i?(a:)} = r F(x) sin kxdx = fs(k) 
also with specializations on part of the constant coefficients a,, bit i= 1, 2, 3, 4. It is assumed that the L,-,j = 1, 2, are linearly independent and that
This last condition is to guarantee real characteristic values (see for instance [10] vol. 1 p. 352).
The characteristic functions <pkn(x), n = 1, 2, • • ■ , of (3) are given by
where (A/B) = -(ai + a3 cos knT -aik" sin knir)/(kna2 + a3 sin knx + at kn cos k"ir)
= -(&i + b3 cos knir -ltkn sin knir)/(knb2 + b3 sin knx + bjin cos k"ir)
and k" are the roots of (ka2 + a3 sin kir + atk cos kir) (ax + a3 cos kir -atk sin kir) (kb2 + b3 sin kw + bik cos kir) (&i + b3 cos kir -btk sin kir)
By use of (4), Eq. (6) reduces to
Remarks concerning D(k). of (3), that is, the roots of (7). Let <PkSx) = ak sin knx + Bkn cos knx (8) be given by (5) , where
A kn = -cii -j-a-s cos k"ir -aikn sin knir, Bkn = -(kna-i "H a3 sin knir -f-«4&" cos knx).
And let F(x) be a sectionally continuous function in (0, ir). The transformation T {F(x)} is defined by the equation
The transformations S, C and T are linear. The interval (0, ir) is chosen for convenience and without loss of generality. The transformation (9) maps the class of functions F(x) onto a class of sequences of numbers; except for a normalization factor, each sequence is the set of Sturm-Liouville coefficients of the corresponding F(x) in terms of the characteristic functions <pkJx). The restriction to sectionally continuous functions was made in view of applications. In general the functions F(x) need only belong to L'2(0, x): i.e. need only be Lebesgue square integrable.
2. Inverse transformations.
Since the function <Pkn(x) form a complete set of orthogonal functions on the interval (0, x), the transformation (9) has an inverse transformation in the form of a Sturm-Liouville expansion. For, let F(x) be sectionally continuous and [F'(x) ]2 integrable in (0, x) and at a point of discontinuity *o, let F(x) be defined as F(x0) =5[F(x0+0) +F(x0 -0)], 0<3C0<x, and let N(kn) denote the normalization factor of the functions (8) , then the expansion in the characteristic functions (8) of the function F(x) converges to the function F(x) in (0, it); i.e., 00
1 and the convergence is uniform and absolute in every closed subinterval of (0, x) which does not contain a discontinuity (see [6] vol. 1, p. 371, compare also [5] pp. 268, 272). Equation (10) gives a formula for the inverse T~1{f(kn)}, the function whose ^-transform is f(kn). The inverse is unique. Thus Similarly the inverse transformations S~J \fs(k)} and C~l {fc(k)} of the transformations 5 {F{x)} and C {F(x)} respectively are given in terms of a sine and cosine series respectively if K is the sequence of characteristic values of certain special cases of (3). e.g. a^0, b3^0 all other a,-, b{, zero, then K={n], n -1, 2, • • • , and S {Fix)} is the finite Fourier sine transformation as defined by Kniess (see [12] ) and S~1{fg(n)} is given by a Fourier sine series.
3. Transformation of derivatives. The following two lemmas can be proved by integration by parts. 
5=1 and s=r-1 (<Pkn{x) as given by (8)), then there exist numbers X and fj. such that Proof of theorem 1. By combining (12) and (13) T{F®r)(x)} can be expressed as follows:
t remains to be shown that 4 4 M2W1 -Witt>2 + U3W4 -UiWz = X Z diWi + M biWi, 1 1 which means it has to be shown that the following four equations are consistent:
It can be left to the reader to obtain for instance X from the first two equations and /j. from the last two equations 'and to show that with these values of X and ju the above equations are consistent. 4. Illustration of the operational method. Particular cases of transformations.
As an illustration of the use of the operator T a formal solution of the following boundary value problem is to be established. In the following sections a special case of the transformations S and C will be needed (for additional special cases see section 12). The kernels sin kx and cos kx respectively of the transformations are the characteristic functions of y" (x)k2y(x) = 0 y(0) =0, y'(ir) =0; and y'(0) =0, y(ir) =0 respectively. .
In these two cases K={n - §}, w = 1, 2, • • • . The transformations are
J o
The inverse transformations are given by 2 00
7T l 2 00
C~1{fc(n -i)} = --s) cos (n -%)x in (0, ?r).
tt 1
And for the transform of an even derivative (12) and (13) yield
Remark. In the above listed cases D(k) is of rank greater than zero. If the rank of D(k) is zero it merely has to be kept in mind that the sine as well as the cosine coefficients in the Sturm-Liouville expansion of the solution have to be found. An illusration of the operational method in this case is given in section 10. Similar theorems in the case when K is the sequence of characteristic values of (3) and for more general K can be proved by the use of almost periodic functions (see [15] ). 
S{F(s)}c{G(*)} = §S{i7(s).G(z)}.
Remark. If in the above four theorems G(x) satisfies the condition G(x-\-2ir) = -G(x), then according to lemma 3 the convolution is commutative.
That being the case theorems 8 and 9 say the same thing.
Example. Given qc(n - §) = (n - §)~2[l -in -J)2]-1, find Q(x). qc{n -|) =5{x} X £{sin x} (see tables section 12). According to theorem 7 if F{x)=x in (0, 7r) and
. 8. Basic problem. In section 9 an application of the solution of the following problem will be made. This problem can be resolved into 2 m+ 2 problems each of which has 2w +1 homogeneous conditions and one non-homogeneous condition. The sum of the solutions of these problems is the solution of the given problem. There are four essentially different types of problems, a formal solution of which is given in the following. It can be seen now that the solution of each problem is expressed in closed form in terms of the solution of the basic problem of section 8. Thus the solution of the given problem being the sum of the 2m+ 2 problems is expressed in closed form in terms of the solution of the basic problem.
10. A problem in heat conduction. As a particular case (m = 1) of section 9 the solution of the following problem can be obtained.
To find the temperature distribution U(x, t) in a slab of length tt with a heat source inside, The end x = ir is kept at a temperature D(t) and radiation through the end x = 0 at a rate B(t) takes place. Furthermore there is radiation through the lateral surface and the thermal diffusivity K(t) depends on time. The initial temperature of the slab is F(
The mathematical formulation of this problem is the problem of section 9 with m = 1, A2(t) =K(t), Ao(t) -A{t), B\{t) = B(t), Da{t) =D{t), i.e. dU d2U
The solution of the basic problem of section 8 with m = 1 is
The solution of the heat conduction problem can be written in closed form using Jacobi's tVfunction. For
Thus the solution reads
Remarks. Since the ^-functions are tabulated the above form of the solution can be used to determine by mechanical integration the numerical values of U(x, t) for given values x and t.
For questions on uniqueness and existence of solutions in heat conduction problems the reader is referred to [9] .
11. An illustration of the method in the case of double characteristic values. Summary of the operational method. A formal solution of the following boundary value problem is to be found. L{U) = Ut(x, t) -K(J)Uxx{x, t) + A(t)U(x, t) = Q(x, t), 0 < a: < X, 0 < t, A(t) > 0, K(t) > 0, U(U) = V,{0 + , t) + Ux(x -, t) = B(t),
U(x, 0 +) = F(x).
As kernel of the transformation (9) to be applied to this problem the characteristic functions of y"(x)-\-k2y(x) =0, y'(0) -hy'(ir) = 0, ;y(0)+;y(x) =0, are used. In this case the determinant D(k) is of rank zero. The double characteristic values are 2n -1, n = 1, 2, • • -, and sin (2n -l)x as well as cos (2« -\)x are characteristic functions. This means the sine as well as the cosine coefficients of the solution of the above problem have to be found. The formulae to be used are:
The last three equations follow from (12), (13) and (15) 
The following formulae by Kniess (see [12] ) will also be used. If K= {n} then a) if F(x) is even and periodic with period 2ir and G(x) is odd, then C{F(*)}S{G(*)} = i5{F(*).G(*)}; 
The solution of the given problem can be written as the sum of the solutions of the following four problems, where 0<x<ir, 0<t, A(t) >0, K(t) >0.
IV. L(U) = U(U) = L2(U) = 0, U(x, 0 +) = F(x).
The sine and the cosine transforms using (25) and (26) J o
Relations (29) and (27) yield
Using (31) and (30) the sine part of the solution of I can be written as
where Q is extended so as to be odd with respect to x. It may be left to the reader to show that in a similar way the sine and cosine parts of the problems II-IV can be expressed in closed form in terms of by using relations (25) to (32). Thus the solution of the given problem can be expressed in closed form in terms of Jacobi's $2 function as follows:
Summary of the operational method. The method is applicable to the following type of boundary value problem: is also useful in boundary value problems in partial differential equations, where one or more variables behave like x in the above problem. In order to obtain a formal solution quickly, and possibly a closed form solution, the following procedure is recommended:
1° Set up (3) corresponding to the given problem.
2° Find the roots of D(k) =0 (see (7)). 3° Find the rank of the determinant D(k).
4° If the rank is greater than zero set up T{ F} using (9) . If the rank is zero set up TijF} and 7\ {F}, where T\ and Tz have the two independent characteristic functions of (3) as respective kernels. 5° Find T{F*r} using (16) . 6° Apply T {F'ir} to the boundary value problem (which may be resolved into several problems each of which has only one non-homogeneous condition) and find f(k"), the transform of the solution.
7° Try to obtain the inverse T~l \ f(kn)} in closed form by application of the theorems of sections 3, 5, 7 or by use of tables of transforms or a combination of both. 8° If 7° does not lead to the solution, use (11) to find T~l{f(kn)} and obtain the solution in series form.
Remark. Formulae for a few special cases of T can be found in the tables section 12.
12. Tables. Tables A-D contain a few examples of transforms. It would be desirable to have extensive tables of transforms, since they would help in obtaining closed form solutions of boundary value problems (see the example of section 6).
Table E below contains a list of transformations which are special cases of the transformation T (see (9) ) of section 1. In each case the formula for the transform of an even derivative (see (16) ) as well as the inverse transformation (see (11)) are given. The completion of this list of special transformations is left to the reader.
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