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We study the distribution of the exit place of iterated Brownian motion in a cone, obtaining
information about the chance of the exit place having large magnitude. Along the way, we
determine the joint distribution of the exit time and exit place of Brownian motion in a cone.
This yields information on large values of the exit place (harmonic measure) for Brownian
motion. The harmonic measure for cones has been studied by many authors for many years.
Our results are sharper than any previously obtained.
r 2005 Elsevier B.V. All rights reserved.
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Roughly speaking, iterated Brownian motion (IBM) is ‘‘Brownian motion run at
an independent one-dimensional Brownian clock.’’ Of course, this is not rigorous
because the one-dimensional Brownian motion can take negative values, whereas
Brownian motion is deﬁned only for nonnegative times. There are two natural ways
to get around this. First, one can use the absolute value of the one-dimensionalsee front matter r 2005 Elsevier B.V. All rights reserved.
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and Zheng [2] and Allouba [3], where various connections with the biharmonic
operator are presented. Those authors call their process ‘‘Brownian-time Brownian
motion’’ (BTBM). The other rigorous deﬁnition of IBM is the one we will use and it
is due to [8]. He uses a natural extension of Brownian motion to negative times,
called ‘‘two-sided Brownian motion.’’ Formally, let Xþ;X be independent
n-dimensional Brownian motions started at z 2 Rn and suppose Y is one-dimensional






Then iterated Brownian motion is
Zt ¼ X ðY tÞ; tX0.
Although IBM is not a Markov process, it has many properties analogous to those
of Brownian motion; we list a few here.(1) For instance, the process scales. That is, for each c40,
cZðc4tÞ









There is also a Chung-type LIL [22] and various Kesten-type LIL’s [12] for IBM.





½ZðtkÞ  Zðtk1Þ4 ¼ 3ðt  sÞ in Lp,
where L ¼ fs ¼ t0pt1p   ptn ¼ tg is a partition of ½s; t and jLj ¼
max1pkpn jtk  tk1j.An interesting interpretation of IBM, due to [9], is as a model for diffusion in a
crack. See [16] for other references.
There is a very interesting connection between IBM (as well as the BTBM
process of Allouba and Zheng) and the biharmonic operator D2. Namely, the
function
uðt;xÞ ¼ Ex½f ðZtÞ
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uð0;xÞ ¼ f ðxÞ.
The appearance of the initial function f ðxÞ in the PDE can be viewed as a
manifestation of the non-Markovian nature of IBM.
This connection suggests the possibility of a relationship between IBM and initial-
boundary or boundary value problems involving the biharmonic operator. While the
results of [16] are not encouraging for connections with initial-boundary value
problems, the work of [3] suggests there is some hope for ﬁnding connections
between probability and Dirichlet-type boundary value problems for the bilaplacian.
Such a connection, if found, would be particularly exciting in its possible
applications to the spectral theory (the study of eigenvalues and eigenfunctions) of
the bilaplacian where very little seems to be known. An important ﬁrst step in
exploring this possibility, as in the case of the Laplacian and Brownian motion, is to
gain an understanding of the structure of the distribution of the exit place of IBM
from open sets, what one may call, by abuse of terminology, the ‘‘harmonic
measure’’ associated with IBM. In contrast with the BTBM process of Allouba and
Zheng, this distribution does not coincide with the usual harmonic measure
associated with the Laplacian. The goal of this article is to study the exit distribution
of IBM from a cone in Rn. We chose this domain because it is unbounded and it
contains a boundary singularity. In addition, in this setting we are able to obtain
explicit formulas which lead to very sharp results. Our metho ds are easily adapted to
bounded domains but in general our formulas will not be as explicit and the result
will not be as sharp.
Let Sn1 be the unit sphere in Rn. If D is a proper open subset of Sn1, then the
generalized cone C generated by D is the set of rays emanating from the origin 0
passing through D. Throughout we assume qD is C2;a. Then the Laplace–Beltrami
operator DSn1 on S
n1 with Dirichlet boundary conditions on qD has a complete set
of orthonormal eigenfunctions mj with corresponding eigenvalues 0ol1ol2p
l3p    such that [11]
DSn1mj ¼ ljmj and
mj ¼ 0 on qD. ð1:1Þ
If B is n-dimensional Brownian motion and tCðBÞ is its exit time from C, then it is
known [13] and [14]































m being surface measure on Sn1. Here and in what follows,
f ðtÞgðtÞ as t !1,
means
f ðtÞ
gðtÞ ! 1 as t !1.












In light of Burkholder’s inequalities [10] and (1.2),
ExðjBðtCÞjpÞo1 iff pop1. (1.6)




po2ðp1 þ 2Þ; p142:
(
Indeed, we have the following theorem. We will always assume the positive xn-axis
passes through C. If jðZÞ is the angle between Z 2 Sn1 and the positive xn-axis, then
in polar coordinates y ¼ rZ, the ðn  1Þ-dimensional surface measure s on qC is
given by
sðdyÞ ¼ rn2 sinjðZÞmðdZÞdr. (1.7)











































 	 Z 1
0
wp1=2ð1þ wÞ2 dw,
the integrals over qD are taken with respect to mðdZÞ and qqnZ denotes the inward normal
derivative at qD; for p1
2
¼ 1,



























where tBM is the first exit time of Brownian motion from C.





































Remark. Below in (3.3) we get a series expansion of the density d
dr
PzðjZðtCÞjprÞ
valid for rajzj, but it is not all that enlightening.
Along the way to proving Theorem 1.1, we derive the following result of
independent interest.
Theorem 1.3. For t being the first exit time of Brownian motion B from the cone C,





where qqny is the inward normal derivative at qC, pCðt;x; yÞ is the transition density of
Brownian motion killed upon exiting C and s is surface measure on qC.
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unbounded with a boundary singularity, there are technicalities not present in the
case considered by Hsu.
We have the following consequence of Theorem 1.3 that is also of independent
interest. Note it gives an improvement of (1.6) above.


























lj  ðn2 1Þ2
q
and g ¼ 2rrr2þr2 and the convergence is uniform for gp1 e.













It follows from the classical estimates for harmonic measure (see [20,17]) that there
are constants C1 and C2, depending on x, such that for large r,
C1r
p1pPxðjBtj4rÞpC2rp1 .
However, as far as we know these techniques do not identify the exact limit as
Corollary 1.5 above does. It is also interesting to note here that in the case of the
parabolic-shaped regions
Pa ¼ fðx;Y Þ 2 R Rn1: x40; jY joAxag,







where l1 is the smallest eigenvalue for the Dirichlet Laplacian in the unit ball of
Rn1. In view of Corollary 1.5, it is natural to ask if it is possible to obtain a similar
expression for the harmonic measure of the parabolic-shaped regions, and in
particular to identify the asymptotics of PzðjBtj4rÞ. That is, is it possible to obtain a
result similar to that in Ban˜uelos and Carroll but without the logs? At present we do
not know the answer to this question. For various results related to the asymptotics
of exit times of Brownian motion and heat kernels for parabolic-type regions, we
refer the reader to [5,7,15,23,24].
Finally, Allouba and Zheng [3] show the exit distribution of their BTBM process is
the same as that of Brownian motion—i.e., harmonic measure (see their [3, Theorem
0.2]). In light of this, Theorem 1.4 above yields the density of the size of the exit place
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exit distribution of two-sided Brownian motion in C.
The article is organized as follows. In Section 2 we establish various estimates on
the terms in the series expansion of the heat kernel of the cone. Then we use them to
prove Theorem 1.4 and Corollary 1.5. Using Theorem 1.3, we prove Theorem 1.1 in
Section 3. The proof of Theorem 1.3 is given in Section 4, using some results of
Pinsky. The proof is independent of the proof of Theorem 1.1.2. Auxiliary results; proof of Theorem 1.4 and Corollary 1.5
In what follows, we will make repeated use of the following result from Gilbarg
and Trudinger [18, Lemma 6.18, p. 111].














is a strictly elliptic operator on a domain O  Rn. Assume the coefficients of L are
in CaðOÞ, O has a C2;a boundary portion T and j 2 C2;aðOÞ, for some a 2 ð0; 1.
If u 2 CðOÞ \ C2ðOÞ satisfies Lu ¼ 0 in O and u ¼ j on T, then u 2 C2;aðO [ TÞ.
The heat kernel for C has a series expansion, due to [6]: For x ¼ ry, y ¼ rZ,





















The convergence is uniform for ðt;x; yÞ 2 ðT ;1Þ  fx 2 C: jxjoRg  C, for any









k!Gðnþ k þ 1Þ .
First we show termwise normal differentiation at the boundary is permitted. Recall
q
qny
and qqnZ denote inward normal differentiation at y 2 qCnf0g and Z 2 qD,
respectively.
Lemma 2.1. For y ¼ rZ 2 qCnf0g,
q
qny



























r is a unit vector in the radial direction and rSn1 is the gradient operator on
















for ðt;x; yÞ 2 B ¼ ðT ;1Þ  fx 2 C: jxjoRg  fx 2 qC: jxjoRg.
Since kmjk2 ¼ 1, by [11, Theorem 8, p. 102], for some positive cn and bn ¼ bðnÞ




Since ðDSn1  ljÞmj ¼ 0 on D and mj 2 CðDÞ, by the elliptic regularity theorem,
mj 2 C2;aðDÞ. Hence by the C2;a nature of qD and the global Schauder estimates [18,







Here and in what follows, K will be a number whose value might change from line to





















where K is independent of n and z. Then to show uniform convergence of (2.3) on B,







 aj o1. (2.8)
By the Weyl asymptotic formula [11, p. 172], there are constants K1 and K2 such that
K1jpan1j pK2j; jX1. (2.9)
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X expðK1j 1n1 lnðK1j 1n1ÞÞ.
Hence for c ¼ K1 if Meo1 and c ¼ K2 if MeX1, the sum in (2.8) is bounded byX1
j¼1










o1 by the integral test: &
In the sequel, we will use the following bound, which is an immediate consequence
of (2.4) and (2.5).


















r2þr2for positive r; r and a, with rar.


























Notice since rar; 0ogo1.






























þ k G a
2
þ k þ 1
2
 
k!Gðaþ 1þ kÞ ,
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Gð2zÞ ¼ 1ﬃﬃﬃﬃﬃ
2p




for z ¼ a
2
þ k. We also make use of the following formulas from [1, formulas 15.1.1
and 15.1.3, p. 556] for the hypergeometric function F:












þ a; 1þ 2a; z
 
¼ 22a½1þ ð1 zÞ1=22a.
























































Thus part (a) is proved.
For part (b), we need to differentiate (2.10) under the integral. By looking at
difference quotients and using the mean value theorem, differentiation with respect
to g under the integral in the right hand side of (2.10) will be allowed if we can show




jI 0aðgwÞjew dwo1. (2.13)
By [19, formula 8.486.2, p. 970]
I 0aðzÞ ¼ 12½Ia1ðzÞ þ Iaþ1ðzÞ.
Hence by (2.7),
jI 0aðzÞjpCðaÞez½za1 þ zaþ1.
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sup
g2½a;b
jI 0aðgwÞjpCðaÞebw½wa1 þ waþ1.







































ð1 g2Þ1=2½ga1 þ gaþ1,
where we have used [19, formula 6.611.4, p. 708] for the third equality. We also see
that the derivative is nonnegative.













































prð1 g2Þ1=2ðga1 þ gaþ1Þ 1
r2 þ r2 ,
as claimed. &
To prove Theorem 1.4, we will need the following consequence of (2.10) and
(2.12).








dt ¼ a1ga½1þ ð1 g2Þ1=2a.





































































by (2.9) and the integral test.







































































where we have used the fact that since
DSn1m1 ¼ lm1 and m1X0,
the Hopf maximum principle [26, Theorem 7, p. 65], implies qqnZ m1ðZÞ40 on qD.
Since ga1ð2rÞa1ra1 as r !1, we get the desired asymptotic upon integrating and
appealing to (1.3). &3. Proof of Theorem 1.1
Let t be the ﬁrst exit times of X from C and for u; v40, deﬁne
Zðu; vÞ ¼ infft40: Y teðu; vÞg.
For typographical simplicity we write t for tC . Then for any A  qC,
PzðZt 2 AÞ ¼ PzðZt 2 A; exit occurs along X pathÞ
þ PzðZt 2 A; exit occurs along X pathÞ
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þ PzðZt 2 A;Y ðZðt; tþÞÞ ¼ tþÞ
¼ PzðXðtÞ 2 A;Y ðZðt; tþÞÞ ¼ tÞ
þ PzðXþðtþÞ 2 A;Y ðZðt; tþÞÞ ¼ tþÞ
¼ 2PzðXðtÞ 2 A;Y ðZðt; tþÞÞ ¼ tÞ























u þ v PzððX
ðtÞ; tÞ 2 dy  duÞf zðvÞdv. ð3:1Þ





































There is no danger of circular reasoning in using Theorem 1.3 since its proof is self-
















mðdZÞdu f zðvÞdvo1, (3.2)
then by monotone convergence and dominated convergence, exchange of summation








































Then (3.2) follows from Lemma 2.3a, since rar.
As it stands, the behavior of d
dr
PzðjZtjprÞ for large r is not obvious from (3.3). It
will turn out that the j ¼ 1 term dominates. In what follows, we write






where aj is as in Theorem 1.4. From (1.2) we have
Pzðt4vÞCðzÞvp1=2 as v !1. (3.5)
The following lemma will be used to derive asymptotics of the ﬁrst term in (3.3) as
well as upper boun ds on the remaining terms.


















Kað2rÞar2a ln r; if p1
2
¼ 1;






























































































41. By (3.5), EzðtÞo1. By (2.7),
HpK 1
























Here and in what follows, K will be a number whose exact value might change from
line to line, but will always be independent of a and r.







 a rrr2 þ r2









 a rrr2 þ r2
 a
EzðtÞ2aGðaþ 1Þ.




























Referring back to (3.6), we see that this gives the desired bound in part (a) of
the lemma.



























=Gðnþ 1Þ as z ! 0. (3.10)























p1. This part is more delicate because this time EzðtÞ ¼ 1. Let e 2
ð0; 1
2
Þ and use the asymptotics (3.5) and (3.10) to choose M1 and M2 such that









Gðaþ 1Þ ; zp2rM2. (3.12)
Notice M1 is independent of a and M2 is not.


















¼ J1 þ J2 þ J3 say. ð3:13Þ
ARTICLE IN PRESS


































pKr2að2rÞa for rXM3 large, (3.14)
where M3 is independent of a.





































































 a eaþ1ða 1Þa32
(by Stirling’s formula)
pKð2rÞar2aeM2r=4a3=2. (3.15)
Now we examine the dominant piece J3. By reversing the order of integration and






H dvds (see (3.6))
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as u ! 0 for p1
2
¼ 1. ð3:18Þ
Now for w4 2sM1r2þr2 we have
r2þr2
2s








































































for r large, independent of a.
If p1
2




































2 ð2rÞarap1 . ð3:20Þ
When p1
2
¼ 1, observe that for spM2r we have 2sM1r2þr2p 2M1M2r o1 for r large,





















" #a Z M2r
0









































pKað2rÞara2 ln r by Stirling’s formula. ð3:21Þ
Combining (3.14), (3.15), (3.20) and (3.21), we get the upper bound of part (a) in
the lemma.
For part (b), ﬁrst assume p12 o1. For spM2r we have
2rrs
r2þr2p2rM2 and for
w4 2sM1r2þr2 we have
r2þr2
2s
w4M1. Hence by (3.11) and (3.12) applied to the t and Ia


































¼ ð1þ wÞ2wp1=2CðzÞ2p1=2sp1=2þa1esra 1
Gðaþ 1Þ .
Since wp1=2ð1þ wÞ2saþp1=21es is integrable on s;w40, we can apply the



























which is the claimed value in part (b).
Finally, assume p1
2






























2ðr2 þ r2Þa1ðrrÞasaes ds.
For spM2r, 2sM1r2þr2p 2M1M2r o1 for large r, hence by (3.18), for such r the integrand of















½K ln r þ ð ln sÞ _ 0saes
pCa½K þ ð ln sÞ _ 0saes,
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lim
r!1






Multiply by r2þaðln rÞ1, let r !1 then let e! 0 to end up with
lim
r!1
r2þaðln rÞ1J3 ¼ 4raCðzÞ.
By (3.14) and (3.15), we get
lim
r!1
r2þaðln rÞ1I ¼ 4raCðzÞ,
as desired.
Now we can prove Theorem 1.1. Write the sum in (3.3) as
P1




bjðrÞb1ðrÞ as r !1, (3.22)
then by Lemma 3.1 b, the conclusion of Theorem 1.1 will hold. To this end, write
X1
j¼1













as r !1. There is no danger in dividing by b1ðrÞ because as in the proof of







in b1 is positive. By Lemma 3.1(a) and (2.6), for some constants K and M
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jbjðrÞj
b1ðrÞ
pKabðnÞþ1j ð2rÞaj ra1aj .







converges uniformly on 2r


























and (3.22) follows as desired. &4. Proof of Theorem 1.3
The unbounded, nonsmooth nature of C leads to technicalities not encountered in
the bounded C3 case considered by Hsu [21]. We now state the following result used
to prove Theorem 1.3. Before giving its proof, we show how it yields Theorem 1.3.
We follow Hsu’s idea of ﬁnding the Laplace transform in t of the density. Here and
in what follows we will write
BeðyÞ ¼ fz 2 Rn: jz  yjoeg.












(b) For x 2 C and y 2 qCnf0g, qqny pCðt;x; yÞ40.
(c) Let x 2 C and l40. If f 2 C2;aðCÞ is nonnegative with compact support in









where GlC is Green’s function for
1
2
D l on C with Dirichlet boundary conditions.
Remarks.(1) Since we use the series expansion of the heat kernel to prove part a), there will be
an exchange of summation and integration. This requires the condition jxjajyj
as well as the strange hypothesis about the support of f.(2) As we point out below in (4.4), the function
uðzÞ ¼ Ez½eltf ðBtÞ
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2
D l u ¼ 0 in C,
ujqC ¼ f .
Since a series expansion is known for pCðt;x; yÞ, the most natural way to try to prove








solves the said boundary value problem. It is easy to show the PDE is satisﬁed, but
direct veriﬁcation of the boundary condition eludes us. Hence we are forced to take
the approach we present below.
Proof of Theorem 1.3. Let x 2 C and consider any nonnegative f 2 C2;aðCÞ with










































by Theorem 4.1 b and Fubini’s Theorem.
Inverting the Laplace transform, we get for any 0paob,










Varying f appropriately, this yields










where A is any open subset of qCnðf0g [ qBjxjð0ÞÞ. Since qC \ qBjxjð0Þ is polar
with s measure 0, and since qqny pCðt;x; yÞ is continuous as a function of y 2 qCnf0g
(by Lemma 2.1), we see (4.2) hol ds for arbitrary Borel A  qCnf0g. This yields
Theorem 1.3. &
Proof of Theorem 4.1(a). Let x 2 C, y 2 qCnf0g with jxjajyj. Write x ¼ ry, y ¼ rZ
and g ¼ 2rrr2þr2. Note since rar, go1. Then by Corollary 2.2 and Lemma 2.3(a) the
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by Lemma 2.1. &
Proof of Theorem 4.1(b). This is an immediate consequence of the Hopf maximum
principle for parabolic operators [26, Theorem 6, p. 174].
Proof of Theorem 4.1(c). Part (c) is the hard part. Fix x 2 C and write
uðzÞ ¼ Ez½eltf ðBtÞ; z 2 C, (4.3)
where f 2 C2;aðCÞ is nonnegative with compact support in Cnðf0g [ qBjxjð0ÞÞ. Choose
x0 2 C such that
jx0jojxj and x0esupp f .
From now on, x; f and x0 are ﬁxed. Since qC is Lipschitz, Proposition 8.1.9 and




D l u ¼ 0 in C,





f ðyÞkðx; yÞnx0 ðdyÞ, (4.5)
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for any Borel set A  qC,
nx0ðAÞ ¼ Ex0 ½eltIðBt 2 AÞ.
Note since f 2 C2;aðCÞ, by the elliptic regularity theorem,
u 2 C2;aðCnf0gÞ. (4.6)
Furthermore, since qC is Lipschitz, by Theorem 8.1.4 in [25, p. 337], any sequence
yn 2 C with yn ! y 2 qC is a Martin sequence. In particular, if yn ! y along the
unit inward normal to qC at y 2 qCnf0g,

























This representation will allow us to estimate u and its derivatives.
It is known that for z 2 C,
1
2
D l GlCðz; Þ ¼ 0 on Cnfzg (4.8)
and GlCðz; Þ is continuous on Cnfzg with boundary value 0. Hence by the elliptic
regularity theorem,
GlCðz; Þ 2 C2;aðCnf0; zgÞ. (4.9)
To prove part (c) of Theorem 4.1, choose M so large and e40 so small that
eojx0jojxjoM
Beð0Þ \ supp f ¼ ;
BM ð0Þc \ supp f ¼ ;.
Then choose d40 so small that BdðxÞ  C. Set
E ¼ C \ BM ð0Þ \ BdðxÞcnBeð0Þ
(see supplementary material).
ARTICLE IN PRESS














where qqny is the inward normal derivative to qE and sðdyÞ is surface measure on qE.
By (4.4) and (4.8), the left-hand side is 0; then breaking up
R
qE into pieces and






















(we use the convention that qqny is the unit inward normal to qBM ð0Þ, qBeð0Þ, qBdðxÞ,
respectively). Below in Theorem 4.7 we will show the ﬁrst two integrals converge to 0
as M !1 and e! 0. In Theorem 4.9 we will show the last integral converges to





















using that u ¼ f on qC and GlCðx; Þ ¼ 0 on qC. Thus gives part (c) of Theorem 4.1. &
The representation (4.7) of u will allow us to estimate u and its derivatives. For this
we need the next result as well as estimates on GlC and its derivatives.
Lemma 4.2. The set qC \ supp f has finite n measure.
Proof. By (4.9), GlCðx0; Þ 2 C2;aðCnf0; x0gÞ and by the Hopf maximum principle [26,
Theorem 7, p. 65]
q
qny
GlCðx0; yÞ40; y 2 qCnf0g.
Since qC \ supp f is compact in qCnf0g, the desired conclusion follows. &
Lemma 4.3. Suppose r40, z 2 C \ qBrð0Þ and y 2 qCnf0g with r ¼ jyjar. If




























pKrn2 rn2ga1 þ rr1n2ðga11 þ ga1þ1Þðr2 þ r2Þ1 , (4.11)
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where K40 is independent of z and y.
Remark.(1) The proof of the bound in (4.13) really only requires z; y 2 Cnf0g, jzjajyj and
2jzjjyj
jzj2þjyj2 small.(2) A similar remark holds for (4.12). In particular, by the symmetry of GlC , we can
replace qqnz G
l
Cðz; yÞ there by qqnz G
l
Cðy; zÞ and require only that z; y 2 Cnf0g with
jzjajyj and 2jzjjyjjzj2þjyj2 small.Proof. Write z ¼ ry and y ¼ rZ in polar coordinates. Then rar and by
































































































(by Lemma 2.3 and Corollary 2.2). If for ~g ¼ 2ur
u2þr2 we can show there is K

























pK ½un2a1~ga þ ru1n2ð1 g2Þ12ð~ga1 þ ~gaþ1Þðu2 þ r2Þ1 ð4:15Þ
for 0o~gpg, then by Corollary 2.2 we can differentiate under the summation in (4.14).























abðnÞj ðgaj1 þ gajþ1Þðr2 þ r2Þ1
" #
pKrn2½rn2ga1 þ rr1n2ðga11 þ ga1þ1Þðr2 þ r2Þ1,






























2Ka1 ~ga þ u1n2rð1 ~g2Þ1=2ð~ga1 þ ~gaþ1Þðu2 þ r2Þ1
pK ½un2a1 ~ga þ ru1n2ð1 g2Þ1=2ð~ga1 þ ~gaþ1Þðu2 þ r2Þ1,
as desired.
To prove (4.12), we repeat the proof of (4.11) almost word for word. The only
change is in (4.14) where the initial r
n
2 is replaced by r1
n
2 and the qqnZ mjðZÞ is replaced
by mjðZÞ.



















aj (by Lemma 2.3 a))
pKðrrÞ1n2ga1 for g small: &
Corollary 4.4. Given z 2 Cnf0g, for any compact set E  qCnf0g with E \ qBjzjð0Þ ¼ ;,


















R. Ban˜uelos, D. DeBlassie / Stochastic Processes and their Applications 116 (2006) 36–6964Proof. For g ¼ 2jwjjyjjwj2þjyj2, we have for some neighborhood N of z in Cnf0g,
supfg: w 2 N; y 2 Ego1. Then we can use Lemma 2.3 and Corollary 2.2 as we did
in the proof of (4.11) above to get the desired conclusion. &





2þa1 ; r small;
r1
n















n2þa1 ; r small;
r
n
2a1 ; r large;
(
where q=qnz is the inward normal derivative on qBrð0Þ.
Proof. If r is small or large, g ¼ 2rjxj




















pK jxj1n2½rn2ga1 þ jxjr1n2ðga11 þ ga1þ1Þðr2 þ jxj2Þ1.
The desired bounds follow from these inequalities. &







(from (4.7)) and its normal derivatives for large and small z.















where qqnz is the inward normal derivative on qBMð0Þ.















Proof. Note if y 2 qC \ supp f , then for r large or r small, 2rjyj
r2þjyj2 is uniformly small









R. Ban˜uelos, D. DeBlassie / Stochastic Processes and their Applications 116 (2006) 36–69 65Since supp f is compact in Cnðf0g [ qBjxjð0ÞÞ, we have 0o inffjyj: y 2 supp f gp
supfjyj: y 2 supp f go1 and so by Lemma 4.2, when r ¼ e,
juðzÞjpKe1n2þa1 ; e small;
and when r ¼ M,
juðzÞjpKM1n2a1 ; M large.
The derivative estimates are a bit more delicate. Looking at the last term in (4.11):
for y 2 supp f ,
r1
n









½r1a1 þ r1a1 r2; r large;





























pK ½Mn2a1 þ Ma1n2
pKMa1n2



















pK ½en2þa1 þ ea1n2
¼ Ken2þa1 .


































2 if jzj ¼ M is large;
Ke
n
2þa1 if jzj ¼ e is small;
(
(by Lemma 4.2), as desired.
As for differentiation under the integral, by bounding difference quotients via the
mean value theorem, it is easy to see by Corollary 4.4 the exchange is justiﬁed. &
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as M !1 or as M ! 0. Here qqnz is the unit inward normal derivative on qBMð0Þ.




2þa1  Mn2þa1 þ M1n2þa1  Mn2þa1 ; M small;
M1
n
2a1  Mn2a1 þ M1n2a1  Mn2a1 ; M large;
(
¼ K
M1nþ2a1 ; M small;
M1n2a1 ; M large:
(
Since sðqBMð0ÞÞpKMn1, we get the desired conclusion. &
The next order of business is to study GlCðx; Þ in a small neighborhood of x. To











is the usual Gaussian kernel. The relevant properties of Gl are stated in the next
lemma.
Lemma 4.8. (a) For 0ojx  yj small,
Glðx; yÞpK jx  yj
2n; nX3;
 ln jx  yj; n ¼ 2:
(
(b) As jx  yj ! 0,
y  x
jy  xj  ryG




(c) For some small neighborhood N of x with compact closure in C,
supfjryGlðw; yÞj: w 2 qCnf0g; y 2 Ngo1.
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ez as z !1, (4.21)




(4.18)–(4.21) can be found in formulas 9.6.8, 9.6.9, 9.7.4, 9.7.2, respectively, in
[1, pp. 375–378]. Formula (4.22) is from [27, formula (4), Section 3.71, p. 79].
Part (a) is an immediate consequence of (4.18)–(4.19).
Now for C1 ¼ 212ð1n2Þpn2l1=2ð
n
21Þ, by (4.22) and (4.19), as jx  yj ! 0,
y  x
jy  xj  ryG


















































This gives part (b).
Finally, for some d40, BdðxÞ  C and so inffjw  yj: w 2 qCnf0g, y 2 BdðxÞg40.
Then by (4.20)–(4.21), part (c) follows. &













where qqnz is the unit inward normal derivative on qBdð0Þ.
Proof. By (4.6) quqnz is bounded on a neighborhood of x. Since G
l
CpGl, by Lemma






























sðdzÞ ¼ 2uðxÞ. (4.23)
It is well-known that for the exit time t of Brownian motion Bt from C,
pCðt;x; zÞ ¼ pðt;x; zÞ  Ex½I totpðt  t;Bt; zÞ.
Then
GlCðx; zÞ ¼ Glðx; zÞ  Ex½eltGlðBt; zÞ,












The exchange of qqnz and Ex is justiﬁed as follows. Bound difference quotients via the
mean value theorem. Then the exchange is justiﬁed provided
supfjrzGlðw; zÞj: z 2 B2dðxÞ;w 2 qCnf0ggo1.
This follows from Lemma 4.8, part (c).

















pKsðqBdðxÞÞ ! 0 as d! 0.







Glðx; zÞsðdzÞ ¼ 2uðxÞ.
By Lemma 4.8 b, on qBdðxÞ, qqnz G
lðx; zÞ ¼  zxjzxj  rzGlðx; zÞpn=2Gðn=2Þd1n as












as desired. &Appendix A. Supplementary material
Supplementary data associated with this article can be found in the online version
10.1016/j.spa.2005.07.003
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