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Cap´ıtol 1
Introduccio´
1.1 A`mbit
Actualment l’indu´stria dels videojocs e´s una industria capdavantera, i se
situa per davant de dinosaures com la industria del cinema o la discogra`fica.
Els videojocs d’avui en dia so´n superproduccions cada vegada me´s com-
plexos en tots els aspectes: produccio´, guio´, gra`fics, a`udio, f´ısiques, i com no,
intel·lige`ncia artificial.
Un exemple molt representatiu seria el recent Gran Theft Auto 4, que ha
contat amb un pressupost de 100 milions de do`lars. Per fer una comparacio´
il·lustrativa, Indiana Jones i el regne de la calavera de cristall, ha tingut un
pressupost de 185 milions de do`lars.
Aquest e´s un motiu excel·lent pel qual sempre s’esta` invertint i investigant
noves tecnologies per tal de millorar aquestes caracter´ıstiques i fer jocs me´s
espectaculars.
Com que per fer un joc, complet en tots els aspectes cal un equip nombro´s
de persones, en aquest projecte ens centrarem en la intel·lige`ncia artificial.
Concretament en una te`cnica usada en el mon de les intel·lige`ncies artificials
coneguda com els algoritmes gene`tics.
Abans de continuar s’introduiran els conceptes d’intel·lige`ncia artificial i
els algoritmes gene`tics.
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1.1.1 Introduccio´ a la Intel·lige`ncia Artificial
La intel·lige`ncia artificial, que abreviarem com I.A, es podria definir de forma
gene`rica com la fac¸ant de l’informa`tica que desenvolupa processos que imiten
la intel·lige`ncia dels sers vius. Altres definicions que se li han donat son:
• Segons John McCarthy, que va ser l’inventor del terme I.A. l’any 1956
1, la IA ”e´s fer que una ma`quina es comporti d’una manera que seria
considerada intel·ligent en un huma`.”
• Alan Turing, considerat l’avi d’aquest camp, va desenvolupar la segu¨ent
afirmacio´ ”Existira` Intel·lige`ncia Artificial quan no siguem capac¸os de
diferenciar entre un ser huma` i un programa de computador en una
conversa a cegues”.
Aquesta suposada conversa a cegues amb una ma`quina per determinar
si esta dotada d’intel·lige`ncia humana ha passat a ser anomenada com
el Test de Turing2.
E´s fa`cil inferir que el naixement d’aquesta disciplina va comportar tot un
seguit de discussions filoso`fiques i cient´ıfiques vigents encara el dia d’avui, les
quals no es tractaran en aquest treball.
El que si e´s transcendent so´n les aplicacions d’aquest camp: La I.A ha
resultat ser molt u´til en la resolucio´ de problemes d’optimitzacio´, d’aprenen-
tatge automa`tic, representacio´ del coneixement, planificacio´, processament
del llenguatge natural, etc. A me´s dins de la I.A hi ha te`cniques molt diver-
ses de sol·lucionar aquests problemes. Les me´s destacades so´n:
• Computacio´ evolutiva (on, entre altres, trobem els algorismes gene`tics
i els algorismes formiga)
• Xarxes neuronals. Sistemes amb grans capacitats de reconeixement de
patrons.
• Lo`gica difusa. te`cniques basades en la teoria de conjunts.
1A la famosa conferencia de Dartmouth
2Consisteix en que un huma` fa preguntes a una computadora, sense poder-hi accedir
directament, sino´ a traves d’una interf´ıcie interme`dia, i la ma`quina genera respostes. Si
l’huma` creu que allo` que respon e´s un altre huma`, aquella ma`quina sera` considerada
intel·ligent.
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• Recerques locals i exhaustives. U´tils per explorar espais de solucions
ben definits.
• Xarxes Baiesianes. Basades en la infere`ncia estad´ıstica.
• Ma`quines de suport vectorial. Sistemes que permeten el reconeixement
de patrons gene`rics de gran pote`ncia.
• Raonament inductiu basat en casos. Ajuda a prendre decisions mentre
es resolen certs problemes concrets.
Es per aixo` que so´n a`mpliament usats en les aplicacions interactives com
els videojocs.
E´s me´s, el seu paper e´s crucial en la majoria dels jocs d’avui en dia. Els
anomenats robots, o personatges no jugadors (abreviats com npc) es troben
en tot tipus de jocs, tant els dels jocs d’estrate`gia, els de dispars o els de rol.
En canvi l’intel·lige`ncia d’aquests varia molt, en profunditat, complexitat i
autonomia d’un joc a un altre.
En alguns jocs el factor IA es troba profundament estudiat i desenvolupat
que enriqueixen molt l’experie`ncia de joc. En canvi, a vegades un es troba
amb jocs amb una IA mediocre la qual acaba actuant en detriment del joc.
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1.1.2 Introduccio´ als algorismes gene`tics
Per altra banda, els mencionats algorismes gene`tics so´n una eina de la in-
tel·lige`ncia artificial que utilitza operadors gene`tics inspirats en la evolucio´
biolo`gica com mutacio´, seleccio´, i creuament (tambe´ anomenat recombina-
cio´).
Un operador gene`tic e´s un proce´s utilitzat en els algorismes gene`tics per
mantenir la diversitat gene`tica.
La variacio´ gene`tica e´s necessa`ria per al proce´s d’evolucio´. Els operadors
gene`tics utilitzats en els algorismes gene`tics so´n ana`legs a aquells que ocorren
en el mon natural: la seleccio´ equivalent a la supervive`ncia del me´s apte en
el mon natural; el creuament (tambe´ anomenat recombinacio´) equivalent a
la reproduccio´ sexual o asexual i la mutacio´ equivalent a la mutacio´ biolo`gica.
La seleccio´ e´s l’etapa d’un algorisme gene`tic en la que e´s trien certs ge-
nomes individuals d’una poblacio´ per a la cria de la segu¨ent generacio´.
Els individus seleccionats so´n aquells que tenen una millor aptitud, que
la resta dels seus contemporanis. L’aptitud d’un agent, representa com de
be´ resol un problema, i e´s mesurada amb una funcio´ heur´ıstica.
Per tant la bondat o aptitud mitja d’una generacio´ no nome´s depen de la
bondat dels individus la generacio´ anterior sino´ tambe´ del heur´ıstic encarre-
gat de la seleccio´.
El creuament e´s potser l’operador me´s important ja que e´s utilitzat per
variar la programacio´ d’un cromosoma o cromosomes d’una generacio´ a la
segu¨ent. D’aquest operador depen que un conjunt petit d’individus seleccio-
nats esdevingui tota una poblacio´ nova i variada.
L’operador mutacio´ e´s utilitzat per mantenir la diversitat gene`tica d’una
generacio´ d’una poblacio´ de cromosomes a la segu¨ent.
El propo`sit de la mutacio´ en els algorismes gene`tics e´s evitar que la po-
blacio´ de cromosomes sigui massa similar entre si, cosa que podria provocar
una solucio´ no prou acurada. Aquest raonament tambe´ explica el fet que la
majoria de sistemes d’algorismes gene`tics eviten escollir nome´s el cromoso-
ma amb l’adequacio´ me´s alta de la poblacio´ per generar la segu¨ent, i en el
seu lloc utilitzen una seleccio´ aleato`ria (o semi aleato`ria) ponderant segons
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l’adequacio´ dels cromosomes.
Aquest operador actua amb molt poca frequ¨e`ncia i, fins i tot, pot no ser
emprat.
Si en la generacio´ actual va a produir-se una mutacio´ cal fer els segu¨ents
passos:
• Seleccionar al atzar un individu qualsevol.
• Triar un punt de mutacio´ al atzar en la seva cadena gene`tica.
• Canviar el valor del bit afectat.
• Retornar el nou individu a la poblacio´.
La mutacio´, per tant, serveix com a mecanisme de control del proce´s, ja
que´ una taxa de mutacio´ alta ajuda a evitar mı´nims o ma`xims locals i una
taxa baixa facilita la converge`ncia dels individus.
La finalitat dels algoritmes gene`tics, consisteixen en dotar d’un codi
gene`tic o cromosoma a cada agent del que es vol un comportament inde-
pendent i intel·ligent. Aquest codi, que pot estar format per una cadena de
bits (creada aleato`riament) o qualsevol altre estructura de dades, e´s el que
dictara` el comportament individual de cada agent. Donada una situacio´ con-
creta un agent actuara` segons indiquin els gens del seu cromosoma on estigui
codificada la resposta a la situacio´.
Els algorismes gene`tics s’implementen t´ıpicament com una simulacio´ in-
forma`tica en la qual una poblacio´ de representacions abstractes (anomenades
cromosomes) de solucions candidates (anomenades individus) a un problema
d’optimitzacio´ evoluciona cap a millors solucions. Tradicionalment, les solu-
cions es representen com se`ries bina`ries de 0s i 1s, pero` les codificacions dife-
rents so´n tambe´ possibles. L’evolucio´ comenc¸a des d’una poblacio´ d’individus
completament fortu¨ıts i passa en diferents generacions. En cada generacio´,
l’aptitud de la poblacio´ sencera s’avalua, se seleccionen mu´ltiples individus
de manera estoca`stica de la poblacio´ actual (basada en la seva aptitud o
idone¨ıtat), i es modifiquen (fent mutar o recombinant) per formar una nova
poblacio´. La nova poblacio´ s’utilitza en la segu¨ent iteracio´ de l’algorisme.
El que s’obte´ amb aquest proce´s no e´s pas la solucio´ optima al problema,
sino´ que convergeix en una solucio´ prou bona, tambe´ anomenada ma`xim o
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mı´nim local. Els algorismes que busquen aquest tipus d’aproximacio´ per
resoldre problemes so´n classificats com algorismes de cerca local.
Aquesta te`cniques de cerca local resulten molt u´tils a l’hora de resoldre
situacions complexes que tenen un espai de solucions molt ample i de les
quals no es pot saber pre`viament quines so´n les estrate`gies optimes. Als
problemes d’aquesta naturalesa s’els classifica com a NP-Complets i no es
poden resoldre fa`cilment mitjanc¸ant una cerca exhaustiva.
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1.2 Motivacio´
El projecte sorgeix de la intencio´ de provar i estudiar l’utilitat d’algorismes
gene`tics en la I.A. dels videojocs i extrapolar a altres possibles utilitats de
l’a`mbit dels videojocs.
Es vol comprovar, per tant, si es pot usar aquesta idea per jocs on no
es pugui escriure una IA optima predefinida (com si que seria possible en
un joc com el 3 en ratlla), degut al fet de que no hi ha cap estrate`gia bona
coneguda.
Per una banda es vol estudiar com de costo´s i quina complexitat requereix
desenvolupar aquest tipus de te`cnica aplicada a un videojoc. Per altra banda
es vol comprovar l’eficie`ncia i el grau d’interactivitat d’un joc acabat que faci
servir aquestes te`cniques.
Finalment s’ha decidit que la millor manera d’estudiar tant el proce´s de
desenvolupament com el resultat final del producte, e´s creant un joc des de
zero on s’apliquin de forma evident aquest tipus concret de IA.
Un cop presa aquesta decisio´ el concepte del joc a crear queda bastant
definit. La idea principal d’aquest e´s crear un joc que sigui capac¸ de gua-
nyar al jugador, no perque` usi una ta`ctica predefinida molt bona, sino´ per
aprenentatge. Es prete´n que el jugador no s’habitu¨ı a guanyar a la ma`quina
sempre de la mateixa manera, com passa en molts jocs, fent que la ma`quina
reaccione´s a les rutines del jugador. D’aquesta manera la IA enemiga sempre
estara` adaptant-se a la manera de jugar del usuari i, alhora, aquest tambe´ es
veura` obligat a adaptar-se per poder guanyar les partides.
Com que els algoritmes gene`tics tracten poblacions, que han de ser mı´nimament
nombroses, les quals van evolucionant de manera que es creen noves generaci-
ons de la poblacio´, s’ha decidit tambe´ que el joc sera` d’estrate`gia, de manera
que cada unitat sigui un agent.
L’explicacio´ complerta de com ha de ser el joc es troba en l’apartat d’ob-
jectius.
Aquesta idea ja ha estat usada en alguns altres jocs i projectes, com es
comenta en l’apartat d’estudi previ, pero` es do´na el cas de que la majoria
dels jocs usen xarxes neuronals per l’aprenentatge, i els que usen algoritmes
gene`tics so´n, tan sols, simulacions no interactives.
Per tant, un joc com el descrit ara mateix no te´ cap referent conegut.
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1.3 Objectius
Donat que la qualitat del comportament depen molt de la riquesa del codi
gene`tic i de l’evolucio´ d’aquest en les successives generacions, al haver-hi
una tremenda explosio´ combinato`ria a l’hora de combinar els gens, cal una
poblacio´ d’un tamany considerable per obtenir resultats satisfactoris. Un codi
gene`tic codificat en n bits implementaria 2n comportaments. Aixo` explica el
per que` gairebe´ no s’usen aquests algorismes en la IA dels videojocs.
Per exemple: en un joc de lluita caldrien molts combats per tenir prou
elements per generar una generacio´ nova amb bones expectatives de millorar.
Cal tenir en compte que un bon disseny de codi gene`tic ha de tenir com-
putades en els seus bits totes les possibilitats i no ha de tenir redunda`ncies.
E´s dir, no s’ha de poder obtenir el mateix comportament en 2 codis gene`tics
diferents. Per tant el que es prete´n e´s dissenyar un joc amb unes regles
senzilles, perque` el codi gene`tic requerit per computar totes les possibilitats
no sigui massa extens ni contingui redunda`ncia. A me´s a me´s l’adversari
del jugador constara` d’un exe`rcit (mu´ltiples unitats, cada una amb el seu
cromosoma) de manera que en una sola partida es tingui una poblacio´ prou
gran com per obtenir una nova generacio´ prou apte. Alhora la meca`nica del
joc ha de ser prou complexa com per requerir un comportament guiat per
cromosomes. No tindria cap sentit fer un joc d’escacs, per exemple, on es
podria ve`ncer al jugador usant te`cniques de backtracking.
La segu¨ent e´s la llista espec´ıfica d’objectius que es volen assumir:
1. Estudiar el mercat actual de jocs amb caracter´ıstiques similars.
2. Dissenyar un joc i tots els elements implicats necessaris(meca`niques de
joc, controls del jugador i gra`fics).
3. Dissenyar i crear una aplicacio´, per poder jugar al joc, que satisfaci els
requisits funcionals i no funcionals que s’especificaran.
4. Crear una estructura de dades que representi un genoma o codi gene`tic
aplicable al joc que es prete´n desenvolupar.
5. Aplicar el genoma dissenyat a cada agent del joc, per tal de que, la
seva intel·lige`ncia artificial funcioni amb algoritmes gene`tics.
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6. L’aplicacio´ ha de permetre guardar i carregar la partida en curs.
7. Permetre co´rrer l’aplicacio´ com una simulacio´, sense intervencio´ del
jugador.
8. Possibilitat de visualitzar el genoma d’una unitat en concret.
9. Fer proves i estudiar el funcionament i l’evolucio´ de la I.A. per treure’n
conclusions
1.3.1 Que es fara`?
Aix´ı doncs es vol crear un joc on les unitats de 2 exe`rcits lluitaran entre elles
per tal de ser les primeres en complir un objectiu. Les unitats tindran total
llibertat de moviment i uns atributs variables. Aquests poden ser tals com:
velocitat, poder d’atac, defensa , rang de visio´, etc.
El jugador participara` controlant un individu d’un dels 2 exe`rcits, coope-
rant amb la resta d’individus del seu exe`rcit aliat i enfrontant-se al exe`rcit
rival. D’aquesta manera es podra` cooperar amb certes unitats per assolir un
be´ comu´: l’eliminacio´ del exe`rcit contrari.
Tambe´ s’incloura` un mode espectador, en el qual els dos exe`rcits s’enfron-
taran sense la participacio´ del jugador. Aquesta mesura` a part d’usar-se per
debugar, servira` per contrastar i estudiar les diferents generacions de IA’s, i
permetra` la possibilitat d’entrar a jugar en qualsevol moment, convertint el
mode observador a mode jugador i accedint aix´ı a un rival ja evolucionat.
A me´s a me´s es permetra` guardar i carregar la partida, per no haver de
jugar sempre contra una exe`rcit amb els cromosomes recent creats.
Finalment s’incloura` un visor en el qual es podran veure certs aspectes
del cromosoma d’una unitat que hagi estat previament seleccionada.
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1.4 Estudi previ
En quant a programes similars, a la pra`ctica no existeixen gaires jocs d’es-
trate`gia on es doni el cas que la IA del enemic a batre evolucioni pel me`tode
d’ aprenentatge.
De totes maneres existeixen alguns jocs que han experimentat amb con-
ceptes molt similars.
El joc que me´s s’aproxima a aquest concepte e´s l’anomenat N.E.R.O.
(Neuro-Evolving Robotic Operatives) En aquest joc l’objectiu del jugador e´s
entrenar al seu conjunt de robots, obligant-los a realitzar tasques concretes,
per poder, un cop entrenats, enfrontar-se amb els robots dels teus amics en
una partida on-line.
Per tant en aquest joc les unitats no aprenen soles, han de ser entrenades,
i a me´s funcionen amb xarxes neuronals. Aquesta e´s una diferencia impor-
tant, ja que, els algoritmes gene`tics poden aprendre de la mateixa manera
independentment dels operands que tinguin programats. En canvi una xarxa
neuronal s’ha de dissenyar per sol·lucionar un problema en concret.
Per altra banda, les xarxes neuronals evolucionen en temps real, quan els
algoritmes gene`tics evolucionen cada vegada que acaba una ronda.
Tambe´ existeixen simulacions que funcionen amb algoritmes gene`tics,
pero` que no so´n interactives. U´nicament es pot observar com els agents
evolucionen. Com seria el cas dels Evorunners, agents que aprenen a co`rrer
desenvolupant extremitats que van relaxant i contraient, i els Eaters, agents
que recorren la pantalla en busca de menjar.
Dins del escenari mainstream dels jocs trobem dos exemples que tambe´
so´n interessants i tenen alguna similitud en el seu plantejament. Aquests so´n
Black & White, Battlecruisser 3000 i el Forza motor sport.
Black & White e´s el que s’anomenaria un god game en el qual el jugador
s’encarrega de conduir a tota una civilitzacio´ pel camı´ de la prosperitat.
Contra`riament al que es podria pensar, la caracter´ıstica principal d’aquest
joc no e´s la IA dels habitants de la civilitzacio´ sino´ la de un u´nic ser, que e´s
el teu avatar en aquest entorn.
Aquest ser (una espe`cie de semi-de´u encarnat en un animal gegant) esta
controlat per una xarxa neuronal que regenta el seu comportament. Aquesta
criatura apre`n (es a dir, la seva xarxa neuronal e´s entrenada) a base de ser
recompensat o castigat per les seves accions i no pot ser controlat directa-
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Figura 1.1: Screenshot del N.E.R.O.
Figura 1.2: Screenshot dels Eaters
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Figura 1.3: Screenshot dels Evorunners
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ment.
Figura 1.4: Screenshot del Black & White
Battlecruisser 3000 e´s un joc de simulacio´ espacial en el qual el juga-
dor pot interactuar fins amb 12 races diferents que habiten l’univers. La
caracter´ıstica principal d’aquest joc e´s que cadascuna d’aquestes races esta`
regentada per una xarxa neuronal. Aquest e´s un dels pocs jocs que han acon-
seguit crear un univers viu que pot funcionar a la perfeccio´ sense l’intervencio´
del jugador.
Malauradament aquest joc va ser un fraca`s amb vendes i ah estat consi-
derat un dels jocs amb me´s bugs de l’historia dels videojocs.
Dins dels mencionats, aquest e´s potser el joc me´s semblant al que es
vol crear en aquest projecte, pero` tot i aix´ı te´ unes caracter´ıstiques bastant
diferenciades. Per comenc¸ar la IA d’aquest joc opera a un nivell estrate`gic,
quant la IA del joc projectat opera a un nivell ta`ctic3. L’altre diferencia
3La diferencia radica en que en que la estrate`gia serveix per decidir quines accions s’han
de dur a terme per assolir un objectiu i la ta`ctica e´s el que decideix com s’han de dur a
terme tals accions
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notable, ja mencionada, e´s que a diferencia del projecte, que usa algoritmes
gene`tics, aquest joc s’ha decantat per les xarxes neuronals.
Figura 1.5: Screenshot del Battlecruisser 3000
Finalment es comenta el joc de conduccio´ Forza Motosport, el qual in-
trodueix el concepte Drivatar el qual tambe´ usa te`cniques evolutives per
l’aprenentatge.
Aquest e´s un motor que emula la forma de conduir d’un jugador. Tot
i que aquest joc es diferencia bastant dels deme´s que s’han comentat, te´
implementat un sistema interessant que a me´s s’havia contemplat a l’hora
d’encarar el projecte.
En aquest joc, el mencionat motor Drivatar, va aprenent a conduir el vehi-
cle de la mateixa manera en que ho fa el jugador a base de registrar patrons
de comportament. Aquest aprenentatge el fa mitjanc¸ant xarxes neuronals
que es van configurant i reconfigurant a mesura que el jugador va completant
curses i circuits d’entrenament.
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D’aquesta manera, el jugador pot decidir no co´rrer en una carrera i entrar
en un mode espectador en el qual el joc participa en aquesta en el seu lloc,
emulant la te`cnica de conduccio´ del jugador.
A me´s a me´s els jugadors poden fer competir els seus Drivatars entrenats
entre si.
Figura 1.6: Menu´s del Forza Motosport
Despre`s d’estudiar tots aquests t´ıtols es pot considerar que cap d’ells
aplica la intel·lige`ncia artificial en els jocs de la mateixa manera que ho fa
el projecte i per tant no es pot considerar un plagi de cap altre aplicacio´.
Pero` alhora tots aquests t´ıtols tenen plantejaments que d’una manera o altra
resulten bastant similars de manera que es pot situar el projecte en un camp
que desperta un intere`s creixent.
Finalment, es pot arribar a la conclusio´ de que l’aplicacio´ que es vol
construir e´s tota una novetat dins del panorama del la intel·lige`ncia artificial
aplicada als videojocs.
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1.5 Planificacio´ prevista
A continuacio´ es mostra la planificacio´ en forma de el diagrama de Gantt,
per tal de plasmar de forma gra`fica la duracio´ de cada tasca. A simple vista
es poden observar quines tasques tenien depende`ncies entre si i quines s’han
dut a terme de forma paral·lela.
Per a me´s comoditat, el segu¨ent e´s un resum de les hores de desenvolu-
pament.
Tasca Duracio´
(Hores)
Requeriments 120
Proba d’eines 60
Especificacio´ 55
Disseny 75
Implementacio´ 215
Proves 80
Documentacio´ 60
Disseny gra`fic 30
Total 755
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Figura 1.7: Diagrama de Gantt
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Cap´ıtol 2
Especificacio´
2.1 Requeriments Funcionals
L’aplicacio´ objectiu ha de donar suport a dos tipus d’usuaris concrets, els ju-
gadors i els dissenyadors de jocs. L’aplicacio´ ha de respondre a les necessitats
d’aquests perfils, per aquest motiu s’ha procedit a dividir els requeriments
funcionals en dos blocs.
2.1.1 Identificacio´ d’usuaris
Els jugadors so´n els usuaris que han d’interactuar directament amb l’apli-
cacio´. La seva tasca principal e´s tracta de ve`ncer a l’intel·lige`ncia artificial
de la ma`quina complint uns objectius abans que ho faci aquesta. Tambe´
podria ser que els jugadors fossin estudiants observant el funcionament dels
algorismes gene`tics.
Els dissenyadors de joc so´n els encarregats de dissenyar noves modalitats
de joc i de modificar el comportament de l’aplicacio´ per tal de proporcionar
noves experie`ncies als jugadors.
2.1.2 Jugadors
L’aplicacio´ disposara` d’una interf´ıcie gra`fica amb imatges en dues dimensions
(2D) e interaccio´ per a un sol jugador.
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Un cop arrancada l’aplicacio´ han de visualitzar el menu´ principal del joc
on podran escollir varies opcions.
Un cop comenc¸ada la partida han de poder controlar a un agent i realitzar
totes les accions decidides pels dissenyadors de joc. Aquestes accions han de
desencadenar efectes en altres agents u objectes presents en l’escenari del joc.
Abans de comenc¸ar la partida, han de poder editar les caracter´ıstiques mo-
dificables de la unitat controlada.
L’aplicacio´ ha d’informar al jugador dels objectius per guanyar la partida.
En tot moment el jugador tindra` a l’abast informacio´ ba`sica la partida, e´s
a dir, la puntuacio´ aconseguida i el nombre d’unitats que han mort a cada
ba`ndol.
Un cop guanyada una partida, els exe`rcits enemic i aliat evolucionaran usant
els algorismes gene`tics i el jugador podra` jugar contra la nova poblacio´ gene-
rada. Com a consequ¨e`ncia directe no hi haura` un nombre finit de partides.
A cada nova partida s’imprimira` per la l´ınia de comandes i es guardara` en
un log informacio´ gene`tica sobre l’evolucio´ de les noves generacions d’agents.
Hi haura` un mode espectador on la ma`quina jugara` contra si mateixa sense
intervencio´ del jugador.
Es podra` seleccionar una unitat i veure en una finestra a part el seu ar-
bre gene`tic.
Als jugadors no s’els requereixen coneixements de programacio´.
2.1.3 Dissenyadors de joc
L’aplicacio´ implementara` un sistema de scripting. Els dissenyadors usaran
aquest sistema per implementar qualsevol canvi sense haver de recompilar
l’aplicacio´.
Els dissenyadors de joc podran modificar les segu¨ents caracter´ıstiques del
joc:
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Principalment aquests 2 factors.
-Accions i comportaments permesos pels agents de cada exe`rcit.
-L’avaluacio´ de l’heur´ıstic per determinar la bondat dels agents.
Com a objectius secundaris, o ampliacio´ del projecte tambe´ haurien de
poder controlar aspectes com:
-Posicionament inicial del agents que pertanyents a cada exe`rcit.
-Colocacio´ d’objectes o obstacles en el terreny de joc.
-Objectius de la partida.
E´s necessari que els dissenyadors tinguin coneixements de scripting, con-
cretament de Lua, que tinguin unes nocions ba`siques del funcionament del
motor de l’aplicacio´ i sobretot entenguin el funcionament d’un arbre de de-
cisio´.
2.1.4 Casos d’u´s
En el segu¨ent diagrama de casos d’us es mostra de forma me´s concisa la
participacio´ dels actors en l’aplicacio´ desenvolupada.
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Figura 2.1: Casos d’u´s.
2.2 Requeriments No Funcionals
2.2.1 Usabilitat
El jugador ha de ser capac¸ de controlar a la perfeccio´ el seu avatar en els
primers minuts de comenc¸ar la partida. E´s vol, doncs, obtenir un grau alt
d’usabilitat mitjanc¸ant controls senzills e intu¨ıtius per al usuari mig. L’usabi-
litat e´s un terme molt relatiu, i en la majoria de les aplicacions la u´nica forma
d’ajustar-la e´s observant l’u´s del programa per part de diversos usuaris. Per
sort, dins del mon dels videojocs es compleixen certs patrons per cada tipus
de joc. Per tant ens cenyirem als controls me´s a`mpliament establerts en els
jocs de tipus arcade.
2.2.2 Eficie`ncia
Dins de les aplicacions interactives, els videojocs so´n els me´s exigents en
quant al temps de resposta, ja que aquest es suma al temps de reaccio´ del
usuari i tot plegat afecta el desenllac¸ de la partida. Per tant, e´s imperatiu
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que funcioni en el hardware objectiu amb una velocitat acceptable per tal de
no perjudicar l’experie`ncia de joc. Aquesta velocitat hauria de ser de com a
mı´nim 20 imatges per segon per tenir una sensacio´ de moviment dotada de
certa flu¨ıdesa.
L’aplicacio´ treballara`, com a mı´nim, a una resolucio´ de 640x480, la qual
e´s suportada per qualsevol ordinador de gamma baixa mitjanament actual.
2.2.3 Requeriments hardware
Com ja s’ha mencionat es requereix un temps de reaccio´ mı´nim. Aquest
requisit s’hauria de complir en un ordinador de gamma baixa sense targeta
acceleradora gra`fica.
2.2.4 Portabilitat
Es vol aconseguir una implementacio´ portable als principals sistemes ope-
ratius. Aix´ı doncs, la tria de llibreries incorporades ha de tenir suport per
a aquests sistemes operatius, com a mı´nim Windows i Linux, i si pot ser,
MacOs. Cal que la versio´ que s’implementi de la aplicacio´ funcioni amb el
ma`xim nombre de versions de Windows possible, doncs e´s el sistema operatiu
me´s difo´s actualment. En concret s’ha de poder executar en Windows XP; i
a ser possible Windows Vista.
2.2.5 Mantenibilitat
Degut al cara`cter de caducitat dels videojocs, aquest e´s un aspecte una mica
deixat de banda per alguns desenvolupadors. De totes maneres, e´s una bona
costum afavorir al ma`xim la canviabilitat de qualsevol part del motor. Es vol
deixar el motor preparat per afegir noves funcionalitats per tal d’enriquir el
comportament dels agents intel·ligents, ampliant d’aquesta manera les possi-
bilitats dels dissenyadors de jocs. Es vol, a me´s, deixar l’aplicacio´ preparada
per poder usar-se, amb pocs canvis, com a eina per fer ca`lculs mitjanc¸ant
algorismes gene`tics.
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2.2.6 Documentacio´
Caldra` el reglamentari manual d’usuari pel jugador, i documentacio´ addicio-
nal pels dissenyadors de joc. El manual d’usuari ha d’explicar els conceptes i
controls ba`sics per tal de que el jugador pugui controlar tots els aspectes del
joc. La documentacio´ del dissenyador de joc ha d’incloure el manual d’usuari
i a part, una guia amb exemples de com modificar el joc mitjanc¸ant scripting,
quines funcions del motor estan a la seva disposicio´ i quina utilitat tenen.
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2.3 Esquema general de l’aplicacio´
Actualment, en la construccio´ d’un joc e´s ja casi obligato`ria la separacio´ per
una banda del motor del joc i per l’altra la lo`gica del joc.
Per altra banda, dins del motor del joc, tambe´ e´s un bon ha`bit separar el
motor gra`fic de la resta del motor del joc. Aixo` resulta u´til si, per exemple, es
volgue´s passar de tenir gra`fics 2D a 3D, nome´s s’hauria de modificar aquest
mo`dul.
Per tant, en l’aplicacio´ que s’ha desenvolupat podem diferenciar-ne 4
mo`duls principals.
-El controlador de l’aplicacio´, que simplement, s’encarregara` de l’execucio´
del bucle principal de l’aplicacio´.
-Mo`dul de la lo`gica del joc, que conte´ tot el disseny de l’experie`ncia de joc (ga-
meplay). S’encarrega de decidir entre altres coses, les condicions de victo`ria,
les accions que poden realitzar els jugadors i enemics, el seu posicionament
inicial, etc. Aquest mo`dul esta` totalment format per scripts, de tal manera
que pot ser editat sense la necessitat de recompilar codi.
-El motor de joc, o engine, que sera` el cor de l’aplicacio´. Aqu´ı hi ha, a
disposicio´ del mo`dul de la lo`gica del joc, totes les llibreries que necessit´ı per
funcionar. Aqu´ı es troba l’implementacio´ dels algorismes gene`tics.
-El motor gra`fic, l’encarregat de renderitzar l’interf´ıcie de l’usuari i tots els
elements del joc. A me´s a me´s, tambe´ sera` l’encarregat de recollir l’input
dels jugadors. Aquest mo`dul usa el motor Irrlicht.
Tots aquests mo`duls, menys el de la lo`gica del joc, estan escrits en el
llenguatge C++. El mo`dul de la lo`gica del joc esta escrit en Lua.
En la segu¨ent il·lustracio´ es pot veure clarament l’organitzacio´ dels mo`duls
de l’aplicacio´, com estan relacionats entre si i com interactuen els tipus d’u-
suaris definits anteriorment amb l’aplicacio´.
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Figura 2.2: Il·lustracio´ de l’esquema general
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2.4 Identificacio´ dels elements principals.
El pro`xim diagrama senyala, de forma simplificada, els principals objectes
existents en l’aplicacio´ i la relacio´ que tenen entre ells.
O`bviament no es mostren tots i cadascun dels objectes existents, pero` si
els principals, necessaris per formar-se una visio´ global del sistema.
A cada seccio´ del disseny del sistema, estan explicats amb me´s detall els
elements participants.
Figura 2.3: Classes principals
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2.5 Eleccio´ns de llenguatge i apis.
En aquesta aplicacio´ no s’ha desenvolupat en la seva totalitat el motor de
render, sino´ que s’utilitza un de ja fet, per facilitar la feina. Per imposicio´ del
PFC el motor triat ha estat Irrlicht. Un cop investigat aquest engine podem
anomenar els seus punts forts i els no tant forts.
Avantatges:
• Gran facilitat d’utilitzacio´ i ra`pid aprenentatge.
• Tot i no ser el motor me´s estes disposa d’una bona comunitat.
• Esta molt centrat en crear entorns 3D en molts pocs passos. A me´s
suporta una gran quantitat de formats 3D.
• Integracio´ amb el Visual Studio.
• Lliure i portable.
• Segueix l’esta`ndard C++.
Desavantatges:
• No disposa de gaires eines fetes en comparacio´ d’altres motors me´s
populars, com per exemple l’Ogre.
• Tot i que te´ una gran potencia a l’hora de desenvolupar aplicacions 3D,
e´s una mica limitat a l’hora de crear aplicacions en 2D. Funcions tan
ba`siques com rotar un quad s’han d’implementar afegint codi openGL.
El llenguatge escollit per aquesta aplicacio´ ha estat C++, el me´s este`s en
l’a`mbit del desenvolupament de videojocs. Els punts forts que han decantat
la balanc¸a per aquest llenguatge so´n els segu¨ents:
• E´s un dels llenguatges orientats a objectes me´s potents que existeix.
• Portabilitat. Permetra` compilar l’aplicacio´ en diferents sistemes ope-
ratius sense reescriure codi.
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• Tot i l’aparicio´ del C#, C++ encara e´s un llenguatge dominant, i
per tant, a`mpliament documentat i amb una comunitat enorme. Cal
esmentar que e´s el llenguatge me´s utilitzat en l’indu´stria dels videojocs.
• Compatibilitat amb Irrlicht i Lua.
• Utilitzacio´ de punters, tot i que normalment aquest factor e´s troba a la
llista dels desavantatges de C++, l’aplicacio´ desenvolupada els utilitza
per dotar de potencia i flexibilitat la part dels algorismes gene`tics.
• La possibilitat de programar amb templates. Atorga a l’aplicacio´ una
gran versatilitat, fent el codi altament adaptable a noves implementa-
cions.
Per altra banda, cal tenir en compte, que l’utilitzacio´ de punters de la
que farem un extens us, per contrapartida fa que a vegades sigui molt dif´ıcil
debugar el codi.
A continuacio´ s’ha triat Lua com a llenguatge per fer els scripts pels
segu¨ents motius:
• Facilitat d’us i d´aprenentatge.
• E´s un dels llenguatges d’scripting me´s veloc¸os que hi ha.
• Compatible amb C++.
• E´s lliure i portable.
• Disposa d’una gran documentacio´, sobretot en l’ambit del desenvolu-
pament de jocs.
Hague´s estat molt correcte l’utilitzacio´ d’eines com LuaBind o Swig per
l’integracio´ de lua amb el llenguatge C++, sobretot en el tema d’exposar les
clases C++ a Lua. Pero` despre`s d’un estudi de les 2 eines es va arribar a
la conclusio´ de que duria forc¸a temps i es desviava del proposit principal del
projecte.
Finalment s’ha decidit guardar la partida en el format XML i hem triat
TinyXML com a manegador de XML. Aquests en so´n els motius:
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• XML e´s format d’arxiu esta`ndard amb una estructura configurable,
senzilla i molt neta. A simple cop d’ull es pot entendre com s’han
guardat les dades i e´s molt fa`cil de detectar-hi errors.
• Al ser un format esta`ndard i molt ben estructurat existeixen una gran
quantitat de parsejadors que faciliten molt tant la seva lectura com
l’escriptura.
• TinyXML e´s portable, molt lleuger, tan sols consta de 2 classes, i per
tant es pot compilar sense cap mole`stia junt amb la resta de l’aplicacio´.
• TinyXML usa el motor DOM i e´s molt senzill de manegar. A me´s
l’estructura de nodes que usa el DOM e´s molt similar a l’estructura dels
arbres de decisio´ que es volen guardar, cosa que fa molt fa`cil l’escriptura
i la lectura d’aquests.
• TinyXML e´s un dels parsejadors me´s usats per C++ i per tant, compta
amb una gran comunitat.
42
Cap´ıtol 3
Diseny
3.1 Controlador principal de l’aplicacio´
L’aplicacio´ esta` pensada per donar resposta en temps real a les accions re-
alitzades pels jugadors, i dibuixar cont´ınuament tots els elements actius del
joc. A tal efecte s’ha dissenyat un bucle principal, que s’esta executant en tot
moment i que implementa l’esquelet de l’aplicacio´ aplicacio´. L’u´nic element
important que interve´ en aquesta part del disseny (i que constitueix el pilar
sobre el qual s’ha edificat tota l’aplicacio´) e´s un objecte anomenat gameState.
Sobre aquesta classe s’ha aplicat un patro´ de disseny de software anome-
nat patro´ estat.
Com marca el mateix patro´ estat, gameState e´s una classe virtual de la
que hereten mu´ltiples classes. En aquest cas tenim coma here`ncia, menuS-
tate, playingState, customState i gamePausedState.
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Figura 3.1: Estat del joc.
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3.1.1 Bucle principal de l’aplicacio´.
Tot i que tot en depen de l’execucio´ d’aquest bucle, la seva implementacio´ e´s
molt senzilla. A cada volta del bucle s’executen els segu¨ents passos:
• Es comprova quin tipus d’estat requereix l’aplicacio´. (a la primera
volta, s’especifica que inicialment cal un estat de tipus menuState, e´s a
dir, l’estat que ens mostra el menu´ principal).
• Mentre l’estat requerit no sigui el de tancar l’aplicacio´, s’elimina l’antic
estat i es genera un estat nou del tipus adequat.
• S’executa la funcio´ go del estat actual. Aquesta funcio´ computa tota
la lo`gica de l’aplicacio´ i retorna el tipus d’estat que es requerira` quan
aquest hagi acabat.
Cada volta del bucle principal dins de go representara` un frame de
l’aplicacio´. Aquest bucle finalitzara` quan es requereixi la participacio´
d’un altre estat diferent.
El seu diagrama de sequ¨e`ncia per a qualsevol estat possible de l’aplicacio´
seria el segu¨ent:
Per concretar amb me´s detall, el segu¨ent e´s el diagrama de sequ¨e`ncia de la
funcio´ go del estat playingState. S’ha escollit playingState perque` e´s l’estat en
que estara` l’aplicacio´ la majoria del temps i tambe´ per ser el me´s interessant,
ja que la majoria de funcions destacades en el disseny so´n executades durant
aquest estat.
Respecte a la variable nextState, aquest e´s el diagrama d’estats amb les
seves possibles transicions. Cal remarcar, que es pot sortir de l’aplicacio´ des
de qualsevol estat.
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Figura 3.2: Diagrama de sequ¨e`ncia del bucle principal de l’aplicacio´.
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Figura 3.3: Diagrama de sequ¨e`ncia de la funcio´ Go de playingState.
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Figura 3.4: Mapa de transicio´ d’estats.
3.2 Motor gra`fic
Com ja s’ha mencionat anteriorment s’ha triat Irrlicht com a motor de render.
So´n tan poques les crides que cal fer al Irrlicht, que aquestes es podrien
fer en el propi nucli del joc, pero` s’ha decidit crear un petit motor gra`fic per
afavorir la canviabilitat d’aquest mo`dul. Aix´ı doncs, el mo`dul creat nome´s
s’ha d’encarregar de fer les crides pertinents a la versio´ d’irrlicht que estigues
instal·lada.
Aquesta e´s l’especificacio´ del motor gra`fic. Com es pot veure a la imatge,
e´s molt senzilla i tan sols consta de 2 classes.
La classe renderMotor e´s la classe que realment s’encarrega de pintar
per pantalla usant irrlicht. EventManager e´s una classe que hereta de la
classe de Irrlicht anomenada IEventReceiver i que s’encarrega d’interceptar
les interrupcions generades pel sistema. P.ex: les de teclat, ratol´ı, etc.
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Figura 3.5: Especificacio´ del motor gra`fic.
3.2.1 Estructura del motor gra`fic
Per poder explicar be´ com funciona aquest mo`dul cal diferenciar dos tipus de
classes: les que formen part del motor gra`fic i les que interactuen directament
amb el motor gra`fic.
Classes que formen part del motor gra`fic: Aquestes so´n dues, ren-
derMotor i eventManager.
• eventManager e´s una classe que hereta de IEventReceiver, i s’encarrega
de capturar esdevenimets. Aquests poden ser de teclat, mouse, de gui
o esdeveniments definits pel programador.
L’aplicacio´ l’usara` per capturar els esdeveniments de teclat per tal de
que el jugador pugui controlar una unitat.
• renderMotor s’encarrega de cridar directament als me`todes d’Irrlicht,
per inicialitzar la pantalla, calcular col·lisions, dibuixar sprites, etc.
A me´s conte´ la u´nica insta`ncia de tipus eventManager, que existira` en
tot l’entorn de l’aplicacio´.
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Per a renderMotor s’ha aplicat el patro´ singleton1, ja que` nome´s es
vol tenir una insta`ncia d’aquesta classe. Per tant la seva constructora
i creadora so´n privades i existeix una funcio´ publica que retorna una
insta`ncia esta`tica (per tant u´nica) d’aquesta classe.
Irrlicht suporta mu´ltiples finestres, renderMotor en gestionara` dues:
una per l’aplicacio´ principal i una segona per el visualitzador d’arbres
de decisio´.
Classes que interactuen amb el motor gra`fic: Aquestes so´n totes les
que hereten de gameState i la classe Unit, classe de la que hereten els agents
i finalment la classe interfaz classe allotjada en gameState i que s’encarrega
de pintar la interf´ıcie del joc.
• Com ja s’ha vist en l’apartat del bucle principal de l’aplicacio´, de ga-
meState hereten classes com playingState, gamePausedState, menuSta-
te, etc.
Totes aquestes classes, quan controlen l’aplicacio´, tenen la funcio´ de
decidir quin elements del joc s’han de pintar. Si nome´s fos per aixo`,
no caldria que es relacionessin amb el motor de render, ja que aquests
elements poden aconseguir l’insta`ncia del singleton i, per tant, no ne-
cessiten que s’els passi cap refere`ncia de renderMotor com a para`metre.
Pero` a me´s, tambe´ so´n les encarregades de fer que el motor gra`fic es
prepari per pintar i de refrescar la pantalla i e´s per aquest motiu que
necessiten accedir a me`todes de renderMotor.
A me´s, tambe´ so´n aquestes classes les que accedeixen a eventMana-
ger per saber quins esdeveniments de teclat s’han capturat, per aix´ı
calcular-ne i modificar la lo`gica del joc del segu¨ent frame.
1Patro´ dissenyat per restringir la creacio´ d’objectes pertanyents a una classe concreta
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3.2.2 Canviabilitat
Dins del motor gra`fic es podrien voler canviar 2 coses:
• La manera de pintar certs elements del joc, per exemple fer el joc en
3D o canviar els sprites. O modificar els ca`lculs de col·lisions.
• Tambe´ es podria plantejar de substituir el motor gra`fic, per exemple
per una versio´ me´s nova del propi Irrlicht o per un motor totalment
diferent com per exemple Ogre.
Tal com esta disenyada l’aplicacio´, aquests canvis portarien pocs inconve-
nients a l’aplicacio´. Qualsevol d’aquests 2 tipus de canvis, poden o no afectar
a les interf´ıcies del motor de render.
Si no les canvien, nome´s afectarien a les classes eventManager i render-
Motor.
En cas de que es produ´ıs un canvi en les interf´ıcies, a mes, caldria mo-
dificar les classes que interactuen amb renderMotor, e´s a dir, unit i les que
hereten de gameState.
Tota la resta de l’aplicacio´ restaria igual, sense cap modificacio´. E´s aquest
un altre motiu per el que s’ha usat el patro´ singleton per a renderMotor, ja
que`, en cas contrari, tambe´ s’haurien de modificar les classes que passessin
com a para`metre un renderMotor a una insta`ncia de unit.
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3.2.3 Pintat dels agents
La millor manera de veure com funciona el motor gra`fic e´s amb un exemple.
Aix´ı que aquest e´s el diagrama de sequ¨e`ncia de totes les crides a pintar que es
fan abans d’arribar a la classe unit, que e´s la que se sap pintar a si mateixa.
Figura 3.6: Diagrama de sequ¨e`ncia de render.
Un cop la crida afecta a unit aquesta procedeix de la segu¨ent manera.
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Figura 3.7: Diagrama de sequ¨e`ncia de renderUnit.
3.3 Nucli de l’aplicacio´
3.3.1 Introduccio´
Per norma general, en la majoria dels jocs comercials, el nucli del joc s’en-
carrega de tots els aspectes del joc tret del renderitzat (que ja esta` delegat
al motor gra`fic).
Aquests aspectes es podrien englobar en:
• Interpretar les interrupcions dels dispositius d’entrada. Que e´s ba`sicament
amb el que els usuaris es comuniquen amb l’aplicacio´.
• Ca`lcul de la lo`gica del joc. En aquest apartat s’inclou des del ca`lcul
de la I.A. fins al control de col·lisions, passant per l’actualitzacio´ dels
punts aconseguits.
Tots aquests aspectes so´n tractats en aquest apartat, tret de la I.A. a la
que se li dedicara` un apartat especial degut a la seva complexitat.
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El segu¨ent e´s el mapa de l’especificacio´ de la part del nucli de l’aplicacio´
que no s’encarrega de la I.A.
Figura 3.8: Especificacio´ del nucli.
GameData e´s la classe que conte´ tota la informacio´ del joc. La classe
army conte´ tota la informacio´ referent a un exe`rcit.
CollisionManager s’encarrega de tot el control de col·lisions de les unitats
de tots els exe`rcits.
La classe Cromosoma forma part del mo`dul de la intel·lige`ncia artificial
pero` apareix en aquest esquema ja que army no te´ relacio´ directe amb les
unitats, sino´ que conte cromosomes, i aquests alhora estan lligats a una
unitat de tipus smartUnit, que so´n les unitats que es comporten de manera
intel·ligent (e´s a dir totes les unitats que es veuran, excepte el jugador).
Aquestes hereten de stupidUnit, que so´n unitats sense intel·lige`ncia pero`
que es poden moure i tenen atributs f´ısics, tals com armadura i vida. Jugador
seria una unitat d’aquest tipus.
Finalment aquestes ultimes hereten de la classe unit, que vindria a ser
l’esquelet de les anteriors. Es tracta d’una classe que es pot moure, calcular
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si col·lisiona amb altres i pintar-se a si mateixa. Aquesta classe e´s l’u´nica de
les tres, que es relaciona amb Irrlichti que, per tant, hauria de ser modificada
en cas de modificar el motor gra`fic.
En el segu¨ent diagrama de sequ¨e`ncia es pot observar la funcio´ computeLogic
de gameData que e´s cridada per playingState. En aquesta funcio´ no es fa la
captura de comandes, ja que`, com s’observava en el diagrama de la funcio´
go, aixo` es realitza abans del gameLogic.
Figura 3.9: Diagrama de sequ¨e`ncia la lo`gica de l’aplicacio´.
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3.3.2 Captura de comandes
En la gran majoria dels jocs de Pc (tret de rares excepcions com so´n jocs
per la web-cam) els u´nics dispositius que disposa el jugador per comunicar-se
amb l’aplicacio´, so´n el teclat i el ratol´ı.
E´s doncs amb aquests elements que l’usuari es comunicara` amb l’aplicacio´
objectiu.
Utilitzara` el teclat per donar ordres a la unitat que controla tals com:
canviar de direccio´, disparar, pausar o sortir del joc. Per altra banda es
podra` usar el ratol´ı per sortir del joc o per, un cop pausat el joc, veure
informacio´ sobre la unitat seleccionada pel punter.
Per que` aixo` sigui possible la classe eventManager registrara` qualsevol
interrupcio´ causada per algun d’aquests dos perife`rics i la guardara` en una
variable, pendent de ser llegida a cada volta del bucle principal.
Depenent del valor d’aquesta variable, l’aplicacio´ reaccionara` movent l’a-
vatar del jugador d’una manera determinada, o simplement, no reaccionara`.
A me´s dels esdeveniments de teclat i ratol´ı, l’eventManager tambe´ re-
gistrara` qualsevol esdeveniment que es doni en les finestres del programa.
De tal manera que registraria si un boto´ ha estat premut, o una barra de
desplac¸ament moguda.
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3.3.3 Control de col·lisions
En tota aplicacio´ interactiva, el control de les col·lisions e´s una eina ba`sica
per al seu correcte funcionament. D’ell depenen molts factors ja que sense
el qual qualsevol interaccio´ entre elements d’un joc e´s gairebe´ impossible.
En l’aplicacio´ en curs aquest mo`dul s’encarrega del correcte funcionament de
tres aspectes de cada ronda. Aquests son:
• Control de xocs: donat una unitat, determina si aquesta esta xocant
amb una altra. D’aquesta manera es pot determinar que si aquesta
unitat esta xocant frontalment amb una altra, o be´ la primera no podra`
avanc¸ar o be´ es moura` desplac¸ant a la segona.
• Control d’impactes amb bales: com el seu nom indica, aqu´ı el motor
s’encarregara` de decidir si un projectil ha impactat en una unitat, i, en
cas afirmatiu, a quina part del blindatge d’aquesta.
• Visibilitat d’una unitat: finalment s’usa el control de col·lisions per
determinar, donada una unitat, quines altres unitats te´ en el seu camp
de visio´, i per tant pot apuntar com a objectiu.
Hi ha diferents formes degut a que el camp de visibilitat d’una unitat
ve determinada pels seus gens.
En els 2 casos l’unitat A ha detectat a la B, en canvi l’unitat B no veu
res.
En aquest cas tant l’unitat A com la B es poden veure entre si.
Per al control de les col·lisions s’ha creat una classe anomenada collisi-
onManager. Aquesta du a terme la missio´ de dividir l’espai de joc en una
quadr´ıcula i classificar les unitats a partir de la posicio´ d’aquestes respecte a
la quadr´ıcula.
D’aquesta manera al calcular les col·lisions no es miren totes les unitats
amb totes, co`mput amb cost 2n, sino´ que cada unitat es compara amb les
que comparteixen cel·la. Aixo` ha resultat ser molt me´s eficient.
De totes maneres aquest sistema no e´s tan senzill com sembla a primera
vista. Les unitats estan en constant moviment i per tant cal actualitzar a
quina posicio´ de la graella es troben. A me´s una unitat pot estar en me´s
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Figura 3.10: Representacio´ gra`fica del camp de visio´ de totes les unitats.
Figura 3.11: Visibilitat de les unitats.
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Figura 3.12: Visibilitat de les unitats (2).
d’una cel·la alhora.
Aquest e´s un exemple, que s’ha subdividit aleato`riament i n’han resultat 5
subdivisions horitzontals i 7 de verticals, per tant hi tenim 35 compartiments.
Al haver-hi 48 unitats en joc, fent una senzilla divisio´ obtenim que com a
mitja hi hauria d’haver entre 1 i 2 unitats per cel·la. I si una unitat pot
estar alhora a 4 cel·les, aquesta unitat s’hauria de comprovar si xoca amb
unes altres 8 unitats, en comptes de les altres 47 que tocaria comprovar si no
s’uses aquesta estructura.
Es pot veure que a la practica les unitats no es distribueixen de manera
equitativa per les caselles. Hi ha algunes com la [0,3] que no tenen cap tanc,
i altres com la [3,5] que en te´ 5 que hi so´n, completa o parcialment a dins.
Tambe´ es veu un exemple d’unitat que esta a me´s d’una casella, concre-
tament hi ha un tanc que te´ tots els ve`rtex encaselles diferents ( a la [3,4] ,
[3,5], [4,4] i [4,5]).
Els passos que s’han de seguir per moure una unitat i mantenir la co-
here`ncia del collisionManager so´n els segu¨ents (nome´s es duen a terme si
l’untat encara esta` en funcionament, no es calculen aquests passos amb uni-
tats destru¨ıdes o mortes):
1. Extreure la unitat que es tracta de totes les graelles a les que pertany.
2. Moure l’unitat en la direccio´ decidida per la IA, o pel control del jugador
en el cas del seu avatar.
3. Comprovar que l’unitat no s’ha sortit dels l´ımits establerts del terreny
de joc. Que coincideixen amb els l´ımits de la pantalla.
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Figura 3.13: Terreny de joc subdividit en cel·les.
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4. Comprovar si ha impactat a algu´ amb un projectil.
5. Comprovar, si toca, quina e´s la segu¨ent unitat me´s pro`xima dins del
seu camp de visio´.
6. Comprovar i tractar la col·lisio´ amb les deme´s unitats de la nova qua-
dricula a la que li tocaria anar si es pogue´s moure en llibertat. Si es
mira amb atencio´, es veu, que abans d’aquest pas encara no inserim l’u-
nitat a l’estructura, aixo` e´s degut a que una col·lisio´ podria fer recular
el tanc i per tant fer perdre la cohere`ncia de l’estructura.
7. Finalment inserir l’unitat a l’estructura, amb les seves noves coordena-
des, perque` les unitats que es moguin a continuacio´ la puguin tenir en
compte alhora de calcular les seves col·lisions.
Aquest seria el diagrama de sequ¨e`ncia:
Cal tenir en compte que en cas de matar a un enemic, s’extreu aquest de
l´estructura, per no ser-hi afegit fins a la segu¨ent ronda. Aixo` es fa perque`
cada cop es dugui a terme aquest proce´s me´s de pressa. Aquesta millora e´s
irrelevant en en el cas de que el jugador estigui participant en una ronda, ja
que es mante´ framerate estable, pero` resulta de gran ajuda quan la maquina
juga contra si sola per obtenir generacions me´s interessants que la inicial.
Tambe´ cal remarcar, que es calcula quines unitats estan al camp de visio´
d’un agent una vegada cada cert nombre de frames. D’aquesta manera es mi-
llora el rendiment de l’aplicacio´(cada unitat ho comprovara` esglaonadament
en un frame diferent, per evitar tenir 1 frame de cada X on es faci tota la
feina).
Al contrari del que es podria pensar aixo` no aporta cap inconvenient, ja
que el canvi d’objectius es realitza durant la execucio´ de la lo`gica de la IA i
aquesta tambe´ es recalcula, tambe´ de manera escalonada, una vegada cada
X frames. Aix´ı que amb comprovar la visibilitat d’una unitat uns pocs cicles
abans de recalcular la IA n’hi ha prou.
Internament el ca`lcul de col·lisions per una unitat donada funciona de la
segu¨ent manera:
Nota: Collmap e´s un vector que representa a les caselles en que es divideix
la pantalla. Cada casella e´s, alhora, un vector d’unitats que hi tenen algun
ve`rtex en aquella regio´.
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Figura 3.14: Diagrama de sequ¨e`ncia de MoveArmy.
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Figura 3.15: Diagrama de sequ¨e`ncia de ComputeCollision.
3.3.4 Control de rondes
Una altra cosa de la que s’encarrega el motor gra`fic e´s tracta de decidir quan
acabar una ronda i declarar-ne un guanyador , tot i ser una feina senzilla, e´s
important i necessa`ria.
A cada cicle es comprova si un exe`rcit ha resultat guanyador, p.ex si ha
acomplert algun objectiu, o si ha resultat perdedor, p.ex no te´ cap unitat
amb vida. En aquest cas s’ha de tancar la ronda, anunciar al vencedor e
inicialitzar tots els para`metres necessaris per poder iniciar una nova ronda.
E´s en aquest moment quan totes les unitats evolucionen per donar pas a la
segu¨ent generacio´ d’agents.
Les condicions de derrota so´n molt clares, ser exterminat per l’enemic. En
canvi les condicions de victo`ria, a part de la derrota de l’adversari, poden ser
varies, depenent del tipus de partida. Per exemple la captura de la bandera.
Aquestes es volen poder definir amb scripts pel dissenyador de jocs.
A me´s a me´s, si el mode espectador esta activat, al no haver-hi el jugador
en actiu, pot donar-se la situacio´ de que la partida quedi estancada, sobretot
en les primeres generacions. Per evitar aquesta situacio´, en aquests casos
s’han afegit unes condicions extres al control de les rondes.
Una ronda en mode espectador tambe´ pot acabar si han transcorregut 2
minuts i han hagut 15 morts, o si han transcorregut 3 minuts, independent-
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Figura 3.16: Diagrama de sequ¨e`ncia de ComputeCollision (2).
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ment del nombre de baixes.
La segu¨ent e´s la pantalla que surt entre ronda i ronda.
Figura 3.17: Pantalla de Ronda
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3.3.5 Control de guardat
Finalment s’ha creat una classe anomenada eguIO, encarregada de guardar
i carregar l’estat del joc en un arxiu de tipus XML. No s’ha creat un mo`dul
nou degut a la senzillesa de la classe i la poca feina que ha de fer.
Es prete´n, que, un cop arribat a un cert nivell, on el jugador estigui jugant
contra una generacio´ avanc¸ada, aquest pugui sortir del joc, i, en qualsevol
altre moment, pugui continuar la partida on l’hagi deixat.
Per aixo` cal guardar l’estat del joc en el moment en que el jugador surt
de l’aplicacio´. Les dades que cal guardar so´n els atributs del jugador, i el
codi gene`tic de totes les unitats dels 2 exercits tal com es troben.
No es guarden ni les posicions dels agents, ni les unitats que estan vives
o mortes en el moment de sortir, e´s a dir, un cop carregada una partida, la
ronda comenc¸ara` des de 0.
Quan es guarda una partida es creen 3 fitxers XML: jugador.xml, enemy.xml,
alliance.xml.
Si quan un jugador comenc¸a una partida, l’aplicacio´ troba aquests fitxers,
el sistema carregara` la partida guardada. Altrament comenc¸ara` una partida
des de la generacio´ 1.
S’ha aconseguit guardar l’arbre gene`tic d’una unitat usant molt poques
dades. Per exemple, no ha calgut informacio´ sobre l’estructura de l’arbre, ja
que els nodes s’han guardat en pre-ordre, i per tant alhora de reconstruir la
forma de l’arbre nome´s cal saber si un node e´s terminal.
En quant al punter a funcio´ de smartUnit, tan sols ha calgut guardar
l’´ındex de la posicio´ que la funcio´ apuntada ocupa dins del vector de funcions
del seu tipus2.
En cas de nodes binaris s’han guardat els seus para`metres de la mateixa
manera que la funcio´.
A continuacio´ es pot veure un tros de l’arxiu enemy.xml, on es poden
veure clarament l’estructura que s’ha usat per guardar els cromosomes.
En aquest fragment d’arxiu XML apareixen totes les estructures que s’u-
sen per guardar la partida.
L’estructura de army.xml i enemy.xml e´s exactament la mateixa, ja que
2Hi ha un vector per cada tipus de funcio´ i un altre pels para`metres
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Figura 3.18: Fragment de enemy.xml
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els 2 arxius guarden insta`ncies d’una mateixa classe (army).
Player.xml te´ una estructura encara me´s simple, ja que est tracta tan sols
d’un node de tipus unitat.
En la segu¨ent imatge hi ha l’arxiu player.xml sencer.
Figura 3.19: Arxiu player.xml
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3.4 IA dels agents
3.4.1 Introduccio´
Per l’aplicacio´ en curs s’ha creat un mo`dul d’inte·lige`ncia artificial el me´s
versa`til possible on cada agent te´ el seu codi gene`tic.
El genoma de cada agent esta` format per 2 cromosomes. El primer e´s
l’encarregat de determinar les caracter´ıstiques f´ısiques del agent i e´s un vector
que es troba en la mateixa classe stupidUnit. Aquest codi el constitueix una
cadena de bits que codificara`, la velocitat, armadura vida, poder i rang d’atac
de cada unitat.
Per altra banda el comportament de cada agent estara` regit per un arbre
binari de decisio´.
Aquest esta` constitu¨ıt per 2 tipus de nodes. Els nodes de consulta i els
nodes d’accio´. Tots els nodes fulla de l’arbre so´n nodes d’accio´, la resta so´n
nodes de consulta.
Un node de consulta, al ser executat, executa la consulta que te´ codifica-
da i retorna un boolea`. A continuacio´, depenent de si aquest boolea` s’avalua
cert o fals, s’executa el seu fill, esquerre en cas de cert, o el dret en cas contra-
ri. Finalment s’arriba a un node terminal (d’accio´) i quan aquest s’executa
l’agent realitzara` l’accio´ que el node tingui codificada.
Exemple d’arbre de decisio´ (C = consultora, A = accio´):
Figura 3.20: Arbre de decisio´
On les etiquetes podrien ser les segu¨ents:
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C1: Vida inferior a Vida ma`xima
C2: Enemic a la vista
C3: Col·lisio´ amb enemic
C4: Col·lisio´ amb l´ımit nord
A1: Rotar 90o Esquerra
A2: Frenar
A3: Disparar
A4: Apuntar a enemic me´s proper
A5: Posar direccio´ al est
En el segu¨ent esquema es pot veure com s’ha estructurat aquest sistema
en l’aplicacio´:
Figura 3.21: Especificacio´ de la IA
Cada exercit (army) disposa d’un geneticPoolProcessor, classe que, a cada
ronda, s’encarrega de modificar els cromosomes de cada unitat (smartUnit)
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per tal de que evolucionin.
La classe Cromosoma conte un arbre de decisio´ decisionTree, que e´s el que
realment conte la informacio´ gene`tica de les unitats. Cromosoma simplement
s’encarrega de gestionar i proporcionar al arbre els conjunts de les diferents
funcions que operen en smartUnit.
DecisionTree implementa l’arbre de decisio´ descrit a dalt, i els seus nodes
so´n de la classe abstracte Node. Al ser aquesta classe abstracte no es pot
utilitzar directament, pel que tenim 3 subclasses.
BinaryNode i UnaryNode so´n subclasses de Node que s’utilitzem com a
nodes no terminals. Dels nodes terminals s’ocupa la subclasse LeafFunction.
Cada un d’aquestes subclasses te´ una estructura amb el mateix nom que
el tipus de subnode, e´s a dir binaryFunc, unaryFunc i leafFunc, que conte´ un
punter, d’un tipus o altre depenent de l’estructura, a una funcio´ esta`tica de
smartUnit3 i una etiqueta en la que guardar el nom de la funcio´4.
BinaryNode, a me´s te´ una estructura similar anomenada Variable, que en
comptes d’apuntar a una funcio´, apunta a una variable. Aquestes variables
seran els para`metres de la funcio´ apuntada per l’estructura binaryFunction.
3C++ no permet crear punters a funcions membre no esta`tiques
4U´til per saber quines funcions pengen del arbre quan aquest s’imprimeix per pantalla
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3.4.2 Arbres de decisio´ vs Cadenes de bits
En la majoria d’exemples que un es pot trobar sobre algoritmes gene`tics,
sempre s’empra l’exemple de la cadena de bits com a representacio´ d’un
cromosoma.
Aixo` passa per que` e´s la representacio´ me´s senzilla que existeix, pero` no
te´ per que` ser l’u´nica ni la me´s adient per a la majoria de situacions.
En l’aplicacio´ desenvolupada s’han hagut de codificar 2 tipus diferents de
genomes, un pels atributs f´ısics del agent i l’altre pel seu comportament.
En el primer cas, per els atributs, s’ha fet servir la esmentada cadena de
bits. El motiu d’aquesta decisio´ e´s senzillament que cada agent te´ un nombre
d’atributs fix.
D’aquesta manera e´s molt fa`cil i gens problema`tic assignar cada atribut
a un subconjunt de bits de la cadena. Cada atribut requerira` tants bits de
la cadena com calgui per poder representar el seu valor ma`xim.
Per exemple, si l’atribut armadura te´ un rang de valors del 0 al 7, amb 3
bits(23 = 8) en tindra` prou per a la seva representacio´.
En quant al genoma que codifica el comportament de l’agent no s’ha
representat amb una cadena de bits, sino´ que s’ha fet amb un arbre binari
de decisio´.
E´n aquest cas s’ha de tenir en compte tant la situacio´ que detecta l’agent,
per dir-ho d’una altra manera, les condicions de l’entorn, i per una altra
banda la decisio´ que aquest pot prendre.
Codificar les decisions en una cadena de bits ve a ser el mateix que codi-
ficar un atribut: tan sols cal tenir en compte quantes decisions diferents es
poden prendre i quants bits calen per a codificar aquest nombre.
En canvi les condicions de l’entorn suposen un major problema, ja que
aquestes no so´n exclusives. E´s a dir poden donar-se varies condicions alhora,
com per exemple, que un tanc es troba al l´ımit de la pantalla, ha col·lisionat
amb una unitat amiga i te´ a la vista una unitat enemiga.
Al principi es podria pensar que per a cada situacio´ diferent es podria
designar un conjunt de bits, en els quals es definirien les possibles reaccions
de la manera ja explicada.
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El problema consisteix en que no es vol que, al avaluar la situacio´, l’agent
pugui prendre me´s d’una decisio´. Ja que`, si es codifique´s el comportament
de la manera que s’acaba d’exposar, si es donessin 3 situacions alhora, es
prendrien 3 decisions i per tant es durien a terme accions alhora.
El que es vol tenir en compte e´s la combinacio´ de situacions, me´s que no
pas cada situacio´ individual, a me´s s’ha de tenir en compte que l’abse`ncia
d’una condicio´ tambe´ e´s una condicio´ en si.
Per tant si es volguessin controlar combinacions de situacions s’hauria de
tenir una subseccio´ de bits per a cada combinacio´ de situacions, cosa que
resultaria en una cadena rid´ıculament llarga. Ja que una condicio´ pot o no
donar-se, hi haurien 2n subseccions de bits on n so´n les possibles condicions.
Inacceptable.
Un cop es tenen clars els motius per els quals no es pot usar una cadena
de bits, s’expliquen els motius pels que s’ha triat un arbre binari de decisio´
com a representacio´ del genoma encarregat del comportament.
Aquests so´n els segu¨ents:
• En un arbre de decisio´ cada node representa una condicio´ i els nodes
fulla representen una accio´ a seguir. Per tant, al recorrer l’arbre avalu-
ant les condicions i finalment executar el node terminal al que s’arribi
es veu molt clarament que per una combinacio´ de situacions nome´s es
pren una sola decisio´.
• Cada arbre de decisio´ avalua unes condicions en concret, i no te´ per
que avaluar-les totes, aix´ı cada agent avalua nome´s els factors que li
interessen.
• Un arbre de decisio´, al avaluar cada node, decideix si seguir pel fill
esquerre o dret, depenent de si la condicio´ s’avalua certa o falsa, per
tant l’arbre de decisio´ te´ en compte tant les condicions que es donen
com les que no es donen.
• Al no tenir que avaluar tots els factors, el tamany ma`xim de l’arbre ve
determinat per el dissenyador de l’aplicacio´. Un arbre de n nivells te´
un total de
n∑
i=0
2i, que ve a ser el mateix que 2n+1 − 1, nodes.
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3.4.3 Generacio´ dels gens
Per generar el cromosoma de les caracter´ıstiques f´ısiques, e´s tant senzill com
generar aleato`riament una cadena de bits tan llarga com estigui especificada.
Per el cromosoma encarregat del comportament farem el segu¨ent.
El primer que cal fer, abans de generar un arbre de decisio´, e´s establir
quina sera` la seva profunditat ma`xima. Aquesta ha de respectar-se en tot mo-
ment, ja que`, un arbre de profunditat superior a la ma`xima e´s un problema,
ja que si no es controlen es poden crear arbres indefinidament llargs, afectant
al rendiment de l’aplicacio´. I encara que no sigui aix´ı, es recomanable te-
nir una profunditat ma`xima fixada, ja que com s’ha comentat anteriorment
aquest e´s un para`metre objecte d’estudi.
Un cop decidit aquest para`metre, comenc¸ara` la generacio´ aleato`ria de
nodes. Cada cop que es crea un node, es mira si estem ja al l´ımit de pro-
funditat. Si e´s aix´ı, cal generar un node d’accio´. Altrament es genera un
node qualsevol (tant pot ser d’accio´ com consultor). Si el node generat e´s un
node consultor, recursivament es crearan els seus nodes fills, en cas de node
terminal, s’acaba la generacio´ d’aquesta branca.
El diagrama de sequ¨e`ncia de la funcio´ generateNode e´s el segu¨ent.
El diagrama de sequ¨e`ncia de la funcio´ buildTree e´s el segu¨ent.
E´s en la generacio´ d’un node quan el sistema li assigna quina funcio´, del
conjunt de funcions del seu tipus, executara`.
Els nodes consultors poden ser de dos tipus, binaris si accepten para`metres,
o unaris si no n’accepten. En cas de generar un node consultor binari, es en
aquesta fase on es trien (aleato`riament) els para`metres. Els fulla terminals
no accepten para`metres.
• Un exemple de mode binari seria l’operador ’greater ’, que comprova si
el primer para`metre e´s major que el segon para`metre. Un para`metre
podria ser la pro`pia posicio´ en l’eix X.
• Un exemple de consultor unari, podria ser el ’friendlyCollision’ que
no accepta para`metres i comprova si estem en col·lisio´ amb una unitat
amistosa.
• Finalment, un exemple de node terminal o d’accio´ seria ’Shoot ’ que
dispararia la seva arma en direccio´ en la que esta encarada l’agent,
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Figura 3.22: Diagrama de sequ¨e`ncia de generateNode
Figura 3.23: Diagrama de sequ¨e`ncia de buildTree
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Figura 3.24: Esquema d’assignacio´ d’una funcio´ a un node.
amb la potencia especificada en el seu cromosoma de caracter´ıstiques
f´ısiques.
Mitjanc¸ant els scripts, els dissenyadors de joc decidiran quines funcions
estaran disponibles en el moment de la creacio´ de nodes, modificant aix´ı la
meca`nica del joc.
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3.4.4 Creuament dels gens
Dins de les te`cniques evolutives, el creuament e´s l’operador me´s important
ja que` e´s ben sabut que aquest e´s el principal responsable de la millora del
fitness.
El creuament dels gens, e´s el pas que permet crear un nou gen a partir
de 2 gens pares. Hi ha varies te`cniques de fer aquest creuament o crossover.
Cal triar amb cura quina te`cnica s’utilitza ja que un bon creuament dels gens
es la clau per arribar a una solucio´ o`ptima en el mı´nim de generacions.
Els creuaments de cadenes de bits so´n molt senzills, hi ha varies te`cniques
i la majoria resulten va`lides. La me´s normal e´s la de decidir aleato`riament,
per cada bit, si el descendent sera` el de un progenitor o el d’un altre. Una
altra manera consisteix en agafar un bit de cada, i una altra es agafar una
seccio´ de bits de cada.
Per el creuament dels bits de constitucio´, s’ha usat la primera te`cnica per
ser la me´s estesa i la que do´na me´s varietat de situacions.
Figura 3.25: Creuament de cadenes de bits.
Els creuaments d’arbres de decisio´ ja so´n me´s delicats. L’operador t´ıpic
seria creuar nodes dels arbres triats aleato`riament sense tenir en compte la
seva posicio´ dins de l’estructura de l’arbre. Aquest sistema resulta totalment
inva`lid ja que el que li do´na el comportament als agents no so´n els nodes en
si, sino´ la relacio´ que tenen entre ells dins de l’arbre. Per tant la eleccio´ d’un
node de l’arbre per part d’un progenitor, ha de suposar la seleccio´ de tot el
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sub-arbre que d’ell penja.
La te`cnica me´s comu´ en aquest aspecte consisteix en agafar el sub-arbre
principal (el que penja del node arrel) esquerre d’un pare, el dret d’un altre i
intercanviar-los. El problema d’aquesta te`cnica e´s que si s’agafen despre´s dos
germans obtenen com a descendents una altra vegada els seus progenitors.
Aquesta te`cnica explora un espai de sol·lucions forc¸a me´s petit del que
existeix, ja que els arbres s’una generacio´ tenen la mateixa profunditat que
els arbres de la generacio´ anterior, i depe´n massa de la mutacio´.
Finalment, la te`cnica triada e´s l’anomenada depth-dependant crossover.
Aquesta te`cnica consisteix en triar aleato`riament 2 nodes de cada arbre re-
productor i reemplac¸ar-los. En aquesta substitucio´ no nome´s s’intercanvien
els nodes sino´ tambe´ el seus sub-arbres.
Figura 3.26: Depth-Dependant Crossover.
Amb aixo` s’aconsegueix una molt millor exploracio´ de l’espai de sol·lucions,
i que la profunditat dels arbres de la segu¨ent generacio´ sigui variable.
Com es pot veure en la segu¨ent imatge, l’arbre generat pot sobrepassar
el l´ımit establert de profunditat. En aquest cas el sub-arbre que sobrepassa
el l´ımit ha de ser podat.
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La manera de eliminar el sub-arbre sobrant e´s ben senzilla, un cop generat
l’arbre , aquest es poda, pero` no s’eliminen tots els nodes que estan per sota
del nivell triat, sino´ que es col·lapsa de manera que els u´ltims nodes que
quedin siguin nodes terminals.
Figura 3.27: Podacio´ d’un arbre
Un altre problema consisteix en que, si s’intercanvien sub-arbres molt
petits, els canvis poden ser molt poc significatius. Aquests problemes tenen
la seva sol·lucio´.
Aixo` es corregeix donant a un node una prioritat inversament propor-
cional a la seva profunditat. D’aquesta manera es potencia la substitucio´
de sub-arbres molt grans pero` continua existint la possibilitat de que, per
exemple, es substitueixin dos nodes fulla.
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Per a me´s fa`cil comprensio´, aquest e´s el diagrama de sequ¨e`ncia de com
geneticPoolProcessor creua 2 cromosomes.
Figura 3.28: Diagrama de sequ¨e`ncia de crossover
En aquest esquema es poden observar dues operacions molt senzilles i
delicades alhora, que si es fan malament poden desencadenar un desastre
en l’aplicacio´. Aquestes dues son, swapNode, operacio´ en la que es realitza
l’intercanvi dels nodes dels arbres i collapseTree, en la qual es poden els arbres
que puguin haver sobrepassat la profunditat ma`xima establerta.
A continuacio´ el diagrama de la accio´ swapNodes :
El segu¨ent e´s el diagrama de collapseTree:
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Figura 3.29: Diagrama de sequ¨e`ncia de swapNodes
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Figura 3.30: Diagrama de sequ¨e`ncia de collapseTree
I aquest e´s el diagrama de la crida recursiva collapseNode:
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Figura 3.31: Diagrama de sequ¨e`ncia de collapseNode
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3.4.5 Mutacio´
L’u´ltim operador e´s la mutacio´. Aquest s’aplica al arbre immediatament
despre´s del creuament.
La mutacio´ afecta al cromosoma canviat un node per un altre de diferent
(pero` del mateix tipus) en el cas de l’arbre i un bit per un altre en el cas de
la cadena de bits.
La mutacio´ e´s un operador necessari per explorar possibilitats ocultes, e´s
a dir, que no puguin apare`ixer mitjanc¸ant la reproduccio´ ordina`ria ja que`
cap individu encara no l’incorpora, i acostuma a ser un operador bastant bo
sobretot quan es tracta de poblacions petites.
Cal mutar, amb una probabilitat molt petita, tant els nodes dels arbres
de decisio´ com els bits de constitucio´ de les solucions. Quan es parla de
probabilitat petita a l’hora de mutar, es considera una probabilitat de l’ordre
del 1% o menys. Tot i que al tenir una poblacio´ tan petita, si no es vol
que convergeixi molt rapidament en un maxim local es pot plantejar una
probabilitat me´s alta, com un 5%.
Un ritme de mutacio´ massa alt convertiria els algoritmes gene`tics en un
algoritme de cerca local semblant al hill climbing ja que probablement mai
convergirien en una solucio´ al estar casi sempre mutant.
El diagrama de sequ¨e`ncia de la mutacio´ d’un cromosoma e´s el segu¨ent:
Figura 3.32: Diagrama de sequ¨e`ncia de mutate
Al aplicar-se el patro´ ganxo en aquesta operacio´, no es pot mostrar el
diagrama de sequ¨e`ncia definitiu de la classe node, degut a que esta redefinit
84
en cada subclasse, aix´ı que a continuacio´ es mostra el diagrama de sequ¨e`ncia
d’una subclasse en concret, unaryNode, per que` serveixi d’exemple.
Figura 3.33: Diagrama de sequ¨e`ncia de mutateNode
Fig: Si el diagrama fos de la subclasse leafNode, al ser aquest un node
terminal no s’haguessin fet les 2 crides recursives als fills. I si fos de binary-
Node, no nome´s es modificaria la funcio´ f, sino´ que tambe´ caldria modificar
els para`metres que aquesta utilitza.
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3.4.6 Funcio´ de fitness
El fitness o bondat e´s una mesura usada en la programacio´ evolutiva per
mesurar el grau d’aprenentatge d’un individu. Cada agent te´ el seu propi
valor de bondat, i aquest e´s el valor que s’usa per seleccionar els genomes que
seran reprodu¨ıts. Una bona avaluacio´ d’aquest fitness e´s vital per la seleccio´
dels millors individus i per tant, per la qualitat de les segu¨ents generacions.
El ca`lcul de la bondat es fara` mitjanc¸ant scripting i per tant corre de banda
del dissenyador de jocs.
Tot i aix´ı s’ha escrit una senzilla funcio´ de fitness per tal de poder fer
tests de l’aplicacio´. Aquesta e´s la segu¨ent:
function computeFitness( nKills, dmgAbsorved, dmgDone, numTargeted,
accuracy )
return (accuracy + 1)*(dmgAbsorved*10 + numTargeted*5 + dmgDone*15
+ nKills*1000)/100 ;
end
Tal i com es pot veure en l’equacio´ els factors d’una unitat que se sumen
per calcular el fitness (en ordre d’importa`ncia) so´n: Les morts que ha causat,
el mal que ha causat a altres unitats, el mal que ha estat amortit per la seva
armadura i el nombre d’unitats a les que ha fixat l’objectiu.
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3.4.7 Funcionament de la IA
Un cop decidit quines te`cniques especifiques seguir per el funcionament dels
arbres de decisio´, cal integrar-los al nucli del sistema. Cada individu o agent
consta d’un cromosoma, aquest alhora te´ un arbre de decisio´ i una unitat
del tipus smartUnit (que e´s la representacio´ del nostre agent en l’entorn de
l’aplicacio´)
Cada unitat (smartUnit) calcula la seva lo`gica a cada frame, pero` aixo`
no vol dir que cal estar calculant les decisions a prendre a cada volta, cosa
que seria ineficient i dotaria als agents d’un comportament erra`tic). Per tant,
cada agent dura a terme un re-ca`lcul de la IA cada 50 frames. Un re-ca`lcul
simplement implica executar l’arbre de decisio´ i modificar els para`metres de
comportament de la unitat.
Els arbres de decisio´, com ja s’ha comentat abans, so´n uns arbres binaris
on cada node pot ser d’un tipus diferent. Cada node, si no e´s terminal, te´
2 fills dels quals no sap de quin tipus so´n. La gra`cia d’aquests nodes radica
e que cada un te´ un apuntador a una funcio´ de la classe smartUnit. El
tipus de funcio´ depen del tipus de node. Per tant quan un node rep l’ordre
d’executar-se, realment el que fa e´s executar la funcio´ a la que esta apuntant
sense saber de quina funcio´ especifica es tracta.
Un node terminal, nome´s pot ser de tipus nodeFulla i la seva funcio´ no
accepta para`metres, tret del punter a la unitat, i retorna void. Un node
no terminal pot ser de 2 tipus, unari function si nome´s accepta el punter a
unitat com a para`metre, o binary function, si a me´s accepta dos enters. Tant
les funcions binaries com les binaries retornen un boolea`.
Aquest plantejament e´s altament eficient i permet tenir un conjunt am-
pliable de funcions, les quals poden ser penjades aleato`riament en el seu node
corresponent. L’inconvenient d’aquesta te`cnica e´s que nome´s es pot imple-
mentar en llenguatges que permetin un us flexible de punters, tals com C i
C++.
L’execucio´ d’un arbre de decisio´ funcionaria de la segu¨ent manera (en
aquest diagrama es do´na el cas que el primer node que es troba, el node
arrel, e´s de tipus unaryNode):
Fig: Execucio´ d’un arbre de decisio´. En aquest cas tambe´ s’ha aplicat
el patro´ ganxo per lo que aquesta funcio´ tindra` lleugeres variacions depe-
nent del subnode que s’executi, per exemple, leafNode no cridara` la funcio´
recursivament sobre els sues fills per que` no en te´.
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Figura 3.34: Diagrama de sequ¨e`ncia de execute
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3.4.8 Visualitzador d’arbres
S’ha decidit crear en una finestra a part, una petita aplicacio´ en la que es
mostri l’arbre de decisio´ d’una unitat seleccionada de la pantalla principal.
Aquesta finestra mostrara` l’arbre sencer, on la branca que s’executa esta
marcada en vermell i les deme´s en negre.
A me´s cada node dels que s’executen (els del camı´ vermell), mostraran el
nom de la funcio´ que criden. Els deme´s, tan sols mostrara` una inicial, que
indicara` quin tipus de node e´s. (L per node fulla, U per unari i B per binari)
Una unitat morta mostrara` tots els nodes en negre, ja que no n’executa
cap.
Aixo` s’ha decidit fer d’aquesta manera per evitar congestionar la finestra
amb noms, evitant aix´ı problemes de llegibilitat (sobretot en els nivells me´s
baixos de l’arbre).
L’arbre mostrat es va actualitzant en temps real, de manera que, en tot
moment, es pot saber quin subarbre esta` executant la unitat seleccionada.
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Figura 3.35: Visor d’arbres de decisio´.
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3.4.9 Integracio´ de la IA
L’objectiu d’aquest apartat e´s explicar quins passos s’haurien de fer en el cas
que es volgue´s usar el motor per a qualsevol propo`sit que no tingue´s res a
veure amb el joc.
Cal tenir present que operadors gene`tics operen sobre arbres de decisio´
que en els seus nodes tenen punters a funcions d’un tipus determinat de
la classe smartUnit. Aquestes funcions poden ser de tres tipus, i per tant
existeix una subclasse de node per cada tipus de funcio´. (tres subclasses de
node en total).
S’ha de tenir en compte que en C++ nome´s es poden fer punters a fun-
cions esta`tiques, per tant si es vol modificar algun atribut del smartUnit,
cal que la funcio´ rebi un punter a l’insta`ncia de smartUnit que es vulgui
modificar.
En el segu¨ent esquema s’il·lustra l’estructura de manera me´s clara.
Figura 3.36: Esquema de l’estructura de les funcions en nodes.
Fig: Estructura de les funcions dins del arbre de decisio´
Com que tots els operadors (mutacio´, creuament, etc) actuen sobre l’arbre
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de decisio´ (la classe s’anomena decisionTree) aquest no ha de ser canviat.
Per tant el que s’ha de fer e´s treballar sobre la classe smartUnit.
La sol·lucio´ me´s neta de fer aixo` e´s crear una classe pro`pia que hereti de
smartUnit.
En aquesta classe s’escriurien tots els operands necessaris per a dur a
terme el ca`lcul de la sol·lucio´ al nou problema.
Per altra banda caldria carregar tots aquests operadors al contenidor de
funcions de la qual es nodreixen els arbres de decisio´. Aixo` es fa en les
funcions createBinaryFunctionPool, createUnaryFunctionPool i createLeaf-
FunctionPool de la classe cromosoma.
Aquests operands han de respectar l’estructura de les funcions que supor-
ten els nodes de l’arbre i per tant nome´s poden ser de tres tipus. Cada un
d’ells do´na lloc a un tipus de node que es pot allotjar en un arbre de decisio´.
En cas de que es necessites executar algun tipus de funcio´ diferent a les
estructures donades s’hauria d’aplicar la segu¨ent sol·lucio´.
• Crear una nova estructura que contingues un punter al tipus de funcio´
requerida.
• Crear una nova classe de node que hereti de node que tingues un punter
a la nova estructura.
• Fer que la nova variant de node implementi tota l’interf´ıcie de node.
• Assegurar-se de que la classe decisionTree , al generar o clonar l’arbre
tingui en compte que pot crear nodes del tipus nou5.
• Afegir un nou pool de funcions del nou tipus a la classe cromosoma.
Finalment, al heretar de smartUnit, tambe´ hi ha la possibilitat de pintar
el que es vulgui en pantalla. Com que smartUnit hereta indirectament de
la classe unit, i aquesta ultima te´ el me`tode render( ), doncs la nova classe
podria implementar un render propi que substituiria al de unit. No hi hauria
cap problema per accedir a les funcions de pintat, ja que renderMotor e´s un
singleton i per tant des de la nova classe es podria demanar la insta`ncia de
la classe.
5Una bona millora al sistema seria usar el patro´ factoria per crear els nodes que es van
penjant de l’arbre de decisio´. Aix´ı no caldria modificar l’arbre de decisio´
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3.5 Lo`gica del l’aplicacio´
Tot i que l’aplicacio´ esta molt centrada en posar 2 armades de tancs en
escenari i enfrontar-les entre si, valent-se de tots els recursos que els proveeixin
les seves I.A’s, es permet una certa flexibilitat en quant a les possibilitats del
joc. La manera de controlar als tancs, en aquest aspecte e´s bastant r´ıgida,
cal aplicar la I.A.
De totes maneres hi ha altres aspectes que si que poden ser modificats.
La situacio´ dels tancs a l’escenari, els recursos de que disposen les I.A’s, els
heur´ıstics per decidir qui e´s un bon candidat a reproduir-se, els objectius de
la partida. Tot aixo` conformara` el que s’anomenara` la lo`gica de l’aplicacio´.
Tot i no comptar amb altres elements que conformen la lo`gica de projectes
me´s grans, com seria, l’edicio´ dels escenaris, reproduccio´ de sons, musica
i cinema`tiques, events dels escenaris activats per triggers, interaccio´ amb
NPC´s, els pocs elements amb els que si que es compta s’els tractara` a un
nivell bastant semblant a aquestes aplicacions comercials: usant scripts.
Es disposa d’una classe, anomenada luaControler, que e´s la que conte´
totes les crides que es fan a Lua. Totes aquestes crides es refereixen a funcions
que s’han escrit en un fitxer pla de text anomenat, logica.lua.
Aquest e´s l’arxiu que hi conte´ tota la lo`gica que s’ha delegat als scripts,
i e´s, per tant, l’arxiu que han de modificar els dissenyadors de jocs per tal
d’adaptar les partides a les seves necessitats.
El procediment de cridar una funcio´ escrita en Lua e´s el segu¨ent:
1. Obtenir, del Lua, la funcio´ que es vol cridar. Aixo` es fa amb la funcio´
lua getglobal, a la qual se li passara` un punter a un estat de lua i una
cadena de cara`cters amb el nom de la funcio´ que es desitja executar.
2. Lua te´ una pila a la que cal apilar, amb el me`tode lua pushnumber
en el cas de enters, en ordre invers tots els para`metres que requereixi
la funcio´, d’una manera bastant similar a com es faria en llenguatge
assemblador.
3. Un cop apilats tots els para`metres, s’executa la funcio´ lua call, la qual
s’encarrega d’executar la funcio´ Lua que pre`viament hem carregat en el
primer pas. Aquest me`tode accepta 3 para`metres, el primer e´s el punter
al estat de Lua, el segon e´s el nombre de para`metres d’entrada que s’han
apilat en el pas segon, i el tercer e´s el nombre de para`metres de retorn
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que s’esperen. Efectivament, Lua pot retornar me´s d’un resultat, ja
que ho fa a trave´s de la pila i per tant s’ha d’indicar quants retorns es
volen.
Per a millor comprensio´ adjunto el que seria el diagrama de sequ¨e`ncia
de com cridar una funcio´ de Lua que accepta un para`metre d’entrada i te´
un para`metre de retorn. La variable lua VM e´s un punter a una variable de
tipus luaState(imprescindible per qualsevol crida a funcions de Lua).
Figura 3.37: Diagrama de sequ¨e`ncia de computeFitness
Execucio´ d’una funcio´ de Lua amb un para`metre d’entrada i un de sortida
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Cap´ıtol 4
Ana`lisi
4.1 Feina feta
4.1.1 Implementacio´ del disseny
Un cop acabada l’especificacio´ i el disseny, amb l’intencio´ de poder fer una
demostracio´ i estudiar la viabilitat dels algoritmes gene`tics a l’hora de crear
I.A’s per entorns interactius s’ha procedit a l’implementacio´ total del sistema.
Aixo` ha estat possible gra`cies a una bona planificacio´ del temps i el volum
de feina a fer.
• S’ha comenc¸at fent un esquelet de l’aplicacio´ usant el motor Irrlicht
amb la qual es pogue´s controlar un quadrat per la pantalla mitjanc¸ant
el teclat.
• A continuacio´ s’ha integrat l’aplicacio´ amb el llenguatge de scripting
Lua. S’ha provat de modificar el moviment del quadrat existent a traves
d’un script.
• Un cop enllestides les parts de l’aplicacio´ que depenien de llibreries
externes i comprovades tant el Windows com en Linux, s’ha comenc¸at
amb el desenvolupament del sistema en si. La primera part ha consistit
en afegir els 2 exe`rcits i que es moguessin aleato`riament calculant totes
les col·lisions entre les unitats.
• Un cop hem tingut tots els elements necessaris en pantalla s’ha desen-
volupat tota la gene`tica de les unitats i algunes funcions ba`siques per
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emplenar els arbres de decisio´.
• Un cop acabat l’element principal del projecte, e´s a dir, la I.A, s’han
delegat la logica disponible al llenguatge Lua.
• Amb aquests 2 passos anteriors ja es tenia acabada la part me´s im-
portant del projecte i a partir d’aquest moment s’ha dedicat el temps
en polir l’aplicacio´: afegint sprites i menu´s, millorant el sistema de
col·lisions, donant opcions de pausar el joc i d’activar el mode especta-
dor, poder imprimir per pantalla informacio´ de les unitats seleccionades
i afegir noves funcionalitats a les unitats per que` les poguessin incloure
en el seus arbres de decisio´.
La memo`ria s’ha anat escrivint alhora amb disseny i implementacio´ del
sistema, per no caure en l’error d’haver-la d’escriure sencera al final del desen-
volupament del projecte.
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4.1.2 Funcionalitats de les unitats
Tot i que l’importa`ncia de l’aplicacio´ resideix en el seu disseny i les possibi-
litats que ofereix, cal desenvolupar un mı´nim de funcionalitats, un petit joc,
per poder demostrar com funciona i fer diferents proves. Un dels objectius
era tenir un joc, que suposes un repte pel jugador i que es pogue´s jugar amb
normalitat.
Per a complir tots aquests requisits s’han hagut d’implementar funcions
de la classe smartUnit d’un tipus espec´ıfic. Aquestes so´n les funcions que
seran executades pels nodes dels arbres de decisio´. Un arbre de decisio´ no
serveix per res si no te´ decisions que prendre ni comprovacions que fer.
De manera que s’han creat varies funcions de tots els tipus per poder fer
partides interessants.
Dintre de les comprovacions s’han fet varies funcions per poder comprovar
col·lisions, amb enemics, amics o l´ımits de la pantalla, comparar atributs del
mon, del tanc en qu¨estio´ i de tancs aliens, etc.
Dins de les decisions a prendre s’han implementat accions relacionades
amb el moviment, accions defensives i ofensives i accions de fixacio´ d’objec-
tius.
Com me´s funcions s’implementin me´s rics i variats seran els arbres de
decisio´. Per exemple, amb les funcions de visibilitat i fixar objectius que
s’han implementat es donen situacions com la segu¨ent:
En aquesta imatge es poden visualitzar per cada unitat activa: el seu
camp de visio´, el seu objectiu actual (l´ınia blava), el seu enemic me´s proper
detectat1 (l´ınia vermella) i el seu aliat me´s proper detectat(l´ınia verda). Cada
l´ınia parteix del ve`rtex superior esquerre de la seva unitat origen fins al ve`rtex
inferior dret de la unitat dest´ı. Quan no pot apuntar a alguna unitat s’apunta
a si mateix.
En la imatge es pot veure com el jugador (unitat A) esta sent apuntada
com a objectiu de varies altres unitats. L’unitat B, apunta a D com a unitat
enemiga me´s propera i alhora l’ha establert com al seu objectiu. Com que
no te´ cap unitat aliada al voltant, s’apunta a si mateix com a aliat. De la
mateixa manera F, no ha vist a B, i al no haver-hi altres enemics, s’apunta a
si mateix com a enemic me´s proper. C,D i E alhora han detectat i apunten
1E´s possible que hi tingui enemics me´s a prop, pero` si no els te´ en compte e´s simplement
per que` no han entrat en el seu camp de visio´
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Figura 4.1: Representacio´ gra`fica dels objectius d’una unitat
a B com a enemic me´s proper.
Finalment s’han escrit un total de 35 funcions, que pot ser ampliat en
qualsevol moment per dotar al joc de me´s possibilitats.
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4.1.3 Dibuix dels sprites
Per a l’objectiu de provar l’aplicacio´ desenvolupada, s’han hagut de crear
els sprites mı´nims per una experie`ncia propera a un joc comercial. Aquests
sprites indispensables so´n els tancs de les diferents faccions amb tots els seus
moviments, les opcions del menu´ i el t´ıtol.
Figura 4.2: Sprites dels tancs
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Figura 4.3: Sprite del t´ıtol
Figura 4.4: Sprite del menu
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4.1.4 Proves d’usabilitat
Per a avaluar el correcte funcionament de l’aplicacio´ i me´s espec´ıficament de
la IA dels agents s’han fet diverses execucions en la modalitat espectador, de
manera que no intervingue´s el factor jugador.
Per cada valor parell de la profunditat ma`xima dels arbres de decisio´, de
4 fins a 10, s’han fet 5 execucions, on es deixa avanc¸ar la simulacio´ fins a la
generacio´ 20.
Es fan 5 execucions per cada valor del arbre, per fer una mitjana de les
dades obtingudes, abans d’estudiar-les. E´s tan sols una mesura per dotar a
les dades de me´s fiabilitat.
La simulacio´ d’una sola generacio´ dura entre 2 i 3 minuts, per tant, s’ha
estat executant l’aplicacio´ aproximadament uns 1000 minuts, una mica me´s
de 15 hores.
La variable d’estudi sera` el fitness mig que assoleix un exe`rcit a cada
ronda o generacio´. E´s aquesta variable la que quantifica d’alguna manera, la
capacitat que te´ un exe`rcit per resoldre un problema (en aquest cas, aniquilar
a l’altre), i es podria traduir com l’intel·lige`ncia mitjana d’un exe`rcit sencer.
Inicialment, la tende`ncia a la que arribaven les unitats al cap de poques
generacions era la de disparar indiscriminadament, deixant en segon pla la
planificacio´ del moviment, els objectius i el seu camp de visio´.
Pel que abans d’efectuar les execucions s’ha modificat l’heur´ıstic, afegint
a l’equacio´ la variable punteria. El que es prete´n e´s baixar la puntuacio´ de
les unitats que es dediquen tan sols a disparar i premiar unitats que tan sols
disparin quan la situacio´ sigui favorable.
Finalment els resultats so´n els segu¨ents:
Estudi de les dades
En els segu¨ents gra`fics tenim que en el eix de les X es contabilitzen les
generacions o rondes i en el eix de les Y’s hi tenim el fitness mig. E´s a
dir, del total de les 5 execucions amb la mateixa profunditat ma`xima d’arbre
s’ha calculat la mitjana del fitness dels exe`rcits (que alhora e´s el fitness mig
de les seves unitats) per a cada generacio´.
Per tant si tenim 5 execucions, 2 exe`rcits lluiten entre si en cada execucio´
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i hi ha 24 unitats per exe`rcit, es te´ que a cada generacio´ s’ha fet la mitjana
del fitness de 240 unitats. Pel que es confia que els resultats obtinguts siguin
bastant fiables.
Figura 4.5: Regressio´ de la mitjana del fitness en un arbre de profunditat 4.
Figura 4.6: Regressio´ de la mitjana del fitness en un arbre de profunditat 6.
Un cop obtingudes aquestes dades, s’han calculat les regressions lineal,
logar´ıtmica i exponencial, i en tots els casos ha coincidit que la que me´s
s’ajusta, en forma, i amb la bondat (R2) me´s propera a 1, ha estat la lo-
gar´ıtmica.
Per tant s’han obviat les deme´s regressions.
Els valors d’aquestes bondats, 0’79, 0’63, 0’78, 0’75 , tot i no ser molt
propers a 1 es poden considerar com prou bons, pel tipus de variable que
s’esta avaluant: Una intel·lige`ncia, que ja de per si costa de quantificar, i que
va evolucionant amb creuaments aleatoris de gens que, a me´s, so´n afectats
per un factor de mutacio´.
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Figura 4.7: Regressio´ de la mitjana del fitness en un arbre de profunditat 8.
Figura 4.8: Regressio´ de la mitjana del fitness en un arbre de profunditat 10.
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Amb la variabilitat del que tot aixo` suposa, s’han d’acceptar els valors
de la R2 amb optimisme. Treballant sobre la premissa de que, en condicions
normals, valors de 0,9 cap amunt so´n excel·lents, i indiquen que les dades
s’ajusten molt be a la recta i valors de 0,8 es consideren bons, els valors
obtinguts, quasi tots superiors propers a 0,8 es poden considerar acceptables.
Un cop aclarit aquest punt, es pot afirmar que l’intel·lige`ncia
dels agents augmenta de manera logar´ıtmica a cada generacio´.
De fet, si es miren me´s detalladament les gra`fiques, deixant de banda
les regressions i fixant-se nome´s en el nu´vol de punts, un pot veure la clara
tende`ncia a cre´ixer de forma logar´ıtmica amb petits alt i baixos, que cor-
responen a un mecanisme de proba i error, amb el qual es van seleccionant,
creuant i mutant els gens.
Les davallades, so´n deguts a que el creuament de 2 gens amb un bon fitness
no tenen per que´ necessa`riament generar un gen me´s bo`. Es pot donar el
cas de que la rac¸a degeneri en comptes de millorar. Despre`s, a la segu¨ent
generacio´, aquest gen e´s eliminat i substitu¨ıt per un de millor, moment en el
qual hi ha un nou ascens.
Un altre punt important d’aquest estudi, e´s la diferencia entre les execu-
cions fetes amb diferent valor de profunditat ma`xima dels arbres. Joc ja s’ha
comentat en altres punts d’aquesta memo`ria, el nombre de nodes , i per tant
l’espai en memo`ria, d’un arbre, creix exponencialment amb la profunditat
d’aquest. Tambe´ creix el percentatge de nodes redundants.
En canvi mirant les gra`fiques, veiem que el fitness ma`xim al que s’ha
arribat a les ultimes generacions en els diferents arbres augmenta en molt
poca proporcio´. Cap regressio´ calculada sobre aquestes dades (s’ha usat la
pendent de la regressio´) do´na un resultat satisfactori, ja que so´n molt poques.
En cas de tenir me´s temps s’haguessin provat me´s valors de profunditat
d’arbre per poder estudiar a fons aquesta relacio´, pero` a simple cop d’ull
de les dades disponibles, sembla ser que aquesta variable no augmentara`
de forma exponencial. I encara que la pendent augmentes de forma lineal
o exponencial, al aplicar-se sobre un logaritme, l’increment net del fitness
resultaria lineal o logar´ıtmic.
En conclusio´, no te´ massa sentit augmentar el valor de la pro-
funditat de l’arbre a valors me´s alts dels que ja s’han provat.
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4.2 Problemes trobats
4.2.1 Problemes amb Irrlicht
Un dels primers problemes trobats ha estat la Incapacitat del motor Irrlicht
per fer certes operacions amb els gra`fics en 2 dimensions. E´s ben sabut, que
Irrlicht e´s una eina me´s enfocada en la creacio´ d’entorns en 3 dimensions, i
ha quedat demostrat que no ha prestat massa atencio´ als gra`fics en 2D.
Irrlicht ens permet, pintar qualsevol tipus de primitiva 2D en pantalla,
pero` en canvi no implementa cap dels operadors ba`sics d’aquestes primitives,
com so´n la rotacio´ i l’escalat.
L’aplicacio´ en projectava, necessita poder rotar les imatges dels tancs
(sprites) per tant aixo` suposava un impediment a l’hora de realitzar el pro-
jecte.
Les possibles solucions plantejades han estat les segu¨ents:
• Utilitzar cubs plans (amb altura 0) per simular textures ja que les
primitives 3D si que poden ser rotades. Aquesta sol·lucio´ no s’ha dut
a terme per ser ineficient.
• Utilitzacio´ de llibreries externes que implementen els operadors. S’ha
descobert que existeix una llibreria anomenada Irrlicht Magic Library
que intenta suplir totes les deficie`ncies que te´ irrlicht en el tracte de les
2 dimensions.
El problema d’aquesta llibreria radica en que s’ha implementat fent
crides externes a openGL. Per tant aquesta sol·lucio´ nome´s e´s valida
si s’usa el driver de openGL. Aquesta mesura va clarament en contra
de la filosofia de la plataforma Irrlicht, ja que`, tota aplicacio´ escrita en
irrlicht, al arrancar, permet a l’usuari triar el driver gra`fic a utilitzar.
L’utilitzacio´ d’aquesta llibreria no permetria a l’usuari prendre aquesta
decisio´ ja que` estaria obligat a usar openGL.
• Repintar els sprites, de manera que hi hague´s una imatge per a cada
posicio´ possible. Al final ha estat la solucio´ adoptada. S’ha emprat
aquesta mesura, degut al tamany i nombre redu¨ıt d’sprites necessaris
per crear el joc.
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4.2.2 Problemes de rendiment
Un cop acabada la part de l’engine que permet simular una partida sence-
ra, s’ha donat el cas de que l’aplicacio´ no responia gaire be´ al requeriment
d’eficie`ncia.
Aixo` era degut al motor de col·lisions ja que originalment s’havia estimat
que amb una quantitat tant petita d’unitats no caldria sofisticar massa el
tractament de col·lisions i es podria acceptar un cost computacional quadra`tic
(tots amb tots).
Finalment ha resultat que la xifra de 48 unitats en pantalla col·lisionant
entre elles (i els seus projectils) ha resultat excessiva pel motor.
Per tant l’u´nica sol·lucio´ possible ha estat implementar un sistema de
col·lisions me´s elaborat i eficient. Aquest consistia en dividir el terreny de
joc per zones (una graella amb un nombre de subdivisions variable) i per cada
unitat nome´s comprovar la seva col·lisio´ amb les altres unitats i projectils de
la mateixa zona.
Aixo` ha augmentat sensiblement el rendiment de l’aplicacio´ sol·lucionant
aix´ı el problema d’eficie`ncia.
S’ha passat d’un cost 2n a un cost n ∗m on
m = n/subdivisionsV erticals ∗ subdivisionsHoritzontals
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4.2.3 Problemes amb Lua
Un cop integrat el Lua amb el motor de l’aplicacio´ hem vist que e´s molt
senzill cridar funcions Lua des de C++. El problema ha estat el camı´ invers.
Cridar funcions C++ des de Lua, concretament, cridar me`todes d’una classe.
Per poder fer aquest tipus de crides, cal fer una farregosa exportacio´
manual dels me`todes que es volen cridar des de Lua.
Sol·lucionant aquest problema existeixen 2 llibreries que permeten generar
wrappers. Aquestes so´n Luabind i Swig.
En cas de fer servir Luabind, una llibreria especifica de Lua, cal crear
una interf´ıcie per cada classe que es vulgui exposar a Lua. A me´s e´s molt
probable que tambe´ calgui crear interf´ıcies per les seves classes pare o per les
classes de les seves depende`ncies. Cosa que comportaria bastanta feina.
En el cas de Swig, una llibreria que no e´s especifica de Lua, sino´ que
serveix per fer wrappers de C/C++ a molts altres llenguatges, com Java,
Pyton, Ruby, etc, el proce´s e´s diferent.
El que cal es compilar les classes que es volen cridar des de Lua en una
llibreria externa, que majoritariament nome´s e´s usable per Swig. Un proce´s
bastant tedio´s, que trenca el disseny de l’aplicacio´, i que, cal comentar, molt
pobrement documentat, sobretot el cas de C++ combinat amb Lua.
S’ha considerat que l’aplicacio´ d’alguna d’aquestes 3 sol·lucions, tot i
que seria desitjable, implica massa temps de desenvolupament relatiu a l’im-
porta`ncia del scripting en l’aplicacio´.
Per tant ens conformarem a invocar funcions de Lua desde C++ i deixar
el cas invers com a feina per fer en un futur.
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4.2.4 Problemes generals de la IA
Calen moltes funcions i ben equilibrades per que` una IA creada a l’atzar faci
coses mı´nimament interessants. Queda bastant patent que amb un sortit no
gaire gran de funcions, les unitats es comporten bastant estu´pidament. La
feina que ens estalviem en dissenyar una IA adaptada al problema a resoldre,
es converteix en feina de crear me´s funcions de les que caldrien si es busque´s
un comportament espec´ıfic.
El principal problema derivat d’aquest fet e´s decidir quin nombre de fun-
cions cal fer per tal de no quedar-se curt ni tampoc fer feina innecessa`ria.
Computacionalment el me`tode usat e´s bastant eficient, ja que el cost de
reco´rrer un arbre de N ve`rtex e´s log2N . En canvi el temps de desenvolu-
pament e´s superior al de les IA’s tradicionals usades en els jocs. Aquestes
ultimes, a me´s es podrien escriure en llenguatge d’script.
Cita de Ted Vessenes, programador de la I.A. del Quake 3:
’Writing artificial intelligence is a lot like being a parent. It requires an
unbelievable amount of work. There are utterly frustrating times where your
children (or bots) do completely stupid things and you just can’t figure out
what they were thinking. And there are other times they act brilliantly, and
all the effort feels satisfying and well spent.’
Traduccio´: ’Programar una intel·lige`ncia artificial e´s com tenir un fill.
Requereix una gran quantitat de feina. a vegades e´s molt frustrant, quan els
teus fills es comporten de manera estu´pida i no pots imaginar-te que estan
pensant. D’altres vegades es comporten de manera brillant i aleshores un se
sent satisfet i recompensat per tots els esforc¸os invertits.’
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4.2.5 Problemes estad´ıstics
Es bastant lo`gic pensar que alhora de fer estad´ıstiques sobre la bondat dels
algoritmes gene`tics es poden prendre com a variables d’estudi, la profunditat
dels arbres, la generacio´ que s’esta` executant, el temps d’execucio´ per cada
generacio´, i fins i tot (si esta degudament calculada) la variable de fitness.
Pero` es pot donar el cas de que qualsevol estudi aconsegueixi uns mal
resultats a causa de les funcions que executa l’arbre. Es a dir, poden haver
funcions que realment no aportin res, o que siguin molt similars a altres, en
definitiva, que afectin me´s o menys a la percepcio´ que tenim d’intel·lige`ncia.
Per exemple, una funcio´ podria ser un canvi de sentit, i una altra un ca`lcul
d’un camı´ mı´nim cap a un punt utilitzant l’algoritme de dijkstra. O`bviament
so´n dos funcions d’una complexitat massa diferent.
Per culpa d’aixo`, es pot donar el cas que hi hagi una gran probabilitat de
que, un agent amb un arbre de decisio´ de profunditat de 2 nivells i un bon
conjunt de funcions per executar (com per exemple l’esmentat dijkstra), es
comporti d’una manera me´s interessant que un altre agent (en igualtat en les
deme´s variables) amb un arbre de 10 nivells i un conjunt de funcions diferent
(per exemple, en aquest conjunt hi haurien funcions com el canvi de sentit
que s’ha mencionat abans).
I aquest e´s l’altre problema: com es pot mesurar la intel·ligencia d’un
agent? Amb quines unitats? Amb que s’hauria de comparar? amb la in-
tel·ligencia humana? Ja prou dif´ıcil i ambigu e´s el sistema per mesurar la
l’intel·lige`ncia humana.
El que fa que els resultats estad´ıstics, en quan a intel·lige`ncia, (no pas els
computacionals2) , siguin bastant ambigus.
Per tant cal crear un conjunt de funcions d’un grau de complexitat co-
muna(i dins del possible, qualitat comuna), de tal manera que si s’agafa un
subconjunt A d’aquestes funcions afecti als resultats de la mateixa manera
que si s’hague´s agafat un subconjunt B sense canviar les altres variables.
Respecte al problema de la mesura de l’intel·lige`ncia, aquest es podria
atenuar usant un bon heur´ıstic, que mesuraria com de proper o amb quin grau
d’exactitud ha estat un agent capac¸ de sol·lucionar un problema. Realment
no e´s una forma de mesurar intel·lige`ncia pero` pot servir per a la finalitat
estad´ıstica mencionada.
2Aquests es poden mesurar i interpretar de amb facilitat i amb rigor matema`tica.
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4.2.6 Problemes de redunda`ncia
El principal desavantatge dels arbres de decisio´ respecte a les cadenes de bits
per simular un cromosoma e´s el tema de la redunda`ncia. En una cadena de
bit, simplement cal assignar un segment de bits a una situacio´ concreta, i
accedir-hi per determinar el comportament quan aquesta es do´na. En canvi
en un arbre de decisio´ aixo` no es pot fer.
No es pot assignar un comportament a un node o conjunt de nodes deter-
minats ja que les configuracions dels arbres so´n variables, i per cada conjunt
de nodes d’un arbre es pot referir a una situacio´ en concret.
Per una banda, aixo` do´na molta riquesa al comportament ja que diferents
combinacions de nodes d’un arbre poden tractar diferents situacions i cada
arbre pot tractar uns casos i ignorar-ne uns altres.
Per una altra banda, dins d’un conjunt de nodes que defineixen una situ-
acio´, es pot donar que alguns dels nodes siguin redundants. E´s a dir, si no
existissin el subarbre avaluaria la mateixa situacio´.
Aquest problema es do´na quan , donat un node A, trobem un node B
ide`ntic a A en qualsevol dels 2 subarbres fill de A. A primera vista la solucio´
seria que en cada arbre de decisio´ nome´s hi pogue´s haver 1 node de cada
tipus. Pero` mirant me´s detingudament el problema, aquesta e´s una sol·lucio´
erro`nia ja que` poden haver 2 nodes ide`ntics en 2 subarbres diferents sense
que es dongui aquest problema de redunda`ncia.
Figura 4.9: Nodes redundants i no redundants
Arbre amb nodes redundants a l’esquerra i amb nodes no redundants
a la dreta
Com podem veure a la imatge, tant l’arbre de l’esquerra com el de la
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dreta tenen 2 nodes repetits. Pero` nome´s en un arbre, el de la esquerra,
aquesta repeticio´ resulta en un cas de redunda`ncia.
La diferencia entre els 2 arbres radica en que en el primer arbre els 2
nodes estan en el mateix subarbre, i per tant si s’avalua el node A de me´s
profunditat e´s segur que pre`viament ja s’ha executat el node A dels nivells
superiors.
En canvi en el segon arbre, els nodes repetits so´n nodes germans, o me´s
ben dit, pertanyents a 2 subarbres diferents. E´s a dir si s’executa la branca
en la que hi ha un dels 2 nodes, mai s’executara` l’altra. Per tant, en aquest
cas no e´s dolent que el node estigui repetit.
Una sol·lucio´ proposada consisteix en que en la creacio´ de cada node, al
crear i passar als nodes fills els conjunts de funcions que poden usar, aquests
no continguessin la funcio´ que s’ha assignat al node pare.
Aquesta sol·lucio´ no e´s del tot aplicable, ja que hi ha certes funcions que
accepten para`metres, i depenent d’aquests el seu comportament e´s diferent.
Es a dir, donats 2 nodes que tenint les mateixes funcions serien redun-
dants, si la funcio´ que tenen accepta para`metres i alguns d’aquests para`metres
so´n diferents els nodes deixarien de ser redundants entre si.
Per tant per cada funcio´ que accepti para`metres caldria tenir un control de
les combinacions de para`metres que s’han usat en els seus nodes antecessors,
i aixo` e´s molt poc eficient.
Pel que sembla en aquest cas e´s pitjor el remei que la malaltia.
Per tant anem a calcular les probabilitats que hi ha de que un node sigui
redundant i quina e´s la mitja de nodes redundants que pot haver-hi en un
arbre. Si la quantitat d’aquests e´s petita, simplement ignorarem el problema.
El que es busca e´s el percentatge de nodes redundants que pot arribar a
tenir un arbre.
Aquest ca`lcul e´s el resultat de la segu¨ent divisio´.
percentatge =
nodesRedundants
nodesTotals
La quantitat de nodes totals i redundants en un arbre e´s la segu¨ent:
nodesTotals = 2N+1 − 1
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nodesRedundants =
nodesTotals∑
i=0
ProbabilitatRedundancia(i)
Tenint en compte que el nombre de nodes d’un arbre tambe´ es pot calcular
de la segu¨ent manera:
nodesTotals =
N∑
n=0
2n
on N e´s la profunditat total del arbre.
I la probabilitat de que un node sigui i redundant e´s:
probabilitatRedundancia(i) =
nivell(i)
numTipusNodes
on la variable numTipusNodes e´s la quantitat de tipus de nodes diferents
que poden haver-hi i nivell(i) retorna el nivell en el que es troba el node i.
Com es pot esbrinar fa`cilment, aquesta funcio´ tracta de determinat la
probabilitat de que algun dels seus nodes antecessors sigui un node del seu
mateix tipus.
Amb aquestes dades es pot inferir la segu¨ent equacio´ per als nodes redun-
dants:
modesRedundants =
N∑
n=0
2n ∗ n
numTipusNodes
I finalment, el percentatge de nodes redundants d’un arbre de profunditat
N nivells e´s calcula amb la segu¨ent equacio´:
percentatge =
N∑
n=0
2n∗n
numTipusNodes
2N+1 − 1 =
N∑
n=0
2n ∗ n
numTipusNodes ∗ (2N+1 − 1)
La segu¨ent formula, per si sola no vol dir res, per tant cal aplicar-la sobre
les dades reals de l’aplicacio´ constru¨ıda per obtenir els resultats buscats.
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Tenim un total de 33 tipus de nodes que no accepten para`metres, i 2 tipus
de nodes que accepten 2 para`metres cadascun dels quals no importa l’ordre.
Tenint en compte que, n para`metres es poden col·locar de n!
2!
formes di-
ferents, i tenim 12 para`metres per a cadascuna de les 2 funcions. El nombre
total de nodes diferents e´s:
numTipusNodes = 33 + 2 ∗ 12!
(12− 2)! = 297
Suposem el cas d’un arbre de exactamen 10 nivells, que e´s l’arbre me´s
gran que s’usara` en l’aplicacio´. La variable N valdria 9, ja que el primer
nivell e´s el 0.
S’obtindria que el percentatge de nodes redundants e´s el segu¨ent:
percentatge =
8194
1023 ∗ 297 = 0
′02696 = 2′70%
El resultat e´s que tan sols un 2’7% dels nodes (uns 25 dels 1023
nodes totals) del arbre serien redundants, una xifra que es pot
consderar poc preoucupant, ja que no nome´s e´s molt baixa, sino´
que com me´s petit e´s un arbre, me´s petita e´s aquesta xifra.
Per exemple, un arbre de 8 nivells nome´s tindria un 2’03% de nodes
redundants (5 de 255 nodes). I l’arbre me´s petit que s’usara` per fer probes,
que e´s de 4 nivells, albergaria un percentatge d’un 0’76% de nodes redundants
(no arriba ni a 1 node dels 15 totals).
Per tant, una vegada obtinguts aquests resultats, s’ha decidit no empren-
dre cap accio´ per sol·lucionar el problema de la redunda`ncia.
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4.2.7 Problemes de jugabilitat
E´s trivial pensar que el joc sera` me´s divertit com me´s intel·ligent ( o menys
estu´pida) sigui el comportament de les deme´s unitats. El problema resideix
en que la primera generacio´, contra la que es lluita e´s generada aleato`riament.
I no e´s, fins al cap d’unes generacions, que s’arriba a nivells considerables
com a intel·ligents. Per tant un suposat jugador es troba amb el problema
de que les primeres partides, fins que s’arriba a una generacio´ mitjanament
llesta poden ser bastant fa`cils, i per tant avorrides.
Aquest e´s el gran problema amb el que s’enfronten els jocs que usen
aquestes te`cniques.
Les sol·lucions que es podrien adoptar serien:
• Carregar inicialment una intel·lige`ncia, pre-configurada que aporti un
repte mı´nimament acceptable. Un cop acabada la primera ronda l’evo-
lucio´ partiria d’aquesta primera generacio´.
El problema que hi ha en aquest plantejament, e´s que totes les partides
inicials serien casi ide`ntiques i les evolucions de les generacions podrien
ser sempre molt semblants.
• L’altre sol·lucio seria mostrar al jugador una pantalla de carrega mentre
internament el programa simula N partides contra si mateix. Un cop
carregat el joc, el jugador s’enfrontaria amb un enemic que ja no e´s una
generacio´ 0, sino´ que ja seria una generacio´ N.
Aqu´ı el problema que hi ha e´s el temps de carrega, ja que la partida no
podria comenc¸ar fins que la simulacio´ acabi.
• Finalment s’ha pensat en una altra sol·lucio´. Aquesta consisteix en
predefinir certs comportaments que adoptaran els agents en cas de que
el seu arbre de decisio´ no prengui una decisio´ al respecte. Per exemple,
l’arbre de decisio´ no pren cap decisio´ respecte el moviment d’una unitat,
aquesta pot continuar en l´ınia recta i girar 180 graus en cas de topar
amb el l´ımit de la pantalla. En qualsevol moment, si el seu arbre decid´ıs
que s’ha de moure de manera diferent aix´ı ho faria, ja que les decisions
dels arbres tenen prioritat.
Finalment s’ha adoptat la darrera sol·lucio´ i s’han predefinit alguns com-
portaments. Els me´s significatius son:
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• Inicialment a cada unitat se li assignara` una direccio´ a seguir per de-
fecte. Aquesta sera la que la porti cap al extrem contrari de la pantalla
on ha aparegut.
• Inicialment tota unitat enemiga comenc¸a amb el jugador com a objectiu
principal.
• Si una unitat no ha pres cap decisio´ respecte el moviment, aquesta es
moura` en l´ınea recta i girara` 180o en cas de topar amb un limit de
pantalla.
• En el cas anterior, si te´ un objectiu fixat, en comptes de moure’s en
l´ınia recta, perseguira` al seu objectiu.
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4.3 Feina a fer en un futur
Un cop finalitzat el desenvolupament de l’aplicacio´, s’han detallat certes am-
pliacions que conformarien el camı´ a seguir per a millorar l’aplicacio´.
• Millorar l’integracio´ amb Lua. Poder cridar funcions C++ i aix´ı poder
crear funcions en Lua, que puguin formar part dels arbres de decisio´.
• Millorar els gra`fics, fins i tot es podria fer en 3D.
• Una interf´ıcie basada en finestres per mostrar el codi gene`tic dels agents
al fer clic sobre ells. Ara mateix es fa a la l´ınia de comandes.
• Port per la plataforma MacOsX
• Un mode online on cada jugador estigue´s al comandament d’un dels
exe`rcits.
• Tenir en pantalla me´s de 2 exe`rcits, i que a me´s hi hague´s una configu-
racio´ de funcions disponibles diferent per a cadascun.
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Cap´ıtol 5
Estudi econo`mic
5.1 Cost de l’aplicacio´
A continuacio´ s’exposen els costs del desenvolupament de l’aplicacio´.
Hardware Preu
(Euros)
Computadora PC pel desenvolupament 900,00
Total 900,00
Aquest e´s el preu del pc sencer. Per calcular l’amortitzacio´ del pc durant
el temps de desenvolupament s’haura` de multiplicar el preu pel percentatge
de temps usat (6 mesos) respecte el seu temps de vida u´til (3 anys).
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Software Versio´ Preu
(Euros)
Camtasia Studio 5.0 299,00
Compilador de Latex MiKtex 2.7 0
Editor de Latex TexnixCenter Beta 7.01 0
Irrlicht 1.3.1 0
Lua 5.1.1 0
Microsoft Windows XP Profesional SP2 0
Microsoft Visual Studio C++ Express 2005 2.0.50727 SP1 0
Paint .Net 3.22 0
Rational Rose Enterprise Edition 8.5 0
SVN Tortoise 1.4.6 0
TinyXML 2.5.3 0
Ubuntu Feisty Fawn 7.04 0
VMWare Workstation 6.0.0 189,00
Total 488,00
Igual que el hardware, el preu del software ha de ser multiplicat pel seu
coeficient d’amortitzacio´ (una sisena part).
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5.2 Pressupost
Feina Rol Preu per hora Hores Cost total
(Euros) (Euros)
Direccio´ del projecte Director 50 60 3.000,00
Ana`lisis de requeriments Analista 35 120 4.200,00
Proba de les eines Analista 35 60 2.100,00
Especificacio´ Analista 35 55 1.925,00
Disseny Analista 35 75 2.625,00
Implementacio´ Programador 25 215 5.375,00
Proves Programador 25 80 2.000,00
Documentacio´ Programador 25 60 1.500,00
Disseny gra`fic Artista 20 30 600,00
Total 755 23.325,00
Finalment, despre`s de tots els ca`lculs, a la segu¨ent taula es mostra el cost
definitiu:
Recursos Preu
(Euros)
Hardware 150,00
Software 80,00
Recursos humans 23.325,00
Total 23.555,00
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Cap´ıtol 6
Conclusions
Un cop realitzada la feina de desenvolupament de l’aplicacio´ i les proves, es
pot afirmar que s’han assolit els principals objectius del projecte, que so´n:
la realitzacio´ d’un videojoc sencer amb la majoria dels elements que aquesta
implica, i l’estudi del producte resultant com a medi per analitzar la bondat
dels algoritmes gene`tics en aquest tipus d’aplicacions.
Tambe´ es pot assegurar que s’han complert tots els requisits, tant funci-
onals com no funcionals.
Respecte a la portabilitat, com s’ha comentat en l’apartat de de proves,
s’ha realitzat una compilacio´ i execucio´ de l’aplicacio´ en Linux per poder
assegurar-se de que la plataforma e´s 100% portable.
La separacio´ de l’aplicacio´ en diferents mo`duls ha dotat l’aplicacio´ de
gran flexibilitat, la qual permet, per fer-se una idea, totes les modificacions
del sub-apartat segu¨ent: Possibilitats del sistema.
Un cop acabada la feina de desenvolupament de l’aplicacio´ i les proves,
un pot treure certes conclusions sobre l’utilitat de l’aprenentatge, basat en
algoritmes gene`tics, aplicat als videojocs.
Avantatges dels algoritmes gene`tics per al desenvolupament d’aplicacions
interactives:
• Un cop creades els estructures i procediments ba`sics dels algoritmes
gene`tics, un cost me´s barat de desenvolupament de les funcions que es
volen integrar al sistema, e´s a dir, el nucli de la intel·lige`ncia.
• Evita el tenir que programar comportaments manualment.
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• Redueix el cost de ca`lcul de la CPU. El cost de reco´rrer un arbre binari
de decisio´ de N nodes e´s de log2N
• Substitueix un comportament planejat que a la llarga resulta repetitiu,
per un plantejament que evoluciona amb el coneixement obtingut.
• Dota al joc d’una experie`ncia me´s personalitzada i en reforc¸a la re-
jugabilitat (es a dir, les ganes de tornar a jugar-lo un cop finalitzat i
que la experie`ncia resulti diferent).
• E´s un sistema innovador (dins del marc del mercat dels jocs interactius)
i poc explotat, per tant e´s una bona arma alhora de fer propaganda
d’un joc. En angle`s hi ha un terme que resumeix aixo` perfectament:
Marketing Hype.
• La intel·lige`ncia artificial es va desenvolupant alhora que ho fa el juga-
dor.
• La IA pot acabar captant el model de joc que usa el jugador per a
continuacio´ contrarrestar les estrate`gies usades per aquest.
• Permet un molt senzill ajustament dina`mic de la dificultat.
• En general dota el joc de comportaments me´s variables, robustos, fia-
bles i desafiants de cara al jugador.
A continuacio´, els segu¨ents so´n els desavantatges que s’han trobat, alguns
expliquen el per que` gairebe´ no hi jocs que usin aquestes te`cniques evolutives:
• Durant l’aprenentatge es pot trigar molt en notar un canvi visible de
comportament.
• Deguda a la seva lentitud per aprendre, la I.A. pot arru¨ınar l’expe-
rie`ncia de joc d’un usuari. Sobretot en les partides inicials en les que
la intel·lige`ncia es troba en un estat embrionari.
• Augmenta el cost global de desenvolupament, ja que no nome´s s’han
de crear els comportaments que han de ser gestionats per els algorit-
mes gene`tics, sino´ tambe´ totes les estructures i operacions que aquests
requereixen per funcionar correctament.
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• Tot i que l’execucio´ d’un arbre de decisio´ e´s molt barata computacio-
nalment, els algoritmes gene`tics afegeixen feina extra de computacio´ al
joc, com per exemple, els operands que calen per passar d’una genera-
cio´ a una altre o els temps de carga per simular N generacions abans
d’una partida.
• Requereix programadors amb experie`ncia en aquestes te`cniques, dels
quals no n’hi ha masses.
• El temps de desenvolupament, probes i correccio´ d’errors d’aquest tipus
d’aplicacions e´s molt elevat. Degut a la dificultat de testejar i trobar
errors en els comportaments que es poden arribar a desenvolupar.
• E´s impossible de predir quins comportaments es poden donar.
Moltes vegades, degut a la impredectibilitat d’aquests, costa distingir
si un comportament e´s degut a un error o e´s resultat d’una correcta
evolucio´.
• Un cop la I.A. ha apre´s un comportament erroni, e´s molt dif´ıcil de
corregir.
• La I.A. es pot quedar encallada en la seva ruta per aprendre.
• El comportament no pot ser controlat directament pel dissenyador del
joc.
• Un arbre de decisio´ que necessiti molts nivells, pot provocar problemes
de memo`ria, ja que el nombre de nodes creix exponencialment amb la
profunditat de l’arbre. nNodes = 2Nivell+1 − 1
• Ja han hagut intents fracassats de treure al mercat jocs que usaven
aquestes te`cniques. Per una banda hi ha superproduccions com el Batt-
lecruisser 3000 (que s’ha mencionat en l’apartat d’estudi previ), que
s’anunciava com un joc amb una I.A. revolucionaria i que va ser un
desastre total en ventes.
Per una altra banda, es do´na el cas del Black & White que tot i ser
producte d’un estudi important i amb experie`ncia (Lionhead Studios)
va suposar una gran decepcio´ pels usuaris.
Havent observat les possibles aplicacions per l’aprenentatge mitjanc¸ant
algoritmes gene`tics, i havent vist tambe´ les seves mancances, sembla que hi
ha un gran potencial per l’aplicacio´ de te`cniques d’aprenentatge en el mon
des videojocs si aquestes s’usen amb prude`ncia.
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La majoria dels jocs encara so´n reacis a incloure aquests tipus de te`cniques.
Pero`, tot i el cost de desenvolupament d’aquest tipus de software i els primers
intents fracassats, sembla que l’aprenentatge pot jugar un paper important
per a millorar el potencial dels jocs en les futures generacions.
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6.1 Possibilitats del sistema
Un cop fetes totes les probes i valoracions pre`vies s’ha pensat en possibles
vies d’explotacio´ d’aquest sistema, les quals so´n diverses i molt variades.
Per a cada proposta potser cal redissenyar certs aspectes. En tot cas, a
cada punt es comenten, si so´n rellevants, els canvis pertinents en el disseny.
Algunes de les seves possibilitats so´n les segu¨ents:
• A simple vista es podria pensar en vendre l’aplicacio´ com a joc complet.
Caldria nome´s ajustar l’acabat gra`fic, afegir opcions com guardar pun-
tuacions en un ranking, i ampliar la llista de funcionalitats dels agents
per incrementar l’atractiu estrate`gic i, per tant, jugable del joc.
• Per una altra banda es podria integrar en un joc que ja tingues una IA
pro`pia per millorar-la. Per exemple, un joc d’estrate`gia al estil Com-
mand and Conquer on la I.A. ja existent s’encarregues de les decisions
estrate`giques (construir, enviar X unitats a atacar la posicio´ Y, etc) i la
I.A. que s’ha desenvolupat s’encarregue´s de les decisions ta`ctiques (com
anar fins a Y, quina formacio´ seguir, per on i com atacar la posicio X).
Les unitats que sobrevisquin al atac evolucionarien i aix´ı es tindrien
unitats de diferents graus de veterania.
La idea de la veterania e´s tan sols un exemple, ja que el principal
missatge d’aquest punt de vista e´s el segu¨ent:
Al ser els algoritmes gene`tics un sistema bastant lent pero` potent, ric
i variat, permetre que una I.A. me´s senzilla i directe s’encarregui de la
part principal de la IA, encarregada de que el joc sigui divertit, i deixar
els detalls en mans dels algoritmes gene`tics.
Es una manera de fer destacar un joc gracies a aquests sense permetre
que interrompin el ritme de joc. Moltes vegades la diferencia entre un
joc vulgar i un gran joc esta en els detalls.
• Un altre exemple de com aplicar, la I.A. evolutiva als detalls, en una
proposta semblant a l’anterior, seria tenir un joc amb un conjunt de
I.A. pro`pies, una ta`ctica i una altre estrate`gica, pero` que tambe´ tingues
una tercera IA, basada en la desenvolupada per la practica, que no
comproves totes les situacions possibles, pero` si una gran varietat.
Aquesta I.A. estaria latent fins que es done´s un esdeveniment dels que si
l’afecten, cosa que la despertaria i modificaria el comportament decidit
per la IA principal.
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Per exemple, una unitat d’infanteria te´ l’odre d’atacar una fortificacio´,
i un cop hi arriba rep foc des de una torreta. Si seguis la IA principal, el
soldat atacaria el seu objectiu fins que la torreta l’elimines. En canvi la
IA secundaria, si contemples el cas, podria ordenar-lo retrocedir fins que
tingues reforc¸os acorac¸ats atacant la torreta. Aixo` tambe´ funcionaria
com un sistema de veteran´ıa i li do´na color i realisme al joc.
• Un altre u´s dins del mon dels videojocs e´s l’assiste`ncia a l’hora de
dissenyar i equilibrar unitats en un joc d’estrate`gia.
Es a dir, en un model pedra, paper, tisora, com per exemple l’Starcraft
2, es podria requerir, que, donada una unitat A ja dissenyada, crear
una unitat B que fos el tendo´ d’aquiles de l’unitat A.
No nome´s es podria fer aixo`, sino´ que, assignant costs a cada funcio´
que es pugui penjar de l’arbre de decisio´, tambe´ es podria calcular els
recursos que caldrien per produir una unitat del tipus B.
Introduint el factor recursos a l’equacio´, no nome´s es podria aconseguir
una unitat B que la seva efectivitat contra A fos o`ptima, sino´ que
es podria trobar una unitat que la seva relacio´ efectivitat/preu fos la
millor.
Per exemple es podria dissenyar una unitat B, que per si sola no fos
molt bona contra A, pero` degut al seu redu¨ıt preu, un grup d’unitats
B, amb el mateix cost que una sola del tipus A, fos altament eficac¸
contra aquesta.
Per a poder realitzar aquest ca`lcul del preu, caldria afegir aquest camp
als nodes dels arbres, i al executar-se aquests, s’aniria sumant el preu
dels nodes executats per determinar el preu total de la unitat. L’assig-
nacio´ d’un preu a cada funcio´ que pot ser penjada d’un arbre s’hauria
de fer a ma`.
S’haurien d’afegir tants camps com recursos diferents es volguessin usar
en el joc.
• Computar problemes NP correctament implementats: Donat el cas de
que el motor de la I.A. s’ha implementat independentment del problema
a sol·lucionar, en el cas de la practica, la I.A. d’un videojoc, qualse-
vol altre cerca, degudament implementada i resoluble amb algorismes
gene`tics, pot ser perfectament duta a terme amb l’aplicacio´ objectiu.
• Creacio´ i perfeccionament d’arbres de decisio´ per sistemes experts, o per
qualsevol altre tipus d’aplicacio´: Qualsevol arbre de decisio´ ja existent,
com per exemple, un assistent en la classificacio´ de bolets, pot ser
126
perfectament sotme`s a una evolucio´ mitjanc¸ant els algorismes gene`tics
sempre i quant implementi la interf´ıcie requerida per l’aplicacio´.
Per altra banda caldria una altra classe que ane´s generant problemes i
comprovant com so´n resolts per cada arbre de la poblacio´ per decidir
quin d’aquests so´n aptes. En cas de 2 arbres que responguessin amb el
mateix nombre d’encerts, tindria un fitness me´s alt l’arbre me´s curt.
• Eina educativa: Afegint un sistema de finestres adequat per monitorit-
zar el funcionament intern del programa,aquest podria servir per ins-
truir als estudiants d’informa`tica que cursin alguna assignatura sobre
intel·lige`ncia artificial i estiguin estudiant el funcionament dels algoris-
mes gene`tics. Fins i tot es podria permetre al estudiant, de manera
semblant al AIMA, programar-se els seus propis problemes.
I si es pot aplicar a alumnes d’informa`tica, tambe´ es pot aplicar a
alumnes de biologia que estudi¨ın l’evolucio´ de Darwin.
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Cap´ıtol 7
Anexe
7.1 Instal·lacio´ del sistema
L’instal·lacio´ de l’aplicacio´ final e´s molt senzilla. Nome´s instal·lar 2 llibreries
junt amb l’aplicacio´.
• A Windows simplement cal posar els arxius de les llibreries(lua5.1.lib
i irrlicht.dll) en la mateixa carpeta que l’executable de l’aplicacio´, i ja
ha finalitzat l’instal·lacio´. Tambe´ s’ha usat TinyXML, pero` es tracta
d’una llibreria tan lleugera que s’ha integrat i compilat amb l’aplicacio´,
per tant no cal preocupar-se per ella. Per me´s comoditat, es facilitara`
un arxiu rar per tal de que tan sols calgui descomprimir-lo
• A Linux: Pel Lua cal baixar-se la versio´ 5.1, descomprimir l’arxiu tar.gz,
donar permisos d’execucio´ als arxius de la carpeta SYS-BINDIR i que
tant aquesta carpeta com, SYS-LIBDIR estiguin al path del sistema.
Per Irrlicht, primer cal descomprimir la versio´ 1.3.1. Seguidament, en
una consola o terminal, es va a la carpeta on s’ha descomprimit Irrlicht
i s’executa: cd source/Irrlicht
make
Aixo` compila Irrlicht com una llibreria esta`tica.
Un cop fet aixo`, nome´s cal instal·lar-la amb la comanda: make install
Igual que s’ha comentat per windows, per linux tampoc cal preocupar-
se per instal·lar TinyXML, ja que aquesta es compila junt amb l’apli-
cacio´.
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Despre´s d’aixo` ja es pot fer el make per compilar l’aplicacio´ i executar-
la.
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7.2 Instruccions pel jugador
Un cop s’arranca l’aplicacio´, el primer que fa el sistema e´s demanar quin
driver gra`fic es vol utilitzar. Cal tenir en compte, que el directX no funciona
en Linux.
Un cop seleccionat aquest l’aplicacio´ mostra el menu´ principal del joc.
Figura 7.1: Menu´ principal.
Aquest e´s el menu´ principal amb l’opcio´ Jugar remarcada. Les
opcions no seleccionades es veuen desenfocades.
1. Per comenc¸ar una partida nova cal activar l’opcio´ Jugar del menu´ prin-
cipal. Un cop fet aixo` apareixera` la pantalla de creacio´ de personatge,
on podra` decidir com configurar els atributs f´ısics del tanc jugador
(com armadures, rang de dispar, etc), ja que aquest no es modificat
pels algoritmes gene`tics. Finalitzat aquest proce´s comenc¸a la partida.
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Figura 7.2: Menu´ de configuracio´ del jugador
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Un cop comenc¸a la partida el jugador apareix en la part inferior de
la pantalla en formacio´ amb la resta d’unitats aliades (verdes) i en la
part superior apareixera` l’exe`rcit enemic (marro´). Per moure el jugador
per la pantalla s’usen les tecles ASDW i la barra espaiadora servira` per
disparar en la direccio´ del moviment. Si el jugador rep molts impactes
de bales, aquest mor i automa`ticament perd la partida. Per guanyar
i passar a la segu¨ent ronda, cal eliminar a tots els tancs de l’exe`rcit
enemic.
Per pausar el joc, cal pitjar la tecla P. En la pantalla de pausa es pot
fer un clic amb el ratol´ı al damunt d’un tanc qualsevol per veure les
seves caracter´ıstiques.
2. Per comenc¸ar una partida en mode espectador s’ha d’activar l’opcio´
Mode Espectador del menu´ principal. Des d’aquest mode es visualitza
un combat de la maquina jugant contra si mateixa, en el qual el jugador
no pot intervenir. Pitjant la tecla N es forc¸a el final de la ronda en
curs. Pitjant la barra espaiadora el jugador s’uneix a la partida.
3. Per sortir de l’aplicacio´ nome´s cal pre´mer la tecla ESC o activar l’opcio´
sortir del menu´ principal.
Els diferents tipus d’unitats presents en l’escenari so´n les segu¨ents:
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Figura 7.3: Mapa del comandes del teclat
Figura 7.4: Sprite del jugador, de color blau a`rtic.
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Figura 7.5: Unitat aliada al jugador, amb el t´ıpic verd camuflatge.
Figura 7.6: Unitat enemiga del jugador, de tonalitat dese`rtica.
Figura 7.7: Cada`vers les diferents unitats.
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7.3 I´ndex de funcions executables pels arbres
de decisio´
La segu¨ent llista inclou totes les funcions que poden ser carregades en un
arbre de decisio´, agrupades per tipus.
Funcions consultores amb para`metres:
-Equals. Accepta 2 para`metres i retorna cert si son iguals.
-Greater. Accepta 2 para`metres i retorna cert si el primer e´s me´s gran que
el segon.
Variables (que son els possibles para`metres de les funcions bina-
ries):
-Posicio´ X.
-Posicio´ Y.
-Punt mig de la pantalla en l’eix X.
-Punt mig de la pantalla en l’eix Y.
-Vida actual.
-Vida ma`xima.
-Poder d’atac
-Rang de visibilitat.
-Vida del objectiu.
-Posicio´ X de l’objectiu.
-Posicio´ Y de l’objectiu.
Funcions consultores sense para`metres:
-CollisionNorthBoundary. Comprova si hi ha col·lisio´ amb el l´ımit superior
de la pantalla.
-CollisionSouthBoundary. Comprova si hi ha col·lisio´ amb el l´ımit inferior de
la pantalla.
-CollisionEastBoundary. Comprova si hi ha col·lisio´ amb el l´ımit dret de la
pantalla.
-CollisionWestBoundary. Comprova si hi ha col·lisio´ amb el l´ımit esquerre
de la pantalla.
-CollisionNoneBoundary. Comprova si no hi ha cap col·lisio´ amb els l´ımits
de la pantalla.
-FriendlyCollision. Comprova si hi ha col·lisio´ amb una unitat aliada.
-UnFriendlyCollision. Comprova si hi ha col·lisio´ amb una unitat enemiga.
-NoneCollision. Comprova si no hi ha col·lisio´ amb cap altre tipus d’unitat.
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-HittedByEnemy. Comprova si ha rebut un impacte de projectil enemic des
de l’u´ltim ca`lcul de la I.A.
-EnemyKilled. Comprova si ha eliminat a algun enemic des de l’u´ltim ca`lcul
de la I.A.
-DestinationReached. Comprova si ha arribat a la seva destinacio´ marcada.
-TargetAtRange. Comprova si la unitat objectiu esta` a la vista.
-SelfAtTargetRange. Comprova si esta` a la vista de la unitat objectiu.
-IsTargetFriend. Comprova si l’objectiu e´s una unitat aliada.
-IsTargetEnemy. Comprova si l’objectiu e´s una unitat enemiga.
-EnemyAtSight. Comprova si la unitat marcada com a enemic me´s proper
esta` a la vista.
Funcions terminals (accions):
-Rotate90Right. Rota 90 graus a la dreta.
-Rotate90Left.Rota 90 graus a l’esquerre.
-Rotate180Right. Rota 180 graus a la dreta.
-Rotate180Left. Rota 180 graus a l’esquerre.
-HeadNorth. Dirigeix la unitat cap amunt.
-HeadSouth. Dirigeix la unitat cap avall.
-HeadEast. Dirigeix la unitat cap a la dreta.
-HeadWest. Dirigeix la unitat cap a l’esquerra.
-Stop. Atura tot moviment.
-KeepOn. Reanuda el moviment, si ja s’esta` movent no fa res.
-SetNewDestination. Marca un nou dest´ı en unes coordenades aleato`ries.
-SetNewNorthDestination. Marca un nou dest´ı en unes coordenades ale-
ato`ries, forc¸ant que la coordenada Y dest´ı sigui superior a la actual.
-SetNewSouthDestination. Marca un nou dest´ı en unes coordenades ale-
ato`ries, forc¸ant que la coordenada Y dest´ı sigui inferior a la actual.
-SetNewEastDestination. Marca un nou dest´ı en unes coordenades aleato`ries,
forc¸ant que la coordenada X dest´ı sigui superior a la actual.
-SetNewWestDestination. Marca un nou dest´ı en unes coordenades ale-
ato`ries, forc¸ant que la coordenada X dest´ı sigui inferior a la actual.
-Shoot. Dispara un projectil. Si encara no ha finalitzat l’u´ltim dispar no fa
res.
-TargetNearestEnemy. Marca com a objectiu l’enemic me´s proper detectat.
-TargetNearestAlly. Marca com a objectiu l’aliat me´s proper detectat.
-FollowTarget. Mou la unitat en direccio´ a la unitat objectiu.
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7.4 Glossari
• AIMA: Sigles de Artificial Intelligence: A Modern Approach. Es tracta
d’un paquet d’aplicacions java on venen implementats algorismes com
el Hill Climbing o el Simulated Anhealing.
• Algorisme: Un algorisme e´s un conjunt finit d’instruccions o passos que
serveixen per a executar una tasca o resoldre un problema.
• Avatar : En la religio´ hinduista, un avatar e´s l’encarnacio´ terrestre d’un
de´u, en particular Vishnu´. En el mo´n de l’informa`tica, es tracta d’una
representacio´ gra`fica d’una persona per a la seva identificacio´.
• Backtracking : Algorisme que permet reco´rrer tots els nodes d’un arbre
o graf de manera ordenada. El seu funcionament es basa en anar ex-
pandint cada node que troba, de manera recursiva, recorrent tots els
nodes d’un camı´ concret. Quan ja no queden me´s nodes per visitar
d’aquest camı´, es realitza un pas enrere , que permet que pugui tornar
a comenc¸ar el mateix proce´s amb cadascun dels germans d’un node ja
processat.
• Bug :E´s el resultat d’una fallada durant el proce´s de creacio´ d’un pro-
grama.
• Cerca exhaustiva: E´s una manera trivial pero` efectiva i ampliament
usada de resoldre problemes, que consisteix en enumerar tots els pos-
sibles candidats a ser la sol·lucio´ i comprovar si cada candidat satisfa`
els para`metres de la cerca. E´s una manera de sol·lucionar problemes,
que en espais de sol·lucio´ns grans e´s ineficient tant en temps com en
espai. Per altra banda, si un problema te´ una sol·lucio´ , tard o d’hora
la troba. I si el problema pot tenir varies sol·lucions, troba la o`ptima.
• Debugar : Executar un programa amb l’objectiu de detectar-hi errors
de programacio´.
• Dijkstra, algorisme:Tambe´ conegut com algorisme del camı´ mı´nim. E´s
un algorisme per determinar el camı´ mes curt entre 2 ve`rtex d’un graf
dirigit i amb pesos a cada aresta.
• Driver Programa informa`tic que permet al sistema operatiu interactuar
amb un perife`ric. En el cas d’un driver gra`fic, aquest perife`ric e´s el
dispositiu de sortida de video.
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• Evolucio´ de Darwin: Segons Charles Darwin en qualsevol poblacio´ els
individus so´n diferents entre ells. Els individus d’una poblacio´ tenen
cara`cters que so´n heretables a la descende`ncia. Aix´ı doncs, e´s sobre
aquest conjunt de cara`cters sobre els que opera la seleccio´ natural. Els
individus me´s ben adaptats al seu ambient tindran major descende`ncia
ja que s’adaptaran millor al seu ambient i per tant amb aquell cara`cter
tendira` a fer-se me´s frequ¨ent a cada generacio´.
• Explosio´ combinato`ria: Es do´na quan els nombres augmenten exponen-
cialment, un petit exponent pot produir resultats astrono`mics.
Un exemple famo´s d’explosio´ combinato`ria e´s el conte del Emperador
xine´s i la taula d’escacs. Aquesta explica com un emperador xine`s li
va demanar al seu mestre d’escacs que li demanes el regal que volgue´s
com a pagament de les seves llic¸ons d’escacs. Finalment va accedir de-
manant la quantitat d’arro`s resultant de col·locar un gra en la primera
casella de la taula d’escacs, 2 en la segona, 4 en la tercera, i aix´ı succes-
sivament. L’emperador va quedar astorat al veure que els ca`lculs del
seu mestre d’escacs mostraven que no n’hi hauria prou amb tot l’arro`s
de Xina per complir la seva promesa.
El resultat final resulta ser
∑63
i=0 2
n. Que ve a ser el mateix que 264−1.
El resultat e´s 18,446,744,073,709,551,615 grans d’arro`s, unes 500 vega-
des la produccio´ mundial del any 2000.
• Fitness : E´s una mesura que s’usa per quantificar la bondat d’una
sol·lucio´. En els algoritmes gene`tics serveix per poder classificar els cro-
mosomes i decidir quins so´n els me´s aptes per a la reproduccio´. Ja que
la bondat d’una sol·lucio´ depen molt del problema a resoldre, aquesta
mesura e´s subjectiva i ha de ser calculada (me´s o menys acertadament)
per a cada problema.
• Frame rate: E´s tracta de la mesura de la frequ¨e`ncia a la que un disposi-
tiu produeix imatges senceres consecutivament. El terme´ s’escau forc¸a
be´ en temes com gra`fics per computador, cameras de video o pantalles.
Normalment el frame rate s’expressa en frames per segon (fps) i en els
monitors en Hertz (Hz).
• God game: Joc de construccio´ i gestio´ de recursos en la que el jugador
controla el joc a una molt gran escala. En aquests jocs el jugador
representa una entitat amb poders sobrenaturals, els quals ha de fer
servir per influenciar el seu entorn.
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En aquest tipus de joc el jugador no controla directament als habi-
tants del mon en qu¨estio´ sino´ que afecta al mon de manera que pugui
influenciar a les decisions d’aquests.
• Hardware: E´s la part f´ısica d’un computador.
• I.A.: Sigles de l’expressio´ d’intel·lige`ncia artificial.
• Llibreria esta`tica: Una llibreria esta`tica e´s una llibreria que es copia
al nostre programa quan el compilem. Un cop compilat, la llibreria ja
no serveix per res (nome´s per afegir-la a nous projectes). Es podria
esborrar i el programa continuaria funcionant.
Nome´s es copia aquella part de la llibreria que es fa servir. E´s a dir, si
la llibreria te´ 3 funcions i el nostre programa nome´s en fa servir una,
nome´s es copia aquesta funcio´.
• Log :Registre oficial d’events ocorreguts en l’execucio´ d’un programa.
• Mainstream: Anglicisme que literalment significa corrent principal.
Aplicat al mon de l’industria dels videojocs es refereix als jocs famosos
i coneguts per una gran part dels usuaris. Tambe´ es podrien definir
com a jocs distribu¨ıts de forma massiva per tot el mo´n.
• NP : En complexitat computacional, NP e´s la classe de complexitat que
conte´ els problemes de decisio´ que es poden resoldre amb una ma`quina
de Turing no determinista usant una quantitat de temps de computacio´
polino`mic. Equivalentment, aquest e´s el conjunt de problemes els quals
la seva solucio´ es pot verificar per una ma`quina de Turing determinista
en temps polino`mic.
Figura 7.8: Esquema de np-dificil.
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• NPC : Personatge no jugador, NPC so´n les sigles angleses de non-player
character i es tracta de personatges que apareixen en els jocs amb els
que es pot interactuar, pero` que no so´n controlats pels jugadors ni
tampoc so´n enemics.
• Parsejador : E´s un analitzador sinta`ctic que converteix un text d’en-
trada en altres estructures (generalment arbres), que so´n me´s u´tils per
al posterior ana`lisi i capturen la jerarquia impl´ıcita de l’entrada.
• Partida online: Partida en la que participen diversos jugadors connec-
tats a traves d’internet.
• Path del sistema: Tambe´ conegut com a conjunt de variables d’entorn.
Les variables d’entorn so´n un conjunt de valors dina`mics que normal-
ment afecten al comportament dels processos d’un computador.
• Quad : Primitiva gra`fica que serveix per representar quadrats o rectan-
gles en 2D.
• Screenshot : Una captura de pantalla (o screenshot en angle`s), e´s una
imatge presa per una computadora per registrar els elements visibles
en el monitor o en algun altre dispositiu de sortida visual.
• Script, scripting : Un script e´s un conjunt d’instruccions, generalment
emmagatzemades en un arxiu pla de text, que, per la seva execucio´,
han de ser interpretades l´ınia a l´ınia i en temps real. Es diferencien dels
programes en que aquests u´ltims han de ser convertit a codi executable
(compilar) per poder fer-los co´rrer.
Els scripts poden estar enllac¸ats amb un altre llenguatge de programa-
cio´ per augmentar les funcionalitats d’aquest.
Scripting e´s l’accio´ d’escriure scripts.
• Software:E´s l’equipament lo`gic o programari d’un computador.
• Sprite: Imatge o animacio´, de 2 dimensions, que s’integra en una esce-
nari me´s gran.
• Template:Un template o plantilla e´s un dispositiu que proporciona una
separacio´ entre la forma o estructura i el contingut.
• Trigger : Interruptor. Un fet que quan es do´na, provoca una reaccio´.
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• Videojoc: Un videojoc (o be´ joc de v´ıdeo o joc electro`nic), e´s un joc
que involucra a algu´ la interaccio´ amb un espai d’efectes visuals en
un dispositiu electro`nic amb una pantalla i una se`rie de perife`rics que
permeten la interaccio´.
• Xarxa neuronal : E´s un paradigma d’aprenentatge i processament au-
toma`tic inspirat en la manera en que funciona el sistema nervio´s dels
animals. Es tracta d’un sistema d’interconnexio´ de neurones en una
xarxa que col·labora para produir un est´ımul de sortida.
Figura 7.9: Red neuronal
• Wrapper : La seva traduccio´ literal e´s envoltori. En l’a`mbit de la pro-
gramacio´ es refereix a aquell codi desenvolupat per integrar dues classes
que a priori no poden ser integrades perque` tenen interf´ıcies diferents.
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