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The objective of this paper is three-fold. First, we specify what it means for a fixed point of
a stabilizing distributed system to be a Nash equilibrium. Second, we present methods that
can be used to verify whether or not a given fixed point of a given stabilizing distributed
system is aNash equilibrium. Third,we argue that in a stabilizing distributed system,whose
fixed points are all Nash equilibria, no process has an incentive to perturb its local state,
after the system reaches one fixed point, in order to force the system to reach another fixed
point where the perturbing process achieves a better gain. If the fixed points of a stabilizing
distributed system are all Nash equilibria, then we refer to the system as perturbation-
proof. Otherwise, we refer to the system as perturbation-prone. We identify four natural
classes of perturbation-(proof/prone) systems. We present system examples for three of
these classes of systems, and show that the fourth class is empty.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The main objective of this paper is to argue that Nash equilibria, which were introduced as termination criteria of games
[1], can be used to discouragemalicious perturbations in stabilizing distributed systems. But let us start, from the beginning,
by describing how a Nash equilibrium can be used as a termination criterion for a well-known game called the two-prisoner
dilemma [2].
Consider a ‘‘game" that involves two prisoners: prisoner 0 and prisoner 1. This game ends when each prisoner settles on
one strategy, out of the two possible strategies of ‘‘stay silent" or ‘‘betray other prisoner", that maximizes the value of its
gain function.
Each prisoner i has a variable x.iwhose value, 0 or 1, is assigned as follows:
x.i = 0 if prisoner i selects the ‘‘stay silent" strategy
1 if prisoner i selects the ‘‘betray other prisoner" strategy
The gain function g.i of prisoner i is defined, based on the values of the two variables x.0 and x.1, as follows:
g.i = 1 if x.i = 0 ∧ x.(i+ 1 mod 2) = 0
−1 if x.i = 1 ∧ x.(i+ 1 mod 2) = 1
2 if x.i = 1 ∧ x.(i+ 1 mod 2) = 0
−2 if x.i = 0 ∧ x.(i+ 1 mod 2) = 1
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Thus, the value of the gain function of prisoner i is increased (either from 1 to 2, or from −2 to −1) when the value of
variable x.i is changed from 0 to 1 while the value of the other variable x.(i+ 1 mod 2) remains unchanged. In other words,
the action of prisoner i to select a strategy, out of the two possible strategies, is as follows:
x.i = 0→ x.i := 1
Note that this action of prisoner i can be executed only when its execution is guaranteed to increase the value of the gain
function of prisoner i.
This game of selecting strategies by the two prisoners can start at any global state, for example onewhere x.0 = 0∧x.1 =
0, and then the enabled actions of the two prisoners can be executed, one at a time, until the game reaches the fixed point
where x.0 = 1∧ x.1 = 1 and the game terminates (since neither action can be executed at this fixed point). The fixed point
of this game, of selecting strategies, is a Nash equilibrium.
Thus, a Nash equilibrium of a game is a global state of the gamewhere no player can execute an action to change its local
state and increase the value of its own gain function.
The subject matter of this paper is to discuss the role of Nash equilibria in stabilizing distributed systems, rather than in
games. On the surface, games and stabilizing distributed systems seem similar. On one hand, a game involves several players,
and each player is specified by some local variables, some actions, and a gain function. On the other hand, a stabilizing
distributed system involves several processes, and each process is specified by some local variables, some actions, and a
gain function.
But as one looks deeper, significant differences between games and stabilizing distributed systems become clear:
1. The actions of each player in a game are intended only to increase the value of the gain function of that player, whereas
the actions of each process in a system are intended to perform other functions (e.g. construct a spanning tree, elect a
leader, or reach consensus) and may not always increase the value of the gain function of that process.
2. Each fixed point of a game is a Nash equilibrium, whereas some fixed points of a system may not be Nash equilibria.
Assume for example that a system has a fixed point s such that if a process i perturbs its local state at s, then the system
reaches another fixed point s′ where the value of the gain function of i at s′ is higher than its value at s. In this case, the
fixed point s cannot be considered a Nash equilibrium for this system.
3. The role of Nash equilibria in a game is to signal game termination. By contrast, the role of Nash equilibria in a stabilizing
distributed system is to discourage the systemprocesses frommaliciously perturbing their local states to force the system
into fixed points with higher values of their gain functions.
The notion that each process in a stabilizing distributed system may have a distinct gain function (that the process
seeks to maximize during the system execution) has appeared in the pioneering work of [3,4]. This concept, called selfish
stabilization, allows every process to have actions frommultiple different algorithms. At each step, a process chooses which
algorithm to execute actions from, then chooses and executes an action from this algorithm. The goal of a process is not
just to bring the system to a legitimate configuration, but to a legitimate configuration where its own gain is as high as
possible. Unfortunately, the authors provide mostly negative results, and conclude that it is far from trivial to ‘‘segregate
cooperation from competition’’ — that is, to let the processes cooperate to reach a legitimate configuration, then compete to
improve their individual gain. It seems to be a difficult problem to combine both objectives (stabilization and optimization
of individual gains) while designing a system.
In this paper, we develop and present a different approach to the problem of separating cooperation from competition.
Wenote that there are two classes of events in anydistributed system—action executions and faults. Action executions occur
when a process chooses and executes an action from its action system. Faults are usually taken to occur randomly, and have
random effects on the state of the process where they occur. In order to segregate cooperation and competition, we suggest
the notion of selfish (as opposed to Byzantine) faults, which we call perturbations. In a perturbation, a process changes the
value of its local variables, thereby changing the system state. The action systems of all processes in the system are designed
to ensure stabilization; the selfish actions of processes, by means of which they attempt to increase their individual gain,
are represented by perturbations. The key insight of this paper is, if we assume that the processes causing faults are selfish
(rather than Byzantine), it is possible to design systems that are stabilizing even in the presence of perturbations; if the
system converges to a fixed point such that no process can single-handedly increase its gain by causing a perturbation,
then in the absence of collusion the system will be stable in this state. We define such a state as a Nash equilibrium for the
system.
For convenience, we enumerate the differences between the problems addressed in the current paper and those
addressed in [3,4].
1. In [3,4], the gain function of each process in a stabilizing distributed system is defined at each state (whether stable or
not) of the system. By contrast, in the current paper, the gain function of each process in the system is defined only at
the (stable) fixed points of the system.
2. In [3,4], the actions of each process in the system are intended to increase the value of the gain function of that process.
In the current paper, the actions of each process are only intended to force the system into a fixed point.
M.G. Gouda, H.B. Acharya / Theoretical Computer Science 412 (2011) 4325–4335 4327
3. In [3,4], once the system reaches a fixed point, no process can perturb its local state. In the current paper, once the
system reaches a fixed point, any process can perturb its local state in order to push the system towards another fixed
point, provided that the gain function of the process has a higher value at this new fixed point.
2. Stabilizing systems and Nash equilibria
A distributed system consists of n processes that communicate through their shared memory, as described below. Each
process i in a distributed system, where i is in the range 0 . . . (n−1), has a number of local variables and a number of actions.
Each action of process i is of the following form:
⟨guard⟩ → ⟨statement⟩
where ⟨guard⟩ is a boolean expression over the local variables of process i and the local variables of the neighboring processes
of process i, and ⟨statement⟩ is an assignment statement that reads the local variables of process i and the local variables of
the neighboring processes of process i and writes the local variables of process i.
A local state of process i in a distributed system is defined by a value for each local variable in process i. A global state of
a distributed system is defined by a local state of every process in the distributed system.
A transition of a distributed system is a pair (s, s′)where the following two conditions hold:
1. Both s and s′ are global states of the distributed system.
2. There is an action c in some process in the distributed system such that the guard of c is true when the system is in state
s and executing the statement of the action c when the system is in state s yields the system in state s′.
A global state s of a distributed system is called a fixed point of the system iff the guard of each action in each process in
the system is false when the system is in state s.
A computation of a distributed system is a sequence (s.0, s.1, . . .) where the following three conditions hold:
1. Each of the sequence elements s.0, s.1, . . . is a global state of the distributed system.
2. Each pair of consecutive states (s.j, s.(j+ 1)) in the sequence is a transition of the distributed system.
3. Either the sequence is infinite, or it is finite and its last global state is a fixed point of the system.
A global state s′ is said to be reachable from a global state s iff the distributed system has a computation, where s is the
initial state and s′ is a state in the computation.
A distributed system is called stabilizing iff every computation of the system is finite. (Thus, each computation of a
stabilizing distributed system is guaranteed to end at a fixed point of the system.) The notion of stabilization was first
introduced by Dijkstra [10]. An interested reader can find more results about system stabilization in Gouda [12] and
Dolev [11].
Consider a stabilizing distributed system that has n processes. A gain function g.i for process i in this system is a function
that assigns, to the local state of process i and to the local states of the neighboring processes (of process i) when the system
is in a fixed point s, an integer value called the value of the gain function g.i at the fixed point s.
Note that the value of a gain function is defined only when the system is at a fixed point. Thus, the gain of a process is
not defined, except at fixed points. (This differs from the earlier approach of Ghosh et al. in [4], where the gain of a process
is defined at all states.)
Henceforth we adopt the notation {g.i} to indicate a set of gain functions that contains exactly one gain function g.i for
each process i in the system. Different processes may have different gain functions.
Consider a stabilizing distributed system. Let s be a fixed point of this system, and {g.i} be a set of gain functions for this
system. The fixed point s is called a Nash equilibrium w.r.t. {g.i} iff for every process i in the system and for every global
state s′, that results from perturbing (i.e., changing in any way) the local state of process i starting from state s, the following
condition holds:
• The value of the gain function g.i at some fixed point s′′, reachable from s′, is no more than the value of g.i at the fixed
point s.
Equivalently, the fixed point s is not a Nash equilibrium w.r.t. {g.i} iff there exists a process i in the system, and there
exists a global state s′, that results from perturbing the local state of process i starting from state s, such that the following
condition holds:
• The value of the gain function g.i at every fixed point s′′, reachable from s′, is more than the value of g.i at the fixed
point s.
The significance of a fixed point of a stabilizing distributed system being a Nash equilibrium w.r.t. {g.i} can be explained
as follows. Recall that each computation of the system is guaranteed to end at a fixed point since the system is stabilizing.
Now assume that the system’s computation ends at a fixed point s. If s is a Nash equilibrium w.r.t. {g.i}, then no process i in
the system has an incentive to perturb its local state — any such perturbation may lead the system to a fixed point where
the value of g.i is no more than its value at s. On the other hand, if s is not a Nash equilibrium w.r.t. {g.i}, then at least one
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Fig. 1. A taxonomy.
process i in the system has an incentive to perturb its local state in some way, because this perturbation is guaranteed to
lead the system to a fixed point where the value of g.i is more than its value at s.
In summary, whereas a Nash equilibrium in a game is an indication that no move by a game player is gainful to this
player, a Nash equilibrium in a stabilizing distributed system is an indication that no perturbation of the local state of a
system process is gainful to this process. The common feature is that, in a Nash equilibrium, a player or process does not
have the power to improve its gain if it only has control over its own actions.
3. Perturbation-proof and -prone systems
In the previous section, we have presented a definition of when a fixed point of a stabilizing distributed system is a Nash
equilibrium with respect to a given set {g.i} of gain functions. Utilizing this definition of a Nash equilibrium in a stabilizing
distributed system, we can classify stabilizing distributed systems into the following four classes:
1. Relatively perturbation-proof systems:
A stabilizing distributed system is called relatively perturbation-proof iff there is a set of gain functions {g.i} for this system
such that every fixed point of the system is a Nash equilibrium w.r.t. {g.i}.
2. Relatively perturbation-prone systems:
A stabilizing distributed system is called relatively perturbation-prone iff there is a set of gain functions {g.i} for this system
such that some fixed point of the system is not a Nash equilibrium w.r.t. {g.i}.
3. Absolutely perturbation-proof systems:
A stabilizing distributed system is called absolutely perturbation-proof iff for every set of gain functions {g.i} for this
system, every fixed point of the system is a Nash equilibrium w.r.t. {g.i}.
4. Absolutely perturbation-prone systems:
A stabilizing distributed system is called absolutely perturbation-prone iff for every set of gain functions {g.i} for this
system, there is a fixed point of the system that is not a Nash equilibrium w.r.t. {g.i}.
Note that each absolutely perturbation-proof system is also relatively perturbation-proof. Similarly, each absolutely
perturbation-prone system is also relatively perturbation-prone.
Consider the casewhere the designers of a stabilizing distributed systemwish tomake this system perturbation-proof. In
this case, if the designers can determine the natural set of gain functions for this system, then they should design the system
to be relatively perturbation-proof w.r.t. this set of gain functions. On the other hand, if the designers cannot determine the
one natural set of gain functions for this system, then they should design the system to be absolutely perturbation-proof.
In the next four sections, we give nontrivial examples of systems that are relatively perturbation-proof, relatively
perturbation-prone, and absolutely perturbation-proof. We have chosen example systems which are as similar as possible;
in all our examples, the system is a ring of n processes, numbered 0, 1, . . . , n−1. Each process i in the ring has two neighbors,
i−1 and i+1; note that, throughout the paper, we use i−1 and i+1 to denote (i−1mod n) and (i+1mod n), respectively.
The only state variable of a process is an integer (and is restricted to always have one of three values).
A very surprising result that we discover is that the class of absolutely perturbation prone systems is in fact empty. This
indicates that every stabilizing distributed system is relatively perturbation-proof. From this last fact and from the fact that
every stabilizing distributed system is either relatively perturbation-prone or absolutely perturbation-proof, we obtain the
taxonomy of stabilizing distributed systems shown in Fig. 1.
In fact, seeing as the above classification can be simplified into two classes of systems instead of four, we suggest that in
future work the terms ‘‘perturbation-proof’’ and ‘‘perturbation-prone’’ may be used to mean absolutely perturbation-proof
and relatively perturbation-prone, respectively. All stabilizing systems are relatively perturbation-proof, so they need not
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be given a special name. However, in this paper, we still need to prove the non-existence of absolutely perturbation-prone
systems, so we do not use this simplified nomenclature; we use the full names of all four classes of system for the purpose
of developing our theory.
4. Relatively perturbation-proof systems
In the next theorem, we state a sufficient condition that can be used to verify that a given stabilizing distributed system
is relatively perturbation-proof.
Theorem 1. A stabilizing distributed system that has n processes is relatively perturbation-proof if there is a set {g.i} of gain
functions for this system such that every fixed point s of this system satisfies at least one of the following two conditions:
(a) The gain function g.i has its maximum value at s.
(b) For each global state s′ that results from perturbing the local state of process i at s,
• either s′ is a fixed point where the value of g.i at s′ is no more than its value at s,
• or process i has an action whose execution starting at s′ returns the system to state s.
Proof. We show that, if either (a) or (b) holds, then no perturbation of the local state of process i can guarantee that the
value of the gain function g.i (of process i) will increase. Thus, there is no incentive for any process to perturb its local state
at s, and s is a Nash equilibrium w.r.t. {g.i}.
If (a) holds, then the value of the gain function g.i at any fixed point s′, other than s, cannot be greater than its value at
the fixed point s. Thus, when s is the state of the system, no perturbation of the local state of process iwill increase the value
of g.i.
If (b) holds,then any perturbation of the local state of process i at swill either lead back to s, or lead to another fixed point
s′, where the value of g.i is no more than its value at s. In either case, the perturbation of the local state of process iwill not
increase the value of g.i. 
Next, we provide an example of a relatively perturbation-proof system. Our objective of this exercise is two-fold. First, we
want to show how to use Theorem 1 (above) to verify that a stabilizing distributed system is relatively perturbation-proof.
Second, we want to demonstrate that the class of relatively perturbation-proof systems admits interesting systems.
Consider a ring that has n processes. Each process i has one local variable named c.i that can be regarded as the color
of process i. The value of c.i is taken from the set {0, 1, 2}. A state s of this ring is a fixed point iff every two neighboring
processes have distinct colors at state s.
Process i in this ring is specified as follows:
process i : 0 . . . (n− 1)
variable c.i : 0, 1, 2
begin
i > 0 ∧ c.(i− 1) = c.i → c.i := (c.i+ 1 mod 3)8 i = n− 1 ∧ c.(i+ 1) = c.i → c.i := (c.i+ 1 mod 3)
end
It is straightforward to show that this ring is stabilizing and that the following predicate P holds at each fixed point of
the ring:
P = (For every i, where i is in the range 0 . . . n− 1, c.i ≠ c.(i+ 1))
(Recall that we use i− 1 and i+ 1 to mean (i− 1 mod n) and (i+ 1 mod n) respectively.)
Consider the following set of gain functions for this system:
g.i = 0
In other words, the gain of every process is 0 at every fixed point.
The above set of gain functions may seem trivial, but it is in fact very interesting. Note that, at any fixed point, every gain
function g.i is at its maximum value, i.e., 0. Hence, by part (a) of Theorem 1 above, we conclude that any fixed point is a
Nash equilibrium for this system with respect to the given {g.i}. In other words, the system is relatively perturbation-proof
under this {g.i}.
Note that this proof is completely independent of the systemwe chose. Nomatterwhat systemwe choose, if we set all the
gain functions to be g.i = 0 (or in general g.i = c for any constant c , provided all gain functions are set to the same constant),
all fixed points of the system become Nash equilibria. Thus, all stabilizing systems are relatively perturbation-proof. This is
a very important observation — we will prove it formally in Section 7.
5. Relatively perturbation-prone systems
In the next theorem, we state a sufficient condition that can be used to verify that a given stabilizing distributed system
is relatively perturbation-prone.
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Theorem 2. A stabilizing distributed system that has n processes is relatively perturbation-prone if there is a set {g.i} of gain
functions for this system such that at some fixed point s of this system, there is a process i that satisfies the following condition:
• The system has a second fixed point s′ where s and s′ differ only in the local state of process i and the value of g.i at s is less
than its value at s′.
Proof. Let s and s′ be two fixed points of a stabilizing distributed system whose set of gain functions is {g.i}. Assume that s
and s′ differ only in the local state of process i. Also assume that the value of the gain function g.i (of process i) at state s is
less than its value at state s′. Therefore, if process i perturbs its local state, starting from state s and forcing the system into
state s′, then the value of its gain function g.i is guaranteed to increase. Thus, the fixed point s is not a Nash equilibrium. 
It is interesting to note that the coloring-ring system presented in Section 4 above is also an example of a relatively
perturbation-prone system.Wenowuse Theorem2 (above) to show that the system is indeed relatively perturbation-prone.
Of course, the gain function presented in Section 4 is not suitable for proving that the system is relatively perturbation-
prone, as we have already demonstrated that every fixed point of the system is indeed a Nash equilibrium with respect to
this gain function. Hence, we now specify a new gain function g.i for each process i in the ring:
g.i = 0 if c.i = 0
1. if c.i ≠ 0 and (c.(i− 1) ≠ 0 or c.(i+ 1) ≠ 0)
2. if c.i ≠ 0 and c.(i− 1) = 0 and c.(i+ 1) = 0
We use Theorem 2 to show that some fixed point of this ring is not a Nash equilibrium w.r.t. this set of gain functions.
Consider the following state s of the ring (assuming that n is even):
c.0 = 1 ∧ c.1 = 0 ∧ c.2 = 1 ∧ c.3 = 0 ∧ · · · ∧ c.(n− 2) = 1 ∧ c.(n− 1) = 0
s is clearly a fixed point, as no two neighboring processes have the same color.
To show that s is not a Nash equilibrium w.r.t. {g.i}, it is sufficient, by Theorem 2, to exhibit another fixed point s′ where
s and s′ differ only in the value of exactly one c.i, say c.1, and show that the value of g.1 at s is less than its value at s′. Now
consider the following state s′ of the ring:
c.0 = 1 ∧ c.1 = 2 ∧ c.2 = 1 ∧ c.3 = 0 ∧ · · · ∧ c.(n− 2) = 1 ∧ c.(n− 1) = 0
s′ is also clearly a fixed point, as no two neighboring processes have the same color.
The two fixed points s and s′ differ only in the value of c.1 and the value of g.1 at s is 0, less than its value 1 at s′. This
proves that s is not a Nash equilibrium w.r.t. {g.i}. (Note that, as the value of the gain function g.1 increases from 0 to 1, the
values of each of the two gain functions g.0 and g.2 is decreased from 2 to 1.)
Because some fixed point of this ring is not a Nash equilibrium w.r.t. the set of gain functions {g.i} specified above, the
ring is relatively perturbation-prone.
6. Absolutely perturbation-proof systems
In the next theorem, we state a sufficient condition that can be used to verify that a given stabilizing distributed system
is absolutely perturbation-proof.
Theorem 3. A stabilizing distributed system that has n processes is absolutely perturbation-proof if, for every set {g.i} of gain
functions for this system, every fixed point s of this system satisfies the following condition:
• For each global state s′ that results from perturbing the local state of any process i at s, process i has an action whose execution
starting at s′ returns the system to the fixed point s.
Proof. Let s be a fixed point of a stabilizing distributed system. Assume that for each process i in the system, and for each
global state s′ that results from perturbing the local state of process i at s, process i has an actionwhose execution, starting at
s′, returns the system to s. Therefore, no process i can be guaranteed to increase the value of its gain function by perturbing
its local state at s. As no process has an incentive to perturb its local state at s, s is a Nash equilibrium w.r.t. any set of gain
functions. 
We now give an example of an absolutely perturbation-proof system. While we would like to continue with the same
system that was used as an example in the previous two sections, it should be clear that this is impossible. To see why,
note that a relatively perturbation-prone system, by definition, must have a fixed point that is not a Nash equilibrium w.r.t.
some set of gain functions,whereas an absolutely perturbation-proof systemcannot have such a fixedpoint. In otherwords, a
system is relatively perturbation-prone iff it is not absolutely perturbation-proof. In fact, the set of stabilizing systems can be
partitioned into these two classes. (Similarly, the set of stabilizing systems can be partitioned into absolutely perturbation-
prone and relatively perturbation-proof systems, but the set of absolutely perturbation-prone systems is empty. We will
show this result in Section 7.) Hence, we use a new (but similar) system as an example of an absolutely perturbation-proof
system. We also use Theorem 3 (above) to show that this system is indeed absolutely perturbation-proof.
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Consider a ring that has n processes. Each process i has one local variable named c.i that can be regarded as the color of
process i. In specifying the actions of each process in this ring, we adopt the notation A ≡ B to indicate that the two sets A
and B are equal, and adopt the notation A ⊆ B to indicate that set A is a subset of set B. Process i in this ring is specified as
follows:
process i : 0 . . . (n− 1)
variable c.i : {0, 1, 2}
begin
c.i ≠ 0 ∧ {c.(i− 1), c.(i+ 1)} ≡ {1, 2} → c.i := 08 c.i ≠ 1 ∧ {c.(i− 1), c.(i+ 1)} ≡ {0, 2} → c.i := 18 c.i ≠ 1 ∧ {c.(i− 1), c.(i+ 1)} ≡ {2} → c.i := 18 c.i ≠ 2 ∧ {c.(i− 1), c.(i+ 1)} ⊆ {0, 1} → c.i := 2
end
A ranking function R for this ring can be specified as follows:
R = 3×#({i|c.i = c.(i− 1) ∨ c.i = c.(i+ 1)})
+#({i|c.i = 0})
+#({i|c.i = 1 ∧ c.(i− 1) = 0 ∧ c.(i+ 1) = 0})
It is straightforward to show that each action execution in this ring causes the value of this ranking function R to decrease
by at least 1. (For example, suppose the first action in process 0 is executed starting at a global state where c.(n − 1) = 1
and c.0 = 1 and c.1 = 2. This execution changes the value of c.0 to 0 and causes the value of R to be reduced by at least
4.) The existence of such a ranking function for this system guarantees that the system will eventually reach a global state
where no action can be executed, i.e., a fixed point.
The following predicate P holds at each fixed point of this ring:
P = (∀i,i is in the range 0 . . . (n− 1),
(c.i = 0 ∧ {c.(i− 1), c.(i+ 1)} ≡ {1, 2})∨
(c.i = 1 ∧ {c.(i− 1), c.(i+ 1)} ≡ {0, 2})∨
(c.i = 1 ∧ {c.(i− 1), c.(i+ 1)} ≡ {2})∨
(c.i = 2 ∧ {c.(i− 1), c.(i+ 1)} ⊆ {0, 1}))
Note that when predicate P holds, the value of each c.i is different from the values of c.(i− 1) and c.(i+ 1).
We use Theorem 3 to show that each fixed point of this ring is a Nash equilibriumw.r.t. any set of gain functions. Consider
a fixed point s of this ring where P holds. At s, each c.i has any one of the values 0, 1, or 2. If the value of c.i is 0 at s, and if
this value is perturbed to 1 or 2 yielding the ring in a global state s′, then the first action of process i can be executed at s′ to
return the ring to the fixed point s. Also if the value of c.i is 1 at s, and if this value is perturbed to 0 or 2 yielding the ring in
a global state s′, then either the second or third action of process i can be executed at s′ to return the ring to s. Similarly, if
the value of c.i is 2 at s, and if this value is perturbed to 0 or 1 yielding the ring in a global state s′, then the fourth action of
process i can be executed at s′ to return the ring to s. Thus, by Theorem 3, the fixed point s is a Nash equilibrium w.r.t. any
set of gain functions.
Because each fixed point of this ring is a Nash equilibrium w.r.t. any set of gain functions, we conclude that this ring is
absolutely perturbation-proof.
This system example illustrates a method, implied by Theorem 3, for designing absolutely perturbation-proof systems.
This method can be summarized as follows. To ensure that a stabilizing distributed system is absolutely perturbation-proof,
consider each global state s′ of this system, where s′ differs from a fixed point s of the system only in the local state of process
i, and ensure that process i has an action whose execution starting at s′ yields the system in s.
To conclude the section, we identify an interesting subclass of absolutely perturbation-proof systems.
Theorem 4. Any stabilizing distributed system, that has exactly one fixed point, is absolutely perturbation-proof.
Proof. Consider a stabilizing distributed system that has only one fixed point s. If any process i perturbs its local state at s,
the system (being stabilizing) is guaranteed to stabilize and thus return to state s. Therefore, the value of the gain function
of process i remains unchanged. Thus, no process has an incentive to perturb its local state at s, so s is a Nash equilibrium
w.r.t. any set of gain functions. The system is absolutely perturbation-proof. 
7. Absolutely perturbation-prone systems
In this section, we demonstrate that the class of absolutely perturbation-prone systems is empty.
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Theorem 5. Consider any stabilizing distributed system that has n processes. There is a set of gain functions {g.i} for this system
such that every fixed point of the system is a Nash equilibrium w.r.t. {g.i}. Thus, no stabilizing distributed system is absolutely
perturbation-prone. (In other words, every stabilizing distributed system is relatively perturbation-proof.)
Proof. We define a set of gain functions in which each gain function g.i has the (same) value 0 at every fixed point of the
stabilizing distributed system. From Theorem 1 Part(a), every fixed point of the system is a Nash equilibrium w.r.t. this set
of defined gain functions {g.i}.
Thus, for every stabilizing distributed system there exists at least one set of gain functions {g.i} such that every fixed
point of the system is a Nash equilibrium w.r.t. {g.i}. This implies that every stabilizing distributed system is relatively
perturbation-proof, so the theorem holds. 
8. Global gain and Nash spread
In the previous sections, we study the gain of individual processes by assigning one gain function to each process. In
this section, we discuss the global gain, i.e., the gain of the entire system at a fixed point. There are several measures
for global gain; we use the standard measure, the utilitarian gain, which is the sum of the gain functions of all
players.
The most interesting property of Nash equilibria is that they do not necessarily provide the maximum possible value of
global gain, and are thus in a sense not optimal [1]. This property has been extensively studied, and has been formalized by
Papadimitriou et al. as a measure called the Price of Anarchy (PoA) [5]. If we name the fixed point with the highest global
gain the social optimum, then the Price of Anarchy is the ratio of the global gain at the social optimum to the lowest global
gain possible at a Nash equilibrium.
In addition, we note that a system may have many Nash equilibria with respect to a given set of gain functions, and the
global gain may be different at these different Nash equilibria. Clearly, except in the special case where the social optimum
is a Nash equilibrium, the Price of Anarchy is not a suitable metric to measure how much the global gain varies between
different Nash equilibria for the same system (and with the same set of gain functions). For example, consider two systems
A and B. Both A and B have two Nash equilibria with respect to a given set of gain functions. In A, the global gain at each
equilibrium is 1. In B, the global gains at the two equilibria are 1 and 99. Now suppose the social optimum for both systems
has global gain 100. Then the PoA for both systems is 100. There is no way to differentiate between A, where the global gain
does not vary between different Nash equilibria, and B, where it varies greatly. To formalize this notion, we need to define
a new term, which we name the Nash Spread.
The Nash Spread of a system with respect to a set of gain functions is defined as the difference of the global gain at the
best Nash equilibrium of the system, i.e., the Nash equilibriumwith the greatest global gain, and the global gain at the worst
Nash equilibrium of the system, i.e., the Nash equilibrium with the least global gain.
We now illustrate the Nash Spread in a stabilizing distributed system with an example. For our example, we choose a
widely-studied system, the maximal matching bidirectional ring. In our example, the ring consists of n processes, where n
is a multiple of 6.
Each process i in this ring has two neighbors: process i − 1 and process i + 1. Also, each process i in this ring has only
one local variable named m.i whose value is taken from the set {i − 1, i, i + 1}. When the value of m.i is i − 1 or i + 1, we
say that process i ismatched to process i− 1 or process i+ 1, respectively. When the value ofm.i is i, we say that process i
is not matched. Process i in this ring is specified as follows:
process i : 0 . . . (n− 1)
variablem.i : {i− 1, i, i+ 1}
begin
m.i = i− 1 ∧m.(i− 1) = i− 2→ m.i := i8m.i = i+ 1 ∧m.(i+ 1) = i+ 2→ m.i := i8m.i = i ∧m.(i− 1) = i → m.i := i− 18m.i = i ∧m.(i+ 1) = i → m.i := i+ 18m.i = i ∧m.(i− 1) = i− 1 ∧m.(i+ 1) ≠ i → m.i := i− 18m.i = i ∧m.(i+ 1) = i+ 1 ∧m.(i− 1) ≠ i → m.i := i+ 1
end
To show that this ring is stabilizing, we first specify a ranking function R that assigns to each global state s of the ring a
nonnegative integer. We then establish that for each action execution, that causes the global state of the ring to change from
s to s′, R(s) > R(s′). A ranking function R for this ring can be specified as follows:
R = R.0+ R.1+ · · · + R.(n− 1)
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where each R.i is specified as follows:
R.i = 3 if (m.i = i− 1 ∧m.(i− 1) = i− 2)∨
(m.i = i+ 1 ∧m.(i+ 1) = i+ 2)
2 if (m.i = i)
1 if (m.i = i− 1 ∧m.(i− 1) = i− 1)∨
(m.i = i+ 1 ∧m.(i+ 1) = i+ 1)
0 if (m.i = i− 1 ∧m.(i− 1) = i)∨
(m.i = i+ 1 ∧m.(i+ 1) = i)
• When R.i = 3, process i is said to be deluded. It is paired to a process which is paired with someone else.
• When R.i = 2, process i is said to be single.
• When R.i = 1, process i is said to be kind. It is paired to a process which is single.
• When R.i = 0, process i is said to bemarried. It is paired to a process which is paired to it.
We nowdemonstrate that every one of the six actions in the action system,when executed, reduces the ranking function.
• We consider the first action, wherem.i = i− 1 transitions tom.i = i.
We know thatm.(i− 1) ≠ i for the guard of the action to be true, and as the action has taken place, we know that its
guard was true. Thus, process i− 1 is not affected, and R.(i− 1) does not change.
i transitions from deluded to single, so R.i is reduced by 1.
Ifm.(i+ 1) = i then process i+ 1 transitions from deluded to kind, so R.(i+ 1) is reduced by 2.
Otherwise, R.(i+ 1) is not reduced.
No other processes are affected.
Hence, R is reduced by either 0+ 1+ 0 = 1 or 0+ 1+ 2 = 3.
• The analysis for the second action is similar to that for the first.
• To consider the third action, wherem.i = i transitions tom.i = i− 1.
For this action, we check thatm.(i− 1) = i.
i− 1 transitions from kind to married. R.(i− 1) is reduced by 1.
i transitions from single to married. R.i is reduced by 2.
Ifm.(i+ 1) = i, then i+ 1 transitions from kind to deluded. R.(i+ 1) is increased by 2.
Otherwise, i+ 1 is not affected, so R.(i+ 1) is increased by 0.
No other processes are affected.
Hence, R is reduced by either 1+ 2− 2 = 1, or 1+ 2− 0 = 3.
• The analysis for the fourth action is similar to that for the third.
• To consider the fifth action, wherem.i = i transitions tom.i = i− 1.
For this action, we check thatm.(i− 1) = i− 1.
Process i− 1 was single and remains single. Hence, R.(i− 1) does not change.
i transitions from single to kind. Hence, R.i is reduced by 1.
We check thatm.(i+ 1) ≠ i. So process i+ 1 is not affected, and R.(i+ 1) does not change.
No other processes are affected.
Hence, R is reduced by 0+ 1+ 0 = 1.
• The analysis for the sixth (last) action is similar to that for the fifth.
The following predicate P holds at each fixed point of this ring:
P =(∀i, where i is in the range 0 . . . n− 1,
(m.i = i− 1→ m.(i− 1) = i)∧
(m.i = i+ 1→ m.(i+ 1) = i)∧
(m.i = i → m.(i− 1) = i− 2 ∧m.(i+ 1) = i+ 2))
To see this, note that the guard of each action in the ring is false iff predicate P holds.
The gain function g.i for each process i in this ring is as follows:
g.i =0 ifm.i = i
1 otherwise
We use Theorem 1 to show that each fixed point of this ring is a Nash equilibrium w.r.t. this set of gain functions {g.i}.
Consider a fixed point s of this ring. At s, eachm.i has one of the three values i− 1, i+ 1, or i.
Ifm.i has the value i− 1 or i+ 1 at s, then g.i has its maximum value (i.e., 1) at s, so process i clearly has no incentive to
perturb the value ofm.iwhen the ring is at s.
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Ifm.i has the value i at s, we note that, as s is a fixed point, predicate P holds at s. Asm.i = i, we conclude from predicate
P that (m.(i − 1) = i − 2 ∧ m.(i + 1) = i + 2) at s. If process i perturbs the value of its m.i from i to i − 1, then the first
action in process i can be executed, as its guard becomes true. This will cause the ring to return to s, and the value of g.i to
remain unchanged. Thus, process i has no incentive to perturb the value of m.i from i to i − 1. Similarly, we can argue that
process i has no incentive to perturb the value of m.i from i to i + 1. Therefore, s is a Nash equilibrium w.r.t. {g.i}. (Note
that, as each fixed point of this ring is a Nash equilibrium w.r.t. the set of gain functions {g.i} specified above, this system
is relatively perturbation-proof. This is not surprising, as by Theorem 5, all stabilizing distributed systems are relatively
perturbation-proof.)
We now determine the Nash Spread for this system.
We begin by considering the system as a ring with n nodes which represent the n processes. We now color the n edges of
the ring blue and red. A blue edge connects matched nodes, and a red edge neighboring non-matched nodes. In other words,
nodes i and i+ 1 are connected by a blue edge iffm.i = i+ 1∧m.(i+ 1) = i; otherwise, they are connected by a red edge.
At a fixed point, we have the following invariants:
1. No node has two blue edges incident on it. (This is because a process i cannot bematchedwith both neighboring processes
i− 1 and i+ 1 at the same time.) In other words, there cannot be two neighboring blue edges.
2. There cannot be two neighboring nodes that are matched to themselves. In other words, there cannot be three
neighboring red edges. This is one of the conditions in P:
(m.i = i → m.(i− 1) = i− 2 ∧m.(i+ 1) = i+ 2)
Furthermore, we note that the global gain is equal to the number of processes that are matched to their neighbors,
because these processes have gain 1, and the processes that are matched to themselves have gain 0. As a blue edge in the
ring indicates two processes that are matched to each other, the global gain is twice the number of blue edges. Hence, to
find the global gain at the best Nash equilibrium, it suffices to find the greatest possible number of blue edges in the ring
and double it. Conversely, to find the global gain at the worst Nash equilibrium, we need to find and double the smallest
possible number of blue edges according to the above constraints.
From the first condition above, we note that an upper bound on the number of blue edges is n/2; if we introduce n/2+1
blue edges, by the pigeon-hole principle, we have at least two neighboring blue edges. It is possible to attain this upper
bound and have exactly n/2 blue edges, by simply coloring alternate edges red and blue. (This is the reason why we chose
n to be an even number.) Hence, the global gain at the best Nash equilibrium is 2× n/2 = n.
Similarly, from the second condition above we note that a lower bound on the number of blue edges is n/3. If we have
more than 2n/3 red edges, by the pigeon-hole principle, we have at least one series of three consecutive red edges. (To see
this, partition the ring into n/3 pieces, each of length 3; to accommodate 2n/3+1 red edges, by the pigeon hole principle, we
are forced to make at least one piece have 3 red edges.) Again, this bound can be attained, by coloring edges in the sequence
blue–red–red–blue–red–red ... .(This is the reason why we chose n to be a multiple of 3.) Hence, the global gain at the worst
Nash equilibrium is 2× n/3 = 2n3 .
Therefore, we conclude that the Nash Spread for the above systemwith respect to the given gain function is n− 2n3 = n3 .
It is interesting to observe that this value is linear in the size of the system, and not upper bounded by any constant.
9. Concluding remarks
A stabilizing distributed system is a system that is guaranteed to return to a fixed point every time a ‘‘fault" yields the
system in an arbitrary state that is not a fixed point. Thus, the property of stabilization makes systems recover from the
effects of a large class of faults [6].
Unfortunately, stabilization does not protect a system from state perturbations caused by system processes that prefer
one fixed point over another in accordance with some gain functions for these processes. To ensure that no process in a
system has an incentive to intentionally perturb the system state, the system should be designed such that any perturbation
caused by any process i in the system is not guaranteed to increase the value of the gain function of process i. This can be
accomplished by ensuring that each fixed point of the system is a Nash equilibrium with respect to the given set of gain
functions, one for each process in the system. We refer to a system, where each fixed point is a Nash equilibrium, as a
perturbation-proof system.
In this paper,we identify two classes of perturbation-proof systems: relatively perturbation-proof systems and absolutely
perturbation-proof systems. In a relatively perturbation-proof system, each fixed point is a Nash equilibrium w.r.t. a given
set of gain functions (one for each process in the system). In an absolutely perturbation-proof system, each fixed point is a
Nash equilibrium w.r.t. each possible set of gain functions (one for each process in the system).
Clearly, the concept of a relatively perturbation-proof system is useful when the set of gain functions for the system
processes can be uniquely and completely identified. On the other hand, the concept of an absolutely perturbation-proof
system is useful when there are multiple candidates for the set of gain functions.
The fact that one can design an absolutely perturbation-proof system, as indicated by Theorem3, is themain contribution
of this paper. Theorem 3 suggests that an absolutely perturbation-proof system can be designed as follows:
1. Consider each global state gs that is not a fixed point of the system and where changing the local state of one process i
from ls to ls′ changes the global state of the system from gs to a fixed point gs′.
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2. Ensure that process i has an action that can be executedwhen the global state of the system is gs andwhen the local state
of process i is ls, and ensure that the execution of this action causes the local state of process i to become ls′.
In this paper, we have used a slightly restricted definition of stabilizing systems; we require that every computation of
the system be finite, so every computation of the system causes it to reach a fixed point and stop. We conjecture that this
class of stabilizing systems may be equivalent to the class of silent stabilizing systems. It is clear that, in our model, the only
‘‘legitimate’’ states (where gain functions are defined) are fixed points. In a general self-stabilizing system, thismay not hold;
for instance, a system may cycle through a loop of legitimate states forever and still be self-stabilizing, because it exhibits
closure and convergence. In our future work, we will attempt to develop the theory of Nash equilibria for all self-stabilizing
systems.
It has been suggested recently that the definition of a Nash equilibrium can be extended to make it more relevant to
Computer Science. (See for instance [7–9].) It is interesting to explore how such extensions of Nash equilibrium can impact
the theory outlined in this paper.
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