Abstract-To avoid ecological collapse, we must manage Earth's ecosystems sustainably. Viewed as a control problem, the two central challenges of ecosystem management are to acquire a model of the system that is sufficient to guide good decision making and then optimize the control policy against that model. This paper describes three efforts aimed at addressing the first of these challenges-machine learning methods for modeling ecosystems. The first effort focuses on automated quality control of environmental sensor data. Next, we consider the problem of learning species distribution models from citizen science observational data. Finally, we describe a novel approach to modeling the migration of birds. A major challenge for all of these methods is to scale up to large, spatially-distributed systems.
I. EXTENDED ABSTRACT
The world-wide spread and rapid growth of human populations has resulted in large changes in the functioning of the earth's ecosystems. There has been a huge conversion of land to agricultural production and, consequently, large decreases in the range and size of the populations of many species.
From a control systems perspective, we do not know what these large-scale changes imply for the future trajectory of the Earth system. Are we headed toward a world-wide ecosystem collapse accompanied by the extinction of most or all humans? Or will the Earth shift to a new quasi-stable operating point that can sustainably support 9-10 billion people? What controls should we apply to the system to achieve desirable outcomes?
The central problem is that we lack an accurate model of the dynamics of the earth's ecosystems. Doak et al. [4] document a long list of "ecological surprises"-cases where either an ecosystem behaved in a way that is not understood or where an intervention had major unforeseen consequences. The same lack of models at global scales is also seen at smaller scales. For example, the habitat requirements and population dynamics of most wild bird species are not well-understood. While the populations of many species are declining, some are increasing.
Fortunately, there are two trends that are helping address the lack of models. First, we are in the midst of multiple revolutions in sensing. One revolution is driven by sensing technology: the number, diversity, and capability of sensors is rapidly increasing. Another revolution is driven by the development of citizen science and crowd sourcing where people (and often their smart phones and laptops) collect observational data at a scale that dwarfs what professional scientists could ever collect. The second trend is the rapid development of machine learning algorithms that can fit complex models to the massive amounts of data that are becoming available.
These new data sources raise challenges-both old and new-for machine learning, and this paper describes research on three such challenges:
1) Automated data quality control (QC).
In the past, human data technicians have manually inspected sensor data streams to identify data quality problems (e.g., sensor and communications failures, configuration errors, etc.). However, the number of deployed sensors is rapidly outstripping the ability of people to QC the data. Methods are needed to automate the quality control process.
2) Fitting models to citizen science data. Citizen observers vary tremendously in their expertise. For example, bird watchers may fail to detect a bird species even though it is present at a site. In addition, citizen scientists choose when and where to make their observations-they do not follow a carefully-designed statistical sampling plan. Consequently, their data may exhibit a wide range of sampling biases and errors. Machine learning methods are needed that can compensate for all of these data quality issues.
3) Fitting models of population dynamics to count data. To create models of population dynamics, the ideal form of data collection would be to track each individual in the population so that all interactions (e.g., predation, mating, reproduction, mortality) could be directly observed. However, in virtually all ecosystems, we lack this kind of data. Instead, we often have only (noisy) counts of the number of individuals observed at selected times and places. Can we develop machine learning methods that can fit dynamical models to such data?
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