Abstract The number of strong ground motion recordings available for regression analysis in developing empirical attenuation relationships has rapidly grown in the last 10 years. However, the dearth of strong-motion data from the Cascadia subduction zone has limited this development of relationships for the Cascadia subduction zone megathrust, which can be used in the calculation of design spectra for engineered structures. A stochastic finite-fault ground-motion model has been used to simulate ground motions for moment magnitude (M) 8.0, 8.5, and 9.0 megathrust earthquakes along the Cascadia subduction zone for both rock-and soil-site conditions. The stochastic finite-fault model was validated against the 1985 M 8.0 Michoacan, Mexico, and the 1985 M 8.0 Valpariso, Chile, earthquakes. These two subduction zone megathrust earthquakes were recorded at several rock sites located near the fault rupture. For the Cascadia megathrust earthquakes, three different rupture geometries were used to model the M 8.0, 8.5, and 9.0 events. The geometries only differ in their respective fault lengths. A fault dip of 9Њ to the east with a rupture width of 90 km was selected to represent average properties of the Cascadia subduction zone geometry. A regional crustal damping and velocity model was used with the stochastic finite-fault model simulations. Ground motions were computed for 16 site locations. The parametric uncertainties associated with the variation in source, path, and site effects were included in the development of the ground motions. A functional form was fit to the ground-motion model simulations to develop regionspecific attenuation relationships for the Cascadia megathrust rupture zone for both rock and soil site conditions. The total uncertainty was based on a combination of the modeling and parametric uncertainties (sigmas). These newly developed attenuation relationships for Cascadia subduction zone megathrust earthquakes can be used in both the probabilistic and deterministic seismic-hazard studies for engineering design for the Pacific Northwest.
Introduction
The prediction of strong ground shaking in the Pacific Northwest from a great megathrust (interface) earthquake rupturing the Cascadia subduction zone is hampered by the absence of empirical data. Until recently, the only significant strong-motion data for the region were the recordings of the 1949 surface magnitude (M s ) 7.1 Olympia and the 1965 body-wave magnitude (m b ) 6.5 Seattle-Tacoma intraplate earthquakes and the 1992 moment magnitude (M) 7.2 Cape Mendocino, California, earthquake at the south end of the Cascadia subduction zone. The recent 28 February 2001 M 6.8 Nisqually intraplate earthquake has increased the total number of strong ground motion recordings from the Pacific Northwest region by more than 10-fold. Thus, empirical attenuation relationships (Crouse, 1991; Atkinson, 1997; Youngs et al., 1997) , which have been traditionally used to estimate both deterministic and probabilistic ground-motion hazard in the Pacific Northwest for interface events have, by necessity, been derived from strong-motion recordings from other subduction zones (e.g., Japan, Chile, and Mexico). Furthermore, the largest earthquake in these data is only a M 8.2 earthquake (Crouse, 1991) . Whether these relationships are appropriate for the Pacific Northwest in terms of rupture plane geometry, earthquake stress drops, crustal attenuation (Q), velocity structure, and other source and path parameters is uncertain. The validity of extrapolating these relationships up to M 9, the magnitude of the most recent earthquake in 1700 (Satake et al., 1996) , is also a significant issue, especially for engineering design purposes.
Existing Attenuation Relationships
For the probabilistic National Seismic Hazard Maps (Frankel et al., 1996) , the Youngs et al. (1997) empirical attenuation relationship was the only subduction zone relationship used for the modeling of ground motion from the Cascadia subduction zone megathrust source. Youngs et al. (1997) stated, however, that their relationships are poorly constrained at small distances (Ͻ50 km) because of a lack of data from more than a few earthquakes. To aid in estimating ground motions at these short distances from large subduction events, Youngs et al. (1997) utilized the same stochastic finite-fault model that was used in this study to simulate ground motions for M 7.0, 8.0, and 8.5 megathrust earthquakes. Their simulations predicted higher near-field ground motions than those extrapolated from empirical data. The simulations predicted ground motions that were comparable in amplitude to the ground motions predicted by empirical attenuation relationships for shallow-crustal reverse-faulting earthquakes (e.g., Sadigh et al., 1993) . Thus, for short distances, Youngs et al. (1997) suggested that higher ground motions be considered than those empirically predicted. Based on this recommendation, the 1996 National Hazard Maps also included the Sadigh et al. (1993) empirical attenuation relationship for reverse faulting for modeling ground motions from Cascadia subduction zone interface events.
Estimating ground motions at short distances (Ͻ50 km) for a Cascadia megathrust rupture is important in the Pacific Northwest. Based on a model of megathrust rupture extending halfway into the transition zone of Flück et al. (1997) , horizontal distances from the eastern edge of a Cascadia megathrust rupture to the coast range from zero at Cape Mendocino, California; Cape Blanco, Oregon; and along the western Washington coast to about 40-50 km along the northern Oregon coast . The heavily urbanized areas of Puget Sound region in Washington and the Portland metropolitan region and the Willamette Valley in Oregon are at approximate horizontal distances of 100-160 km from the Cascadia megathrust.
The attenuation relationships of Crouse (1991) , which are appropriate for firm soil conditions, do not differentiate between the ground motions from interface and intraplate earthquakes. This is a significant consideration because it appears that ground motions from these two types of subduction zone earthquakes differ in amplitude for a given magnitude and distance (Youngs et al., 1988 . Atkinson (1997) and Atkinson and Boore (1997) developed attenuation relationships for the Cascadia region, but they did not distinguish among crustal, intraplate, and megathrust events. The Atkinson (1997) relationships are empirically derived, whereas those of Atkinson and Boore (1997) are based on a stochastic point-source numerical ground-motion model.
Because none of the aforementioned empirical attenuation relationships are based on Cascadia megathrust strongmotion records and because they are extrapolated above M 8.2, we have developed a set of attenuation relationships appropriate for megathrust earthquakes from M 8.0 to 9.0 in the Cascadia subduction zone. In seismic-hazard analysis, it is often desired to use multiple attenuation relationships to incorporate the epistemic uncertainty in estimating ground motions. Our relationships provide an alternative approach to empirically based ground-motion estimation. For example, in the development of probabilistic microzonation ground shaking maps for the Portland, Oregon, metropolitan area, ground motions from the Cascadia megathrust were estimated using the Youngs et al. (1997) relationships and the stochastic finite-fault model-based relationship described in this article . The attenuation relationships developed in this study are for 5%-damped, horizontal response spectral acceleration. Because these relationships were originally developed for use in preparing the Portland microzonation hazard maps, the input parameters described subsequently are most appropriate for northwestern Oregon and southwestern Washington. However, we believe they are also applicable to many other areas along the Cascadia subduction zone.
Approach
The computed ground motions used in the attenuation relationships are based on a stochastic finite-fault groundmotion model developed by Silva et al. (1990) . The target earthquake ground motions are modeled as a combination of smaller subevent earthquakes occurring over the target rupture plane. This is the same model used by Youngs et al. (1997) in their development of the empirical attenuation relationship for subduction-zone earthquakes. A revised version of this model is described in detail by Schneider et al. (1993) and Silva et al. (1998) .
This stochastic finite-fault ground-motion model has been used to simulate site-specific ground motions for engineering design for M 8.5-9.0 Cascadia megathrust events in the Pacific Northwest Wong and Silva, 1998) . The advantage of employing finite-fault numerical simulations is that unlike empirical attenuation relationships, which contain an uneven sampling of site and source geometries based on the available strong-motion dataset, finitefault effects such as rupture propagation, directivity, and source-to-site geometry can be systematically accounted for.
For this study the stochastic finite-fault model was used to simulate subduction zone megathrust events of M 8.0, 8.5, and 9.0 on the Cascadia subduction zone. Uncertainties in source, path, and site parameters are included in the computations through parametric variations. Uncertainties in the regression of the simulated data are added to the modeling uncertainty to produce 16th, 50th (median), and 84th percentile attenuation relationships. 
Model Validation
The stochastic finite-fault model has been validated for crustal earthquakes using 15 earthquakes recorded at about 500 sites (W. J. Silva et al., unpublished report, 1997) . For subduction zone earthquakes, the stochastic finite-fault model has been validated using the recorded ground motions from two large subduction zone megathrust earthquakes . The first large subduction earthquake used in the validation of the finite-fault modeling was the 19 September 1985 M 8.0 Michoacan, Mexico, earthquake. The slip model of Mendez and Anderson (1991) was used to model the 5%-damped response spectral accelerations at 14 rock sites. Epicentral distances to the sites ranged from 20 to 400 km, and shortest distances to the rupture surface range from 15 to 250 km. Site-specific kappa values (Humphrey and Anderson, 1993; Silva and Darragh, 1995) were used in the modeling process for each site. A local crustal velocity model and a local crustal damping model of Humphrey and Anderson (1993) were used for the modeling of the Michoacan data. In general the stochastic finite-fault ground motions agree favorably with the recorded ground motions at periods of 0.02 to 10-20 sec. For the four closest sites, the model predicts higher ground motions than were recorded. This type of overprediction of ground motion from megathrust events at short distances has been previously noted by Youngs et al. (1997) . A quantitative measure of the goodness-of-fit will be discussed subsequently for the combined Michoacan and Valpariso earthquakes.
Compared to the Michoacan earthquake, the 3 March 1985 M 8.0 Valpariso, Chile, earthquake has substantially fewer recorded ground motions and less information on the recording stations for the validation of the model. There were six rock strong ground motion stations ranging in rupture distance from 39 to 120 km that were modeled from this earthquake. The slip model of Somerville et al. (1991) was used in the modeling. The Michoacan regional crustal damping model (Humphrey and Anderson, 1993) and the crustal amplification factors of Boore (1986) were used for the Valpariso earthquake because of a lack of an appropriate crustal-damping model for the region. Site-specific kappa values were estimated based on the comparison of response spectral shapes with the spectral shapes for known kappa values (Silva and Darragh, 1995) . The agreement between the recorded ground motions and the model ground motions are similar to the agreement for the Michoacan data.
To provide a quantitative measure of the uncertainties in the ground-motion predictions, a simple goodness-of-fit was performed at each spectral period. The modeling uncertainty is the average at each frequency of the difference of the natural logarithms of the observed ground motions and the model-predicted ground motions. The uncertainty for the combined Michoacan and Valpariso data is shown in the top part of Figure 1 . For frequencies greater than about 1 Hz, the total modeling uncertainty (r ln ) is low, generally below about 0.4. The modeling bias (Abrahamson et al., 1990 ) is shown in the lower plot in Figure 1 for the combined data along with 90% confidence intervals (dotted lines). Above 0.6 Hz, the bias is essentially zero. The negative bias values for longer periods (i.e., frequencies less than about 0.5 Hz) indicate an overprediction of the ground motions by the model compared to the recorded ground motions. The bias-corrected modeling uncertainty (Abrahamson et al., 1990 ) is shown in the top part of Figure 1 as the dashed line. This uncertainty will be included with the parametric regression uncertainty to give a total uncertainty in the attenuation relationship.
Input Parameters
The seismic source, path, and site parameters used in the stochastic finite-fault ground-motion simulations are described in the following sections. Densities from Couch and Riddihough (1989) .
Seismic Source. The rupture planes for the M 8.0, 8.5, and 9.0 events were modeled as being 90 km wide and 150, 450, and 1100 km long, respectively (Fig. 2) . The width of the potential megathrust rupture varies along the length of the subduction zone from approximately 50 km in southern Oregon and the northwest corner of California to about 150 km in the Olympic Peninsula (Hyndman and Wang, 1995; Flück et al., 1997) . The 90-km width is an average value assuming that rupture involves the locked zone and extends halfway into the transition zone of the Flück et al. (1997) model of the Cascadia subduction zone . This width is the same width used in the National Seismic Hazard Map modeling for the Cascadia subduction zone (Frankel et al., 1996) . The extent to which the transition zone is involved in coseismic rupture is highly uncertain, and the validity of the Cascadia subduction zone model of Flück et al. (1995) and its predecessors (e.g., Hyndman et al., 1997) is still being evaluated . The rupture planes were modeled as rectangular areas (Fig. 2) . To define the lengths of the ruptures, the Wells and Coppersmith (1994) empirical relationship between rupture area and magnitude was used. Using an empirical relationship for rupture area and magnitude derived from subduction zone earthquakes (Abe, 1981 (Abe, , 1984 yields very similar earthquake fault areas to that of Wells and Coppersmith (1994) . The rupture planes were modeled as dipping 9Њ to the east, which is an average value for the central portion of the subduction zone. The top of the rupture plane was placed at a depth of 5 km, and the bottom was placed at about 20 km based on the model of Wong and Silva (1998) for northwestern Oregon and southwestern Washington.
For each simulation, a different randomized slip model was used. These models were generated using a scheme that preserves the number and size of asperities given a rupture area to observed slip models from past earthquakes. The amplitude of slip was also varied over the fault plane. This slip generation scheme is based on a suite of actual slip distributions determined from inversions (Abrahamson et al., 1994) . Reverse slip was assumed with a variation in the rake angle of 30Њ.
In addition to randomized slip models, the point of rupture initiation was also randomized, although it was constrained to be located in an area occupying the lower half of the rupture and within 10% from the ends (dashed box in Fig. 2 ). The average of the suite of random hypocenters was selected to be approximately in the center of the north-south extent of the fault plane and three-fourths the width down the fault plane.
Crustal Model and Attenuation. A frequency-dependent Q(f ) relationship for the Cascadia subduction zone region was used in the simulations where
Values of Q o of 380 and g of 0.39 were adopted from Atkinson's (1995) estimate for western Washington and southwestern Canada. The parameter Q o was randomly varied assuming a r ln of 0.40. The parameter g was held fixed at 0.39 in the ground-motion simulations.
A P-wave crustal model was developed in this study based on the models of Trehu et al. (1994) , Cohee et al. (1991) , and Ludwin et al. (1991) . Based on this model, Swave velocities were calculated assuming a Poisson's ratio of 0.25. These models are listed in Table 1 , along with the densities from Couch and Riddihough (1989) .
Site Model. Ground motions for both rock-and soil-site conditions were generated. We assumed that the top 0.3 km of the crustal velocity model (Table 1) for rock-site conditions corresponded to Columbia River basalt (CRB), which occurs throughout a large portion of southwestern and southcentral Washington and northwestern Oregon. The CRB was modeled with an S-wave velocity gradient based on Mabey and Madin (1993) . The 300-m-thick soil profile was developed based on an analysis of geologic borehole profiles in the Portland region for Quaternary alluvium surface soil conditions. The average shear-wave velocities for the rock and soil profiles in the upper 30 m are 363 m/sec and 182 m/sec, respectively. These profiles were randomized for the groundmotion simulations using a correlation model for seismic velocities and layer thicknesses developed by G. Toro (W. J. Silva et al., unpublished report, 1997) . A total low-strain kappa value of 0.04 sec was used for both the rock and soil sites. This base kappa value was also randomized assuming a r ln of 0.30 (Electric Power Research Institute [EPRI], 1993) for the ground-motion simulations.
The top 150 m of both the rock and soil profiles were modeled with nonlinear rock and soil site properties (EPRI, 1993) . The relatively low S-wave velocities (170 m/sec) near the surface for the CRB suggest that this profile will produce ground motions that are similar to shallow soil site conditions, typical of weathered CRB. As a result, high-frequency motions, such as peak acceleration, may be expected to be higher on CRB than stiffer rock-site conditions, all else being equal (EPRI, 1993; W. J. Silva et al., unpublished report, 1999) .
Results
Simulations for M 8.0, 8.5, and 9.0 events were performed at eight sites along each of two east-west profiles (Fig. 2) . One profile was placed at the southern end of the rupture plane, and the other was placed at the center of the rupture plane. Sites along each limb were placed directly along the centerline of the rupture plane (at approximately 45-km distance) and above its eastern edge. The remaining six sites for each limb were placed at horizontal distances of 10, 20, 50, 100, 200, and 500 km (Fig. 2) .
A total of 20 simulations were made for each magnitude, distance, and site location, and the resulting 5%-damped acceleration response spectra were fitted with an attenuation functional form that accommodates magnitudedependent ground-motion saturation and far-field distancedependent fall-off. A weighting scheme was applied to the data from each limb of stations to control the magnitude saturation at short distances, thereby preventing the regression model from predicting lower ground motions for larger magnitude events at the same short distances. If this weighting scheme constraint was not used in the regression procedure, the results based on the simulations of the M 8.5 and 9.0 events would produce lower ground-motion estimates at short distances (i.e., for sites located over the fault plane) than those from the M 8.0 event.
This oversaturation of ground motion is observed in the preferred nonparametric empirical attenuation model of Anderson (1997) for subduction events recorded in the Guerrero array in Mexico. The third model presented by Anderson (1997), which is not significantly different statistically than the preferred model and contains greater smoothing of the data, has magnitude saturation but not oversaturation. Other published attenuation models for both subduction (e.g., Youngs et al., 1997) and crustal (e.g., Abrahamson and Silva, 1997) earthquakes do not have an overstaturation of ground motion. From an engineering design viewpoint, any attenuation model that produces lower ground motions for larger events at the same distances is difficult to justify, given our current understanding of earthquake ground motions. Although limited in the empirical data from large earthquakes at short distances, the Youngs et al. (1997) attenuation relationship, as well as other crustal attenuation relationships (e.g., Abrahamson and Silva, 1997) , were developed with the constraint of ground-motion saturation but not oversaturation.
For the M 9.0 event, the fault length is 1100 km, which means that the two limbs of stations used in the simulations are separated by 550 km. For the limb of stations located at the southern end of the rupture plane, the ground motions tend to be lower in amplitude and longer in duration than for the stations located along the middle limb because of the large separation distance from the southern end of the fault plane to the rest of the rupture plane. This type of variation in ground motions is also observed in large crustal earthquakes (e.g., 1992 Landers, California) due to the propagating rupture along the finite-rupture plane. Hence, for the shorter rupture plane of the M 8.0 (150 km long) event, these effect are not as pronounced. The effect is also reduced as the stations are located further to the east of the rupture plane and the rupture distance increases. Based on these factors and the constraint of the model for staturation and not oversaturation, the modeled ground motions from the two limbs of the M 8.0 event were weighted equally. For the M 8.5 event, weights of 0.7 and 0.3 were assigned to the central and southern limb of stations, respectively, and 0.86 and 0.14 to the M 9.0 event.
The simulation results were fit to a functional form of
where Y is the peak ground-motion parameter, R is closest distance to the rupture plane, and C 1 -C 6 are coefficients fit to the data for rock (Table 2 ) and soil site conditions (Table  3 ). The total uncertainty in the regression results are also listed in Tables 2 and 3 , where these values include the vector sum of the modeling and parametric uncertainty. The regressions were performed out to a period of 5.0 sec. Figure 3 illustrates the range of simulated peak horizontal ground accelerations (PGA) for rock-site conditions Table 3 Coefficients and Standard Errors for Soil-Site Conditions for each site location profile and the best-fitting relationship for M 8.0 and 9.0 events. The M 9.0 simulations show a greater variability in PGA than do the M 8.0 events based on the larger separation distance of the two station limbs relative to the total length of the rupture plane, as discussed previously. The soil ground-motion simulations show the same variation in ground motion with magnitude and site locations.
The median PGA attenuation relationships for M 8.0 and 9.0 are shown on Figure 4 . Due to the magnitude saturation constraint, the attenuation model predicts about 0.5g for both magnitudes at a distance of 10 km for rock-site conditions. This level of magnitude saturation is similar to the magnitude saturation observed in the Youngs et al. (1997) empirical attenuation curves, which are also plotted in Figure 4 for M 8.0 and 9.0. The median Youngs et al. (1997) curves are shown with a hypocentral depth of 16 km, which represents an average depth of rupture initiation used in the generation of the model ground motions. As noted by Youngs et al. (1997) , the simulations exceed the empirical predictions by a factor of approximately 2 at distances less than 50 km. An approach using the equally weighted Youngs et al. (1997) and Sadigh et al. (1997) relationships, as recommended by R. Youngs (Geomatrix Consultants, personal comm., 1999) , would result in PGAs of about 0.5g at 10 km, which is approximately equal to the value predicted by our relationship (Fig. 4) . The simulations exceed the predictions at longer distances. Figure 5 is a plot of the PGA attenuation with rupture distance for soil-site conditions. Also shown are the Youngs et al. (1997) relationships for M 8.0 and 9.0 events. Both relationships predict similar PGA values at distance out to 100-150 km. At greater distances, the current relationship has a slower rate of ground-motion attenuation and consequently predicts larger PGA values. This difference in farfield attenuation can be attributable to the softer soil profile used in our ground-motion simulations when compared to the average soil profiles of the empirical data recorded at Comparisons between the PGA attenuation relationships for both rock and soil from this study and the relationships from the previous finite-fault studies for the Cascadia megathrust indicates a lower rate of attenuation and higher PGA values at longer distances (Fig.  4, 5) . Youngs et al. (1997) used the Cohee et al. (1991) crustal velocity and the Humphrey and Anderson (1993) crustal attenuation model. These differ slightly from the models used in the current ground-motion simulations. Also, in the previous modeling, crustal amplification factors were applied based on the Cohee et al. (1991) velocity model, which has faster velocities than the model used in this study (Table 1) . This faster velocity structure leads to smaller ground-motion amplification than the slower velocity structure model used in the present study. Analysis of subduction zone earthquake strong-motion data recorded on shallow stiff soil sites indicated approximately 50% higher peak accelerations than data recorded on rock sites (Geomatrix Consultants, unpublished report, 1993) .
Median (5%-damped) response spectra for both rock and soil are shown in Figure 6 for a M 8.5 event at rupture distances of 50 and 100 km. The response spectra contain small peaks and valleys because the regression coefficients have not been smoothed. A comparison between the current rock spectra and the predicted rock spectra from the Youngs et al. (1997) attenuation model indicate a similar spectral shape, with our model predicting higher ground-motion values (Fig. 7) . Our model for soil-site conditions has a spectral peak at a longer spectral period (i.e., 0.7 sec) than either the Youngs et al. (1997) or Crouse (1991) attenuation models. This is an expected result based on the relatively soft soil profile used in the ground-motion simulations.
