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Abstract
This thesis presents investigations into the nature, properties and distribution of
defects in diamond grown by the methods of chemical vapour deposition (CVD)
and high pressure, high temperature (HPHT) synthesis. The experimental tech-
niques used include electron paramagnetic resonance, optical absorption, cathodo-
luminescence, photoluminescence and secondary ion mass spectroscopy (SIMS).
The optical spin polarisation of the neutral silicon vacancy defect (SiV0) was
shown to be strongly enhanced by resonant excitation at the zero-phonon energy,
although there was significant sample to sample variation in the magnitude. The
spin polarisation mechanism is different to that observed for the negatively charged
nitrogen vacancy defect in diamond and more than one mechanism may be gener-
ating spin polarisation. The spin-lattice relaxation time (T1) of the SiV0 ground
state was found to change by six orders of magnitude between room temperature
and 11 K, where T1 exceeded 25 seconds. At room temperature the achievable op-
tical ground state spin polarisation is limited by the rapid spin-lattice relaxation.
Irradiation and annealing studies of silicon doped CVD diamond samples showed
that the silicon vacancy concentration can be increased by irradiation and anneal-
ing. However, the same processing conditions can also reduce the concentration
of grown-in silicon vacancy defects. This work suggests that the relative incorpo-
ration efficiency of silicon in different forms in homoepitaxial CVD diamond may
depend on the orientation of the substrate, and that the details of post growth
silicon vacancy defect production, especially in boron doped diamond, are not yet
well understood.
HPHT samples in which the 13C isotopic abundance had been increased up to
approximately 10% were studied. The variation of the abundance of 13C with
distance from the seed was studied using Raman spectroscopy and SIMS, and
the nitrogen incorporation by infrared microscopy. Possible explanations of the
variations in both are discussed.
The incorporation of point and extended defects into diamond grown by hetero-
epitaxial CVD was studied in a nitrogen doped sample and another grown with
efforts to exclude nitrogen. The samples were highly birefringent when observed
through cross-polarisers and exhibited strong dislocation related photolumines-
cence, suggesting significant concentrations of dislocations and dislocation bun-
dles. The nitrogen doped heteroepitaxial CVD sample contained point defects in
relative concentrations typically observed in nitrogen doped homoepitaxial CVD
diamond; the total nitrogen impurity concentration exceeded 2,000 ppb, whereas
in the intrinsic heteroepitaxial CVD sample it was less than a few ppb. Both
samples contained a significant concentration of silicon vacancy defects and the
photoluminescence spectra indicated that the point defects were subject to signif-
icant strain arising from both extended and point defects.
xxi
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Kate Bush
Chapter 1
Introduction
First discovered alluvially in India, diamond is a material which has attracted
interest since early human history due to its unique properties [1]. These include
the brilliance or ‘fire’ which is created by the materials high refractive index and
dispersion. Diamonds have also found uses due to their extreme hardness, in
fact the name comes from the Greek word ‘adamas’ which means unbreakable [2].
They were traditionally used as a cutting tool of glass and other materials [3].
As a result of their size and value they have attracted much violence throughout
history [2].
Modern applications for diamonds are manifold. These include drill bits for oil
drilling, use as an abrasive, dielectric windows, heat sinks and lasing media [4, 5, 6].
Various applications utilising specific defect centres in diamond have also been in-
vestigated such as single photon sources [7], quantum bits and nano-magnetometry
[8, 9].
1.1 Structure and Properties
Carbon is a tetravalent atom which can bond to form many different structures.
The ground state orbital electron configuration is 1s22s22p2, but this undergoes
hybridisation to bond in different ways. Carbon can form diamond and graphite.
Single layers of graphite are called graphene and can form fullerenes and carbon
nanotubes. Carbon allotropes have many different unique and useful properties.
1
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Figure 1.1: Diamond unit cell showing two intersecting face-centred cubic lattices.
One starting at (0, 0, 0) and one at
(
1
4 ,
1
4 ,
1
4
)
.
Graphite is the phase which is most stable at room temperature and pressure.
However diamond is a long lived metastable state due to the large energy barrier
between it and graphite.
Graphite is made up of layers in which each carbon atom is covalently bonded to
three other atoms in sp2-hybridised orbitals. This leaves one delocalised electron,
from each carbon atom, which can move in the space between the layers. Graphite
is an electrical conductor in this plane. The layers are held together by weak van
der Waals forces.
The carbon atoms in diamond are covalently bonded to four others by sp3-hybridised
orbitals [10]. All the outer shell electrons are occupied by bonding so impurity-free
diamond does not conduct electricity. This bonding forms a tetrahedral structure.
The lattice is made up of two face-centred cubic structures with an atom at (0, 0, 0)
and
(
1
4 ,
1
4 ,
1
4
)
for each intersecting unit cell, as shown in figure 1.1. The bonding is
rigid and the bond length is short, 1.5 A˚ [11], resulting in a dense structure. For
graphite, density is 2.3 g/cm3 compared to 3.5 g/cm3 for diamond.
This chemical structure results in a material with an exceptional array of proper-
ties. Diamond has the highest hardness of any natural material and is extremely
hard wearing [12]. It is very chemically stable so can be used in harsh environ-
ments or in biological environments [10]. It is optically transparent to a large
range of wavelengths.
Diamond has a large band gap and when doped can create an n-type or p-type
semiconductor and can be used for making semiconductor devices [13]. However,
due to the dense lattice, solubility of impurities can be very low, depending on
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the atomic size mismatch. Doping has successfully been performed with phos-
phorus for n-type and boron for p-type. The donor/acceptor levels are deeper
than for other semiconductor systems which means that, at room temperature,
few are ionised [14]. Diamond also has a number of superior electronic properties
compared to other materials; some of which are shown in table 1.1.
Silicon SiC GaN Diamond
Bandgap (eV) 1.1 3.2 3.4 5.5
Breakdown Field (MVcm−1) 0.3 3 5 20
Electron Mobility (cm2V−1s−1) 1450 900 440 4500
Hole Mobility (cm2V−1s−1) 480 120 200 3800
Thermal Conductivity (Wcm−1K−1) 1.5 5 1.3 24
Table 1.1: Properties of different semiconductors compared to diamond. Table
from reference [15].
Diamond has a much higher breakdown field than other semiconductor materials
so can withstand higher electric fields and insulate across very thin layers, reduc-
ing device size and price. Diamond has higher electron and hole mobility than
alternatives so is useful for high frequency devices. The high thermal conduc-
tivity means that diamond devices can dissipate heat more efficiently than other
semiconductors and are more easily cooled, so can improve thermal performance
[16, 17]. New methods for fabricating diamonds mean cheaper devices can be
made and with chemical vapour deposition (CVD) thinner devices can also be
produced [17].
1.2 Diamond Types
A perfect diamond lattice is made up of solely carbon atoms tetrahedrally bonded.
Defects can interrupt this lattice and may be classified as point defects or as ex-
tended defects. Extended defects include dislocations, vacancy clusters and in-
clusion clusters. Point defects are impurities, self-interstitials or vacancies. The
colour of the diamond depends on the defects present which create energy lev-
els in the band gap and absorb wavelengths of light in the visible spectrum. A
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famous example of this is the Hope Diamond which is blue because of the high
concentration of boron atoms.
Type I
more than 1 ppm nitrogen
Type Ia 98% of natural diamonds
Type IaA nitrogen atoms in pairs, colourless
Type IaB nitrogen aggregates, yellow
Type Ib single nitrogen, yellow
Type II
less than 1 ppm nitrogen
or boron > nitrogen conc.
Type IIa few impurities, colourless
Type IIb boron, p-type semiconductors, blue
Table 1.2: The classification of diamond into different types depending on quantity
and concentration impurities present.
Diamonds are classified into types by the presence and form of the impurities
nitrogen and boron. This is shown in table 1.2. Diamond are formally classified
using infra-red absorption to measure the impurities present [18]. Type I diamonds
contain more than 1 ppm nitrogen [19]. This type can be split into Ia and Ib and
further split into IaA and IaB. Type Ia diamonds are those which contain nitrogen
which has aggregated [20]. Most natural diamonds fall into this Ia category as
nitrogen tends to aggregate over geological time scales [21]. Some exhibit regions
of IaA and IaB. In type IaA nitrogen atoms are in pairs, this does not cause
absorption in the visible spectrum. Type IaB diamonds have larger aggregates
of nitrogen and these can absorb visible light, creating either a yellow or brown
diamond, depending upon the aggregation state. Type Ib contain single substi-
tutional nitrogen [19]. Diamonds made by the high temperature high pressure
(HPHT) method usually fall into this category. Progress is being made reducing
the nitrogen contamination in HPHT so this method can be used to make type
II also. Type II diamonds contain less than 1 ppm of nitrogen. Type IIa contain
few impurities and undoped CVD diamonds are usually of this type. They may
be colourless or may have some plastic deformation which creates a colour but
this can be removed by HPHT processing. Type IIb diamonds contain a larger
boron concentration than nitrogen concentration and can often be blue [22]. As
mentioned previously boron doping can create a p-type semiconductor and testing
this was an early method of defining the type.
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1.3 Motivation for Study
Defect centres in diamond are utilised in a number of important applications such
as single photon emission, magnetic field and temperature sensing and quantum
bits. Currently the nitrogen vacancy centre is the most highly researched defect
centre, but in this work the silicon vacancy centre is investigated as it has prop-
erties which contrast to the nitrogen vacancy and may be useful for some appli-
cations. The motivation behind the first and last experimental chapters (Chapter
5 and Chapter 8) of this thesis is to investigate the creation and properties of
this centre; both in the negative and neutral charge state. Creating specific con-
centrations of the chosen defect is key to viability for these applications in the
future. A variation of the protocol used for creating nitrogen vacancy centres was
implemented for silicon vacancy and the result of this in two different diamonds
was tested. The method of quantification was Electron Paramagnetic Resonance.
This technique was also used to further investigate the centres created. The silicon
vacancy centre exhibits electron spin polarisation of the ground state, a property
required for magnetic field and temperature sensing. This property was investi-
gated to understand the energy level polarisation mechanism. In order to interpret
the defect behaviour the energy levels must be understood. The relaxation be-
haviour at different temperatures was measured to discern the electronic structure.
The second experimental chapter (Chapter 6) discusses four samples made by
HPHT. The motivation for investigating this is both to understand the HPHT
process but also to investigate the potential for using this method for fabrication
of isotopically enriched diamonds. Diamonds which are isotopically pure 12C or
13C have useful applications such as heat spreaders and stress anvils [23].
A new method of making single crystal CVD diamonds is to use a lattice matched
silicon wafer as the substrate. Two single crystal diamonds made using this method
are the subject of the penultimate experimental chapter (Chapter 7). This method
has potential for diamond based devices and heat spreaders as thin layers with
large surface areas can be fabricated, potentially at a reduced cost. In this chapter
the differences between these two samples and samples made by homoepitaxial
CVD are investigated to understand any potential drawbacks and differences of
the new method.
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1.4 Thesis Outline
The outline of the thesis is presented below.
Chapter 2 presents the background literature which underpins the rest of the
thesis. It includes a discussion on the formation of diamond. Defects in
diamond are also described as are the applications which utilise their different
properties.
Chapter 3 discusses the theory behind the technique of both pulsed and con-
tinuous wave Electron Paramagnetic Resonance. This is followed by the
theory of the other techniques employed including optical absorption, pho-
toluminescence and cathodoluminescence and finally Secondary Ion Mass
Spectroscopy.
Chapter 4 describes the experimental techniques used including the equipment
and methods. This again includes both pulsed and continuous wave Electron
Paramagnetic Resonance, absorption, photoluminescence and cathodolumi-
nescence and finally Secondary Ion Mass Spectroscopy.
Chapter 5 explores the relaxation rates and electron spin polarisation behaviour
of two different samples containing silicon vacancies and one sample contain-
ing nitrogen vacancies. This was performed using Electron Paramagnetic
Resonance. The samples are investigated using photoluminescence to un-
derstand their differing behaviour.
Chapter 6 examines results from a suite of high pressure high temperature di-
amonds with varying ratios of 12C and 13C isotopes. The uniformity of the
isotope ratio across each sample was investigated using a variety of tech-
niques to understand the high pressure high temperature doping process.
Chapter 7 presents results from two diamonds which were grown by heteroepi-
taxial chemical vapour deposition on a silicon wafer. A number of different
techniques were used to study these samples to understand the differences
between them and homoepitaxial chemical vapour deposition diamonds.
Chapter 8 presents results from an investigation into irradiation and annealing
of silicon doped diamond. Two different samples were studied and their
different behaviour is discussed.
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1.5 Samples
The samples which are used throughout the thesis are presented in table 1.3.
Sample Reference Synthesis Method
NL636-01 HPHT
NL636-02 HPHT
NL636-03 HPHT
NL636-04 HPHT
Sample 5 CVD
Sample 6 CVD
Sample 7 CVD
Sample 8 CVD
Sample 9 CVD
Sample 10 HPHT
Sample 11 CVD
Sample 12 CVD
Sample 12 CVD
Sample 13 CVD
Sample 14 CVD
Reference sample HPHT
Intrinsic Heteroepitaxial CVD
Nitrogen doped Heteroepitaxial CVD
Table 1.3: Reference table for sample growth methods.
Chapter 2
Diamond Literature Review
2.1 Introduction
In this chapter the relevant background literature will be presented. This includes
a review of different methods for obtaining diamonds, a discussion of the defects
which may be present and finally novel uses for these defects.
2.2 Synthesis Methods
Diamond is an allotrope of carbon made up of tetrahedrally bonded carbon atoms.
It has a rigid structure due to covalent bonding between the atoms. The phase
diagram for carbon can be seen in figure 2.1. As can be seen from the diagram, it
is graphite, not diamond, that is thermodynamically stable at room pressure and
temperature. However, as the energy barrier for conversion between diamond and
graphite is large, diamond is a long lived metastable state.
Diamonds form naturally under the Earth’s surface under certain pressures and
temperatures. Industrial methods of creating diamonds include high pressure high
temperature (HPHT) synthesis and chemical vapour deposition (CVD) both of
which reliably produce high quality diamonds and can be selectively doped. Ni-
trogen is likely to be present in most manufactured diamonds due to incorporation
of atmospheric nitrogen in HPHT and impurities in starting gases and chamber
leaks in CVD, additionally nitrogen can be added intentionally to speed up growth.
Silicon is often present in CVD diamonds due to unintentional contamination from
8
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Figure 2.1: Carbon phase diagram, showing the regions in which HPHT, shock
wave synthesis and CVD growth occur. Note: CVD area is not to scale. Image
recreated from [24].
the silica reaction chamber.
2.2.1 Natural Diamonds
Natural diamonds grow 140 to 170 km below the Earth’s crust in the mantle. The
established theory is that they may take billions of years to form and may have
been forming for up to 75% of the Earth’s lifetime [25]. They form at pressures
of between 4.5 and 6 GPa and temperatures between 900◦C and 1300◦C [26, 25]
and are brought to the surface by volcanic eruptions. These diamonds can then
be found either alluvially (in river beds) or may be mined.
2.2.2 Meteoric Diamonds
Meteorites are also a source of diamond, which may be produced on impact but
may also be present in interstellar dust [27]. It is not certain how this diamond
dust is formed as the pressures which a planet would supply would be necessary
but following this the diamond would have to escape the high gravity of the planet
[27]. Additionally, a process similar to CVD could occur in pre-supernovas. This
is further suggested by the presence of the noble gases neon and xenon in these
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diamonds. These diamonds have been investigated because it is suggested that a
single, massive supernova may have exploded near the forming Solar System, and
therefore the content of these diamonds may act as a record for astrophysicists of
the forming of the solar system [27]. Some of the nano-diamonds discussed later
are thought to have been made by meteorites on impact [27]. The region of the
phase diagram where this occurs is labelled ‘shock wave synthesis’ in figure 2.1.
2.2.3 High Pressure High Temperature Synthesis
The HPHT method simulates the natural formation of diamonds in the Earth’s
mantle with the addition of a solvent metal. A diamond seed is surrounded by a
carbon source, usually in the form of graphite, with a metal which when molten
acts as a solvent. This method is commonly used industrially for creating diamond
grit but for the creation of single crystal diamond a seed is required. One of the
first to investigate this was the Nobel laureate Henri Moissan in the early twentieth
century, who claimed to have made diamond by heating sugar contained in molten
iron, although his results were later disputed [1].
Later experiments, in the 1950s, by General Electric using a belt press successfully
produced diamonds [28]. This method was developed by Tracy Hall and others.
Hall used a belt press to produce pressures in excess of 10 GPa and temperatures
above 2000◦C. A solvent metal was used to reduce the pressure and temperature
required for synthesis. A group in Sweden also produced verifiable diamonds
around the same time, however this work was not published until later [29].
The carbon phase diagram in figure 2.1 shows the region in which HPHT synthesis
occurs. It can occur without a solvent metal but using one reduces the pressure
and temperature required to create diamond. Now HPHT methods are widely
used for making diamonds [28]. The temperatures used are usually above 1300◦C
(∼ 1600 K) and the pressures are between 5 and 6 GPa. Higher temperatures
and pressures can be used but this creates more difficulties experimentally. The
growth rate is ∼ 10 mg/hour and diamonds are often grown for up to 100 hours,
which can create diamonds greater than 5 carats (1 gram). HPHT synthetics are
commonly used in industry and are sold on the high street in jewellery.
One common HPHT method for growing single crystals involves using a tem-
perature gradient. In this set-up the carbon source is molten at the top and
the diamond seed is 20 to 50◦C colder at the bottom [26]. The carbon source dis-
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Figure 2.2: HPHT growth capsule showing temperature gradient where T1 > T2.
solves in the molten metal solvent and, as it moves down the temperature gradient
(because of convection currents and concentration gradients) it becomes supersat-
urated and precipitates out at the seed, growing the diamond. This is shown in
figure 2.2. The speed of the growing diamonds is determined by the temperature
difference, with a common temperature difference of 20◦C. The morphology and
impurity uptake are determined by the seed temperature [30]. There are more
details about the specifics of this method in Chapter 6.
HPHT diamonds can be isotopically doped by changing the composition of the
carbon source in the growth capsule. Boron doping can be performed by adding
boron carbide to the growth capsule along with a graphite source, but may also
be an unintentional inclusion [31]. Nitrogen is often an unintentional addition
as it is present as a contaminant in the ceramic capsule components, atmosphere
and carbon source. Nitrogen can also be added intentionally to replicate the
concentrations found in natural diamonds by the addition of sodium azide [32].
Silicon can be intentionally added to the graphite in the growth cell. In HPHT
diamonds silicon vacancies are more abundant in {1 1 1} growth sectors [33].
2.2.4 Chemical Vapour Deposition
Chemical Vapour Deposition (CVD) is more commonly used to grow diamonds
for research as it is a more flexible method, in terms of doping. It is a tech-
nique which can be used for growing polycrystalline and single crystal films. The
diamonds form in significantly lower pressure and lower temperature conditions
when compared to HPHT, see figure 2.1. Homoepitaxial CVD diamonds are grown
using a diamond substrate from an ionised mixture of molecules which forms a
plasma. The substrate used may be a natural diamond or an HPHT diamond.
Non-diamond substrates, such as silicon, may be used for heteroepitaxial CVD.
This technique can be used to grow polycrystalline diamond but it is very chal-
lenging to make single crystal diamond this way. This is discussed further in the
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Figure 2.3: CVD reactor showing substrates on cooling plate in plasma, bell jar
and microwave energy input. Image recreated from [34].
next section. The growth is a reaction driven by kinetics rather than thermo-
dynamics and occurs under metastable conditions [23]. It is generally used for
covering larger areas such as a 150 mm by 2 mm films. HPHT processing may be
done after CVD to improve the optical properties of the diamond.
CVD processes include microwave plasma, current discharge and hot filament.
Microwave plasma CVD is the most commonly used CVD process, especially when
single crystals are being formed, because there is much less contamination than
with other processes (as no filaments or electrodes are required) and it can be run
for a longer period of time resulting in a larger diamond. Optical and electronic
grade single crystals can be made with this method. Figure 2.3 shows a microwave
plasma CVD reactor.
The microwaves are typically produced by a magnetron, as shown in figure 2.3,
and the plasma is ignited and the diamond is grown at pressures of 13 to 33
kPa. Higher pressures can be used but this would also require a higher power
microwave source to split the increased number of gas molecules. This results in
a faster growth rate [23]. The diameter of the plasma ball can be ∼6 cm and may
reach temperatures of 2800 K but this will depend on microwave frequency and
pressure.
The environment usually consists of, among other gases, high purity CH4 and H2.
Either plasma activation or heat (∼2500 K) is used to turn these gases into radicals
which then react with the surface of the growing diamond. All the CVD diamonds
used in this thesis have been made by plasma activation. In the standard growth
model the microwave energy causes two main chemical reactions which are shown
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Figure 2.4: The steps of hydrogen abstraction and carbon addition onto a {1 1 0}
surface in the standard model. Recreated from [35].
in equation 2.1 and 2.2 [35, 36, 37].
H2 → 2H• (2.1)
CH4 +H• → CH•3 +H2 (2.2)
Hydrogen is critical to the reaction as it stabilises the diamond surface by H-
termination and it also etches graphite which is deposited during growth. The
reaction which occurs at the surface involves a hydrogen radical removing a hy-
drogen atom from the surface leaving an unbonded carbon orbital. A CH•3 radical
will then add to the surface. The process is shown in figure 2.4. Diffusion and
convection occur on the surface.
The diamond substrate is removed either by laser sawing, a lift-off process involv-
ing graphitisation and etching of a layer between the diamond and substrate or
polishing [23].
Other molecules can also be added to the reaction mixture including O2 to change
the surface chemistry. This will also affect the growth rate and surface quality and
may be incorporated into the diamond [6]. For a deeper discussion see reference
[38]. During CVD growth dopants can also be added intentionally or uninten-
tionally. Nitrogen (N2) is often present in the reaction chamber as an impurity
of the starting gases [39]. It can also be added to speed up the growth [40]. It
causes surface roughening in the form of polycrystalline regions and twins. This
is thought to be due to impurities interrupting the step growth of the diamond.
These effects can be somewhat improved by adding silicon into the reaction cham-
ber [6]. Nitrogen also affects the mechanical properties of diamond; it reduces
the hardness and increases toughness in high concentrations, and deteriorates the
electronic properties [6].
A p-type or an n-type diamond semiconductor can be made using boron or phos-
phorous respectively [41]. Due to diamond’s excellent material properties, includ-
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ing the highest thermal conductivity of any material, it is likely that diamond
devices will become more widespread in the future. Example devices include tem-
perature and pressure sensors and Schottky devices [41].
Silane (SiH4) can be added to produce a silicon containing diamond [40]. However
most diamonds made by CVD are likely to contain silicon as this is a common
impurity from the walls of the reactor and from the quartz bell jar [40]. Silicon may
also be added to reduce surface roughness and brown colour caused by nitrogen
inclusion [40]. Silicon vacancy defects do not normally occur in natural diamonds,
when they do occur other silicon related CVD peaks are missing, so they are used
to differentiate naturals from CVD [42]. Studying the negative silicon vacancies
is a common way of distinguishing natural from industrial grown diamonds [42].
Heteroepitaxial Chemical Vapour Deposition
Some of the diamonds studied in this thesis are made by heteroepitaxial CVD by
Augsburg Diamond Technology. Heteroepitaxial CVD is similar to homoepitaxial
CVD but the diamond substrate is replaced by a substrate of a different material.
Homoepitaxial diamond requires a diamond substrate and as such is limited by the
size of diamonds available. The advantage of the heteroepitaxial method is that the
substrate used can be larger so can be used to fabricate larger diamonds. The main
issue with the method is lattice mismatch which usually results in polycrystalline
diamonds. This method will be discussed in more detail in Chapter 7.
2.2.5 Nanodiamond Production
Nanodiamonds have many promising applications as they can act as an isolated
colour centre and thus a nanoscale magnetic sensor. They are also less toxic than
alternative semiconductor systems and other forms of carbon, so can potentially
be used in biological environments [43]. Nanodiamonds can be produced by many
different methods, including HPHT, CVD and shock wave synthesis. The first
were made in the 1960s in the USSR using detonation [44]. Nanodiamonds can be
produced using plasma-assisted CVD on iridium [45]. This allows the colour cen-
tres to be isolated and manipulated and individually enhanced using a nanocavity.
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2.3 The 13C Isotope in Diamond
Diamonds are made of carbon atoms, most of which are the 12C isotope. 13C is a
stable isotope of carbon with a natural abundance of 1.109%. In CVD diamonds
the ratio of the isotopes will vary depending on the presence in starting gases. In
HPHT diamonds the carbon source can also have varying ratios of the isotopes,
resulting in different ratios to natural diamonds. 13C interrupts the periodic lattice
of diamond, as it is a heavier isotope then 12C, and can reduce the phonon mean-
free path, changing the thermal conductivity. More discussion and detail about
these effects can be found in Chapter 6.
2.4 Point Defects in Diamond
Defects in diamond are disruptions to the tetrahedral arrangement of the carbon
atoms which may either be point defects or extended defects. Extended defects
include dislocations, vacancy clusters and inclusions. Point defects include missing
atoms, substitutional atoms and interstitial atoms and these will be the subject
of this section. The presence of some of these defects can be seen by the naked
eye as, in large quantities, they change the colour of the diamond, due to energy
levels in the band gap which can absorb photons in the visible spectrum.
Defects can either be intrinsic or extrinsic. Intrinsic defects are either interstitial
carbon atoms or missing carbon atoms or larger complexes of these. Extrinsic
defects incorporate interstitial or substitutional atoms which are not carbon. Di-
amond has a rigid lattice of strong, covalent sp3 bonds with a high bond density
due to closely spaced carbon atoms. These factors result in limited space between
atoms, so there are usually relatively few impurities except from small atoms such
as nitrogen, boron and hydrogen.
The charge state of defects depends on the defect environment and will be different
depending on the concentration and nature of other defects. Defects can act as
donors or acceptors of electrons depending upon their relative energy levels within
the band gap. Charge states can also be changed by the application of energy in
the form of illumination or heat as this supplies electrons with enough energy to
change state.
Defects can be identified by their characteristic electron paramagnetic resonance
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(EPR) spectrum or by optical absorption or emission. An EPR spectrum is char-
acteristic of the electron environment. The spectrum can give information about
local nuclei and symmetry. For more information about these spectra, please see
section 3.2. Defects can absorb or emit radiation at a frequency which is charac-
teristic of the defect itself and hence acts as a ‘fingerprint’ for each defect type;
the zero-phonon line (ZPL). For more details of how this can be used to identify
defects please refer to section 3.7. The information presented here about each de-
fect is that which is most relevant to the remainder of the thesis and as such is not
exhaustive list of properties. The electronic structure presented for each defect
includes the energy levels most relevant to this discussion. Defect identification,
annealing behaviour and symmetry are discussed. For a fuller discussion please
refer to reference [33] or for a full review specifically about nitrogen vacancy in
diamond, reference [46].
2.4.1 Intrinsic Defects
The Split-Interstitial
The split-interstitial defect (denoted R2) is produced by electron irradiation and
may also be referred to as I〈001〉. R2 consists of one interstitial carbon atom along
a 〈001〉 direction [47]. It is created when an atom moves from its normal position
to an interstitial site, leaving a vacancy. Hence it is created at a similar rate to
the vacancy during irradiation [47]. The EPR spectrum arises from a thermally
excited 3A2 spin triplet state with S = 1 which is 50 meV above the 1A2 ground
state. The symmetry is D2d which has been discovered using uni-axial stress [48].
Higher Order Self-Interstitial Complexes
The di-split self interstitial in the 〈001〉 direction is denoted R1. Two non-bonding
2p orbitals contain two electrons giving rise to an effective spin of S = 1 which
can be seen in EPR. The defect has C1h symmetry. It is stable up to temperatures
of 600 K. It was identified by studying the 13C hyperfine interactions by Twitchen
et al. [49].
The two carbon split-interstitials separated by a carbon atom is donated H3 and
has a photoluminescence peak at 503.4 nm [50, 51]. 5RL is thought to be the same
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defect with a different charge state [50]. The symmetry of both is C3v [50].
The three self-interstitials is donated O3 and has C2 symmetry [52]. It can be
created by low temperature irradiation and is also created at temperatures at
which R1 and R2 are annealed out. The centre has an effective spin S = 1.
Additionally there are other higher order complexes involving self-interstitials.
The Vacancy
Vacancies are unoccupied lattice sites. They are often present in diamonds and in
large concentrations they create a green colour in the diamond.
Crystal Structure Vacancies have tetrahedral symmetry and their point group
is Td; though symmetry is reduced in some diamonds due to local strain [53].
Electronic Structure The neutral vacancy consists of four dangling carbon
bonds each with one unpaired electron. The ground state electron configuration
for the neutral vacancy is a2t22 which gives rise to the doubly degenerate many
electron state 1E (amongst others neglected here, see reference [54] for full details).
The triply degenerate excited state is a1t32 which gives rise to 1T2 (amongst others).
The ZPL, at 741 nm, is created by the ground state to excited state transition
and is named ‘GR1’. There is an additional, weaker, transition at 744 nm. This
is created by a transition between a 1A state and the excited state, 1T2. The
1E ground state was identified using uni-axial stress. Additionally the neutral
vacancy gives rise to the ‘GR2-8’ absorption band which is formed of 12 sharp
lines. These are related to interactions with bound hole excitons [53].
Negative vacancies have an extra electron. The ground state has a2t32 electron
configuration which gives rise to the many electron ground state 4A2 (amongst
others). The excited state has an a1t42 electron configuration which gives rise to the
many electron state 4T1 (amongst others). A transition between these two levels is
the origin of the ZPL [55] which can be identified optically by absorption at 393.6
nm, called ‘ND1’. The ND1 band is not seen in emission as the incoming photons
required for photoluminescence change the negative vacancies into neutral ones.
This means the negative vacancy does not emit at the ZPL in photoluminescence.
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Figure 2.5: Orbitals of the neutral vacancy centre. Showing an electron config-
uration. The a state is the bonding configuration and the t2 is the combination of
three orthogonal anti-bonding orbitals.
The negative vacancy has been identified in EPR by Isoya et al. [55]. The effective
spin is S = 32 . Optical illumination can be used to ionise V
− to V0 in the excited
state, 5A2, and this state can also be seen in EPR [56].
Charge Transfer Vacancies can be negatively or neutrally charged and it is
assumed they can also be positive though this has not been conclusively found.
Positive and negatively charged vacancies are expected to exist in conjunction
[57]. Changes between the charge states can be induced by UV illumination or
heating [53]. Heating causes negative vacancies to become neutral and illumination
reverses this effect, depending upon the other defects within the material.
The charge state of the vacancies in a sample is related to what other species are
present. High nitrogen samples will donate an electron as shown in equation 2.3.
High boron concentrations will cause the reverse reaction by donating a hole [53].
V 0 +X0 ↔ V − +X+ (2.3)
Production and Annealing Behaviour Vacancies can be intentionally intro-
duced by electron irradiation or other high energy irradiation [33]. They are more
easily produced near dislocations or strained regions of diamond [33].
Vacancies are static at room temperature but become mobile with an activation
energy of approximately 2.3 eV. This can be reached though annealing at temper-
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atures of 600◦C and greater [50]. At this temperature the vacancies have enough
energy to move in the diamond and they may be annihilated by dislocations,
edges, interstitial carbon atoms and (in polycrystalline diamonds) grain bound-
aries. Other low energy sites to which they may migrate include defect centres.
Nitrogen is an effective trap for vacancies and nitrogen vacancies will form. How-
ever most natural diamonds are type Ia (nitrogen in pairs or aggregates). In these
diamonds there are similar amounts of neutral and negative vacancies [55]. Ni-
trogen aggregates are also an effective trap for vacancies and H3 (two nitrogen
atoms and a vacancy) and H4 (four nitrogen atoms and two vacancies) will be
created. In diamonds doped with silicon, silicon atoms are also an effective trap
for vacancies, forming silicon vacancies and di-vacancies [53]. Vacancies can also
pair with other vacancies creating di or tri-vacancies [58].
The Di-Vacancy The di-vacancy may be created when a diamond with a high
vacancy concentration and few other traps is annealed. It is identified by the ‘TH5’
absorption band with the ZPL at 487.5 nm. It has an effective spin of S = 1 and
can be identified by an EPR signal [59].
It is formed after irradiation and annealing at 400◦C of type IIa and Ia diamonds.
The di-vacancy concentration is inversely related to that of the neutral vacancy.
It is annealed out at 1000◦C, which is thought to be caused by the di-vacancies
annihilating at grain boundaries and dislocations [58].
2.4.2 Extrinsic Defects
Nitrogen Related Defects
Nitrogen is usually present in some form in most natural, HPHT synthesised and
in some CVD diamonds. In large concentrations it creates a yellow coloured
diamond, depending on the aggregation state, or if large quantities of nitrogen
vacancies are present the diamond will be pink. Other aggregation states will give
other colours.
Single Substitutional Nitrogen Single substitutional nitrogen is present in
HPHT diamonds and in CVD diamonds. Type Ib diamonds, in which single
substitutional nitrogen is the most common defect, are rare for natural diamonds
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Figure 2.6: (a) shows orbitals of the neutral nitrogen single substitutional cen-
tre. Empty circles indicate a carbon electron and filled circles indicate a nitrogen
electron. (b) shows an electron configuration.
as over geological time scales nitrogen forms pairs or higher order aggregates.
Crystal Structure The nitrogen atom forms covalent bonds with three adjacent
carbon atoms. Additionally two electrons form a full orbital. This is shown in
figure 2.6a. The N-C bonds are longer than the normal C-C bonds by 28% and
the nearest neighbour C-C bonds are shorter by 5% as the other carbon atoms
relax away from the nitrogen atom [60].
Electronic Structure Neutrally charged single substitutional nitrogen can be
identified in EPR [61]. The symmetry of the defect is C3v and the ground state
has S = 12 . The nitrogen atom has I = 1. The hyperfine interaction creates three
sets of lines in the EPR spectrum. This is discussed further in section 3.2.5.
The orbital structure of a single substitutional nitrogen is shown in figure 2.6a.
Nitrogen has five electrons available for bonding, as its electron configuration is
1s22s22p3, and these bond to three carbon orbitals leaving one lone pair. The other
carbon atom is left with one unbonded electron. The electron wave functions
combine to produce the bonding (αφC+βφN√
α2+β2
) and anti-bonding (αφC−βφN√
α2+β2
) states
shown in figure 2.6b. The bonding arrangement has lower energy than the anti-
bonding one. These are filled with the three available electrons.
Charge Transfer Substitutional nitrogen is usually neutrally charged but it
may donate an electron to an acceptor defect (such as boron or a vacancy) and
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form a positive nitrogen atom as demonstrated by equation 2.4.
N0s +X0 ↔ N+s +X− (2.4)
Production Single substitutional nitrogen is present in HPHT diamond and
in CVD diamonds. In CVD grown diamonds single substitutional nitrogen has
highest concentrations in the {1 1 1} sectors and is usually absent from the {1 0 0}
and {1 1 3} sectors [23].
Di-nitrogen There are two different forms of di-nitrogen; A-centres and H1a.
The A-centre is formed of two adjacent substitutional nitrogen atoms [62]. As
both of the nitrogen atoms are bonded to three carbon atoms and have a full
dangling bond the species is chemically inert. It is present in type IaA diamond.
The creation of the centre is thought to be vacancy assisted [62].
Two nitrogen atoms may also be adjacent in interstitial sights, this is called H1a
and has D2d symmetry. This complex has been identified optically by doing ex-
periments under stress by Liggins [63]. It has a local mode at 1420 cm−1. The
centre may be created by a aggregation of A-centres and carbon interstitials [63].
Nitrogen Aggregates Larger complexes of nitrogen can exist, especially in
natural diamonds or those which have been annealed for more than ∼ 100 hours.
These complexes include B-centres which consist of four nitrogen atoms adjacent
to a vacancy. They form in diamonds which contained A-centres and were then
annealed, though it is not clear if this is related to A-centres joining together
or migration of nitrogen atoms. B-centres or most often present in type IaB
diamonds. Other complexes include H3 and H4, which were discussed in the
vacancy section as they consist of an A-centre with an additional vacancy and
a B-centre with an additional vacancy respectively [64]. N3 was one of the first
defects seen optically and has also been predicted by Goss et al. [65, 66]. It
consists of one vacancy surrounded by three nitrogen atoms.
The Nitrogen Vacancy Nitrogen vacancies consist of two missing carbon atoms
replaced with one nitrogen atom, as shown in figure 2.7. The nitrogen atom bonds
to three of the nearest neighbour carbon atoms, leaving three dangling carbon
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Figure 2.7: The nitrogen vacancy centre [67].
bonds. The N-V axis of the defect is orientated along a {1 1 1} direction. The
centre does not have inversion symmetry and the point group is C3v. This creates
an electronic dipole and means that nitrogen vacancies interact strongly with in-
coming photons; the phonon side band is large compared to the ZPL as shown in
figure 2.8 [46].
Electronic Structure The negative nitrogen vacancy has a ground state S = 1
and can be identified by a ZPL at 638 nm. It was first identified in EPR using
optical illumination as this electron spin polarises the defect and causes an increase
in the signal [68].
The symmetry of the defect is C3v and ZPL transition is created by a transition
from spin triplet ground state 3A2 to the 3E excited state.
The orbital structure of a negative nitrogen vacancy is shown in figure 2.9a. Nitro-
gen has five electrons available for bonding and these bond to three carbon orbitals
leaving one lone pair as was discussed previously for single substitutional nitrogen.
The adjacent vacancy has one electron and there are three carbon orbitals which
remain unbonded. The electron wave functions combine to produce the states
shown in figure 2.9b. The lone pair of the nitrogen, has the lowest energy, the
bonding orbital of the carbon atoms is higher and the anti-bonding orbital of the
carbon atoms is highest. These are filled with six electrons as shown in the figure
but alternative arrangements are possible. This configuration is the lowest energy
according to Hund’s rule when obeying the Pauli exclusion principle. The three
possible configurations of a2Na2Ce2 give rise to the many electron states 1A1, 3A2
and 1E. The respective energy of these levels must be worked out experimentally.
An electron can be promoted from the aC to the eC level resulting in the configu-
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Figure 2.8: A photoluminescence spectrum of the charge states of the nitrogen
vacancy, taken at 77 K.
ration a2Na1Ce3. This gives rise to two more many electron states; 1E and 3E. The
final energy configuration is shown in figure 2.10a. The S = 1 states are split into
different ms levels, which will be discussed in section 2.5.2.
The neutral nitrogen vacancy has a S = 3/2 ground state and is identified by a
ZPL at 575.5 nm [69]. The ZPL is created by a transition from the 2E ground state
to the 2A1 excited state. This was identified optically by uni-axial stress splitting
[69]. It is not detected in EPR possibly due to dynamic Jahn-Teller distortion of
the ground state, although the excited state has been identified by Edmonds et
al. [70].
The electron configuration is similar to the negative state but with one less elec-
tron. This creates the ground state configuration a2Na2Ce1 which gives rise to the
many electron state 2E. When one electron is promoted the configuration becomes
a2Na
1
Ce
2 giving rise to the many electron states 2A,4A2 and 2E. These energy levels
are shown in figure 2.10b.
Charge Transfer The negative nitrogen vacancy can be suppressed by boron
doping as the boron acts as an acceptor and the centre becomes neutral or positive.
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(a)
(b)
Figure 2.9: (a) shows orbitals of the negative nitrogen vacancy centre. Empty
circles indicate a carbon electron and filled circles indicate a nitrogen electron. (b)
shows an electron configuration.
(a) Energy levels of the negative nitrogen
vacancy.
(b) Energy levels of the neutral nitrogen va-
cancy.
Figure 2.10: Energy levels of the neutral and negative nitrogen vacancy. Figure
adapted from [46].
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Production Implantation of nitrogen ions or electron irradiation will cause
damage to the crystal structure creating vacancies and interstitials. After this
an annealing procedure can be used which allows migration of vacancies to create
nitrogen vacancy centres. The standard annealing procedure uses three anneals
at different temperatures; 400◦C, 800◦C and 1200◦C [71]. The first anneal sup-
plies enough energy for the migration of interstitials to vacancies, dislocations
and edges. The second anneal supplies enough energy for the migration of the
vacancies. These too can migrate to dislocations and edges. It is also energet-
ically favourable to form nitrogen vacancy centres as it reduces the local strain
around the nitrogen atom [72]. Single substitutional nitrogen is an effective trap
for vacancies [73]. The third anneal causes dissociation of di-vacancies [58].
The negative nitrogen vacancy centre is present in type Ib diamonds which have
been electron irradiated and annealed at 550◦C and in type II diamonds which
have undergone N+ ion implantation and have been annealed at 700◦C [33]. The
centre can be annealed out at temperatures of 1500◦C.
The neutral nitrogen vacancy centre is present in type Ib diamonds which have
been electron irradiated and annealed at 500◦C and type IIa diamonds which have
undergone N+ ion implantation and have been annealed at 500◦C [33]. The centre
can be annealed out at temperatures of 1400◦C.
Both charge states can be suppressed by electron irradiation as this creates in-
terstitials which can recombine with the vacancies, creating single substitutional
nitrogen.
Silicon Related Defects
The Silicon Vacancy Interest in the silicon vacancy has increased in recent
years due to parallels with the nitrogen vacancy. The silicon vacancy has advan-
tages over the nitrogen vacancy including a greater emission in the ZPL compared
to the phonon side band. The negative silicon vacancy has excellent spectral sta-
bility due to the dipole symmetry [74] and has also been demonstrated for use as
a single photon emitter [75] at room temperature and as solid state quantum-bits
(qubits) [76].
Crystal Structure The silicon vacancy structure was first modelled by Goss et
al. using density functional theory [66]. It forms a split vacancy structure, aligned
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Figure 2.11: The silicon vacancy centre [67].
along the 〈111〉 direction, see figure 2.11. The silicon atom is much larger than the
carbon atom it replaced. It does not fit easily in the vacancy left by the carbon
atom and so sits between the two vacancies where there is more space. Silicon
atoms are an effective trap for vacancies so when diamonds with vacancies and
silicon atoms present are annealed, the silicon split vacancy structure is formed.
Silicon vacancies are also effective traps for vacancies so if there are many silicon
vacancies present silicon di-vacancies can also form [77]. A silicon atom in the
split vacancy structure is surrounded by six broken carbon bonds. It can lie along
four possible orientations, the four equivalent [111] axes [78]. It has a trigonal axis
and inversion symmetry. The centre has D3d symmetry, which has been confirmed
by stress experiments by Sternschulte et al. [79]. For more detail about this
identification see reference [80].
Electronic Structure The energy level diagram of the two charge states of the
defect are shown in figure 2.12 and the ZPL emissions these create are shown in
figure 2.13.
The neutral silicon vacancy has an electron arrangement 1s22s22p63s23p2 and an
effective spin of S = 1 [82]. This spin configuration means the centre has an EPR
signal. The EPR name is ‘KUL1’. The ZPL is at 946 nm and was identified to be
the neutral silicon vacancy by D’Haenens-Johansson et al by studying diamonds
with different ratios of the 28 and 29 silicon isotopes [77].
Silicon has four electrons available for bonding. There are six carbon orbitals
which remain unbonded. The electron wave functions combine to produce the
states shown in figure 2.14b. These are filled with the ten electrons as shown in
the figure but alternative arrangements are possible.
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(a) Theorised energy levels of the neutral
silicon vacancy as an analogue to the nitro-
gen vacancy centre [81].
(b) Energy levels of the negative silicon va-
cancy.
Figure 2.12: Energy levels of the negative and neutral charge state of the silicon
vacancy. Both the excited and ground state of the negative silicon vacancy are split
[33].
Figure 2.13: A photoluminescence spectrum of silicon vacancy defects.
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(a)
(b)
Figure 2.14: (a) shows orbitals of the neutral silicon vacancy centre. (b) shows
the lowest electron configuration.
The ground state is a21ga22ue4ue2g . An electron can be promoted from the lower eu
to the upper eg level. The excited state is a21ga22ue3ue3g. This gives rise to the many
electron states shown below.
a21ga
2
2ue
4
ue
2
g → 3A2g +1 Eg +1 A1g
a21ga
2
2ue
3
ue
3
g → 3A1u +1 A1u +3 A2u +1 A2u +3 Eu +1 Eu
The energy of these levels must be worked out experimentally. The final energy
configuration was shown in figure 2.12a.
The negative silicon vacancy has eleven electrons. The ground state has an effec-
tive spin S = 1/2 [82]. The EPR signal of the ground state has not been seen due
to dynamic Jahn-Teller splitting of the state: a spontaneous lowering of symmetry
which removes degeneracy. Using stress may change the ground state energy levels
and make an EPR signal visible.
The energy levels of the negative nitrogen vacancy centre are shown in figure
2.12b. Both the ground state and excited state are E states. The negative silicon
vacancy has the highest emission in the ZPL compared to the phonon side band
of any colour centre in diamond at room temperature and at low temperatures
[83]. It also has a high count rate. The ZPL has a width of 0.7 nm at room
temperature [84] and more than 80% of the luminescence from the centre is at
the ZPL, compared to ∼3% for the nitrogen vacancy [85]. The negative silicon
vacancy is the brightest single photon emitter in diamond [84]. This is discussed
in more detail in section 2.5.1.
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The negative silicon vacancy ZPL (1.68 eV) is split into twelve lines at low temper-
ature, in three groups which scale with the abundance of the three silicon isotopes
(28, 29, 30). The four lines caused by each isotope are created by the splitting of
the ground and excited states. These states each split into two as shown in figure
2.12b. These states are already split, so a magnetic field is not required to split
them, as the nitrogen vacancy requires. This makes the silicon vacancy useful for
some applications.
The splitting of the excited and ground state means that the centre can be op-
tically coherently controlled. This means control is faster than for the nitrogen
vacancy which requires a magnetic field [86]. All-optical control is possible for the
silicon vacancy [86] and individual centres can be studied [83]. Optically detected
magnetic resonance (ODMR) was measured and reported by Pingault et al. in
2017 [87].
Charge Transfer Optical illumination in the UV range can be used to change
neutral silicon vacancies into negative ones, but this effect decays after several
hours. Heating to 577◦C causes the opposite [77].
Boron doping can change negative silicon vacancies into neutral ones by accepting
an electron, so diamonds with high boron doping often have more neutral than
negative silicon vacancies [88]. The negative silicon vacancy has higher concentra-
tions in diamonds with high nitrogen concentrations, due to these centres donating
an electron.
Production An effective way of creating diamonds containing silicon vacancies
is introducing silicon using Si+ ion implantation and annealing. Silicon vacancies
can be introduced into silicon doped diamonds by electron irradiating them, which
introduces vacancies, followed by annealing. However, for a diamond which already
has silicon vacancies this may reduce their concentration by creating interstitials
and vacancies which, when annealed, may recombine with the silicon vacancies
already present changing them to silicon substitution atoms or silicon di-vacancies.
Silicon vacancies can also be created when the diamond is forming or grown by
CVD [70]. These defects may be preferentially orientated, and their direction is
perpendicular to the growing diamond surface [81]. This may be because when a
diamond is growing in layers, once a layer contains a silicon atom, larger than the
carbon atom which was replaced, a vacancy is likely to occur on top of this. This
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can be used to understand the direction a diamond grew in.
Other Silicon Related Defects
Silicon Vacancy Hydrogen The neutral silicon vacancy decorated with a hy-
drogen atom was identified by Edmonds et al. [80] and the theoretic basis for this
defect structure was calculated by Goss et al. [89]. In EPR it is called ‘KUL3’.
The centre was identified by studying the 1H and the 29Si hyperfine resonances in
EPR. The centre is annealed out at 1400◦C [90].
Silicon Di-vacancy This defect has been predicted by Goss et al. and should
be present in diamonds which have a large silicon and vacancy concentration and
have been annealed [89]. Silicon vacancies are efficient traps for vacancies so silicon
di-vacancies will form in annealed silicon vacancy containing diamonds. It should
be active in EPR as S=1/2, but it has not yet been seen.
Silicon Di-vacancy Hydrogen Goss et al. predicted the existence of silicon
di-vacancy hydrogen [89] and they have been studied in CVD diamonds. These
centres are often present due to the high content of hydrogen in the reactants used
for CVD. The defect has been seen in EPR and has the name ‘WAR3’ [91]. It was
found to preferentially orientate in CVD diamonds grown on a {1 1 0}-orientated
surface but can also be created post growth. The defect has an effective spin
S = 1/2 and C1h symmetry.
2.5 Applications
Traditional applications for diamond have utilised its material properties, includ-
ing its high hardness. These applications include drill bits for oil drilling and for
Vickers hardness testers where a diamond is used to test the hardness of other
materials.
New applications utilise the different properties of HPHT and CVD diamond.
HPHT diamonds have been used for stress anvils [23]. Type Ib diamonds are used
in X-ray diffraction stress and type IIa (colourless) are used in stressed Raman
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and FTIR experiments, using pressures up to 300 GPa. CVD diamonds (type IIa)
have the advantage of having fewer impurities. These have been used for appli-
cations including radiation detectors, a medium for Raman lasers and biological
applications. Both types of diamond have also been used in jewellery and heat
spreaders [23].
Diamonds are also interesting for use in quantum applications due to the properties
of the defects within them. The properties can be utilised for single photon emis-
sion [92], measuring magnetic fields [9, 93] and temperature sensing [94]. These
applications are the subject of this section.
2.5.1 Single Photon Emission
One of the most promising technological applications for colour centres in diamond
is single photon sources. These are needed for quantum information processing
which looks set to be an important technology in the future [95].
Many different types of single photon sources are currently being investigated.
These include quantum dots and a variety of defect centres in diamond. A critical
advantage of diamond is that it can be used at room temperature whereas quantum
dots require cryogenic cooling.
One of the most promising competitors are quantum dots in InGaAs but only
one dot in 1000 works [96]. The multitude of diamond systems being investigated
include chromium [97], xenon [98], nickel [99] and oxygen related [100] defect
centres. The negative nitrogen vacancy centre has also been used [95], however,
it also requires cryogenic cooling for emission of indistinguishable photons due to
the high fraction of photons which are emitted in the phonon side band. The
brightest centre seen to date was the negative silicon vacancy [7].
Diamond is a favourable material to utilise because of the ease of creating defects
and the defect structural stability. Diamond has a low magnetic noise environment
which means the defect spins are accessible. Diamond is also a very stable material
which means that small particles can be made from it. As mentioned above it can
be used at room temperature which is a huge advantage. The defects within the
material are photostable [84].
The main rival to the superiority of the negative silicon vacancy centre is the
nitrogen vacancy, the most studied defect in diamond. The two defects are stoi-
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chiometrically the same but there are many differences between the two centres;
the silicon vacancy centre has advantages for single photon applications. The main
advantage of the silicon vacancy centre is the high emission in the ZPL, as dis-
cussed in section 2.4.2, in comparison the nitrogen vacancy has very low quantum
efficiency in its ZPL.
The contrasting emission in the ZPL is due to their difference in phonon coupling
[74]. Both the neutral and negative silicon vacancy have a small phonon side
band due to their inversion symmetry [101]. The inversion symmetry of the defect
means there is a smaller electron dipole and therefore photons do not interact with
the centres as strongly as for the nitrogen vacancy. The silicon vacancy has a small
Huang-Rhys factor, the number which describes vibronic coupling, of S = 0.08
[84, 102].
The nitrogen vacancy has a major disadvantage, due to its wide ZPL, which is the
reason so many different systems are being investigated. The maximum output
so far seen from nitrogen vacancy is two million counts per second compared to
negative silicon vacancy which has been demonstrated to have six million [95].
Some methods have been investigated for improving the emission at the ZPL.
These include using nano-cavities which are small structures which enhance emis-
sion at a particular frequency [92] and using nano-pillars of diamond which would
help getting light in and out.
Another advantage to negative silicon vacancy is that the ZPL is emitted in a
region where there is little background fluorescence from intrinsic diamond. This
is also true of the neutral silicon vacancy [84]. This does not reduce the importance
of having very high purity diamond to reduce noise. The ZPL of the negative
silicon vacancy can be doubled using non-linear optics. It would then be at 1480
nm which has been demonstrated already [103]. This is within the region of current
optical communication, 1310 nm to 1550 nm, which means this could be used in
current systems. The ZPL from the neutral silicon vacancy, at 946 nm is even
better for communications as without doubling it can be used with some of the
optical fibres now used, without too much attenuation.
The lifetime of the excited state of the negative silicon vacancy is 1 to 5 ns,
compared to 10 to 20 ns for the nitrogen vacancy [74, 95]. The silicon vacancy is
thus more useful as photons will be emitted quicker. The shorter lifetime results
in a higher emission rate.
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It seems pretty certain that these systems are going to be important in the future
but there are many obstacles to overcome. There has been proof of principle but
more work needs to be done [84, 95, 104]. Nanodiamonds have much potential.
They are better both due to the lack of internal reflection and lack of background
fluorescence. Silicon vacancy containing nanodiamonds have been made on iridium
using CVD by Neu et al. [84]. These nanodiamonds showed no background
fluorescence, were stable, had linewidths which were smaller than normal, had
88% emission in the ZPL and in 2016 were the brightest emitter found so far in
diamond [105]. Nanodiamonds also have longer relaxation times [106]. Work has
also been done on decreasing the size of these nanoparticles by Vlasov et al. [104].
This is important for biological applications such as probing cells. Theoretically
these silicon vacancy containing nanodiamonds are stable down to 1.6 nm though
this is a size which which is currently impossible to make in the lab. However
Vlasov et al. managed to test very small nanodiamonds which had come to Earth
in a crater of presolar origin. These contained silicon vacancy and were stable
although they did not perform as well as previous silicon vacancy nanodiamond
samples. They showed blinking which reduced their efficiency.
There are a number of developments which are still being made. The most impor-
tant include: suppressing multiphonon events, improving efficiency and stability
and ensuring the centres are maintenance free. The silicon vacancy centre appears
to be a good option for these quantum applications but more work needs to be
done.
2.5.2 Magnetometry with NV−
Magnetometry has been performed with single negative nitrogen vacancy centres
by Balasubramanian et al. [9]. Magnetometry is done using optically detected
magnetic resonance by utilising the differing fluorescence from the different spin
states. When electrons are excited up from the ground state using light energy,
ms = 0 electrons are excited up and relax back as expected, however ms = ±1
electrons are not. There is a reasonable probability (the crossing transition ratio
is 40% [46]) that these electrons will take an alternative relaxation pathway, inter-
system crossing, via the 1A1 and 1E states (see figure 2.15). If this occurs relaxing
electrons will preferentially populate the ms = 0 level. After a few excitation-
relaxation cycles, the majority of the electrons will be in the ms = 0 level. This is
the origin of the electron spin polarisation. The ms = 0 state is called the ‘light’
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Figure 2.15: Energy levels of NV− under illumination and behaviour of ground
state electron spin configurations as magnetic field increases. Figure reproduced
from [107].
Figure 2.16: Absorption of microwaves under different magnetic fields. Graph
from [9].
state and the ms = ±1 is called the ‘dark’ state. The ms = 0 state fluoresces
under optical illumination and the ms = ±1 does not as it undergoes intersystem
crossing. If the fluorescence is monitored, this fluorescence will dip if electrons
move from the ms = 0 state to the ms = ±1 state. This can be done using
finely tuned microwaves. When a magnetic field is applied, the ms = +1 and
the ms = −1 states change relative to each other in energy. This can be seen in
figure 2.15. Fluorescence will now show two dips, one for the ms = 0 transition
to ms = +1 and one from ms = 0 to ms = −1. These two dips can be measured
and calibrated so their difference can be used to measure the local magnetic field.
These results for the Balasubramanian group can be seen in figure 2.16.
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Figure 2.17: The relationship between zero-field splitting and temperature in the
neutral silicon vacancy. Image from [80].
2.5.3 Temperature Sensing
Temperature sensing has been demonstrated using nitrogen vacancy centres with
length scales of a few tens of nanometres [94]. This uses the centres change in zero-
field splitting (D) with temperature. The neutral silicon vacancy has a steeper
relation between ground state splitting and temperature (due, in part, to the
sharp change of T1 with temperature discussed in Chapter 5) and therefore would
be more sensitive for temperature sensing applications [80]. This relationship is
shown in figure 2.17. The nitrogen vacancy has a change of dD
dT
= −74 kHzK−1
[108]. The gradient in the silicon vacancy is dD
dT
= −337 kHzK−1 and linear in
the temperature range 50 to 150 K. The average gradient between 50 and 300 K
is dD
dT
= −202 kHzK−1.
2.5.4 Quantum Bits
A quantum bit is an analogue to a classical bit in that it stores information as
1 or 0. A quantum bit can also be in a superposition of 1 and 0, so it can store
additional information.
There are many systems currently being tested for use as quantum bits includ-
ing colour centres in diamond. The nitrogen vacancy has many ideal properties
including the ability to control and read-out specific centres [109, 110].
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The negative silicon vacancy can also be used as a quantum bit. It has one main
advantage; the splitting of the ground and excited states, see figure 2.12b. This
removes the requirement of a magnetic field to split the levels [111]. All-optical
coherent control of silicon vacancies has been demonstrated by Becker et al. [106].
Chapter 3
Theory
3.1 Introduction
In this chapter the theory behind the techniques used and the phenomena observed
throughout this thesis will be discussed. This includes a discussion of continuous
wave electron paramagnetic resonance which was used to investigate the structure,
local nuclei and symmetry of defects and pulsed electron paramagnetic resonance
which was used to investigate the spin-spin and spin-lattice relaxation rates and
mechanisms. Optical absorption is discussed. Infrared absorption was used to
investigate characteristic vibrations and ultraviolet and visible absorption was used
to investigate these vibrations along with electronic transitions of different defects.
Raman spectroscopy was used to investigate lattice scattering. Photoluminescence
and cathodoluminescence spectroscopy were used to investigate photon emission
from defects. Secondary ion mass spectrometry was used to measure elemental
concentrations.
3.2 Electron Paramagnetic Resonance
Electron paramagnetic resonance (EPR) is a technique which allows systems with
unpaired electron spin to be investigated [112]. It is a quantitative technique and
is used to measure concentrations of paramagnetic defects in diamond [113].
The EPR spectrum can be used to identify the species present as the spectra is
shaped by the interactions. Including the Zeeman interaction which gives rise
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to the characteristic g-value and the hyperfine interaction which can be used for
identification of chemical constituents and the localisation of unpaired electron
probability density.
3.2.1 The Magnetic Moment of a Free Electron
The magnetic moment of an electron is an intrinsic property related to its angular
momentum [112]. The energy (U) of a magnetic moment in a field, B, is given by
equation 3.1, where µ is the magnetic moment.
U = −µ ·B (3.1)
The magnetic moment is proportional to J , the angular momentum. J is a sum
of the orbital angular momentum, L, and the spin angular momentum, S. If it
is assumed that orbital angular momentum is quenched, this allows the magnetic
moment of a free electron to be related to the electron’s spin as given by equation
3.2, where ge is the free electron g-factor and µB is the Bohr magneton.
µ = −geµBS (3.2)
If B is assumed to be in the z-direction the energy of the electron is given by
equation 3.3, where ms is the quantum number for the spin state.
U = geµBBms (3.3)
The Lande´ factor, ge, is a correction factor required by the classical model as
it is being used to model a fundamentally quantum system and is 2.0023 for free
electrons. For an electron in a crystal ge will be a matrix which may be anisotropic.
If there is a non-zero orbital angular momentum (L) the magnetic moment is given
by equation 3.4.
µ = −µB (geS +L) (3.4)
The mixing of the states with non-zero angular momentum can be contained within
g, as a matrix. This can then be used to give an expression for the energy of the
state, as shown in 3.5.
U = µB
(
BT · g · S
)
(3.5)
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Figure 3.1: Zeeman splitting between two levels, α, the upper level, and β, the
lower level.
3.2.2 The Electron Zeeman Interaction in a Solid
The electron Zeeman interaction describes the energy of an electron in a magnetic
field [114]. An electron when placed in a magnetic field may either align or anti-
align with the field. This gives rise to two spin states, one low energy and one
high energy, described by ms the quantum number for the spin state. To change
an electron from one state to the other energy must be absorbed or emitted by
the electron. The energy required to change an electron from one spin state to
the other is given by equation 3.6, where β is the starting state and α is the final
state. The selection rules require |∆ms| = 1 and ms is quantised.
∆U = Uα − Uβ = gµBB|∆ms| (3.6)
This energy gap forms the basis of EPR experiments. This energy can be probed
by applying electromagnetic energy and measuring its absorption as the electron
spins flip.
Resonance
The basis of an EPR experiment is the absorption of electromagnetic radiation.
It creates an oscillating magnetic field perpendicular to the applied field. The
resonance condition is when the Zeeman energy and the electromagnetic energy
are equal and hence the electrons can absorb the energy and undergo a magnetic
dipole transition. This is when the electromagnetic energy is equal to ∆U ; ∆U =
hν. Figure 3.1 shows the energy of the two spin states changing with increasing
magnetic field. At each field there is a electromagnetic energy which fulfils the
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resonance condition and can change the spin state.
For an ensemble of electrons the probability of the population in each of the two
energy levels in figure 3.1 at thermal equilibrium can be determined by Maxwell-
Boltzmann statistics and is given by the Boltzmann distribution law in equation
3.7 [115, 116]. In this equation Nα is the number of electrons in energy state α
and Nβ is the number of electrons in energy state β, where β is the lower energy
state. As can be seen from the equation at zero-field the levels become equal.
Nα
Nβ
= exp
(
−gµBB
kBT
)
(3.7)
At room temperature kBT is greater than the Zeeman energy so the exponential
can be expanded in to a series as given in equation 3.8.
Nα
Nβ
= 1− gµBB
kBT
(3.8)
There will be similar numbers of up and down spin electrons, with slightly more
in the lower energy configuration with the ratio α : β of 1000:1001. Hence, the
net absorption of microwave energy will be small.
In X-band experiments a field of around 3000 G is used. The energy difference
between up and down spin electrons is electromagnetic radiation in the microwave
region. In order to calculate the Zeeman energy the microwave energy is fixed
and the magnetic field is swept and the absorption of the microwaves is measured.
This was chosen, as opposed to sweeping the microwave source at a fixed field, as
a resonator is used to store the microwave energy and this has a fixed size. The
wavelength of microwaves is a few centimetres which means a resonator designed
to contain them is a very convenient size for diamond samples.
3.2.3 The Effective Spin Hamiltonian
The Hamiltonian is the operator in quantum mechanics that represents energy.
When the electron wave function is an eigenfunction of the Hamiltonian it has a
precise energy given by the eigenvalue of the Hamiltonian. It consists of a spin
part and a spatial part. It can be simplified by integrating over all spatial variables
leaving the spin part; this equation is termed the ‘spin Hamiltonian’. This form
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is very useful in the understanding of EPR spectra as it describes the interactions
of an electron and it’s environment [117]. It can be expressed for an unpaired
electron in a lattice, as given by equation 3.9. Each of the terms of this equation
describe different interactions of the electron spins in the system [118].
Hˆ = µBBT · g · Sˆ︸ ︷︷ ︸
electron Zeeman
+ SˆT ·D · Sˆ︸ ︷︷ ︸
spin-spin
+
N∑
i=1
( SˆT ·Ai · Iˆi︸ ︷︷ ︸
electron-nuclear
hyperfine
−µNgNBT · Iˆi︸ ︷︷ ︸
nuclear Zeeman
+ IˆTi · Pi · Iˆi︸ ︷︷ ︸
nuclear
quadrupole
+ . . . )
(3.9)
In equation 3.9 the first term is the electron Zeeman interaction and the second is
the spin-spin interaction. The remainder of the terms are summed over the nuclei
in the system and these consist of the electron-nuclear hyperfine interaction, the
nuclear Zeeman interaction and the is the nuclear quadrupole. These interactions
will be discussed in the following sections and the terms within the equation will
be defined.
3.2.4 The Nuclear Zeeman
The nuclear Zeeman interaction arises from the interaction of the nuclei with
the magnetic field, similarly to the electron Zeeman interaction [114]. However,
depending upon the nuclei the interaction is at least 600 times weaker than the
electron Zeeman interaction. It is isotropic and usually has little effect on the
EPR spectrum. It is dependent on the spin quantum number, Iz, and gn both of
which are intrinsic properties of the nucleus. Iz is quantised. The Hamiltonian for
this is shown in equation 3.10, assuming B is in the z-direction.
Hˆ = −
N∑
i=1
µNgnBIˆz (3.10)
Analogously to the EPR resonance Nuclear Magnetic Resonance (NMR) can occur
with a nucleus absorbs energy and changes state. This energy is shown in equation
3.11.
∆U = Uα(n) − Uβ(n) = gnµnB|∆MI | (3.11)
The nuclear Zeeman may be seen in an EPR spectrum in the form of weak satellites
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which arises from double spin-flip transitions. These transitions involve flipping
of the electron and nuclear spin simultaneously and are forbidden.
3.2.5 The Hyperfine Interaction
The hyperfine interaction describes the effect on an electron of the local magnetic
nuclei. The effective field at an electron is the sum of the field applied and the
local field which arises from nearby nuclei [119]. The two fields can be added
vectorially.
Beff = B +Blocal (3.12)
The interaction between the electron and local nuclei is called the hyperfine in-
teraction. The Hamiltonian which relates this is given in equation 3.13, with the
magnetic field in an arbitrary direction.
Hˆ = SˆT ·A · Iˆ (3.13)
The hyperfine matrix, A, has both an isotropic and anisotropic part as given by
equation 3.14, where A0 is the isotropic part and T the anisotropic part.
A = A01 + T (3.14)
The isotropic part is given by the coupling constant A0, given in equation 3.15, and
arises from the Fermi contact interaction, where the unpaired electron probability
density is localised at the nucleus.
A0 =
2µ0
3 gµBµN |Ψ(0)|
2 (3.15)
The anisotropic part is caused by the dipolar interaction between the electron and
local nuclei and is given by the expression in equation 3.16.
T =

−b 0 0
0 −b 0
0 0 2b
 where b = µ04pi gegNµBµN〈r3〉 (3.16)
This interaction is dependent on the distance between the electron and nuclei (r)
and is still present at zero-field. It causes the absorption lines to change field
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(a) Spin state splitting caused by the electron Zeeman interaction and the
electron-nuclear hyperfine in hydrogen. Red line indicates the allowed tran-
sition. Image recreated from [112].
(b) Spin state splitting caused by the electron Zeeman interaction and the
electron-nuclear hyperfine in single substitutional nitrogen. Red line indicates
the allowed transition.
Figure 3.2: Spin state splitting caused by the electron Zeeman interaction and
the electron-nuclear hyperfine in single substitutional nitrogen.
position as the crystal is rotated as the angle between the magnetic field and the
vector between the nuclei and electron change.
The quantisation of the nuclear spin results in a discrete set of magnetic environ-
ments. For example a hydrogen atom has S = 12 and I =
1
2 . This results in four
different combinations of states shown in figure 3.2a. According to the selection
rules, ∆mS = ±1 and ∆mI = 0, thus there are two allowed transitions.
The single substitutional nitrogen defect has S = 12 and I = 1. This results in three
nuclear spin states mI = −1, 0,+1 so there are three different local environments
that an electron can experience. This means there are three different frequencies of
electromagnetic energy absorbed when the magnetic field is scanned. A simulated
EPR spectrum of an ensemble of electrons adjacent to a nitrogen atoms is shown
in figure 3.3a.
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(a) An EPR spectrum of an ensemble of electrons split into three by the hyper-
fine interaction by a nearby nitrogen nucleus. The field is applied along a 〈001〉
direction.
(b) The effect of the external field being applied at no particular crystallographic
direction.
Figure 3.3: Simulated EPR spectrum of a bulk sample of electrons at nitrogen
defect centres in diamond.
In diamond there is high symmetry, due to the regular structure of the atoms.
The single substitutional nitrogen defect has C3v symmetry. This means there are
four different orientations which the defect can take. Each of these orientations
has a different angle between the symmetry axis and the magnetic field. The
anisotropic hyperfine interaction splits the absorption lines into four the position
of which depends on the position of the diamond in the magnetic field. This
splitting can be seen in the two outer lines of figure 3.3b. The middle line does
not split because the nitrogen nuclei for the ms = 0 state are neither aligned nor
anti-aligned with the field, thus a change in the field direction does not affect
these nuclei. These absorptions, along with their position, allow identification of
the unpaired electron’s environment.
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3.2.6 Electron-Electron Dipole Interaction
The electron-electron dipole interaction is an anisotropic dipole interaction be-
tween nearby electrons, described by D. It only applies when S > 12 . The local
electron field changes the energy of the ms states. The effect is applied field in-
dependent. At zero-field it removes the ground state degeneracy, hence it may be
called Zero Field Splitting (ZFS). It is shown in equation 3.17.
Hˆ = SˆT ·D · Sˆ (3.17)
D depends on the angle between the symmetry axis and the applied magnetic field.
For the neutrally charged silicon vacancy the effective spin is S = 1, this creates
two absorption lines in EPR. However, the defect has a symmetry axis along 〈111〉
so has four different possible orientations; [1 1 1], [1 1 1], [1 1 1] and [1 1 1]. As each
of these has a different angle between the symmetry axis and the magnetic field
D is different for each, hence the lines do not overlap, unless the field direction is
〈001〉 and thus makes the same angle (54.74◦) to all four directions.
3.2.7 Nuclear Quadrupole
The nuclear quadrupole is the interaction of the nuclear charge distribution and
the surrounding electric field created by the electrons [120]. It is only included
in the effective spin Hamiltonian when I > 12 , where I is the nuclear spin. The
effect is contained with in P , the nuclear quadrupole coupling matrix, in the spin
Hamiltonian as shown in equation 3.18.
Hˆ =
N∑
i=1
IˆTi · P i · Iˆi (3.18)
As s-orbitals are symmetric they do not have an effect but s-orbitals of other nuclei
and p-orbitals do change the local field gradient.
The effect on the EPR spectra is a small shift in the lines. Additionally, it causes
state mixing between the ms and mI states and hence causes forbidden transitions
to become allowed. This effect can to studied to understand the electric charge
distribution surrounding a nucleus.
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3.3 Bloch Equations
The Bloch equations were first outlined by Felix Bloch in the 1940s to describe
the behaviour of magnetic moments of nuclei [121]. They are also applicable to
the behaviour of electron moments. The Bloch equations describe the changes
in bulk magnetisation of a sample over time. They include the relaxation of the
magnetisation, T1 and T2, which will be discussed in section 3.4. Described here
will be the basic equations but for a more complete picture please see reference
[112].
An ensemble of spins can be described by the bulk magnetisation. In a constant
magnetic field, assuming no relaxation effects, the bulk magnetisation will change
with time as given by equation 3.19.
dM
dt
= γeM ×B where γe = gµB
h¯
(3.19)
If B is aligned in the z-direction, B = (0, 0, B0), this gives equations 3.20, 3.21
and 3.22.
dMx
dt
= γeB0My (3.20)
dMy
dt
= −γeB0Mx (3.21)
dMz
dt
= 0 (3.22)
These equations can be solved to give equations 3.23, 3.24 and 3.25, where M0z
is the magnetisation at t = 0 in the z-direction and M0⊥ is the magnetisation at
t = 0 in the xy plane. ωB is the Larmor frequency.
Mx = M0⊥cos(ωBt) (3.23)
My = M0⊥ sin (ωBt) (3.24)
Mz = M0z (3.25)
These demonstrate that the magnetisation oscillates around the z-direction, with
a frequency given by ωB. If the applied field changes the magnetisation, Mx, My
and Mz, will align to the new field at a certain rate. This is given by the spin-
lattice relaxation rate (T1) for Mz and by the spin-spin relaxation rate (T2) for Mx
and My. This can be included in equations 3.20, 3.21 and 3.22 as an extra term.
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This is given by equations 3.26, 3.27 and 3.28.
dMx
dt
= γeBMy − Mx
T2
(3.26)
dMy
dt
= −γeBMx − My
T2
(3.27)
dMz
dt
= M
0
z −M z
T1
(3.28)
During an EPR experiment a microwave field is also applied to the sample. The
magnetic field component (B1) will interact with the spins and therefore must be
included in the Bloch equations. It is an oscillating magnetic field with compo-
nents B1x = B1 cos (ωt), B1y = B1 sin (ωt) and B1z = 0. Including these gives
equations 3.29, 3.30 and 3.31 which fully describe the magnetisation during an
EPR experiment.
dMx
dt
= γe(BMy −B1 sin(ωt)Mz)− Mx
T2
(3.29)
dMy
dt
= γe(B1 cos(ωt)Mz −BMx)− My
T2
(3.30)
dMz
dt
= γe(B1 sin(ωt)Mx −B1 cos(ωt)My)− Mz −M
0
z
T1
(3.31)
3.3.1 Line Shape
The Bloch equations described in section 3.3 can be used to predict the line shape
of an EPR line. The first step is to translate the Bloch equations into the rotating
frame. This frame is defined as rotating around z in the same direction as the B1
field, with frequency ω. This gives equations 3.32, 3.33 and 3.34.
dMxφ
dt
= −(ωB − ω)Myφ − Mxφ
T2
(3.32)
dMyφ
dt
= (ωB − ω)Mxφ + γeB1Mz − Myφ
T2
(3.33)
Chapter 3. Theory 48
dMz
dt
= −γeB1Myφ − Mz −M
0
z
T1
(3.34)
These equations can be solved to give equations 3.35, 3.36 and 3.37.
Mxφ = −M0z
γeB1(ωB − ω)T 22
1 + (ωB − ω)2T 22 + γ2eB21T1T2
(3.35)
Myφ = +M0z
γeB1T2
1 + (ωB − ω)2T 22 + γ2eB21T1T2
(3.36)
Mz = +M0z
1 + (ωB − ω)2T 22
1 + (ωB − ω)2T 22 + γ2eB21T1T2
(3.37)
The γ2eB21T1T2 term can usually be ignored as B1 is small, in the absence of
microwave power saturation. Magnetic field susceptibility is given by χ = M/H.
It is made up of two components, the real and the imaginary part, χ = χ′ + iχ′′,
where χ′ is dispersion and χ′′ is absorption. These are the Bloch susceptibilities
and are defined by equations 3.38 and 3.39.
χ′ = +κµ0Mxφ/B1 (3.38)
χ′′ = −κµ0Myφ/B1 (3.39)
Where κ is a dimensionless parameter describing the medium and µ0 is the perme-
ability of a vacuum. The absorbed power can be determined from the susceptibility
as shown by equation 3.40.
P (ω) = χ
′′ωB21
µ0V
(3.40)
Where V is the volume of the sample. This means P ∝ χ′′ ∝ Myφ. As shown in
equation 3.36, Myφ has the form of a Lorentzian equation. An example Lorentzian
is shown in equation 3.41.
L(x) ∝ Γ(x− x0)2 + Γ2 (3.41)
Under the assumptions used in the Bloch equations EPR lines are Lorentzian in
shape but line broadening may occur homogeneously or inhomogeneous depending
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on the source.
Linewidth Broadening Mechanisms
A short T2 can cause broadening of the EPR linewidth. At low temperatures
when T2 is long the lower limit of the linewidth is the result of distant unresolved
hyperfine interactions. However, as T2 becomes short the linewidth is broadened.
In equation 3.40 the absorbed power for continuous wave EPR was presented.
From this, an expression can be derived for the linewidth [112].
Γ = 1|γe|T2
(
1 + γ2eB21T1T2
) 1
2 (3.42)
If saturation effects are ignored the following assumption can be made.
if γ2eB
2
1T1T2  1 then Γ ∝
1
T2
(3.43)
The linewidth can therefore be broadened by a short T2.
Other sources of homogeneous broadening may also be present and these may be
affected by T2 [112]. Homogeneous broadening occurs when the instantaneous local
field is changing over time. Mechanisms which contribute to this effect include
spin-spin interactions, which arise when magnetic fields caused by individual spins
interact with each other, and electron-spin-nuclear interactions, which arise when
magnetic field caused by nuclei interact with those caused by electrons.
Inhomogeneous broadening arises due to inhomogeneity of the magnetic field and
anisotropic spin interactions [112]. These cause different spins packets to expe-
rience different local field and hence an EPR line may be made up of multiple
slightly different lines from these spin packets.
3.3.2 Saturation
During microwave saturation, there is more microwave energy than can be ab-
sorbed by the EPR transition. According to Boltzmann statistics, at thermody-
namic equilibrium and finite temperatures, there will be more electrons at the
lower energy level than the higher one. Net absorption will occur as electrons
from the lower level absorb microwave photons and move to the higher energy
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level. However, this net absorption will only continue whilst there are more elec-
trons in the lower energy. This requires relaxation. Over time electrons will relax
back down to their equilibrium state, as was discussed in section 3.3. If microwave
photons are coming in faster than the electrons can relax back down, they will
no longer be absorbed. In this situation the microwave power absorbed is not
proportional to the number of unpaired electrons present so the measurement will
no longer be quantitative. This can be described by the saturation term γ2eB21T1T2
in equation 3.37.
According to the saturation term in the Bloch equations saturation is dependent
on the two relaxation times T1 and T2. As these are dependent on the temperature
so too are saturation effects.
3.4 Pulsed EPR
A pulsed EPR experiment allows relaxation times to be measured [118]. As with
continuous wave EPR the spins align to an external magnetic field. However, in-
stead of a continuously applied microwave energy, pulses are used. The magnetic
field and microwave energy are chosen to be on resonance. This allows the mi-
crowave energy to rotate the magnetisation of the electron spins. Pulses used are
in a much shorter time scale than the relaxation times of the sample. Measuring
the spin packets as they relax back to their ground state configuration allows the
relaxation times to be measured. Electron spin is a quantum mechanical property,
but the magnetisation of a bulk sample of many spins can be treated as a classical
property.
The magnetisation of the electrons in a magnetic field is aligned parallel to the
field, in the z-direction. Whilst individual electrons precess around the field at the
Larmor frequency, they do not precess in phase so there is no overall magnetisation
in the x-y plane only parallel to the field [118].
Initially the electron spin orientations are determined by Boltzmann statistics,
more electrons align with the field as this is the lowest energy configuration. Mi-
crowaves can supply energy to these electrons changing their spin state into one
which does not align with the external field. Microwave energy can rotate the
magnetisation away from the magnetic field direction by different amounts de-
pending on the duration and power of the pulse. Electrons in higher energy states
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Figure 3.4: Diagram of electron packet spin evolution in the x-y plane. The
magnetic field is aligned to the z-direction. After the spin packets are rotated in
the the x-y plane they begin to relax. After the pi pulse they the spin packets flip.
Their relaxation, which remains the same in terms of magnitude and direction,
causes them to form a coherent echo in the positive x-direction.
will return to their original configuration by dissipating their energy to their sur-
roundings. The two main mechanisms for this are dissipating energy to other spins
or to the surrounding lattice.
A signal is produced by the electron spins precessing in phase in the xy detection
plane [118].
3.4.1 Measuring an Echo
Measuring an echo is performed by rotating the magnetisation into the detection
plane (the x-y plane) using two microwave pulses called a read-out sequence [118,
122]. A microwave pulse, with tip angle pi/2, is used which rotates the electron
spins from the z-direction into the negative x-direction. Figure 3.4 shows the
detection plane, with the first image showing the spin packets all pointing in
the negative x-direction. Once rotated the spin packets will begin to relax away
from their initial position, via spin-spin relaxation, i.e. loosing their energy to
other spins. After time τ this is followed by a pi pulse, as shown in the diagram,
which rotates the spins to the positive x-direction. As the spin packets are still
relaxing in the same direction with the same speeds, an echo signal will occur
when the spins align in the positive x-direction. This alignment will take time τ .
This sequence is called a Hahn Echo. These spins may also undergo spin-lattice
relaxation during the pulse sequence. In this type of relaxation spins return to the
z-direction by dissipating their energy to the lattice. This will reduce the echo.
The size of the echo gives information about the degree and direction of the initial
spin magnetisation and the relaxation which may have occurred.
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(a) Pulse sequence for inversion recov-
ery.
(b) Recovery after inversion.
Figure 3.5: Pulse sequence used to measure inversion recovery.
3.4.2 Spin Lattice Relaxation Time
Over time, the magnetisation which has been rotated away from the magnetic
field direction by a pulse will relax back to the magnetic field direction [118,
122]. This occurs because the system is no longer in thermal equilibrium. This
happens by two relaxation processes; the spin lattice relaxation time and the
transverse relaxation time. The spin lattice relaxation time (T1) is determined
by the time required to return to the z-direction. The electromagnetic energy
which the microwaves supplied is lost over time to the lattice as the magnetisation
returns to the z-direction.
Measuring T1
The T1 time can be measured by using an inversion recovery pulse sequence. This
pulse sequence is shown in figure 3.5a. An inversion recovery pulse sequence
involves inverting the spins with a pi pulse and then performing the read-out
sequence as discussed in section 3.4.1 consisting of a pi/2 and pi pulse to get a
measurable echo in the detection plane. The time between the initial pulse and
the read-out sequence, τ , is incrementally increased each time the experiment is
repeated. This gives a measure of the inversion recovering, as can be seen in figure
3.5b.
The Bloch equation 3.31 can be solved to model this relaxation, giving equation
3.44.
Mz(t) = Mz(0)(1− 2e−τ/T1) (3.44)
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This equation can be used to fit the inversion recovery shown in figure 3.5b and
T1 can be calculated.
3.4.3 T1 Relaxation Mechanisms
In this section the mechanisms by which T1 relaxation occurs will be discussed.
According to the Boltzmann statistics discussed previously (section 3.2.2) at finite
temperatures there will be more electrons present at the lower energy level than
the higher one. An incoming photon of microwave energy can induce an electron
to move from the lower to the higher energy level or visa versa. Over time the
two energy levels would become equally populated. However, this does not occur
because relaxation causes re-population of the lower level. T1 relaxation involves
electrons spontaneously moving to the lower energy state by dissipating energy to
the lattice [115, 123]. Solving the rate equation for the change in electron states
gives equation 3.44, an exponential decay in magnetisation.
Despite the fact that photon-spin interactions are stronger than phonon-spin inter-
actions at room temperature there are many more phonons present so the phonon
relaxation mechanisms can compete with the photon excitation mechanisms, at
low temperatures these phonons are less prevalent so the phonon-spin interaction
reduces. This causes the relaxation mechanism to take longer [124].
The interaction between the lattice vibrations and the electrons can take different
forms depending on the phonon energies and density. As T1 relaxation is deter-
mined by the time taken for the electron spin energy to dissipate into the lattice,
experimental data can help understanding these interactions. Which relaxation
mechanism dominates is dependent on temperature as this determines the number
and energy of the phonons present. By understanding these different mechanisms
experimental changes in T1 over temperature can be modelled to understand the
actual behaviours. Equation 3.45 describes the changes in T1 with temperature
[115].
1
T1
= aT + bT n + c
exp(∆/kT )− 1 (3.45)
In this equation the first term models the direct process, the second, the Raman
process and the third, the Orbach process. T is the temperature. ∆ is the energy
gap between the spin state at the level into which the electron is excited by the
phonon during the Orbach process. a, b and c are coefficients which can be varied
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to fit experimental data.
Direct Process
The direct process is the process by which an electron loses or gains energy by
emitting or absorbing a phonon. The phonon will have energy equivalent to the
difference between the two energy states the electron has moved between. The
direct process can only occur with phonons which have exactly this energy, hence
it’s likelihood depends on the number of phonons at the correct energy. The effect
is linear with temperature because a higher temperature environment has more
phonons.
The direct process tends to dominate at low temperatures and at higher fields
[123]. In equation 3.45 it is the first term.
Raman Process
The Raman process is a phonon process which occurs below the Debye temperature
[123]. In diamond the Debye temperature is 2200 K [125]. A phonon is absorbed
and subsequently emitted. The electron is excited to a virtual level and then
relaxes back down. The change in energy of the phonon before and after the
interaction is transferred to or from the electron and allows it to change energy
state. Any phonon which has enough energy can be absorbed and hence the
process is strongly temperature dependent. In equation 3.45 the term which relates
to the Raman process is bT n. Where n depends on which type of spin state the
electron is changing between.
Despite being a two phonon process, one phonon is absorbed and another of a
different energy is emitted, the Raman process is much more likely to occur when
compared to the direct process. This is because the direct process requires a
phonon which has exactly the right energy, whereas the Raman process can absorb
any phonon which has high enough energy.
Orbach
The Orbach process is independent of field [123]. It is a process which involves the
electron absorbing a phonon with energy ∆. This causes the electron to be excited
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(a) Electron moves to a lower energy
level via the Orbach process.
(b) Electron moves to a higher energy
level via the Orbach process.
Figure 3.6: The Orbach process showing a phonon, with energy ∆, promoting an
electron to a higher energy level and subsequently a phonon being emitted as the
electron relaxes back down to a different energy level. Figure from [115].
up to a higher energy level. Another phonon, of a different energy, is emitted and
the electron relaxes back down and thus has changed energy level. This process
is shown in figure 3.6. This differs from the Raman process because the electron
gets excited up to a real level.
The process depends on the number of phonons available which have energy ∆
and hence is temperature dependent. In equation 3.45 it is the final term.
Two additional process may also be relevant to the relaxation; local mode and
thermally activated.
Local Mode
It may be difficult to distinguish between local mode interactions and thermally
activated interactions when studying T1 behaviour [123]. The local mode mech-
anism involves a spin dissipating it’s energy into the heat bath. It occurs when
a specific vibrational local mode pairs to an unpaired electron. As diamond has
a symmetric, charge balanced, lattice, this effect only occurs where a defect is
present. A defect, for example a single substitutional nitrogen atom, can vibrate
with a characteristic frequency and the unpaired electron at the nitrogen atom
will move. This causes a change in the environments of the surrounding electrons
as a charge is moving and hence creating a field. This causes a change to the other
electrons’ orbital angular momentum and hence via spin-orbit coupling dissipates
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energy to the thermal bath [123]. In diamond, the energy of these defect vibra-
tions (1244 cm−1) is much higher than the energy of the microwaves (1 cm−1).
This means this energy dispersion mechanism does not usually occur.
Thermally Activated
Thermally activated relaxation is a process where spin energy is dissipated to
the lattice. It is created when a molecule undergoes motion. This may be in
the form of rotation or vibration, either of which could change the symmetry
of the crystal. If this motion occurs on the time scale of T1 it will affect EPR
spectra measurements. Energy is transferred to the lattice via molecular motion,
for example methyl group rotation [126].
3.4.4 Transverse Relaxation Times
The transverse relaxation time (T2) is determined by the time it takes for the
electrons spins to disperse in the x-y plane and hence the average magnetisation
in this plane to reduce to zero [118, 122]. This occurs by electrons dispersing their
energy to other spins.
Measuring T2
T2 can be measured using a pulsed experiment. A pi/2 pulse is used to rotate the
magnetisation into the x-y plane. The spins are left for a time, τ , to decay back
to equilibrium and are then measured by a pi pulse (see figure 3.7). This allows
the decay of magnetisation in the x-y plane to be measured.
Equation 3.46 shows the Bloch equations solved for Mxy. By fitting this equation
to the recovery shown in figure 3.7b T2 can be calculated.
Mxy(t) = Mxy(0)e−τ/T2 (3.46)
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(a) Pulse sequence for echo decay.
(b) Decay of echo.
Figure 3.7: Pulse sequence used to measure echo decay.
3.4.5 T2 Relaxation Mechanisms
T2 relaxation occurs via spin-spin interactions [115, 123]. It is very difficult to
directly measure a true T2 as any mechanism which changes the phase of the
electrons will reduce magnetisation in the x-y plane. Hence Tm, the phase memory
time, is usually what is measured and this will be shorter than the true T2.
Tm arises from any mechanism which changes the frequency of a spin packet, and
hence stops that spin packet from aligning with the rest to form the echo [122].
Local non-resonant electron spins and nuclei will change the local field and cause
spectral diffusion. A shift in frequency may be caused by librational motion of a
defect centre or nuclear spin flip-flops.
3.5 Optical Absorption
Optical spectroscopy uses the absorption or emission of photons for defect char-
acterisation [127]. Absorption is characterised by the change in intensity of a
particular energy of light before and after the sample. Transmission through the
sample causes a decrease in intensity: I0 → I. If the sample thickness is given by
dx the change in intensity is given by equation 3.47.
dI(x) = −I(x) · α · dx (3.47)
This equation can be integrated to give ln(I) = −αx+C. The integration constant
can be calculated using the boundary condition that at x = 0, I = I0. This gives
C = ln(I0). The equation now reads ln(I) = −αx+ln(I0). This can be rearranged
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to give equation 3.48. In this equation T is defined as transmission.
transmission(T) = I
I0
= e−αx (3.48)
Absorbance can then be calculated from the transmission, as shown in equation
3.49.
absorbance(A) = log10
I0
I
= − log10 T (3.49)
Equation 3.49 is known as the Beer-Lambert law [128]. Both of the previous
equations do not take into account reflected light. For diamond this may be a
significant factor due to the high refractive index. Equation 3.50 shows a calcula-
tion for T which includes the reflected light, R. However this still ignores multiple
reflections.
T = (1−R)2 e−αx (3.50)
A plot which shows absorbance over a range of wavelengths of light helps char-
acterisation as absorption is related defects and other intrinsic processes of the
sample.
3.5.1 Absorbance of Diamond
Diamond is a material with very high transmission for most wavelengths except
in the two phonon region (see figure 3.8) between 2.6 and 6.2 µm. Transmission
occurs up to the band gap energy which is at 5.47 eV (0.23 µm) [127].
3.5.2 Fourier Transformed Infrared
IR absorption is defined as absorption of light at wavelengths longer than 700 nm.
Photons are absorbed by the material, depending on their wavelength, and create
phonon vibrations within the material. It it is a method of investigating the bond
vibrations within a crystal. These are at lower energies than the electronic tran-
sitions discussed in section 3.5.3. In a perfect diamond crystal the characteristic
bond vibration energy is 1332 cm−1. Energy less than this is not absorbed be-
cause it does not create an electronic dipole due the symmetry of the crystal and
because it is made up of purely carbon atoms. One carbon atom moving creates a
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Figure 3.8: Example infrared absorption spectrum of a reference sample with a
concentration of 220 ppm of single substitutional nitrogen.
net charge but does not create a dipole as it’s movement is equal and opposite to
that of it’s neighbours. However if this net charge is vibrated by a second phonon,
then this will cause absorption because a dipole is created. This is why an intrinsic
diamond lattice only absorbs in the multiphonon region.
Vibrations with in the crystal can either be intrinsic or extrinsic. Intrinsic vi-
brations are characteristic phonons of the material as discussed above. Whereas
extrinsic vibrations are vibrations of defects within the lattice. Defects reduce the
symmetry of the lattice and hence create net charges. They can absorb a phonon
in the one phonon region as these create dipoles.
IR spectroscopy is used to study the one, two and three phonon region of the
diamond spectra. It is particularly useful for looking at different forms of nitrogen
and single substitutional boron.
3.5.3 Ultraviolet/Visible
The UV/vis region is defined as absorption of light less than 700 nm in wavelength
though it is possible to study slightly higher wavelengths [127]. UV/vis spectra
are used to look at the vibronic absorption of defects within diamond samples.
The band gap of diamond, at 225 nm, is in the UV/vis region. The diamond band
gap is indirect so an electron absorbing a photon also requires a phonon to move
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Figure 3.9: The indirect band gap of diamond. Image from [127].
in momentum as well as potential energy to get to the bottom of the excited state.
This is shown in figure 3.9. If a phonon is not present the absorption occurs at
a higher energy than the band gap, as it has to get to a higher energy than the
bottom of the excited level, than would occur if it were a direct band gap material.
Vibronic absorption occurs when an electron, within a defect, absorbs a photon
of light and changes from the ground state to the excited state. This mechanism
is shown in figure 3.10 and is discussed in more detail in section 3.7.
3.6 Luminescence
Experiments which cause a sample to interact with light and luminesce fall into
two main categories, depending on the mechanism present. Light may either
be scattered, elastically or inelastically, or it may be absorbed. If the light is
scattered elastically this is called Rayleigh scattering. Raman scattering is inelastic
scattering. The photon loses energy to the lattice in the form of a lattice vibration.
Raman scattering gives information about the lattice. The photoluminescence
effect is stimulated emission after absorption of a photon. The absorption and
emission during photoluminescence (PL) is caused by impurities, and hence can
be used to give information about the type and relative concentrations [127]. These
will be discussed below.
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3.6.1 Raman Microscopy
The Raman line is created when the incoming photons are inelastically scattered,
having undergone the Stokes effect. The photon loses energy to the lattice in the
form of a phonon. A phonon is an intrinsic vibration characteristic to the material,
in diamond it has an energy of 1332 cm−1 so a line is seen in the spectrum which
is equivalent to the laser energy minus the phonon energy [127].
Raman linewidths are determined by the sample purity. Optical phonon travel
through the material is affected by static scattering points which disrupt the peri-
odicity. Impurity atoms, such as nitrogen, increase the linewidth [129]. This will
be discussed further in Chapter 6.
3.6.2 Photoluminescence
Photoluminescence (PL) is the absorption and subsequent emission of photons.
The energy of the incoming photons causes defects in the material to luminesce.
Photons are supplied by the laser at a chosen wavelength. The material absorbs
these photons by promoting electrons to higher energy levels, after a short time
the electrons relax back and emit another photon. The emitted photon may have
a characteristic energy of the defect from which it was absorbed and subsequently
emitted. Depending on the temperature of the measurement a zero-phonon line
emission may be seen when an electron relaxes from the bottom of the excited
state to the bottom of the ground state. At higher temperatures it is also likely
that a vibronic side band will be seen. This is created when electrons relax back
down from the excited state to the middle of the ground state rather than the
bottom. so is at lower energy. This is shown in figure 3.10. Electrons may sit in
the middle of the excited state if there are many lattice phonons around, which
occurs more at higher temperatures. This is discussed further in section 3.7.
3.7 Vibronic Absorption and Emission
The mechanism by which defects absorb and emit are shown in figure 3.10. This
shows an example electronic structure with the vibronic levels. At low tempera-
tures there are few phonons around so electrons are most likely to be present at
the bottom of the ground state band. Absorption and emission can occur with a
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Figure 3.10: Vibronic structure of a defect. Zero-phonon line in emission and
absorption showing creation of phonon side band [130].
photon which has the equivalent energy to the zero-phonon line (ZPL). Absorp-
tion can also occur at energies above this energy as this will excite the electron
into a higher vibronic band of the excited state. Hence the vibronic side band for
absorption is at a higher energy.
Emission occurs at the ZPL and at lower energies as the electron can relax into
higher vibronic levels of the ground state. These electrons will relax back down
to the bottom of the energy level emitting a phonon at a later point. The relative
sizes of the ZPL and the vibronic side band is determined by a number of factors
including the temperature; the ZPL becomes sharper as the sample becomes colder
[33].
3.8 Cathodoluminescence
Cathodoluminescence (CL) was employed to image the growth structure of the
diamonds [131]. During CL an electron gun is used to bombard the surface of the
sample with high energy electrons. This causes stimulated emission of photons,
analogously to PL. In PL laser energies of up to 4 eV are used, however, during
CL the excitation energy used is of the order of keV. This amount of energy allows
electrons to be excited up from the valence band to the conduction band (the
Chapter 3. Theory 63
band gap of diamonds is 5.47 eV). The electron hole pair can recombine which can
create recombination emission. Alternatively the electrons relax back down to the
valance band via the defect levels within the band gap. Photons are emitted as
the electron loses energy during each one of these transitions. This is discussed
further in Chapter 6. In figure 6.4 the green colour relates to a nitrogen defect
(neutral di-nitrogen vacancy), cathodoluminescence can be used as a qualitative
measure to study the changes in defect incorporation of the sample.
3.9 Secondary Ion Mass Spectroscopy
SIMS was employed to find out carbon isotope and impurity concentrations. It is
a destructive technique which sputters away the sample surface and analyses the
resulting ions using a mass spectrometer [132, 133, 134]. The sputtering is done
by a focused ion beam and which ions are used depends on the material being
sputtered. For diamond caesium ions are used to investigate the 13C ions and
negative oxygen ions are used for nitrogen. Caesium is used for smaller ions as it
has a better yield and sputters more effectively because it is heavier. The caesium
ions are created by heating a caesium containing compound until it becomes gas
and then letting the vapour hit a heated tungsten plate until thermally ionised.
The negative oxygen ions used are in the form of a plasma (a plasma is a state
of matter like a liquid or a gas but it is made up of ions which means it can be
manipulated by a magnetic field). The plasma is created by flowing a gas between
an anode and cathode. The cathode emits electrons which cause the gas to ionise
and from a plasma. An extraction electrode forms the plasma into a beam and a
mass filter is used to remove unwanted ions. The main advantage of the negative
oxygen ions is they prevent a charge build up on the surface.
Once the ions have been formed into a beam they are directed towards the surface
to be investigated. This is done in high vacuum. A very small amount of material
is etched so the analysis is very local. The surface is usually etched in 1 to 2 nm
depth round pits. The secondary ions ejected from these pits are then collected
and steered towards a mass analyser. This sputtering process is poorly understood
so normally a standard sample is used for comparison as it is very challenging to
model the process. Usually a ratio between two different species is examined as
this leads to more accurate measurements.
The secondary ions are removed from the surface using an immersion lens or an
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extraction lens (for this work a immersion lens was used). The sample is held
at a high positive or negative voltage, depending on the ions so they accelerate
away from the surface and towards the mass analyser. In the case of nitrogen
the ion being measured is N3− so the sample surface is negatively charged. For
insulators, such as diamond, the surface is first coated with a thin layer gold so
the surface charge is even. A transfer lens is used to transfer the ions to the mass
spectrometer.
A contrast aperture is used before the spectrometer. The aperture size is chosen
depending upon what information is required. A small aperture will result in
better spatial resolution and a larger aperture will result in a larger ion intensity.
The ions are then accelerated around a corner in a magnetic field. This magnetic
field is measured by either a Hall probe or by measuring the relaxation of spin
flipped hydrogen atoms by NMR. Which technique is used depends on which ions
are being measured. The curvature of each ion depends on the mass to charge
radio. A moveable slit at the end allows the investigated ion to be selected.
Once the correct ions have been selected their concentration can be measured by
secondary ion detectors. These are also in a very high vacuum. Many different
types of detector are used but the main types are a Faraday cup or an electron
multiplier. A Faraday cup is made up of a hollow conducting electrode. The
colliding ions create electrons which go to ground and create a potential drop
which is measured to measure the count rate. An electron multiplier consists of
multiple dynodes which produce 1, 2 or 3 electrons when an ion hits them. These
electrons are accelerated possibly to another dynode where more electrons are
produced. A metal anode collects and measures these electrons.
In Chapter 6 this technique was used to study the carbon isotope ratios.
Chapter 4
Experimental Techniques
4.1 Introduction
This chapter presents the experimental techniques used in this thesis. First contin-
uous wave electron paramagnetic resonance (EPR) is discussed, followed by pulsed
EPR. The methods used for illumination of samples during these experiments is
detailed. Next the optical techniques are given; including infrared and ultravi-
olet/visible absorption, photoluminescence (PL) and cathodoluminescence (CL).
Finally the experimental method for secondary ion mass spectroscopy (SIMS) is
presented.
4.2 Electron Paramagnetic Resonance
4.2.1 Continuous Wave Electron Paramagnetic Resonance
Experimental Details
Continuous wave EPR experiments were performed using a Bruker EPR Spec-
trometer. The magnet used was an ER 073 with an ER 083 power supply. The
microwave bridge used was an ER 041x at X-Band with a lowest microwave power
of 60 dB (200 nW) or an ER 041gx with a lowest microwave power of 90 dB (200
pW). The resonator used was a Bruker TE011 cylindrical cavity. The sample was
held on a rexolite rod or two axis goniometer.
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Figure 4.1: Schematic of ESR 900. Image from [81].
The EPR spectra obtained were fitted with the ‘EPRsimulator’ program for Mat-
lab, detailed in Dale’s thesis [135].
Cooling
Measurements were carried out at a variety of different temperatures ranging from
8 K to 300 K using an Oxford Instruments ESR900 continuous flow cryostat. Fig-
ure 4.1 shows a schematic. Both liquid helium and liquid nitrogen were used. The
cryostat continuously flowed gaseous helium/nitrogen over the sample. The tem-
perature was controlled by an Oxford Instruments ITC5035 which was connected
to the temperature sensor and the heater in the gas flow of the ESR900.
The basic requirements of EPR are to place the sample in a homogeneous magnetic
field, apply microwave energy and measure how much of the energy is absorbed.
The components required for these experiments are discussed below.
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Figure 4.2: Diagram of the key components of the microwave bridge. Figure
adapted from [136].
The Microwave Bridge
The microwave bridge controls the microwave source and subsequent microwave
detection, a schematic of which is shown in figure 4.2. A higher microwave fre-
quency source will result in a larger difference in field position between signals
from different g-factors and, in the absence of microwave power saturation, bet-
ter sensitivity when differentiating closely spaced signals. However this will also
require a smaller cavity resonator to contain the radiation and hence a smaller
sample [112]. When a higher frequency source is used a higher magnetic field is
also required, which makes maintaining the uniformity of the field increasingly
challenging. A microwave source frequency is chosen as a balance of these two
factors. The region chosen is called X-band and is characterised by a frequency of
9.75 GHz and a resonant field of 3480 Gauss, for g ≈ 2 absorption [136].
The microwave source used in this work was a Gunn diode and for the pulsed
work this was used in conjunction with a travelling wave tube (TWT) to amplify
the power. A resonator is designed to hold a particular frequency of radiation and
as such fixes the frequency used. For this reason a fixed microwave frequency is
chosen while the field is swept [136].
An attenuator is used to attenuate the output power of the source. A high
power may be useful for some samples but many samples exhibit significant mi-
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Figure 4.3: Diagram of EPR magnets.
crowave power saturation and hence a lower power is required for quantitative
measurements [112].
A circulator is then required to supply the cavity with microwaves and then
send any reflected microwaves to the detector. When critically coupled all the
microwave energy will be contained within the cavity and none will be reflected.
However once the sample absorbs some microwave energy the resonance conditions
will no longer be met and some microwaves will be reflected. The circulator allows
both the microwaves from the source to reach the resonator and only reflected
microwaves from the resonator to reach the detector [112].
When microwaves are reflected they reach the detector diode. The diode con-
verts the microwave energy into a current. In the linear region of the detector
diode the current is proportional to the square root of the microwave energy. This
should occur in the region of 200 µA. A reference arm supplies extra microwave
energy from the source to the diode via an attenuator and a phase shifter (to
match the phase after a different path length) to keep the diode in the linear
region.
The Resonator
The resonator is central to the EPR spectrometer and is shown in figure 4.3. A
resonator is a cavity or dielectric resonator used to store microwave energy.
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When on resonance there are standing waves created by constructive interference
within the resonator, which allow the energy to be stored [112]. A resonator is
chosen such that the resonant mode has the maximum magnetic field and minimum
electric field in the centre of the resonator where the sample sits. An example of a
cylindrical cavity resonator in transverse electric (TE011) mode is shown in figure
4.4. The electric and magnetic fields can be modelled by Maxwell’s equations, as
depicted in the diagram.
Two key factors when evaluating the sensitivity of a resonator are the quality
factor (Q) and the filling factor (η). η ranges between one and zero. The signal
is directly proportional to the product of both of these factors so both must be
maximised. However, they have competing requirements; Q is largest when the
sample is small compared to resonator size (if the sample is lossy) and the filling
factor is largest when the sample and the resonator are comparable in size. The
Q of a resonator is expressed by equation 4.1.
Q = 2pi(energy stored per cycle)energy disipated per cycle (4.1)
This indicates that for high Q the ohmic losses must be minimised. Ohmic losses
occur when the sample non-resonantly absorbs energy via the electric field, hence
the sample must be placed at the electric field minimum. Additionally, rexolite
sample holders (either a rod or a goniometer depending on sample orientation
requirements) are used to hold the sample in place, as they are non-conducting
and do not have an EPR signal. The inside of the cylindrical cavity resonator
used is coated in silver and gold to aid conduction of the electric current in the
cavity walls and avoid energy losses [136].
Equation 4.2 gives the η of a cavity. In practice this is very difficult to calculate
as B1 needs to be known in detail so when comparing a sample to a reference it
is best to use samples of similar size at the same position in the resonator.
η =
∫ sampleB21dV∫ cavity B21dV (4.2)
In equation 4.2 B1 is the magnetic field created by the microwaves. The numerator
is an integration of the magnetic field over the sample volume and the denominator
is an integration of the magnetic field over the cavity volume. For cylindrical
cavities the Q is high but the η is low as the sample is small compared to the
resonator. For dielectric resonators (such as the one used for pulsed experiments)
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Figure 4.4: Cylindrical cavity operating in the TE011 mode. (a) Cavity. (b)
Electric-field contours. (c) Magnetic field contours. Figure adapted from [112].
Q is low and η is high. This is an advantage as it reduces the ringing time of the
resonator. Ringing time will be discussed further in section 4.2.3.
A waveguide is used to transport the microwaves from the bridge to the resonator.
The size is selected depending on the frequency of the microwaves. A variable iris
is used to impedance match the waveguide to the resonator [112]. The change in
impedance matching changes the amount of microwave energy transmitted and
reflected. This allows the resonator and the waveguide to be critically coupled; no
microwave energy is reflected back.
Electromagnets are used to create a homogeneous magnetic field [136]. The
field is not linearly dependent on the current supplied and exhibits hysteresis. A
Hall probe is placed in the magnet to feedback the actual field measured into the
magnetic field controller and allow for adjustments to be made. The Hall probe
is kept at a constant temperature, slightly above room temperature, to ensure
changes in voltage measured are not temperature related [112].
4.2.2 Modulation
Phase sensitive detection is employed to increase the signal-to-noise ratio. This
is done using the Helmholtz coils which are placed inside the magnet as shown
in figure 4.3. The magnetic field (B0) is modulated sinusoidally and microwave
reflection is detected at the same modulation frequency. The only signals detected
are at the modulation frequency using a lock-in detector. This allows the prevalent
low frequency noise to be excluded [136]. A modulation frequency of 100 kHz is
normally used. The amplitude and frequency must be chosen carefully to avoid
Chapter 4. Experimental Techniques 71
distorting the line shape.
A modulation amplitude must be chosen to be smaller than 0.2 times the peak-
to-peak distance of the EPR lines, if a true line shape is required [112]. If true
line shape is not required a larger modulation amplitude can be used to increase
sensitivity. This can still be used to give a quantitative measure as the line is
integrated to get the signal, and modulation broadening does not change this area.
However, narrowly split lines may appear as one. The modulation frequency must
also be chosen so as not to increase with the linewidth. Modulation side bands
can occur if the modulation frequency is similar to the linewidth in Gauss. 100
kHz is 0.15 Gauss (for g = 2 electrons) and thus is usually hidden by the line.
The EPR spectrum in figure 3.3a shows a derivative line shape of a slow passage
experiment. During a slow passage experiment equilibrium is maintained and the
stable solutions to the Bloch equations apply. The derivative line shape is due to
the modulation.
Quantitative Electron Paramagnetic Resonance
The integrated intensity of an EPR signal of a particular magnetic dipole transition
is proportional to the number of unpaired electron spins undergoing the transition
[112, 137]. This can be used to calculate the concentration of the defect at which
the spins exist by comparison to a sample of known concentration [138]. The
factors which need to be compared are shown in equation 4.3. The equation only
applies when there is no microwave saturation as it assumes there are Boltzmann
populations.
[x] = [ref ] Ix
Iref
√√√√(Pµw)ref
(Pµw)x
Mref
Mx
(Bm)ref
(Bm)x
g2ref
g2X
S(S + 1)ref
S(S + 1)x
(taq)ref
(taq)x
Gref
Gx
Nref
Nx
(4.3)
In this work the experimental parameters of the sample to be measured and the
reference were kept the same as far as possible. This included maintaining the
same microwave power (P ), modulation amplitude (Bm), conversion time (taq),
gain (G) and number of scans (N). The sample position within the resonator was
also kept the same as far as possible so they both experience the same magnetic
and electric field. In equation 4.3 Ix (Iref ) is the EPR signal intensity of the
unknown sample (reference sample), Mx (Mref ) is the unknown sample (reference
sample) mass, gx (gref ) is the unknown sample (reference sample) g-factor and
Sx (Sref ) is the species (reference sample) spin. These factors were taken into
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Figure 4.5: Increasing microwave power causing homogeneous microwave power
saturation.
account when concentrations were measured. The reference sample used for all
quantitative EPR measurements was a type Ib single-sector HPHT synthesised
sample containing 270±30 ppm of N0s . The concentration of N0s was measured by
S. Liggins by FTIR [63].
Another important issue when taking quantitative measurements was to avoid mi-
crowave saturation. Microwave saturation occurs when the energy in the resonator
is larger than that which the sample can absorb by magnetic dipole transitions,
per unit time without perturbing the Boltzmann population distribution. This
leads to a non-Boltzmann population distribution as the spin-lattice relaxation
rate is not fast enough to return the populations to a Boltzmann distribution.
This causes the integrated intensity of the EPR signals to no longer be propor-
tional to the unpaired electron concentration within the sample. Figure 4.5 shows
intensity proportional to the square root of power at low powers, as was presented
in equation 4.3. At high powers intensity is not proportional to the square root
of power, and hence the equation no longer applies. The theory of this process is
discussed in more depth in section 3.3.2. Many of the samples discussed in this
thesis were studied at low temperature. At lower temperatures relaxation rates
become slower and hence saturation is more likely. For this reason very low mi-
crowave powers were required. A 90 dB microwave bridge was used for the low
temperature measurements.
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4.2.3 Pulsed Electron Paramagnetic Resonance
Experimental Details
Pulsed EPR was performed with a Bruker Elexsys E580 spectrometer with a
Bruker Super XFT-EPR bridge which went down to 60 dB or 200 nW. The dielec-
tric resonator used was an ER 4118 X-MD5 X-band dielectric ring resonator. The
inner diameter was 5 mm, and hence was of a similar size to the samples used, so
had a high η.
Sample Cooling
Cooling was performed with an Oxford Instruments continuous flow liquid helium
cryostat controlled by an Oxford Instruments ITC5035.
The Pulsed Electron Magnetic Resonance Spectrometer
A pulsed EPR spectrometer is similar to a continuous wave spectrometer but
has a few key differences: a travelling wave tube (TWT) is added to amplify
the microwave power to create high power pulses; and a pulse programmer is
also required to manage the pulses, the TWT and the detection. The pulses
are normally are 16 to 34 ns long and during this time the detection circuitry
must be protected. The resonator will hold the microwave energy, leading to
‘ringing’, the circuitry must also be protected from this. The microwave pulses
are of much higher power than the signals to be detected and hence the circuitry
is very sensitive. Defence pulses are used to protect the detector and this is also
controlled by the pulse programmer. This means there is a deadtime after each
pulse before a signal can be detected [122].
Unlike in a continuous wave experiment a high quality factor (Q) is not advanta-
geous to a pulsed experiment. A high Q will result in a longer ringing time. This
increases the deadtime and hence makes Free Induction Decay (FID) and echoes
(discussed in section 3.4) more difficult to measure as they may be hidden by
ringing. A low Q is created by over-coupling the resonator. The Q was only 150
when over-coupled, compared to 5000 for the cylindrical cavity resonators used
for continuous wave EPR. Less energy is stored in the resonator when there is a
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Figure 4.6: Pulse sequence including laser pulse.
lower Q [118]. To increase the signal the resonator often has a very high η as the
resonator and sample are of similar sizes.
Quadrature detection is used during pulsed experiments in order to measure both
the amplitude and phase of an echo. This means information is detected in two
directions in the detection plane. Small inaccuracies in the relative phase and gain
of these two detectors can create quadrature artefacts. To remove these, phase
cycling is used. The same pulse sequence is applied positively and negatively to
each channel, removing the zero frequency artefacts. The pulse sequence is also
sent through the two different channels, allowing errors in the individual channels
to be removed [122]. Phase cycling also has the advantage of removing unwanted
FID and echo signals.
Pulse Sequence
In section 3.4 the pulse sequences used for this work were presented. In this
section the experimental requirements for these sequences will be discussed. The
main pulse sequence employed was ‘inversion recovery’, as shown in figure 3.5.
This pulse sequence was used to measure the spin lattice relaxation time (T1). A
spectrum is shown in figure 5.15 which can be seen to be similar to the theoretic
exponential return to equilibrium shown in figure 3.5b. The data was fitted in
OriginPro using equation 3.44 to give a value for T1.
In order to get sufficient signal from SiV0 and NV− optical spin polarisation was
used to enhance the electron population of the ms = 0 spin state. This increased
the echo measured by enhancing the population difference between the ms = 0 and
the ms = ±1 levels and hence enhancing the absorption and emission respectively.
A pulse sequence which includes this illumination is shown in figure 4.6. U1 is the
laser trigger which switches the laser on and off and DAF is the delay after flash
which will be discussed in section 4.2.4. The laser pulse length used was 1.5 ms.
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Figure 4.7: Pulse sequence including tsleep.
At low temperatures, < 30K, the relaxation time T1 becomes very long, > 10
seconds. This meant the relaxation parameter, τ , had to be very long too (in
the order of seconds). The spectrometer had a limit of one second on the total
length of the TWT pulse train, which made measurements at these temperatures
impossible. For this reason tsleep was used. This allowed the pulse programmer
to switch off for a short time (∼ 10 ms), as shown in figure 4.7. Including tsleep
allowed a much longer time to elapse before the detection pulse sequence occurred,
and hence the recovery of the echo could be measured. The slowest relaxation time
measured was 25 seconds. The τ between the inversion pulse and the detection
sequence was stepped out by 6 seconds (600 × tsleep) after each pulse.
4.2.4 Optical Illumination
In this section the experimental techniques used for optical illumination will be
presented. Optical illumination was used during continuous wave EPR to measure
the effect on electron spin polarisation. Pulses of illumination were applied before
pulse sequences to enhance the signal to noise ratio.
Continuous Illumination
Illumination for the continuous wave EPR was supplied by an optical fibre 1 mm
in diameter, which was polished to a mirror finish on both ends. The diamond
was glued onto the end of the optical fibre, with the minimum amount of glue
between the end of the fibre and the diamond to minimise absorption. The other
end of the optical fibre was inside a laser safe box. A laser diode was focused,
using a lens, on the end of the fibre. The laser used was mounted in a TCLDM9
Thorlabs Laser Diode Mount. The laser diodes used are listed in table 4.1. All of
the lasers in the table are laser diodes with the exception of 1064 nm which is a
Diode Pumped Solid State laser, a LCM-S-112 made by Laser 2000.
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Wavelength (nm) Power (mW) Manufacturer
1064 210 Laser 2000
980 1000 Roithner LaserTechnik
915 1000 Roithner LaserTechnik
830 1000 Thorlabs
785 1000 Roithner LaserTechnik
532 1000 Roithner LaserTechnik
450 1600 Roithner LaserTechnik
Table 4.1: Details of the lasers used.
The power was measured at the sample by measuring the power at a break in the
optical fibre which, again, had been polished flat. Before doing the experiment the
relationship between the power at the break and the power at the diamond was
measured. When the power at the break was 300 mW the power at the sample was
82 mW. The break was polished and connerctorised to make it easier to match the
two ends of the fibre back together after the power measurement had been taken.
Acousto-Optic Modulation
During pulsed experiments an Acousto-Optic Modulator (AOM) was used to con-
trol the switching of the laser. This allowed the pulse programmer of the spec-
trometer to send the U1 trigger to the AOM and thus control when the laser was
on. The AOM used was an Isomet AOM model 1250C with a wavelength range
from 442 nm to 1.5 µm. An AOM uses the interaction between light and sound
in a crystalline material. A crystal is selected which changes refractive index as
an acoustic wave travels through it. The acoustic wave is created by a radio fre-
quency going though a piezoelectric material [139]. This creates compression and
rarefaction (the opposite of compression) in the crystal causing periodic changes
in the refractive index. The velocity of these periods is determined by the choice
of material. The AOM in question used lead molybdate. If the laser light enters
the piezoelectric crystal at the Bragg angle it interacts with the periodic changes
in refractive index and this causes diffraction of the beam into multiple modes, as
shown in figure 4.8. The zeroth mode is the laser light going straight though and
the first mode will switch on and off as the radio frequency is switched on and off.
The first mode was focused on the end of the fibre. Careful alignment of the laser
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Figure 4.8: Diagram of incoming beam at Bragg angle and zeroth and first order
diffraction. Image from [139].
at exactly the Bragg angle and selection of the radio frequency power ensures the
maximum diffraction into the first mode.
The diffraction efficiency of an AOM is determined by equation 4.4 and the total
efficiency is determined by equation 4.5. The maximum total efficiency reached
using the 532 nm laser diode was 28%.
diffraction efficiency = I1st
I0th
(4.4)
total efficiency = I1st
ILASER
(4.5)
At first a 915 nm laser was used but the efficiencies obtained were extremely low.
The 532 nm laser was then chosen, as aligning an AOM gives significantly higher
efficiency with a visible laser as it can be seen whilst aligning. The efficiency of
the 532 nm laser was reduced by multiple issues, however, which arise from using
a laser diode instead of a laser.
The main issue with using laser diodes is the beam shape. An AOM has a beam
waist at a certain location in the crystal through which the beam must travel in
order to be diffracted. The incoming beam also has to be at the Bragg angle.
However, when using a diode the beam diameter is often too wide to fit into the
AOM and it has to be focused using a lens. This focusing means the light is not
uniformly parallel and that some of the light entering the AOM is not at the Bragg
angle and is therefore not diffracted. From this arises a compromise between how
much light enters the AOM and the proximity of the light to the Bragg angle. In
figure 4.9 the effect of this can be seen. Only the central portion of the light is
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Figure 4.9: Focusing into AOM and resulting Bragg angle errors. Image from
[139].
diffracted into the first order.
Another issue with using an AOM is the switching time. Figure 4.10a shows the
trigger from the spectrometer (blue) and the response from the AOM (yellow).
On closer inspection of the response time, a delay is evident, see figure 4.10b. The
time from the U1 trigger start until the AOM was fully on was ∼882 ns. This
delay is caused by the switching time of the AOM and is determined by how fast
the radio waves take to reach the point where the laser light is going through the
crystal. The switching time may also be reduced by the non-ideal beam shape.
Due to this delay a 900 ns was added to the ‘delay after flash’ in any programs
including AOM switching, as seen in figure 4.6.
4.3 Optical Absorption and Emission
4.3.1 Infrared Spectrometer
FTIR spectroscopy is used to study the one, two and three phonon region of the
diamond spectra. Intrinsic diamond does not absorb in the one phonon region
(below 1332 cm−1) but defects do. It is particularly useful for looking at different
forms of nitrogen and single substitutional boron.
IR spectra were obtained with a PerkinElmer FTIR System Spectra GX spec-
trometer and were taken at room temperature. The spectrometer consists of an
interferometer, a schematic of which is shown in figure 4.11. An interferometer is
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(a) Oscilloscope image of U1 spectrometer output triggering AOM. The U1 pulse, shown
in blue, is 1.5 ms long.
(b) Oscilloscope image of end of trigger to laser fully on. ‘a’ indicates the U1 pulse
switching on and ‘b’ indicates the laser being on. The time between the start of the U1
pulse and laser fully on is ∼882 ns.
Figure 4.10: Oscilloscope measurement of AOM switching efficiency. Blue is the
trigger from the pulse spectrometer which triggers the AOM and yellow is the laser
response.
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Figure 4.11: Schematic of an interferometer. Moving mirror scans with a fre-
quency of ∼10 kHz.
composed of a broadband light source. This light is split into two beams using
a beam splitter; a half-silvered mirror which is coated in aluminium and allows
half the light to be transmitted and half to be reflected. These two beams of light
are then reflected by a stationary mirror and a moving mirror respectively. The
two beams are then recombined. The result is then shone onto the detector. This
gives an interferogram which can be Fourier transformed to produce the source
spectrum. The same is done with a sample in place. The two Fourier transformed
spectra can be compared and the absorption of the sample will be given by the
difference.
The two sources used were a tungsten halogen lamp in conjunction with a quartz
beam splitter for the near-IR range and a temperature stabilised wire coil at 1350
K in conjunction with a potassium bromide (KBr) beam splitter for the mid-IR
region.
The IR spectra obtained were fitted with the ‘SpectrumManipulator’ program for
Matlab, detailed in Dale’s thesis [135]. This program compares the absorption
spectrum with spectra of samples with known concentration in order to calculate
concentrations of the species within.
4.3.2 UV/visible Spectrometer
The UV/visible absorption spectrometer used was a PerkinElmer Lambda 1050
UV/vis/NIR spectrometer which has a range of 175 nm to 3300 nm. When tak-
ing measurements below room temperature this was used in conjunction with an
Oxford Instruments optical cryostat and an Oxford Instruments ITC5035 temper-
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Figure 4.12: Schematic of light path within UV/visible spectrometer.
ature controller. The two sources used were a deuterium halogen lamp for the UV
region and a tungsten halogen lamp for the visible and NIR region.
Unlike the FTIR spectrometer discussed previously, a UV/visible spectrometer
measures the absorption of each wavelength in turn. A schematic of the spec-
trometer is shown in figure 4.12. It consists of a broadband light source which is
spread into a rainbow using a diffraction grating. A single wavelength can then
be selected by using slits. The size of the slits used and the number of lines on the
grating determine the resolution of the scan. Once the wavelength is selected, the
beam of light is split in two by a chopper. One of the resulting beams goes through
the sample and the other passes though the reference. The spectrum is created by
measuring the absorption by the sample at each wavelength and comparing this
to the reference beam.
The absorption was measured. The intensity of light is measured differently de-
pending on the range. A photomultiplier tube (PMT) is used in the range from
170 to 800 nm. An indium gallium arsenide (InGaAs) detector is used in the range
from 800 to 1500 nm. A zinc selenide (ZnSe) detector is used in the range from
1500 to 3500 nm.
4.3.3 Raman/Photoluminescence Spectrometer
Both Raman and photoluminescence (PL) measurements were performed with a
Renishaw inVia Raman Microscope. Cooling to liquid nitrogen temperatures was
performed with a Linkam THMS600 optical cryostat. A selection of different
excitation wavelengths were used as detailed in table 4.2.
A Raman/photoluminescence spectrometer works by shining a laser on to a sample
and interpreting the scattered light. A schematic of this is shown in figure 4.13.
The laser is focused down to a sharp point using a lens and a pinhole. It is
then reflected up to a dichroic mirror which reflects the laser but not the light
at different frequencies. The dichroic reflects the laser light onto a second mirror
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Wavelength (nm) Laser Type
325/442 Helium-cadmium
532 Solid state diode
633 Helium-neon
785 Solid state diode
Table 4.2: Lasers used with Raman/photoluminescence spectrometer.
where it then is focused by an objective lens onto the sample. The inelastically
and elastically scattered light is then collected by the objective and is reflected
to the dichroic. At this point much of the light intensity is lost because it is not
scattered towards the lens. The dichroic only transmits light which is not at the
wavelength of the laser, and the laser light that was inelastically scattered can pass
through. An edge filter is also used at this point to remove any remaining laser
light. The luminescence spectra of the material is separated out into its different
wavelength components using a diffraction grating. A lens allows one wavelength
to be measured at a time by a charge-coupled device (CCD). The wavelength
versus the photon count can be plotted. In the case of a Raman experiment this
can give information about the strain and isotopic content of the sample and in
the case of a PL experiment this can give information about the defects present.
The Raman line is a signal produced by Stokes scattering. It is equivalent to
the laser wavelength minus the characteristic phonon of energy of the material
being studied. It can be used to normalise spectra. The signal is produced by the
inelastically scattered light, however, this forms a minority of the light collected
from the sample, approximately one photon in 100000. The photoluminescence
(PL) signal also consists of significantly less light that the reflected laser light. It
is imperative to remove as much of the laser light as possible in order to detect
the smaller Raman or PL signal.
4.3.4 Fluorescence and Phosphorescence Imaging
Fluorescence and phosphorescence imaging was performed by a DiamondViewTM.
The instrument images the fluorescence and phosphorescence of diamond samples
after ultraviolet illumination by a xenon flashlamp [140].
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Figure 4.13: Schematic of light path within Raman spectrometer.
4.4 Cathodoluminescence
A cathodoluminescence experiment involves studying visible light emitted from
a sample which has been bombarded with electrons. For more details about the
theory of this refer to section 3.8.
The sample surface is bombarded with electrons using a high voltage cathode gun
(at 4 to 30 keV) and the resulting emitted photons are studied with an visible
light microscope. The sample is kept in a vacuum.
A cathodoluminescence microscope was used to qualitatively study the samples
discussed in Chapter 6. The CL images were taken with a cold cathode, CITL
8200 Mk 3A mounted on a Nikon Optiphot petrological microscope at the Grant
Institute at the University of Edinburgh.
4.5 Sample Preparation
Samples required preparation for both EPR and optical measurements. EPR
required samples which were small enough to fit in the resonator and, for optical
illumination, required one side to be polished flat to allow the light to enter. For
some EPR measurements the crystallographic direction of the sample was also
important so that the field could be aligned along certain directions. Optical
absorption measurements required two parallel polished faces.
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4.5.1 Laser Cutting and Polishing
Laser cutting and polishing of sample set NL636 was done at De Beers, Maiden-
head by Hugh Leach. For this sample set, 1.6 mm slices were taken and polished to
be parallel on both sides. Laser cutting and polishing of other samples was done at
Warwick using an Oxford Lasers class 4 diode-pumped solid-state Nd:YAG laser
operating at 355 nm.
4.5.2 Acid Cleaning
Acid cleaning was done before measurements to ensure the diamond surface was
clean of glue, grease and other impurities. The acid used was sulphuric acid su-
persaturated with potassium nitrate. A second clean was done with just sulphuric
acid to ensure no potassium nitrate salt was left on the surface. Both of these
cleans were done at 250◦C for 30 minutes. Once the diamond was cooled it was
rinsed with water and dried.
4.6 Electron Irradiation
Electron irradiation was performed at the Takasaki Advanced Radiation Research
Institute in Japan. The facility in Takasaki was equipped with a 2 MeV elec-
tron accelerator. It consists of a high-voltage generation device and an electron-
acceleration device. A high voltage is generated by a Cockcroft-Walton circuit.
This was in a sulphur hexafluoride gas which ensures the voltage does not dis-
charge. Electrons are produced by a heated filament and are accelerated down-
wards towards the sample on a water cooled table. The samples were wrapped in
aluminium foil and taped to the surface to ensure they did not move during the
irradiation.
For the two silicon vacancy containing samples discussed in Chapter 8, the current
used was 12 mA and the irradiation took 6 hours. The electron gun head was 10
cm by 60 cm. According to work by Hunt 1.51 vacancies are created per incident
electron when using a voltage of 2 MeV [141]. This assumes that electrons are
produced uniformly throughout the sample, however, damage is more likely to be
created in the volume closest to the electron gun. This resulted in a theoretical
vacancy concentration of 11.5 ppm.
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Figure 4.14: Schematic of electron irradiation. A grid and magnetic lenses are
also used to focus the electron beam.
4.7 Annealing
Annealing was used to create silicon vacancies in silicon containing diamonds
after they had been electron irradiated. Before the procedure the samples were
acid cleaned as detailed in section 4.5.2. This was done using a horizontal tube
furnace made by Elite Thermal Systems LTD, which was held at atmospheric
pressure. There was a heating element and the temperature was measured using
a thermocouple. Once the furnace was at temperature the diamond was placed
in the centre of the quartz tube and nitrogen gas flowed over the sample to avoid
oxidation of the diamond surface. This was especially important for the higher
temperature treatments, which were done at 800◦C.
4.8 SIMS
SIMS was used to make quantitative measurements of the concentration of 13C and
nitrogen impurities. The SIMS system used was the NERC ion microprobe facility
at the Grant Institute at the University of Edinburgh. The spectrometer was a
Cameca IMS-1270. The samples were first plated in gold to ensure that the surface
did not become electrically charged during the measurement. The thickness was
< 0.2 µm. Before taking each measurement the gold coating was etched to reveal
the diamond surface below. Each etched hole was 20 µm in diameter.
The 13C isotope changes were measured by comparison to the count rate for 12C.
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The count rate of nitrogen would normally be compared to 13C; however in the
samples studied in this work both 13C and nitrogen were changing. For the work
presented here the nitrogen SIMS signal was measured by count rate alone.
Chapter 5
The Neutral Silicon Vacancy
Defect
5.1 Introduction and Objectives
In this chapter the electron spin properties of the neutral silicon vacancy (SiV0)
are presented having been investigated using the tools of optical spectroscopy
and electron paramagnetic resonance. As discussed in section 2.4.2, the neutral
silicon vacancy may have a promising future in quantum devices and as such is
worth further investigation. The most well researched defect in diamond remains
the negative nitrogen vacancy (NV−) but increasingly researchers are looking for
alternatives. The Debye-Waller factor is low in NV−, at∼ 0.04 [142], caused by low
emission probability in the zero-phonon line (ZPL) and higher emission probability
in the phonon side band (the Debye-Waller factor is defined as the ratio of the ZPL
to the phonon side band). SiV− has also been investigated as its Debye-Waller
factor is higher, ∼ 0.8 [84]. However SiV− has one main disadvantage; short spin-
lattice relaxation times. This arises due to the large spin-orbit coupling which
allows phonon assisted spin-state decoherence. At 5 K the spin-lattice relaxation
time (T1) remains short at 40 ns [106].
As will be discussed in more detail in Chapter 8 silicon vacancy containing dia-
monds can be produced by various different methods including grown in by Chem-
ical Vapour Deposition (CVD) or High Pressure High Temperature (HPHT) syn-
thesis or produced by post processing methods including electron irradiation, ion
implantation and annealing.
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The SiV0 defect has previously been investigated with EPR. The defect symmetry
is D3d and this has been confirmed by theoretical work by Goss et al. [89]. The
defect ground state is an S = 1 3A2g state [70] which has been confirmed by Gali
et al. [88]. The defects ground state can be optically spin polarised at low tem-
peratures [81]. SiV0 has a ZPL at 946 nm (1.31 eV) and a Debye-Waller factor of
∼ 0.9 [143, 142]. It undergoes charge transfer, becoming negative under optical
illumination in the UV range and returning to neutral after heating [81]. This
is thought to be an interaction with neutral and positively charged single substi-
tutional nitrogen, as shown in equation 5.1. SiV0 gives rise to photo-conduction
below ∼830 nm [144].
N0s + SiV 0
hf
⇀↽
heat
N+s + SiV − (5.1)
The aim of studying SiV0 was to discover if it has more useful properties than
current alternatives. Other groups have also turned their attention to this defect
and individual silicon vacancy centres have been studied [143] and it has been
found to be selectively orientated under certain CVD synthesis conditions [77].
In this work the properties of the SiV0 centre were investigated by measuring
the efficiency of electron spin polarisation with different energies of illumination.
Two different samples were studied to discover if the spin polarisation effects seen
were sample dependent and to understand possible interactions of SiV0 with other
defects. The spin-spin and spin-lattice relaxation times were also measured at
different temperatures.
5.1.1 Electron Spin Polarisation
Electron spin polarisation, a phenomenon seen in both NV− and SiV0, occurs
when the population of the different ms levels in the ground state are no longer in
thermal equilibrium; as given by Boltzmann statistics. In EPR the effect exhibits
itself by changing the absorption and emission of the EPR resonances. There exist
parallels between the proposed energy levels of the two centres, as can be seen in
figure 5.1. It was initially expected that the electron spin polarisation mechanism
would also be similar.
The mechanism for the spin polarisation of the ground state NV− centre involves
optical illumination exciting electrons from the ground state (3A2) to the excited
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(a) Energy levels of the NV−. (b) Energy levels of the SiV0.
Figure 5.1: Energy levels of NV− and SiV0. As proposed by [46] and [145],
respectively.
state (3E) [46]. The relaxation behaviour of the electron at this point will depend
on the spin state. If the electron is ms = 0 it has a high probability of relaxing back
down to the ground state emitting a photon. However if an electron is ms = ±1
there is a significant likelihood (probability is ∼40% [46]) that it will undergo
intersystem crossing and will relax to the ground state via the two intermediate,
singlet states (1A and 1E). These states preferentially relax into the ms = 0
ground state. This was discussed further in relation to magnetometry in section
2.5.2. After the illumination has been exciting electrons for a few cycles the
majority of electron population will have relaxed into the ms = 0 state leading
to a much higher population in the ms = 0 state state than Boltzmann statistics
predict. This can be detected by EPR, as absorption from the ms = 0 state to
the ms = +1 is enhanced while emission from the ms = 0 state to the ms = −1
state is enhanced. Electron spin polarisation is one of the properties which makes
the nitrogen vacancy centre so useful. The spin state can be optically initialised
and the resulting spin state can be read-out via photoluminescence [46].
In the first part of this chapter the electron spin polarisation for the SiV0 centre
is measured using different illumination energies and at different temperatures to
investigate the possible electron spin polarisation mechanisms.
5.2 Sample Details
Three samples were studied, sample 5, sample 7 and sample 8. Sample 5 is a
CVD diamond grown on a {1 0 0}-orientated HPHT diamond. It was co-doped
with boron and silicon (see figure 8.1a). One silicon layer was grown between two
boron layers. The sample was then electron irradiated and annealed to create
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silicon vacancies as discussed in Chapter 8 with a final concentration of 4.0±0.4
ppb of SiV0.
Sample 7 is a CVD diamond grown on a {1 1 3}-orientated HPHT diamond sub-
strate. It was irradiated with 1.5 MeV of electrons and then annealed at 900◦C
for four hours. This resulted in 75±8 ppb of SiV0. Sample 8 is a CVD diamond
grown on a {1 1 0}-orientated HPHT diamond substrate which was also irradiated
and annealed at 2400◦C. The final SiV0 concentration was 40±4 ppb.
SiV0 Concentration (ppb) N0s Concentration (ppb)
Sample 5 4±0.4 undetectable
Sample 7 75±8 -
Sample 8 40±4 62±6
Sample 9 20±2 250±25
Table 5.1: Concentrations of SiV0 and N0s in sample 5, 7, 8 and 9. The N0s
concentration of sample 7 was not measured.
5.3 Experimental Techniques
Photoluminescence (PL) was used to characterise the defects in the different sam-
ples. More details about the system used can be found in section 4.3.3.
Electron paramagnetic resonance (EPR) was used to measure the electron spin
polarisation of the ground state of the neutral silicon vacancy. Continuous wave
EPR experiments were undertaken to measure the degree of electron spin polar-
isation under optical excitation with different wavelengths of lights. In addition
to experiments performed with lasers diodes at distinct energies a tuneable laser
(model CTL 950) was borrowed from TOPTICA Photonics. This laser could be
swept over the wavelengths from 915 to 985 nm.
Pulsed EPR experiments were used to find the relaxation times at different tem-
peratures. For the pulsed EPR experiments the spectrometer controlled the laser
switching and supplied a short pulse of light to the sample before the pulsed EPR
measurement was taken in order to increase the signal by electron spin polarisation.
The pulse sequence is shown in figure 5.2. This allowed the echo signal-to-noise
ratio to be significantly increased without causing optical pumping during the
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Figure 5.2: Pulse sequence including laser pulse.
measurement. Measurements of both the spin-lattice and the spin-spin relaxation
times were performed using this technique. The details of both spectrometers are
in section 4.2 along with information about how the different wavelengths of light
were supplied.
5.3.1 Measuring Electron Polarisation
The SiV0 has D3d symmetry [146], S = 1 and a positive zero-field splitting (D)
of 942 MHz at 300 K [80, 70]. This results in ground state splitting into ms =
−1, 0,+1 states. An ensemble of randomly orientated SiV0 centres results in an
EPR spectra with four pairs of lines, each arising from an ensemble of centres
at one of the four equivalent 〈111〉 orientations. The field position of the lines
depends on the angle between the symmetry axis 〈111〉 and the magnetic field
direction. When the field direction is along one of the 〈111〉 type directions one
pair of lines is created by the centres parallel to the field. The three other pairs
of lines now appear on top of each other as they make the same angle to the field
direction, 109◦. In the absence of preferential orientation and microwave power
saturation this gives EPR signals with ratios 1:3:3:1 for a dark spectrum. In the
light, electron spin polarisation will cause an increase in absorption and emission
from the defects which are parallel to the magnetic field. An example of such a
spectra is shown in figure 5.3.
As can be seen from figure 5.3 the two outermost lines are much larger than the
others; one in emission and one in absorption. This sample was illuminated during
this scan and this has the effect of enhancing the population of the ms = 0 level.
The difference between an illuminated and an unilluminated scan can be seen
in figure 5.4. The inset in this figure shows a higher population in the ms = 0
level when the centre is polarised which causes absorption and emission into the
ms = +1 level and ms = −1 level respectively, and hence an increase in these
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Figure 5.3: Spectra of an ensemble of polarised silicon vacancy centres. Data
taken at 100 K with illumination from a 532 nm laser diode. The field direction is
parallel to 〈111〉. The red arrows mark the two pairs of three equivalent sites which
are 109◦ to the field direction. The two outermost lines arise from the one site
whose symmetry axis is parallel to the field, shown in more detail in the graphs at
either side.
lines. It is also clear from these spectra that spin polarisation efficiency is highly
dependent on orientation within the magnetic field as it is only the outermost
lines (those with symmetry axis parallel to the magnetic field) which show a large
change under electron spin polarisation.
For the results presented in this chapter the degree of electron spin polarisation
had to be quantified in order to discover which wavelengths of light were most
efficient at generating spin polarisation.
Calculating the Electron Spin Polarisation
The electron spin polarisation was measured by comparing the pair of EPR lines
which belong to the same orientation; the one with its symmetry axis parallel
to the magnetic field direction. The lines were fitted and their intensity was
calculated. This was compared to the EPR line’s intensity without illumination in
order to quantify the degree of enhancement. At most temperatures below room
temperature the unilluminated cw EPR lines were microwave power saturated.
This meant with the spectrometers available it was not possible to use a low
enough microwave power that the transitions could relax at a sufficient rate to
keep the spin populations at equilibrium values. This was especially true at liquid
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Figure 5.4: EPR signal without illumination at 292 K (red) and with illumination
at 10 K (blue). The inset shows spin levels of the SiV0 ground state in both the
unpolarised (where the ms = 0 → +1 transition creates the low field line and the
ms = −1 → 0 transition creates the high field line) and polarised state (where the
ms = 0→ +1 transition creates the low field line and the ms = −1← 0 transition
creates the high field line). Not a true representation of line width due to over
modulation. Image after [145].
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helium temperatures as the spin lattice relaxation time (T1) becomes very long.
In order to work out the ground state electron spin polarisation it was neces-
sary to work out the unsaturated value for the intensity of the EPR lines at low
temperature in the dark. This was done by measuring the EPR signal at room
temperature, where it is unsaturated. The theoretical spin state occupation prob-
abilities were then calculated at any temperature relative to the room temperature
values to get a theoretical dark EPR transition intensity. This allowed the spin
state occupation probabilities under illumination to be calculated. Once these
numbers had been determined the electron spin polarisation percentage can then
be calculated by comparing the light and dark occupation probabilities of the po-
larised level, the ms = 0 level. The assumption is made, for the purpose of this
calculation, that the ms = ±1 states have equal populations. At the fields at
which these measurements were taken (∼3000 G) the ms = +1 is the highest spin
level, ms = 0 is the middle and ms = −1 is the lowest. This can be surmised from
the sign of the zero-field splitting [80]. For a spectrum like figure 5.4 the low field
line arises from absorption in the ms = 0→ +1 transition and the high field line
arises from emission in the ms = −1← 0 transition.
The spin occupation probabilities of the levels in the dark can be calculated using
Boltzmann statistics and are labelled pd−1, pd0 and pd+1 respectively. It is assumed
that, as demonstrated in equation 5.2, the total population of the ground state is
not changing; the defect concentration is remaining the same and not transferring
into a long lived excited state.
pd−1+pd0 + pd+1 = 1 (5.2)
The energies of the different levels are given by E+1, E0 and E−1. The energy
separations between the different spin levels can thus be calculated; 0,+1 = E+1−
E0 and −1,0 = E0−E−1. The dark occupation probabilities are given by equations
5.3, 5.4 and 5.5.
pd−1 =
1
Z
(5.3)
pd0 =
exp(−−1,0/kBT )
Z
(5.4)
pd+1 =
exp(−(ε0,+1 + ε−1,0)/kBT )
Z
(5.5)
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Z is the partition function and is given by equation 5.6.
Z = 1 + exp
(−−1,0
kBT
)
+ exp
(−(−1,0 + 0,+1)
kBT
)
(5.6)
The difference in occupation probabilities is given by η. The EPR intensities are
proportional to η as this gives a likelihood of transition. In equation 5.7 and 5.8
the subscript +1, 0 indicates the transition of the low field line and 0,−1 of the
high field line.
η+1,0 = p0 − p+1 (5.7)
η0,−1 = p−1 − p0 (5.8)
In order to calculate the occupation probabilities in the light, ηl must be calculated.
Thus the ratio of the occupation probability differences is equal to that of the EPR
intensities in the light and dark, as given by equation 5.9.
ηl
ηd
= I
l
Id
(5.9)
However, Id is unknown because at low temperatures microwave power saturation
causes the signal to become unquantifiable as discussed previously. It is known
at room temperature where microwave power saturation does not occur. The
theoretical dark intensity can be calculated, as shown in equation 5.10, by using
the intensity at room temperature and the occupation probability differences, as
calculated previously using Boltzmann statistics.
IdT
IdRT
= η
d
T
ηdRT
(5.10)
The theoretical occupation probability difference can then be calculated from the
intensity of the EPR line in the light using equation 5.11.
ηlT = ηdT
I lT
IdT
= ηdRT
I lT
IdRT
(5.11)
Using equations 5.2, 5.7, 5.8 and 5.11 the theoretic occupation probabilities in the
light can now be calculated using the light and dark intensities. This is shown in
equations 5.12, 5.13 and 5.14.
pl+1 =
1
3
1− 2(ηdRT I lTIdRT
)
+1,0
−
(
ηdRT
I lT
IdRT
)
0,−1
 (5.12)
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pl0 =
1
3
1 + (ηdRT I lTIdRT
)
+1,0
−
(
ηdRT
I lT
IdRT
)
0,−1
 (5.13)
pl−1 =
1
3
1 + (ηdRT I lTIdRT
)
+1,0
+ 2
(
ηdRT
I lT
IdRT
)
0,−1
 (5.14)
The degree of optical spin polarisation, ξ, can then be calculated as given in
equation 5.15.
ξ = p
l
0 − pd0
pd+1 + pd−1
× 100% (5.15)
Once the percentage electron spin polarisation can be calculated, for different of
wavelengths, temperatures and samples, it can be compared.
5.4 Experimental Results
5.4.1 EPR Results
Laser Power Saturation of Polarisation
The relationship between the laser power used and the resulting integrated area
of the low field EPR signal can be seen in figure 5.5. Increasing laser power
shows a proportional increase in EPR signal and optical power saturation was
not seen. The electron spin polarisation is optically power limited. The highest
point indicated on the graph relates to ξ =2% electron spin polarisation, at 78
K. The EPR electron spin polarisation results presented in this chapter are not
the maximum possible polarisation percentage with each wavelength as with more
optical power a larger polarisation would be seen.
Symmetry of 13C Hyperfine Satellites
In figure 5.6 a close up of the low field SiV0 line can be seen. The 13C satellites can
be seen around the central line. The six nearest neighbour 13C satellites overlap
confirming the symmetry to be D3d. This scan was taken at 10 K, at higher
temperatures the satellites are in the same positions, indicating the symmetry
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Figure 5.5: EPR signal as a function of laser power, with the 940 nm laser
diode. Data taken at 78 K. The linear relationship indicates the EPR signal is not
optically saturating.
does not change with temperature.
5.4.2 Wavelength and Temperature Response of Electron
Spin Polarisation
The wavelength dependence of the electron spin polarisation in sample 5 can be
seen in figure 5.7a. These data was taken using laser diodes at discrete wavelengths
and the electron spin polarisation was calculated from the resulting EPR lines
using the method outlined in section 5.3.1. In these data optical excitation energies
below the ZPL can be seen to cause small but significant electron spin polarisation.
Previous investigations of the wavelength dependence of electron spin polarisation
have been carried out by D’Haenens-Johansson [81]. For that work a broadband
source in the form of an arc lamp was used. Wavelength dependence was studied
using a series of long-pass filters (280 to 780 nm), these were used to vary the
cut off wavelength of the light. The resulting dependence at 100K is shown in
figure 5.7b. This shows an estimated cut-off of 1.3 eV, below which electron spin
polarisation should not occur. This is approximately the ZPL of the neutral silicon
vacancy (1.31 eV), and is what would be expected if the electron spin polarisation
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Figure 5.6: Symmetry of the SiV0 defect at 10K. This is the low field line of the
site with symmetry axis parallel to the magnetic field. The 13C and 29Si hyperfine
lines can be seen either side in red and blue respectively, with the same comparative
intensity as would be seen at room temperature. There are 6 nearest neighbour 13C
atoms at 1.1% abundance and there is one 29Si at 4.9% abundance.
mechanism was analogous to that of NV−. However, the use of long pass filters
means the data is not optically power corrected. These data contrasts to the data
obtained using individual illumination energies. The difference in experimental
set-up may explain the difference in behaviour seen.
Electron polarisation measurements were also taken at 10 K and at 30 K, see figure
5.8. At both these temperatures there was a very different pattern to that at 100
K. The electron spin polarisation seen with excitation energy closest to the ZPL
was significantly higher than at any other energy.
The data presented here from the work of D’Haenens-Johansson was taken with a
microwave attenuation of 60 dB (200 nW) whereas the data collected for this thesis
used 84 dB (0.8 nW). This is two and a half orders of magnitude lower microwave
power and hence will induce less microwave power saturation. This may contribute
to the differences in electron spin polarisation percentage presented.
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(a) Data taken at 100 K on sample 5. These data were taken using a series of
laser diodes with discrete energies, each of which was 80 mW at the sample.
(b) Previous data taken by Dr D’Haenens-Johansson [81] at 100 K on sample
9. These data were taken using the arc lamp and a series of long pass filters.
Figure 5.7: Comparison of data taken at 100 K with diodes at individual wave-
lengths and with an arc lamp. The ZPL of SiV0 is at 1.31 eV.
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(a) Polarisation with different illumination energies taken at 10 K.
(b) Polarisation with different illumination energies taken at 30 K.
Figure 5.8: Polarisation dependence on illumination energy in sample 5. For
each measurement there was 80 mW of laser power at the sample. The highest
data point on each diagram is associated with the diode used which has energy
closest to the ZPL.
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Figure 5.9: Intensity of echo from low field line of defect with symmetry axis
parallel to magnetic field of sample 5 measured at 10 K while sweeping the incident
laser wavelength. These data was taken by Dr Green [145].
Tunable Laser Study
As discussed in the experimental details section a tunable laser was acquired to
study the effect of resonant excitation. This allowed measurements to be taken of
the electron spin polarisation response as the illuminating wavelength was slowly
swept. A two pulse Hahn echo was measured as the wavelength was swept to
discover the effect on electron spin polarisation. The resulting changes, measured
at 10 K, can be seen in figure 5.9. This shows a large increase in the low field line
echo intensity at 946 nm, the ZPL. This result mirrors that taken with the laser
diodes of sample 5 at 10 K as shown in figure 5.8a.
Wavelength Dependence in Sample 8
In order to explore the electron spin polarisation effects further another sample
was investigated. The data is shown in figure 5.10. Sample 8 showed significant
electron spin polarisation using illumination close to the ZPL. Unlike sample 5 at
30 K this electron spin polarisation was not higher than other wavelengths.
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(a) Electron spin polarisation with different illumination en-
ergies taken at 30 K.
(b) Electron spin polarisation with different illumination en-
ergies taken at 100 K.
Figure 5.10: Sample 8 electron spin polarisation dependence on illumination
energy. Polarisation calculated from the intensities of the low field and high field
line from the defect with symmetry axis parallel to the magnetic field.
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Figure 5.11: Absorption of the neutral and negative silicon vacancy at 4 K in
sample 11. The peaks at 1.447 eV and 1.493 eV are related to the photoconductivity
threshold at 1.5 eV [144]. The ZPL of SiV0 can be seen at 1.310 eV and of SiV−
at 1.684 eV. Data taken by Dr D’Haenens-Johansson.
5.4.3 Optical Spectroscopy
A UV/vis absorption spectrum of sample 11 is shown in figure 5.11. This shows
absorption at the neutral and negative silicon vacancy.
Photoluminescence (PL) measurements were taken of the samples studied for this
work. The PL comparison is shown in figure 5.12. The concentrations of negative
and neutral silicon vacancy and neutral vacancy appear higher in sample 5. The
neutral silicon vacancy concentration as calculated by EPR are shown in table 5.1.
The disparity between the EPR results and the PL comparison in sample 5 may
arise due to the layering, as discussed in section 5.2, the sample had one layer of
silicon doping between two of boron doping. The PL measurements were taken on
the top of the sample, which was one of the boron doped layers. EPR measures
the average concentration, whereas PL is specific to one region.
5.4.4 T1 and T2 Relaxation Behaviour in NV− and SiV0
Relaxation Behaviour of NV−
Before taking spin-lattice relaxation measurements for the neutral silicon vacancy
the method used was implemented and tested by taking measurements on the
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(a) 633nm excitation. The sample 5 line is offset for clarity.
(b) 785nm excitation.
Figure 5.12: Raman line normalised PL of the two samples compared at 77 K.
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nitrogen vacancy and comparing these to previous results using other methods.
The method of illuminating the sample with a laser to cause electron polarisation
increased in EPR signal, however, as discussed in section 5.3.1, illuminating a
sample causes an increase in relaxation rate due to optical pumping. In order
to measure the true T1, the sample must be in darkness for the spin relaxation
measurement. This was achieved using an Acousto-Optic Modulator (AOM) which
was controlled by the spectrometer to switch the illumination off before the echo
detection sequence took place using the method detailed in Chapter 4.
The functioning of the AOM was checked using a oscilloscope but it remained
worthwhile to check the results obtained using the method were in agreement
with previous NV− T1 values.
These results are shown in figure 5.13. As sample 10 had a concentration in
between the two Jarmola diamonds plotted, the T1 results are as expected [147].
Previous Methods for Measuring Spin Relaxation Times
Previously measuring the spin-lattice relaxation (T1) time in the dark has proved
challenging due to the low neutral silicon vacancy concentrations in available sam-
ples. Previous experiments have required continuous illumination, in order to en-
hance the signal enough to make it measurable. This has meant the relaxation
time being measured is not the actual relaxation time but an effective relaxation
time, limited by the optical pumping rate. Below a certain temperature the optical
pumping rate exceeds that of the relaxation rate T1 as shown in figure 5.14a and
hence makes T1 impossible to measure. The relaxation rates measured previously
are shown in figure 5.14b.
In this work this issue was not encountered due to the AOM method as mentioned
above. This could also be confirmed by measuring the relaxation rates in the dark
and comparing them to those measured with the AOM. This was checked at three
temperatures (as dark measurements took much longer to get a reasonable signal
to noise due to the very small echo which was being measured) and gave the same
result, within error. These results are shown in table 5.2.
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(a) Optical pumping makes collecting true T1 when illuminated at low
temperatures impossible as it limits longer relaxation rates.
(b) T1 measured under constant illumination with arc lamp of sample 9.
Measurement taken by Dr D’Haenens-Johansson [81].
Figure 5.14: Issue arising from data taken with constant optical illumination.
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Temperature (K) T1 Relaxation Time (Dark) T1 Relaxation Time (AOM)
30 - 82000±8200 µs
60 290±29 µs 300±30 µs
100 61±6.1 µs 62±6.0 µs
290 7.8±0.8 µs 8.3±0.8 µs
Table 5.2: T1 relaxation times of SiV0 in sample 7 low field line measured with
and without the AOM. B is parallel to 〈111〉. Measurement error approximately
10%.
5.4.5 Temperature Dependence of Spin-Lattice Relaxation
Time
An example inversion recovery spectra is shown in figure 5.15. The data can be
fitted in the form of equation 5.16.
Mz(t) = Mz(0)(1− 2e−τ/T1) (5.16)
The spin-lattice relaxation time dependence on temperature is shown in figure 5.13.
The variation of T1 is large, six orders of magnitude between room temperature
and 11 K. At room temperature T1 becomes very short (approximately 2000 ns).
5.4.6 Temperature Dependence of Spin-Spin Relaxation
Time
The spin-spin relaxation (T2) times were also measured, at fewer temperatures.
They were measured by performing a two pulse echo sequence, and measuring the
echo as the time between the two pulses was increased. These results are presented
in table 5.3.
Temperature (K) T2 Relaxation Time
30 110±11 µs
100 62±6.2 µs
290 2.0±0.2 µs
Table 5.3: T2 relaxation times of SiV0 in sample 7 measured by Hahn echo.
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Figure 5.15: Fitting a three pulse inversion recovery sequence of SiV0 at 120 K.
An AOM was used to enhance the signal.
5.4.7 EPR Linewidth Changes
Very short relaxation times, compared to the time spent measuring a transition
in continuous wave EPR, are known to broaden the linewidth of the spectra. As
discussed in section 5.4.5 the spin-lattice relaxation times of SiV0 become very
short at 300 K and above. This allows the work presented here to be connected
to previous work on linewidths at temperatures above 300 K [80].
T2 is normally unchanged by changing temperature (unless the total number of
spins interacting is changing due to a concentration change). When T1 becomes
very short this limits T2 as relaxation rotates spins back to the z-direction before
relaxation in the xy-plane occurs. T2 is thus T1 limited and measuring T2 can be
an indirect way of measuring T1.
T2 can be obtained by measuring the change in EPR linewidth. At low temper-
atures when T2 is long the lower limit of the linewidth is the result of distant
unresolved hyperfine interactions. However, as T2 becomes short the linewidth
is broadened. In section 3.3.1 the absorbed power for continuous wave EPR was
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Figure 5.16: Relationship between spin-lattice relaxation time of SiV0 and tem-
perature in the dark. The fit discussed in section 5.5.2 is also included. The
spin-lattice relaxation from linewidth is also included. Linewidth data is from [80].
presented. From this, an expression can be derived for the linewidth [112].
Γ = 1|γe|T2
(
1 + γ2eB21T1T2
) 1
2 (5.17)
If saturation effects are ignored the following assumption can be made.
if γ2eB
2
1T1T2  1 then Γ ∝
1
T2
(5.18)
This means that T2 can be estimated from the inverse linewidth using γe =
28.025 MHZ mT−1. T1 can then be calculated.
At temperatures above 30 K 2T 1 ≈ T2, see table 5.2 and 5.3. T2 is T1 limited.
A constant was also added to the T1 calculated at each temperature to take into
account the unresolved 13C couplings: the constant was taken as the difference
between the linewidth and the measured T1 at 300 K.
The T1 data including that obtained from the linewidth is shown in figure 5.16.
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5.5 Discussion
5.5.1 Polarisation Wavelength Dependence
Figure 5.5 indicates a linear relation between the laser power incident on a sample
and the enhancement of the EPR signal which results. This indicates that higher
electron spin polarisation levels than seen in this work could be obtained if higher
power lasers are used. For the NV− defect it is possible to achieve 97% electron
spin polarisation in the ground state using a laser spot size of ∼ 1 µm2 and 1 mW
of power [149]. The fluence achievable in the current ensemble measurement (using
100 mW) is four orders of magnitude lower due to the requirement to illuminate the
entire sample (∼1 mm2). As the relationship of spin polarisation with available
power was linear, this indicates that if a higher fluence could be used, higher spin
polarisation would be reached. The linear proportionality also suggests that only
one photon is involved in the electron spin polarisation process when pumping at
940 nm.
The two samples investigated showed different SiV0 electron spin polarisation be-
haviour as a function of excitation wavelength. Sample 5 showed a strong de-
pendence on proximity of the illumination energy to the ZPL particularly at low
temperatures. The electron spin polarisation efficiency at 10 K changed from an
average of 10% away from the ZPL to 63% at it. This effect was not seen for
sample 8. Sample 8 showed a small degree of electron spin polarisation at the
ZPL, 0.4%, but this was significantly less efficient than higher energies, 4% at 30
K. This sample showed a decrease in electron spin polarisation with decreasing
illumination energy. The relative spin polarisation can be compared, however, the
absolute percentages quoted here may be larger than the true values because of the
method used to calculate them. Difference may arise due to the calculation of the
theoretical dark intensity or because of charge transfer. The efficiency at higher
illumination energies could indicate a charge transfer effect. Charge transfer is
known to occur with above band gap excitation: a photocurrent can be created
within a diamond which contains SiV0 with energy as low as 1.49 eV (830 nm)
[144] so it is likely that charge transfer can occur at at least some of the energies
employed during the experiment (1.17 to 2.76 eV). The measured electron spin
polarisation increases may therefore be at least partially due to charge transfer
between SiV− and SiV0 leading to a greater population of SiV0. Nevertheless, elec-
tron spin polarisation was verified by measuring enhanced absorption (emission)
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to (from) the ms = 0 state. It is not clear from the data whether the ionisation of
SiV− directly results in polarised SiV0, or if ionisation is followed by subsequent
electron spin polarisation by the same optical excitation.
Sample 5 was investigated further using a tuneable laser. Again this result showed
a marked increase in the EPR signal at the energy of the ZPL (see figure 5.9).
This experiment directly links the SiV0 EPR spectrum with the 946 nm ZPL.
This experiment also shows that there exists at least one internal electron spin
polarisation mechanism and that other defects are not necessarily required as a
intermediate step in the electron spin polarisation of the SiV0. Other mechanisms
may also result in electron spin polarisation but further work is required. On closer
inspection the ZPL electron spin polarisation was split, see inset in figure 5.9.
This is possibly related to two different strain environments within the diamond
creating two ZPLs which overlap.
These experiments demonstrate that an internal electron spin polarisation mech-
anism exists, but additional mechanisms may operate but are sample dependent.
Differences with Previous Results
In figure 5.7 the data taken for this project and previous data can be seen to differ
significantly. These contrasting data may be due to the broadband source. The
arc lamp has a relatively uniform light output distribution over the wavelengths
studied, see figure 5.17. This means that when long-pass filters are used less
total power will be incident on the sample at longer wavelengths (lower photon
energies). This reduction in light intensity may explain the reduction in electron
spin polarisation at lower energies, as seen in figure 5.7b. The cut off for these
data is 1.3 eV. It is expected that if these data was normalised to the power of
the arc lamp at each point a lower energy cut-off would be seen. This makes it
challenging to compare the data presented here to previous data.
In figure 5.7a the cut off appears to be closer to 1.0 eV. Each of the discrete
energies used for these data was normalised to the same power (80 mW) at the
sample and therefore does not suffer from the same power complications as the
arc lamp (as discussed in the previous paragraph): this may explain why lower
energies still show a significant degree of electron spin polarisation.
The measurements taken at 10 K and at 30 K, see figure 5.8 showed a very different
pattern to that at 100 K. The electron spin polarisation seen with excitation energy
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Figure 5.17: Spectrum of a Xenon arc lamp from [150].
closest to the ZPL was significantly higher than at any other energy.
Polarisation Temperature Dependence
The absorption spectrum of silicon vacancy containing diamond is shown in figure
5.11: the strongest absorption occurs at both silicon vacancy ZPLs (SiV0 at 946 nm
and SiV− at 737 nm) when compared to the remainder of the spectrum. The strong
absorption in the ZPLs compared to the phonon side band, especially compared
to NV−/0 spectra, are due to the inversion symmetry of the defect (see figure
2.8) which causes a smaller dipole moment than for nitrogen vacancies and thus
means a weaker vibronic coupling [77]. The increased absorption at the ZPL could
account for why, at low temperatures, a higher electron spin polarisation occurs at
the ZPL. However, this effect changes with temperature as, at higher temperatures,
electron spin polarisation is not stronger at the ZPL but the absorption still is.
The different wavelength variation seen at 100 K and colder temperatures is not
currently understood and requires further work.
The increased electron spin polarisation at low temperature is related to the very
long T1 relaxation time (see section 5.5.2). This result was presented in figure 5.13.
Illumination will populate the ms = 0 level. This will compete with T1 which will
return the populations to the Boltzmann distribution. Slower relaxation times
will allow the electron spin polarisation of ms = 0 to build up further as the
illumination is applied.
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Discussion of Intermediate Level
There exists an intermediate trapping state which has previously been described
by D’Haenens-Johansson [81]. The trapping state was introduced because of the
decrease in photoluminescence of SiV0 at low temperature. As figure 5.18b shows
PL in the ZPL reduces as temperature reduces, which is not what would be ex-
pected from the absorption behaviour (shown by the red dashed line). This implies
electrons are getting trapped at low temperatures in an intermediate level.
In figure 5.18a the ground state and the excited state can be seen with the inter-
mediate level 5 meV below the excited state. The trapping level has an effective
spin of S = 0 whereas the ground state is S = 1 so the transition is forbidden
and hence non-radiative. However, it may occur if spin-orbit coupling allows state
mixing.
At low temperatures electrons will not have enough thermal energy to escape the
level; at 20 K kbT = 1.7 meV. However, these electrons must be relaxing back to
the ground state as luminescence does not cease completely. If this occurs these
electrons may relax to the ground state in a non-radiative transition. This effect
reduces at higher temperatures as electrons can now be thermally excited back to
the excited level and relax back down to the ground state, radiatively.
At low temperatures these electrons can relax back non-radiatively, via intersys-
tem crossing, and polarise the ground state. This intermediate state is shown in
relation to the other energy levels in figure 5.19.
Polarisation with Excitation Energy Below the ZPL
For sample 5 and sample 8 electron spin polarisation was seen when illumination
energy below the ZPL was used. There are a number of possible mechanisms which
could be occurring. Either electron spin polarisation is not caused by an internal
mechanism and another species is being polarised and transferring its polarisation
onto the silicon vacancy. This seems unlikely due to the degree of electron spin
polarisation’s strong dependence on proximity to the ZPL of silicon vacancy.
Another possible mechanism involves electrons being directly excited to one of
the intermediate states, shown in figure 5.19, which is at a lower energy than the
excited level. If it is the case that relaxation via these states causes ground state
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(a) Intermediate level structure. Picture
recreated from [81].
(b) PL emission of the 1.13 eV zero-
phonon line as a function of tempera-
ture with 785 nm illumination. The red
dashed line shows the absorption of the
defect. Graph from [81].
Figure 5.18: Effect of the intermediate level of photoluminescence at low temper-
ature.
electron spin polarisation then polarisation could be occurring without the need
for the electron to be excited to the (3A1u) excited state.
Sample Differences
The samples studied showed different behaviour: in sample 5 a significant increase
in the electron spin polarisation was seen with the laser diode closest to the ZPL
but for sample 8 this effect was not seen instead higher photon energies created
a higher electron spin polarisation. It could be the case that some samples do
not exhibit the link between electron spin polarisation and ZPL or that the other
polarisation mechanisms present are stronger so the link can not be detected.
Sample 5 had an undetectable level of nitrogen and was co-doped with boron
with a concentration of 0.54 ppm. The sample was inhomogeneously doped, as
discussed in section 8.2.1, so different regions will have different silicon vacancy
concentrations. Sample 8 was not boron doped and the concentration of single
substitutional nitrogen was 62 ppb. Single substitutional boron impurities in
diamond may donate a hole to silicon vacancy, increasing the concentration of
the neutral rather than the negative state. In addition to this effect boron may
also interact with the silicon vacancy via an unknown mechanism to increase the
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strength of the electron spin polarisation at the ZPL. Further work is required to
understand the link to boron and which other species present may also be having
an effect.
5.5.2 Pulsed Results Discussion
Differences with Previous T1 Measurements of SiV0
Comparing previous T1 measurements of SiV0 with those presented here, a dif-
ference becomes apparent (see figure 5.14b). The sample used previously was not
used for the work here as it was no longer available, sample differences may cause
small T1 differences. Additionally this difference has arisen due to previous T1
data being collected during sample illumination whereas the data presented here
is taken without illumination. The relaxation data presented here shows a much
slower rate at low temperature than had been previously measured by D’Haenens-
Johansson [81]: this is because previous measurements had not measured intrinsic
relaxation rates but the optical pumping induced relaxation rate. This is espe-
cially prominent at low temperatures as the optical pumping used for previous
studies becomes an important factor, see figure 5.14. The optical pumping in-
duced relaxation and the T1 in the dark were very similar above 100 K but at
100K and below the light relaxation rate was faster than the dark relaxation rate.
An additional factor arises due to the broadband spectrum of the arc lamp. As
discussed previously different wavelengths of light may be causing electron spin
polarisation mechanisms and charge transfer. These effects may also have an effect
on the relaxation time.
Processes Involved
The main processes involved in T1 relaxation were discussed in section 3.4.3 and
these include direct, Raman, Orbach and other thermally activated processes. The
equation presented in section 3.4.3 was used to perform a phenomenological fit on
the data presented here. The thermally activated part was not included as this
did not improve the fit and would be over parametrising. Equation 5.19 shows the
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final relation, including a constant offset.
1
T1
= a+ bT n + c
exp(∆/kT )− 1 (5.19)
Fitting to the shape shown in figure 5.16, a = 0.036± 0.004 s −1, b = 5.0± 0.5×
10−13 s −1K−7, c = 1.5± 0.2× 105 s −1, ∆ = 22± 2 meV and n = 7 [145]. The
value for ∆ closely matches that of the local vibrational mode seen in figure 5.9.
The form of this equation is very similar to that of NV− [147]. For NV− n = 5.
Thermally activated processes involve dissipating energy from the spins to the
lattice by undergoing motion such as vibration or rotation which will reduce the
symmetry of the defect. This effect will occur more at higher temperatures and
below a certain temperature, the lack of thermal energy will cause this motion
to stop. At higher temperatures the symmetry will be a sum of the different
lattice configurations that motion changes between. At lower temperatures one
of the symmetry configurations will be frozen in. The position of the 13C isotope
lines can give information about the symmetry of the defects environment as they
arises from the nearest neighbour 13C atoms. Figure 5.6 shows the spectrum,
including the 13C hyperfine lines, at 10 K. These lines overlap at 10 K and at 292
K, indicating a change in symmetry has not occurred. For this reason thermally
activated processes were assumed not to be occurring.
The direct process was also not included as the lowest data point taken was at
11 K. The mean energy of the phonon density of states increases with increasing
temperature. The temperatures at which these data were taken the mean phonon
energy is much larger than spin state difference. At 0.5 K the mean energy is 10
GHz so above this temperature there will be no phonons with low enough energy
to change the ms level. The experiment was performed at temperatures above 11
K so the direct process was not included.
The Raman process involves absorption and subsequent emission of a phonon, to
and from a virtual state. This takes the form bT n and is modelled in the equation
with n = 7 because the energy levels are a non-Kramers doublet [145].
The Orbach effect involves an electron being excited to a higher energy level state
∆ above the starting energy state and then relaxing back down to a different ms
state [118, 115]. It is also included in the model.
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T1 of SiV0 and NV− Compared
The relaxation times of the neutral silicon vacancy are comparable to those of
the negative nitrogen vacancy at low temperatures, but at room temperature they
are almost three orders of magnitude apart and very different behaviour is seen,
see figure 5.13. Compared to the nitrogen vacancy the changes of T1 of the SiV0
with temperature are much larger. T1 ranges between 8.3 µs at room temperature
to 25 s at 15 K. This explains the difficulty of measuring significant electron
spin polarisation at room temperature; T1 is very short causing the electron spin
polarisation to decay quickly.
5.5.3 Possible Mechanisms
At low temperatures electron spin polarisation is highly dependent on the en-
ergy of illumination applied, with the most efficient polarisation occurring with
illumination closest to the ZPL. This indicates that there exists an internal spin
polarisation mechanism (other mechanisms may also exist). Two different mech-
anisms for this have been suggested [145] and these are shown in figure 5.19. The
first mechanism (shown in figure 5.19(a)) is like that of NV− in that it involves
intersystem crossing from the ZPL excited state. It involves relaxation via the
1Eu state, which causes preferential population of the ms = 0 state. The sec-
ond mechanism (shown in figure 5.19(b)) shows excitation and relaxation to and
from an intermediate level, unlike the mechanism for the NV−. This level is a
triplet state, 3A2u, in between the ground and excited states. Relaxation occurs
via relaxation to this state and via the 1Eu singlet state, and again this causes
preferential population of the ms = 0 state. These mechanisms may be occurring
in conjunction with other mechanisms.
At energies which are below the ZPL, it is possible that spin-orbit coupling weakly
allows a transition from the ground state into the 1Eu state. Electrons could be
excited to this state by the illumination and then relax preferentially populating
the ms = 0 level. It is possible that for electron spin polarisation the electrons do
not have to relax from the excited state (3A2u), but instead can just relax from
the 1Eu state.
It is surprising given the high Debye-Waller factor that electron spin polarisation
occurs at a wide range of energies; it appears that polarisation occurs where
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Figure 5.19: Two suggested energy level mechanisms [145]. The dashed lines
indicate non-radiative transitions, the red lines indicate radiative transitions and
the red crosses indicate forbidden transitions. (a) is an NV− like mechanism. (b) is
a electron spin polarisation mechanism where electron excitation to the intermediate
level causes polarisation.
absorption does not. Particularly, at energies below the ZPL, where less absorption
occurs, polarisation still occurs. This is not the case for the NV−. This may arise
due to different spin polarisation mechanisms at different energies.
5.6 Conclusions
The temperature and illumination effects on the electron spin polarisation have
been studied. This work has given insight into the energy level structure and spin
characteristics of the neutral silicon vacancy defect in diamond.
The temperature and wavelength dependence of the spin polarisation mechanism
has been investigated in multiple samples and this has conclusively linked the
neutral silicon vacancy to the 946 nm ZPL. A maximum optical-power limited
spin polarisation of 60% has been achieved for near-ZPL excitation. The main
findings are presented below:
• Spin polarisation occurs with excitation energy below the ZPL.
• At least one of the spin polarisation mechanisms present is internal and
occurs most efficiently with illumination at the ZPL.
• It is possible that the internal electron spin polarisation mechanism is oc-
curring concurrently with other spin polarisation mechanisms.
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• Charge transfer occurs at energies above the ZPL indicating SiV− may be
changing directly into SiV0 in the spin polarised state or non-polarised SiV0
which is subsequently polarised by the incoming light.
• The electron spin polarisation mechanisms are sample dependent; the mech-
anisms may depend upon other species within the sample such as boron or
nitrogen.
• It is evident that there may be multiple spin polarisation mechanisms and
the behaviour is more complex than that of NV−.
T1 changes by six orders of magnitude from 11 K to room temperature resulting in
T1 comparable to NV− at low temperature but three orders of magnitude shorter
at room temperature. Phenomenological modelling of the temperature dependence
of T1 has revealed this is primarily due to ground-state coupling to a low-energy
phonon (h¯Ω = 22 meV).
Further work includes understanding why different samples behave in different
ways, exploring what effect other defects within the material have on the electron
spin polarisation and thus understanding the different electron spin polarisation
mechanisms present. Uni-axial stressed experiments will be performed. Applying
stress while measuring the photoluminescence allows the degeneracy of the energy
levels of the silicon vacancy to be explored further. This could be used to confirm
the assignment of the 3A1u level to the excited state of the transition which makes
up the ZPL.
Chapter 6
HPHT Synthesis of Isotopically
Enriched Diamond
6.1 Introduction and Objectives
In this chapter a suite of high pressure high temperature (HPHT) synthesised
diamonds were investigated. The effects of isotopic enhancement of the carbon
source and of the carbon within the metal solvent on the final isotopic distribution
in the diamonds produced were studied in order to understand the uptake of 13C
during HPHT synthesis. The carbon isotope ratio is of interest because it affects
the exploitable material properties of diamond.
Creating diamonds which consist of a single carbon isotope is less challenging than
for other elements which have heavier atomic masses [23]. Carbon is one of the
lighter elements and hence there is a larger percentage mass difference between
the 12 and 13 isotopes, making them easier to differentiate. This also means that
changing the isotopic ratio has a large effect on the material properties [23].
One of the properties of isotopically enriched diamonds is increased thermal con-
ductivity [151]. Diamond already has a high thermal conductivity, three times
that of copper [152, 153]. Maximum thermal conductivity is reached when the
diamond is either 100% 12C or 13C and the lowest thermal conductivity is when
there is a 50:50 mix [151]. Reducing the 13C concentration from natural abun-
dance by one percent (to 0.01%) increases the peak thermal conductivity by more
than 25% at room temperature [151]. Changing the 13C concentration from natu-
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ral abundance to 100% changes the room temperature thermal conductivity from
22.0 to 33.2 W/(cm.K), a 50% increase [151]. At higher temperatures the thermal
conductivity changes more dramatically with isotopic concentration [151].
In metals thermal conduction occurs by the movement of electrons in the conduc-
tion band, whereas in diamond it occurs by the movement of phonons, therefore,
in diamond thermal conductivity is determined by phonon velocity and phonon
mean-free path. Phonon velocity remains relatively unchanged when changing the
isotope; it changes by four percent when comparing an isotopically pure 12C to 13C
diamond. The isotopic ratio has a much larger effect on phonon mean-free path.
The phonon mean-free path can also be affected by grain boundaries, dislocations,
vacancies and impurities (nitrogen for example), because at sufficient concentra-
tion these defects cause phonon scattering. This scattering can be due to phonons
interacting directly with an impurity or can occur due to the local strain. An
isotopically pure 12C or 13C intrinsic diamond has no alien atoms to cause phonon
scattering and hence has a high periodicity so phonon mean-free path is longer and
thermal conductivity is higher. Due to the high Debye temperature of diamond
intrinsic phonon-phonon scattering is also low. Small crystal size polycrystalline
diamonds exhibit much lower thermal conductivity due to the scattering caused
by grain boundaries [10]. The conductivity may also be directional if the grain
size or shape is directional [10].
The high thermal conductivity of diamonds with low fractions of isotopic impuri-
ties makes them very useful for heat spreaders. Heat spreaders are often used to
connect areas of heat to heat sinks. Heat generated when computing is propor-
tional to computing power so heat sinks are becoming increasingly important as
computers become more powerful [6]. Diamond is better than metal for high end
applications, such as in laser diodes, because their thermal conductivity is higher
and their thermal expansion more closely matches that of silicon. Additionally
they are electric insulators, if undoped, so will not short a circuit. CVD thin film
diamonds are making this more affordable [154].
The Raman line of isotopically pure 13C diamond (at 1281.2 cm−1) has a high
dependence on stress, making it a useful stress indicator, especially in high stress
applications such as diamond stress cells [155, 156]. A very thin layer of pure 13C
on a diamond anvil can be monitored as the stress changes. This small volume,
close to the sample, gives an approximation to a hydrostatic stress measurement.
The 13C Raman peak changes quasilinearly with pressure up to 100 GPa, although
at 13 GPa it overlaps with the 1332.5 cm−1 peak from the diamond anvils [155].
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(a)
(b)
Figure 6.1: Morphologies of NL636-02, NL636-03 and NL636-04 before cutting.
(a) from the top and (b) from the side. It can be seen that the morphologies are
different, with sample NL636-04 becoming cubic. Samples are ∼ 4 mm× 6 mm×
6 mm.
The objective of studying the diamonds presented in this chapter was to under-
stand the enrichment process and isotope uniformity during HPHT synthesis as
this will have a large effect on the properties of the diamond.
6.2 The Samples and the Growth Methods
A suite of HPHT diamonds supplied by Element Six containing different 13C con-
centrations were investigated. Four diamonds were studied with nominal 13C con-
centrations ranging from 1.01% (natural abundance) to 10.0%. The uniformity of
the 13C isotope uptake was investigated.
Additionally, four samples fabricated by General Electric (GE) were also studied
for comparison purposes as they had 13C enrichment of known concentration.
The isotopically enriched doped diamonds are shown in figure 6.1, showing their
cubo-octahedral growth morphology. In figure 6.2 a close up can be seen, showing
the seed on the bottom surface. A slice was taken from each diamond, cutting
from the seed to the growth surface. Each of the four, polished diamond slices can
be seen in figure 6.3 and in figure 6.4. The idealised growth morphology can be
seen in figure 6.5. The optical microscope images show the seed on the right hand
side and the different growth planes can be seen growing out from the seed. The
seed and planes are labelled in the figure. From the variation in nitrogen content,
as determined by the yellow colour, it can be seen that the sectors have varied
in relative growth speed as the sample has grown. In sector (1 1 0) and (1 1 0) in
figure 6.3b, for example, the paler yellow regions do not follow the straight lines
but seem to have been larger at some point during the growth process.
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Figure 6.2: The NL636-03 sample before laser cutting. This is the bottom surface.
The seed crystal can be seen as the small white dot in the centre.
One of the challenging aspects of studying these diamonds was ensuring the dif-
ferent types of measurement were taken in the same location, so they could be
compared. This was done by studying the different sectors in the diamond using
optical and cathodoluminescence (CL) microscopy, establishing where the seed was
and taking the measurement along the line from the seed to the growth surface,
which intersected the growth surface at the 90◦ angle. This gave the same position
for each technique. When the ‘location’ of each measurement is plotted this refers
to the position along this line. However for each of the different techniques, the
pixel size and number of measurements along this line was different. In figure 6.3
the two dashed lines between which all the data were taken are shown.
6.2.1 HPHT Growth Methods
The diamonds were made by the HPHT process using the temperature gradient
method in a belt press (see figure 6.6). When using this method a solvent is
usually chosen which has the lowest eutectic with carbon in solution to reduce
the pressure and temperature required [158]. In this case a cobalt-iron (CoFe)
alloy was used. Temperatures between 1300◦C and 1500◦C are typically used in
conjunction with 5 to 6 GPa of pressure. These diamonds typically take between
fifty and one hundred hours to form [23].
Temperature Gradient Method
HPHT diamonds are routinely grown using the temperature gradient method.
This is a method which grows on seed crystals in the presence of a solvent, which
contains carbon, and a carbon source, see figure 6.7. The seed crystals, embedded
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(a) NL636-01 (111) slice. The stars in-
dicated metal inclusions, most likely from
the solvent, CoFe. (b) NL636-02 (111) slice.
(c) NL636-03 (111) slice. (d) NL636-04 (001) slice.
Figure 6.3: Optical microscope images of each diamond slice showing the seed
and the different growth regions. The red dashed lines indicate the area in which
the Raman, FTIR and SIMS measurements were taken; from the seed on the left
to the growth surface on the right. The stars indicate inclusions, which are likely
CoFe from the solvent. The small dots in the image may be inclusions in the form
of metal carbonites, also resulting from the solvent. These images where taken
with an Renishaw inVia Reflex Raman Microscope with an 50x objective and an
automatic stage.
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(a) NL636-01.
(b) NL636-02.
(c) NL636-03.
(d) NL636-04.
Figure 6.4: True colour cathodoluminescence images of each diamond slice show-
ing the different growth regions. These samples have the same layout as in figure
6.3, where the sectors are identified.
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Figure 6.5: Theoretical HPHT diamond growth morphology in a slice. Image
reproduced from [157].
Figure 6.6: Schematic of belt press used in HPHT fabrication of diamond [159].
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in MgO, are kept at a lower temperature than the source and solvent, usually
between twenty and fifty degrees lower. Carbon is transported though the molten
solvent to the seed diamond, by convection currents and concentration gradients
[30]. When the carbon in the solvent becomes supersaturated carbon begins to
precipitate out at the diamond seed as this is the lower temperature region, grow-
ing the diamond. The flux of carbon, towards the seed, is determined by the
temperature gradient. The gradient along with the temperature determines the
growing speed of the diamond, the morphology and impurity uptake [160]. The
impurities which are trapped in the diamond are characteristic of the impurities
in the melt when that part of the diamond formed. Impurity adsorption and
desorption onto the growing diamond surface also affect the growth speed [158].
During growth carbon precipitating out of the melt will form the growing diamond.
As carbon precipitates out of the solvent the carbon source will dissolve into the
solvent. The isotopic enrichment of the melt around the diamond will determine
the enrichment of the diamond.
The carbon source can be amorphous carbon or graphite and the nature of the
source affects the dissolving speed of the carbon. Graphite is made of atomicly
thick layers of carbon atoms which increases the dissolving speed as the metal
atoms of the solvent can easily enter between the layers. Amorphous carbon dis-
solves more slowly as it does not have a regular crystal structure. The choice of
source will have an effect on the speed carbon reaches the growing diamond. In
this work the 13C enriched source was amorphous carbon and the natural abun-
dance source was graphite. The differing 13C concentrations in each of the carbon
sources for each sample was made up by mixing varying amounts of the 12C and
13C sources. Using two different types of sources meant that their impurity con-
centration, specifically nitrogen, may not be the same. This may lead to different
impurity concentrations in the growth media and hence the resulting diamond.
Nitrogen Incorporation
Diamond has a rigid, high density lattice which makes larger atoms less likely to
fit; the most common impurity in HPHT diamond is nitrogen [149]. As nitrogen
is present in the atmosphere, it is incorporated from many sources including the
solvent, the carbon source and the capsule
HPHT synthesised diamonds are generally type I which have nitrogen as the most
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Figure 6.7: HPHT growing capsule showing the carbon source and the solvent
(which also contained carbon). The source and the solvent were both enriched, in
differing amounts, to increase the 13C content above that of natural abundance.
common impurity. This can be in the form of substitutional atoms (type Ib) or as
nitrogen pairs (type IaA) or higher order aggregates (type IaB). Both type Ib and
IaB (if the aggregates form N4V) forms of nitrogen create a yellow or brown colour
in the diamond (which is the case for the diamonds discussed in this chapter, see
figure 6.3). Type IaA diamonds are generally colourless as nitrogen pairs do not
absorb in the visible spectrum. Nitrogen aggregates are more likely if the diamond
is heated at a higher temperature or for longer. Nitrogen atoms become mobile in
the diamond lattice at 1700◦C and at this temperature will form pairs and higher
order aggregates [161]. As the samples studied here were grown below 1500◦C, it
is likely the majority of nitrogen is single substitutional [135].
The concentration of nitrogen is typically between 100 and 300 ppm in HPHT di-
amonds and the incorporation depends on the growth sector and the growth speed
[23]. A slower growth speed and a lower temperature will increase the nitrogen
incorporation [23]. Nitrogen is highest in the {1 1 1} sector, the {1 0 0} sector has
half as much and the {1 1 0} and {1 1 3} sectors have an order of magnitude lower
concentration [23]. This is demonstrated graphically by a Kanda diagram in figure
6.8.
Extended Defects
As well as point defects, extended defects are also present in HPHT grown dia-
monds. These include dislocations, stacking faults and microtwins. Dislocations
are more likely in {1 1 1} sectors and near inclusions, which are sources of strain.
The balance between stacking faults and dislocations is determined by the growth
rate. A high growth rate favours dislocations and a low one favours stacking faults
[23].
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Figure 6.8: An updated Kanda diagram showing the relative concentration of
nitrogen (ND) in different regions and the relative concentration of boron (NA) in
different regions. Data from reference [162].
Morphology
The morphology of HPHT diamonds depends on the growth temperature [23, 160].
A lower temperature, and hence a lower growth rate, will results in a cubic diamond
and a higher temperature, and hence faster growth rate, will result in an octahedral
diamond. As the growth rate decreases the minor faces {1 1 0}, {1 1 3}, {1 1 5}
and {1 1 7}, amongst others, increase in growth relative to the major faces [30].
The more prominent faces present are those that have grown most slowly. So
slower growth results in a cubic diamond, as the minor faces have grown more
quickly and hence only the major faces remain. At a higher growth rate the major
faces will grow faster resulting in an octahedral diamond. The morphology is also
affected by the nitrogen concentration and nitrogen getters used to reduce nitrogen
concentration. Use of nitrogen getters increases the minor faces but these were not
used for the samples discussed here. The absorption and desorption of impurities
on to the surface also effects the shape [23].
Details of Growth for NL636 Samples
The NL636 set of samples was grown using the temperature gradient method with
different concentrations of 13C in the source and solvent. The concentrations used
are shown in table 6.1.
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Sample name 13C in solvent (%) 13C in source (%)
NL636-01 1.00±0.10 1.00±0.10
NL636-02 1.05±0.10 4.00±0.20
NL636-03 5.59±0.28 5.77±0.29
NL636-04 5.59±0.28 11.57±0.58
Table 6.1: 13C concentrations in solvent and source prior to diamond growth as
measured by SIMS by the supplier.
These isotopic concentrations were made by mixing graphitic 12C and amorphous
13C in different quantities for the source and adding another, separate, mixture to
the solvent. The errors are related to the measuring and mixing process.
It is expected that the different samples will have different distributions of 13C
uptake as the solvent and source are differently doped. For example in NL636-01
and 03 the solvent and the source have similar doping, hence it is likely that the
doping will also be uniform across the diamond. In samples NL636-02 and 04 the
source and solvent have very different doping and hence the environment around
the diamond changes as they mix, resulting in different 13C concentrations across
the samples.
The diamonds all have different morphologies, see figure 6.1, this indicates they
were grown at different temperatures. With sample NL636-01 the hottest, hence
the large minor faces {1 1 3} and {1 1 0}, and sample NL636-04 the coldest, hence
the large {0 0 1}. The solvent used was CoFe, and this may be the content of
the inclusions, starred, in sample NL636-01. The diamonds were grown from a
carbon source approximately twenty five percent of which was used up in the
growth process. A significant fraction of the source was used, which means the
composition of the diamond environment changed during growth. The growth
took 78 hours.
Sample NL636-04 has been cut differently to the others, this occurred because of
it’s different shape (cubic) compared to the other samples (cubo-octahedral). A
{1 1 0} slice was taken instead of a {1 1 1} slice. Hence different sectors can be
seen in the slice (see figure 6.3d).
The difference between NL636-04 and the other samples can be seen by looking
at figure 6.3d. The single substitutional nitrogen, as determined by looking at the
yellow colour of the diamond which is lowest in what was thought to be the {1 1 1}
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type sectors. This is not what is expected, nitrogen take up is usually highest in
these sectors, as discussed previously; this can also be seen in the other samples.
This indicated that it was not a {1 1 1} but a {1 0 1} instead, as labelled in the
image. This difference arose due to the growth temperature difference between
the samples, which resulted in a different crystal shape. The difference in growth
temperature may also have an effect on the uptake of 13C and nitrogen in the
different samples.
The differences between sample NL636-04 and the other samples can be clearly
seen in the CL images (see figure 6.4). All samples are green in the (001) sector
but samples NL636-01, 02 and 03 are are blue and black in the other sectors, while
sample NL636-04 is green in the other sectors. Despite this difference in cutting
the results are still comparable, as the sectors have been correctly identified.
6.3 Experimental Techniques
6.3.1 Raman Spectroscopy
Raman spectroscopy was selected as it gives information about the ratio of 13C to
12C in diamond. As discussed in the introduction the phonon mean-free path
is effected by scattering points such as isotopes, impurities, dislocations and
grain boundaries. Raman scattering involves interaction between laser light and
phonons; the Raman line changes can hence give information about the quantities
of scattering points in a sample. Previous work has showed that increasing the
13C enrichment decreased the Raman line position; it changes from 1332.9 cm−1
for isotopically pure 12C diamond to 1281.2 cm−1 for pure isotopically pure 13C
diamond [163]. The relationship is roughly linear but exhibits a bowing effect,
due to scattering caused by isotropic disorder, an effect also seen in some other
alloys [164]. This effect was predicted by Hass et al. using coherent-potential
approximation (CPA) [165].
The full width half maximum (FWHM) of the Raman line is affected by disorder
in the lattice. A mixture of two different carbon isotopes creates disorder so causes
Raman line broadening [165, 164]. This effect has been studied previously by Hass
et al. and seen to have an an-harmonic relationship [165].
The spectrometer used was a Renishaw inVia Reflex Raman Microscope with a
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442 nm HeCd laser with approximately 10 mW power at the sample. The grating
used was a 3600 l/mm with a 50x objective with an NA=0.75 and a slit width of
20 µm. This set up was chosen as it gives high resolution Raman spectra. The
spacial resolution is 200 µm2 and the spectral resolution is 0.8 cm−1. All Raman
measurements were taken at room temperature.
The Raman peaks which were measured were fit to a Voigt function using a pro-
gram written in Matlab. This allowed the peak position and full width half max-
imum to be extracted reliably.
For more details about the Raman technique see section 4.3.3.
6.3.2 Reference Calibration
In the Raman investigation, it was imperative to know the exact position of the
Raman line. When calibrating a Raman spectrometer, the calibration is usually
done to the Raman line in silicon [166]. The Raman line of natural abundance
silicon is at 520.5 cm−1 whereas the Raman line in natural abundance diamond is
at 1332.5 cm−1. Due to imperfections in the system, including the non-linearity
of the spectrometer, the calibration at these two frequencies may be different.
To avoid this potential issue a natural diamond with a natural abundance of 13C
was compared to the literature value and the spectrometer was calibrated to this
diamond.
Effect of Nitrogen on Raman Line Position
To establish if the effect of nitrogen on the Raman line position will be significant
the relative concentrations of nitrogen and 13C can be considered. The nitrogen
concentration of a diamond will have an effect on the Raman line position for
the same reason 13C has an effect; they both interrupt the periodicity of the
lattice and reduce the mean-free path of phonons. Consider a 300 ppm nitrogen
containing diamond with a natural abundance of 13C atoms. The number of 13C
atoms present are 34 times that of the number of nitrogen atoms. Nitrogen is next
to carbon on the periodic table so their atomic masses are very similar. Nitrogen
has the same number of neutrons as 13C and one extra proton. When studying
diamond samples of differing nitrogen concentrations within the range of HPHT
diamonds, the effect on the Raman line position is smaller than the resolution of
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Figure 6.9: Example infrared absorption spectrum of a reference sample with a
concentration of 220 ppm of single substitutional nitrogen.
the spectrometer. Thus the nitrogen has been assumed to have no effect on the
measured Raman line position.
6.3.3 Infrared Absorption
FTIR absorption measurements were done at De Beers in Maidenhead using a
ThermoFisher Nicolet iN 10 MX Infrared Imaging Microscope. The spectral res-
olution was 1 cm−1. The aperture, pixel size and step size for line scans was 150
µm.
IR absorption measures the absorption of light in the IR range of a sample. Ab-
sorption at different energies gives information about the species that are present
in the diamond. These include different types of nitrogen; in the form of A-centres
(two nitrogen atoms and a vacancy) and single substitutional.
Absorption of these diamonds was normalised to path length and compared to a
reference spectrum with known concentration in order to quantify the concentra-
tion of the different forms of nitrogen.
In figure 6.9 an example of an IR spectrum of a type IIa diamond can be seen.
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The two phonon region is between 1332 and 2665 cm−1. Absorption in this region
is created by the intrinsic diamond lattice, uninterrupted by impurities [127]. Due
to diamond’s inversion symmetry single phonons do not interact with radiation so
there is no absorption in the one phonon region by pure diamond. At least two
phonons are required for absorption. One phonon reduces the symmetry of the
lattice by introducing a net charge and a second vibrates the charge, causing a
dipole with which radiation can interact. This can also occur with more than two
phonons [127].
The one phonon region is below 1332 cm−1. Absorption in this region is created
by impurities which disrupt the diamond lattice and create dipoles [127]. For the
example shown in figure 6.9 the one phonon region absorption is created by single
substitutional nitrogen. This spectra is representative of what was seen for the
four diamonds in this study; the main impurity was single substitutional nitrogen.
6.3.4 SIMS
For more details of the specifics of the SIMS system used please refer to Chapter
4.
SIMS is a destructive technique which uses a beam of ions to etch a sample’s
surface. The removed atoms are then accelerated through a mass spectrometer
which determines which species were present in the sample. Different ions are
chosen depending on the species being investigated. When measuring an isotope,
such as 13C, a ratio is usually taken to another isotope, in this case 12C. These
were compared to the ratios in a diamond with a natural abundance of 13C. Delta
13C was then calculated using equation 6.1. Delta 13C has units of 0/00.
δ13C =

( 13C
12C
)
sample( 13C
12C
)
standard
− 1
× 1000 0/00 (6.1)
The SIMS measurements were performed at between ten and twelve evenly spaced
points on each sample, from close to the seed to the final growth surface. In figure
6.10 the holder used in SIMS can be seen containing the four samples and the
reference diamond. The samples were pressed into indium and gold coated, to
ensure good electrical conduction of the sample surface in order to ensure charging
of the surface did not occur and the whole surface was grounded.
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Figure 6.10: SIMS sample holder with polished samples pressed in indium. In-
dium is usually used for diamond due to its low carbon and hydrogen contamination.
It is a soft metal which allows the samples to be retrieved without damage at the
end of the SIMS process. Three full slices and one broken one can be seen. The
small diamond in the centre is the natural reference diamond.
6.4 Results and Analysis
6.4.1 Raman Spectroscopy
The first method employed to investigate the 13C concentration was Raman spec-
troscopy. Figure 6.11a shows the average Raman line position of each sample,
plotted against the nominal 13C abundance, obtained from an average of the source
and solvent concentration shown in table 6.1.
As discussed in the experimental details section, Raman line shows a strong depen-
dence on the 13C concentration. Previous work by Hass et al. [165] has investigated
this relationship. In figures 6.11a and 6.11b the position and the FWHM of the
samples are compared to the data taken by Hass et al. For the sample set NL636
as the samples showed variation across their surface an average value was taken.
The position of the Raman line is in agreement with the nominal concentration of
the samples. The FWHM is smaller than the FWHM of the Hass samples.
A selection of samples made by General Electric (GE) were also investigated (la-
belled on figure 6.11b and 6.11a). These also showed good agreement with the
data from Hass et al. and because the samples used by Hass et al. were also GE
samples agreement of the data is expected. This result demonstrated that the
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(a) The average Raman line position versus nominal concentration of the 13C
enriched samples compared to some General Electric diamonds of known 13C
concentration and to data published by Hass et al. [165].
(b) The average full width half maximum of the 13C enriched samples compared
to some General Electric (GE) diamonds of known 13C concentration and to
data published by Hass et al. [165].
Figure 6.11: Raman line characteristics compared between the NL636, General
Electric (GE) and Hass et al. sets of samples.
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experimental method was working as expected.
The Raman line was different between samples and was also different within sam-
ples. These data is presented in table 6.2. Figure 6.12 shows the difference in Ra-
man line position for sample NL636-04 when comparing the seed and the growth
surface. This figure also shows the fitting of the line. A Voigt fit was used for
each line, from which the FWHM and the line centre could be calculated. Figure
6.13 shows the change in Raman line position from the seed to the growth surface
for all the samples. This change was taken relative to a GE natural abundance
sample. It should be noted that sample NL636-02 Raman line position change
has a steeper gradient than sample NL636-03. All samples exhibited a decrease
in the Raman frequency away from the seed except the diamond with a natural
abundance of 13C (sample NL636-01). This trend showed that the 13C concentra-
tion increased from the seed to the growth surface, which may be related to the
uptake of 13C during the HPHT growth process.
Sample name Raman line at seed Raman line at growth Error
NL636-01 1332.4 cm−1 1332.4 cm−1 ±0.1 cm−1
NL636-02 1332.2 cm−1 1331.6 cm−1 ±0.1 cm−1
NL636-03 1331.1 cm−1 1330.8 cm−1 ±0.1 cm−1
NL636-04 1330.6 cm−1 1329.2 cm−1 ±0.1 cm−1
Table 6.2: Raman line positions at the seed surface and the final growth surface.
The isotopic enrichment has the effect of increasing the FWHM and decreasing
the Raman line frequency. For sample NL636-03 a flat region can be seen before
the Raman line begins to decrease (see figure 6.13). The CL image indicated that
the plateau is not caused by measuring the seed (see figure 6.4).
The 13C concentrations which relate to these Raman line positions can be cal-
culated by comparing them to samples of known concentration. In this case GE
samples were used. As shown in figure 6.14, the equation of the line of best fit to
the data points was used to calculate the corresponding 13C concentration for the
Raman frequency at the seed and growth surface of each sample. These concentra-
tions are shown in table 6.3. It can be seen that despite the averages being close
to the nominal concentrations there are large variations within each sample except
NL636-01. This approximation to a linear fit is not entirely accurate. There is an
an-harmonic effect which is most evident at a 50:50 ratio. This effect is smaller
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Figure 6.12: Raman line at the seed and at the growth surface for sample NL636-
04. This shows the data points and the Voigt fit which was used to calculate the
FWHM and the peak position.
when a diamond is nearly all 12C or nearly all 13C so has not been taken into
account in this fitting as the diamonds being studied are predominantly 12C.
Sample name 13C seed (%) 13C growth (%) Error (%)
NL636-01 1.1 1.1 ±0.5
NL636-02 2.2 3.7 ±0.5
NL636-03 4.8 5.5 ±0.5
NL636-04 5.9 9.2 ±0.5
Table 6.3: 13C concentrations at the seed surface and the growth surface measured
by Raman.
Consider figure 6.16, this shows the Raman frequency across different sectors of the
two highest concentration diamonds. It can be seen that the decrease in Raman
frequency is not unique to the {0 0 1} sector, it also happens in all other regions.
Comparisons of the FWHM can be seen compared to other samples in figure
6.11b and within each sample in figure 6.15. The FWHM of the Raman line is
especially sensitive to impurities and the disorder of the sample. The addition of
the 13C isotope increases the disorder and hence broadens the Raman line. Defects
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Figure 6.13: Raman line change from the seed in each diamond as a function
of distance from seed in the (001) plane. In sample NL636-01 sharp changes can
be seen in the Raman line position at four different starred points. These are due
to inclusions, which can be seen, also starred, in figure 6.3. Each point has a line
to indicate the error in the measurement. The average 13C concentrations are as
given: NL636-01 (1.1%), NL636-02 (2.5%), NL636-03 (5.6%), NL636-04 (9.0%).
Figure 6.14: GE samples’ Raman line plotted against 13C percentage with a line
of best fit. Error bars are not shown as the they are smaller than the data points.
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Figure 6.15: FWHM across each sample, starting from the seed. The blue stars
indicate the position of the inclusions, which can be seen in the optical image.
The samples show an increase in the FWHM from the seed to the final growth
surface, except the natural abundance one, which is consistent with the increase
in 13C in each sample. These measurements were taken with a 442 nm laser with
a 3600 l/mm grating and a slit width of 20 µm. This resulted in a resolution
of less than 1 cm−1, hence these results are not instrument limited. The average
13C concentrations are as given: NL636-01 (1.1%), NL636-02 (2.5%), NL636-03
(5.6%), NL636-04 (9.0%).
and other impurities also have an effect. From the Raman line width it appears
the NL636 samples contain less disorder than the Hass and GE samples. The
difference between the NL636 suite and the GE samples is not an experimental
artefact as these data were taken using an identical experimental set-up. Raman
line broadening may have occurred in the Hass samples due to disorder present.
This disorder may be created by impurities or dislocations or another mechanism.
6.4.2 Infra-red Absorption
In order to measure the exact changes in nitrogen concentration IR mapping was
used. By studying the IR absorption of the samples it is clear that the main defect
is single substitutional nitrogen, and there is no evidence from the FTIR of larger
aggregates. This means the samples are classified as type Ib.
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(a) Raman line position in other sectors of NL636-03.
(b) Raman line position in other sectors of NL636-04. The data for (1 1 1)
and (1 1 0) start at a lower position because these line scans were taken slightly
farther away from the seed to avoid the inclusion shown starred in figure 6.3d.
Figure 6.16: Raman line position in different sectors.
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Figure 6.17: Example of IR spectrum near the seed and near the growth surface of
sample NL636-04 in the (001) sector. The first peak is due to single substitutional
nitrogen. Fitting the curve from near the seed gives a nitrogen concentration of
nitrogen to be 300 ppm ±10 ppm and at the growth surface this has reduced to 150
ppm ±10 ppm. The differences between the two spectra in the two phonon region
are due to grease.
The concentration of single substitutional nitrogen was very high (in the hundreds
of ppm for all samples) and did change significantly between the seed and the
growth surface. An example, for sample NL636-04, is shown in figure 6.17. In
this sample the single substitutional nitrogen concentration halved from 300 ppm
to 150 ppm between the seed and the growth surface. The plots of the different
sample concentrations is shown in figure 6.18. This shows all isotopically enhanced
samples have a high concentration of nitrogen near the seed, which reduces towards
the growth surface.
This change may be due to the increasing volume of the diamond during growth.
An increasing volume increases the surface area which is available to absorb the
nitrogen. In order to calculated whether the total absorption of nitrogen was
staying constant, just being absorbed over a larger surface area, the area and the
concentration were multiplied for each point at which nitrogen was measured. The
surface area of the growing diamond was modelled by making the assumption that
the growing diamond was a cuboid which grew with the same ratio of dimensions
as the final diamond. A plot of these results is shown in figure 6.19.
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Figure 6.18: Single substitutional nitrogen concentrations measured by IR absorp-
tion in the (001) sector of each sample. This figure shows a trend of decreasing
nitrogen concentration across each sample, moving away from the seed, and a higher
nitrogen concentration in the diamonds with higher 13C concentration. The black
dashed line indicates the detection limit. The average 13C concentrations are as
given: NL636-01 (1.1%), NL636-02 (2.5%), NL636-03 (5.6%), NL636-04 (9.0%).
Figure 6.19: Nitrogen concentration multiplied by surface area versus distance
from seed. The average 13C concentrations are as given: NL636-01 (1.1%), NL636-
02 (2.5%), NL636-03 (5.6%), NL636-04 (9.0%).
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6.4.3 SIMS
For each sample between 10 and 12 evenly spaced measurements were taken. The
most accurate measure of 13C content is to compare the SIMS value to the SIMS
value of a reference. This is called δ13C and is calculated using equation 6.1. These
data is shown in figure 6.20. It can be seen that the 13C isotope concentration is
changing. It is indeed higher at the growth surface than at the seed. This means
that the Raman line changes correlated with the change of 13C.
In table 6.4 the 13C concentrations can be seen. These were calculated by com-
paring to the reference diamond.
Sample name 13C seed (%) 13C growth (%) Error (%)
NL636-01 1.1 1.1 ±0.5
NL636-02 1.8 3.5 ±0.5
NL636-03 4.4 5.7 ±0.5
NL636-04 5.6 10.4 ±0.5
Table 6.4: 13C concentrations at the seed surface and the growth surface as mea-
sured by SIMS.
These numbers show good agreement, within error, to those calculated with the
Raman line position. This can be seen graphically in figure 6.21. The Raman
data in figure 6.13 can be interpolated to the same points at which the SIMS
data was taken. This interpolated data can then be plotted against the SIMS
data to calculate the relationship between the Raman line position and the SIMS
concentration directly. This is plotted in figure 6.22. These data can be fitted to
a linear equation to give the relationship shown in equation 6.2.
13C (%) = 2.61× (1332.9− Raman line position)± 0.5 (6.2)
The relationship has been assumed to be linear, which as discussed in section
6.3.1 is not the case, but is an adequate approximation over a short range of
concentrations and the data taken here is not of a large enough range to model
the full relationship. Additionally the intercept when 13C (%) = 0 of the equation
is in good agreement with the work by Banholzer et al. who report the Raman
line position for isotopically pure 12C to be 1332.9 cm−1 [163].
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Figure 6.20: δ13C as a function of position away from the seed, as measured by
SIMS in the (001) sector. The average 13C concentrations are as given: NL636-01
(1.1%), NL636-02 (2.5%), NL636-03 (5.6%), NL636-04 (9.0%).
Figure 6.21: Correlation between Raman line position change and the 13C isotope
concentration measured by SIMS. Blue squares and line are the Raman results and
SIMS results respectively for sample NL636-01. Green in sample NL636-02, red
is sample NL636-03 and black is sample NL636-04. Note: Raman line position
is decreasing moving up the y-axis. The average 13C concentrations are as given:
NL636-01 (1.1%), NL636-02 (2.5%), NL636-03 (5.6%), NL636-04 (9.0%).
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Figure 6.22: 13C percentage measured by SIMS plotted versus interpolated Raman
data also showing line of best fit used to calculate equation 6.2.
The nitrogen concentration was also measured, see figure 6.23. The results confirm
the trend of the results obtained by FTIR, the total nitrogen concentration is
reducing away from the seed. However the SIMS results suggest a much larger
total concentration of nitrogen, with measured concentrations reaching 1200 ppm.
6.5 Discussion
6.5.1 13C Concentration Changes
The Raman line position changes in each of the four diamonds, except sample
NL636-01. These differences have arisen due to the different 13C concentrations
in the carbon source and metal solvent. They may also have occurred due to
the different sources used for the 12C and the 13C and the resulting difference in
dissolving rates.
The data presented in figure 6.13 shows each diamond has a different gradient of
13C concentration as predicted by the Raman line. The natural abundance sample
(NL636-01) shows no change in Raman line across the sample, and agrees with
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Figure 6.23: Nitrogen concentration changes with distance from seed in sample
NL636-03. Measured by SIMS and FTIR in the (001) sector.
the position seen in natural samples. Sample NL636-03 shows a change in 13C
across the sample. This gradient may be less steep than for samples NL636-02
and NL636-04 because the source and the solvent contain almost the same 13C
content (within 0.2%). The concentrations of 13C enrichment in the metal solvent
and seed are detailed in table 6.1. However, the change across the sample of the
measured 13C concentration is 1.3%. This indicates the different forms of the
12C and 13C, graphitic and amorphous respectively, are having an effect due to
the different dissolving rates. The 13C enriched source will dissolve more slowly
because it is amorphous rather than graphitic. This sample also shows a flat region
before the gradient begins, this may have arisen from the slower incorporation into
the melt of 13C due to its amorphous, rather than graphitic, form. The steepest
gradients are in samples NL636-02 and 04. These gradients may be due to the
large difference in the 13C concentration in the source and the solvent. For both,
the carbon source has a significantly higher concentration of 13C than the solvent.
This indicates that the melt around the diamond is changing during the growth, as
the concentration of 13C enrichment at a particular point in a diamond is directly
related to the concentration in the melt when that layer is formed [167].
The results obtained from the SIMS measurement of 13C showed good agreement
with those obtained from Raman. This ensured that measuring the Raman line
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position was an accurate way of calculating the 13C concentration. Additionally
this allowed an equation to be calculated which links the Raman line position
to the 13C enrichment directly. The assumption has been made the Raman line
changes linearly with 13C enrichment; the equation is accurate over the 0% to 10%
range.
6.5.2 Nitrogen Concentration Changes
The nitrogen concentration, as measured by FTIR, decreases across each sample,
as shown in figure 6.18. The sample with the largest concentration of nitrogen
is also the one with the largest concentration of 13C; the amorphous 13C may
have a higher nitrogen contamination. However, across each sample the nitrogen
concentration decreases whereas the 13C concentration increases.
Figure 6.19 shows the nitrogen concentration multiplied by the surface area at each
point during growth. This figure shows an increase in nitrogen uptake followed by
a plateau. This may be the point at which an equilibrium is reached between the
melt and the growing diamond.
These results quantified the decrease in nitrogen which was suspected from the
colour of the samples. However, even given these high changes in nitrogen concen-
tration, they are not large enough to cause a change in the Raman line position.
The SIMS results did not agree quantitatively with the concentration of nitrogen
across the diamond studied although the results did indicate a fall in concentra-
tion. This discrepancy is likely to have arisen from the lack of a reference for
measuring the nitrogen count rate. Normally, when SIMS is performed to mea-
sure the nitrogen concentration of a diamond, the count rate is compared to that
of 12C. However this was not possible with these samples as the 12C concentration
was also changing. As a result the nitrogen was measured by count rate alone and
thus has been over estimated, by approximately 3.5 times.
Additionally other minor problems have previously been identified when measuring
nitrogen using SIMS including leaks, contamination and surface impurities [168].
This is usually avoided by comparing the SIMS count rate to that of a diamond
with a known nitrogen concentration [169], however this was not done on this
occasion.
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6.6 Conclusions
Four HPHT samples were studied which had different levels of 13C enrichment.
For each sample the source and solvent had been enriched to differing degrees.
In the samples, the concentration of the 13C isotope and nitrogen changed with
position from the seed. The nitrogen concentration reduced away from the seed
in all sectors. The 13C concentration increased with distance from the seed in
all sectors. The same behaviour was seen in the different sectors and samples
despite different nitrogen concentrations. The samples with higher 13C concentra-
tions also had higher nitrogen concentrations which may have originated from 13C
source contamination. However, within each sample increasing 13C was related to
decreasing nitrogen.
These diamonds show a distinctive increase of 13C moving away from the seed.
Within error the Raman results and the SIMS results agree. There is not an in-
crease in sample NL636-01, sample NL636-02 increases from 1.5% to 3.5%, sample
NL636-03 increases from 4.4% to 5.7% and sample NL636-04 increases from 5.7%
to 10.4%. This is indicative of changes in the melt during the HPHT process. An
increase in 13C was caused by the amorphous 13C source slowly dissolving. The
steeper gradients of the samples with different 13C enrichment in the source and
solvent also indicated that the carbon source mixes slowly with the solvent during
growth.
The main findings of this chapter are:
• It has been demonstrated that a non-uniform 13C enrichment is created when
the source of 12C and 13C are in different forms, in this work graphitic and
amorphous.
• It has been demonstrated that, due to slow mixing of the carbon source with
the solvent, a gradient of 13C enrichment will be created if the source and
solvent are differently 13C enriched.
• An equation has been calculated which links the Raman line position to the
13C enrichment, in the 0% to 10% region, shown below.
13C (%) = 2.61× (1332.9− Raman line position)± 0.5 (6.3)
Further work is required for isotopic enhancement of HPHT synthesised diamonds
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before they are of device quality. Large scale manufacturing of devices requires
isotopic uniformity, and the samples investigated here do not display this. Im-
provements could be made by ensuring the 12C and 13C source are of the same
form, either graphitic or amorphous. Additionally, the same isotopic enrichment
is required for the solvent and the carbon source.
Chapter 7
Heteroepitaxial Samples
7.1 Introduction and Objectives
An interesting new way to make single crystal diamond is heteroepitaxial chem-
ical vapour deposition (CVD) on a lattice matched silicon substrate. The first
CVD growth was onto non-diamond substrates but this created polycrystalline
diamond [170]. Heteroepitaxial growth is a technique commonly used in industry
for gallium nitride grown on a silicon carbide seed [23]. The huge advantage of the
heteroepitaxial method for diamonds is that the substrate used can be larger and
significantly less expensive than for traditional homoepitaxial CVD. The main
issue with the method is lattice mismatch which may result in highly defective
single crystal or polycrystalline diamond.
Many applications of diamond make use of its unique properties including: high
thermal conductivity, high carrier mobility and high breakdown field. These prop-
erties are all diminished by the grain boundaries present in polycrystalline dia-
mond, hence there is a large incentive to make commercially affordable single
crystal diamond. A method by which large single crystal diamond could be grown
on lattice matched silicon substrates could prove very advantageous in the future
and may create many new commercial possibilities.
In this chapter new single crystal heteroepitaxial samples were studied with the
aim of identifying the differences between this material and homoepitaxial CVD
diamonds. Additionally, the material was investigated to understand the possi-
bility of making devices for commercial applications. Due to the different strain
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Figure 7.1: Substrate used for heteroepitaxy growth showing lattice constant
matching. Starting with silicon, then yttria-stabilised zirconia, then iridium and
finally diamond. The mismatch at each layer is 5.39%, 25.4% and 7.19% starting
from the bottom. Image from [171].
environment arising from the lattice mismatch, point defects and extended defects
may be present in differing quantities to homoepitaxial CVD. Two different sam-
ples were studied; one ‘intrinsic’ and one ‘nitrogen doped’. These were investigated
with a variety of different techniques, including electron paramagnetic resonance
and fluorescence imaging.
7.2 The Material
The diamonds discussed in this chapter were made by heteroepitaxial CVD by
Augsburg Diamond Technology (Audiatec). Audiatec has developed a substrate
which allows single crystal diamond to be grown using this technique [171, 172].
The lattice mismatch is reduced by layering different substances onto a silicon
wafer [171]. The first layer on the silicon wafer is yttria-stabilised zirconia (YSZ)
and is formed using pulsed laser deposition and is only ∼20 nm thick. The next
layer is iridium and is formed using electron beam deposition and is∼150 nm thick.
The diamond layer is formed by microwave plasma CVD onto a {0 0 1} surface.
The CVD substrate used is shown in figure 7.1. The choice of material on which
to grow diamond is limited by the harsh growing conditions of the CVD reactor.
Iridium alone may be a better substrate but is very expensive to produce so silicon
wafers are used which are coated with iridium [173]. Silicon wafers can be up to
450 mm in diameter [174]. Silicon has a similar thermal expansion coefficient to
diamond so there is less thermal stress after the cool down after growth [175].
The lattice mismatch between iridium and diamond is large, ∼7.19%, and this
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Figure 7.2: Dislocation interactions. (a) annihilation, (b) addition and (c) scat-
tering. Image recreated from [179].
creates very defective diamond. The nucleation on the substrate is performed using
Bias Enhanced Nucleation (BEN); a technique in which the substrate is put under
a negative potential. This creates a localised region of higher field strength above
the surface, attracting positive ions, and causes nucleation [176]. The nucleation
growth takes approximately twenty minutes and the experimental conditions used
are as follows: -250 V, 700◦C, 3000 Pa. Once nucleation has occurred the bias
is removed. During nucleation domains form of highly defective diamond which
grow laterally not vertically. The nucleation of diamond is non-classical and not
entirely understood [171] as, if the nucleation conditions are maintained for more
than around twenty minutes, the diamond nuclei are etched.
The composition for CVD growth is a mixture of carbon, hydrogen and oxygen.
The addition of nitrogen (the order of ppm) gives an order of magnitude higher
growth rate [177].
Once the nucleation sites begin to grow a mosaic of single crystal domains form. As
the diamond grows further the grain boundaries become dislocation bands. These
dislocations have been studied by Schreck et al. using etch pit formation [178].
These dislocations are edge or screw dislocations or a mixture of both [179]. The
distortion in the core of the dislocation creates a pit when the surface is etched.
The dislocation density is seen to reduce as the distance from the nucleation
surface increases. This is due to the interaction between the dislocations. Near
the nucleation surface the dislocations are on average ∼10 nm apart. Interactions
take the form of annihilation, addition or scattering; if the two dislocations have
anti-parallel Burger’s vectors they will annihilate otherwise they will add or scatter
[178]. These three scenarios are seen in figure 7.2. After ∼1 mm of growth the
density of dislocations decreases significantly, and thus the remaining dislocations
are less likely to interact.
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Device quality is affected by a high dislocation density: including degradation of
the electronic properties such as the breakdown field and carrier mobility. How-
ever, the internal stresses within the material which the dislocations create may
have some potential uses such as strengthening devices using internal compressive
stress [179].
7.2.1 The Samples
Two samples were investigated. One was an intrinsic diamond and one was nitro-
gen doped; both grown on the heteroepitaxial silicon substrate described above.
The dimensions of the intrinsic sample are ∼ 1.5 mm × 1.5 mm × 3.5 mm and
the dimensions of the nitrogen doped sample are ∼ 1.5 mm× 3.5 mm× 3.5 mm.
The growth direction was 〈001〉.
7.3 Experimental Methods
A Leica DMI4000 inverted microscope, fitted with cross polarisers, was used to
study strain. The polariser and analyser were 90◦ out of phase which allowed
the birefringence of the samples to be imaged. The dislocation bundles within
the material create areas of strain and hence an anisotropic matrix. This rotates
the light as it passes though the sample, with regions of higher strain rotating
the light more. Regions with a high dislocation volume will rotate a significant
amount of light and thus appear brighter. A high quality homoepitaxial CVD
sample contains few dislocations, which arise from polishing damage of the HPHT
or natural diamond from which the sample was grown. The birefringence image
of a homoepitaxial CVD sample would be dark with some regions of light due
to strain associated with the dislocations [180]. A high quality HPHT diamond
would appear black, as it has a very low dislocation density.
Fluorescence imaging was employed to investigate fluorescence by dislocations.
This was performed with a DiamondViewTM microscope which uses UV light and
measures fluorescence and phosphorescence.
Photoluminescence (PL) experiments were performed as detailed in section 4.3.3.
Both samples were studied at 90 K with excitation lasers at wavelengths of 532
nm and 633 nm. For these experiments a polarising analyser was used. This
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polarised the diamond luminescence. The analyser was aligned either parallel or
perpendicular to the growth direction, as determined by studying the dislocations.
The phase of the analyser was checked using carbon tetrachloride, a liquid which
has a Raman band at 459 cm−1 arising from a symmetric vibrational mode. The
intensity of the band is related to the relative polarisation of the laser light and
the detection. If the laser light and the analyser are 90◦ out of phase no intensity
will be seen from this band [181].
FTIR experiments were performed at room temperature as detailed in section
4.3.1. The experiments were done with and without polarising the input light to
see if there was preferential orientation of any defects.
Continuous wave electron paramagnetic studies were conducted as detailed in
section 4.2 at room temperature. This was used to quantify the concentration of
the defects; N0s, NVH−, NV− and SiV0.
7.3.1 Strain Broadening
In the PL experiments the zero-phonon line (ZPL) of different defects including
the negative silicon vacancy and neutral nitrogen vacancy were studied.
Theoretically, in a perfect diamond, the linewidth should be excited-state-lifetime-
limited and Lorentzian in shape: this has been observed in measurements of sin-
gle centres [182, 183]. However, when measuring ensembles, actual linewidths are
∼ 103 times larger [184]. The linewidths are broadened by crystal inhomogeneity
arising from random electric fields and strain with strain the primary broaden-
ing mechanism [185]. The strain broadening occurs due to shifts in the optical
transition frequency caused by strain local to each defect in the ensemble [186].
The main mechanisms from which this strain arises are point defects and disloca-
tions local to the species of which the ZPL is being measured. Complex statistical
calculations are required to work out the mechanism causing the broadening of a
particular ZPL and require assumptions to be made about the material [187, 188].
However, the lineshape can also be studied qualitatively. A low strain sample is
likely to have a Lorentzian lineshape. As the dislocation density increases the line-
shape becomes Gaussian, with a linewidth proportional to the square root of the
dislocation density. Conversely, a sample which has a high point defect concentra-
tion will have a Lorentzian shape. A sample with a high point defect concentration
and a high dislocation density will be made of approximately equal parts Gaus-
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(a) Nucleation surface of nitrogen doped
heteroepitaxial CVD sample.
(b) Birefringence image of a CVD ho-
moepitaxial sample, sample 14.
Figure 7.3: Microscope fitted with cross polarisers to image the birefringence of
heteroepitaxial and homoepitaxial CVD diamond. The cross polarisers were aligned
parallel to the diamond edges with the light going through the sample along the
growth direction.
sian and Lorentzian [189]. This is typically described using a Voigt lineshape,
formed of the convolution of a Gaussian and Lorentzian distribution, and is the
usual lineshape observed in real measurements of ensembles [190]. However, when
studying these lineshapes some assumptions are made which may not be true.
These include the uniformity of the material; it is assumed that the point defects
and dislocations have a spatially uncorrelated distribution [185]. This may result
in an overestimation of strain, as the strain local to the defect is being analysed
not the strain throughout the material as the local dislocation and point detect
concentration may be different.
7.4 Birefringence Imaging
Birefringence imaging was used to qualitatively study strain as strain changes the
local refractive index. This was performed with a microscope fitted with cross
polarisers.
In figure 7.3a an image of the nitrogen doped sample can be seen. This sample
displays a high amount of strain. This image can be compared to the birefringence
of a homoepitaxial CVD sample, as shown in figure 7.3b. The heteroepitaxial
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sample is brighter, suggesting a higher degree of strain, and the strain structure
is finer which indicates a higher density of dislocation bundles.
7.5 Fluorescence Imaging with UV Excitation
Fluorescence imaging was performed using DiamondViewTM. Both samples were
imaged. Figure 7.4a shows the top of the nitrogen doped sample. The blue
luminescence is assumed to arise from dislocation and dislocation bundles. In
figure 7.4b the luminescence from the dislocation bundles can be seen from the
side. In CVD samples this allows the nucleation side to be identified as this will
be the side with an increased dislocation density. The bottom surface is the one
nearest to the nucleation site as a higher dislocation density can be seen in this
area. The slight background orange colour arises from NV0. In figure 7.5 the
intrinsic diamond can be seen from the top and side. This sample also shows a
high concentration of luminescence from dislocation bundles.
The luminescence from dislocation bundles which can be seen in these images
indicate a distinction from high quality homoepitaxial CVD; in homoepitaxial
CVD luminescence from dislocation bundles are much less strong. They arise from
polishing imperfections on the substrate diamond from which they are grown, and
can be heterogeneously distributed. An example of a homoepitaxial CVD diamond
is sample 5, discussed in Chapter 8. This diamond can be seen in figure 8.1a.
Luminescence, which would indicate the presence of dislocation bundles, is not
visible in this image. This indicates a lower dislocation density.
7.6 Photoluminescence
Photoluminescence (PL) experiments were performed at 90 K with excitation
lasers 532 nm and 633 nm. This was done to investigate the differences, in terms
of defect concentration, of the two samples and to measure the extent of the strain
broadening. The PL experiments were done on the top surface of the diamonds.
In figure 7.6 the differences between the two samples can be seen in a Raman
normalised spectra. As figure 7.6a shows, the concentration of both the neutral
and negative nitrogen vacancy are higher in the nitrogen doped sample, in fact
it was not possible to see these signals in the intrinsic sample under these exper-
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(a) This image shows the nucleation surface, which was determined by
the higher dislocation density. The dislocations can be identified by the
blue luminescence. The orange background colour indicates emission from
neutral nitrogen vacancy.
(b) Side surface. Blue areas show luminescence from dislocations and dis-
location bundles. The bottom of the diamond is the nucleation area and
shows a higher concentration of dislocations which annihilate as the dia-
mond grows upwards.
Figure 7.4: DiamondViewTM image of nitrogen doped heteroepitaxial diamond.
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(a) This image shows the nucleation surface, which was determined by the
higher dislocation density. The dislocation bundles can be identified by the
areas of blue luminescence.
(b) Side surface. Blue areas indicate dislocation bundles. The bottom
of the diamond is the nucleation area and shows a higher concentration
of luminescence from dislocations which annihilate as the diamond grows
upwards.
Figure 7.5: DiamondViewTM image of intrinsic heteroepitaxial diamond.
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imental conditions. The relative intensities of the neutral and negative nitrogen
vacancies are shown in table 7.1. The nitrogen doped sample also shows a higher
concentration of negative silicon vacancy centres as seen in figure 7.6b.
Sample NV0 (a.u.) NV− (a.u.) Ratio NV0/NV−
Nitrogen Doped 158±16 180±18 0.88
Intrinsic <0.2 <0.2 -
Table 7.1: The integrated intensity of the NV0 peak and the NV− peak in sample
10 (homoepitaxial), the nitrogen doped sample (heteroepitaxial) and the intrinsic
(heteroepitaxial) as measured by PL at 90 K.
In figure 7.7a a comparison of the PL spectra of the ZPL of the neutral nitrogen
vacancy signal can be seen. This shows the comparison between a homoepitaxial
CVD sample, a HPHT sample and the nitrogen doped heteroepitaxial sample. As
can be seen from this figure the heteroepitaxial sample shows significant strain
broadening of the ZPL. This is also the case for both heteroepitaxial samples’
negative silicon vacancy signal, as can be seen in figure 7.7b. With the nitrogen
doped sample showing the largest degree of strain broadening. The Gaussian and
Lorentzian nature of each of these lines can be seen in tables 7.2 and 7.3.
Previous work on the neutral nitrogen vacancy has allowed calculation of the stress
parameters of the centre; indicating a line shift of 7.6 meV/GPa [69]. The FWHM
presented in table 7.2 can be used to obtain Voigt half width half maximum
(HWHM). If it is assumed that the homogeneous linewidth contributed by each
centre is significantly smaller than the ensemble linewidth, the contribution of
each centre to the overall ZPL may be treated as a delta function. The stress
required to cause the shifts of each delta function can then be calculated. The
Voigt HWHM and resultant stress is shown in table 7.4.
Sample Gaussian (meV) Lorentzian (meV)
Homoepitaxial CVD 1.3±0.1 0.9±0.1
HPHT 1.1±0.1 1.5±0.2
Nitrogen Doped (Heteroepitaxial) 4.1±0.4 4.1±0.4
Table 7.2: The Gaussian and Lorentzian FWHM linewidths of the 575 nm peak
in a HPHT (sample 10), a homoepitaxial CVD (sample 13) and the nitrogen doped
sample at 90 K.
PL experiments were also done using polarised light at ten locations in each sam-
ple. The ten locations were in a line on the side of the diamond, going from
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(a) Photoluminescence spectra of the intrinsic and nitrogen doped sample
taken with 532 nm excitation. Both spectra were taken at 90 K normalised
to the Raman line.
(b) Photoluminescence spectra of the intrinsic and nitrogen doped sample
taken with 633 nm excitation. Both spectra were taken at 90 K normalised
to the Raman line.
Figure 7.6: Photoluminescence spectra of the two samples compared.
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(a) A comparison of the photoluminescence of the neutral nitrogen vacancy
ZPL, at 575 nm, in a homoepitaxial CVD sample (sample 10) and the
nitrogen doped, heteroepitaxial sample. All spectra were taken at 90 K and
scaled for comparison of lineshape.
(b) A comparison of the photoluminescence of the negative silicon vacancy
ZPL, at 737 nm, in a homoepitaxial CVD sample (sample 13), a HPHT
sample (sample 7) and the nitrogen doped and intrinsic heteroepitaxial sam-
ple. All spectra were taken at 90 K and scaled for comparison of lineshape.
Figure 7.7: Photoluminescence line broadening in heteroepitaxial sample.
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Sample Gaussian (meV) Lorentzian (meV)
Homoepitaxial CVD 0 0.64±0.06
Intrinsic (Heteroepitaxial) 0.78±0.08 1.4±0.1
Nitrogen Doped (Heteroepitaxial) 2.5±0.3 2.3±0.2
Table 7.3: The Gaussian and Lorentzian FWHM linewidths of the 737 nm peak
in the nitrogen doped sample, intrinsic sample and a homoepitaxial CVD (sample
7) at 90 K. Note that the homoepitaxial CVD line was made up of two peaks with
the same character.
Sample Voigt (meV) Stress (GPa)
Homoepitaxial CVD 0.89±0.09 0.12±0.01
HPHT 1.1±0.1 0.14±0.01
Nitrogen Doped (Heteroepitaxial) 3.4±0.3 0.45±0.05
Table 7.4: The Voigt HWHM linewidths of the 575 nm peak in a HPHT (sample
10), a homoepitaxial CVD (sample 13) and the nitrogen doped sample at 90 K and
the stress which this indicates.
nucleation (the side nearest the substrate) to the growth surface. In figure 7.8
a centre can be seen at 467.6 nm. This figure is representative of those seen at
all ten locations on the nitrogen doped diamond. This peak has previously been
ascribed to a ZPL of a vacancy related defect [33]. The 469.2 nm defect, seen
in the figure, has also previously been seen in CVD diamonds [33]. These two
peaks behave inversely to one another. When the analyser (the polariser before
detection of signal) is parallel to the dislocations the peak at 467.6 nm has a larger
signal whereas if the analyser is perpendicular the 469.2 nm has a larger signal.
The polarisation of the incoming light does not affect the relative heights.
7.7 Fourier Transformed Infrared Absorption
An FTIR comparison of the two different samples can be seen in figure 7.9. All
the spectra presented in this section were taken at room temperature.
The samples differ in the one phonon region (see figure 7.10a) where, in the ni-
trogen doped sample, a signal related to positively charged single substitutional
nitrogen can be seen. The concentration of N+s is 700±70 ppb, when measured
under ambient conditions (not after UV illumination or heating in the dark which
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Figure 7.8: 467.6 nm and 469.2 nm peaks. The different lines relate to the
orientation of the polariser and analyser with respect to the dislocation orientation.
Photoluminescence of nitrogen doped sample with polarisers. Temperature 90 K and
laser used was 532 nm.
Figure 7.9: An FTIR spectrum showing the one and two phonon region of the
two heteroepitaxial samples compared.
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would cause charge transfer). This signal was not seen in the intrinsic sample.
The neutrally charged single substitutional nitrogen did not have a measurable
signal in either sample, though must be present beneath the noise as it was seen
in EPR. Possibly UV illumination would have enhanced the neutral charge state
enough for it to become visible. The noise in the one phonon region may arise
from hydrogen incorporation or dislocations, disrupting the periodicity of the lat-
tice. A peak can be seen at 3123 cm−1 in figure 7.10b. This peak is related to
NVH0 [191]. The peak height can be used to calculate the concentration of NVH0
using the method outlined in reference [191]; this gives a concentration of 140±14
ppb. This peak can be seen in the nitrogen doped sample but not the intrinsic,
as would be expected for homoepitaxial CVD diamond.
Experiments were done with polarisers to polarise the incoming light either parallel
or perpendicular to the dislocation direction. This was to determine whether any of
the defects were preferentially orientated. One spectrum which shows preferential
orientation is shown in figure 7.11. The three lines shown in this spectrum are at
6425 cm −1, 6860 cm −1 and 7354 cm −1.
Previously the 6425 cm −1 and 7354 cm −1 peaks have been investigated and appear
to be linked as they exhibit the same annealing behaviour [192]. They both anneal
out at 1300◦C [193, 194, 195]. They have been seen in CVD diamonds but have
not been seen in HPHT or natural. The defect has been identified as containing
one hydrogen atom by isotropic studies which used samples containing deuterium,
an isotope of hydrogen [196, 197]. The 7354 cm −1 peak has been identified as an
electronic transition and due to the shift in position when the predominate carbon
isotope in the diamond has been changed from 12C to 13C it can be assigned to a
ZPL [196, 197]. The 6425 cm −1 peak has been identified as an excited transition
from a low lying excited state as it is not seen at low temperatures [192]. The
defect symmetry has been discovered by stressed experiments to be D3d with the
electron transitioning from an excited E state to a ground E state [192]. Previous
work has tentatively identified the defect as di-vacancy hydrogen [192].
The ZPL of this defect (at 7354 cm −1) is seen to preferentially orientate in the
nitrogen doped sample as it has only 45% intensity when the light is polarised
parallel to the growth direction.
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(a) An FTIR spectrum of the differences between the two samples in the
one phonon region.
(b) An FTIR spectrum of the differences between the two samples in the
two phonon region.
Figure 7.10: FTIR spectra of the heteroepitaxial samples under ambient condi-
tions.
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Figure 7.11: An FTIR spectrum of the nitrogen doped sample. The two different
lines indicated the absorption of light which was parallel and perpendicular to the
dislocations.
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7.8 Electron Paramagnetic Resonance
Defect concentrations were measured by EPR. The spectrum of the nitrogen doped
sample is seen in figure 7.12. This figure shows the signal of N0s. The concentrations
calculated are shown in table 7.5. These concentrations were calculated after UV
illumination performed with the DiamondViewTM or after a heat treatment at
550◦C for 20 minutes. N0s and NVH− were detected but NV− was not. The
NV− signal must be present below the noise however as it was detected in the PL
experiment. The spectrum of the intrinsic sample is shown in figure 7.13. This
UV illumination Heat treatment Expected relative concentrations
N0s 1700±170 ppb 300±30 ppb 300 [NTotals ]
NVH− 100±10 ppb 400±40 ppb 30 [NVHTotal]
NV− <40 ppb <20 ppb 1 [NVTotal]
Table 7.5: Defect concentrations in the nitrogen doped sample. NV− could not
be measured so these number indicate an upper limit on their concentration. Con-
centration measurements performed by Dr Breeze. The expected ratio comes from
reference [198].
figure shows a signal from SiV0. The SiV0 EPR signal in this spectrum fitted
badly to simulations. This may have arisen from the strain causing changes to
zero-field splitting. The concentrations calculated are shown in table 7.6. The
concentration of N0s was calculated using rapid passage EPR.
UV illumination (ppb) Heat treatment (ppb)
N0s 2.5±0.3 <0.01
SiV0 2.0±2 0.7±0.1
NV− <40 <20
Table 7.6: Defect concentrations in the intrinsic sample. NV− could not be mea-
sured so these number indicate an upper limit on their concentration. Concentra-
tion measurements performed by Dr Breeze.
In the intrinsic sample an additional broad signal was seen at approximately g =
2.0028. This may be created by hydrogen at dangling bonds [199]. As hydrogen is
required for CVD growth and is often the most abundant element, inclusion of it
is likely once the diamond is formed. Polycrystalline CVD samples often have this
feature as it is thought to be created in regions of non-diamond material within
diamonds or at edges and grain boundaries [200].
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Figure 7.12: EPR spectrum of nitrogen doped heteroepitaxial sample showing
signal from single substitutional nitrogen in ambient conditions. The theory of this
signal is discussed in section 3.2.5.
Figure 7.13: EPR spectrum of intrinsic heteroepitaxial sample showing signal
from the neutral silicon vacancy in ambient conditions. The field direction is par-
allel to 〈111〉.
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7.9 Discussion
7.9.1 Preferential Orientation
Preferential orientation may occur during growth due to the directional strain
created by the dislocations. This possibility was investigated using PL and FTIR.
In PL the peaks at 467.6 nm and 469.2 nm were seen to behave differently when
the analyser was either parallel or perpendicular to the growth direction. The peak
at 467.6 nm is vacancy related and was seen to be stronger when the analyser was
aligned parallel to the growth direction. This indicates that these defects may be
preferentially orientated, however more work is required to identify their origin.
In FTIR a hydrogen related defect at 7354 cm−1 was seen. Hydrogen is required
for CVD growth and is often incorporated into imperfect or polycrystalline CVD
samples. The defect at 7354 cm−1 was seen to preferentially absorb in the direction
parallel to the growth direction (see figure 7.11). If the dipole moment of this
defect is parallel to the symmetry axis this indicates the defects are preferentially
aligned parallel to the growth direction. However the symmetry axis is not known
and so further work is required to investigate this defect.
7.9.2 Strain
The nitrogen doped heteroepitaxial sample showed a large degree of birefringence
indicative of strain arising from dislocation bundles.
The DiamondViewTM allowed the luminescence from the dislocation bundles to be
seen. The dislocations are caused by strain due to the large lattice mismatch be-
tween the diamond and iridium layer. As discussed previously, they tend to reduce
in density away from the substrate as they annihilate or join together and after 1
mm of growth the strain is much reduced [179]. From the DiamondViewTM im-
ages the luminescence from the dislocation bundles could be seen to be reducing
as distance from the nucleation surface increases.
In heteroepitaxial CVD single crystal samples made by Schreck et al. previously
there was more strain than in the samples studied here [171]. Earlier samples
contained enough strain that the Raman line was split. In the PL data of the
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nitrogen doped heteroepitaxial sample shown in figure 7.6 the Raman line was
not split and the FWHM was ∼0.2 nm. One possibility is that previous samples
may have contained higher strain due to being cut from a closer proximity to
the nucleation surface where the strain is highest. However, it is more likely this
improvement is due to improvements in synthesis including the growth conditions
and the substrate lattice matching.
The PL graphs of the heteroepitaxial CVD samples show large amounts of strain
broadening even at low temperature (77 K). Sources of strain broadening include
grain boundaries, dislocations and regions of non-diamond carbon as well as point
defects like nitrogen and silicon [201]. In these samples the high dislocation density
and, for the nitrogen doped sample, the high concentration of point defects are
likely to be the most important factors.
The strain broadening was qualitatively understood by comparing the lineshapes
of the ZPLs of the neutral nitrogen vacancy centre and the negative silicon vacancy
centre to two samples, one made by HPHT synthesis and one by homoepitaxial
CVD.
In table 7.2 the Gaussian and Lorentzian components of the neutral nitrogen va-
cancy ZPL peak were presented for a homoepitaxial CVD sample (sample 13),
a HPHT sample and the nitrogen doped heteroepitaxial CVD sample. All sam-
ples had a Voigt lineshape, this is, they all had both Gaussian and Lorentzian
components to their lineshape character. The homoepitaxial sample had a higher
dislocation density than the HPHT sample whilst the HPHT sample had a higher
point defect concentration. This was reflected in the lineshape components. The
homoepitaxial sample had a lineshape which was more Gaussian in character and
the HPHT sample lineshape was more Lorentzian in character. For the nitrogen
doped heteroepitaxial CVD sample the character was equal parts Gaussian and
Lorentzian. It was also broader. This suggests that the lineshape broadening
is related to both a high dislocation density and a high nitrogen defect density.
The internal stress within the sample was calculated to be 0.45 GPa, 0.3 GPa
greater than the internal stress within the homoepitaxial CVD and HPHT sample
to which it was compared.
In table 7.3 the Gaussian and Lorentzian components of the negative silicon va-
cancy peak were presented for a homoepitaxial CVD sample, the intrinsic het-
eroepitaxial CVD sample and the nitrogen doped heteroepitaxial CVD sample.
Note, the homoepitaxial CVD sample (sample 7) is not the same as was used to
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Figure 7.14: Image showing risers and terraces during CVD growth, with in-
creased nitrogen incorporating into the risers. Figure adapted from reference [202].
compare the neutral nitrogen vacancy sample. The nitrogen defect concentration
of the homoepitaxial sample and the intrinsic sample are of comparable magnitude,
20 ppb and 2.5 ppb respectively. This means differences in lineshape are likely due
to the larger dislocation density of the heteroepitaxial intrinsic sample. The larger
Gaussian component indicates a larger dislocation density. The nitrogen doped
heteroepitaxial CVD sample shows a Voigt character with equal Gaussian and
Lorentzian contributions. Again it is more broadened than the intrinsic sample,
arising from the higher single substitutional nitrogen concentration and disloca-
tion density. The higher dislocation density may have arisen from non-diamond
carbon inclusions resulting from the faster growth.
Whilst EPR can be used to measure the average neutral single substitutional ni-
trogen concentration the local concentration may be more or less, depending upon
the local environment. When a CVD diamond is growing in a 〈001〉 direction,
as is the case here, the growing surface consists of risers and terraces. The risers
are 〈110〉 in direction and the terraces are 〈001〉. As nitrogen incorporates pref-
erentially in 〈110〉 diamond, the riser surfaces will have a larger concentration of
nitrogen. This is shown in figure 7.14.
The concentration may be greater in the regions grown from the risers and less
elsewhere. Additionally, the dislocation density has previously been investigated in
risers and terraces and has been found to be higher in risers [203]. Hence the strain
comparisons above may not apply to the whole sample but just the regions where
the defects are being measured. These regions will have more strain because of
the higher local nitrogen and dislocation concentration. Negative silicon vacancy
centres preferentially form (compared to the neutral centre) in locations where the
nitrogen concentration is high, as the nitrogen donates an electron to preserve the
charge state. Hence the negative silicon vacancy centres under study may exist
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in a location which has a higher nitrogen defect concentration and hence give an
overestimate of the degree of strain arising from point defects.
These samples show a significant degree of strain compared to the quality of cur-
rently available homoepitaxial CVD diamond. It is possible to significantly reduce
strain broadening in CVD samples by annealing at 2200◦C [204], which is indica-
tive of a reduction of strain. This may be related to dislocation migration. The
nitrogen doped sample showed more strain than the intrinsic sample; whilst ni-
trogen doping speeds up growth it also increases the strain in the sample. The
addition of nitrogen to homoepitaxial CVD diamond is known to cause ‘bunch-
ing’ where nitrogen defects interrupt the step growth of the diamond and cause
microscopic roughening [205]. This effect may reduce the ability of dislocations
to interact and annihilate. Additionally, a faster growth rate will result in more
defective growth, possible inclusion of non-diamond carbon regions and the nitro-
gen itself will cause strain. The intrinsic sample was grown more slowly than the
nitrogen doped one. This slower growth rate allows the dislocations more time to
interact as the diamond grows increasing the likelihood of annihilating. There is
a clear trade-off between faster crystal growth and better crystal quality. Both
types of diamond may have commercial applications but the quality has still not
reached that of homoepitaxial CVD.
7.9.3 Defects
The defect concentrations were studied qualitatively by PL and quantitatively by
EPR. N0s was measured by EPR in both samples, with more seen in the nitrogen
doped sample. Additionally N+s was seen in the nitrogen doped sample in FTIR.
NV− and NV0 were seen in the nitrogen doped sample; in figure 7.6a the PL of
these can be seen. The magnitudes are similar, as quantified by the ratio of NV0
to NV−; 0.88. A comparable concentration of NV− compared to NV0 would be
expected from the large concentration of single substitutional nitrogen donors.
NV− was not seen in EPR. The absence of the NV− signal in EPR may arise from
the strain. A high strain within a diamond can create a variation in the zero-field
splitting (ZFS) which will cause a broadening of the EPR lines which will make
them harder to detect. Future work could involve studying the half field line of
the NV− defect as this should be less affected by strain. When there is a large
concentration of N0s present it may donate electrons, as shown in equation 7.1.
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NV 0 +N0s → NV − +N+s (7.1)
In the intrinsic sample no nitrogen vacancy defects of either charge state were
seen in the PL or EPR experiments. Future work could involve investigating this
further using electron spin polarisation to increase the EPR signal.
In the nitrogen doped sample SiV− is seen in PL but SiV0 was not seen in EPR.
This may again be due to N0s donating electrons, as shown in equation 7.2. The
N0s seems to preferentially donate electrons to silicon vacancy centres rather than
nitrogen vacancy centres [145]. This indicates the silicon vacancy is a deeper
acceptor level in the band gap.
SiV 0 +N0s → SiV − +N+s (7.2)
In the intrinsic sample the concentration SiV0 was high and as mentioned above
little N0s was seen. This may be the reason why the signal from SiV− was small
in comparison to SiV0, there is a low concentration of electron donors.
Silicon is often included in CVD diamonds as the harsh environment of the plasma
etches the silica in the reactor walls and the silicon then mixes with the reactants.
The silicon vacancy defect concentration in both samples may be the same, as it
had the same source; the silica reactor walls. However, it is in a different charge
state as the nitrogen doped sample had a larger concentration of electron donors.
Additionally in the nitrogen doped sample NVH− was seen in EPR. The peak
from NVH0 was also seen in this sample in FTIR. The concentrations were 100
ppb NVH− and 140 ppb NVH0. These were not seen in the intrinsic sample.
In the nitrogen doped heteroepitaxial sample the relative concentrations of [NTotals ],
[NVHTotal] and [NVTotal] were as expected for nitrogen doped homoepitaxial CVD.
7.9.4 Single Crystal Diamond
In the DiamondViewTM images dislocation bundles can be seen (see figure 7.4
and figure 7.5). In previous heteroepitaxial diamond samples closed networks of
grain boundaries have been seen. Low angle grain boundaries consist of an array
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of dislocations. The method of lattice matching has improved these diamonds
enough to reduce the dislocation density to make single, defective crystals rather
than polycrystalline material.
The single crystal nature of the material is also evident from the two EPR spectra
presented (see figure 7.12 and 7.13). For a polycrystalline sample the spectrum
would show multiple overlapping signals originating from the different crystals at
different orientations, however this was not seen for these diamonds.
7.10 Conclusion
In this chapter two samples were investigated which had been made by heteroepi-
taxial CVD on a lattice matched silicon substrate using Bias Enhanced Nucleation.
Investigation of these samples showed that they were single crystals but contained
a high degree of strain arising from the lattice mismatch.
Photoluminescence was used to investigate the point and extended defects within
each sample. It was demonstrated that the nitrogen doped sample had a large
concentration of nitrogen vacancies in both charge states and also negative silicon
vacancy. While EPR demonstrated the optical doped sample had a significant
concentration of neutral silicon vacancy.
PL was also used to qualitatively understand the strain broadening and it was
seen that the nitrogen doped sample had the highest degree of strain broadening
and the intrinsic sample was also broadened compared to a homoepitaxial CVD
sample. The relative contributions to broadening from dislocations and point
defects were investigated. Both heteroepitaxial samples showed a large degree of
strain broadening from dislocations and the nitrogen doped sample also showed
a large degree of strain broadening from point defects. The internal stress was
calculated for the nitrogen doped sample to be 0.45 GPa. Spectra were taken
using a polarising analyser and a vacancy related defect at 467.6 nm was seen to
possibly be preferentially orientated in the direction of the dislocations.
FTIR was used to study the samples and the positively charged single substi-
tutional nitrogen content was quantified; it was 700 ppb in the nitrogen doped
sample and was below the detection limit in the intrinsic sample. A peak from
NVH0 was also identified in the nitrogen doped sample. A peak related to hydro-
gen was seen to be absorbing a larger amount of light when the light was polarised
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parallel to the growth direction and thus may be preferentially orientated.
EPR was used to quantify the defects present. The concentration of neutral single
substitutional nitrogen in the nitrogen doped heteroepitaxial sample was 1700
ppb, a typical concentration for a nitrogen doped homoepitaxial CVD. The ratio
of N0s to NVH− to NV− was as expected for nitrogen doped homoepitaxial CVD
diamond. The concentration of the neutral single substitutional nitrogen in the
intrinsic sample was 2.5 ppb which is typical for a low nitrogen homoepitaxial CVD
sample and is approximately three orders of magnitude smaller than the nitrogen
doped sample. The degree of nitrogen contamination in the intrinsic sample is
much less than has been seen in previous heteroepitaxial samples and indicates an
improvement in growth methods resulting in an improvement in sample quality.
Both samples are within the normal range of CVD diamond for nitrogen defects
and in the intrinsic diamond the nitrogen concentration similar to that in electronic
grade CVD. However, the intrinsic sample has too large a concentration of silicon
vacancy centres to be of electronic grade.
It is clear from this investigation that the material quality is not as high as ho-
moepitaxial CVD due to the high degree of strain arising from the dislocation
bundles. The concentration of the bundles is increased by the addition of nitrogen
used to speed up growth, as seen in the nitrogen doped sample. Single crystal
diamond, however, has successfully been fabricated, a key requirement for device
applications. Earlier samples made on heteroepitaxial substrates were polycrys-
talline and showed significantly more strain and this has been reduced by lattice
matching and improved growth chemistry [173]. The elimination of the grain
boundaries increases the commercial utility of these diamonds but the high strain
still impedes the electronic properties. Some applications, which require less high
quality diamond, may be able to utilise the lower quality, larger samples, including
films. The quality of these samples has not reached that of homoepitaxial CVD
but improvements could be made, including a slower growth speed or post pro-
cessing, which enhances their quality for use in similar applications. Though more
work has to be done to match the quality of homoepitaxial CVD, this method
has much potential as it could be used to grow larger scale diamonds on silicon
substrates which could be cost effective in the future.
Chapter 8
Irradiation and Annealing of
Silicon Doped Diamond
8.1 Introduction and Objectives
Silicon vacancy centres in diamond have the potential to be very useful, due to
their electronic and optical properties. Many papers have been published about
the negatively charged nitrogen vacancy centre in diamond (almost 1000 since
2010). However, the unique properties of the silicon vacancy centre may result in
it being an important alternative for some applications.
The negatively charged silicon vacancy centre has been widely investigated. Prop-
erties of the centre include high emission in the zero-phonon line (ZPL) compared
to the phonon side band; 70% to 80% of emission is in the ZPL. High spectral
stability in a region of low background fluorescence [7]. The centre is the brightest
diamond-based single photon source [84]. Emission of indistinguishable photons
has been demonstrated [206, 74]. The spin state has been read-out via optically
detected magnetic resonance (ODMR) [82, 207].
The neutrally charged silicon vacancy also has properties which could prove useful
including; a steeper relationship between zero-field splitting (ZFS) and tempera-
ture [80] and the centre emits in a region where downconversion can be used to
convert to current communication networks [208]. This demonstrates the incentive
for reliably producing silicon vacancy centres.
Silicon vacancy centres have been produced using ion implantation [206] and dop-
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ing during Chemical Vapour Deposition (CVD) growth [209, 210] and have also
been created by High Pressure High Temperature synthesis (HPHT) [204, 211].
Silicon vacancy centres are very rare in natural diamonds but have been found in
a handful [42].
Ion implantation is an effective method which can provide better control of the
positioning of the silicon defects [212, 213]. However it also creates damage within
the lattice [214, 215]. Some damage can be annealed out by HPHT annealing
but there is a limit as with high implantation doses an amorphous carbon layer is
formed which, when annealed, turns to graphite [216].
In this chapter a protocol for creating silicon vacancy defects using irradiation
and annealing is tested. The protocol used is one which has previously been
developed for creating high concentrations of nitrogen vacancy centres [217, 71].
This protocol is tested in two different diamonds. Sample 5 was grown on a {0 0 1}-
orientated HPHT substrate and sample 6 was grown on a {1 1 0}-orientated HPHT
substrate. Sample 5 was co-doped with boron and silicon and sample 6 began with
a relatively high concentration of SiV0.
The samples are CVD diamonds. A high concentration of silicon was present in
these diamonds due to silane doping of the reactants during CVD growth, however
the form in which the silicon was incorporated was not known. The method
for creating silicon vacancy centres involved electron irradiation to increase the
concentration of vacancies. The samples were then annealed to supply energy to
allow migration of the vacancies so the substitutional silicon atoms formed silicon
vacancy defects.
8.1.1 Irradiation and Annealing of Diamond
The main damage products of electron irradiation of diamond are vacancies and
interstitials. It has been shown that these are more likely to be produced in regions
of high strain which occur near impurities, such as nitrogen atoms and dislocations
[72]. These impurities may trap the vacancies or interstitials. The vacancies
created can be negative or neutrally charged. The interstitials created usually
include R2 (henceforth called I〈001〉), R1 and higher order interstitial complexes.
I〈001〉 consists of one interstitial carbon atom along the 〈001〉 direction. R1 consists
of two interstitial carbon atoms along the 〈001〉 direction. There is more discussion
of this in section 2.4.1.
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I〈001〉 becomes mobile at 300◦C, this allows it to migrate and recombine with va-
cancies or impurities. An anneal at 400◦C will usually cause a 20 to 30% reduction
in vacancy concentration due to vacancy-interstitial recombination [218]. Inter-
stitial complexes can also form, as shown in equation 8.1, where X represents an
atom such as nitrogen.
I +X → complex (8.1)
Vacancies become mobile above 600◦C and at this temperature can migrate to
defects and dislocations, termed traps. If the vacancies were those created near
areas of strain related to defects they often become trapped at these centres as it
is more energetically favourable to form vacancy defect centres than migrate away.
Annealing of vacancies often exhibits two components; a fast component and a slow
one. The fast component relates to the vacancies which recombine with interstitials
and those which create vacancy related defect centres. The slower component
relates to vacancies recombining with impurities, dislocations and surfaces which
are farther away [218]. Vacancies can migrate to defects to create complexes as
shown in equation 8.2. Di-vacancies can also form at this stage, as shown in
equation 8.3.
V +X → complex (8.2)
V + V → V2 (8.3)
The standard irradiation and annealing procedure to increase the concentration
of nitrogen vacancy centres consists of irradiation followed by three anneals at
different temperatures; 400◦C, 800◦C and 1200◦C [219, 220, 71]. The first anneal
supplies enough energy for the migration of interstitials to vacancies, dislocations
and edges. The second anneal supplies enough energy for the migration of the
vacancies. These too can migrate to dislocations and edges. It is also energetically
favourable to form nitrogen vacancy centres as it reduces the local strain around
the nitrogen atom [72, 53] and single substitutional nitrogen is an effective trap
for vacancies [73]. This is shown in equation 8.4.
Ns + V → NV (8.4)
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The third anneal causes dissociation of di-vacancies, which may then create nitro-
gen vacancy centres [58]. An anneal at 1200◦C supplies enough energy to dissociate
di-vacancies but not nitrogen vacancies
The protocol is based on the assumption that there is a higher concentration of
single substitutional nitrogen atoms than nitrogen vacancy centres; the ratio is
between 300 and 1000 to 1 for a CVD diamond grown on a {0 0 1}-orientated
substrate, though these numbers differ for different substrates [221]. For most as-
grown diamond the inequality N  NV, NV : H holds true. Thus if vacancies
are created and annealed there are nitrogen atoms at which these vacancies can
be trapped.
In diamonds which contain single substitutional silicon atoms these can be an
effective trap for vacancies, as shown in equation 8.5, as a vacancy reduces local
strain around the silicon atom.
Sis + V → SiV (8.5)
The concentration of silicon vacancy centres has been found to reach a maximum
after an 800◦C anneal and decrease with anneals of higher temperatures though can
be increased again after anneals of 1300◦C [218]. In the intermediate temperatures
another defect has been seen by Kiflawi et al. [222] which is thought to be silicon
related. This defect is seen in conjunction with negative silicon vacancy in samples
with low nitrogen concentration. The defect may be made up of three peaks at 725
nm, 733 nm and 738 nm, though it is not yet certain if these are related. The 733
nm may be related to silicon di-vacancy [222]. When the intention is to increase
the silicon vacancy concentration an anneal of four hours at 800◦C has been found
to be the most effective, after this time the silicon vacancy concentration plateaus
[218]. This is the procedure which has successfully been employed previously to
create silicon vacancy centres, however, it relies on a high concentration of single
substitutional silicon atoms and the inequality Si SiV, SiV : H is required to
hold.
The Effect of Boron on Irradiation and Annealing
The presence of boron within a diamond has an effect on the concentration of I〈001〉
and vacancies after irradiation. When comparing the irradiation of a sample with
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a significant concentration of boron and one without, a higher irradiation dose is
required before vacancies are detected [223, 224]. There exist various theories as to
the reason. One reason may be charge transfer effects. The reduced measurable
vacancy concentration could arise if the vacancies are present in their positive
state (V+), a state which has not yet been detected experimentally. The lower
than expected concentration of I〈001〉 may be due to a interstitial-boron complex
[225]. In heterogeneously doped samples reduction in vacancies and interstitials
by boron may be occurring in some regions and not others.
8.2 Treatment Techniques
8.2.1 The Samples
CVD diamonds often have unintentionally silicon contamination due to etching
from the reactor walls and windows (more details can be found about this process
in section 2.2.4). Silicon can also be added intentionally by the addition of silane
gas (SiH4) to the reaction gas mixture [40]. The silicon atoms add onto the surface
of the diamond as it forms, with the final concentration determined by the reaction
gas mixture and substrate orientation [40].
Two CVD diamonds were treated, sample 5 and sample 6 both of which were
grown using CVD by E6 Global Innovations. Sample 5 is a CVD diamond grown
on a {0 0 1}-orientated HPHT diamond substrate. The sample had a silicon doped
layer sandwiched between two boron doped layers. The DiamondViewTM image
is shown in figure 8.1a. The photoluminescence and infra-red absorption results
presented in this chapter were all taken through the top of the sample. Sample
6 is a CVD diamond grown on a {1 1 0}-orientated diamond. Sample 5 had a
natural abundance of the 29Si isotope, which is 4.7%, whereas in sample 6 it was
enhanced to 90%. Silicon vacancy incorporation in CVD samples is higher when
the substrate is {1 1 0}-orientation as compared to {0 0 1}-orientation [70].
The concentrations of boron and silicon in the layers as-grown in sample 5 were
measured by SIMS. The concentrations measured are shown in table 8.1. Addi-
tionally, it is likely that the first material grown is intrinsic (has neither silicon
nor boron doping) so the concentration in layer 1 may vary across the layer.
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(a) DiamondViewTM image of sample 5. Showing the top growth surface and
the side surface with layers visible. Green indicates silicon doped layer and red
indicates boron doped layer. Bright spots are dust or scratches on the surface
of the diamond. Sample size is 0.69 mm× 1.02 mm× 4.14 mm. Image taken
after temp1 anneal.
(b) Optical image of sister sample to sample 5, showing layers of {1 1 0} cross
section. This sample has not been irradiated.
Figure 8.1: Layers of sample 5. Layer 1 is approximately 390 µm and is pre-
dominantly boron doped. Layer 2 is approximately 180 µm and is predominantly
silicon doped. Layer 3 is approximately 115 µm and is boron and silicon doped.
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Region Boron (ppb) Silicon (ppb) Thickness (µm)
Layer 1 1000 300 390
Layer 2 100 300 180
Layer 3 1000 1000 115
Table 8.1: Details of doped layers of sample 5. Measurements made by SIMS.
8.2.2 Electron Irradiation
Electron irradiation was performed, as detailed in section 4.6. Electron irradiation
is a technique which introduces disorder into the lattice with high energy electrons.
These electrons have enough kinetic energy to knock atoms off their lattice site
and create vacancies, interstitials and higher order interstitial complexes. For this
work a 2 MeV electron accelerator was used which had a current of 12 mA and
the irradiation took 3 hours for sample 5 and 6 hours for sample 6. The samples
sat on a water cooled table. The electron gun head was 10 cm by 60 cm. The
resulting defect concentration was estimated from the experimental data.
8.2.3 Annealing
The details of the annealing procedure and the furnace used are in section 4.7.
During the anneal nitrogen flowed over the surface of the diamond to reduce
oxidation of the surface. The standard procedure involves three anneals; one at
400◦C for four hours, the second at 800◦C for two hours and a third at 1200◦C
for two hours [71]. In section 8.1.1 this procedure is discussed in more detail.
For this work only the two lower temperature anneals were performed as it was
assumed that the concentration of di-vacancy centres was small as the majority
of vacancies would have migrated to nitrogen or silicon atoms during the second
(800◦C) anneal. Sample 5 was annealed at temp1 and temp2, as detailed in table
8.2. Sample 6 was annealed at temp1, temp2 and temp3. All anneals lasted four
hours.
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Anneal Number Target Temperature
temp1 400◦C
temp2 800◦C
temp3 800◦C
Table 8.2: Target annealing temperatures.
8.3 Treatment Results
8.3.1 Photoluminescence Results
Photoluminescence (PL) was performed at 77 K to study the changes in the defects
present. Measurements were taken of sample 5 before and after irradiation, after
the temp1 anneal and after the temp2 anneal. The PL was done on the top
surface of the diamond, as shown in figure 8.1a. Measurements were taken of
sample 6 after irradiation, after the temp1 anneal, after the temp2 anneal and
after the temp3 anneal. Whilst these results may be used qualitatively, the laser
used during PL may be causing charge transfer, so the comparative intensities
may not be a true reflection of the comparative concentration.
In figure 8.2a a line scan from the bottom to the top of sample 5 can be seen.
This scan was taken before irradiation. This scan shows the concentrations of
the neutral and negative silicon vacancy centre and the neutral nitrogen vacancy
centre are highest in layer 2 which was silicon doped.
The PL results of the top of the sample after irradiation for sample 5 are shown
in figure 8.4. This shows the 737 nm peak from SiV−, the 741 nm peak from
GR1 associated with the neutral vacancy and the peak at approximately 745 nm
also associated with the neutral vacancy. The 745 nm peak moves to a lower
wavelength position when measured below room temperature. After the temp2
anneal a decrease of 10±1% is seen in the integrated intensity of the neutral
vacancy peak and an increase of 35±4% was seen in the SiV− peak. In figure 8.4b
the peak at 946 nm, which relates to the SiV0 can also be seen.
Line scans of the side of the diamond were also taken after irradiation and anneal-
ing and these can be seen in figure 8.2b and figure 8.3. Figure 8.3 indicates the
neutral vacancy concentration is highest in the low boron regions. This also shows
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(a) Photoluminescence line scan of sample 5 before irradiation and annealing.
The laser used for each data set was different. The scan over 575 nm was
taken with a 514 nm laser, the scan over 737 nm was taken with a 633 nm
laser and the scan over 946 nm was taken with a 785 nm laser. Data taken by
Dr D’Haenens-Johansson.
(b) Photoluminescence line scan of sample 5 after irradiation and annealing.
Note scale of second plot (SiV−) is different to the others. The laser used was
532 nm. Data taken by Dr Breeze.
Figure 8.2: Photoluminescence line scans of before and after irradiation and
annealing of sample 5, taken at 77 K. Distances are measured from the bottom to
the top of the sample, as shown in figure 8.1, showing the three regions. Layer 1 is
approximately 390 µm and is boron doped. Layer 2 is approximately 180 µm and
is silicon doped. Layer 3 is approximately 115 µm and is boron doped.
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Figure 8.3: Line scan of neutral vacancy peak after irradiation and all anneals,
at 77 K. Data taken by Dr Breeze.
that there are vacancy centres remaining after the annealing and that another
anneal may further increase the silicon vacancy centre concentration.
The PL results for sample 6 are shown in figure 8.5. Figure 8.5a shows three peaks,
an unknown 735.7 nm peak, the 741 nm peak from GR1 associated with the neutral
vacancy and the 745 nm peak also associated with the neutral vacancy. As can be
seen from figure 8.5a the neutral vacancy concentration decreases after each anneal.
At 400◦C interstitials are mobile so this decrease is caused by vacancy-interstitial
recombination. The integrated ZPL intensity shows a decrease of 44±5% after the
temp1 anneal. This decrease in the vacancy concentration after the first anneal is
consistent with interstitial migration causing interstitial-vacancy recombination.
After the third anneal of sample 6 the vacancy concentration is very low.
A peak from a silicon related defect appears after the temp2 anneal at 738.2
nm, along with two other peaks. These three peaks have previously been seen
in irradiated and annealed silicon doped CVD diamonds by Kiflawi et al. as
discussed previously [222], however that work only studied the centre in absorption
not emission. The peak at 738.2 nm increases by 4.0±0.4%, in conjunction with
decreasing vacancy concentration, after the temp3 anneal. Kiflawi et al. saw an
increase in this peak in conjunction with a decrease in luminescence from the
SiV− peak, however SiV− recovered after heating to 1300◦C. Two other peaks also
appear after the temp2 anneal one at 725.0 nm and one at 733.2 nm, again both
have been seen by Kiflawi et al and appear to anneal in and out in conjunction. In
this spectrum a very small peak can be made out on the side of the 738.2 nm, this
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is the 737 nm peak (from SiV−), however it is swamped by the 738.2 nm peak.
8.3.2 Infra-red Absorption
Infra-red (IR) absorption was used to investigate the changes in the form of boron.
The normalised IR absorption for sample 5 can be seen in figure 8.6. The IR was
measured though the diamond from the top, shown in figure 8.1a, in the centre.
The IR absorption is thus a total absorption for the three layers of the sample.
Figure 8.6 shows characteristic absorption from single substitutional neutral boron
in the three phonon region (the region above 2664 cm−1). The peak in the one
phonon region (below 1332 cm−1) is also associated with boron. After the temp1
anneal the neutral (uncompensated) boron absorption decreases.
The concentration of uncompensated boron present can be calculated by consid-
ering the height of the 2802 cm−1 absorption peak using the method outlined in
reference [226]. This gives the as-irradiated concentration to be 250±25 ppb, the
concentration after the temp1 anneal to be 230±23 ppb and the concentration
after the temp2 anneal to be 230±23 ppb.
Additionally, this sample was only boron doped in some regions (approximately
50% of the thickness of the diamond) with other regions showing a residual boron
concentration, see table 8.1. The boron concentration measured will be an average
of the high concentration regions and low concentration regions. If it is assumed
that the boron is only present in the boron doped regions this gives these regions
a concentration of 500 ppb before annealing. The boron concentrations are shown
in table 8.3.
As-grown As-irradiated temp1 Anneal temp2 Anneal
B0 1000 ppb 500±50 ppb 460±46 ppb 460±46 ppb
Table 8.3: Changes in the boron concentration in the boron doped region in sample
5.
The change in boron gives an indirect measurement of the vacancy concentration
after irradiation, if it is assumed that the decrease in uncompensated boron is a
result of the increased vacancy concentration as given by equation 8.6. Before
irradiation the concentration of boron was 1000 ppb in the boron doped regions,
as measured by SIMS. This indicates the vacancy concentration is 500 ppb, after
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(a) Photoluminescence spectra after the temp1 and temp2 anneals of sample
5, taken at 77K. Spectra are normalised to the laser Raman line and the laser
used was 633 nm.
(b) Photoluminescence spectra after both anneals of sample 5, taken at room
temperature. Additional peaks to the left of SiV0 are boron related. Laser used
was 785nm.
Figure 8.4: Photoluminescence spectra of before and after annealing of sample 5.
PL of top of sample.
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(a) A photoluminescence spectrum showing the sample after electron annealing
and after the temp1 anneal. A decrease in GR1 can be seen, both of which are
vacancy related. GR1 after annealing is decreased to 44% of its original value.
(b) A photoluminescence graph of after the anneal at temp2 and temp3. The
738.2 peak shows a 4% increase after the second anneal.
Figure 8.5: Photoluminescence spectra of before and after annealing the sample,
taken at 77K. This is sample 6 which is 90% 29Si enriched. Spectra are normalised
to the laser Raman line and the laser used was 633 nm.
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Figure 8.6: Normalised IR spectrum of sample 5 after irradiation and after the
two anneals with the IIa spectrum removed. Spectra offset for clarity.
irradiation.
V 0 +B0 → V + +B− (8.6)
After the temp1 anneal the boron concentration decreased by 20 ppb, but this
number is within the error of the measurement.
8.3.3 Ultraviolet and Visible Absorption
A UV/visible spectrum of sample 5 after the irradiation and annealing is shown
in figure 8.7. This spectrum shows both charge states of the silicon vacancy as
well as a significant signal from the neutral vacancy.
8.3.4 Electron Paramagnetic Resonance
Electron paramagnetic resonance (EPR) was used to calculate the changes in the
negative vacancy and neutral silicon vacancy defect concentrations. In figure 8.8
the EPR spectrum of sample 5 is seen before and after the second annealing
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Figure 8.7: UV/vis spectrum of sample 5 at 77K. Peak at 737 nm is SiV−, peak
at 741 nm is V0 and peak at 946 nm is SiV0. Region of noise at 850 nm is due to
detector change over. These data was taken after both annealing treatments. Data
taken by Dr Breeze.
treatment. The central sharp feature is SiV0, the broader feature is V− and the
smaller features seen, symmetrically at 300 G apart and 600 G apart arise from
R1.
I〈001〉 was not seen in sample 5, however the peaks are very broad so can be hard
to detect at low concentrations.
In the first spectrum 8.8a R1, SiV0 and V− features can be been seen. In the
second spectrum 8.8b the R1 signals have reduced to below the detection limit,
V− has reduced and the SiV0 signal has increased. This spectrum can be seen in
more detail in figure 8.9. The concentration changes of each are shown in table 8.4.
The EPR signal assigned to the negative vacancy could also have contributions
from a neutral boron signal.
Species After temp1 Anneal (ppb) After temp2 Anneal (ppb)
SiV0 2.3±0.4 4.0±0.8
V− 1.8±0.4 1.7±0.4
Table 8.4: Concentration of SiV0 and V− in sample 5 before and after second
anneal as calculated by EPR. The sample was in the lab state when measured.
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(a) EPR spectrum of sample 5 after temp1 anneal.
(b) EPR spectrum of sample 5 after temp2 anneal.
Figure 8.8: EPR spectrum changes before and after second annealing of sample
5. Orientation is B‖ 〈001〉 as determined by the R1 lines. The graphs have been
normalised to each other, so changes between the two spectra are indicative of
changes in the material. The data was taken at room temperature.
Figure 8.9: EPR of sample 5 showing simulation of negative vacancy and neutral
silicon vacancy.
Chapter 8. Irradiation and Annealing of Silicon Doped Diamond 194
Figure 8.10: EPR spectrum of V2 and SiV0 of sample 5 after annealing. Orien-
tation is B‖ 〈111〉 as determined by the SiV0 lines and microwave power is 60 dB.
The outermost high field and low field lines of SiV0 are not seen as they not within
the range of the scan. Temperature is 10 K and illumination is 80 mW at 450 nm.
In figure 8.10 an EPR spectrum taken at 10 K of sample 5 after both anneals is
shown. In this spectrum the V2 can be seen. The intensities of the lines are not
true intensities as the sample is illuminated and V2 is electron spin polarised.
The EPR spectrum for sample 6 is shown in figure 8.11, orientated in the B‖ 〈111〉
direction. Before irradiation and annealing large signals from SiV0 can be seen.
The 29Si hyperfine satellites can be seen either side of the 28Si lines. They are
higher than the 28Si lines because the 29Si has been enhanced to 90%.
The figures 8.12a and 8.12b show the EPR spectra after irradiation and annealing
respectively. The spectra are orientated in the B‖ 〈001〉 direction instead of the
B‖ 〈111〉 direction. Before annealing signals from both R1 and I〈001〉 are seen.
After annealing a decrease in R1 is seen, just as for sample 5. After irradiation
there are multiple EPR lines near the central line which are related to irradiation
damage. These decrease after annealing but are still present. A neutral silicon
vacancy signal was not detected.
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Figure 8.11: EPR spectrum of sample 6 as grown. Scan taken at room tempera-
ture at 40 dB. Orientation is B‖ 〈111〉.
8.4 Discussion and Conclusions
This chapter presented the irradiation and annealing treatment of two samples
with the intention of increasing the silicon vacancy concentration. Both samples
were doped with silicon during growth and sample 6 also started with a significant
concentration of SiV0, as measured by EPR. The literature discussed indicates
that irradiating and annealing silicon doped CVD diamond may increase the con-
centration of both charge states of the silicon vacancy, as single substitutional
silicon atoms present in the material act as traps. To investigate this hypothesis
the two CVD diamonds, one of which contained layers co-doped with nitrogen
and boron impurities and the other co-doped with nitrogen, were irradiated with
2 MeV electrons and annealed.
8.4.1 Discussion of Sample 5
The IR results show a neutral boron concentration of 500 ppb after irradiation
in the boron doped regions, smaller than the initial SIMS measurements, which
measured 1000 ppb in the boron doped regions. As the neutral boron decrease
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(a) EPR spectrum of sample 6 after irradiation.
(b) EPR spectrum of sample 6 after all anneals.
Figure 8.12: EPR spectrum changes before and after annealing of sample 6.
Orientation is B‖ 〈001〉 for (a) and unknown for (b) as there were no known
signals present to align to. Spectra taken at room temperature. The graphs have
been normalised to each other, so changes between the two spectra are indicative of
changes in the material.
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is likely due to accepting electrons from vacancies. This allowed an approximate
vacancy concentration to be estimated as 500 ppb.
The PL results from sample 5 indicate that after the temp2 (target temperature
800◦C) anneal the neutral vacancy peak decreases slightly and the SiV− peak
increases. The presence of vacancies after an anneal at temp2, was confirmed by
EPR, PL and absorption experiments. This indicates that the target temperature
of 800◦C was not reached as vacancies anneal out at temperatures lower than
this. PL line scans performed after the annealing showed a higher concentration
of neutral nitrogen vacancy and neutral and negative silicon vacancy in the silicon
doped region. Additionally, neutral vacancy was also measured after annealing and
was highest in the silicon doped region. This indicates boron doping is suppressing
the formation of these centres.
Boron will promote the neutral charge state over the negative of the silicon va-
cancy. This effect has been confirmed by other experiments [143]. The low boron
region which was doped with silicon is likely to be the region of highest neutral
and negative silicon vacancy concentration and this has been demonstrated by the
PL line scans. In the boron doped region a high concentration of neutral silicon
vacancy is more likely. The UV/visible absorption data indicates there are similar
absorptions of the neutral and negative silicon vacancy which indicates there are
likely to be more negative silicon vacancy centres in the non boron doped region.
Additionally it is clear from the line scans that both charge states measured of the
silicon vacancy are suppressed in the boron doped region. Layer 3 is boron doped
and silicon doped to the same degree as layer 2 (where there is a large concentra-
tion of silicon vacancies), however the resulting silicon vacancy concentration, of
both charge states, is lower. This indicates the boron doping is directly reducing
the final silicon vacancy concentration in the negative and neutral charge states.
The positive charge state of silicon vacancy has not yet been identified, but it is
possible that this charge state is being promoted as boron acts as an acceptor.
The EPR results allowed for quantitative measurements of the SiV0 concentration
and the V− concentration. After annealing, the concentration of SiV0 in sample 5
increased from 2.3±0.2 ppb to 4.0±0.4 ppb. As the boron doping suppresses the
silicon vacancy centres, the centres are concentrated in the silicon doped region
and that local concentrations may be higher. The measured negative vacancy
concentration decreased from 1.8±0.2 ppb to 1.7±0.2 ppb, although this change
is within error. The vacancy concentration was not measured after irradiation
but after the temp1 anneal. An anneal at 400◦C (the target of temp1) will cause
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vacancy-interstitial recombination and so the vacancy concentration may be less
than was initially present. Additionally vacancies are present in the neutral state
as can be seen in the PL spectrum. The neutral vacancy concentration was es-
timated by considering the change in neutral boron in the boron doped regions,
giving a concentration of 500 ppb. Even considering both charge states, there are
fewer vacancies measured than expected from the dose. The boron may addition-
ally have enhanced the positive vacancy state, which has not yet been identified.
The di-vacancy was seen at low temperatures in EPR. This indicates a possible lack
of substitutional silicon or nitrogen atoms with which the vacancies can combine.
Possibly the di-vacancies are concentrated in the boron doped layer with less
silicon, layer 1. When annealing diamonds to increase their nitrogen vacancy
concentration a final anneal at 1200◦C is performed to cause dissociation of di-
vacancies. For this work that was not done as it was assumed that the silicon
concentration was high enough to trap all the vacancies present. This anneal may
have been beneficial.
In sample 5 the concentration of silicon vacancy centres was successfully increased.
However, boron doping suppressed both the creation of vacancy centres during ir-
radiation and the creation of silicon vacancies during annealing. Additionally,
some vacancies remained at the end of the annealing treatment so further anneal-
ing, including to 1200◦C to disassociate di-vacancies, may have further increased
the silicon vacancy concentration. This sample was subsequently used for the
experiments in Chapter 5. For the experiments presented in that chapter it was
vital to have a significant neutral silicon vacancy concentration to increase sig-
nal and reduce experiment time when investigating relaxation times and electron
polarisation behaviour.
8.4.2 Discussion of Sample 6
Sample 6 started with a high concentration of neutral silicon vacancy centres, as
measured by EPR to be >50 ppb. Sample 6 is also likely to have a higher total
silicon content than sample 5, as it was grown on a {1 1 0}-orientated substrate to
which incorporation of silicon is more efficient [70]. Additionally, it had a larger
concentration of vacancies and interstitials as it was irradiated for longer.
After the irradiation and annealing treatment neither the negative nor the neutral
state of the silicon vacancy is present in a measurable concentration. A very
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small peak from the negative silicon vacancy is seen in the PL signal, but this
is swamped by the larger signal from the peak at 738.2 nm. The decrease in
silicon vacancy centres which were grown in could be related to interactions with
interstitials. The neutral silicon vacancy EPR signal was below the detection limit
after irradiation, which suggests that the silicon vacancies disappeared during the
irradiation process. Interstitials are mobile at room temperature so a silicon-
vacancy-interstitial complex could have been made. In EPR radiation damage
was present after the irradiation treatment which could not be identified. This
could possibly be related to a silicon-vacancy-interstitial complex.
Another possibility is that the grown in silicon vacancies are trapping vacancies
to become silicon di-vacancies. In the PL spectra the peak seen at 733 nm has
previously been linked with the silicon di-vacancy, and this peak is significant in
this sample. The creation of silicon di-vacancies could be induced because the local
strain around the silicon vacancies already present creates an increased likelihood
of vacancy production upon irradiation. These new vacancies are local to the
silicon vacancies so silicon di-vacancies are the result.
This result suggests the as-grown diamond contained a higher concentration of
silicon vacancy centres than single substitutional silicon atoms, as given by the
inequality SiV  Sis and this has resulted in a significant decrease in silicon
vacancy centres after irradiation and annealing. This sample demonstrates that
the postulate that irradiation and annealing of a silicon doped diamond will result
in a high concentration of silicon vacancy centres does not hold true in situations
where there are large numbers of traps which are not substitutional silicon atoms.
8.4.3 Conclusions
These results show that the effectiveness of irradiation and annealing procedures
for increasing the concentration of silicon vacancy centres is highly sample depen-
dent. The success of the procedure relies on the concentration of silicon substitu-
tional atoms being greater than that of silicon vacancies, and this could be depen-
dent upon the orientation of the substrate from which the sample was grown. If
there is an excess of single substitutional silicon atoms the silicon vacancy concen-
tration can be increased. However, for samples which have a high silicon vacancy
concentration in the as-grown state this is not the case and the silicon vacancy
concentration will decrease while another peak assigned to silicon di-vacancies
is created. The details of silicon vacancy defect production, especially in boron
Chapter 8. Irradiation and Annealing of Silicon Doped Diamond 200
doped diamond, are not yet well understood.
Chapter 9
Summary
In this thesis a variety of spectroscopic techniques have been employed to in-
vestigate defect centres in chemical vapour deposition (CVD) and high pressure
high temperature (HPHT) diamond. These techniques have consisted of both
continuous wave and pulsed electron paramagnetic resonance (EPR), optical ab-
sorption, optical polarisation microscopy, photoluminescence (PL) and cathodo-
luminescence (CL) and secondary ion mass spectroscopy (SIMS).
One of the primary defects investigated was the neutral silicon vacancy (SiV0), a
promising centre for use in quantum technologies. The electron spin polarisation
and relaxation behaviour of the defect was studied using EPR in order to further
elucidate the electronic structure and spin properties of the centre.
In the second experimental chapter a suite of HPHT diamonds were investigated
which had been grown from a source and a solvent which had varying concentra-
tions of the 13C isotope and thus created diamonds with different concentrations
of the 13C isotope. These samples were investigated by PL, CL and SIMS and this
allowed the HPHT process to be understood in greater detail.
Two diamonds made by heteroepitaxial CVD were investigated. The work pre-
sented here indicates the samples are single crystal diamond but are highly strained.
The defects and strain were investigated using EPR and PL respectively.
The final chapter of experimental results reports an investigation into some of
the complexities of irradiation and annealing silicon doped diamond. Two CVD
diamond samples with different doping and growth orientation underwent the same
treatment and showed markedly different behaviour. This was investigated using
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EPR, optical absorption and PL.
The following sections summarise the results of the experimental chapters in more
detail.
9.1 The Neutral Silicon Vacancy Centre
In the first experimental chapter, Chapter 5, the SiV0 centre is discussed. Whilst
much current work on diamond involves investigation of the negatively charged
nitrogen vacancy centre (NV−), the SiV0 centre is also worth investigation as it
has similarities to the nitrogen vacancy centre as well as some distinct advantages.
These advantages include higher emission in the zero-phonon line (ZPL) when
compared to the phonon side band and a steeper relationship between the zero-
field splitting (ZFS) and temperature. In this chapter this defect was studied to
understand further the energy levels.
9.1.1 Electron Spin Polarisation of the Neutral Silicon Va-
cancy Centre
The SiV0 centre was known to electron spin polarise under illumination. In the
first part of this chapter the electron spin polarisation was measured under dif-
ferent illumination wavelengths and at different temperatures. At temperatures
below 30 K resonant excitation at the ZPL showed a significantly higher electron
spin polarisation than with adjacent wavelengths. However, there was sample
to sample variation which indicates the spin polarisation mechanisms are sample
dependent. The increase in electron spin polarisation with ZPL excitation conclu-
sively confirmed the link between the ZPL seen at 946 nm and the EPR signal of
SiV0. This also indicated that there exists at least one electron spin polarisation
mechanism which is internal to SiV0 and does not require other defects. Spin
polarisation at energies below the ZPL, and at much higher energies indicated
that the spin polarisation mechanism is not identical to that observed for the
much studied negatively charged nitrogen vacancy defect in diamond and indeed
more than one mechanism may be generating or destroying optical spin polarisa-
tion. These mechanisms may be occurring concurrently. Two different possible
electronic structures were proposed which explain the observed spin polarisation.
Further work is required to understand this phenomenon fully, nevertheless these
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results suggest that SiV0 is a promising candidate for a long-range quantum com-
munication technology.
9.1.2 Relaxation Rates of the Neutral Silicon Vacancy
The spin-spin (T2) and spin-lattice (T1) relaxation times of the SiV0 centre were
measured at temperatures ranging from 11 to 300 K using pulsed EPR. This
utilised optical spin polarisation initialisation, to avoid the rate changing effect
of optical illumination, with the use of an acousto-optic modulator (AOM). T1
was seen to change by six orders of magnitude. The pattern seen was modelled
phenomenologically which allowed the dominant effects at different temperatures
to be investigated. This indicated the key phenomena are a Raman process and
an Orbach process.
9.2 HPHT Growth of 13C Enhanced Diamond
Changing the carbon isotope concentration in diamonds is of interest for techno-
logical applications such as stress sensors and heat spreaders. However many of
these applications require a reliable and uniform distribution of isotopic enhance-
ment.
In Chapter 6 four diamonds were investigated which had been created by HPHT
synthesis. In each of the diamonds different concentrations of the stable isotope
13C were present in the carbon source and the metal solvent. The isotope distri-
bution in the diamonds was investigated using Raman and SIMS and the nitrogen
concentrations were investigated using optical absorption.
It was discovered that the 13C isotope concentration was not uniform across each
sample. This suggested that the 13C concentration in the melt was changing
during growth. This is thought to have occurred because of the difference in
doping between the carbon source and the metal solvent. The diamond grew
as carbon precipitated out of the metal solvent. As the metal solvent became
depleted in carbon the carbon source dissolved into the solvent. The carbon from
the carbon source then precipitated out of the solvent forming the diamond. In
two of the samples the concentration of 13C was higher in the carbon source than
the solvent, and hence as the carbon source dissolved into the solvent the melt
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around the growing diamond became increasingly enriched in 13C. Additionally
the sources of carbon, which were natural abundance 12C and 13C enriched, were
of different forms. 12C was graphitic and 13C was amorphous. Graphitic carbon
dissolves more quickly in metal. It consists of crystalline layers, between which the
metal atoms can penetrate as the layer spacing is larger than the carbon-carbon
bond length. Amorphous carbon dissolves more slowly as it has a non-crystalline
structure.
As these samples had a variety of different 13C concentrations at different locations,
they provided a useful set of data to correlate the 13C concentration as measured
by SIMS and the Raman line position. This allowed a formula to be calculated
which linked directly the measured Raman line position to the 13C concentration,
as demonstrated by equation 9.1.
13C (%) = 2.61× (1332.9− Raman line position)± 0.5 (9.1)
These variations of 13C concentration indicates more work is required before HPHT
can be used for large scale manufacturing of isotopically enriched diamonds. The
improvements which need to be made include uniformity of doping and use of the
same form of carbon for 12C and 13C.
9.3 Heteroepitaxial CVD Diamonds
The ability to grow single crystal diamond on silicon wafers greatly increases the
number potential applications of diamond as larger crystals can be grown at a
lower cost. Whilst it has previously been possible to grow polycrystalline material
this way, single crystals have superior electronic and optical properties and hence
increased possible applications. The elimination of grain boundaries increases the
utility of this material.
In Chapter 7 two diamond samples were investigated which had been made by
CVD on a silicon substrate using bias enhanced nucleation. The {0 0 1}-orientated
substrate used was coated with yttria-stabilised zirconia and iridium to minimise
the lattice mismatch between the silicon and the diamond and thus allowed single
crystal material to be grown. The samples were highly birefringent when observed
through cross-polarisers suggesting significant concentrations of dislocations and
dislocation bundles. However, the samples created contained a high degree of
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strain associated with dislocations, arising from the lattice mismatch, and point
defects. Two samples were investigated; one which was intrinsic and one which
had been nitrogen doped to increase the growth rate.
The samples were studied using a DiamondViewTM microscope which showed a
large degree of luminescence from dislocation bundles. PL spectroscopy was used
to identify the defects present and these spectra also indicated a large degree
of strain broadening. The degree of strain was significantly higher for the sample
which had been nitrogen doped. This may have arisen due to the nitrogen impurity
atoms interrupting the step growth or the higher dislocation density resulting from
the faster growth speed. Polarised fourier transform infrared spectroscopy (FTIR)
was used to investigate preferential orientation of defects.
EPR was used to quantify the defects present. The nitrogen doped heteroepitaxial
CVD sample contained the substitutional nitrogen defect, the nitrogen vacancy
hydrogen defect and the nitrogen vacancy defect, and the relative concentrations
were consistent with those observed in nitrogen doped homoepitaxial CVD dia-
mond. In the nitrogen doped sample the total nitrogen impurity concentration
exceeded 2000 ppb, whereas in the intrinsic heteroepitaxial CVD sample it was
less than a few ppb, similar to that in what is often termed ‘electronic grade’ CVD
diamond. However, both samples contain a significant concentration of silicon va-
cancy defects which means the purity of the intrinsic sample was not great enough
to be of commercially useful electronic grade.
This investigation has determined that the material quality of heteroepitaxial CVD
has not yet reached that of homoepitaxial CVD due to the high degree of strain
arising from the dislocation bundles present due to the lattice mismatch and the
point defect concentration. The dislocation bundles are of higher concentration in
the sample which was nitrogen doped. The method has successfully created single
crystal diamond on silicon, a key requirement for device applications. However,
a high degree of strain is still present. This material could still prove useful
for applications with less demanding requirements. Future improvements could
include a slower growth speed as this could decrease the dislocation density and
hence the strain and further decreases in impurity concentrations as this would
also decrease the strain. Additionally, post processing the material by annealing
could further decrease the dislocation density.
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9.4 Irradiation and Annealing of Silicon Doped
Diamond
In the final experimental chapter (Chapter 8) two silicon containing samples were
discussed. One nitrogen doped and one co-doped with silicon and boron. These
samples were irradiated in an attempt to increase the concentration of vacancies
and were subsequently annealed. The aim of this investigation was to discover
if, like the nitrogen vacancy, the silicon vacancy concentration could be increased
by irradiation and annealing, as this had been suggested by previous literature.
However, in the case of the nitrogen vacancy there are typically many more sin-
gle substitutional atoms than nitrogen vacancy centres in an as-grown diamond
and as such the vacancies produced by irradiation join with single substitutional
nitrogen to create nitrogen vacancies. This is not necessarily the case with silicon
vacancy centres. It is possible that the relative starting concentrations of single
substitutional silicon atoms and silicon vacancy centres depends on the substrate
from which the sample was grown. Of the two samples studied the one grown on a
{1 1 0}-orientated substrate had a high concentration of silicon vacancies initially
and it appears that the irradiation and annealing treatment caused a reduction in
the silicon vacancy concentration and the increase in a peak tentatively assigned
to the silicon di-vacancy. In the sample grown on a {0 0 1}-orientated substrate
there was a small concentration of silicon vacancies (as determined by PL) but this
was successfully increased by the irradiation and annealing treatment. However,
the intended final annealing temperature of 800◦C was not reached for a sustained
period as the vacancy concentration was not reduced to zero (as would be ex-
pected). This indicates that with a further anneal at 800◦C the silicon vacancy
concentration could be increased. Additionally at low temperature (10 K) a signal
from the di-vacancy was seen. A 1200◦C anneal could be used to disassociate the
di-vacancy centres and further increase the silicon vacancy population.
This work suggests that the relative incorporation efficiency of silicon in the form
of an isolated substitutional impurity, or a silicon vacancy defect in homoepitaxial
CVD diamond may depend on the orientation of the substrate, and that the details
of silicon vacancy defect production, especially in boron doped diamond, are not
yet well understood.
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