Abstract: New algorithms for computing power moments of hitting times and accumulated rewards of hitting type for semi-Markov processes. The algorithms are based on special techniques of sequential phase space reduction and recurrence relations connecting moments of rewards. Applications are discussed as well as possible generalizations of presented results and examples.
Introduction
In this paper, we study recurrent relations for power moments of hitting times and accumulated rewards of hitting type for semi-Markov processes and present effective algorithms for computing these moments. These algorithms are based on procedures of sequential of phase space reduction for semiMarkov processes.
Hitting times are often interpreted as transition times for different stochastic systems describing by Markov-type processes, for example, occupation times or waiting times in queuing systems, life times in reliability models, extinction times in population dynamic models, etc. We refer to works by Korolyuk, Brodi and Turbin (1974) , Kovalenko (1975) , Turbin (1976, 1978) , Courtois (1977) , Silvestrov (1980b) istics for reduced semi-Markov processes, We also prove invariance of hitting times and their moments with respect to the above procedure of phase space reduction. In Section 4, we describe a procedure of sequential phase space reduction for semi-Markov process and derive recurrent formulas for computing power moments of hitting times for semi-Markov processes. In Section 5, we present useful generalizations of the above results to real-valued and vector accumulated rewards of hitting type, general hitting times with hitting state indicators, place-dependent and time-dependents hitting times and accumulated rewards of hitting type and give a numerical example for the corresponding recurrent algorithms for computing power moments of hitting times and accumulated rewards of hitting type for semi-Markov processes.
Semi-Markov processes and hitting times
In this section, we introduce Markov renewal processes and semi-Markov processes. We define also hitting times and accumulated rewards of hitting times, and give basic recurrent system of linear equations for their power moments, which are the main objects of our studies.
2.1. Markov renewal processes and semi-Markov processes. Let X = {0, . . . , m} and (J n , X n ), n = 0, 1, . . . be a Markov renewal process, i.e., a homogeneous Markov chain with the phase space X × [0, ∞), an initial distributionp = p i = P{J 0 = i, X 0 = 0} = P{J 0 = i}, i ∈ X and transition probabilities, Q ij (t) = P{J 1 = j, X 1 ≤ t/J 0 = i, X 0 = s}, (i, s), (j, t) ∈ X × [0, ∞). (1) In this case, the random sequence η n is also a homogeneous (embedded) Markov chain with the phase space X and the transition probabilities,
As far as random variable X n is concerned, it can be interpreted as sojourn time in state J n , for n = 1, 2, . . ..
We assume that the following communication conditions hold:
A: X is a communicative class of states for the embedded Markov chain J n .
We also assume that the following condition excluding instant transitions holds:
B: Q ij (0) = 0, i, j ∈ X.
Let us now introduce a semi-Markov process,
where N(t) = max(n ≥ 0 : T n ≤ t) is a number of jumps in the time interval [0, t], for t ≥ 0, and T n = X 1 + · · ·+ X n , n = 0, 1, . . ., are sequential moments of jumps, for the semi-Markov process J(t). This process has the phase space X, the initial distributionp = p i = P{J(0) = i}, i ∈ X and transition probabilities Q ij (t), t ≥ 0, i, j ∈ X.
2.2. Hitting times and accumulated rewards of hitting type. Let us also introduce moments of sojourn times,
Here and henceforth, notations P i and E i are used for conditional probabilities and expectations under condition J(0) = i.
Note that, e
We assume that the following condition holds, for some integer d ≥ 1:
The first hitting time to state 0 for the semi-Markov process J(t) can be defined as,
where U 0 = min(n ≥ 1 : J n = 0) is the first hitting time to state 0 for the Markov chain J n . The random variable W 0 can also be interpreted as a reward accumulated on trajectories of Markov chain J n up to its first hitting to state 0.
The main object of our studies are power moments for the first hitting times, E (r)
Note that, E
As well known, conditions A, B and C d imply that,
In what follows, symbol Y d = Z is used to denote that random variables or vectors Y and Z have the same distribution.
The Markov property of the Markov renewal process (J n , X n ) implies that following system of stochastic equalities takes place for hitting times,
where: (a) W i,0 is a random variable which has distribution P{W i,0 ≤ t}
) is a random vector, which takes values in space X × [0, ∞) and has the distribution P {J i,1 = j, X i,1 ≤ t} = Q ij (t), j ∈ X, t ≥ 0, for every i ∈ X; (c) the random variables W i,0 and the random vector (J i,1 , X i,1 ) are independent, for every i ∈ X. By taking expectations in stochastic relations (10) we get the following system of linear equations for expectations of hitting times E
In general, taking moments of the order r in stochastic relations (10) we get the following system of linear equations for moments E (r)
where
The system of linear equation given in (12) has, for r = 1, . . . , d, the same matrix of coefficients I − P 0 , where I = I(i = j) is the unit matrix and matrix P 0 = p ij I(j = 0) . This is readily seen that matrix P n 0 = P i {U 0 > n, J n = j} . Condition A implies that P i {U 0 > n, J n = j} → 0 as n → ∞, for i, j ∈ X and, thus, det(I − P 0 ) = 0. Therefore, moments E (r) i0 , i ∈ X are the unique solution for the system of linear equation (12) , for every r = 1, . . . , d.
These systems have a recurrent character, since, for every r01, . . . , d, the free terms f
j0 , j = 0, k = 1, . . . , r − 1), i ∈ X of the system (12) for moments E (r) i0 , i ∈ X are functions of moments E (k) j0 , j = 0, k = 1, . . . , r−1. Thus, the systems given in (12) should be solved recurrently, for r = 1, . . . , d.
This is useful to note that the above remarks imply that condition A can be replaced by simpler hitting condition:
The elements of this matrix have the following probabilistic sense,
The recurrent formulas for moments E (r) i0 , i ∈ X have the following form, for r = 1, . . . , d,
This method of computing moments E (r) i0 , i ∈ X requires to compute the inverse matrix [I − P 0 ] −1 . In this paper, we propose an alternative method, which can be considered as a stochastic analogue of Gauss elimination method for solving of the recurrent systems of linear equations (12).
Semi-Markov processes with reduced phase spaces
In this section, we describe an one-step algorithm for reduction of phase space for semi-Markov processes. We also give recurrent systems of linear equations for power moments of hitting times for reduced semi-Markov processes.
3.1. Reduced semi-Markov processes. Let us choose some state k ∈ X and consider the reduced phase space k X = X \ {k}, with the state k excluded from the phase space X.
Let us define the sequential moments of hitting the reduced space k X by the embedded Markov chain J n ,
Now, let us define the random sequence,
This sequence is also a Markov renewal process with phase space X × [0, ∞), the initial distributionp = p i = P{J 0 = i, X 0 = 0} = P{J 0 = i}, i ∈ X and transition probabilities,
Here, symbol * is used to denote the convolution of distribution functions (possibly improper), and Q ( * n) kk (t) is the n times convolution of the distribution function Q kk (t).
In this case, the Markov chain k J n has the transition probabilities,
Note that condition A implies that probabilities p kk ∈ [0, 1), k ∈ X. The transition distributions for the Markov chain k J n are concentrated on the reduced phase space k X, i.e., for every i ∈ X,
If the initial distributionp is concentrated on the phase space k X, i.e., p k = 0, then the random sequence ( k J n , k X n ), n = 0, 1, . . . can be considered as a Markov renewal process with the reduced phase
If the initial distributionp is not concentrated on the phase space k X, i.e., p k > 0, then the random sequence ( k J n , k X n ), n = 0, 1, . . . can be interpreted as a Markov renewal process with so-called transition period.
Let us now introduce the semi-Markov process,
where k N(t) = max(n ≥ 0 : k T n ≤ t) is a number of jumps at time interval [0, t], for t ≥ 0, and k T n = k X 1 + · · · + k X n , n = 0, 1, . . . are sequential moments of jumps, for the semi-Markov process k J(t).
As follows from the above remarks, the semi-Markov process k J(t), t ≥ 0 has transition probabilities k Q ij (t), t ≥ 0, i, j ∈ X concentrated on the reduced phase space k X, which can be interpreted as the actual "reduced" phase space of this semi-Markov process k J(t).
If the initial distributionp is concentrated on the phase space k X, then process k J(t), t ≥ 0 can be considered as the semi-Markov process with the reduced phase k X, the initial distribution
According to the above remarks, we can refer to the process k J(t) as a reduced semi-Markov process.
If the initial distributionp is not concentrated on the phase space k X, then the process k J(t), t ≥ 0 can be interpreted as a reduced semi-Markov process with transition period.
3.2. Transition characteristics for reduced semi-Markov processes. Relation (18) implies the following formulas, for probabilities k p kj and k p ij , i, j ∈ k X,
It is useful to note that the second formula in relation (21) reduces to the first one, if to assign i = k in this formula Taking into account that k V 1 is Markov time for the Markov renewal process (J n , X n ), we can write down the following system of stochastic equalities, for every i, j ∈ k X,
where: (a) (J i,1 , X i,1 ) is a random vector, which takes values in space X × [0, ∞) and has the distribution
is a random vector which takes values in the
Note that,
By taking moments of the order r in stochastic relations (22) we get, for every i, j ∈ k X, the following system of linear equations for the moments
Relation (25) implies the following recurrent formulas for moments k e (r) kj and k e (r) ij , which should be used, for every i, j ∈ k X, recurrently for r = 1, . . . , d,
It is useful to note that the second formula in relation (26) reduces to the first one, if to assign i = k in this formula.
3.3. Hitting times for reduced semi-Markov processes. Let us assume that k = 0 and introduce the first hitting time to state 0 for the reduced semi-Markov process k J(t),
where k U 0 = min(n ≥ 1 : k J n = 0) is the first hitting time to state 0 by the reduced Markov chain k J n . Let also introduce moments,
The following theorem plays the key role in what follows. Theorem 1. Conditions A, B and C d assumed to hold for the semiMarkov process J(t) also hold for the reduced semi-Markov process k J(t), for any state k = 0. Moreover, the hitting times W 0 and k W 0 to the state 0, respectively, for semi-Markov processes J(t) and k J(t), coincide, and, thus, for every r = 1, . . . , d and i ∈ X,
Proof. Holding of conditions A and B for the semi-Markov process k J(t) is obvious. Holding of condition C d for the semi-Markov process k J(t) follows from relation (26) .
The first hitting times to a state 0 are connected for Markov chains J n and k J n by the following relation,
where k U 0 = min(n ≥ 1 : k J n = 0). The above relations imply that the following relation holds for the first hitting times to state 0, for the semi-Markov processes J(t) and k J(t),
The equality for moments of the first hitting times is an obvious corollary of relation (32) .
We can write down the recurrent systems of linear equations (12) for moments k E (r) k0 and k E (r) i0 , i ∈ k X of the reduced semi-Markov process k J(t), which should be solved recurrently, for r = 1, . . . , d,
Theorem 1 makes it possible to compute moments E (r)
i0 , i ∈ X, r = 1, . . . , d in the way alternative to solving recurrent systems of linear equations (12) .
Instead of this, we can, first, compute transition probabilities and moments of transition times for the reduced semi-Markov process k J(t) using, respectively, relations (21) and (26), and, then, by solving the systems of linear equations (33) sequentially for r = 1, . . . , d.
Note that every system given in (12) 
i0 , i ∈ X, i = 0. While, every system given in (33) has, in fact, m − 1 equations for mo-
4, Algorithms of sequential phase space reduction
In this section, we present a multi-step algorithm for sequential reduction of phase space for semi-Markov processes. We also present the recurrent algorithm for computing power moments of hitting times for semi-Markov processes, which are based on the above algorithm of sequential reduction of the phase space.
4.1. Sequential reduction of phases space for semi-Markov processes. In what follows, let i ∈ {1, . . . , m} and letk i,m = k i,1 , . . . , k i,m = k i,1 , . . ., k i,m−1 , i be a permutation of the sequence 1, . . . , m such that k i,m = i, and letk i,n = k i,1 , . . . , k i,n , n = 1, . . . , m be the corresponding chain of growing sequences of states from space X.
Let us assume that p 0 + p i = 1. Denote ask i,0 J(t) = J(t), the initial semiMarkov process. Let us exclude state k i,1 from the phase spacek i,0 X = X of semi-Markov processk i,0 J(t) using the time-space screening procedure described in Section 3. Letk i,1 J(t) be the corresponding reduced semi-Markov process. The above procedure can be repeated. The state k i,2 can be excluded from the phase space of the semi-Markov processk i,1 J(t). Letk i,2 J(t) be the corresponding reduced semi-Markov process. By continuing the above pro-cedure for states k i,3 , . . . , k i,n , we construct the reduced semi-Markov process
The processk i,n J(t) has, for every n = 1, . . . , m, the actual "reduced" phase space,k
The transition probabilitiesk i,n p k i,n ,j ′ ,k i,n p i ′ j ′ , i ′ , j ′ ∈k n X, and the mo-
are determined for the semi-Markov processk i,n J(t) by the transition probabilities and the expectations of sojourn times for the semi-Markov processk i,n−1 J(t), respectively, via relations (21) and (26), which take the following recurrent forms, for i ′ , j ′ ∈k i,n X, r = 1, . . . , d and n = 1, . . . , m,
and
4.2. Recurrent algorithms for computing of moments of hitting times. Let usk i,n W 0 be the first hitting time to state 0 for the reduced semi-Markov processk i,n J(t) andk i,n E (r)
′ ∈k i,n X, r = 1, . . . , d be the moments for these random variables.
By Theorem 1, the above moments of hitting time coincide for the semiMarkov processesk i,0 J(t),k i,1 J(t), . . . ,k i,n J(t), i.e., for n ′ = 0, . . . , n,
Moreover, the moments of hitting timesk j,n E (r)
resulted by the recurrent algorithm of sequential phase space reduction described above, are invariant with respect to any permutationk
Indeed, for every permutationk ′ i,n of sequencek i,n , the corresponding reduced semi-Markov processk′ i,n J(t) is constructed as the sequence of states for the initial semi-Markov process J(t) at sequential moment of its hitting into the same reduced phase spacek′
The times between sequential jumps of the reduced semiMarkov processk′ i,n J(t) are the times between sequential hitting of the above reduced phase space by the initial semi-Markov process J(t).
This implies that the transition probabilitiesk i,n
,n X and the momentsk i,n e (r) Let us now choose n = m. In this case, the reduced semi-Markov process k i,m J(t) has the one-state phase spacek i,m X = {0} and state k i,m = i. In this case, the reduced semi-Markov processk i,m J(t) return to state 0 after every jump and hitting time to state 0 coincides with the sojourn time in statek i,m J(0).
Thus, the transition probabilities,
Also, by Theorem 1, moments,
and E 
The above remarks can be summarized in the following theorem, which presents the recurrent algorithm for computing of power moments for hitting times. (41), where transition probabilitiesk i,n p k i,n ,j ′ ,
′ , j ′ ∈k n X, and momentsk i,n e (r)
are determined, for n = 1, . . . , m, by recurrent formulas (36) -(37) and formula (39) . The moments E (r)
i0 , E (r) 00 , r = 1, . . . , d are invariant with respect to any permutationk i,m of sequence 1, . . . , m used in the above recurrent algorithm.
Generalizations and examples
In this section, we describe several variants for generalization of the results concerned recurrent algorithms for computing power moments of hitting times and accumulated rewards of hitting type.
5.1. Real-valued accumulated rewards of hitting type. First, we would like to mention that Theorems 1 and 2 can be generalized on the model, where of the Markov renewal process (J n , X n ), n = 0, 1, . . . has the phase space X × R 1 , an initial distributionp = p i = P{J 0 = i, X 0 = 0} = P{J 0 = i}, i ∈ X and transition probabilities,
In this case, we the random variable,
can be be interpreted as a reward accumulated on trajectories of Markov chain J n up to its first hitting time U 0 = min(n ≥ 1, J n = 0) of this Markov chain to the state 0. Condition C d should be replaced by condition:
As well known, in this case momentsĖ
given in Sections 3 -4, as well as Theorems 1 and 2 take the same forms as in the case of nonnegative rewards.
5.2. Vector accumulated rewards of hitting type. Second, we would like to show, how the above results can be generalized on the case of vector accumulated rewards.
For simplicity, let us consider the bivariate case, where the Markov renewal process (J n ,X n ) = (J n , (X 1,n , X 2,n )) = 0, 1, . . . has the phase space X × R 2 , an initial distributionp = p i = P{J 0 = i, X 0 = (0, 0)} = P{J 0 = i}, i ∈ X and transition probabilities,
Here and henceforth symbolū ≤v for vectorsū = (
The vector accumulated rewardW 0 = (W 1,0 , W 2,0 ) is defined as a bivariate random vector with components,
ConditionĊ d should be replaced by condition:
In this case, momentsĖ
Let us define random variables W 0 (a) = aW 1,0
n=1 (aX 1,n + (1 −a)X 2,n ) is also an accumulated reward for the corresponding local rewards X n (a) = aX 1,n + (1 −a)X 2,n , n = 1, 2, . . ..
Let us denote
Let us assume that the moments of non-negative accumulated rewards E (r) i (a) are found for r +1 values a p , p = 0, . . . , r, for example, for a p = p r , p = 0, . . . , r, for every r = 1, . . . , d, i ∈ X using recurrent algorithms described in Sections 2 -4.
Then, the following system of linear equations can be written down for the correlation moments E (q,r) i , q = 0, . . . , r, for every r = 1, . . . , d, i ∈ X,
It can be shown that the above linear system has the non-zero determinant. Thus, the moments E 5.3. General hitting times with hitting state indicators. Third, the above results can be generalized on the case of more general hitting times,
, for some nonempty set D ⊂ X. In this case main object of studies are power moments for the first hitting times with hitting state indicators,
As well known, conditions A, B and C d imply that, for any nonempty
Note that the simpler condition A can, in fact, be replaced by a simpler condition:
In this case, theorems, analogous of Theorems 1 and 2, take place, and recurrent systems of linear equations and recurrent formulas analogous to those given in Sections 2 -4 can be written down.
For example, let k E (r)
The key recurrent systems of linear equations analogous to (33) take, for every j ∈ D, nonempty set D ⊂ X and k / ∈ D, the following form, for
The difference with the recurrent systems of linear equations (33) is that, in this case, the corresponding system of linear equations for hitting probabilities E (0) D,ij , i ∈ X should also be solved. Also, the corresponding changes caused by replacement of the hitting state 0 by state j ∈ D and set k X\{0} by set k X\D sould be taken into account when writing down systems of linear equations (52) instead of systems of linear equations (33).
5.4. Place-dependent hitting times. Fourth, the above results can be generalized on so-called place-dependent hitting times,
Note that set G can be represented in the form G = ∪ i∈X {i} × G i , where
Respectively, the first hitting time U G can be represented as U G = min(n ≥ 1 : J n ∈ G J n−1 ). This representation explains using of the term "place-dependent hitting time".
In fact, the above model can be embedded in the previous one, if to consider the new Markov renewal process (J n , X n ) = ((J n−1 , J n ), X n ), n = 0, 1, . . . constructed from the initial Markov renewal process (J n , X n ), n = 0, 1, . . . by aggregating sequential states for the initial embedded Markov chain J n .
The Markov renewal process (J n , X n ) has the phase space (X×X)×[0, ∞). For simplicity, we can take the initial stateJ 0 = (J −1 , J 0 ), where J −1 is a random variable taking values in space X and independent on the Markov renewal process (J n , X n ).
The above assumption, that domain G is hittable, is implied by condition A, for any domain G containing a pair of states (i, j) such that p ij > 0.
The results concerned moments of usual accumulated rewards W D can be expanded to the place-depended accumulated rewards Y G for hittable domains, using the above embedding procedure.
5.5. Time-dependent hitting times. Let (J n , X n ), n = 0, 1, . . . be an inhomogeneous in time Markov renewal process, i.e., an inhomogeneous in time Markov chain with phase space with the phase space X×[0, ∞), an initial distributionp = p i = P{J 0 = i, X 0 = 0} = P{J 0 = i}, i ∈ X and transition probabilities, defined for (i, s), (j, t) ∈ X × [0, ∞) and n = 0, 1, 2, . . .,
As in homogeneous in time case, we exclude instant jumps and assume that the following condition holds;
ij (0) = 0, i, j ∈ X, n ≥ 1. Process (J n , X n ) can be transformed in a homogeneous in time Markov renewal process by adding to this process an additional counting time component 
The phase space of the process (J n , X n ) is countable. Let now define a time-truncated version of process (J n , X n ) as the process (J Obviously, P i {UD h ≤ h} = 1, i ∈ X, i.e., domainD is hittable for the Markov chainJ
Thus, all results presented in Sections 2 -4 can be applied to the timedependent accumulated rewards of hitting type,
Note only hat condition C d should be, in this case, replaced by condition:
In conclusion, we would like also to note that it is possible to combine all five listed above generalization aspects in the frame of one semi-Markov model.
5.6. An example. Let us consider a numerical example illustrating the recurrent algorithm for computing power moment of hitting times and accumulated rewards of hitting times for semi-Markov processes, based on sequential reduction of their phase spaces.
Let J(t) be a semi-Markov process with the phase space X = {0, 1, 2, 3}, and the 4 × 4 matrix of transition probabilities, Q ij (t) , which has the following form, for t ≥ 0,
The 4 × 4 matrices of transition probabilities p ij , for the embedded Markov chain J n , expectations e (1) ij and second moments e 
Let us compute first two moments of hitting times E
00 , E
10 and E
10 using the recurrent algorithm described in Sections 3 -5. Let us first exclude state 3 from the phase space X = {0, 1, 2, 3} of the semi-Markov process J(t). The corresponding reduced semi-Markov process 3 J(t) has the phase space 3 X = {0, 1, 2}.
The recurrent formulas (36) and (37) for transition probabilities of the embedded Markov chain 3 J n , expectations and second moments of sojourn times for the semi-Markov process 3 J(t) have the following forms, respectively, 3 The 4×3 matrices of transition probabilities 3 p ij , expectations 3 e
(1) ij , and second moments 3 e (2) ij , computed according the above recurrent formulas, take the following forms, 0 0 1 
Let us now exclude state 2 from the phase space 3 X = {0, 1, 2} of the semi-Markov process 3 J(t). The corresponding reduced semi-Markov process 3,2 J(t) has the phase space 3,2 X = {0, 1}.
The recurrent formulas (36) and (37) for transition probabilities of the embedded Markov chain 3,2 J n , expectations of sojourn times and second moments of sojourn times for the semi-Markov process 3,2 J(t) have the following forms, respectively, 3,2 p ij = 3 p ij + 3 p i2 
Finally, let us exclude state 1 from the phase space 3,2 X = {0, 1} of the semi-Markov process 3,2 J(t). The corresponding reduced semi-Markov process 3,2,1 J(t) has the phase space 3,2,1 X = {0}.
The recurrent formulas (36) and (37) for transition probabilities of the embedded Markov chain 3,2,1 J n , expectations of sojourn times and second moments of sojourn times for the semi-Markov process 3,2,1 J(t) have the following forms, respectively, 3,2,1 p i0 = 3,2 p i0 + 3,2 p i1 
In conclusion, we would like to note that recurrent algorithms presented in the paper are subjects of effective program realization. These programs let one compute power moments for hitting times and accumulated rewards of hitting times for semi-Markov processes with very large numbers of states. We are going to present such programs and results of large scale experimental studies in future publications.
