The heterochromatic tree partition number of an r-edge-colored graph G, denoted by t r (G), is the minimum positive integer p such that whenever the edges of the graph G are colored with r colors, the vertices of G can be covered by at most p vertex disjoint heterochromatic trees. In this paper, we give an explicit formula for the heterochromatic tree partition number t r (K n 1 ,n 2 ,n 3 ) of an r-edge-colored complete tripartite graph K n 1 ,n 2 ,n 3 . Given an redge-colored complete tripartite graph K n 1 ,n 2 ,n 3 , based on the proof of the formula, we can find at most t r (K n 1 ,n 2 ,n 3 ) vertex disjoint heterochromatic trees which together cover all the vertices of K n 1 ,n 2 ,n 3 .
Introduction
An edge colored graph is called monochromatic if all the edges of it have the same color. An edge colored graph is called heterochromatic if any two edges (if it has) of it have different colors. A heterochromatic subgraph is also called rainbow, multicolored, polychromatic or colorful. An edge colored graph of at most one edge is regarded as monochromatic and heterochromatic. From Erdős's remark, every 2-edge-coloring of K n contains a monochromatic spanning tree. As one of the variants of Erdős's remark, a natural problem is to partition an r-edge-colored K n into as few as possible vertex disjoint monochromatic trees; see [1] . The monochromatic tree (path, cycle) partition number of an r-edge-colored graph G is defined to be the minimum positive integer p such that whenever the edges of G are colored with r colors, the vertices of G can be covered by at most p vertex disjoint monochromatic trees (path, cycle). Erdős et al. [3] introduced these notions and proved that the monochromatic tree (cycle) partition number of K n is at most cr 2 ln r for some constant c. Other related monochromatic partition problems can be found in [4] [5] [6] [7] [8] 14, 15] . Kaneko et al. [11] gave an explicit expression for the monochromatic tree partition number of a 2-edge-colored complete multipartite graph. The algorithmic aspects of the problem were considered in [9, 13] .
Analogous to the monochromatic tree partition case, Chen et al. [2] introduced the heterochromatic tree partition number of an r-edge-colored graph G, denoted by t r (G), which is defined to be the minimum integer p such that whenever the edges of the graph G are colored with r colors, the vertices of G can be covered by at most p vertex disjoint heterochromatic trees. Compared with the monochromatic case, there are few results on the heterochromatic tree partition number. Chen et al. [2] gave an explicit formula for the heterochromatic tree partition number of an r-edge-colored complete bipartite graph K m,n . Using a different proof method, Jin and Li [10] derived the heterochromatic tree partition number of an r-edge-colored complete graph K n . As remarked by Kano and Li [12] , it is an open problem to get the heterochromatic tree partition number for all complete multipartite graphs.
In this paper, we consider the heterochromatic tree partition number of complete tripartite graphs. In order to prove our main result, we introduce the following notations. Let φ be an r-edge-coloring of a graph G. Denote by t r (G, φ) the ✩ This work was supported by NSFC (10701065, 11101378 and 10901141), Zhejiang Innovation Project (Grant No. T200905) and ZJNSF (Z6090150).
minimum positive integer p such that under the r-edge-coloring φ, the vertices of G can be covered by at most p vertex disjoint heterochromatic trees. Clearly, t r (G) = max φ t r (G, φ), where φ runs over all r-edge-colorings of the graph G. As usual, denote by φ(e) the color of an edge e and by φ(G) the set of colors appearing in G. The color degree of vertex v is defined to be the number of distinct colors appearing at v.
The paper is organized as follows. In Section 2, we define two types of canonical r-edge-colorings of K n 1 ,n 2 ,n 3 . In Section 3, we present some lemmas and introduce the definition of V 3 -maximal subgraph which is essential to the proof of our main result. In Section 4, we prove the heterochromatic tree partition number of the graph K n 1 ,n 2 ,n 3 .
Two types of canonical r-edge-colorings
In this section, we present two types of canonical r-edge-colorings, denoted by φ * r,1 and φ Color each edge of H r,2 with a distinct color according to the ordering c 1 , c 2 , . . . , c r . Let x ∈ V 3 \ Z 3 . For each unused color c i with i < r if indeed any exist, choose an uncolored edge between x and V (H r,2 ) and color it with the color c i . Finally, color the rest of the edges of K n 1 ,n 2 ,n 3 with the color c r . Denote also by φ * r,2 the resultant r-edge-coloring of the graph K n 1 ,n 2 ,n 3 .
Preliminaries
Denote by b i the number of vertices whose color degree is one in V i under φ * r,2 of K n 1 ,...,n k and let a i = n i − b i for i = 1, 2, . . . , k. Clearly, we have r ≤ |E(K a 1 ,a 2 ,...,a k )| + 1. Let
1, otherwise.
From the definitions of two types of canonical edge colorings, we have the following result.
if n 2 = n 3 and r = |E(K n 1 ,n 2 −1,n 3 −1 )| + 1;
Now we introduce the following definition which is essential to the proof of the main result.
. If the following hold, then we call G a V 3 -maximal subgraph of K n 1 ,n 2 ,n 3 .
(
(2) For each edge e ∈ E(K n 1 ,n 2 ,n 3 ) \ E(G) with both ends in V (G), there exists an edge f ∈ E(G) such that φ(e) = φ(f ).
, G contains a cut edge g such that φ(g) = φ(f ), and either G − g contains no isolated vertices, or G − g contains an isolated vertex u such that
The following lemmas are easy to verify and here we omit the proofs.
Suppose that G contains a cut edge e such that both the components G 1 and G 2 of G − e contain no isolated vertices.
. Equality holds if and only if G
1 = K 2 . (2) If V (G i ) ∩ V j ̸ = ∅, i = 1, 2, j = 1, 2, 3, then |E(G)| < min{|E(K m 1 −1,m 2 −1,m 3 )| + 2, |E(K m 1 −1,m 2 ,m 3 −1 )| + 2, |E(K m 1 ,m 2 −1,m 3 −1 )| + 2}. Lemma 3.6. Let G = (V 1 , V 2 , V 3 ; E), where |V i | = m i , i = 1, 2, 3. If G contains a pendant vertex v ∈ V 1 , then |E(G)| ≤ |E(K m 1 −1,m 2 ,m 3 )| + 1. Furthermore,
the equality holds if and only if
4. Heterochromatic tree partition number
Proof. From Theorem 3.1, we only need to prove the upper bound. We prove the theorem by induction on r and n 1 +n 2 +n 3 . Let φ be an r-edge-coloring of K n 1 ,n 2 ,n 3 . The result holds clearly for r = 2 or n 1 + n 2 + n 3 = 3. Suppose that the result holds for the number of colors less than r or the complete tripartite graphs of order less than
Obviously, G contains a cut edge and s j < n j . (I) n 3 ≤ n 1 + n 2 and 2 ≤ r ≤ r 1 .
Let
. By induction and from Lemma 3.2 we have t r (K n 1 ,n 2 ,n 3 ) 
Since G contains cut edges, it follows from |V (G)| = 3a + t + 1 and Lemmas 3.5-3.7 that |E(G)| ≤ |E(K (a+1) t , (a) 3−t )| + 1, where the equality holds only if G contains a pendant vertex v such that
which is not a pendant vertex in G. It follows from the structure of G that φ(uv) = φ(wx) and φ(xy) ̸ ∈ φ(G). Clearly, the graph G − v + wx + xy contradicts to the choice of G.
Since G contains cut edges, it follows from Lemmas 3.4 and 3.7 that
If n 1 + n 2 < n 3 , then r 1 = 1, and it is obvious that t r 1 (K n 1 ,n 2 ,n 3 ) = n 3 . If n 1 + n 2 ≥ n 3 , then it follows from the induction and the definition of r 1 that t r 1 
If follows from Lemma 3.3 that any spanning subgraph with r edges is connected, i.e., t r (K n 1 ,n 2 ,n 3 , φ)
We only need to consider the case r = |E(K n 1 ,n 2 ,t−1 )|+2, where 1 ≤ t ≤ n 3 −1. Let t = n 3 −1, i.e., r = |E(K n 1 ,n 2 ,n 3 −2 )|+2, and without loss of generality we assume that n 2 < n 3 . It is easy to verify that G contains all the vertices of K n 1 ,n 2 ,n 3 . Let r = |E(K n 1 ,n 2 ,t−1 )| + 2, where 1 ≤ t ≤ n 3 − 2.
From the definition of the edge coloring φ * r,2 we have 
In the similar way, we have the following claims.
If G contains cut edge e such that G − e contains no isolated vertices, then from Lemma 3.5 we have |E(
So, for any cut edge e of G, G − e contains an isolated vertex. Furthermore, the isolated vertex must belong to V 2 , otherwise, from Lemma 3.6 we have |E(G)| ≤ max{|E(
If G contains a cut edge e such that G − e contains no isolated vertices, then from Lemma 3.5 we have
So for any cut edge e of G, G − e contains an isolated vertex. Furthermore, the isolated vertex must belong to V 2 . Otherwise, from Lemma 3.6 we have |E(G)| ≤ max{|E(
If m Sub-subcase 1.1.4.
If G contains a cut edge e such that G − e contains no isolated vertices, then from Lemma 3.5 we
So for any cut edge e of G, G − e must contain an isolated vertex. If all the vertices of
For convenience, we do not remove the parameter s 2 .
(1) Let r 0 = 1, then g(r 0 ; s 2 , s 3 ) = 0.
If
So for any cut edge e of G, G − e must contain an isolated vertex. Furthermore, the isolated vertex must belong to V 3 . Otherwise, from Lemma 3.6 we have |E( If G contains two cut edges, i.e., G contains two pendant vertices belonging to V 3 , then from Lemma 3.6 we have 
Clearly, H contains a heterochromatic star S of r 0 edges such that |V (S)
If G contains a cut edge e such that G − e contains no isolated vertices, then from Lemma 3.5 we have |E(
So for any cut edge e of G, G − e must contain an isolated vertex. Furthermore, the isolated vertex must belong to V 3 . Otherwise, from Lemma 3.6 we have |E( 
If |E(G)| < r, then there exists y ∈ V (S) ∩ V 3 such that φ(xy) ̸ ∈ φ(G). Hence G − v + wx + xy contradicts to the choice of G.
Sub-subcase 1.2.3. s 2 > 0, s 3 = 0. Clearly, r 0 ≤ |E(K g(r 0 ;s 2 ,s 3 ),s 2 ,s 3 )| + 1. For convenience, we do not remove the parameter s 3 .
So for any cut edge e of G, G − e must contain an isolated vertex. Furthermore, the isolated vertex must belong to V 2 . Otherwise, from Lemma 3.6 we have |E( 
If G contains two cut edges, i.e., G contains two isolated vertices belonging to V 2 , then from Lemma 3.6 we have
We assume that for any x ∈ V 2 ∩ V (H) and y, z ∈ V 1 ∩ V (H), φ(xy) = φ(xz). Clearly, H contains a heterochromatic star S of r 0 edges such that |V (S)
If G contains a cut edge e such that G − e contains no isolated vertices, then from Lemma 3.5
So for any cut edge e of G, G − e must contain an isolated vertex. Furthermore, the isolated vertex must not belong to V 1 . Otherwise, from Lemma 3.6 we have r = |E(G)| ≤ |E( 
For convenience, we do not remove the parameter s 1 .
So for any cut edge e of G, G − e must contain an isolated vertex. Furthermore, the isolated vertex must belong to V 3 . Otherwise, from Lemma 3.6 we have |E(G)| ≤ max{|E( 
If G contains two cut edges, i.e., G contains two pendant vertices belonging to V 3 , then from Lemma 3.6 we have 
If φ(xy) ̸ ∈ φ(G), then G − v + wx + xy contradicts to the choice of G. So φ(xy) ∈ φ(G).
So we assume that, for any x ∈ V 3 ∩ V (H) and y, z ∈ V 2 ∩ V (H), φ(xy) = φ(xz). Clearly, H contains a heterochromatic star S of r 0 edges such that |V (S) ∩ V 3 | = r 0 and |V (S)
Sub-subcase 1.3.3. s 1 > 0, s 3 = 0. Clearly, r 0 ≤ |E (K s 1 ,g(r 0 ;s 1 ,s 3 ) ,s 3 )| + 1. For convenience, we do not remove the parameter s 3 .
In the similar way of sub-subcase above, we can prove the result.
Sub-subcase 1.3.4. s 1 = s 3 = 0.
Then |E(G)| = r. If s 2 = 1, then t r (K n 1 ,n 2 ,n 3 , φ) ≤ 2 ≤ n 3 − t. Let s 2 ≥ 2. If m 2 ≥ p + 1, then t r (K n 1 ,n 2 ,n 3 , φ) ≤ n 2 − p ≤ n 3 − t. Let m 2 ≤ p, then p ≥ 1, and hence r ≥ |E(K n 1 ,p−1,n 3 )| + 2. If m 2 ≤ p − 1, then r = |E(G)| ≤ |E(K n 1 ,p−1,n 3 )| < |E(K n 1 ,p−1,n 3 )| + 2 ≤ r, a contradiction. Let m 2 = p.
If G contains a cut edge e such that G − e contains no isolated vertices, then from Lemma 3.5 and n 1 , p ≤ n 3 we have r = |E(G)| ≤ max{|E(K n 1 −1,p,n 3 −1 )| + 2, |E(K n 1 ,p−1,n 3 −1 )| + 2} < |E(K n 1 ,p−1,n 3 )| + 2 ≤ r, a contradiction.
So for any cut edge e of G, G − e must contains an isolated vertex. Furthermore, the isolated vertex must not belong to V 2 . Otherwise, from Lemma 3.6 we have r = |E(G)| ≤ |E(K n 1 ,p−1,n 3 )| + 1 < |E(K n 1 ,p−1,n 3 )| + 2 ≤ r, a contradiction. If all the vertices of V 1 ∪ V 3 are pendant in G, then r = |E(G)| = n 1 + n 3 < |E(K n 1 ,p−1,n 3 )| + 2 ≤ r, a contradiction. Let w ∈ V 1 ∪ V 3 be a non-pendant vertex of G and x ∈ V 2 − V (G). Then G contains a cut edge uv, where v is a pendant vertex of G, such that φ(uv) = φ(wx). So G ′ = G − v + wx is heterochromatic and connected. Since s 2 ≥ 2, K n 1 ,n 2 ,n 3 can be covered by the union of G ′ and at most s 2 − 1 disjoint edges or isolated vertices. So t r (K n 1 ,n 2 ,n 3 , φ) ≤ s 2 = n 2 − p ≤ n 3 − t.
Case 2.

1≤i̸ =j≤3 s i ≥ s j . Clearly, t r (K n 1 ,n 2 ,n 3 , φ) ≤ ⌈ Since G contains cut edges, from Lemmas 3.5-3.7, we have r = |E(G)| ≤ |E(K n 1 ,n 2 ,n 3 −b 3 −1 )| + 1, a contradiction.
So |V (G)| ≥ n 1 +n 2 +n 3 −b 1 −b 2 −b 3 +1, i.e., s 1 +s 2 +s 3 ≤ b 1 +b 2 +b 3 −1. Hence t r (K n 1 ,n 2 ,n 3 , φ) ≤ t r (K n 1 ,n 2 ,n 3 , φ of this paper is the definition of V 3 -maximal subgraph. However, this definition cannot be extended in complete multipartite graphs since we cannot promise that there is a heterochromatic subgraph with vertices from each part for any edge coloring. In the algorithmic aspects, given an r-edge-colored graph G, the problem of finding minimum number of vertex disjoint heterochromatic trees to cover all the vertices of G is NP-complete [12, 13] . Note that it is easy to see that we can find a V 3 -maximal subgraph of the graph K n 1 ,n 2 ,n 3 in polynomial time. As the proof of Theorem 4.1, we can find at most t r (K n 1 ,n 2 ,n 3 ) vertex disjoint heterochromatic trees to cover all the vertices of K n 1 ,n 2 ,n 3 in polynomial time. Thus we have the following algorithmic result.
Theorem 5.1. Given an r-edge-colored graph K n 1 ,n 2 ,n 3 , we can find at most t r (K n 1 ,n 2 ,n 3 ) vertex disjoint heterochromatic trees to cover all the vertices of K n 1 ,n 2 ,n 3 in polynomial time.
