Choice based conjoint analysis is a popular marketing research technique to learn about consumers' preferences and to make market share forecasts under various scenarios for product offerings. Managers expect these forecasts to be "realistic" in terms of being able to replicate market shares at some pre-specified or "base case" scenario. Frequently, there is a discrepancy between the forecasted and base case market share. This paper presents a Bayesian decision theoretic approach to incorporating base case market shares into conjoint analysis via the loss function. Because defining the base case scenario typically involves a variety of management decisions, we treat the market shares as constraints on what are acceptable answers, as opposed to informative prior information. Our approach seeks to minimize the adjustment of parameters by using additive factors from a normal distribution centered at 0, with a variance as small as possible, but such that the market share constraints are satisfied. We specify an appropriate loss function and all estimates are formally derived via minimizing the posterior expected loss. We detail algorithms that provide posterior distributions of constrained and unconstrained parameters and quantities of interest. The methods are demonstrated using both multinomial logit and probit choice models with simulated data and data from a commercial market research study.
Introduction
Discrete choice conjoint analysis has proven to be a useful tool for investigating consumer preferences in both applied and academic studies. In applied settings, results from a typical conjoint analysis are used by managers to decide on the most attractive combination of product features and price given the competitive offering, or anticipated changes to the competitive set. To facilitate "what-if" analysis, commercial market research firms frequently provide software packaged as a "market simulator." These simulators use the results from the conjoint study together with manager supplied inputs on product features and pricing to produce market share forecasts. When a manager enters a "base case scenario" consisting of a set of actual product features and prices, there is usually a discrepancy between the forecast from the simulator and the actual market share. While there are many reasons why the forecasted and actual market share may differ, when this occurs a manager may doubt the quality of the study and/or the reliability of the forecasts. The manager really has two goals from the conjoint study:
to represent consumer preferences and to produce "realistic" forecasts. An interesting question is how analysts should use manager's "base case" scenario expectations. This paper presents a Bayesian decision theoretic approach to incorporating base case scenario projections into discrete choice conjoint analysis via the loss function.
Forecasted market share from a conjoint study may differ from actual market share for a variety of reasons. In an early survey on the commercial use of conjoint analysis, Cattin and Wittink (1982) list five difficulties in making market share predictions using conjoint analysis.
These include the inherent difference between stated and revealed preferences, attributes present in the marketplace but excluded from the conjoint study, the inability of conjoint studies to include the effect of mass communication, distribution, competitive reaction, and other effects. Orme and Johnson (2006) reiterate many of these reasons in their summary of practitioners' methods of adjusting simulated market shares to match actual market shares. It is important to note that Orme and Johnson do not advocate adjusting the results from the market simulators and instead argue that managers should be educated on the reasons why simulated and actual market share may not agree. Allenby et al. (2005) review additional reasons why choice experiments differ from actual market choices and outline data collection procedures and new types of models which may improve the predictive accuracy of choice models.
In a Bayesian analysis, the base case market share can be modeled as part of the likelihood function, incorporated into the loss function, or used as informative prior information.
Some researchers have suggested that stated and revealed preference data be incorporated into a unified model to overcome problems with conjoint studies. Louviere (2001) notes that there is a close correspondence between stated and revealed preferences. However, it may be necessary to calibrate either the location or scale parameter from analyses that only include stated preferences to account for the inherent differences between experimental and actual choice behavior. Morikawa, Ben-Akiva, and McFadden (2002) detail statistical methods of combining stated preference and revealed preference data. When available, conjoint analysis data should be augmented with actual market place choices and the full set of data modeled. However, not all studies are amenable to this solution either for logistical reasons (market data is not available for conjoint participants) or due to the lack of available models for incorporating aggregate market share results with experimental studies. Further, there is no guarantee that such analyses will necessarily produce market share projections that match a manager's base case scenario.
The base case scenario and accompanying market share used by a manager will typically require several decisions. Market shares vary over time and geography as prices change due to promotion, advertising intensity or message change, fluctuations in distribution, changes in competitive offerings, etc. Managers must decide if the base case scenario will reflect a very specific measure (e.g. one week, in one particular market) or an aggregated measure (e.g. annual market share for all markets served). If the latter, then the manager must choose whether "average values" of the product attributes will be used or if "representative values" will be selected. Selecting a point estimate to serve as the base case scenario is not trivial. Our experience suggests that managers use a combination of "known facts," aggregated, and "representative values" to arrive at the base case scenario and accompanying market share estimates or expectations.
From the analyst's perspective, the manager's base case scenario is most appropriately viewed as a constraint placed on the forecasts provided by the market simulator. Bayesian decision theory implies that these constraints should be incorporated into the loss function.
Essentially, our approach to making market share forecasts is to approximate a procedure that integrates over the regions of the posterior distribution of parameters that are consistent with the market share constraints.
We have several objectives in mind when developing the loss function approach. Most explicitly, we require that the market shares at the base case be sufficiently close to the managerially specified market shares such that the choice based conjoint (CBC) analysis has face validity for the marketing manager. Clearly, this alone is not sufficient to identify the adjustment procedure, and one could imagine any number of methods to reach this objective. For example, one could adjust the preferences of a subset of subjects while leaving others untouched, or one could modify the coefficients for only a subset of attributes. Instead of being heavy-handed with the adjustments, we want the final results to be as true as possible to the CBC data. The adjustment procedure that we develop perturbs all of the estimated parameters from the CBC data as little as possible in order to leave the preference structure of the CBC data relatively intact. Our adjustment terms are additive factors with mean zero, and we specify the variance to be as small as possible while satisfying the constraints.
An attractive feature of the proposed approach is that the estimation of the CBC parameters and the adjustment process is decomposed into separate operations. The posterior distribution of the CBC parameters or simulates thereof is the input to the adjustment process.
The analyst can keep the two separate and display the CBC estimates before and after the adjustment process, and he or she can give an explicit representation of the impact of the managerial constraints.
We contrast the loss function approach with several others that treat the base case scenario as an informative prior. The first problem one faces with treating the constraints as data or prior information is establishing the correct weighting between the CBC data and the base case. Because we lack revealed preference data for the subjects in the CBC data and because the base case market shares are based on a different sample than the CBC study, the relative weight to place on the prior versus the likelihood is not identified. Does one treat the base case market shares for M products as M bits of information, or does one treat them as millions of transactions? The relative weights of the CBC and market share data can be treated as a tuning parameter, however, a single study is not sufficient to identify it.
In some instances, the loss function and informative prior yield mathematically equivalent results. However, the loss function approach explicitly recognizes that the adjustments are due to external criteria or goals imposed on the analysis by the manager. We believe that this route better fits the situation where the marketing researcher is attempting to satisfy the sometimes competing goals of his or her client. While a strength of the Bayesian paradigm is its ability to introduce subjective prior information, "prior information" is handled differently than restrictions on what constitutes an acceptable answer. Both are valid additions to a decision problem from the standpoint of the analyst. This paper illustrates how the Bayesian paradigm handles market share constraints and provides practical algorithms for implementing them in discrete choice conjoint analyses.
The remainder of the paper is organized as follows. First we set-up the discrete choice analysis, review the role of the loss function in Bayesian decision theory, and propose a specific loss function that incorporates market share constraints. This loss function minimizes changes in preferences as represented in the conjoint study while being within an acceptable range of the manager's base case market share expectations. We then contrast the loss function approach with several informative prior approaches. Simulation and Markov-Chain Monte Carlo (MCMC) methods are detailed for conducting the analysis implied by the loss function and necessary for obtaining market share forecasts. These can be incorporated into the same computer program used to estimate the discrete choice model and produce posterior distributions of parameters with and with-out the market share constraint. We illustrate the proposed methods using simulated data for both the multinomial logit and correlated probit discrete choice models. Our simulations show that when the market share constraints are accurate, the proposed method yields better market share predictions for changes in product formulation outside the base case scenario. We show the results from a commercial market research study and conclude with a summary and suggestions for future research.
The Loss Function and Bayesian Decision Theory

Discrete Choice Model and Market Share Constraints
This section begins by stating the discrete choice model and defines various terms. We envision a commercial market research study where the data consists of a sample of respondents who have completed a CBC study and management has provided market share estimates at some base case set of product attributes for some set of the brands or products in the CBC study.
The model set-up is as follows. N subjects evaluate J i choice occasions for subject i.
Each choice occasion or tasks consists of M alternatives or product profiles. In the CBC design, there are p attribute levels, including brand intercepts. Subject i's random utility for product profile j is a given by where the observed attributes x ij , the parameter vector β i , and error terms ε ij are p-vectors. Let W be the observed choices from the CBC.
Our primary objective is to use the set of {β i } in functions g({β i }) to obtain estimates of quantities of interest such as predicted market share. Let X o represent the matrix of product attributes in the base case scenario and S 1 , …,S K represent the corresponding market shares. Let K S S, , 1 K represent the predicted market shares using X o and {β i }, e.g. g({β i }, X o ). We define the discrepancy between the predicted and base case market shares as:
Our goal is to produce estimates of k Ŝ that are "close" to S k and reflect the information obtained in the conjoint study. We assume that in addition to X o and S 1 , …,S K, management can provide δ t , a target level, or acceptable level of discrepancy between the predicted and base case market shares. Let C represent the set of parameters used to estimate k Ŝ that satisfy the market share constraint δ § δ t . We will use the indicator function χ(S) = 1 to indicate when the constraint is satisfied and χ(S) = 0 when it is not.
In the situation that we consider in this paper, the actual market behaviors of the subjects in the CBC study are not observed. Consequently, we are unable to build a model that relates the parameters for the revealed and stated preference data. In fact, the subjects in the CBC study may not have made a purchase in the product category during the period that the base market shares were computed. Another insolvable issue is the relative weighting of the market share information with the CBC data. Consider the case where a separate market based dataset, such as scanner data, is available. Should one base the weights on the number of observations in the CBC study -typically hundreds of subjects each making dozens of choices -versus the number of purchases in the market share data -which can be millions of transactions for frequently purchased consumer goods? In this "micro" approach, the market share data, derived from a very large number of purchases, will swamp the more limited CBC data. Alternatively, one could use a "macro" approach and treat the market shares for K products as K-1 observations.
Then the CBC data would dominate. Intuitively, the correct weighting is somewhere between the two extremes, but deciding where requires more than CBC data and base rates.
The approach that we propose in this paper is more direct and much simpler than developing a joint model. We propose a method to adjust the estimated parameters from the CBC study so that their implied market shares are close to the base market shares. The adjustment method is formally derived through Bayesian inference by including the base market shares into the loss function. This adjustment perturbs the CBC estimates as little as possible. This choice of the normal distribution for the adjustment factors is not arbitrary. We set the mean to zero with the desire to keep the adjusted estimators unbiased. We use a spherical variance structure to be indifferent about the set of attributes to adjust. We use a normal distribution because its tails decline rapidly, so that the estimate for any single attribute or subject will not be greatly modified relative to the adjustment for other parameters.
In CBC analysis we are interested in using parameters to estimate quantities of interest, such as market share. In order to enforce market share constraints, each parameter for each subject will have its own additive factor. We represent functions that use these quantities as h({β i + α i }) where α i ~ N p (0,τ -1 I p ) and I p is a p x p identity matrix. Clearly the additive factors will not be unique: for a given set of {β i } there are any number of {α i } that will satisfy the market share constraints. Forcing each α i to be as close to 0 as possible by making τ as large as possible, will be used to help identify the {α i }. Let B represent the set {β i } and A the set {α i }.
We will use the loss function to obtain point estimates of h(A+B). Next we review the basic idea of loss functions and then introduce one that reflects our goals of using parameters that match the market share constraints and minimize changes to the preferences as revealed in the CBC study.
Loss Functions
In decision analysis (c.f. 
where π represents the current distribution of θ, in this case the posterior. The Bayes rule is the selection of d oe D, the set of allowable decisions, that minimizes r(π,d).
The statistical problem of point estimation is one application of the loss function. In this case, d is the particular estimate of θ to report and use in additional analysis. A common loss function is squared error loss represented as
for a vector of parameters. When a squared error loss function is used and (2) is minimized with respect to d, the resulting Bayes rule, or point estimate for θ is equal to the mean of the posterior distribution or:
Where θ represents the Bayes rule. In fact, the posterior mean is frequently reported in both applied and academic studies using Bayesian methods. However, the basic machinery of Bayesian decision analysis can be applied to any loss function.
The choice of a normal distribution for the additive factors, for instance, can be motivated by considering the loss functional
, which is minus the entropy, of the density f for α. Given the constraint that the mean is zero and the precision is τ, the normal density minimizes the functional T(f) (c.f. Bernardo and Smith 1994, pp 207-209.) . The normal distribution maximizes the entropy for densities on the real numbers given constraints on the first two moments. In other words, given the mean and the variance, the normal density imposes less structure on the set of A than other choices for the distribution.
To enforce market share constraints on the CBC analysis, we will use a variant of the squared error loss function. The loss function is represented as:
where A is the set of adjustment factors; B is the set of parameters from the CBC data; C is the constraint set defined by the market share at the base case; and d is the estimator of the functional h. Here the requirement A + B oe C, which means that α i + β i oe C for α i oe A and β i oe B, can be seen as limiting the set of allowable decisions, d oe D. To obtain the risk function we integrate with respect to all the unknown quantities. In this case we have the posterior distribution of B and the distribution of A, which are variables unique to the loss function.
Note that the requirement A + B oe C is subsumed into the area of integration. To obtain the Bayes rule d*, we differentiate (5) with respect to d and set it equal to 0:
The support for f(A, B|W, C, τ) is C and the normalizing constant is P(C|τ). Thus equation (6) states that the Bayes rule for h(A + B) is the expected value of the function when the values of A and B are drawn from a specific density. Also note that the Bayes rule is conditional on the value of τ; we will return to this point shortly.
The value of α i + β i drawn from f(A, B|W, C, τ) are dependent on all other α's and β's.
However, this specific distribution is a by-product of the loss function and arriving at an estimate for h(A+B): the posterior distribution for β and all other parameters in the model are obtained using standard procedures and without reference to α or the market share constraints.
Although the base case scenario attribute levels X o will be needed in order to evaluate whether A + B is in C, h(A+B) may involve any attribute levels. This allows the analyst to do "what-if" analysis with a set of parameters that satisfy the market share constraints (conditional on the value of τ). However, since the α i + β i are dependent on each other, averaging over the posterior draws of {β i + α i } for each individual and using ) ( 
Where M is the number of market shares we are estimating. When the market share constraints are meaningful, eg. B -C, increasing τ decreases P(C|τ) because A will be closer to 0, and will reduce r(τ). The var[h m (A + B)|W, C, τ] will also be reduced by large values of τ since α i ~ N p (0,τ -1 I p ) and large τ implies less variance. This suggests that when the market share constraints are necessary, we want τ to be as large as possible as long as A + B oe C . We show numerical results with simulated data that reinforces this intuition. First, we present several alternative methods of incorporating market share constraints as informative priors.
Market Share Constraints and Informative Priors
In the loss function approach to incorporating market share constraints, the risk function incorporates the posterior distribution of B (and all other model parameters) and a separate distribution for A, the additive factors. Formally, the analysis is broken into two distinct pieces and will require draws from two different distributions. This can be represented as (focusing just on the parameter B):
where (8a) is a standard hierarchical model and (8b) arises as a byproduct of estimating the Bayes rule d* for h(A+B) from the loss function (4). An alternative to using a loss function is to treat the base case scenario as an informative prior; that is, the manager's expectation of the market share at specified attribute levels and the allowable discrepancy is treated as prior "data,"
and not as a constraint on what constitutes a correct answer. A mathematically equivalent way to represent (8a) and (8b) is:
Note that we use the conditioning argument C|B so that values of B are drawn without reference to A or the market share constraint. Here the difference between the loss function and informative prior approach is purely philosophical. An alternative and perhaps more traditional way to think about the market share constraint is to represent (9) as
and draws of B are dependent on A and the market share constraints. Marginal posterior distributions of B from (8a) or (9) will not match those from (10).
Market share constraints can also be incorporated through informative priors without using the additive factors A. For instance, one can treat the forecasted market shares at X o as a "parameter" in the model and place an informative prior on them. Consider the following transformations: 1 ,..., 1 for ˆl n and ln
-1 I K-1 ) and I K-1 is a (K-1) x (K-1) identity matrix. Now the prior parameter τ determines the tradeoff between the managerial constraints and the CBC data. Very large τ will result in posterior distributions "relatively" close to the base case, although how close will be a function of the data. An alternative approach which does not involve τ is to put a distribution on δ from equation (1). For instance we might assume that δ follows a uniform distribution between (0, δ t ). Again, in both of these approaches, draws of B are dependent on the market share constraints and marginal posterior distributions will not match those of 8(a).
In the informative prior approaches as typified in (9), (10), and (11), τ is a parameter in the prior distributions j(A|τ) or y(x|τ) and should theoretically be set before the analysts sees the data, be estimated from the data, or be determined via minimizing the Bayes risk. A priori, it is difficult to preset τ. If it is estimated from the data, then for (9) and (10) the prior will have to be very informative in order to identify the model. For (11) our experience has been that the estimated value of τ mostly reflects its prior since there are only K-1 pieces of information for its estimate, and K is relatively small compared to the CBC data. It is also possible to specify a loss function, obtain the Bayes rule, and derive the Bayes risk for (9), (10), and (11) as a function of τ, analogous to our development in the previous section. This may be a fruitful area for additional research for analysts committed to an informative prior approach.
We favor the loss function approach because we feel the circumstances in most analyses are consistent with treating the base case market shares as constraints on the allowable set of answers. As noted earlier, the decision on how to measure market share, the attribute values at the base case scenario, and what constitutes a "close enough" answer are management decisions.
While Bayesian analyses are perfectly amenable to incorporating subjective prior information, there is a difference between "prior information" and restrictions on the analysis. Our view is that meeting the base case scenario with the market simulator is an ancillary goal of the analysis.
Contrast this with other instances in the marketing literature that use informative priors. Boatwright, McCulloch, and Rossi (1999) use truncated normal distributions to ensure price coefficients are negative in retail/market level sales response models. Allenby, Arora, and Ginter (1995) enforce an a priori "more is better" ordering on part-worths in conjoint analysis. In these cases, economic theory informed the choice of prior distributions.
The loss function approach has been implemented in the statistics literature to capture ancillary goals of the analyses; see for instance Louis (1984) and Ghosh (1992) who use the loss function to "match" the posterior distributions of parameters to certain empirical distributions of the data. As noted by Shen and Louis (1998) , a strength of the Bayesian paradigm is its ability to "structure complicated models, inferential goals, and analyses" and that "methods should be linked to an inferential goal via the loss function." The loss function approach we have outlined matches the baseline market share forecast with minimal changes to the preferences as revealed in the CBC study. The algorithm detailed in the next section allows for straightforward comparisons between the constrained and unconstrained analyses.
Estimation
Because B is independent of A and relies only on the CBC data, standard algorithms for A random walk Metropolis-Hastings (Chib and Greenberg, 1995) or a weighted bootstrap (Smith and Glefand, 1992 ) is used to draw α i . Recall that A+B must satisfy A+B oe C or χ(S)=1, the market share constraint in the loss function. For each individual on each iteration, β i is drawn from π(β i |W) and that draw is used in (6) to draw α i from f(A, B|W, C, τ). Let where η is drawn from N p (0, zI p ) and z is a scalar chosen to ensure a 50% rejection rate for the M-H step.
Note that Λ may be used instead of I p . The distribution f(A, B|W, C, τ) from equation (6) implies the following acceptance probability for ) (n i α : Total computation time for the inline algorithm, as compared to models without market share constraints, will depend on the form of the error term used in the model. In order to test χ(S), market share estimates at X o will have to be calculated. For the MNL model, choice probabilities are available in closed form and so there is no appreciable increase in computation time in order to calculate base case market share. However, for probit models which are typically estimated via data augmentation, the necessity to calculate choice probabilities at X o will increase total computation time. The total increase in computation time for the probit model will depend on the specific simulation method used (e.g the GHK or simple frequency simulator) and the accuracy desired (e.g. the number of simulates used). Increases in computation time will also be driven by the discrepancy between the base case and unconstrained market share forecasts; the greater the discrepancy the longer the chain necessary to reach a stationary distribution of parameters that satisfy the market share constraints.
There are several other practical implementation issues that are detailed with suggestions in the appendix. Primary among these is a method for increasing τ in the distribution for α ~ N p (0, τ -1 I p ) as the MCMC chain progresses, subject to A+B oe C. In the next section we show results from simulated data sets including an importance sampling scheme used to estimate the value of the Bayes risk for different values of τ.
Simulation Studies
Analyses with simulated data are presented to demonstrate the efficacy of the algorithms and results when the true values of the parameters are known. Results for MNL and correlated probit models are presented. The simulated data set for each analysis consists of 300 respondents, 12 choice sets per respondent, with each choice set consisting of four brands. Each brand in each choice set was described by two randomly generated continuous covariates and one binary covariate intended to mimic a discrete product attribute.
A standard MNL model set-up is used. Choices are restricted to one of the four alternatives and well known algorithms are used to estimate the hierarchical Bayes MNL model.
A base set of attributes X o was randomly generated and the market share using the actual set of β i was measured. The market share constraints, e.g. S 1 , …,S K , were then set arbitrarily, but different than market share using the true values of the parameters. The model is identified by dropping one of the brand intercepts and the MCMC chain was run for 30,000 iterations with a sample of every 10 th from the last 10,000 used to describe posterior moments.
A correlated probit model was simulated with "dual-response" data. In the "dualresponse" format, respondents indicate which of the four alternatives they prefer, and then in a second question, indicate whether or not they would actually purchase the item. Data augmentation methods are used to estimate the probit model. The scale of the error term is identified and the error covariance matrix is estimated using Algorithm 3 in Nobile (2000) . The location is fixed by requiring the augmented variable w * for the preferred alternative to be greater than 0 if it would actually be chosen, and less than 0 otherwise. Full details on estimating the probit model via data augmentation are available in McCulloch and Rossi (1994) , Nobile (2000) , and Rossi, Allenby, and McCulloch (2006) . This method of identifying the model allows all four brand intercepts to be estimated. A simple "frequency simulator" with the identifying restrictions and 100 simulates was used to estimate choice probabilities and market shares at X o .
Other aspects of this simulation are similar to the MNL model.
============= Table 1 ============   ============== Table 2 ============   Tables 1 and 2 present selected results from the simulations with the target level of discrepancy δ t set at 0.10, 0.05, and 0.02. In all instances the algorithm was able to increase τ to the maximum value of 100,000 (variance = τ -1 = .00001) while meeting the market share constraints. Selected individual level histograms of β i + α i were inspected and it does not appear that f(A, B|W, C, τ) is disjoint for these data sets. We therefore present the empirical average of Taken together, these suggest that the loss function approach is capable of meeting the market share constraints with minimal influence on the average preference structure from just the CBC data. However, the exact amount of change needed to meet the market share constraints will depend on each data set and the discrepancy with the base case market share.
Note also that the average values are not used in market share simulations; they would not necessarily match the base case scenario. The market share constraints are met by using the additive factors A to coordinate the draws of B + A in each iteration of the MCMC chain.
Additional simulations and implications are explored using the MNL model with δ t = .02; the MNL model was chosen for analytical convenience. First, the Bayes risk was investigated for different values of τ. Using equation (7), the natural log of the Bayes risk was calculated for the function h(B+A) that estimates the market share at the base case scenario X o .
Draws of B + A from the MCMC sampler were used together with an importance sampling algorithm to estimate the log Bayes risk along a grid of values for τ, presented as τ -1 in Table 3 .
Full details on the importance sampling algorithm are available from the authors. The Bayes risk is dominated by ln[ P(C|τ)] and since the market share constraints are binding, the smallest value of τ -1 minimizes the log Bayes risk. The lower half of Table 3 . These values can then be used directly in a market simulator (or be used in an importance sampling scheme to determine the optimal value of τ). Although it is possible to investigate the value of τ that minimizes the Bayes risk, the practical benefits of doing so are unclear.
In the next set of simulations, the actual values of β i were systematically altered to reflect hypothesized distortions in preferences as the result of participating in a discrete choice conjoint study. Forecasted market shares using B+A are then compared to the market share using the actual values of β i . We find that when the market share constraints are accurate, the loss function approach does a remarkably good job of forecasting. C. In addition to market share forecasts at the base case scenario, simulated market shares were generated for a situation where the attributes of Brand C were changed. In the "Product Change" situation, the discrete attribute (attribute 6) was added to Brand C and the value of attribute 4 was decreased by 50%. Because we use simulated data and the actual values of a i β are known, we can compare the results of the market simulations to the true values.
============== Table 4 ================= Table 4 shows the market share simulations for the various models using the posterior distributions of β i 's or B+A. In each of the three models using B+A , the analysis is conditioned on the value of τ -1 = 0.00001. Simulated market shares were estimated using a sample size of 1,000 from the appropriate distributions. The discrepancy between the actual market share and the forecasted market share is again measured by δ. Table 4 shows that the loss function approach not only forecasted the base case market share very accurately, but was very accurate when predicting changes to the base case scenario. β and standard methods of estimating the model were used. When the managerial base case market shares are accurate, the loss function approach is able to improve market share predictions even for product configurations outside the base case.
Empirical Example
This section presents the results of a commercial market research study that involved CBC and managerially supplied market share constraints. Due to the proprietary nature of the dataset, the specific product and the attributes have been disguised. The product category involved a durable consumer electronic device that is typically used in conjunction with another consumer durable. The product is currently available in the market, but management was interested in measuring demand for products that included many new features that were recently developed. Although competitive brands are available in the market, the nature of how the product is purchased made including brand unfeasible in the current study.
The CBC study included 425 respondents who each provided dual response data on 15 choice sets. Each choice set consisted of three alternatives that were uniquely described by 20 binary attributes and the price; as noted above, brand name was not an element in the design matrix. Price was entered as the natural log of price in the response function. Respondents were asked to indicate which of the three alternatives they preferred, and then in a follow-up question, whether they would actually purchase the alternative if it were available in the market. An uncorrelated, dual response probit model was used to represent the likelihood function with a standard hierarchical structure to represent heterogeneity; standard conjugate, but noninformative priors we used to complete the hierarchy.
The base case scenario provided by the study sponsors did not include market share for competing brands. Because of the nature of the product category, management was only able to provide information on the proportion of customers who chose a representative base product, versus the "none" option. The base product was described by the attributes it included and its price. Management provided the choice share for two a priori market segments that were identified by socio-demographic variables. These variables were also available from the CBC study participants. Although the loss function approach was developed assuming that competing brands would make-up the base case scenario, it is straight forward to adopt it to a situation involving a "buy/no buy" choice set with different market segments.
The loss function approach was used to obtain draws from the posterior distributions of π(B|W) and f(A, B|W, C, τ) with δ t = 0.01. A single analysis that produced draws from both distributions was performed. The algorithm was run for 20,000 iterations. The target δ t was met at about iteration 3,000 and τ -1 met its pre-specified minimum of 0.00001 at about iteration 4,000. A sample of every 10 th from the last 10,000 iterations was used to compute summary statistics. Selected individual level histograms of β i + α i were inspected and it does not appear that f(A, B|W, C, τ) is disjoint for this data set. Table 5 contains the summary statistics for the constrained and unconstrained parameters. For attributes included in the "base case product profile", the constrained estimates all increased in importance. For attributes not included in the "base case product profile", parameter values generally decreased or stayed the same. The constrained parameters exhibited somewhat larger measures of heterogeneity.
=============== Table 5 ===============   =============== Table 6 =============== Changes in the parameter estimates make sense given the discrepancy between the base case choice share and that obtained using the unconstrained parameters. All forecasts are based on a sample of 1,000 draws from the individual level posterior distribution of β i or β i + α i . Table   6 shows that there was a sizable difference between the forecast using the unconstrained parameters and the managerial base case. Using the unconstrained parameters, respondents were forecasted to be much less likely to choose the base product. For market segment #1, the base case was 11.4% choosing the representative product versus a managerial expectation of 43.6%.
Thus, it makes sense that attributes included in the base case product would increase in their relative importance in the adjusted parameters. The loss function approach was able to match the base case choice share to within the pre-specified level of accuracy despite the relatively large discrepancy between it and the forecasts using the unadjusted parameters. Table 5 and Figure 4 show that relatively small changes in the β i 's were sufficient in order to meet the choice share constraint. Although the loss function approach is designed to minimize changes to the unconstrained CBC estimates, the exact amount of change needed to individual level parameters will depend on factors such as the number of attributes and the discrepancy between the data and the base case. Since the method produces estimates of both B and B+A, the analysis and changes necessary to meet the market share constraints are completely transparent to both analysts and decision makers.
========== Figure 4 =============
This example shows that the loss function approach is able to meet market share constraints with relatively modest adjustments to individual level parameters using real data, even when there is a big difference between the base case and unconstrained forecast. Further, the method is sufficiently flexible to adapt to "base case scenarios" that differ from the "Kbrands" set-up used earlier to define the loss function approach. The algorithm performed as expected, but we anticipate additional research will provide areas for improving its implementation and for further defining the proper boundaries between the likelihood function, the loss function, and prior information in the Bayesian paradigm.
Conclusion
In this paper we take the perspective of the marketing research analyst conducting a CBC study who is presented information from the client on current market conditions. In addition to representing the preferences of the study participants, the client expects the analysis will be able to replicate the market results. How should the analyst incorporate this information into his/her analysis? This paper presents a Bayesian decision theoretic approach that uses the loss function to capture the various goals of the decision maker.
Formally, we introduce an additive factor into the loss function that maps draws from the posterior distribution π(B|W) from the CBC data into the set that satisfies the market share constraints at the base case scenario. The set of additive factors A are variables from a normal distribution. These are variables in the loss function and not parameters in the likelihood or priors for parameters in the model. We derive the Bayes rule for any function h(B+A) via the risk function; this gives rise to the probability distribution f(A, B|W, C, τ). Because of the market share constraint, there is a natural dependency in draws of the individual level additive factors α i .
Nonetheless, straightforward methods for drawing samples from f(A, B|W, C, τ) are available and detailed. Draws of B+A satisfy the market share constraint and can be used by analysts in market share simulators. Conceptually, the loss function approach approximates a procedure that integrates over those regions of the posterior π(B|W) that are consistent with the market share constraints.
Simulated and real data sets are used to illustrate the proposed approach. Results from the simulated data show that the average representation of preferences changes relatively little using the loss function approach. That is, individual average values of β i from the posterior π(β i |W) are relatively close to the individual average values of β i + α i from f(α i , β i |W, C, τ). We obtained similar results using data from a commercial market research study. The use of a normal distribution with mean 0 minimizes the adjustments at the individual level, and it is simple to illustrate the differences between the constrained and unconstrained analysis. Simulated data is also used to show that it is possible to complete a full Bayesian analysis and select the value of τ that minimizes the Bayes risk, rather than conditioning on a value of τ in the calculation of the Bayes rule There will naturally be debate on the appropriateness of the loss function approach and whether an analyst should "adjust" the results from a marketing research study to meet the expectations of management. In the case of conjoint analysis, there are compelling theoretical and empirical rationales as to why results may not match actual market place behavior. Given the current state of the field, however, there is little guidance on how to overcome these difficulties. The approach we have outlined will not turn a "bad" conjoint study into a "good" conjoint study. However, rational decision making requires the use of all available information: at issue is how the base case scenario should be incorporated into the analysis. From the analyst's standpoint, the loss function approach truthfully describes the managerial goals as constraints on the final estimates and not as "data" with the same standing as the CBC experiment. As in all analyses, the analyst must fully disclose the methods and all assumptions used. The approach outlined in this paper has the advantage of providing a sample from the posterior distribution from a standard Bayesian analysis, and a sample from a supplemental distribution of parameters that condition on the posterior, but satisfy the market share constraints. This paper highlights the need for additional research in a number of areas. First, models are needed that link market data to marketing research data when the actual behavior of research participants is not observed. Multiple observations of "base case scenarios and market share" will likely enhance the loss function approach described here, and perhaps enable modeling the data through the likelihood. As the proposed method is adopted and used on multiple data sets, we anticipate that improvements to the algorithm and or better guidance on implementation issues will be identified. Experience with multiple data sets may also help to identify empirical generalizations that can then be used to create theories and models linking stated and revealed preference data. Additionally, this paper proposed a loss function that linked the goals of the decision maker to the statistical analysis of CBC data; different loss functions for this situation are possible and should be explored. Although Bayesian methods have been used in marketing to produce posterior distributions of quantities of interest, such as parameters, expected profit, expected market share, etc, there is little published research that completes the Bayesian decision theoretic approach and formally incorporates the loss function facing the decision maker. We hope this paper encourages additional research on the use of loss functions and Bayesian decision theory in marketing decision making.
APPENDIX: Implementation Issues
Several practical issues must be addressed in order to implement the algorithm described in the paper. Our suggestions take advantage of the "burn-in" period associated with MCMC chains to set initial conditions and to make τ as large as possible. First, it would be difficult to choose initial conditions to satisfy χ(S) given δ t . We therefore choose a convenient initial value of δ t , δ int and decrease δ int at a steady rate until δ int § δ t . We set the initial value equal to that obtained when B=A=0. Recall that the value of δ int is used on each iteration to determine if A+B oe C or χ(S)=1. In our algorithms we decrease δ The value of τ will effect the performance of the MCMC sampler at different points in the chain. If τ is too large, particularly early in the chain as δ int is decreasing, it may be difficult to sample α i to satisfy the market share constraints. However, recall that the analysis of the Bayes risk implied that we want τ to be as large as possible subject to A+B oe C. A practical approach is to start τ at a small value, and then to increase it at a steady rate, as long as the algorithm can draw α i 's that satisfy the market share constraint. Across iterations, if δ int is not making progress toward δ t , then decrease τ by some small amount. In our algorithms we start with τ ~ 1 and we check the progress of δ int every 50 iterations: if δ int § int 100 − δ then we increase τ, otherwise we decrease τ. The amount we increase or decrease τ depends on its current value.
The maximum value τ can attain in our programs is 100,000.
In summary, we suggest: 4. Start with τ between 1/3 and 2 and increase τ as long as δ int is progressing to δ t .
For any given dataset, the overall performance of the algorithm can be improved. For instance, resetting δ int after 50 or 250 initial iterations may speed-up the progress of decreasing δ int to δ t . The effectiveness of this strategy depends on the target market share, the value of the predicted market share using the current values of B, and how fast the MCMC chain is burning-off the initial values. Also, adjusting the frequency with which δ int is changed and its step size may change the performance of the algorithm. Similar comments apply for the initial value of τ and its adjustment process. Our experience suggests that large discrepancies between the base case scenario and the market share implied by β i require a more conservative approach to checking and adjusting the values of δ int and τ. 
MS = Market Share
Posterior mean and (standard Xo = "Base case" design matrix deviation) displayed. 
