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Avant-Propos
Dans cette the`se, nous e´tudions des the´matiques autour des algorithmes stochastiques et c’est pour
cette raison que nous de´buterons ce manuscrit par des e´le´ments ge´ne´raux sur ces algorithmes en
donnant des re´sultats historiques pour poser les bases de nos travaux. Ensuite, nous e´tudierons
un algorithme de bandit issu des travaux de Narendra et Shapiro (voir [94]) dont l’objectif est de
de´terminer parmi un choix de plusieurs sources laquelle profite le plus a` l’utilisateur en e´vitant
toutefois de passer trop de temps a` tester celles qui sont moins performantes. Notre but est dans un
premier temps de comprendre les faiblesses structurelles de cet algorithme pour ensuite proposer
une proce´dure optimale pour une quantite´ qui mesure les performances d’un algorithme de bandit,
le regret. Dans nos re´sultats, nous proposerons un algorithme appele´ NS sur-pe´nalise´ qui permet
d’obtenir une borne de regret optimale au sens minimax au travers d’une e´tude fine de l’algo-
rithme stochastique sous-jacent a` cette proce´dure. Un second travail sera de donner des vitesses de
convergence pour le processus apparaissant dans l’e´tude de la convergence en loi de l’algorithme
NS sur-pe´nalise´. La particularite´ de l’algorithme est qu’il ne converge pas en loi vers une di usion
comme la plupart des algorithmes stochastiques mais vers un processus a` sauts non-di usif ce qui
rend l’e´tude de la convergence a` l’e´quilibre plus technique. Nous emploierons une technique de
couplage afin d’e´tudier cette convergence.
Le second travail de cette the`se s’inscrit dans le cadre de l’optimisation d’une fonction au moyen
d’un algorithme stochastique. Nous e´tudierons une version stochastique de l’algorithme de´terministe
de boule pesante avec amortissement. La particularite´ de cet algorithme est d’eˆtre articule´ autour
d’une dynamique qui utilise une moyennisation sur tout le passe´ de sa trajectoire. La proce´dure
fait appelle a` une fonction dite de me´moire qui, selon les formes qu’elle prend, o re des compor-
tements inte´ressants. Dans notre e´tude, nous verrons que deux types de me´moire sont pertinents :
les me´moires exponentielles et polynomiales. Nous e´tablirons pour commencer des re´sultats de
convergence dans le cas ge´ne´ral ou` la fonction a` minimiser est non-convexe. Dans le cas de fonc-
tions fortement convexes, nous obtenons des vitesses de convergence optimales en un sens que nous
de´finirons. Enfin, l’e´tude se termine par un re´sultat de convergence en loi du processus apre`s une
bonne renormalisation.
La troisie`me partie s’articule autour des algorithmes de McKean-Vlasov qui furent introduit
par Anatoly Vlasov et e´tudie´, pour la premie`re fois, par Henry McKean dans l’optique de la
mode´lisation de la loi de distribution du plasma. Notre objectif est de proposer un algorithme
stochastique capable d’approcher la mesure invariante du processus. Les me´thodes pour approcher
une mesure invariante sont connues dans le cas des di usions et de certains autre processus mais
ici la particularite´ du processus de McKean-Vlasov est de ne pas eˆtre une di usion line´aire. En
e et, le processus a de la me´moire comme les processus de boule pesante. De ce fait, il nous faudra
de´velopper une me´thode alternative pour contourner ce proble`me. Nous aurons besoin d’introduire
la notion de pseudo-trajectoires afin de proposer une proce´dure e cace.
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Plan du manuscrit
Le chapitre 1 commence par des ge´ne´ralite´s sur les algorithmes stochastiques avec des rappels
sur les re´sultats historiques classiques du domaine. Ensuite, nous proposons une vue d’ensemble
des travaux en o rant au lecteur une grille de lecture de la the`se au travers d’une pre´sentation
des re´sultats principaux obtenus ainsi que des guides de lectures pour les preuves des re´sultats
principaux.
Le chapitre 2 est constitue´ de l’article Regret Bounds for Narendra and Shapiro Bandit Algorithms
e´crit en collaboration avec Se´bastien Gadat et Fabien Panloup.
Le chapitre 3 est constitue´ de l’article Stochastic Heavy Ball e´crit en collaboration avec Se´bastien
Gadat et Fabien Panloup.
Le chapitre 4 est constitue´ d’un article en cours de re´daction a` propos de l’approximation de la
mesure invariante pour les e´quations de McKean-Vlasov.
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1.1 Les algorithmes stochastiques
Dans cette the`se, les trois the`mes qui seront aborde´s s’articulent autour de la notion d’algorithme
stochastique. Avant de pre´senter nos travaux et re´sultats, nous commenc¸ons par de´finir ce qu’est un
algorithme stochastique en toute ge´ne´ralite´ en proposant notamment quelques re´sultats historiques
classiques.
1.1.1 Contexte et premier re´sultat important
Un algorithme stochastique est une proce´dure re´cursive dont le but est la recherche du ze´ro d’une
fonction accessible seulement au travers d’e´valuations bruite´es et ge´ne´ralement sans biais. Cet ob-
jectif est a` rapprocher de la me´thode de Newton qui fut l’une des premie`res me´thodes de´terministes
conc¸ue pour trouver le minimum d’une fonction dont on ne connait que peu d’informations. Imagi-
nons pour commencer, que l’on cherche a` minimiser une fonction h accessible seulement au travers
d’une inte´grale :
’x œ Rd, h(x) =
⁄
Rd
h(x, y)‹(dy)
ou` ‹ est une mesure de probabilite´ sur Rd. Si l’on applique un algorithme de´terministe, le calcul
de l’inte´grale peut eˆtre trop couteux si l’on a pas de formule explicite pour la fonction h. Ainsi on
peut recourir a` une formulation par algorithme stochastique en remarquant que si on dispose d’une
suite i.i.d de variables ale´atoires (Zn)nØ1 de loi ‹ alors l’algorithme s’e´crit sous la forme suivante
Xn+1 = Xn ≠ “n+1h(Xn, Zn+1)
ou` (“n)nØ1 est la suite de pas de l’algorithme. Ge´ne´ralement, c’est une suite de´croissante qui tend
vers 0 quand n tend vers l’infini et qui ve´rifieÿ
nØ1
“n =Œ.
L’inte´reˆt de cette proce´dure se trouve dans la re´e´criture suivante. Posons
 Mn+1 = h(Xn)≠ h(Xn, Zn+1)
on obtient alors
Xn+1 = Xn ≠ “n+1h(Xn) + “n+1 Mn+1
en remarquant que
E( Mn+1|Fn) = 0
c’est-a`-dire que la suite ( Mn)nØ1 est une suite d’incre´ment de martingales. La particularite´ de
cette e´criture est de transformer notre e´quation de de´part en un sche´ma d’Euler a` pas de´croissant
(“n)nØ1 et ainsi de donner une interpre´tation en lien avec la the´orie des e´quations di e´rentielles
ordinaires.
Remarque Il est a` noter que souvent h est le gradient d’une fonction i.e. h = ÒU et l’on retrouve
ainsi l’algorithme dit de gradient stochastique. Dans la litte´rature, on parle souvent de descente
de gradient stochastique mais le terme de descente n’est pas adapte´ car l’algorithme n’est plus
vraiment en lien avec le sche´ma de´terministe a` cause de l’ale´a.
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Quelques unes des questions naturelles qui se posent sont alors les suivantes :
— la suite (Xn)nØ1 converge-t-elle ? Si oui vers un minimum de h ?
— Quelle est la vitesse de convergence ?
— Peut-on envisager un the´ore`me central limite ?
Historiquement, les premiers travaux sur les algorithmes stochastiques sont dus a` Robbins et Monro
dans les anne´es 50 (voir [112]) et Kiefer-Wolfowitz (voir [69]) avec une approche utilisant une
me´thode de di e´rences finies. Ces travaux ont donne´ naissance a` une litte´rature tre`s dense (voir
par exemple [72]) car elles sont inte´ressantes non seulement d’un point de vue the´orique mais
aussi et surtout d’un point de vue applications pratiques. On peut notamment citer le travail de
Bercu et Fraysse (voir [26]) pour le traitement des signaux des ECG, les travaux de Bubeck pour
l’apprentissage se´quentiel (voir [3]) ou encore en finance les travaux de Page`s et al. [79].
La premie`re question qui se pose est celle de la convergence pour un algorithme stochastique. Nous
allons ici donner deux me´thodes, la premie`re e´tant celle issue du lemme de Robbins-Siegmund qui
se base sur une me´thode de martingale et la seconde est base´e sur une approche issue des syste`mes
dynamiques. Nous allons nous placer sur R et rappeler quelques re´sultats de convergence pour le
sche´ma suivant
Xn+1 = Xn ≠ “n+1f(Xn) + “n+1 Mn+1 (1.1.1)
THEOREME 1.1.1. (Robbins-Siegmund) On conside`re une filtration (Fn)nØ1) et quatre suites
de variables ale´atoires (an)nØ1, (bn)nØ1, (cn)nØ1 et (dn)nØ1 qui sont (Fn)nØ1)-adapte´es, positives
et inte´grables ve´rifiant :
— (i) (an)nØ1, (bn)nØ1, (cn)nØ1 et (dn)nØ1 sont des suites pre´visibles.
— (ii)
r
nØ1
(1 + an) <Œ et
q
nØ1
E(bn) <Œ.
— (iii) ’n œ N,
E(Xn+1|Fn) Æ Xn(1 + an) + bn ≠ cn
Alors,
— (a) Xn converge p.s et sup
nØ1
E(Xn) <Œ.
— (b)
q
nØ1
E(cn) <Œ et
q
nØ1
cn <Œ.
Remarques L’ide´e du re´sultat est de construire une surmartingale en utilisant (iii). Il est possible
d’obtenir la convergence vers un minimum de f en construisant une fonction de Lyapunov. C’est-
a`-dire une fonction V sous-quadratique, positive et de classe C2 qui tend vers l’infini en l’infini et
alors d’appliquer le re´sultat de Robbins-Siegmund au contexte (1.1.1) pour obtenir le re´sultat de
convergence vers un minimum. On notera que le re´sultat permet d’obtenir la converge de (Xn)nØ1
(sous de bonnes hypothe`ses) mais ne donne aucune ide´e de la vitesse de cette convergence. Sous
des hypothe`ses plus fortes que celle du the´ore`me de Robbins-Siegmund, on obtient la convergence
presque sure vers un minimum de f .
THEOREME 1.1.2. (Robbins-Monro) Supposons que (Xn)nØ1 satisfasse (1.1.1) et que
— (i) f est continue.
— (ii) xú est l’unique minimum de f .
— (iii) ’x ”= xú, (x≠ xú)f(x) Ø 0.
— (iv) ( Mn+1)nØ1 est une suite d’accroissements d’une martingale telle que pour tout entier
n :
E(| Mn+1|2|Fn) Æ C(1 + f(Xn)).
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— (v)
q
nØ1
“n =Œ et
q
nØ1
“2n <Œ.
Alors Xn converge p.s vers xú.
1.1.2 La me´thode de l’ODE
La me´thode des syste`mes dynamiques consiste a` remarquer qu’un algorithme stochastique est un
sche´ma d’Euler a` pas de´croissant. En e et, reprenons l’e´quation (1.1.1), divisons par “n+1 et faisons
tendre n vers l’infini. On obtient alors une approximation de l’e´quation di e´rentielle suivante
x˙ = f(x) (1.1.2)
Cette interpre´tation donne a` penser que le comportement de la suite (Xn)nØ1 est a` rapprocher
de celui l’ODE de´finie ci-dessus. C’est l’ide´e des travaux de Ljung (voir [86]) qui furent ensuite
popularise´s par le livre de Kushner et Clark en 1977 ( voir [72]). On pourra citer le travail de
Benaim (voir [20]) dans l’e´tude des syste`mes dynamiques qui donna lieu a` la the´orie des pseudo-
trajectoires (en collaboration avec Hirsch (voir [22])). Ceci o re ainsi une compre´hension pousse´e
du comportement asymptotique des processus stochastiques. Nous pre´sentons ici le re´sultat de
Kushner et Clark (voir [72]), fondateur dans la relation entre syste`mes dynamiques et algorithmes
stochastiques.
On commence par de´finir les notions d’ensemble invariant et de re´gion d’attraction.
DEFINITION 1.1.1. Un ensemble   est dit invariant pour (1.1.2) si x(0) œ   alors x(t) œ   pour
tout t Ø 0.
DEFINITION 1.1.2. On conside`re (1.1.2). Soit xú un ze´ro de f . Un ensemble   est une re´gion
d’attraction pour xú si
—   est dit invariant pour l’ODE.
— x(0) œ   implique lim
tæŒx(t) = x
ú.
— Pour tout ‘ < 0, il existe ” < 0 tel que pour tout x(0) œ   tel que |x(0)≠ xú| Æ ” implique
|x(t)≠ xú| Æ ‘ pour tout t Ø 0. (xú est alors dit asymptotiquement stable)
Il faut donc un moyen pour montrer qu’un ensemble   est une re´gion d’attraction et la proposition
suivante o re une fac¸on de faire.
PROPOSITION 1.1.1. Soit   un ensemble invariant pour l’ODE (1.1.2) et xú un ze´ro de f appar-
tenant a` l’adhe´rence de  . Supposons qu’il existe une fonction V de classe C1 telle que
— V (x) > V (xú) = 0 pour tout x ”= xú.
—   est borne´ ou lim
|x|æŒ
V (x) =Œ.
— Pour tout x œ  ¯ \ {xú}, on a ÈÒV (x), f(x)Í > 0
Alors   est une re´gion d’attraction pour xú.
Pour obtenir un re´sultat de convergence, l’ide´e est ensuite de construire un processus interpole´
issue de l’algorithme (1.1.1).
DEFINITION 1.1.3. On appelle processus interpole´ associe´ a` (1.1.1) le processus de´finit comme
suit
X(0) = 0, X(0)( n) = X(0)(“1 + ...+ “n) = Xn
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avec
 n =
nÿ
k=1
“k, avec n Ø 1.
Puis on interpole entre chaque instant de discre´tisation
’t œ [ n, n+1], X(0)(t) = Xn + (t≠  n)(≠ f(Xn) + Mn+1)
On peut ensuite de´finir la fonction shift comme suit
’t Ø 0, X(n)(t) = X(0)(t+  n)
Cette de´finition est a` voir comme une interpolation a ne par morceaux aux points ( n, Xn).
Introduisons une quantite´ importante appele´e compteur d’ite´rations.
DEFINITION 1.1.4. Soit T > 0 et n œ N, on appelle compteur d’ite´rations la quantite´ qui mesure
le nombre d’ite´rations minimales ne´cessaires pour de´passer un temps T a` partir d’un temps  n :
N(n, T ) = inf{k Ø n, “n + ...+ “k+1 Ø T}
On peut alors e´noncer le re´sultat de Kushner et Clark.
THEOREME 1.1.3. On conside`re le sche´ma stochastique (1.1.1). On suppose que Òf est continue
et :
— (i) (Xn)nØ1 est une suite borne´e.
— (ii) Pour tout T > 0, lim
næŒ supjÆN(n,T )
|
jq
k=n
“k Mk| = 0.
Alors,
— (a) La suite (Xn)nØ1 est relativement compacte pour la topologie de la convergence uniforme
sur les compacts de C(R+,Rd). De plus, toute valeur d’adhe´rence de cette suite est solution
de l’e´quation di e´rentielle.
— (b) Si   est une re´gion d’attraction pour xú et si (Xn)nØ1 retourne infiniment dans   alors
Xn converge vers xú.
Nous venons de voir que pour obtenir la convergence presque suˆre, il y avait plusieurs me´thodes.
Cependant, les re´sultats e´nonce´s ne donnent pas d’ide´e de la vitesse de convergence. Ainsi, nous
terminons par un re´sultat qui donne la vitesse de convergence de Xn vers sa cible xú tire´ de [25].
THEOREME 1.1.4. Supposons que les hypothe`ses du The´ore`me 1.1.2 sont satisfaites et que de plus
— (vi) f est deux fois continument di e´rentiable.
— (vii) Il existe une matrice C de´finie positive telle que
E( Mn+1 MTn+1|Fn) = C + op(1).
— (vii) Il existe ” > 0 tel que
sup
nØ1
E(| Mn+1|2+”|Fn) <Œ.
Alors, si on pose “n = 1/n on a
Ô
n(Xn ≠ xú)æ N (0, f )
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ou`
 f =
Œ⁄
0
exp(≠(Df(xú)≠ Id2 )s)
TC exp(≠(Df(xú)≠ Id2 )s)ds
Remarques En particulier, ce re´sultat donne une vitesse de convergence pour un pas de la forme
“n ƒ 1/n. On notera que les travaux de Ruppert et Polyak (voir [113]) ont montre´ qu’une moyen-
nisation permet d’obtenir une vitesse de convergence pour un pas di e´rent de 1/n. L’ide´e est a`
chaque e´tape de conside´rer la moyenne des Xn de´finis par (1.1.1) et donc de conside´rer la suite
X¯0 = X0, X¯n =
1
n
nÿ
k=0
Xk
Pre´cisons que dans cette de´finition le pas n’est pas force´ment “n = 1/n. Ainsi on obtient un nouvel
algorithme
X¯n+1 = X¯n +
1
n+ 1(Xn+1 ≠ X¯n)
Polyak et Ruppert (voir [113]) ont montre´ que l’on obtient ainsi un estimateur asymptotiquement
e cace de xú pour un pas “n = n≠— avec — œ (1/2, 1).
Comme nous le verrons dans cette the`se, pour obtenir une vitesse, il faut obtenir un controˆle plus
fin de l’algorithme. Nous allons voir que l’on peut obtenir une vitesse si l’on parvient au pre´alable
a` obtenir une ine´galite´ de la forme,
’n Ø n0, E(f(Xn+1)|Fn) Æ f(Xn)(1≠ “n) + C“2n
pour le sche´ma (1.1.1) ou` C Ø 0. On obtient alors, par une re´currence imme´diate,
E(f(Xn)) Æ E(f(X0))
nŸ
k=1
(1≠ “k) + C
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ “l)
Pour controˆler ces termes, nous verrons que les principaux outils sont des comparaisons entre se´ries
et inte´grales en utilisant les pas suivant
“n = “n≠—
avec — œ [0, 1] et “ > 0. On obtient alors une borne de la forme suivante :
E(f(Xn)) Æ Cn≠◊
ou` ◊ est un re´el compris entre 0 et 1 de´pendant de — et “.
Remarque Nous verrons qu’obtenir de telles bornes est di cile et demande des proprie´te´s de
re´gularite´ supple´mentaires sur la fonction f . Terminons en citant quelques ouvrages parmi les plus
complets sur les algorithmes stochastiques : [72] qui o re un panorama sur la me´thode de l’EDO,
[73] est une re´fe´rence plus re´cente et donc plus comple`te sur le domaine, [44] propose une partie sur
le contournement des pie`ges pour les proce´dures stochastiques (utile notamment pour notre travail
sur les algorithmes de boule pesante) et le se´minaire de probabilite´ de Benaim (voir [20]) qui o re
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une compre´hension pousse´e du comportement limite des algorithmes stochastiques en traitant de
la notion de pseudo-trajectoire asymptotique.
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1.2 Les algorithmes de bandit de Narendra et Shapiro
Le terme bandit tire son origine des machines a` sous que l’on trouve dans les casinos. Le fonction-
nement d’une machine se re´sume a` actionner un bras qui engendre deux types de re´sultats : un
gain ou (comme tre`s souvent) une perte. Plus ge´ne´ralement, on parle d’algorithme de bandit en
e´voquant une proce´dure qui a pour but de de´terminer parmi un panel de plusieurs sources celle
qui sera la plus profitable au joueur. Une telle proce´dure sera certainement e cace si elle ne passe
pas trop de temps a` utiliser les moins bonnes.
Les algorithmes de bandits sont ainsi des proble`mes d’allocations se´quentielles de ressources dont
les applications sont nombreuses. La plus ancienne est sans doute celle qui donne lieu aux travaux
de Thompson [1] pour les tests cliniques. Imaginons qu’un patient vienne consulter un me´decin et
que ce dernier, he´sitant, ait a` sa disposition cinq traitements. Construire une proce´dure afin de
de´terminer le traitement le plus e cace rentre dans le cadre des proble`mes de bandits avec une
contrainte humaine naturelle car il faut e´viter de trop tester de me´dicaments sur le patient. Parmi
les autres applications, on peut penser aux publicite´s sur internet dont le fonctionnement repose
sur le nombre de clics e ectue´s sur une feneˆtre apparaissant sur l’e´cran de l’utilisateur. On trouve
aussi des liens avec la the´matique du routage de donne´es.
D’un point de vue purement mathe´matique, les algorithmes de bandits peuvent eˆtre formalise´s d’au
moins trois fac¸ons : les bandits stochastiques, les bandits adversaires et les bandits Markoviens.
La principale di e´rence entre ces familles se situe dans la manie`re dont une action judicieuse est
re´compense´e. Dans notre travail, nous ne nous inte´resserons qu’a` la seule famille des bandits sto-
chastiques et nous renvoyons aux travaux de Bubeck et Cesa-Bianchi [34] proposant un panorama
complet sur les proble`mes de bandit et les re´sultats majeurs du domaine. Dans la vaste litte´rature
du monde des bandits stochastiques, il existe de nombreux algorithmes dont les strate´gies varient
en fonction de l’objectif en vue. Pour comprendre ces di e´rences, il faut de´finir un moyen de mesu-
rer l’e cacite´ d’un algorithme. Le regret est ge´ne´ralement une quantite´ d’inte´reˆt, il mesure l’e´cart
entre la re´compense cumule´e obtenue si on avait a` chaque e´tape opte´ pour le meilleur bras et la
re´compense cumule´e obtenue par la strate´gie mise en place par le joueur. Notre e´tude porte donc
sur une classe d’algorithmes de bandits pour lesquels nous proposons une e´tude fine du regret au
moyen d’une e´tude de´taille´e d’un algorithme stochastique.
Un autre aspect important qui sera aborde´ dans cette partie est l’e´tude de Processus de Markov
De´terministes parMorceaux, nom qui sera maintenant raccourci via l’acronyme PMDM. En e et,
habituellement un algorithme stochastique renormalise´ converge vers un processus de di usion
(voir [73] pour plus de de´tails). Une fois renormalise´ judicieusement les algorithmes de Narendra
et Shapiro convergent en loi vers un processus pre´sentant une structure particulie`re. Ici, cette
limite se caracte´rise par une trajectoire de´terministe la plupart du temps et par des sauts a` des
temps ale´atoires. Ce type de processus a e´te´ introduit par Davis dans les anne´es 80 et donne lieu
depuis une dizaine d’anne´es a` une litte´rature dense et varie´e. Un PMDM se caracte´rise par trois
e´le´ments : le flot de´terministe qui de´termine la trajectoire entre les sauts, le taux de saut qui
de´termine l’intensite´ des sauts et le noyau de transition qui de´termine la position apre`s un saut.
Les e´tudes de tels processus interviennent dans plusieurs domaines : biologie, gestion du flux de
re´seaux de communications ou encore la fiabilite´ d’automates pour n’en citer que quelques-unes
(voir l’article de survol de [9] et les re´fe´rences qu’il contient). Notre e´tude se focalisera sur la vitesse
de convergence vers l’e´tat d’e´quilibre. Nous proposerons des me´thodes de couplage qui jouent sur
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la structure du processus et permettent notamment d’obtenir des re´sultats pour des distances
spe´cifiques (principalement les distances de Wasserstein et en Variation Totale).
Contenu de la sous-partie
Dans cette partie, notre objectif est de pre´senter les re´sultats de l’article Regret bounds for Narendra
and Shapiro bandits algorithm. Dans cette optique, nous commenc¸ons par pre´senter la notion
d’algorithme de bandit et celle de regret comme moyen de quantifier les performances de telles
proce´dures. La particularite´ de notre travail est d’o rir pour la premie`re fois une e´tude du regret
par le biais de celle d’un algorithme stochastique. Nous verrons que nous parvenons a` obtenir des
bornes optimales en un sens que nous de´finirons plus loin. Inhe´rente a` l’e´tude des algorithmes
stochastiques, la convergence en loi de l’algorithme sera un second objectif de l’article et nous
verrons que la limite est un PMDM pour lequel nous proposerons une se´rie de re´sultats acce`s sur
sa vitesse de convergence a` l’e´quilibre.
1.2.1 Les algorithmes de bandit stochastiques
Nous de´finissons en toute ge´ne´ralite´ la proce´dure associe´e a` un algorithme de bandit.
Introduit pour la premie`re fois par les travaux de Robbins [111] en 1952 pour les bandits stochas-
tiques, la formalisation du proble`me de bandit comme un jeu contre un adversaire s’est de´veloppe´e
sous l’impulsion des travaux de Auer et al. (voir [5]) et depuis une dizaine d’anne´es de nombreux
auteurs se sont attaque´s a` ces proble`mes avec un inte´reˆt a` la fois the´orique mais aussi tourne´ vers
les applications modernes notamment dans le domaine du machine learning. Parmi les applications
nous trouvons le placement de bandeaux publicitaires sur les pages internet par exemple. Ce mode`le
fonctionne sur le principe suivant : une se´rie de publicite´s est propose´e a` l’utilisateur et chaque
fois qu’il clique sur l’une de ces annonces un revenu est perc¸u et on lui en propose de nouvelles
en fonction des clics e ectue´. L’objectif e´tant de maximiser le nombre de clics. Ici le nombre de
bras est l’ensemble des publicite´s disponibles ainsi que leur emplacement sur la page et le temps
correspond a` un nouvel utilisateur se connectant au serveur (voir le travail de Pandey et al. [[103] et
Liu and Zhao [85] notamment). Un autre exemple est celui du transfert de donne´es d’un utilisateur
vers un autre. On conside`re un re´seau ou` le but et d’envoyer des donne´es d’un point du graphe vers
un autre avec une contrainte temporelle. Le but est donc de trouver un chemin le moins gourmand
en temps. Ici les bras sont les chemins o erts par le graphe et le temps est celui du routage entre
deux noeuds successifs (voir Awerbuch and Kleinberg [8], McMahan et Blum [90], Gyorgy et al.
[60]). On peut aussi citer les proble`mes d’optimisation convexe en lien avec l’algorithme de descente
miroir qui se mode´lise comme un proble`me de bandit (voir [34]).
Le fonctionnement d’un algorithme de bandit stochastique est relativement simple a` comprendre.
Nous parlerons d’algorithme de bandit a` d bras lorsque un joueur aura le choix parmi d sources.
A chacune de ces sources est associe´e une re´compense note´ Ani ou` i œ {1, ..., d} fait re´fe´rence au
bras choisi et n au nombre de fois ou` l’on a joue´. Le terme stochastique signifie ici que la suite de
re´compense (Ani )nØ1 (pour tout i œ 1, ..., d) est une suite i.i.d de variables ale´atoires i.e la loi de
la re´compense obtenue est inde´pendante du temps. Dans le cas qui nous inte´resse les re´compenses
seront extreˆmement simples et mimeront des variables ale´atoires de Bernoulli de parame`tre pi,
i œ 1, ..., d. Sans perte de ge´ne´ralite´s, nous supposerons qu’un seul des bras est optimal, c’est-a`-dire
qu’il existe un unique bras tel que pi > pj , ’i ”= j. L’algorithme suivant de´crit de manie`re ge´ne´rale
le fonctionnement d’un algorithme de bandit
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Algorithm 1 Proce´dure de bandit stochastique
— Parame`tres connus : le nombre de bras d et (souvent) le nombre de fois ou` l’on joue N .
— Parame`tres inconnus : les parame`tres des lois de Bernoulli et (rarement) le nombre de fois
ou` l’on joue N .
Principe du jeu :
1 Choisir un bras i œ 1, ..., d.
2 En fonction du choix e ectue´ : le joueur rec¸oit une re´compense et recommence (1).
Les di e´rents algorithmes connus se distinguent par le choix des re´compenses et surtout la manie`re
dont on choisit le bras. On peut citer en exemple la famille des algorithmes UCB (Upper Confidence
Bound) introduite par Auer et al. [6] dont le but est de construire a` chaque e´tape une borne
supe´rieure de confiance pour la moyenne de chaque re´compense. Pour ce faire, a` chaque bras est
associe´ une quantite´ appele´e index et on tire a` chaque e´tape le bras ayant le plus grand index.
De nombreux ra nements ont e´te´ introduits avec pour objectif l’obtention d’algorithme les plus
e caces possibles. Nous donnons ci-dessous un algorithme pour illustrer cela. La proce´dure MOSS
(Strate´gie Minimax Optimale dans le cas Stochastique) est due a` Audibert et Bubeck [3]. Son
principe est le suivant :
Algorithm 2 MOSS
On definit au pre´alable N comme e´tant le nombre de fois ou` l’on joue. On note ‚Ani la moyenne
empirique des re´compenses du bras i apre`s n e´tapes. Principe de jeu :
— Pour chaque bras i de´finir un index
Bi,n = ‚Ani +
Ú
max(log( ndN ), 0)
n
— On choisit ensuite le bras ayant le plus grand index.
Cet algorithme pre´sente une force incontestable d’un point vue performance mais demande au
pre´alable de connaitre le nombre de fois ou` une action doit eˆtre e ectue´e ce qui n’est pas le cas
des algorithmes que nous e´tudions. On parle ainsi de strate´gie anytime pour une strate´gie ou` le
nombre de fois ou` l’on joue n’a pas besoin d’eˆtre pre´de´fini a` l’avance.
E´videmment, il faut de´finir un moyen de jauger l’e cacite´ d’un algorithme de bandit. Avant de
pre´senter les algorithmes qui vont nous inte´resser, nous allons de´finir le regret qui permet d’e´valuer
les performances d’un algorithme de bandit. Comme nous le disions plus haut, le regret compare
la re´compense cumule´e obtenue en utilisant une strate´gie donne´e et la re´compense induite par le
choix a` chaque e´tape du bras optimal. On notera Ik le bras choisi au temps k par le joueur. Nous
supposerons dans la suite que le bras 1 est le bras optimal sans aucune perte de ge´ne´ralite´. Le
regret est la variable ale´atoire de´finit comme suit :
Rn := max1ÆjÆd
nÿ
k=1
Ë
Ajk
È
¸ ˚˙ ˝
re´compense maximale the´orique
≠
nÿ
k=1
AIkk¸ ˚˙ ˝
re´compense obtenue
.
Une bonne strate´gie est donc une strate´gie qui minimise cette quantite´ : plus le regret est petit
et plus nous obtenons une re´compense cumule´e optimale. Les premiers re´sultats sur le regret sont
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dus a` Lai et Robbins (voir [75]) avec le re´sultat suivant.
THEOREME 1.2.5. Soit Ti(n) le nombre de fois ou` l’on a joue´ le bras i apre`s n e´tapes, µi le
parame`tre de la i-e`me loi de Bernoulli associe´e au bras i et  i = µú ≠ µi avec µú le parame`tre du
bras le plus fort. Pour toute strate´gie ve´rifiant
E(Ti(n)) = o(na),
et pour tout algorithme de bandits avec pour re´compenses des lois de Bernoulli, pour tout i tel que
 i > 0 et tout a > 0, on a alors
lim inf
næŒ
Rn
log(n) Ø
ÿ
i: i>0
 i
kl(µi, µú)
ou` kl de´signe la divergence de Kullback-Leibler.
Dans le cas de re´compense de type Bernoulli, Bubeck et Cesa-Bianchi ont donne´ une preuve
simplifie´e (voir [34]). Approcher cette quantite´ a motive´ de nombreux travaux et beaucoup sont en
lien avec les algorithmes UCB. Par exemple, l’algorithme UCB-V introduit par Audibert et al. (voir
[34]) prend en compte la variance des re´compenses ou encore KL-UCB introduit inde´pendamment
par Garivier et Cappe´ (voir [37]) et Maillard et al. (voir [87]) atteint la borne de Lai et Robbins
qui est de l’ordre de log(n). Notre objectif est ici di e´rent car nous souhaitons obtenir une borne
uniforme pour le regret. Nous parlerons de strate´gie minimax pour de´signer celle qui minimise
le regret uniforme´ment sur les probabilite´s associe´es a` chaque bras et sur toutes les strate´gies
admissibles. Plus pre´cise´ment, une strate´gie qui conduit a` un regret de l’ordre de inf supERn (ou`
le supremum est pris sur le vecteur p = (p1, ..., pd) œ (0, 1)d et l’infimum sur toutes les strate´gies
possibles) seront minimax. Cette quantite´ est di cile a` manipuler car il faut controˆler l’espe´rance
du supremum d’un processus. Pour contourner ce proble`me, nous e´tudierons la quantite´ appele´
pseudo-regret :
R¯n := max1ÆjÆdE
nÿ
k=1
Ë
Ajk ≠AIkk
È
.
La proposition qui suit justifie que l’e´tude du pseudo-regret su t a` de´terminer l’ordre de grandeur
du ve´ritable regret. Le re´sultat suivant est extrait de [34].
PROPOSITION 1.2.2. Conside´rons un algorithme de bandit stochastique dont les re´compenses sont
des variables ale´atoires suivant une loi de Bernoulli de parame`tre p = (p1, ..., pd) œ (0, 1)d. Nous
avons alors uniforme´ment en p :
0 Æ ERn ≠ R¯n Æ
Ú
n log d
2 .
De plus, si on conside`re l’infimum sur toutes les strate´gies possibles et le supremum sur toutes les
variables ale´atoires de Bernoulli alors
inf supE[Rn] Ø 120
Ô
nd.
On notera dans ce re´sultat que le terme
Ò
n log d
2 =
Ò
nd log(d)2d est du meˆme ordre en n que
Ô
nd
avec une constante de´pendante de d supple´mentaire mais ne´gligeable dans l’asymptotique en n.
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Pour les algorithmes UCB, il est facile de montrer que l’algorithme a≠UCB a un regret borne´ par
an log(n) (voir [34]). Audibert et Bubeck ont propose´ une modification permettant de supprimer
le facteur logarithmique de cette borne (voir [3]). Citons aussi l’algorithme MOSS pour lequel il
est prouve´ que le regret est borne´ par 5, 7
Ô
nd. On notera aussi les travaux de Auer et Ortner (
voir [7]) (voir aussi Perchet et Rigolet [107]) qui ont cre´e une strate´gie UCB ame´liore´e permettant
d’obtenir un regret majore´ par
q
i: i>0
log(n 2i )
 i qui, dans certaines configurations, fait mieux que
MOSS sans eˆtre toutefois minimax. Signalons aussi le travail de Garivier, Me´nard et Stoltz (voir
[54]) qui fournit des preuves simplifie´es pour l’obtention de borne infe´rieure pour le regret en ne
faisant appel qu’a` certaines proprie´te´s de la divergence de Kullback-Leibler. En re´sume´, cette bre`ve
revue bibliographique nous invite a` la recherche d’une borne de l’ordre de
Ô
nd.
1.2.2 Les algorithmes de Narendra et Shapiro
L’objectif de cette sous-section est de pre´senter nos re´sultats. Nous commencerons par pre´senter les
algorithmes d’inte´reˆt avec une pre´sentation des diverses modifications de l’algorithme de Narendra-
Shapiro [94] qui aboutiront a` une borne de regret minimax. Nous e´noncerons les re´sultats sur le
regret avant de passer dans une seconde partie sur les re´sultats propres aux PMDM.
De´finitions et premiers re´sultats
Les algorithmes de Narendra et Shapiro tirent leurs origines dans une proce´dure e´tablie dans les
anne´es 60 (voir [94]) en se posant comme un mode`le inte´ressant d’algorithme stochastique. La
proce´dure propose´e par cet algorithme est simple : a` chaque e´tape un bras est choisi et on proce`de
a` son e´valuation. Si cette dernie`re est probante alors le bras est re´compense´ et sinon on ne fait rien.
Afin d’o rir un cadre plus simple, nous supposerons que seulement 2 bras sont en compe´tition avec
pour re´compenses des lois de Bernoulli de parame`tres respectifs p1 et p2. De plus nous supposerons
que p1 est le bras optimal i.e p1 > p2 et noterons dore´navant ﬁ := p1 ≠ p2.
Notons Xn la probabilite´ de choisir le bras 1 a` l’e´tape n et (“n)nØ0 une suite de pas de´croissante
qui tend vers 0 quand n tend l’infini. L’algorithme introduit par Narendra et Shapiro en 1969 sera
appele´ NS non pe´nalise´ et de´finit comme suit :
Xn+1 = Xn +
Y_]_[
“n+1(1≠Xn) si le bras 1 est se´lectionne´ et gagne.
≠“n+1Xn si le bras 2 est se´lectionne´ et gagne.
0 sinon
(1.2.3)
Notons que la construction est syme´trique, i.e. 1≠Xn (qui correspond a` la probabilite´ de choisir
le bras 2) a une expression syme´trique a` celle e´crite ci-dessus et suit donc une e´volution duale de
celle de Xn.
Cette algorithme posse`de un proble`me majeur : il n’est pas infaillible. Plus pre´cise´ment, l’algo-
rithme ne converge pas vers le bras optimal et e´choue donc dans sa tache initiale. Cette faiblesse
s’explique par le fait que la proce´dure n’apprend pas de ses erreurs (voir dernier cas de (1.2.3)
). Concre`tement, lorsque qu’un bras perd, aucun enseignement n’est tire´ par le joueur. Or, un
algorithme de bandit e cace se doit de proposer un e´quilibre entre l’exploration des possibilite´s
o ertes (c’est-a`-dire, jouer de temps en temps les bras sous-optimaux) et l’exploitation d’une action
(il faut tenir compte des succe`s mais aussi des e´checs). En particulier, la faillibilite´ de l’algorithme
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(i.e. P(Xn næ+Œ≠≠≠≠≠æ 1) < 1) ge´ne`re un regret line´aire en le nombre de fois ou` l’on joue et est donc
loin de la borne optimale comme le montre le calcul heuristique ci-dessous.
R¯n = p1n≠
nÿ
k=1
(p1E[Xk] + p2E[1≠Xk]) = ﬁE
C
nÿ
k=1
(1≠Xk)
D
(1.2.4)
& ﬁP(XŒ = 0)◊ n.
Dans une optique d’ame´lioration des performances, Lamberton et Page`s (voir[79]) ont e ectue´ un
premier pas vers l’obtention d’un algorithme pertinent d’un point de vue regret. En e et, comme
nous l’avons dis plus haut, l’algorithme de Narendra et Shapiro ne tient pas compte des e´checs.
En introduisant une pe´nalite´, on parvient a` obtenir un algorithme infaillible. Nous de´finissons
l’algorithme suivant appele´ NS pe´nalise´ :
Xn+1 = Xn +
Y___]___[
“n+1(1≠Xn) si le bras 1 est se´lectionne´ et gagne.
≠“n+1Xn si le bras 2 est se´lectionne´ et gagne.
≠ﬂn“n+1Xn si le bras 1 est se´lectionne´ et perd.
ﬂn+1“n+1(1≠Xn) si le bras 2 est se´lectionne´ et perd.
(1.2.5)
Il est important ici de noter la nature des suites de pas (ﬂn)nØ1 et (“n)nØ1. En e et, suivant les
re´sultats de [79], on peut choisir
“n =
“1
n–
, ﬂn =
ﬂ1
n—
(1.2.6)
avec –,— > 0. L’apport majeur entre NS non pe´nalise´ et l’algorithme pe´nalise´ re´side dans la
capacite´ de l’algorithme a toujours de´signer le bras optimal et ceci, sous des hypothe`ses minimales
qui sont adaptatives : elles ne de´pendent pas de quantite´ inconnues dans le proble`me de bandit.
Le re´sultat suivant est tire´ de [79].
PROPOSITION 1.2.3. Soient 0 Æ p2 < p1 Æ 1, “n = “1n– , ﬂn = ﬂ1n— avec –,— > 0 et (“1, ﬂ1) œ
(0, 1)2. Notons (Xn)nØ1 est la suite de´finie par (1.2.5).
— (i) Si 0 < — Æ – et –+ — Æ 1, NS pe´nalise´ est infaillible.
— (ii) De plus, si 0 < — Æ – et –+ — Æ 1, alors 1≠Xnﬂn æ 1≠p1p1≠p2 .
En de´pit de sa capacite´ a` toujours designer le bras optimal, cette algorithme pre´sente malgre´ tout
une faiblesse structurelle de taille. En e et, son regret reste line´aire pour certaines configurations.
Lorsque les bras ont des parame`tres tous les deux proches de 1, l’algorithme a un regret de l’ordre
de n ou` n est le nombre d’ite´rations de l’algorithme. Pour comprendre le proble`me, il faut e´tudier
l’algorithme stochastique issu de la proce´dure (1.2.5). On conside`re :
Xn+1 = Xn ≠ ﬁ“n+1h(Xn) + “n+1ﬂn+1Ÿ(Xn) + “n+1ﬂn+1 Mn+1 (1.2.7)
ou`
h(x) = x(1≠ x)
Ÿ(x) = ≠(1≠ p1)x2 + (1≠ p2)(1≠ x)2
L’ide´e de notre preuve repose sur la de´finition du regret et une calibration optimale des pas de
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l’algorithme.
Ide´e centrale de la preuve
Commenc¸ons par e ectuer une renormalisation de l’algorithme. Nous rappelons que le bras 1 est
suppose´ eˆtre l’unique bras optimale. Ainsi Xn tend vers 1 p.s en vertu de la Proposition 1.2.3. On
conside`re donc la variable ale´atoire (Yn)nØ1 de´finie comme suit :
Yn =
1≠Xn
ﬂn
Reprenons la de´finition du regret et utilisons la nouvelle variable introduite ci-dessus.
R¯n = ﬁE(
nÿ
k=1
(1≠Xk)) = ﬁ
nÿ
k=1
ﬂkE(Yk) (1.2.8)
De cette formule, on peut tirer deux enseignements. Tout d’abord, si on prouve que sup
nØ1
E(Yn) <Œ
alors on aura
R¯n Æ C
nÿ
k=1
ﬂk.
Ce qui nous ame`ne au second point a` savoir le calibrage des suites de pas de l’algorithme. En e et,
nous savons (voir Proposition 1.2.3) que les pas doivent ve´rifier l’e´quationÿ
nØ1
“nﬂn =Œ
pour eˆtre infaillible.
C’est-a`-dire, en reprenant (1.2.6), que l’on doit avoir – + — Æ 1. Rappelons que l’on cherche a`
obtenir un regret le plus petit possible. On veut donc minimiser
nq
k=1
ﬂk c’est-a`-dire que l’on veut —
le plus grand possible. On choisit donc – = — = 1/2. On a alors
ÿ
k=1
ﬂk =
nÿ
k=1
1Ô
k
Æ C
n⁄
1
dxÔ
x
= C˜
Ô
n.
On observe ainsi que cette calibration des pas conduit a` l’ordre optimal voulu.
Ainsi, notre objectif est maintenant de montrer que
sup
nØ1
E(Yn) <Œ
en conside´rant les pas
“n ƒ 1Ô
n
, ﬂn ƒ 1Ô
n
.
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Les insu sances de NS pe´nalise´ et non pe´nalise´
La faiblesse structurelles des algorithmes NS pe´nalise´ et non pe´nalise´ s’explique par un rappel faible
qui ne su t pas a` ramener l’algorithme vers le bras optimale. Afin de rendre cette intuition plus
pre´cise, de´finissons l’algorithme renormalise´.
Yn+1 = Yn(1 + “n+1(‘n ≠ ﬁXn))≠ “n+1Ÿ(Xn) + “n+1 Mn+1 (1.2.9)
ou` ‘n = 1ﬂn+1≠ 1ﬂn . Nous utiliserons la formulation suivante dore´navant
Yn+1 = Yn + “nÏn(Yn) + “n+1 Mn+1 (1.2.10)
avec
Ïn(y) = y(‘n ≠ ﬁ(1≠ “ny))¸ ˚˙ ˝
Ï1n(y)
+(≠“n+1
“n
Ÿ(1≠ “ny))¸ ˚˙ ˝
Ï2n(y)
La quantite´ ainsi de´finie joue un roˆle pre´ponde´rant puisque son signe de´cide du comportement de
(Yn)nØ1. Pour obtenir le re´sultat souhaite´, il faut s’assurer que Ïn(.) reste ne´gative ce qui assure
une proprie´te´ de rappel. On notera que plus y est grand plus Ïn(y) est grand. Plus simplement,
ce terme assure la non-explosion de l’algorithme. Rappelons que Xn vit dans [0,1] et que par
conse´quent Yn vit dans [0, ﬂ≠1n ]. Pour l’algorithme NS non pe´nalise´ on a alors
Ï1n(y) < 0… x Ø
‘n
ﬁ
ce qui signifie que la de´rive se comporte mal au voisinage de 0. En particulier, NS non pe´nalise´ ne
peut fournir une borne de regret inte´ressant et en se tournant vers l’algorithme NS pe´nalise´ on se
rend compte que c’est le terme Ï2n(.) qui va aider la dynamique pour des valeurs de Xn proche de
0. En e et,
Ï2n(ﬂ≠1n ) =
1
2“21
≠ “1
ﬂ1
(1≠ p2) < 0… p2 < 1≠ ﬂ12“31
La figure 1.2.2 illustre ces conside´rations. La proposition suivante re´sume tout cela de manie`re plus
pre´cise.
THEOREME 1.2.6. Soit(Xn)nØ0 la suite de´finit par l’algorithme du bandit pe´nalise´ (1.2.5) avec
(“n, ﬂn)nØ1 et (“1, ﬂ1) œ (0, 1)2. Alors pour tout ” œ (0, 1), il existe une constante C” > 0 telle
que :
’n œ N, sup
(p1,p2)œ[0,1],p2Æp1·(1≠”)
R¯n Æ C”
Ô
n.
Remarque La borne n’est donc pas comple`tement uniforme et l’on note que lorsque p2 est trop
grand, l’algorithme a un rappel trop faible pour garantir la bornitude de la suite ((1≠Xn)/ﬂn)nØ1
quand Xn est proche de 0.
Comme nous venons de le voir, la recherche d’un algorithme optimal passera par une nouvelle
ame´lioration. Pour ce faire nous proposons un algorithme de´rive´ du bandit pe´nalise´ et qui cette
fois-ci va pe´naliser un bras meˆme lorsqu’il gagne. Ceci permet de ge´rer le proble`me rencontre´ quand
Xn est proche de ze´ro et ainsi d’obtenir un rappel uniforme de l’ordre de
Ô
n. Nous appellerons
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Figure 1.1 – De´composition du drift a` gauche et drift global a` droite.
NS sur-pe´nalise´ l’algorithme suivant,
Xn+1 = Xn +
Y__]__[
“n+1(1≠Xn)≠ ﬂn“n+1Xn si le bras 1 est se´lectionne´ et gagne.
≠“n+1Xn + ﬂn+1“n+1(1≠Xn) si le bras 2 est se´lectionne´ et gagne.
≠ﬂn“n+1Xn si le bras 1 est se´lectionne´ et perd.
ﬂn+1“n+1(1≠Xn) si le bras 2 est se´lectionne´ et perd.
(1.2.11)
THEOREME 1.2.7. Soit (Xn)nØ0 l’algorithme de bandit sur-pe´nalise´ avec (“n, ﬂn)nØ1 tels que
(“1, ﬂ1) œ (0, 1)2. Alors, le choix ‡ = 0, “n = 2.63ﬂn = 0.89/Ôn entraine la borne suivante
’n œ N, sup
(p1,p2)œ[0,1],p2<p1
R¯n Æ 31.1
Ô
2n. (1.2.12)
Le principe de l’algorithme est d’introduire un nouvel ale´a qui pe´nalise le bras tire´ en cas de
victoire avec probabilite´ 1 ≠ ‡. De´crit comme (1.2.11), nous avons alors ‡ = 0 c’est-a`-dire qu’un
bras gagnant est toujours pe´nalise´.
Remarque La version propose´e ici de l’algorithme est simplifie´e afin de permettre une lecture
plus aise´e du me´canisme de l’algorithme. Il est a` noter que cette borne a e´te´ obtenue en e ectuant
une optimisation de la constante C‡(“1, ﬂ1). Nous avons observe´ que la valeur de ‡ optimale semble
eˆtre proche de 0 et avons ensuite de´duit la valeur des parame`tres restants par calculs. Cette borne
pourrait eˆtre ame´liore´e (au prix d’une technicite´ calculatoire accrue).
Une ide´e de la preuve
Nous esquissons ici les grandes lignes de la preuve du re´sultat en donnant notamment le point cle´ :
la monte´e en puissance.
Nous l’avons dit pre´ce´demment, pour obtenir une borne minimax pour le regret il su t de montrer
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que sup
nØ1
E(Yn) <Œ. Commenc¸ons par reprendre l’expression de Yn
Yn+1 = Yn(1 + “n+1(‘n ≠ ﬁXn))≠ “n+1Ÿ(Xn) + “n+1 Mn+1 (1.2.13)
En ajoutant et soustrayant ﬁ“n+1Yn nous obtenons
Yn+1 = Yn(1 + “n+1(‘n ≠ ﬁ)) + ﬁ“n+1 (1≠Xn)
2
ﬂn
≠ “n+1Ÿ(Xn) + “n+1 Mn+1 (1.2.14)
Le point cle´ de cette astuce est le fait que pour un entier n assez grand nous avons ‘n Æ ﬁ. Nous
obtenons alors une re´currence de la forme suivante
E(Yn+1) = E(Yn0)
n+1Ÿ
k=n0
(1≠ “k+1(ﬁ ≠ ‘k)) + ﬁ
n+1ÿ
k=n0
“k+1E
5 (1≠Xk)2
ﬂk
6 n+1Ÿ
l=k+1
(1≠ “l+1(ﬁ ≠ ‘l))
+
n+1ÿ
k=n0
“k+1E(Ÿ(Xk))
n+1Ÿ
l=k+1
(1≠ “l+1(ﬁ ≠ ‘l))
ou` n0 = inf
nØ1
{‘n Æ ﬁ}. En remarquant que
n+1ÿ
k=n0
“k+1
n+1Ÿ
l=k+
(1≠ “l+1(ﬁ ≠ ‘l)) <Œ
On se retrouve ramener a` montrer que
sup
nØ1
E
5 (1≠Xn)2
ﬂn
6
<Œ
On peut voir que cette quantite´ sera plus facile a` controˆler et permettra de re´soudre les proble`mes
rencontre´s pre´ce´demment. En e et, elle est plus petite que Yn car Xn œ [0, 1] pour tout entier n.
C’est pour cela que l’on de´finit la quantite´ suivante
Z(r)n =
(1≠Xn)r
ﬂn
, r Ø 1.
Il reste maintenant deux questions a` re´soudre :
— Jusqu’a` quelle valeur de r va-t-on devoir aller ?
— Comment e´tudier Z(r)n ?
Commenc¸ons par remarquer qu’en utilisant la formule du binoˆme de Newton on obtient
Z(r)n+1 = Z(r)n (1 + “n+1(‘n ≠ rﬁ)) + rﬁ“n+1Z(r+1)n + —(r)n + r(1≠Xn)r≠1 Mn+1
On note comme pre´ce´demment que l’on choisit un entier n0 a` partir duquel la quantite´ ‘n≠ rﬁ est
ne´gative pour cre´er un rappel en notant que plus r est grand plus cette quantite´ est ne´gative. Ceci
conduit a` la re´solution de l’e´quation suivante :
‘n Æ ‘… n Ø n0(‘,ﬁ, “1) := Â 14‘2ﬁ2“21
Ê+ 1
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Ainsi on de´duit que pour tout n Ø n0(‘,ﬁ, “1) on a
‘n ≠ rﬁ Æ 0… 2‘“21(r ≠ ‘) Æ 1
a` condition d’avoir ‘ œ (0, 1/3) l’e´galite´ est vraie pour tout “1 œ (0, 1) et surtout pour tout entier
r œ {1, 2}. Ainsi, nous arrivons a` la conclusion qu’une e´tude de la suite pour r = 3 sera su sante.
Le restant de la preuve consiste alors en une e´tude fine de la suite Z(3)n que nous ne de´taillerons
pas ici car elle beaucoup trop technique pour cette section.
Pour terminer, le lecteur trouvera dans le chapitre 3 un exemple de calibration des divers parame`tres
entrant en jeu pour lequel une borne explicite est obtenue. Il est a` noter que ladite calibration
n’est pas optimale et obtenir une meilleure borne est tre`s di cile. Il s’agit en e et d’optimiser une
quantite´ de´pendante de 5 parame`tres et autrement que nume´riquement la taˆche semble impossible.
Quoiqu’il en soit nous obtenons le bon ordre de convergence ainsi qu’une borne minimax en ”n”.
1.2.3 Le PMDM du bandit
La premie`re partie consistait en une e´tude tre`s fine du comportement non-asymptotique des al-
gorithmes NS. Dans cette partie, nous nous inte´ressons au comportement en temps long de ces
algorithmes. Comme nous l’avons vu dans le premier chapitre, un algorithme stochastique correc-
tement renormalise´ converge en ge´ne´ral vers un processus de di usion. Dans le cas du bandit, le
re´sultat est surprenant.
PROPOSITION 1.2.4. Supposons que – = — Æ 1/2 et g = “1ﬂ1 . Alors, Yn converge en loi vers
la mesure invariante d’un processus de Markov agissant sur les fonctions de classe C1 a` support
compact dans R+ de la manie`re suivante :
Lf(x) = (1≠ p1 ≠ p1x)f Õ(x) + p2
g
x(f(x+ g)≠ f(x))
Remarque On trouvera dans le chapitre 2 une version multidimensionnelle du re´sultat. Par souci
de clarte´ et de pe´dagogie, nous limitons les e´nonce´s a` la version un-dimensionnelle dans la suite.
Ce type de ge´ne´rateur caracte´rise une classe particulie`re de processus de Markov. Introduit par
Davis en 1983, les PMDM sont des processus qui sont l’essentiel du temps de´terministes et dont
la trajectoire est ponctue´e de sauts a` des temps ale´atoires et dont la position apre`s le saut est
elle-meˆme ale´atoire. Les motivations pour l’e´tude de ces processus sont d’origine diverses. On peut
citer par exemple le travail de Malrieu et al. (voir [14]) qui se focalise sur la transmission de donne´es
sur internet ou encore le travail de Gue´rin et al. (voir [49])sur la mode´lisation du mouvement de
bacte´ries, en neurobiologie pour le mode`le de Hodgkin-Huxley dans l’e´tude de l’activite´ neuronale
(K. Pakdaman and al. [[102]), la fiabilite´ d’automates (F. Dufour and Y. Dutuit voir [45]), en
biologie des populations (H.G. Othmer and al. voir [99]).
Plac¸ons nous sur un ouvert   de Rd dont nous noterons la frontie`re ˆ  et   son adhe´rence. Un
PMDM est un processus qui se de´finit par le biais de trois caracte´ristiques :
— le flot „ qui de´finit la trajectoire entre les sauts.
— le taux de saut ⁄ qui de´termine l’intensite´ des sauts.
— le noyau de transition Q qui permet de de´terminer la position du processus apre`s un saut.
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Cette formulation tre`s ge´ne´rale se traduit souvent par le ge´ne´rateur infinite´simal associe´. Nous
nous placerons en dimension 1 dans ce qui suit afin de permettre au lecteur une approche plus
aise´e de ces processus. Le ge´ne´rateur d’un PMDM est de la forme :
Lf(x) = g(x)f Õ(x)¸ ˚˙ ˝
Flot De´terministe
+⁄(x)
⁄
 
(f(y)≠ f(x))Q(x, dy)
¸ ˚˙ ˝
Saut Ale´atoire
Dans ce cas, on peut pre´ciser la nature du flot qui ve´rifie l’e´quation suivante :
ˆt„(x, t) = g(x)ˆx„(x, t)
„(x, 0) = x
Pre´cisons aussi qu’un PMDM peut aussi eˆtre conside´re´ au travers de la chaine de Markov obtenue
en ne conside´rant que les positions du processus au moment du saut.
Dans le cas qui va nous inte´resser la forme du ge´ne´rateur est de la suivante :
Lf(x) = (a≠ bx)f Õ(x) + cx(f(x+ g)≠ f(x)) (1.2.15)
ou` dans le cas du bandit on a
a = 1≠ p1, b = p1, g = “1
ﬂ1
, c = p2
g
et f est une fonction de classe C1 sur R+.
On peut alors de´finir le flot associe´ a` ce PMDM. Il est de´finit par;
ˆt„(x, t) = (a≠ bx)ˆx„(x, t)
„(x, 0) = x œ R+
c’est-a`-dire
„(x, t) = a
b
+ (x≠ a
b
)e≠bt.
Ainsi, „ est croissant (resp. de´croissant) en temps si x > ab (resp. x < ab ). Ce processus suit donc
la trajectoire suivante : le flot est exponentiel entre les sauts et ces derniers sont d’intensite´ cx et
additifs de taille g. Il est a` noter que g e´tant fini et positif, le processus est de´fini p.s sur R+, positif
et n’explose pas en temps fini. La figure 1.2.3 illustre ce comportement.
Existence d’une mesure invariante Il est facile de voir que le processus posse`de une unique
mesure invariante. L’existence est assure´e par la fonction de Lyapounov V (x) = x car applique´e
au ge´ne´rateur, on obtient la formule suivante
LV (x) = a≠ (b≠ cg)V (x)
Cette e´galite´ assure aussi la non-explosion du syste`me. L’unicite´, quant a` elle, est assure´e par les
re´sultats que nous allons e´tablir (notamment la convergence pour les distances de Wasserstein).
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Figure 1.2 – Exemple de trajectoire du PMDM du bandit.
Distances de Wasserstein et en Variation Totale
En plus d’eˆtre un moyen pour montrer l’unicite´ de la mesure invariante du PMDM, l’obtention de
vitesse de convergence pre´sente un inte´reˆt pratique important. En e et, en e´tant capable de don-
ner des vitesses pre´cises nous pourrions e´tablir des intervalles de confiances pour les parame`tres
de succe`s. Les di culte´s sont cependant nombreuses car la mesure invariante est pratiquement
inconnue (en dehors de son support) et les PMDM ne sont pas des processus re´versibles ce qui
rend l’usage de distance telle que la distance L2 ([51]) impossible. Pour ces raisons, nous travaille-
rons avec des distances moins sophistique´es mais plus aise´es a` manier. Dans un premier temps,
travaillons avec les distances de Wassertein.
La distance de Wasserstein d’ordre p Ø 1 est de´finie pour tout couple de mesures de probabilite´s
µ et ‹ de Rd par :
Wp(µ, ‹) = inf
Ó
E (|X ≠ Y |p)) 1p | L(X) = µ,L(Y ) = ‹
Ô
.
Du fait de cette de´finition, il est facile de voir que trouver une borne pour un couple de mesure
su t car la distance est de´finie par un inf. On note aussi qu’en controˆlant les moments du processus
et en cre´ant un couplage (Xt, Yt)tØ0 de sorte que l’ordre entre les deux composantes soit pre´serve´
au cours du temps, nous arriverons a` borner cette distance. Ceci donne lieu au re´sultat suivant :
THEOREME 1.2.8. Soit p Ø 1 et notons pour tout t Ø 0 µt := L(Xµ0t ) ou` (Xµ0t ) est un processus
de ge´ne´rateur L avec pour mesure de de´part µ0 (de support inclus dans Rú+). Si p = 1, nous avons----⁄ x(µ0 ≠ µŒ)(dx)---- e≠ﬁt ÆW1(µt, µŒ) ÆW1(µ0, µŒ)e≠tﬁ
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et si p > 1, il existe une constante “p telle que
Wp(µt, µŒ) Æ “pe≠ tﬁp .
ou` (“p)pØ1 ve´rifie la relation de re´currence suivante “pp = “p≠1p≠1 [pa+ (1 + g)p].
La seconde distance qui va nous inte´resser est la distance en Variation Totale. Elle est de´finie
comme suit :
ÎµPt ≠ ‹PtÎTV = inf P(X ”= Y )
ou` Pt est le semi-groupe du processus de Markov conside´re´. L’infimum est pris sur tous les couples
(X,Y ) tels que L(X) = µ, L(Y ) = ‹.
En tirant profit du couplage utilise´ pour obtenir les bornes en distances de Wassertein, nous allons
essayer de rapprocher les deux trajectoires dans un compact bien choisit pour ensuite essayer de
les coller. Ceci donne lieu au re´sultat suivant :
THEOREME 1.2.9. Soit µ0 la distribution de de´part du processus dont on supposera qu’elle a des
moments de tout ordre. Alors pour tout Á > 0, il existe un re´el CÁ > 0 tel que :
Îµ0Pt ≠ µŒPtÎTV Æ CÁe≠(–ﬁ≠Á)t with – = 12 + bﬁac
.
Cette borne semble a` la bonne e´chelle en temps meˆme si les constantes entrant en jeu dans l’ex-
ponentielle sont loin d’eˆtre optimales.
Ide´e des preuves
Ces preuves reposent sur des arguments de couplage. Pour le lecteur non familier de ces me´thodes
nous de´finissons les termes principaux qui entrent en jeu.
Nous commenc¸ons par de´finir la notion de couplage primordiale dans notre e´tude.
DEFINITION 1.2.5. Soient µ et ‹ deux mesures de probabilite´s. Un couplage de µ et ‹ est un
couple de variables ale´atoires (X,Y ) suivant respectivement les lois µ et ‹.
Pour quantifier la vitesse de convergence pour la distance de Wasserstein, on va se donner deux
variables ale´atoires dont la dynamique est celle induite par le ge´ne´rateur du PMDM. Du fait de sa
de´finition, obtenir une vitesse de convergence pour la distance de Wasserstein se fait en obtenant
une vitesse de convergence pour un couplage quelconque. Ici la proprie´te´ centrale est la monotonie
stochastique. Autrement dit, si on donne un couplage (Xt, Yt)tØ0 tel que X0 Ø Y0 alors pour tout
t Ø 0 on a Xt Ø Yt. Le PMDM du bandit ve´rifie cela car les saut sont positifs et l’on peut ainsi
controˆler l’ordre entre les deux marginales du couplage en s’assurant que la plus haute soit la seule
a` pouvoir e ectuer des sauts seule. Cette proprie´te´ va jouer un roˆle primordiale dans la construction
de nos couplage qui ve´rifieront cette proprie´te´ et permettront ainsi l’obtention de vitesse. La figure
1.2.3 illustre cette ide´e. Mathe´matiquement, cela se traduit par un ge´ne´rateur infinite´simal qui
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Figure 1.3 – Un exemple de trajectoire pour un couplage stochastiquement monotone. La com-
posante la plus haute saute seule ou alors les deux composantes sautent en meˆme temps.
caracte´rise un tel couplage :
Lf(x, y) = (a≠ bx)ˆxf(x, y) + (a≠ by)ˆyf(x, y)¸ ˚˙ ˝
flot des trajectoires
(1.2.16)
+ cy (f(x+ g, y + g)≠ f(x, y))¸ ˚˙ ˝
saut simultane´
+ c(x≠ y) (f(x+ g, y)≠ f(x, y))¸ ˚˙ ˝
saut seule de la composante la plus haute
avec une expression syme´trique dans le cas y > x. La suite de la preuve se re´sume a` remarquer les
processus Xt et Yt ve´rifient la proprie´te´ suivante :
E(|Xt ≠ Yt|)p = E(Xt ≠ Yt)p
Cette expression permet de ramener l’e´tude des distances de Wasserstein a` celle des moments du
ge´ne´rateur de´finit ici. Il est a` noter que la borne obtenue pour ces distances semble eˆtre optimale
comme le sugge`re le cas p = 1. Dans e et le cas p = 1, nous posse´dons une formulation variationnelle
explicite qui nous permet de minorer la distance W1. Plus pre´cise´ment, nous avons le re´sultat
suivant : ----⁄ x(µ0 ≠ µŒ)(dx)---- e≠ﬁt ÆW1(µt, µŒ) ÆW1(µ0, µŒ)e≠tﬁ
Pour la distance en Variation Totale, le sche´ma de preuve change. En e et, nous conside´rons un
couplage et nous allons attendre que les deux trajectoires soient su samment proches avec une
probabilite´ controˆle´e par la borne de Wasserstein obtenue pre´ce´demment. Ensuite pour coller les
trajectoires, il faut faire sauter une des composantes avec un temps de retard afin qu’elle se retrouve
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colle´e a` l’autre. La figure 1.2.3 illustre cela.
Figure 1.4 – La composante rouge saute avec un de´calage pour atteindre la composante bleue.
Le travail consiste alors a` construire a` construire un couplage coalescent (un couplage tel que les
deux trajectoires soient e´gales a` partir d’un certain). Plus pre´cise´ment, il s’agit de rapprocher les
composantes au moyen du couplage de Wasserstein pendant un intervalle de temps [0, t1]. Ensuite
pendant un intervalle de temps [t1, t2], nous essayons de coller les trajectoires une fois qu’elles se
trouvent dans un compact dans lequel on peut controˆler de manie`re fine la probabilite´ de couplage.
C’est ce que donne le lemme suivant.
LEMME 1.2.1. Soient Á > 0 et t Ø 1b ln(1+Á). Il existe un couplage (Xt, Yt)tØ0 dont la dynamique
est donne´e par (1.2.15) et tel que sur Ax0,Á
P(Xt = Yt, t Ø s) Ø
1
1≠ c
b
x0Á≠ e≠ ab cs ≠ cÁ
b
2
max(0, 1≠ c
b
Á(x0 + g)),
ou` Ax0,Á =
)
(x, y)|ab < x Æ x0, 0 < x≠ y Æ Á
*
.
Il est a` noter que la preuve que nous donnons semble loin de fournir une constante optimale mais
le re´sultats est bien meilleur que celui que l’on obtiendrait en utilisant le the´ore`me de Roberts et
Rosenthal [15].
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1.3 L’algorithme de boule pesante stochastique
Les proce´dures d’optimisation d’une fonction, dont on a peu (ou pas) d’informations, ont focalise´
l’attention d’un grand nombre de travaux. Les premiers remontent a` presque 400 ans avec Newton
et sa fameuse me´thode de recherche des ze´ros d’une fonction. Les objectifs varient fortement avec la
nature des fonctions conside´re´es. On peut penser notamment aux me´thodes de descente de gradient
(et a` ses nombreuses adaptations) ou` des re´sultats pertinents sont obtenus dans le cas de fonction
ne pre´sentant qu’un seul minimum. Dans le meˆme esprit, on trouvera une multitude de re´sultats
pour des fonctions ayant un seul minimum ou` l’objectif est de construire une proce´dure la plus
rapide possible alors que les me´thodes permettant de traiter le cas de fonctions ayant plusieurs
minima sont base´es sur une bonne exploration de l’espace. Naturellement, ces di e´rents objectifs
ame`nent a` des vitesses de convergence di e´rentes. Ainsi on trouve les cas suivants de vitesse. Tout
d’abord, la me´thode de Newton est quadratique (elle produit une vitesse en e≠n2 ou` n est le
nombre d’ite´ration de la proce´dure) a` condition de l’initialiser de manie`re ade´quate. Les me´thodes
de descente de gradient sont line´aires (e≠n) pour des fonctions fortement convexes (i.e. fonctions
convexes dont la hessienne est de´finie positive). Pour des fonctions convexes plus ge´ne´rales (non
fortement convexes en particulier), on trouve des bornes en O(n≠1). Enfin, il existe des me´thodes
plus rapides en O(n≠2). Ce sont principalement les me´thodes dites d’ordre 2 car elles font appel a`
deux points : un qui va converger vers le minimum et le second qui permet de ge´rer les proble`mes
rencontre´s par les me´thodes de type descente de gradient. La me´thode de Nesterov est l’une des
me´thodes d’ordre 2 les plus ce´le`bres et l’on sait que dans les re´sultats qui donnent des bornes
infe´rieures pour la vitesse de convergence (voir [95]), les fonctions construites utilise´es sont d’ordre
2. La me´thode de Nesterov produit ainsi une vitesse optimale (voir [96]) et reste encore a` ce jour
un myste`re car il n’existe pas (a` notre connaissance) d’explication claire et pre´cise pour justifier
l’e cacite´ d’une telle me´thode. Cependant, les me´thodes de descente ne fonctionnent plus quand
plusieurs minima locaux existent.
Un algorithme de descente de gradient ne peut, en e et, en aucun cas distinguer un minimum local
d’un minimum global et il faut alors re´fle´chir a` de nouvelles strate´gies pour re´soudre ce proble`me.
Une solution est d’introduire une composante ale´atoire (via un mouvement brownien), c’est l’ide´e
de Kirkpatrick, Gelatt et Vecchi qui, en 1983, propose`rent l’algorithme de recuit simule´. L’ide´e est
de donner a` l’algorithme une excitation su sante afin de ne pas eˆtre pie´ge´ par un minimum local.
Intuitivement, la composante ale´atoire cre´e une excitation qui relance l’algorithme a` l’approche
d’un minimum local. Malheureusement, cet algorithme est trop lent car il visite beaucoup de zones
de l’espace. Il faut alors songer a` de nouvelles strate´gies.
En e et, Il faut o rir a` l’algorithme un moyen d’explorer l’espace et surtout d’apprendre de son
passe´ (a` l’instar des algorithmes de bandit).C’est en quelque sorte l’ide´e de la descente de gradient
moyenne´e introduite par Polyak (1964) ou` l’on conside`re un algorithme de descente de gradient
avec une moyennisation sur tout le passe´ de la trajectoire qui o re a` l’algorithme une me´moire lui
permettant d’apprendre de son passe´. Notre travail a pour but d’e´tudier une version stochastique
de cette proce´dure et de comprendre son fonctionnement tant sur le point the´orique que pratique.
En e et, nous de´gagerons dans ce travail des re´sultats de convergence pour des fonctions ge´ne´rales,
des vitesses pour des fonctions convexes et meˆme un the´ore`me de convergence en loi dans un cas
spe´cifique.
36
Contenu de la sous-partie
Dans cette partie, notre objectif est de pre´senter les re´sultats de l’article Stochastic Heavy Ball.
Dans cette optique, nous commencerons par rappeler quelques uns des re´sultats associe´s au proces-
sus de boule pesante afin de poser un cadre naturel pour notre e´tude. Ensuite, nous pre´senterons
nos re´sultats qui sont axe´s sur la convergence d’une version stochastique de l’algorithme de Po-
lyak. Nous verrons que l’on peut garantir la convergence sous des hypothe`ses raisonnables pour
une classe de fonctions large puis nous verrons comment on peut assurer la convergence vers un
minimum local. L’obtention de vitesse est en revanche plus complexe mais sera e ectue´e dans
le cas des fonctions fortement convexes avec un re´sultat fortement de´pendant des parame`tres du
proble`me. Enfin, nous terminons par un re´sultat de convergence en loi dans le cadre des me´moires
exponentielles.
1.3.1 La descente de gradient
Construire des proce´dures afin de minimiser une fonction dont on a peu d’informations au pre´alable
est une taˆche qui be´ne´ficie d’une litte´rature tre`s vaste du fait, notamment, des nombreux domaines
d’applications de telles proce´dures. On pourra citer la me´canique des fluides avec notamment
l’e´tude des e´coulements diphasiques (e´coulement de plusieurs fluides ensemble) qui fait appel a` des
me´thodes de gradient conjugue´ (voir [84]). On peut aussi penser a` toutes les the´matiques connexes
au machine learning ou` le but est la minimisation d’une fonction de la forme
f(.) + ⁄Î.Î–
ou` f est une fonction convexe et – œ {1, 2}. On parle de re´gression Ridge si – = 2 et on parle de
proble`me de LASSO pour – = 1 voir [119].
L’une des me´thodes les plus anciennes et des plus connues est celle de Newton. Appelons f la fonc-
tion a` minimiser et supposons la deux fois di e´rentiable. La me´thode de Newton unidimensionnelle
est l’algorithme suivant :
xn+1 = xn ≠ f
Õ(xn)
f ÕÕ(xn)
Le graphique 1.3.1 de´crit la me´thode via une repre´sentation graphique. Cette me´thode posse`de un
Figure 1.5 – Me´thode de Newton sur un exemple simple.
inconve´nient de taille a` savoir la division par la de´rive´e seconde de la fonction f . Ceci exclut un bon
nombre de fonction meˆme s’il est connu que dans un intervalle proche du point de convergence, la
vitesse de l’algorithme est ge´ome´trique. Pour palier ce proble`me, on pourrait envisager de remplacer
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la de´rive´e seconde par une constante et c’est ce qui donne lieu a` une autre me´thode d’optimisation
vastement e´tudie´e : la descente de gradient.
La descente de gradient est, comme son nom l’indique, un algorithme qui progresse suivant la pente
induite par le gradient. Plus concre`tement, l’algorithme prend la forme suivante
xn+1 = xn ≠ —Òf(xn) (1.3.17)
ou` — est une constante que l’on ajuste en fonction de la re´gularite´ de la de´rive´e seconde de f dans
un cas ide´al. Cette me´thode s’interpre`te comme une minimisation a` chaque e´tape de la meilleure
approximation quadratique (obtenue par un de´veloppement de Taylor) de la fonction f (voir [97]).
On peut facilement comprendre les limites de cet algorithme via un petit calcul que nous de´taillons.
f(xn+1)≠ f(xn) Æ ≠—f Õ(xn)2 + —
2
2 f
ÕÕ(›n)f Õ(xn)2
ou` ›n œ [xn, xn+1]. En supposant f ÕÕ majore´e uniforme´ment par une constante L, on parvient a`
l’ine´galite´ suivante
f(xn+1)≠ f(xn) Æ ≠(— + L—
2
2 )f
Õ(xn)2
Une optimisation en — ame`ne au choix suivant
— = 1
L
Ces conside´rations posent des questions sur l’application de cette me´thode. En e et, la calibra-
tion de — est proble´matique car le coe cient L n’est pas connu de l’utilisateur de la proce´dure
dans la plupart des cas. On peut ne´anmoins contourner ce proble`me en choisissant une me´thode
d’estimation pour approcher cette valeur ou alors utiliser une borne supe´rieure. Mais le ve´ritable
proble`me de cette me´thode est de ne pas eˆtre capable de distinguer un extremum local d’un ex-
tremum global. Prenons l’exemple de la fonction de´finie sur la figure (1.6) qui repre´sente un cas
ou` la fonction posse`de un minimum local en 1,39 et un minimum global en 4,3. La figure (1.7)
illustre les convergences vers ces points en fonction du point d’initialisation (et plus pre´cise´ment
en fonction de la proximite´ de ce dernier par rapport a` un point critique). On comprend ainsi que
la me´thode est capable de converger vers un point critique mais est incapable de distinguer si c’est
un extremum global ou local. Le calcul nous montre que la descente de gradient est une me´thode
e cace lorsque le gradient prend de grandes valeurs et, a contrario, c’est une me´thode inadapte´e
pour des fonctions dont le gradient prend des petites valeurs. Si on compare avec les algorithmes
de la premie`re partie, on voit que les faiblesses du gradient sont semblables a` celle de l’algorithme
NS non pe´nalise´. En e et, pour eˆtre en mesure de distinguer les extremum locaux et globaux, un
bon algorithme doit explorer l’espace afin de ne tomber dans le pie`ge que peut repre´senter un
point critique. Dans cette optique, l’ajout d’une composante ale´atoire peut constituer une ide´e
inte´ressante.
Le gradient stochastique
Dans cette partie, on rappelle des re´sultats classique sur l’algorithme du gradient stochastique
afin de voir quelles sont les forces et faiblesses de l’algorithme. On conside`re donc une version
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Figure 1.6 – Graphique de la fonction f : x ‘æ x4 ≠ 11x3 + 41x2 ≠ 61x+ 30.
Figure 1.7 – Convergence du gradient pour la fonction f : x ‘æ x4 ≠ 11x3 + 41x2 ≠ 61x+ 30.
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stochastique de l’algorithme (1.3.17) de´finie comme suit
Xn+1 = Xn ≠ “n+1ÒV (Xn) + “n+1 Mn+1 (1.3.18)
ou` V est une fonction continue et ( Mn)nØ1 est une suite d’incre´ment de martingale. Nous sup-
poserons que
“n = “n≠— , avec — œ (1/2, 1]. (1.3.19)
Cette formulation est une me´thode de gradient ou` l’on a acce`s seulement a` des e´valuations bruite´es
et non biaise´es du gradient de la fonction a` minimiser, ici la fonction V . Ainsi, sous de bonnes
hypothe`ses, on peut s’attendre a` la convergence de l’algorithme comme nous l’avons vu avec le
the´ore`me de Robbins-Siegmund. Ceci donne lieu au re´sultat suivant.
THEOREME 1.3.10. Soit (Xn)nØ1 de´fini par (1.3.18) et (“n)nØ1 ve´rifiant (1.3.19). Sous les hy-
pothe`ses suivantes :
— V est de classe C2, lim
|x|æŒ
V (x) =Œ, |ÒV |2 Æ C(1 + V ).
— Pour tout entier n, E(| Mn+1|2|Fn) Æ C(1 + V (Xn)).
Nous avons
sup
nØ1
E(V (Xn)) <Œ
et
V (Xn) converge p.s vers VŒ
Remarque On notera que ce re´sultat n’est autre qu’une application du lemme de Robbins-
Siegmund. Il garantit donc la convergence de la proce´dure sans toutefois donner une indication
pre´cise de la limite hormis le fait que c’est un point critique (minimum ou maximum? local ou
global ?). De plus, nous n’avons aucune ide´e de la vitesse de cette convergence.
Ainsi, en ajoutant de la convexite´ a` la fonction V on peut obtenir a` la fois la convergence et une
ide´e de la vitesse. On de´finit les hypothe`se suivantes.
(H1) V est convexe, de classe C1 et il existe L > tel que pour tout x, y œ Rd on a
V (x)≠ V (y) Æ ÈÒV (y), x≠ yÍ+ L2 |x≠ y|
2
(H2) Il existe – > 0 tel que pour tout x, y œ Rd on a
V (x)≠ V (y) Ø ÈÒV (y), x≠ yÍ+ –2 |x≠ y|
2
(H3) Pour tout entier n on a, E(| Mn+1|2|Fn) Æ C(1 + V (Xn)).
Nous pre´sentons le re´sultat suivante extrait de [10] et qui donne une vitesse pour les fonctions
fortement convexes.
THEOREME 1.3.11. Supposons que (Xn)nØ1 soit de´finie par (1.3.18) et (“n)nØ1 ve´rifie (1.3.19).
Si de plus, les hypothe`ses (H1), (H2) et (H3) sont satisfaites alors
E(|Xn ≠ xú|2) Æ C(L,–, “)“n
ou` C(L,–, “) est une constante de´pendante de L,– et “.
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Remarques Le calibrage de la constante ne peut eˆtre e ectue´ dans la pratique car la fonction V
est inconnue. Les vitesses obtenues sont d’autant meilleurs que — est proche de 1. Cependant(et
nous rencontrerons cette situation dans l’article Stochastic Heavy Ball), ce pas se traite a` part
des autres pour des raisons techniques. Il est a` noter qu’un re´sultat existe pour les fonctions non
fortement convexe (voir [10]). On trouvera aussi dans [10] divers cas dont une application de la
me´thode de moyennisation de Ruppert et Polyak. Naturellement, on peut se poser la question
de l’optimalite´ de cette borne. Les travaux de Yudin et Nemirovski (voir [95]) ont prouve´ que la
vitesse optimales dans le cadre stochastique pour une fonction fortement convexe est de l’ordre de
O(1/n) et O(1Ôn) pour les fonctions convexes. Cette vitesse est donc atteignable mais l’on doit
au pre´alable connaitre certains parame`tres du proble`mes.
Les algorithmes exploratifs
Parmi les autres solutions propose´es pour de´terminer le minimum d’une fonction pre´sentant plu-
sieurs extrema locaux, l’une des premie`res est celle qui consiste a` ajouter une composante brow-
nienne a` la descente de gradient. Introduit par Kirkpatrick, Gelatt et Vecchi en 1983, l’algorithme
du recuit simule´ est de´crit comme suit
dXt = ≠Òf(Xt)dt+Ô‡tdBt
Ici le point important est le choix de ‡t comme le montre Hajek (voir [61]). En e et, pour obtenir
un algorithme pertinent il faut choisir
‡t =
K
log(t) , avec K > 0
Cette e´quation propose une proce´dure e cace qui converge bien vers le minimum global de f .
Cependant, cet algorithme est tre`s lent car il passe beaucoup de temps a` explorer certaines zones
avant de finir par les quitter. L’application d’une fonction ‡ logarithmique est donc dans la pratique
impossible et c’est pour cela que des fonction ge´ome´triques (voir [39]) ou encore des fonctions
adaptatives (voir [59]) sont pre´fe´re´es.
L’ide´e du recuit simule´ est donc de donner de l’inertie instantane´e a` l’algorithme mais comme
nous l’avons dit la vitesse paˆtit de la trop longue exploration. Il faudrait donc un algorithme qui
soit capable d’explorer et d’exploiter les informations glane´es au cours des trajets (encore une
fois l’e´quilibre entre exploration et exploitation est au coeur de la proble´matique). C’est l’ide´e
qui motive les travaux de Polyak (voir [109]) en proposant l’algorithme de descente de gradient a`
me´moire. L’ide´e de ce proce´de´ est de ne plus e ectuer une descente selon la position courante mais
sur une moyennisation de la trajectoire sur tout son passe´. Pour ce faire, nous introduisons deux
fonctions h et k positives et croissantes et conside´rons l’algorithme suivant
dXt = ≠ 1
k(t)
Qa t⁄
0
h(s)Òf(Xs)ds
Rb dt (1.3.20)
Cet algorithme a e´te´ e´tudie´ dans des cadres aussi bien de´terministes que stochastiques. Dans le
cadre de cette the`se nous nous focaliserons sur le cas ou` h = k˙.
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1.3.2 Descente de gradient a` me´moire : Panorama des re´sultats connus
Cadre de´terministe
Parmi les travaux ayant inspire´ les re´sultats de cette the`se, on peut commencer par citer les travaux
de [35] et [36] qui s’attachent a` e´tudier avec une e´quation di e´rentielle du second ordre de la forme :
x¨+ a(t)x˙+Òf(x) = 0 (1.3.21)
La fonction a joue e´videmment un roˆle important dans la dynamique d’un processus satisfaisant
(1.3.21). Parmi les cas inte´ressant, on peut noter celui des fonctions du type a(t) = ct , c Ø 1 qui
donnent a` (1.3.21) une structure d’e´quation de Bessel. Plus pre´cise´ment, si on pose f(x) = x22 et
a(t) = 1t on peut facilement voir que les solutions de (1.3.21) sont de la forme
x(t) ƒ C. 1Ô
t
cos(t≠ ﬁ4 ), tæŒ
Le syste`me est alors oscillant avec un amortissement autour du minimum de f . Un autre cas
pertinent est celui ou` a(t) = a > 0. L’algorithme mode´lise alors le mode`le de boule pesante avec
frottements ou` l’on conside`re une boule (soumise a` une force de rappel ≠Òf(x) et une force de
frottement ≠ax˙) e´voluant sur un graphe a` la recherche du minimum d’une fonction. Ici l’algorithme
subit un amortissement constant et n’est ainsi pas un algorithme de descente mais un algorithme
qui peut explorer toutes les zones de l’espace via une inertie porte´e par -Òf(xt) au second ordre.
Les auteurs se sont principalement inte´resse´s aux conditions pour garantir la convergence d’une
part. D’autre part, des conditions sont e´tablies pour assurer la convergence vers un minimum
de la fonction en question. Il est notamment attendu que le choix de la fonction a joue un roˆle
pre´ponde´rant. C’est ce que met en avant la proposition suivante :
PROPOSITION 1.3.5. Si on note V (t) = f(xt) + |x˙t|
2
2 alors V˙ (t) = ≠a(t)|x˙t|2. En particulier, les
solutions de (1.3.21) sont de´finies sur R+ et restent borne´es. De plus,
’t > 0 V (t)≠min f Ø (V (0)≠min f) exp(≠2
t⁄
0
a(s)ds)
On de´duit de cela que si
ts
0
a(s)ds <Œ alors les trajectoires ne peuvent converger.
Cette proposition limite la forme que peut prendre la fonction a. Pour aller plus loin, il su t de
conside´rer le cas ou` f = 0. En e et les solutions peuvent eˆtre calcule´es exactement
xt = x0 + x˙0
t⁄
0
e
≠
ts
0
a(s)ds
dt
Ce qui entraine une garantie de convergence sous la condition
t⁄
0
e
≠
ts
0
a(s)ds
dt <Œ
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Ces re´sultats vont poser naturellement un cadre a` l’e´tude e ectue´ par [52] puisque dans ce cas,
a(t) = c/t avec c > 1 ou a(t) = a permettent de garantir ces conditions. Via un changement
de variable astucieux cet algorithme est relie´ aux me´thodes de Nesterov et de boule pesante.
Nous de´taillons ici ces connexions de manie`re explicite avant de pre´senter les re´sultats de [52].
Tout d’abord, nous commenc¸ons par expliciter le changement de variable permettant de passer de
(1.3.20) a` (1.3.21). Si (xt)tØ0 est solution de (1.3.20) alors (x˜t)tØ0 est solution de (1.3.21) avec
x˜s = x·(s) et ·˙(s) =

(k.h≠1)(·(s)) ou` a(s) = k˙h+ h˙k2h3/2k1/2 ¶ ·(s)
En particulier, les re´sultats de [35] et [36] font ressortir deux types de fonctions k qui pre´sentent un
inte´reˆt a` eˆtre e´tudie´. D’une part, on peut choisir at = r avec r > 0 ce qui revient a` choisir k(t) =
r2er
2t et on a alors ·(s) = rÔs. L’algorithme trouve une interpre´tation physique en s’apparentant
a` l’algorithme de boule pesante. Cet algorithme repre´sente une boule qui se de´place le long du
graphe d’une fonction en e´tant soumise aux seules forces de gravite´ et de frottement. Les re´sultats
sont nombreux pour cette me´thode et nous renvoyons le lecteur a` [56] pour une e´tude pre´cise pour
des fonctions convexes dans le cas discret de´terministe. L’autre choix que l’on peut s’autoriser est
de prendre at = rt avec r > 0 ce qui revient a` choisir k(t) = t
r+1
2 et on a alors ·(s) = s22r≠1 .
L’algorithme est alors apparente´ a` la fameuse descente de gradient acce´le´re´e de Nesterov (1983)
de´crite par les ite´rations suivantes :Y][xn+1 = yn ≠ —Òf(xn)yn+1 = xn+1 + n
n+ r (xn+1 ≠ xn)
(1.3.22)
pu` — et r sont des re´els positifs. En utilisant un de´veloppement de Taylor a` l’ordre 2 il est possible
de relier (1.3.22) a` l’e´quation di e´rentielle suivante :
x¨+ r
t
x˙+Òf(x) = 0 (1.3.23)
Cette connection est inte´ressante et le travail [114] s’attache a` comprendre le roˆle de la constante
r et d’obtenir des vitesses de convergence pour de telles e´quations di e´rentielles. En particulier, il
en ressort un phe´nome`ne particulier lorsque l’on travaille avec (1.3.23). En e et, l’algorithme de
Nesterov d’origine est e´crit avec r = 3 et il se trouve que cette constante est un seuil a` partir duquel
l’algorithme converge (voir [114]). Tout d’abord, la convergence de l’algorithme se fait a` une vitesse
O(1/t2) (voir [114]) et O(1/n2)(voir [96]) pour tout entier r Ø 3 et on observe une de´te´rioration de
cette vitesse pour des valeurs de r infe´rieures a` 3. Il existe peu de travaux dans la litte´rature qui
donne une explication quant a` l’e cacite´ de la me´thode de Nesterov. On pourra ne´anmoins citer
[2] qui propose une interpre´tation particulie`rement inte´ressante en mettant en avant que le sche´ma
de Nesterov n’est autre qu’un moyen de ge´rer les proble`mes rencontre´s par la descente de gradient
en pre´sence de petites valeurs du gradient. Ici, cette constante 3 semble ouvrir une porte quant a`
une explication via des e´quations di e´rentielles ce qui constituerait un pont des plus inte´ressants.
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Cadre stochastique
Le cadre de notre travail s’inscrit dans la suite logique de l’article [52] ou` les auteurs se sont attele´s
a` la compre´hension de l’e´quation suivante :
dXt = ≠ 1
k(t)
Qa t⁄
0
k˙(s)Òf(Xs)ds
Rb dt+ ‡(Xt)dBt (1.3.24)
Cet algorithme a la particularite´ de ne pas eˆtre markovien (il a de la me´moire) mais il est markovien
d’ordre 2. En e et, en posant
Yt =
1
k(t)
Qa t⁄
0
k˙(s)Òf(Xs)ds
Rb dt,
on obtient un processus de Markov en conside´rant le syste`me suivant :;
dXt = ‡(Xt)dBt ≠ Ytdt
dYt = r(t)(ÒU(Xt)≠ Yt)dt,
ou` r(t) = k˙(t)k(t) . Le processus (Xt, Yt)tØ0 est alors markovien inhomoge`ne en temps ayant pour
ge´ne´rateur infinite´simal :
Af(x, y, t) = ≠Èy, ˆxfÍ+ r(t)ÈU(x)≠ y, ˆyfÍ+ 12Tr(‡(x)
úD2xf‡(x)) + ˆtf
avec f : Rd◊Rd◊R+ ‘æ R une fonction de classe C2. Cet algorithme est a` rapprocher des e´quations
de Fokker-Planck cine´tique ou` on e´tudie l’e´volution d’un couple position/vitesse (Xt, Vt)tØ0 solution
du syste`me suivant : ;
dXt = Vtdt
dVt = ≠(ÒU(Xt)≠ Vt)dt+ ‡dBt,
On note cependant une di e´rence de taille puisque le bruit est sur la seconde composante alors que
le gradient moyenne´ a lui un bruit sur la premie`re (pour des raisons techniques essentiellement).
L’autre di e´rence est que dans l’e´tude de l’e´quation de Fokker-Planck cine´tiques, on connait ex-
plicitement la mesure invariante de la di usion (voir par exemple [121]), alors que pour le gradient
moyenne´ ce n’est pas le cas.
L’e´tude de [52] porte alors sur le comportement en temps long de l’algorithme. Tout d’abord,
l’existence de solutions s’obtient en exhibant une fonction de Lyapounov. On a le re´sultat suivant
tire´ de [53].
PROPOSITION 1.3.6. Supposons que Tr(‡(x)úD2U‡(x)) Æ CU(x), alors il existe des solutions
(fortes) pour (1.3.24). De plus, si E(U(X0)+|Y0|2) <Œ alors pour tout T > 0, on a sup
0ÆtÆT
E(U(Xt)+
|Yt|2) <Œ.
Les auteurs obtiennent des re´sultats sur les mesures limites lorsqu’elles existent. D’une part, il y
a un travail sur l’hypoellipticite´ (i.e la re´gularite´ de la mesure limite) et ensuite un travail sur
la caracte´risation de cette dernie`re. Deux types de fonctions r, appele´e me´moire, sont a` l’e´tude.
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Tout d’abord, la me´moire dite polynomiale correspond au choix k(t) = exp(rt) avec r > 0 et donc
r(t) = r. Sous les hypothe`ses suivantes :
— ‡ et f sont de classes CŒ et ‡ est uniforme´ment elliptique.
— dim
!
x œ Rd|det(D2f(x) = 0") Æ d≠ 1
On obtient alors le re´sultat suivant :
THEOREME 1.3.12. Le semi-groupe Pt associe´ a` (1.3.24) admet une densite´ pt(z, .). De plus,
zÕ ‘æ pt(z, zÕ) est de classe CŒ sur Rd ◊ Rd et z ‘æ Pt(z, .) est fortement fellerien. De plus, si
lim inf
xæŒ
f(x)
x =Œ, alors pour tout z œ Rd le support de z ‘æ Pt(z, .) est Rd ◊Rd. Par conse´quent, il
existe au plus une seule mesure invariante ‹r pour (Pt)tØ0.
Si on suppose l’existence de ‹r alors cette mesure admet une densite´ pr qui est l’unique solution
positive de l’e´quation suivante
Èy,ÒxprÍ+ 12Tr(‡
úD2xpr‡) + rÈy ≠Òf(x),Òypr + prÍ = 0
et elle ve´rifie
s
Rd◊Rd
pr(x, y)dxdy = 1.
Si ce the´ore`me se focalise sur la re´gularite´ et l’existence de la mesure invariante, d’autres re´sultats
pre´cisent les comportements possibles en fonction des me´moires. Si dans le cas ou` lim
tæŒ r(t) > 0
on peut conclure quant a` l’existence d’une mesure invariante, les proble`mes commencent quant on
s’attaque a` la me´moire dite polynomiale i.e r(t) = rt avec r > 0. C’est ce qu’illustre la proposition
suivante
PROPOSITION 1.3.7. Supposons que |Òf |2 Æ C(1 + f) et qu’il existe une constante ⁄ > 0 tel que
Tr(‡úD2f‡)(x) Ø ⁄. Alors si r(t) æ 0 et que l’on peut trouver tÕ > 0 tel que rÕ(t) + 2r2(t) Ø 0
pour tout t Ø tÕ, on a alors pour tout (x, y) œ Rd ◊ Rd,
lim sup
tæŒ
r(t)Ex(|Xt|2) > 0
Il est possible de rendre ce re´sultat plus pre´cis en spe´cifiant une fonction f et dans le cas de la
dimension 1. On retrouve alors un the´ore`me central limite dans l’esprit de celui e´nonce´ pour les
algorithmes stochastiques.
THEOREME 1.3.13. Supposons que d = 1 et f(x) = x22 et k(t) = (1 + t)r avec r > 1/2. Alors
— Ex(|Xt|2) ≥ t2r+1 et limtæŒEx(|Yt|
2) = r2r+1
— AÚ
2r + 1
t
Xt,
Ú
2r + 1
r
Yt
B
∆L N (0, I2) p.s tæŒ
Divers cas se pre´sentent et on pourrait re´sumer les comportements en fonction de la me´moire
comme suit. En notant, rŒ = lim
tæŒ r(t), nous avons :
— rŒ œ (0,Œ] : le syste`me est stable et on peut donner des re´sultats de convergence vers
une mesure invariante. On peut meˆme rapprocher le comportement de celui de l’e´quation
di e´rentielle suivante : dZt = ≠ÒU(Zt)dt+ ‡(Zt)dBt.
— rŒ = 0 : le syste`me est instable car il a trop de me´moire. On se dit alors que la me´moire
polynomiale est un mauvais choix a` moins de choisir ‡ tendant lui aussi vers 0 (quand t
tends vers l’infini) su samment vite.
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1.3.3 Pre´sentation de nos re´sultats
L’objectif de cette sous-section est de pre´senter nos principaux re´sultats. Nous commencerons par
poser un cadre de travail en accord avec les re´sultats de´ja` existants. Ensuite, nous e´tablirons la
convergence de l’algorithme en pre´sence de plusieurs minima locaux et nous obtiendrons aussi des
vitesses dans le cas favorable des fonctions fortement convexes. L’e´tude se terminera par un re´sultat
de convergence en loi.
De´finitions et premiers re´sultats
Le cadre de´fini par [52] permet naturellement de de´finir un algorithme stochastique associe´ a`
(1.3.20) dans le cas ou` h = k˙. On conside`re ainsi l’algorithme stochastique de´finit comme suit,
(X0, Y0) œ R2d et I
Xn+1 = Xn ≠ “n+1Yn
Yn+1 = Yn + “n+1rn(Òf(Xn)≠ Yn) + “n+1rn Mn+1, (1.3.25)
ou` nous noterons (Fn)nØ0 la filtration naturelle associe´e a` la suite (Xn, Yn)nØ0. Au vu des re´sultats
de [35] et [36], il est naturel de conside´rer deux types de me´moire : les me´moire polynomiale et
exponentielle. Comme nous l’avons vu dans la partie sur les algorithmes stochastiques la suite
d’incre´ment de martingales ( Mn)nØ0 repre´sente l’e´cart entre la vision bruite´e du gradient et sa
ve´ritable valeur i.e
 Mn+1 = Òf(Xn)≠Òf(Xn, Zn)
ou` (Zn)nØ0 est une suite de variables ale´atoires i.i.d. En particulier, nous avons
E(f(Xn, Zn)|Fn) = f(Xn).
Ici, le bruit se situe sur la seconde composante alors que dans [52] il est sur la premie`re. Ceci se
justifie par la formalisation d’un algorithme stochastique, l’ale´a est sur la meˆme composante que
la fonction d’inte´reˆt.
La suite (“n)nØ0 est le pas de l’algorithme et nous de´finissons le temps de l’algorithme par
 n =
nÿ
k=1
“k
de sorte que
 n æŒ
Enfin, la suite (rn)nØ0 joue le roˆle de la fonction r vue dans le cas continu et est de´finie par
rn =
k˙( n)
k( n)
En particulier, si nous choisissons k(t) = ert on parle de me´moire exponentielle et on a
rn = r > 0.
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Si on choisit k(t) = tr, on parle de me´moire polynomiale et on a
rn =
r
 n
.
Hypothe`ses
Dans ce qui suit, Î.Î (resp. Î.ÎF ) fera re´fe´rence a` la norme euclidienne sur Rd (resp. la norme de
Frobenius surMd(R)). Pour toute matrice A œMd(R), on notera ÎAÎŒ := supi,j |ai, j| ou` a.,. fait
re´fe´rence aux coe cients de la matrices A. Il convient de distinguer les hypothe`ses qui concernent
la fonction f , de celles qui concernent le bruit ( Mn)nØ0 ou la suite de pas de l’algorithme.
Commenc¸ons par les hypothe`se relatives a` la function f .
— (Hs) : la fonction f est de classe C2(Rd,R) et ve´rifie
lim
|x|æŒ
f(x) =Œ, ÎD2fÎŒ <Œ, ÎÒfÎ2 Æ cff
Cette hypothe`se est relativement faible puisque l’on demande seulement a` f d’eˆtre deux fois
di e´rentiable, coercive et a` croissance au plus quadratique. Ces hypothe`ses sont a` rapprocher
de celles usuellement utilise´es pour un algorithme stochastique. Nous attirons l’attention du
lecteur sur le fait qu’aucune forme de convexite´ n’apparait ici.
— (HSC(–)) : f est convexe avec – := inf
xœRd
Sp(D2f(x)) > 0 et D2f est lipschitzienne. En
particulier, f est –-fortement convexe et ve´rifie donc
’(x, y) œ R2d, f(x) Ø f(y) + ÈÒf(y), x≠ yÍ+ –2 Îx≠ yÎ
2
E´videmment, cette hypothe`se est la plus favorable dans le cas d’un proble`me d’optimisation
convexe et elle signifie que la hessienne de f est minore´e par –. Supposer D2f lipschitzienne
est utile pour garantir la convergence vers un minimum local de la proce´dure.
Les hypothe`ses sur le bruit sont essentiellement a` mettre en lien avec le controˆle des moments.
— (H‡,p) : Pour tout entier n et p Ø 1 on a
E(Î Mn+1Î2p|Fn) Æ ‡2(1 + f(Xn))p
C’est une hypothe`se standard dans le cas p = 2 pour un algorithme stochastique. A noter ici
que l’on exigera plus en demandant a` cette proprie´te´ vraie pour tout entier p afin d’obtenir
des vitesses de convergence explicites.
— (HGauss,‡) : Pour tout entier n, la transforme´e de Laplace du bruit ve´rifie
’t Ø 0, E(Î exp(t Mn+1)Î2p|Fn) Æ exp( t
2‡2
2 ).
Cette hypothe`se traduit le fait que l’on supposera le bruit sous-gaussien. En particulier,
(HGauss,‡) implique (H‡,p). Si elle est restrictive cette hypothe`se est cruciale pour obtenir
un re´sultat de convergence p.s dans le cas non convexe.
— (HE) : Pour tout entier n, le bruit ve´rifie
’v œ S1Rd , E(|È Mn+1, vÍ||Xn, Yn) Ø cv > 0.
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Cette hypothe`se trouve son utilite´ au moment d’e´tablir la convergence vers un minimum de
f dans le cas non convexe. Elle est a` rapprocher des proprie´te´s d’uniforme ellipticite´ que
l’on trouve dans le cas continu et signifie que si on projette le bruit dans n’importe quelle
direction, il a une espe´rance strictement positive.
Les hypothe`ses sur la pas vont jouer logiquement sur la me´moire rn.
— (H“—) : la suite (“n)nØ0 ve´rifie
’n œ N “n = “
n—
avec — œ (0, 1],
ce qui implique
’— œ (0, 1)  n ≥ “1≠ —n
1≠— alors que  n ≥ “ logn si — = 1.
La me´moire sera donc soit polynomiale i.e rn = r n soit exponentielle i.e rn = r avec r > 0. Ainsi
sous l’hypothe`se (H“—), on a pour les deux me´moiresÿ
næŒ
“nrn =Œ
et ÿ
næŒ
“2nrn <Œ
Nous de´finissons l’ensemble d’hypothe`ses suivant :
— (Hr) : la suite (rn)nØ0 ve´rifieÿ
næŒ
“nrn =Œ et
ÿ
næŒ
“2nrn <Œ et lim sup
næŒ
1
2“n+1
( 1
rn
≠ 1
rn+1
) =: cr < 1
Dans le cas exponentiel, on a cr = 0 alors que dans le cas polynomial on a cr = 12r et il faut alors
choisir r > 1/2. Nous noterons par la suite rŒ = lim
næŒ rn qui vaut soit 0 (me´moire polynomiale)
soit r (me´moire exponentielle).
Un premier re´sultat important
Avant de s’attaquer aux re´sultats de convergence, nous pre´sentons un re´sultat de controle dans
l’esprit du the´ore`me de Robbins-Siegmund. Le controˆle de type Lyapounov s’obtient en conside´rant
la fonction (x, y) ‘æ Vn(x, y) de´pendante de deux parame`tres a, b > 0. Elle est de´finit par
Vn(x, y) = (a+ brn≠1)f(x) +
a
2rn≠1
|y|2 ≠ bÈÒf(x), yÍ,
On obtient en particulier le re´sultat suivant
LEMME 1.3.2. Supposons les hypothe`ses (H‡,p) et (Hs) ve´rifie´es. Si de plus, cr < 1 alors pour
tout couple (a, b) œ R+ tel que
a
b
>
31
2 ‚
ÎD2fÎŒ
1≠ cr ‚ rŒ(cf ≠ 1)
4
,
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il existe
— (i) une constante C1 > 0 et un entier n0 tels que pour tout n Ø n0, on a
’x, y œ Rd; Vn(x, y) Ø C1
5
f(x) + |y|
2
2rn≠1
6
— (ii) des constantes positives C2, C3 et ca,b telles que
E(Vn+1(Xn+1, Yn+1)|Fn) Æ Vn(Xn, Yn)(1+C2“2n+1rn)≠ca,b“n+1|Yn|2≠b“2n+1rn|Òf(Xn)|+C3“2n+1rn
Remarques Cette fonction est proche dans sa structure de celle utilise´e pour les e´quations de
Fokker-Planck cine´tique (voir [121]). Les deux termes f(x) + |y|2/2 ge´ne`rent des termes de la
forme a ≠ |y|2 et le terme ÈÒf(x), yÍ cre´e un terme de la forme ≠|x|2. Bien entendu le re´sultat
ci-dessus va permettre d’e´tablir une bonne partie de nos re´sultats ou du moins eˆtre le point de
de´part de nos preuves.
Le lemme pre´ce´dent ame`ne naturellement le premier re´sultat qui e´tablit la convergence de la suite
(Xn)nØ0 vers un point critique de f .
PROPOSITION 1.3.8. Si (H‡) and (Hs) sont ve´rifie´es et (rn)nØ1 est une suite de´croissante
ve´rifiant (Hr), alors on a
(i)
sup
nØ1
3
E[f(Xn)] +
1
rn
E[ÎYnÎ2]
4
< +Œ
(ii) (Vn(Xn, Yn))nØ1 convergente p.s vers VŒ œ R+. En particulier, (Xn)nØ1 et (Yn/Ôrn)nØ1
sont borne´es p.s..
(iii)
ÿ
nØ1
“n+1rn
3ÎYnÎ2
rn
+ ÎÒf(Xn)Î2
4
< +Œ p.s.
(iv) (Yn/
Ô
rn)nØ0 tends vers 0 quand n æ +Œ l’ensemble des limites de (Xn)nØ0est contenu
dans {x,Òf(x) = 0}. De plus, si pour tout z, {x, f(x) = z}ﬂ{x,Òf(x) = 0} est localement
fini, alors (Xn)nØ0 converge vers un point critique de f .
Une ide´e de la preuve
Les points (i), (ii) et (iii) se prouvent en appliquant le lemme de Robbins-Siegmund.
Le point (iv) demande lui de recourir a` la me´thode de l’ODE (voir notamment [20] et la partie sur
les algorithmes stochastiques de cette the`se). Bien entendu, les deux me´moires e´tudie´es ne vont
pas subir le meˆme traitement. En e et, commenc¸ons par e´tudier le cas de la me´moire exponentielle
qui pre´sente la particularite´ de former un syste`me homoge`ne en temps ; pour rappel on aI
Xn+1 = Xn ≠ “n+1Yn
Yn+1 = Yn + “n+1r(Òf(Xn)≠ Yn) + “n+1r Mn+1, (1.3.26)
Ainsi on peut conside´rer le syste`me suivant ou` l’on pose Zn = (Xn, Yn),
Zn+1 = Zn + “n+1h(Zn) + “n+1‘n+1 (1.3.27)
49
avec
h(x, y) = (≠y, r(Òf(x)≠ y))T , ‘n+1 = (0, r Mn+1)T
L’e´tude suit alors le sche´ma usuel de preuve induit par la me´thode de l’ODE (ref intro) : on
construit un processus par interpolation a ne et on applique le re´sultat de Kushner et Clark (voir
[72]).
Le cas de la me´moire polynomiale suit le meˆme sche´ma de preuve mais demande une renormalisa-
tion. En e et, l’algorithme est donne´ parY][Xn+1 = Xn ≠ “n+1YnYn+1 = Yn + r“n+1 n (Òf(Xn)≠ Yn) + r“n+1 n  Mn+1, (1.3.28)
Ainsi le principal changement avec le cas exponentiel est l’e´chelle de temps qu’il faut modifier. En
e et, on conside`re
“˜n = “n
Ô
rn,  ˜n =
nÿ
k=1
“˜k, Y˜n =
YnÔ
rn
et on obtient ainsi la proce´dure suivante qui est homoge`ne en tempsY_]_[
Xn+1 = Xn ≠ “˜n+1Y˜n
Y˜n+1 = Y˜n
Ú
rn
rn+1)
+ “˜n+1
AÚ
rn
rn+1)
Òf(Xn)≠ rn1Ô
rn+1)
Y˜n +
Ú
rn1
rn+1)
 Mn+1
B
,
(1.3.29)
La preuve suit alors le meˆme sche´ma que le cas exponentiel.
Convergence vers un minimum local
Ici le re´sultat que nous allons e´tablir va plus loin car si on sait que l’algorithme converge vers un
point critique de f , nous n’avons pour le moment aucune garantie de convergence vers un minimum
local. Pour re´soudre ce proble`me, il faut fournir a` l’algorithme un moyen de contourner les mauvais
points critiques appele´s pie`ges et c’est le roˆle de l’hypothe`se (H›). Ce genre de proble`me a e´te´ traite´
par [106] et [20] mais notre algorithme pre´sente la particularite´ de ne pas avoir de bruit sur sa
premie`re composante. Il faut alors adapter les preuves existantes mais l’ide´e d’origine reste la
meˆme : il faut exciter l’algorithme dans les directions re´pulsives afin qu’il puisse e´viter les pie`ges.
Ceci donne lieu au re´sultat suivant :
THEOREME 1.3.14. SI f ve´rifie (Hs), le bruit est elliptique : i.e. (HE) est vraie, et la suite
(“n)nØ1 est telle que (H—) et (Hr) sont satisfaites. Si pour tout z, {x, f(x) = z}ﬂ {x,Òf(x) = 0}
est localement fini, alors :
a) dans le cas rn = r (me´moire exponentielle), si le bruit a des moments borne´s (H‡), alors
Xn converge p.s vers un minimum local f .
b) dans le cas rn = r ≠1n (me´moire polynomiale), si le bruit est sous-gaussien : i.e. (HGauss,‡)
est vraie, alors Xn converge p.s vers un minimum local f pour tout — < 1/3.
Remarque On observe une restriction sur le choix des pas dans le cas de la me´moire polynomiale
car l’algorithme est fortement inhomoge`ne en temps en plus de n’avoir un bruit que sur la seconde
composante. De plus, il est a` noter que dans la plupart des re´fe´rences existantes travaillent avec
un bruit borne´ alors qu’ici il est suppose´ sous-gaussien ce qui implique la restriction sur —.
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Une ide´e de la preuve
Encore une fois, il va falloir se´parer la preuve en fonction du type de me´moire e´tudie´e. Commenc¸ons
par le cas de la me´moire exponentielle.
Me´moire exponentielle
L’ide´e est de se ramener au the´ore`me 1 de [33]. Pour cela on reprend la forme vectorielle (1.3.27)
et on e ectue une line´arisation de la fonction h au voisinage d’un point critique de f que l’on note
x0. Ainsi, on line´arise la de´rive autour de (x0, 0) œ Rd ◊ Rd comme suit :
h(x, y) =
3
0 ≠Id
rD2(f)(x0) ≠rId
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x≠ x0
y
4
+O(Îx≠ x0Î2),
ou`Id la matrice identite´ et D2(f)(x0) la hessienne de f au point x0. On diagonalise ensuite la
matrice associe´e a` D2f(x0) ce qui nous ame`ne a` conside´rer la matrice suivante
A⁄,r :=
3
0 ≠1
r⁄ ≠r
4
ou` ⁄ est une valeur propre de D2f(x0) de partie re´elle strictement ne´gative. Il su t pour conclure
de remarquer qu’une projection dans une direction re´pulsive rend le the´ore`me 1 de [33] applicable.
C’est ce que permet l’hypothe`se H›.
Me´moire polynomiale
Le principe reste le meˆme mais il faut adapter la preuve en tenant compte d’une particularite´
importante. En e et, le processus est inhomoge`ne en temps, il va donc falloir le renormaliser
correctement. Mais il y a aussi des termes de reste qui ne sont pas a` une e´chelle de temps particulie`re
et ne´cessitent donc un traitement spe´cifique.
Commenc¸ons par e ectuer la renormalisation pour la variable Yn.
Y˜n =

 nYn.
Ainsi en posant “˜n := “n+1Ô n on obtient le syste`me suivantI
X˜n+1 = X˜n ≠ “˜n+1Y˜n
Y˜n+1 = Y˜n + r“˜n+1Òf(X˜n) + “˜n+1qn+1 Mn+1 + “˜n+1Un+1
(1.3.30)
ou` qn+1 =

 n+1/ n = 1 + o(n≠1) quand n tend vers l’infini et (Un)nØ1 est de´finie par
Un+1 =
1/2≠ rqn+1 + o(n≠1)Ô
 n
Y˜n + r(qn+1 ≠ 1)Òf(X˜n).
Ainsi le syste`me que l’on e´tudie s’apparente a` celui de l’e´quation di e´rentielle suivante
z˙t = F (zt)
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avec
F (z) = F (x, y) = (≠y,Òf(x)).
Malheureusement, le the´ore`me 1 de [33] est inapplicable, la faute aux termes qui composent ‘˜n+1
car ils sont trop gros. Il nous faut alors aller chercher de nouveaux outils.
Afin de ge´rer les points instables, nous utilisons une fonction de Lyapounov ÷ tire´e de [20] qui
va permettre de montrer que les point critiques sont des minima locaux. Cependant, l’ingre´dient
central de la preuve est le lemme de varie´te´ stable/instable de Poincare´ (voir [108]) sur lequel
repose la construction de la fonction ÷. Cette fonction est de classe C2 sur Rd ◊ Rd, strictement
positive et ve´rifie les proprie´te´ suivantes :
(i) ’z = (x, y) œ N , un voisinage compact d’un maximum local de f , D÷(z) : Rd ◊ Rd ≠æ
Rd ◊ Rd est lipschitzienne, convexe et positivement homoge`ne.
(ii) Il existe 2 constantes k, c1 > 0 et un voisinage U du point (0, 0) tels que
’z œ N ’u œ U ÷(z + u) Ø ÷(z) + ÈD÷(z), uÍ ≠ kÎuÎ2,
de plus si Â Ê+ de´note la partie positive alors,
’z œ N ’u œ U ÂD÷(z)(u)Ê+ Ø c1Î +(u)Î.
(iii) Il existe Ÿ > 0 tel que
’z œ N ÈD÷(z), F (z)Í Ø Ÿ÷(z)
Outre ces proprie´te´s qui en font une fonction de Lyapounov, il faut aussi noter que z ‘æ D÷(z) est
une fonction lipschitzienne. Expliciter la fonction est di cile mais on peut ne´anmoins en dimension
1 voir qu’autour d’un maximum local, on a ÷(x, y) ƒ Îy ≠ xÎ2.
On conside`re ensuite un voisinage N d’un maximum local de f et on de´finit le temps d’arreˆt suivant
TN = inf
nØ0
{Z˜n /œ N}
et on suppose que TN = Œ. L’objectif est alors d’arriver a` une contradiction a` l’aide des suites
suivantes :
 n+1 = ÷(Z˜n+1)≠ ÷(Z˜n), Sn = ÷(Z˜n)
On montre alors en utilisant les proprie´te´s de la fonction ÷ que Sn ne converge pas vers 0 avec
probabilite´ 1 ce qui contredit le fait que Z˜n puisse converger vers un maximum local.
Vitesse de convergence pour les fonctions fortement convexes
Dans le cas ou` f est fortement convexe, notre e´tude peut aller plus loin puisque nous sommes
capables de donner une borne supe´rieure pour la vitesse de convergence. C’est ce que re´sume le
re´sultat suivant.
THEOREME 1.3.15. Soit xı l’unique minimum de f et supposons les hypothe`ses (Hr), (Hs) and
(Hsc(–)) satisfaites, alors
a) Si rn = r (me´moire exponentielle) et — < 1, on a
E|Xn ≠ xú|2 + |Yn|2 . “n
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Si rn = r (me´moire exponentielle) et — = 1, on a
E|Xn ≠ xú|2 + ÎYnÎ2 . n≠(1·–r)log(n)1“–r=1 ,
ou` –r est une constante qui de´pend de – et r.
b) Si rn = r ≠1n (me´moire polynomiale) et — < 1, on a
E|Xn ≠ xú|2 +  n|Yn|2 . “n
Si rn = r ≠1n (me´moire exponentielle) et — = 1, on a
E|Xn ≠ xú|2 + n|Yn|2 . 1logn.
Ici le symbole . signifie que la borne est valable a` une constante pre`s (calculable et calcule´e dans
l’article). La distinction des cas — = 1 et — œ (0, 1) provient du terme  n qui vaut respectivement
log(n) et n1≠— . Il est a` noter que la vitesse est particulie`rement inte´ressante dans le cas — = 1 avec
la me´moire exponentielle puisque l’on sait depuis les travaux de Nemirovski et Yudin (voir [95])
que la vitesse optimale pour des fonctions fortement convexes est de l’ordre de 1/n. Cette vitesse
est atteignable dans notre cas si “–r Ø 1. On voit ainsi que plus –r est grand plus la borne est
meilleure. Un rapide calcul montre que le choix optimale est r = 4–. On a donc tout inte´reˆt a`
prendre r aussi grand que possible. Il est inte´ressant de noter que si on prend r æŒ, on est alors
dans un cas proche du gradient stochastique. On peut ainsi constater que si l’on se place dans le
cas “n = “n≠1 alors une bonne calibration de r (r Ø 2–) montre que l’algorithme de boule pesante
stochastique a une meilleure vitesse que celle du gradient stochastique. On notera cependant qu’il
semble impossible d’obtenir la vitesse O(1/n) inde´pendamment du choix de (“, r), ce que permet
la me´thode de moyennisation de Ruppert et Polyak.
Une ide´e de la preuve
Deux sche´mas de preuve sont propose´s dans l’article. Le premier est une e´tude du cas quadratique
ou`
f(x) = 12ÎAxÎ
2
avec A une matrice syme´trique. Cette e´tude e´tant tre`s calculatoire nous ne la de´taillons pas ici
mais le principe est simple : il s’agit de travailler avec une e´criture vectorielle du syste`me en posant
Zn = (Xn, Yn),
Zn+1 = Zn + “n+1An(Zn) + “n+1‘n+1 (1.3.31)
ou`
An(x, y) =
3
0 ≠1
rn ≠rn
4
et
‘n+1 =
3
0
 Mn+1
4
On montre alors que les valeurs propres cette matrice sont de partie re´elles strictement ne´gatives.
Bien entendu, il faudra distinguer les cas exponentiels et polynomiaux qui di e`rent fortement.
Le cas non quadratique se ge`re a` l’aide de la fonction Vn introduite pre´ce´demment. L’ide´e centrale
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est d’utiliser la formule suivante (tire´e du Lemme 1.3.2)
E(Vn+1(Xn+1, Yn+1)|Fn) Æ Vn(Xn, Yn) + “n+1 n+1
ou`
 n+1 = ≠ca,b|Yn|2 ≠ brn|Òf(Xn)|2 + rn+1
L’ide´e est alors d’utiliser une monte´e en puissance pour le terme
un+1 := (Vn(Xn, Yn) + “n+1 n+1)K
L’objectif est alors d’obtenir une re´currence de la forme
un+1 Æ un(1≠ CKrn + Crn“2n+1) + Crn“2n+1
ou` CK est une constante de´pendante de K.
Ainsi, il nous reste a` calibrerK afin d’obtenir le re´sultat. L’e´tude se re´sume comme suit. Conside´rons
“n = “n≠— avec — œ (0, 1]
— Si rn = r et — < 1, il su t de prendre K = 1.
— Si rn = r et — = 1, il faut choisir CK“ > 1.
— Si rn = r/ n et — < 1, il faut alors choisir K su samment grand pour garantir l’existence
d’un re´el ﬂ > 1 et d’un rang n0 Ø 1 tels que
’n Ø n0, un+1 Æ (1≠ ﬂ
n
)un + Cn≠—≠1.
On a alors
un Æ un0
nŸ
k=n0
(1≠ ﬂ
k
) + C
nÿ
k=n0+1
k≠—≠1
nŸ
¸=k+1
(1≠ ﬂ
k
).
En utilisant 1≠ x Æ exp(≠x) on obtient finalement
un Æ Cn≠ﬂ(1 +
nÿ
k=n0+1
k≠—≠1+ﬂ) Æ Cn≠—
Un re´sultat de convergence en loi
Dans le cas de la me´moire exponentielle, nous parvenons a` obtenir un the´ore`me central limite.
Nous supposerons que f a un unique minimum en xı = 0.
THEOREME 1.3.16. Sous les hypothe`ses du the´ore`me (1.3.15), si rn = r et — < 1 ou si — = 1 et
“–r > 1, supposons que
E
#
( Mn+1)( Mn+1)t|Fn≠1
$
= E
#
( Mn+1)( Mn+1)t|Xn = x
$ næ+Œ≠≠≠≠≠æ ‡2 en probabilite´
(1.3.32)
ou` ‡2 est une matrice syme´trique de´finie positive d◊ d. Alors :
i) l’algorithme renormalise´
1
XnÔ
“n
, YnÔ“n
2
n
converge vers la mesure invariante µ(—)Œ de la di u-
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sion dont le ge´ne´rateur infinite´simal L est de´finit pour les fonctions de classe C2 par :
Lg(z) =
=
Òg(z),
3 1
2“ 1{—=1}I2d +H
4
z
>
+ 12Tr( 
TD2g(z) )
avec
H =
3
0 ≠Id
rD2f(xı) ≠rId
4
et   =
3
0 0
0 ‡(xı)
4
.
ii) Si ‡2(x) = ‡2Id et — < 1, alors µ(—)Œ est une mesure gaussienne centre´e et de matrice de
covariance
‡2
2
3{D2f(xı)}≠1 0d◊d
0d◊d rId
4
En particulier,
XnÔ
“n
=∆ N (0, ‡
2
2 {D
2f(xı)}≠1).
iii) Si “–r > 1 et ‡2(x) = ‡2Id et — = 1, µ(—)Œ est une mesure gaussienne centre´e et de matrice
de covariance de´pendante de r,D2f(xı) et “.
Une ide´e de la preuve
Nous commenc¸ons par renormaliser correctement l’algorithme en conside´rant (Z¯n)nØ1 de´finie par :
Z¯n =
ZnÔ
“n
=
3
XnÔ
“n
,
YnÔ
“n
4
.
f e´tant de classe C2 (et xı = 0), on line´arise Òf au voisinage de 0 en utilisant une formule de
Taylor a` l’ordre 2, on montre l’existence d’un re´el ›n œ [0, Xn] tel que
Òf(Xn) = D2f(›n)Xn.
On a alors
Z¯n+1 = Z¯n + “n+1bn(Z¯n) +
Ô
“n+1
3
0
 Mn+1
4
ou` bn est de´finit par
bn(z) =
1
“n+1
3Ú
“n
“n+1
≠ 1
4
z + C¯nz, z œ R2d, (1.3.33)
avec
C¯n :=
Ú
“n
“n+1
3
0 ≠Id
rD2f(›n) ≠rId
4
. (1.3.34)
Il est important de noter que
1
“n+1
3Ú
“n
“n+1
≠ 1
4
= “≠1(n+ 1)—
5
1 + —2n + o(n
≠1)≠ 1
6
=
;
o(n—≠1) if — < 1
1
2“ + o(1) if — = 1
(1.3.35)
On de´finit alors, a` partir de la suite (Z¯n)nØ1, la suite (Z¯(n))nØ1 de processus a` temps continu
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de´finit par
Z¯(n)t = Z¯n +B
(n)
t +M
(n)
t , t Ø 0, (1.3.36)
avec
B(n)t =
N(n,t)ÿ
k=n+1
“kbk≠1(Z¯k≠1) + (t≠ tn)bN(n,t)(Z¯N(n,t)),
M (n)t =
N(n,t)ÿ
k=n+1
Ô
“k
3
0
 Mk
4
+

t≠ tn
3
0
 MN(n,t)+1
4
.
Rappelons les de´finitions standards utilise´es ci-dessus tn =  N(n,t)≠ n ou`N(n, t) = min
I
m Ø n,
mq
k=n+1
“k > t
J
.
Pour obtenir le re´sultat, nous montrerons que (Z¯(n))nØ1 converge vers une di usion stationnaire,
nous proce`derons en deux e´tapes en montrant la tension de la suite (une forme de compacite´
probabiliste) puis nous identifierons la limite en utilisant un proble`me de martingale.
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1.4 Approximation du re´gime stationnaire du processus de
McKean-Vlasov
L’approximation de la mesure invariante d’un processus est une question dont l’inte´reˆt pratique
trouve sa source dans des domaines divers comme la me´canique. Les me´thodes permettant de
telles e´tudes repose sur les proprie´te´s de convergence vers l’e´tat d’e´quilibre. Principalement, on
peut penser a` deux me´thodes permettant d’illustrer cette convergence. Tout d’abord, on peut
utiliser la convergence en loi du semi-groupe associe´. Dans ce cadre, l’ide´e est de fixer t grand
puis d’approcher Pt(x, .) via une me´thode de Monte-Carlo impliquant la simulation d’un grand
nombre de trajectoires. La seconde approche naturelle consiste a` approximer la mesure d’occupation
(”temporelle”) du processus et est alors base´e sur la simulation d’une seule trajectoire. C’est cette
seconde approche que nous privile´gierons ici pour l’approximation de la mesure invariante de l’EDS
de type McKean-Vlasov.
Dans le cadre des di usions, Talay [118] propose un algorithme base´ sur un sche´ma d’Euler et
de Milstein a` pas constant. Cette technique fait intervenir deux erreurs : l’erreur de discre´tisation
et celle induite par le comportement en temps long. Afin de ge´rer conjointement ces erreurs, les
travaux de Lamberton et Page`s [77] proposent d’introduire un pas de´croissant et ainsi de se ramener
a` l’e´tude d’un algorithme stochastique. Ces re´sultats ont ensuite e´te´ ge´ne´ralise´s par Lemaire [82]
et Panloup [104] pour des processus a` de´rive non-lipschitzienne et a` des e´quations di e´rentielles
stochastiques dirige´es par des processus de Levy. Nos travaux s’inscrivent dans un cadre di e´rent
puisque nous allons tenter d’approcher la mesure invariante d’un processus non markovien.
Le processus de McKean-Vlasov est un processus dont le comportement est de´crit par une e´quation
di e´rentielle dont les coe cients de´pendent de la loi de la solution. Etudie´ pour la premie`re fois
par Henry McKean en 1966 (voir [89]), ce processus peut eˆtre vu comme un mode`le simplifie´ de
l’e´quation de Boltzmann qui de´crit de la densite´ de particules en interaction. Ce processus a attire´
l’attention de nombreux travaux du fait de ses particularite´s structurelles. On trouvera entre autre
des travaux sur l’existence de mesure invariantes ou encore les vitesses de convergence a` l’e´quilibre.
Sa structure particulie`re rend ces e´tudes di ciles mais la propagation du chaos permet de ramener
l’e´tude de l’e´quation di e´rentielle stochastique a` celle d’un syste`me de particules en interactions.
L’heuristique derrie`re la propagation du chaos se niche dans l’asymptotique du syste`me conside´re´.
En e et, on conside`re N particules en interactions les unes avec les autres et en faisant tendre N
vers l’infini ce syste`me se comporte comme l’e´quation di e´rentielle de McKean-Vlasov.
Ces conside´rations vont nous amener a` e´tudier un algorithme stochastique associe´ a` l’e´quation de
McKean-Vlasov pour lequel nous montrerons qu’il o re un moyen d’approcher la mesure invariante.
Comme nous l’avons dit, les me´thodes existantes pour les di usions ne sont pas applicables pour
ce processus mais nous verrons que le processus de McKean-Vlasov se rapproche fortement de la
classe des processus auto-agissants. Ces processus sont des di usions de´finies par une e´quation
di e´rentielle stochastique dont le terme de de´rive fait intervenir tout le passe´ du processus. Nous
profiterons de la proximite´ du processus de McKean-Vlasov avec les di usions auto-agissants et
utiliserons les travaux de [70] et [23] afin de proposer un re´sultat de convergence faible de la mesure
d’occupation d’une version discre´tise´e de l’EDS. Comme nous le verrons la principale di culte´ se
trouve dans la caracte´risation de la limite. Dans la ligne´e des travaux pre´ce´demment cite´s, l’ide´e
sera alors d’identifier une dynamique limite de type EDO sur l’espace des probabilite´s. On fera
alors appel a` la notion de pseudo-trajectoire asymptotique, concept dont on introduira la de´finition
dans la suite.
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Contenu de la sous-partie
Dans cette partie, notre objectif est de pre´senter les re´sultats de l’article en cours de re´daction
Computation of the invariant distribution for stochastic McKean-Vlasov equation. Dans cette op-
tique, nous pre´senterons les e´quations d’inte´reˆt en donnant les principales proprie´te´s connues.
Nous proposerons l’algorithme stochastique a` partir duquel nous construirons le mesure d’occu-
pation dont nous e´tudierons la convergence. La particularite´ de notre e´tude par rapport a` celles
de´ja` existantes est la non-line´arite´ du processus de McKean-Vlasov qui nous poussera a` utiliser
des me´thodes de´veloppe´es pour l’e´tude des processus auto-agissants. Nous pre´senterons ainsi la
notion de pseudo-trajectoire asymptotique qui permet de caracte´riser la limite de notre algorithme
stochastique.
1.4.1 Approximation du re´gime stationnaire de di usions
C’est au de´but des anne´es 90 que les premiers travaux dans le domaine sont apparus sous l’impulsion
de Talay notamment qui proposa une approximation base´e sur le controˆle de deux erreurs. Tout
d’abord, il conside`re un sche´ma d’Euler a` pas constant “ associe´ a` la di usion. Ensuite, une suite de
mesures d’occupations (‹“n)nØ1 associe´es au sche´ma d’Euler pre´ce´demment de´fini. Sous de bonne
hypothe`ses, la convergence vers la mesure invariante est obtenue en faisant tendre n vers l’infini et
“ vers 0.
En introduisant un sche´ma d’Euler a` pas de´croissant, Lamberton et Page`s propose`rent une e´tude
base´e sur un algorithme stochastique. L’ide´e est de conside´rer une suite de pas de temps (‹“n)nØ1
de´croissante et qui tend vers 0 quand n tend vers l’infini. En plus de montrer la convergence vers
la mesure invariante, les auteurs obtiennent des vitesses de convergences et un the´ore`me limite
central en utilisant pour l’essentiel des me´thodes de martingales. Rappelons maintenant quelques
uns de ces re´sultats ainsi que les hypothe`ses standards.
Conside´rons un processus (Xt)tØ0 a` valeurs dans Rd solution de
dXt = b(Xt)dt+ ‡(Xt)dt (1.4.37)
et sa mesure invariante ‹ suppose´e unique. On suppose e´galement que les coe cients b et ‡ sont
continus et localement lipschitziens i.e
’x, y œ Rd tels que |x| Æ c |y| Æ c, |b(x)≠ b(y)|+ |‡(x)≠ ‡(y)| Æ Kc|x≠ y|
Sous ses hypothe`ses, le processus (Xt)tØ0 est markovien de semi-groupe (Pt)tØ0 et de ge´ne´rateur
L de´finit pour toute fonction f œ C2(Rd) par
Lf(x) = 12Tr(‡(x)D
2f(x)‡ú(x)) + Èb(x),Òf(x)Í, x œ Rd
L’e´tude porte alors sur un algorithme stochastique associe´ a` (1.4.37) que l’on de´finit comme suit.
Tout d’abord, on conside`re une suite de pas de´croissante (“n)nØ0 telle que :
lim
næŒ “n = 0
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On de´finit aussi la suite des temps de discre´tisation ( n)nØ0 par
 n =
nÿ
k=1
“k.
On de´finit alors un sche´ma d’Euler (X¯t)tØ0 pour la di usion (Xt)tØ0 comme suit.
X¯0 = x,
X¯ n+1 = X¯ n + “n+1b(X¯ n) +
Ô
“n+1Un+1, n Ø 1
ou` (Un)nØ1 est un bruit blanc.
On associe a` ce sche´ma une suite de mesure empirique (‹¯n)nØ1 de´finie par
‹¯n(dx) =
1
Hn
nÿ
k=1
÷k”X¯ k≠1
(dx)
ou` (÷n)nØ1 est une suite de re´els strictement positifs avec Hn =
qn
k=1 ÷k.
Remarque Une question naturelle ici est celle du choix des suites (“n)nØ1 et (÷n)nØ1. Nous nous
placerons dans le cas pratique ou` “n = ÷n qui s’interpre`te comme la discre´tisation naturelle de la
mesure d’occupation de (Xt)tØ0. La question sur d’autre choix de pas est e´tudie´e notamment par
Lemaire [82] et l’on renvoie le lecteur a` ces travaux pour de plus amples informations.
Nous commenc¸ons par donner une ide´e des re´sultats qui peuvent eˆtre obtenus en nous appuyant
sur [77]. Nous pre´sentons dans un premier temps un re´sultat de convergence sous l’hypothe`se de
l’existence d’une fonction de Lyapounov puis un re´sultat en lien avec la vitesse de convergence
de telles proce´dures. Pour une matrice syme´trique A œ Md, on notera ⁄+A = max(⁄1, ...,⁄d) ou`
⁄1, ...,⁄d sont les valeurs propres de A.
Les hypothe`ses suivantes vont permettre de donner des re´sultats de convergence.
(H1) Il existe une constante Ca positive telle que : |b|2 + Tr(‡‡ú) Æ CaV a.
(H2) Il existe des constantes c, d > 0 tels que : ÈÒV, bÍ+ ⁄pTr(‡‡ú) Æ c≠ dV a.
ou` ⁄p = 12 supxœRd ⁄
+
D2V+(p≠1)ÒV
o
ÒV
V
. Alors,
PROPOSITION 1.4.9. Supposons les hypothe`ses (H1) et (H2) satisfaites pour a œ (0, 1] et p > 2.
Alors,
— on a
sup
nØ1
‹¯n(w, V
p
2+a≠1) <Œ
En particulier, ceci implique la tension de la suite (‹¯n(w, dx))nØ1.
— Toute valeur d’adhe´rence de (‹¯n(w, dx))nØ1 est p.s une probabilite´ invariante pour (Xt)tØ1.
En particulier, lorsque cette mesure est unique alors pour toute fonction f œ C(Rd) telle
que f(x) ƒ V p/2+a≠1(x) on a
‹¯n(w, f)ænæŒ ‹(f).
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Ce re´sultat garantit la convergence pour une certaine classe de fonctions mais ne donne aucune
ide´e de la vitesse. Pour quantifier cela, on s’appuie sur l’e´quation de Poisson associe´ a` L de´finit
comme suit
f ≠ ‹(f) = Lg (1.4.38)
Sous des hypothe`ses d’existence d’une solution note´e gf de (1.4.38), on est alors capable de quan-
tifier la vitesse.
Nous noterons (C5f ) l’hypothe`se suivante :
— Il existe une solution gf de classe C5(Rd) telle que les de´rive´es partielles d’ordre infe´rieure
ou e´gale a` 5 soit domine´es par V 5.
Pour des re´sultats sur l’existence de solutions pour l’e´quation de Poisson et leurs re´gularite´s nous
renvoyons le lecteur a` [74].
Pour comprendre le besoin d’une telle fonction, appliquons la formule d’ˆIto a` la fonction g. On
obtient ainsi
g(Xt) = g(X0) +
t⁄
0
Lg(Xs)ds+
t⁄
0
ÈÒg(Xs),‡(Xs)ÍdBs (1.4.39)
Comme g est solution de (1.4.38) on peut re´e´crire cela comme suit
1
t
t⁄
0
f(Xs)ds≠ ‹(f) = 1
t
t⁄
0
Lg(Xs)ds =
g(Xt)≠ g(X0)
t
≠ 1
t
t⁄
0
ÈÒg(Xs),‡(Xs)ÍdBs¸ ˚˙ ˝
martingale brownienne
Ainsi, en ge´rant de manie`re ade´quate le premier terme du membre de droite et en utilisant un TCL
pour la martingale brownienne, on peut obtenir le re´sultat suivant
1Ô
t
Qa t⁄
0
f(Xs)ds≠ ‹(f)
Rb∆ N (0,‡2f )
Le the´ore`me suivant tire´ et adapte´ de [77] illustre cette ide´e.
THEOREME 1.4.17. Supposons que
|b|2 Æ CaV a, {ÒV, b} Æ Ÿ1 ≠ Ÿ2V a, T r(‡‡ú) = o(V a)
avec a œ (0, 1],Ÿ1,Ÿ2 > 0. Supposons de plus qu’il existe f : Rd ‘æ R ve´rifiant (C5f ), alors
— Si
nq
k=1
“2k
Ô
 n
ænæŒ= 0,

 n(‹¯n(w, f)≠ ‹(f))∆ N (0,
⁄
Rd
|‡úÒgf |2d‹) lorsque næŒ
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On peut aussi obtenir un re´sultat dans le cas ou`
nq
k=1
“2k
Ô
 n
converge vers un re´el — > 0, nous renvoyons
le lecteur a` [77] pour un re´sultat en ce sens. Ce re´sultat permet d’obtenir une vitesse en explicitant
le terme
Ô
 n. Pour cela conside´rons un pas de la forme “n ƒ n≠◊ ce qui entraine alors  n ƒ n1≠◊
si ◊ ”= 1 ou alors  n ƒ log(n) si ◊ = 1. On note alors que
nq
k=1
“2k
Ô
 n
ænæŒ= 0… ◊ > 1/3
ceci entraine une vitesse de convergence maximale pour le choix ◊ = 1/3 avec une vitesse de l’ordre
de n1/3.
Remarque Des de´veloppements sur ce the`me ont e´te´ propose´s par Page`s et Panloup (voir [104],
[100] et [101]) avec une ge´ne´ralisation ”fonctionnelle” de la suite de mesure d’occupation afin
d’approcher le re´gime stationaire global. Le lecteur trouvera dans [104], un algorithme base´ sur
une mesure d’occupation moins moyennisantes afin de re´duire le temps de calcul.
1.4.2 Le processus de McKean-Vlasov
Les e´quations de McKean-Vlasov sont a` l’origine dues a` Anatoly Vlasov qui les utilisa pour
mode´liser la dynamique de particules de plasma en interaction les unes avec les autre. Plus tard en
1966, Henry McKean s’inte´ressa a` ces e´quations en montrant notamment le lien avec les e´quations
de Boltzmann. Commenc¸ons par rappeler la de´finition du processus de McKean-Vlasov. On fixe un
potentiel d’inte´raction W : R2d æ R+, un potentiel de confinement V : Rd æ R+ et on conside`re
l’e´quation di e´rentielle stochastique suivante :
dXt = ≠ÒV (Xt)dt≠ÒxW ú ‹t(Xt)dt+ ‡dBt (1.4.40)
‹t = L(Xt) (1.4.41)
ou` (Bt)tØ0 est un mouvement brownien, avec X0 œ R.
L’existence de solutions pour cette e´quation n’est pas une question triviale. En e et, le processus est
fortement non-line´aire au sens ou` la de´rive fait intervenir la loi de la solution. De plus, le processus
n’est pas markovien (il a de la me´moire) ne´anmoins le couple (Xt, ‹t)tØ0 l’est. On trouvera dans
[120] et [55] des re´sultats d’existence en supposant notamment V et W convexes. Pour faciliter
l’e´tude de ce processus on conside`re souvent un syste`me de N particules (Xit)1ÆiÆN qui sont
solutions des e´quations di e´rentielles suivantes
dXit = ≠ÒV (X(i)t )dt≠
1
N
Qa Nÿ
j=1
ÒxW (Xit , Xjt )
Rb dt+ ‡dBit Xi0 = x0 œ R (1.4.42)
Le lien entre ces e´quations et le processus de McKean-Vlasov tient dans la notion de propagation
du chaos. En e et, si on fait tendre le nombre de particules N vers l’infini, on peut espe´rer qu’une
particule prise au hasard se comporte comme une solution de l’e´quation de McKean-Vlasov.
Cette de´finition est a` l’origine du travail de Bossy et Talay [29] qui ont propose´ un moyen d’ap-
procher le processus de McKean-Vlasov en utilisant notamment la notion de propagation du chaos
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comme moyen d’estimer les erreurs d’approximation dues a` l’utilisation du sche´ma particulaire
(1.4.42).
Avant de pre´senter notre me´thode, il convient de rappeler des re´sultats d’existence a` propos de
mesures invariantes pour l’e´quation de McKean-Vlasov. Il existe des configurations pour lesquelles
on peut avoir plusieurs mesures invariantes comme le montre le re´sultat suivant extrait de [64].
THEOREME 1.4.18. Si V ÕÕ est convexe alors il existe exactement trois mesures invariantes.
Pour des raisons pratiques, nous travaillerons dans le cadre ou` la mesure invariante est unique.
C’est ce qu’illustre le re´sultat de [38].
THEOREME 1.4.19. Si V et W sont des fonctions fortement convexes alors le processus de
McKean-Vlasov admet une unique mesure invariante.
Parmi les autres re´sultats on peut citer les travaux de [92] et [38] qui s’attachent a` trouver des
vitesses de convergence pour des processus dits de Vlasov-Fokker-Planck (une version cine´tique de
l’e´quation de McKean-Vlasov).
1.4.3 Les di usions auto-agissantes
Notre e´tude prend une autre direction en s’appuyant sur les travaux de [23] et [70] ou` l’e´tude du
comportement est faite pour des processus auto-agissants de´finis au travers de l’EDS suivante
dYt = ‡dBt +
Qa t⁄
0
f(Yt, Ys)ds
Rb dt (1.4.43)
ou` (Bt)tØ0 est un mouvement brownien, avec X0 œ R et f une fonction a` valeurs re´elles. On peut
rapprocher les processus de McKean-Vlasov de la classe des processus auto-agissant au sens ou` il
s’agit de processus qui satisfont une e´quation di e´rentielle faisant intervenir le passe´ du processus.
Pour ce type de processus, on trouve une litte´rature assez dense. Le lecteur inte´resse´ pour se
tourner vers les travaux de [38] et ceux de [92] ou` une e´tude portant sur les vitesses de converge
a` l’e´quilibre pour des processus de Vlasov-Fokker-Planck sont donne´es. A l’origine de l’e´tude du
comportement en temps long de tels processus, on trouve les travaux de [42] qui s’inte´ressent a`
la convergence presque sure des di usions auto-agissantes. Pour un panorama plus complet on se
tournera vers le travail de Pemantle [105] et les re´fe´rences qu’il contient.
Les deux travaux qui ont inspire´ grandement notre travail sont ceux de Benaim, Ledoux et Raimond
[23] d’une part et de Kurtzmann [70] d’autre part. En e et, ces deux articles s’inte´ressent a` l’e´tude
de processus auto-agissants respectivement dans les cas compact et non-compact. Dans [23] est
e´tudie´ un processus de la forme :
dXt = ≠ÒxW ú ‹t(Xt)dt+ ‡dBt (1.4.44)
avec W : R2d ‘æ R+ et
‹t =
1
t
t⁄
0
”Xsds.
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ou` ”x est la masse de Dirac au point x. Le symbole ú de´signe la convole´e et est de´finit comme suit
f ú ‹(x) :=
⁄
Rd
f(x, y)‹(dy)
En d’autres termes, on fait interagir le processus avec son passe´ au travers du potentiel W .
L’e´tude porte sur le comportement en temps de la suite de mesure d’occupation (‹t)tØ0. Les auteurs
montrent que cette dernie`re converge presque suˆrement en utilisant la notion de pseudo-trajectoire
asymptotique introduite par [21] pour caracte´riser la limite. Les travaux de [70] ont e´tendu ce
re´sultat a` Rd en e´tudiant le processus suivant
dXt = ≠ÒV (Xt)dt≠ÒxW ú ‹t(Xt)dt+ ‡dBt (1.4.45)
On notera l’apparition du terme V qui vient compenser la perte de compacite´ par rapport au cadre
de [23]. Comme dans le travail de [23], nous aurons besoin de travailler avec une version line´arise´e
de (1.4.40) en un sens que nous de´finissons ci-dessous.
L’ide´e est de conside´rer une version line´arise´e de (1.4.45) en gelant la mesure ‹t. On obtient ainsi
l’e´quation :
dXt = ≠ÒV (Xt)dt≠ÒxW ú ‹(Xt)dt+ ‡dBt (1.4.46)
Le syste`me devient alors une di usion standard que l’on note X‹ pour laquelle on peut de´finir
le semi-groupe associe´ (P ‹t )tØ0 ainsi que son ge´ne´rateur infinite´simal A‹ . On peut aussi de´finir
l’ope´rateur Q‹ , solution de l’e´quation de Poisson associe´ a` A‹ et de´finit par la relation suivante :
A‹ ¶Q‹ =  ‹ ≠ Id
ou`  ‹ est la mesure invariante de (1.4.39). Pour illustrer l’inte´reˆt de cet ope´rateur, on applique la
formule d’ˆIto.
Q‹f(X‹t ) = Q‹f(x) +
t⁄
0
ÒQ‹f(X‹s )dBs +
t⁄
0
ÒA‹ ¶Q‹f(X‹s )ds (1.4.47)
Ainsi en utilisant la de´finition de Q‹ , on obtient
1
t
(≠Q‹f(X‹t ) +Q‹f(x) +
t⁄
0
ÒQ‹f(X‹s )dBs) =
1
t
t⁄
0
(”X‹s ≠ ‹f)ds (1.4.48)
En re´sume´, si on parvient a` montrer que le terme de gauche tends vers 0 quand t tends vers l’infini
alors on arrive a` prouver que ‹t tend vers  ‹ .
Le cas de l’e´quation (1.4.45) est plus technique car la mesure de´pend du temps mais l’ide´e sous-
jacente est celle expose´e ci-dessus. Pour parvenir au re´sultat, il est attendu comme pour la plupart
des processus stochastiques que la trajectoire de ‹t mime celle d’un flot de´terministe. C’est d’ailleurs
cette ide´e qui guide le travail de [23].
Le concept associe´ est celui de pseudo-trajectoire que l’on de´finit ici.
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DEFINITION 1.4.6. Une fonction continue X : R+ ‘æ P(Rd) est une pseudo-trajectoire asympto-
tique pour le semi-flot Ï si pour tout T > 0 on a
lim
tæŒ sup0ÆsÆT
d(Xt+s,Ïs(Xt)) = 0
ou` d est de´finie en conside´rant une suite de fonctions (fk)kØ0 de CŒ(Rd) denses dans l’espace des
fonctions continues. On a alors
d(‹, µ) :=
ÿ
kØ0
1
2k |‹(fk)≠ µ(fk)|.
La de´finition d’une pseudo-trajectoire asymptotique signifie qu’asymptotiquement en temps, le
semi-flot Ï co¨ıncide avec la trajectoire shifte´e du processus X.
Les travaux de Kurtzmann ont notamment ne´cessite´ un moyen de recre´er de la compacite´ afin
de pouvoir travailler dans un cadre plus aise´ structurellement. Le potentiel V est e´videmment la
pie`ce maitresse de ce travail et l’ide´e est d’introduire la norme d’ope´rateur appele´ V -norme qui est
de´finie par
ÎfÎV = sup
xœRd
|f(x)|
V (x)
On lui associe l’espace des fonctions continues et V -borne´es
C0(Rd;V ) = {f œ C0(Rd); ÎfÎV <Œ}
De manie`re similaire, nous avons
CŒ(Rd;V ) = CŒ(Rd) ﬂ C0(Rd;V ).
Nous de´finissons un sous-espace des mesures de Borel signe´es sur Rd,
M(Rd;V ) := {‹ œM(Rd);
⁄
Rd
V (y)|‹|(dy) <Œ}
ou` |‹| est la variation de ‹ : |‹| := ‹+ + ‹≠ dont la de´finition provient de la de´composition de
Hahn-Jordan. La norme
Î‹ÎV := sup
fœC0(Rd;V );ÎfÎV Æ1)
|
⁄
Rd
fd‹|,
fait de notre espace de probabilite´ un espace de Banach. Nous nous restreindrons a` l’espace des
mesures de probabilite´s suivant P(Rd;V ) =M(Rd, V )ﬂP(Rd). La topologie forte de P(Rd, V ) est
la topologie trace de M(Rd, V ). Elle fait de P(Rd, V ) un espace me´trique complet. En particulier,
la convergence faible est de´finie pour une classe de fonctions plus large que celle de la de´finition
standard :
‹n æ ‹, si et seulement si
⁄
Rd
fd‹n ænæŒ
⁄
Rd
fd‹ ’f œ C0(Rd, V ).
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Enfin, pour tout — > 1, on introduit l’espace suivant
P—(Rd;V ) := {‹ œ P(Rd;V );
⁄
Rd
V (y)‹(dy) Æ —}
dont l’inte´reˆt se trouve dans la proposition suivante extraite de [70].
PROPOSITION 1.4.10. Soit — > 1. L’ensemble P—(Rd;V ) est un sous-ensemble faiblement compact
de P(Rd;V ).
On a donc ainsi un moyen de compactifier l’espace des probabilite´s (dans lequel vit asymptotique-
ment (‹)tØ0).
1.4.4 Approximation de la mesure invariante pour l’e´quation de McKean-
Vlasov
L’objectif de cette sous-section est de pre´senter nos re´sultats. Nous commencerons par pre´senter
l’algorithme que nous e´tudierons avec une pre´sentation des diverses hypothe`ses entrant en jeu.
Nous e´tablirons notre re´sultat au moyen de deux re´sultats pre´liminaires. Un premier e´tablira la
tension de notre processus et le second e´tablira la caracte´risation de la limite de ce dernier au
moyen de la notion de pseudo-trajectoire asymptotique.
De´finitions et premiers re´sultats
Commencons par pre´senter l’algorithme que nous allons e´tudier. On de´finit (Xn)nØ0 le sche´ma
d’Euler de pas (“n)nØ0 associe´ a` la di usion (Xt)tØ0 solution de (1.4.40) comme suit,
Xn+1 = Xn ≠ “n+1
A
ÒV (Xn) + 1 n
nÿ
k=0
“k+1ÒxW (Xn, Xk)
B
+Ô“n+1Un+1 (1.4.49)
ou` X0 œ R et (Un)nØ1 est un bruit blanc posse´dant un moment quatrie`me.
On de´finit ensuite la suite de mesures d’occupations associe´es (‹n)nØ1 par la formule suivante
‹n(dx) =
1
 n
nÿ
k=1
“k”Xk(dx)
ce qui conduit naturellement a` la formule de re´currence suivante
‹n+1 = ‹n +
“n+1
 n
(”Xn+1 ≠ ‹n).
Cette forme o re en particulier une de´finition via un algorithme stochastique de pas (“n+1 n )nØ1 ce
qui rend l’imple´mentation nume´rique aise´e. Le coup de calcul est de l’ordre de n2 ou` n est l’horizon
de temps.
Avant de pre´senter nos re´sultats, il convient d’eˆtre capable d’eˆtre capable de caracte´riser la mesure
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invariante. Pour cela, introduisons la fonctionnelle d’e´nergie F de´finit comme suit
F(‹) =
⁄
Rd
V (x)‹(x)dx+
⁄
Rd
‹(x) log(‹(x))dx
¸ ˚˙ ˝
Entropie
+ 12
⁄
Rd
⁄
Rd
W (x, y)‹(x)‹(y)dxdy
¸ ˚˙ ˝
Energie potentiel
Cette fonctionnelle traduit l’e´nergie du syste`me associe´ a` notre e´quation. Les lois de la Physique
indiquent que t ‘æ F(‹t) est de´croissante et converge vers son minimum. Un rapide calcul montre
alors que les points critiques de F sont les point fixes de l’application   : ‹ ‘æ  ‹ ou`  ‹ est la
mesure invariante de (1.4.46).
Notre re´sultat va donc montrer que la suite (‹n)nØ1 converge p.s vers un point fixe de l’application
 . Nous supposerons d’ailleurs que ce point fixe est unique pour des raisons pratiques (unicite´
qui s’obtient en ajoutant des hypothe`ses sur V et W ). Commenc¸ons par de´tailler les principales
hypothe`ses entrant en jeu.
Hypothe`ses
(HF)
Y_______________________]_______________________[
(i) V œ C2(Rd) et V Ø 0, W œ C2(R2d) et W Ø 0.
(ii) Il existe une constante M positive et telle que pour tout x, y œ Rd,
ÈÒV (x),ÒxW (x, y)Í Ø ≠M
(iii) Il existe des constantes a, b, c, d telles que pour tout x, y œ Rd,
aV (x)≠ b Æ ÎÒV (x)Î2
cW (x, y)≠ d Æ ÎÒxW (x, y)Î2
(iv) sup
xœRd
ÎD2V (x)Î <Œ et sup
x,yœRd
ÎD2W (x, y)Î <Œ.
(v) Il existe des constantes positives C1, C2 telles que pour tout x, y œ Rd
ÎÒV (x)Î2 Æ C1V (x) ÎÒxW (x, y)Î2 Æ C2W (x, y)
Ces hypothe`ses ont pour but d’assurer la tension de la suite de mesures d’occupation (‹n)nØ1. Les
hypothe`ses (i),(ii),(iii) et (iv) assurent a` la fois la non-explosion du syste`me et garantissent un
dissipativite´ du syste`me. L’hypothe`se (v) permettra de caracte´riser la limite.
Introduisons les hypothe`ses relatives a` l’ope´rateur Q‹ .
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(HQ)
Y_______________]_______________[
Pour toute fonction f œ CŒc (Rd),
(i) x ‘æ Q‹f(x) est de classe C2(Rd).
(ii) sup
xœRd
|Q‹(f(x))| <Œ
(iii) sup
xœRd
|ÒQ‹(f(x))| <Œ
(iv) sup
xœRd
|D2xQ‹f(x)| <Œ
(v) Pour toute mesure ‹, µ œ P(Rd),
|Q‹f(x)≠Qµf(x)Î Æ C|f(x)|Î‹ ≠ µÎTV
(HQ) est une hypothe`se technique qui concerne la solution de l’e´quation de Poisson f ≠  ‹(f) =
L‹g. Les conditions de re´gularite´s de Q‹ en la variable x sont classiques (lorsque la mesure ‹ ets
fixe´e). En revanche, la condition de re´gularite´ en la variable ‹ semble plus complexe a` assurer dans
la pratique et nous supposerons cette hypothe`se satisfaites en laissant cette question pour de futurs
travaux. Pour une re´fe´rence comple`te sur l’obtention des bornes apparaissants dans les hypothe`ses
(i), (ii), (iii) et (iv), nous renvoyons le lecteur a` l’ouvrage de Bakry, Gentil et Ledoux [13].
1.4.5 Re´sultat
Pre´sentons notre re´sultat central.
THEOREME 1.4.20. Supposons (HF), (HQ) satisfaites. Supposons de plus que V est fortement
convexe, queW est syme´trique et fortement convexe. Alors la suite (‹n)n converge presque surement
vers ‹ú, l’unique point fixe de l’application  .
Remarques L’unicite´ de la mesure invariante provient des hypothe`ses de forte convexite´ de V et
W . On pourra s’interroger sur la nature du re´sultat si cette hypothe`se est supprime´e. De meˆme, le
choix du meˆme pas pour l’algorithme et celui de la mesure d’occupation facilite notre travail mais
on pourrait imaginer travailler avec des pas di e´rents (voir [82]).
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Chapitre 2
Regret bounds for Narendra and
Shapiro bandit algorithms
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Abstract Narendra-Shapiro (NS) algorithms are bandit-type algorithms developed in the 1960s
which have been deeply studied in infinite horizon but for which scarce non-asymptotic results exist.
In this paper, we focus on a non-asymptotic study of the regret and address the following question :
are Narendra-Shapiro bandit algorithms competitive from this point of view ? In our main result,
we obtain some uniform explicit bounds for the regret of (over)-penalized-NS algorithms.
We also extend to the multi-armed case some convergence properties of penalized-NS algorithms
towards a stationary Piecewise Deterministic Markov Process (PDMP). Finally, we establish some
new sharp mixing bounds for these processes.
2.1 Introduction
The so-called Narendra-Shapiro bandit algorithm (referred to as NSa) was introduced in [98] and
developed in [94] as a linear learning automata. This algorithm has been primarily considered by the
probabilistic community as an interesting benchmark of stochastic algorithm. More precisely, NSa
is an example of recursive (non-homogeneous) Markovian algorithm, topic whose almost complete
historical overview may be found in the seminal contributions of [44] and [71].
NSa belongs to the large class of bandit-type policies whose principle may be sketched as follows :
a d-armed bandit algorithm is a procedure designed to determine which one, among d sources, is
the most profitable without spending too much time on the wrong ones. In the simplest case, the
sources (or arms) randomly provide some rewards whose values belong to {0; 1} with Bernoulli
laws. The associated probabilities of success (p1, ..., pd) are unknown to the player and his goal is
to determine the most e cient source, i.e. the highest probability of success.
Let us now remind a rigorous definition of admissible sequential policies. We consider d in-
dependent sequences (Ain)nØ0 of i.i.d. Bernoulli random variables B(pi). Each Ain represents the
reward associated with the arm i at time n. We then consider some sequential predictions where
at each stage n a forecaster chooses an arm In, receives a reward AInn and then uses this infor-
mation to choose the next arm at step n + 1. As introduced in the pioneering work [111], the
rewards are sampled independently of a fixed product distribution at each step n. The innova-
tions here at time n are provided by (In, AInn ) and we are naturally led to introduce the filtration
(Fn)nØ0 :=
1
‡((I1, AI11 ), . . . , (In, AInn ))
2
nØ0
. In the following, the sequential admissible policies
will be a (Fn)nØ0 (inhomogeneous) Markov chain. We also define another filtration by adding all
the events before step n and observe that (F¯n)nØ0 := (‡((I1, (Aj1)1ÆjÆd) . . . , (In, (Ajn)1ÆjÆd)))nØ0.
To sum-up, F¯n contains all the results of each arm between time 1 and n although Fn only provides
partial information about the tested arms.
In this paper, we focus on the stochastic NSa whose principle is very simple : it consists in sampling
one arm according to a probability distribution on {1, . . . , d}, and in modifying this probability
distribution in terms of the reward obtained with the chosen arm. From this point of view, this
algorithm bears similarities with the EXP3 algorithm (and many of its variants) introduced in [6].
Among other close bandit algorithms, one can also cite the Thompson Sampling strategy where the
random selection of the arm is based on a Bayesian posterior which is updated after each result.
We refer to [1] for a recent theoretical contribution on this algorithm.
Instead of sampling one arm sequentially according to a randomized decision, other algorithms
define their policy through a deterministic maximization procedure at each iteration. Among them,
we can mention the UCB algorithm [5] and its derivatives (including MOSS [3] and KL-UCB [37]),
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whose dynamics are dictated by an appropriate empirical upper confidence bound of the estimated
best performance.
Let us now present the NSa algorithm. In fact, we will distinguish two types of NSa : crude-NSa
and penalized-NSa. Before going further, let us recall their mechanism in the case of d = 2 (the
general case will be introduced in Section 2.2). Designating Xn as the probability of drawing arm
1 at step n and (“n)nØ0 as a decreasing sequence of positive numbers that tends to 0 when n goes
to infinity, crude-NS is recursively defined by :
Xn+1 = Xn +
Y_]_[
“n+1(1≠Xn) if arm 1 is selected and wins
≠“n+1Xn if another arm is selected and wins
0 otherwise
(2.1.1)
Note that the construction is certainly symmetric, i.e., 1≠Xn (which corresponds to the probability
of drawing arm 2) has a symmetric dynamics. The long-time behavior of some NSa was extensively
investigated in the last decade. To name a few, in [78] and [76], some convergence and rate of
convergence results are proved. However, these results strongly depend on both (“n) and the
probabilities of success of the arms. In order to get rid of these constraints, the authors then
introduced in [79] a penalized NSa and proved that this method is an e cient distribution-free
procedure, meaning that it unconditionally converges to the best arm on the unknown probabilities
p1 and p2. The idea of the penalized-NS algorithm is to also take the failures of the player into
account and to reduce the probability of drawing the tested arm when it loses. Designating (ﬂn)nØ0
as a second positive sequence, the dynamics of the penalized NSa is given by :
Xn+1 = Xn +
Y___]___[
“n+1(1≠Xn) if arm 1 is selected and wins
≠“n+1Xn if arm 2 is selected and wins
≠ﬂn“n+1Xn if arm 1 is selected and loses
ﬂn+1“n+1(1≠Xn) if arm 2 is selected and loses.
(2.1.2)
Performances of bandit algorithms. In view of potential applications, it is certainly important
to have some informations about the performances of the used policies. To this end, one first needs
to define what is a “good” sequencial algorithm. The primary e ciency requirement is the ability
of the algorithm to asymptotically recover the best arm. In [79], this property is referred to as
the infallibility of the algorithm. If without loss of generality, the first arm is assumed to be the
best, (i.e. that p1 > max{p2, . . . , pd}) and if X(1)n denotes the probability of drawing arm 1, the
algorithm is said to be infallible if
P(X(1)n
næ+Œ≠≠≠≠≠æ 1) = 1. (2.1.3)
An alternative way for describing the e ciency of a method is to consider the behaviour of the
cumulative reward Sn obtained between time 1 and n :
Sn :=
nÿ
k=1
AIkk .
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In particular, in the old paper [111], Robbins is looking for algorithms such that
p1 ≠ E[Sn]
n
næ+Œ≠≠≠≠≠æ 0.
This last property is weaker than the infallibility of an algorithm since the Lebesgue theorem as-
sociated to (2.1.3) implies the convergence above.
A much stronger requirement involves the regret of the algorithm. The regret measures the gap
between the cumulative reward of the best player and the one induced by the policy. The regret
Rn is the F¯n-measurable random variable defined as :
Rn := max1ÆjÆd
nÿ
k=1
Ë
Ajk ≠AIkk
È
. (2.1.4)
A good strategy corresponds to a selection procedure that minimizes the expected regret ERn,
optimal ones being referred to as minimax strategies.
The former expected regret cannot be easily handled and is generally replaced in statistical analysis
by the pseudo-regret defined as
R¯n := max1ÆjÆdE
nÿ
k=1
Ë
Ajk ≠AIkk
È
. (2.1.5)
Since p1 > pj ,’j ”= 1, R¯n can also be written as
R¯n =
nÿ
k=1
E(A1k)≠ E
A
nÿ
k=1
AIkk
B
= n
3
p1 ≠ E[Sn]
n
4
.
A low pseudo-regret property then means that the quantity
n
3
p1 ≠ E[Sn]
n
4
has to be small, in particular sub-linear with n. The quantities Rn and R¯n are closely related and it
is reasonable to study the pseudo-regret instead of the true regret, owing to the next proposition :
Proposition 2.1.1. (i) For any (Fn)nØ0-measurable strategy, we obtain after n plays :
0 Æ ERn ≠ R¯n Æ
Ú
n log d
2 .
(ii) Furthermore, for every integer n and d and for any (admissible) strategy,
sup
p1>p2Ø...Øpd
E[Rn] Ø 120
Ô
nd.
We refer to Proposition 34 of [4] for a detailed proof of (i) and to Theorem 5.1 of [6] for (ii). As
mentioned in (ii), the bounds are distribution-free (uniform in p). 1 Since the MOSS method of [3]
1. The rate orders are strongly di erent if a dependence in p is allowed.
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satisfies R¯n Æ 25
Ô
nd, (i) and (ii) show that a non-asymptotic distribution-free minimax rate is
on the order of Ôn.
In particular, a fallible algorithm (meaning that P(Xn næ+Œ≠≠≠≠≠æ 1) < 1) necessarily generates a
linear regret and is not optimal. For example, in the case d = 2, the dependence of R¯n in terms of
(Xn) is as follows :
R¯n = p1n≠
nÿ
k=1
(p1E[Xk] + p2E[1≠Xk]) = (p1 ≠ p2)E
C
nÿ
k=1
(1≠Xk)
D
(2.1.6)
& (p1 ≠ p2)P(XŒ = 0)◊ n.
Objectives. In this paper, we therefore propose to focus on the regret and to answer to the
question “Are NSa competitive from a regret viewpoint ? In the case of positive answer, what are
the associated upper-bounds ?”
Due to some too restrictive conditions of infallibility, it will be seen that the crude-NSa cannot be
competitive from a regret point of view. As mentioned before, the penalized NSa is more robust
and is a priori more appropriate for this problem. More precisely, the penalty induces more balance
between exploration and exploitation, i.e. between playing the best arm (the one in terms of the
past actions) and exploring new options (playing the suboptimal arms). In this paper, we are going
to prove that, up to a slight reinforcement, it is possible to obtain some competitive bounds for
the regret of this procedure. The slightly modified penalized algorithm will be referred to as the
over-penalized-algorithm below.
Outline. The paper is organized as follows : Section 2.2.1 provides some basic information about
the crude NSa. Then, in Section 2.2.2, after some background on the penalized Nsa, we introduce
a new algorithm called over-penalized NSa.
Section 2.3 is devoted to the main results : in Theorem 2.3.2, we establish an upper-bound of the
pseudo-regret R¯n for the over-penalized algorithm in the two-armed case and also show a weaker
result for the penalized NSa.
In this section, we also extend to the multi-armed case some existing convergence and rate of
convergence results of the two-armed algorithm. In the “critical” case (see below for details), the
normalized algorithm converges in distribution toward a PDMP (Piecewise Deterministic Markov
Process). We develop a careful study of its ergodicity and bounds on the rate of convergence
to equilibrium are established. It uses a non-trivial coupling strategy to derive explicit rates of
convergence in Wasserstein and total variation distance. The dependence of these rates are made
explicit with the several parameters of the initial Bandit problem.
The rest of the paper is devoted to the proofs of the main results : Section 2.4 is dedicated to
the regret analysis, and Section 2.5 establishes the weak limit of the rescaled multi-armed bandit
algorithm. Finally, Section 2.6 includes all the proofs of the ergodic rates.
2.2 Definitions of the NS algorithms
2.2.1 Crude NSa and regret
The crude NSa (2.1.1) is rather simple : it defines a (Fn)nØ0 Markov chain (Xn)nØ0 and In is a
random variable satisfying :
P(In+1 = 1|Fn) = Xn and P(In+1 = 2|Fn) = 1≠Xn
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The arm In+1 is selected at step n+1 with the current distribution (Xn, 1≠Xn) and is evaluated.
In the event of success, the weight of the arm In+1 is increased and the weight of the other arm is
decreased by the same quantity. The algorithm can be rewritten in a more concise form as :
Xn+1 = Xn + “n+1(1In+1=1 ≠Xn)AIn+1n+1 . (2.2.7)
The arm i at step n succeeds with the probability pi = P(Ain = 1) and we suppose w.l.o.g. that
p1 > p2 so that the arm 1 is the optimal one.
As pointed in (2.1.6), we obtain that
R¯n = (p1 ≠ p2)E
C
nÿ
k=1
(1≠Xk)
D
.
This formula is important regarding the fallibility of an algorithm. In particular, it is shown in [76]
that for any choice “n = C(n+1)≠– with – œ (0, 1) and C > 0 or “n = C/(n+1) with C > 1, the
NSa (2.2.7) may be fallible : some parameters (p1, p2) exist such that (Xn)nØ0 a.s. converges to a
binary random variable XŒ with P(XŒ = 0) > 0. In this situation, for large enough n, we have :
R¯n & (p1 ≠ p2)P(XŒ = 0)◊ n >>
Ô
n
It can easily be concluded that this method cannot induce a competitive policy since some “bad”
values of the probabilities (p1, p2) generate a linear regret.
2.2.2 Penalized and over-penalized two-armed NSa
Penalized NSa. A major di erence between the crude NSa and its penalized counterpart intro-
duced in [79] relies on the exploitation of the failure of the selected arms. The crude NSa (2.1.1)
only uses the sequence of successes to update the probability distribution (Xn, 1 ≠Xn) since the
value of Xn is modified i  AInn = 1. In contrast, the penalized NSa (2.1.2) also uses the informa-
tion generated by a potential failure of the arm In+1. More precisely, in the event of success of
the selected arm In+1, this penalized NSa mimics the crude NSa, whereas in the case of failure,
the weight of the selected arm is now multiplied (and thus decreased) by a factor (1≠ “n+1ﬂn+1)
(whereas the probability of drawing the other arm is increased by the corresponding quantity). For
the penalized NSa, the update formula of (Xn)nØ1 can be written in the following way :
Xn+1 = Xn + “n+1
#
1In+1=1 ≠Xn
$
AIn+1n+1
≠“n+1ﬂn+1
#
Xn1In+1=1 ≠ (1≠Xn)1In+1=2
$
(1≠AIn+1n+1 ). (2.2.8)
Over-penalized NSa. In view of the minimization of the regret, we will show that it may be
useful to reinforce the penalization. For this purpose, we introduce a slightly “over-penalized” NSa
where a player is also (slightly) penalized if it wins :
— If the arm 1 wins, then with probability 1≠ ‡ it is penalized by a factor “n+1ﬂn+1Xn.
— If the arm 2 wins, then with probability 1≠‡ arm 1 is increased by a factor of “n+1ﬂn+1(1≠
Xn).
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The over-penalized-NSa can be written as follows
X‡n+1 = X‡n + “n+1
#
1In+1=1 ≠X‡n
$
AIn+1n+1
≠ “n+1ﬂn+1
#
X‡n1In+1=1 ≠ (1≠X‡n )1In+1=2
$ 1
1≠AIn+1n+1 B‡n+1
2
(2.2.9)
where (B‡n)n is a sequence of i.i.d. r.v. with a Bernoulli distribution B(‡), meaning that P(B‡n =
0) = 1≠ ‡. Moreover, these r.v. are independent of (Ajn)n,j and in such a way that for all n œ N,
B‡n and In are also independent. It should be noted that
1≠AInn B‡n =
#
1≠AInn
$
+AInn (1≠B‡n).
In fact, this slight over-penalization of the successful arm (with probability ‡) can be viewed as
an additional statistical excitation which helps the stochastic algorithm to escape from local traps.
The case ‡ = 1 corresponds to the penalized NSa (2.2.8), whereas when ‡ = 0, the arm is always
penalized when it plays. In particular, this modification implies that the increment of X‡n is slightly
weaker than in the previous case when the selected arm wins.
Asymptotic convergence of the penalized NSa. Before stating the main results, we need
to understand which regret R¯n could be reached by penalized and over-penalized NSa. We recall
(in a slightly less general form) the convergence results of Proposition 3, Theorems 3 and 4 of [79].
Theorem 2.2.1 (Lamberton & Pages, [79]). Let 0 Æ p2 < p1 Æ 1 and “n = “1n≠– and ﬂn = ﬂ1n≠—
with (–,—) œ (0,+Œ) and (“1, ﬂ1) œ (0, 1)2. Let (Xn)n be the algorithm given by (2.2.8).
i) If 0 < — Æ – and –+ — Æ 1, the penalized two-armed bandit is infallible.
ii) Furthermore, if 0 < — < – and –+ — < 1, then 1≠Xn
ﬂn
≠æ 1≠ p1
p1 ≠ p2 a.s.
iii) If – = — Æ 1/2 and g = “1/ﬂ1 : 1≠Xn
ﬂn
wú≠æ µ, where wú≠æ stands for the convergence in
distribution and µ is the stationary distribution of the PDMP whose generator L acts on
C1c (R+) as
’f œ C1c (R+) Lf(y) = p2y
f(y + g)≠ f(y)
g
+ (1≠ p1 ≠ p1y)f Õ(y).
In view of Theorem 2.2.1, we can use formula (2.1.6) to obtain
R¯n = (p1 ≠ p2)
nÿ
k=1
ﬂkE
31≠Xk
ﬂk
4
. (2.2.10)
We then obtain the key observation
sup
nœN
E
51≠Xn
ﬂn
6
Æ C < +Œ =∆ R¯n Æ C(p1 ≠ p2)
nÿ
k=1
ﬂk, (2.2.11)
where C is a constant that may depend on p1 and p2. According to Theorem 2.2.1, it seems that
the potential optimal choice corresponds to the one of (iii). Indeed, the infallibility occurs only
when – Ø — and – + — Æ 1 and Equation (2.2.10) suggests that — should be chosen as large as
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possible to minimize the r.h.s. of (2.2.11), leading to – = — = 1/2. This is why in the following,
we will focus on the case :
“n =
“1Ô
n
and ﬂn =
ﬂ1Ô
n
. (2.2.12)
2.2.3 Over-penalized multi-armed NSa
We generalize the definition of the penalized and over-penalized NSa to the d-armed case, with
d Ø 2. Let p = (p1, . . . , pd) œ (0, 1)d and assume that Ajn ≥ B(pj) (pi the probability of success of
arm i). The over-penalized NSa recursively defines a sequence of probability measures on {1, . . . , d}
denoted by ( n)nØ1 where  n = (X1n, ...,Xdn). At step n, the arm In+1 is sampled according to the
discrete distributionXn and tcrthen tested through the computation of AIn+1n+1 . Setting j œ {1, ..., d},
the multi-armed NSa is defined by :
Xjn+1 = Xjn + “n+1
#
1In+1=j ≠Xjn
$
AIn+1n+1
≠ “n+1ﬂn+1XIn+1n (1≠AIn+1n+1 B‡n+1)
5
1In+1=j ≠
1≠ 1In+1=j
d≠ 1
6
. (2.2.13)
In contrast with the two-armed case, we have to choose how to distribute the penalty to the other
arms when d > 2. The (natural) choice in (2.2.13) is to divide it fairly, i.e., to spread it uniformly
over the other arms. Note that alternative algorithms (not studied here) could be considered.
2.3 Main Results
2.3.1 Regret of the over-penalized two-armed bandit
First, we provide some uniform upper-bounds for the two-armed ‡-over-penalized NSa . Our main
result is Theorem 2.3.2. Before stating it, we choose to state a new result when ‡ = 1, i.e. for the
“original” penalized NSa introduced in [79].
Theorem 2.3.1. Let (Xn)nØ0 be the two-armed penalized NSa defined by (2.2.8) with (“n, ﬂn)nØ1
defined by (2.2.12) with (“1, ﬂ1) œ (0, 1)2. Then, for every ” œ (0, 1), a positive C” exists such that :
’n œ N, sup
(p1,p2)œ[0,1],p2Æp1·(1≠”)
R¯n Æ C”
Ô
n.
Remark 2.3.1. The upper bound of the original penalized-NS algorithm is not completely uni-
form. From a theoretical point of view, there is not enough penalty when p2 is too large, which in
turn generates a deficiency of the mean-reverting e ect for the sequence ((1 ≠Xn)/ﬂn)nØ1 when
Xn is close to 0. In other words, the trap of the stochastic algorithm near 0 is not enough repulsive
and Figure 2.1 below shows that this problem also appears numerically and suggests a logarithmic
explosion of sup
p1<p2
R¯n/
Ô
n.
This explains the interest of the over-penalization, illustrated by the next result, which is the main
theorem of the paper.
Theorem 2.3.2. Let (Xn)nØ0 be the two-armed ‡-over-penalized NSa defined by (2.2.9) with
‡ œ [0, 1) and (“n, ﬂn)nØ1 defined by (2.2.12) with (“1, ﬂ1) œ (0, 1)2. Then,
78
(a) A C‡(“1, ﬂ1) exists such that :
’n œ N, sup
(p1,p2)œ[0,1],p2<p1
R¯n Æ C‡(“1, ﬂ1)
Ô
n.
(b) Furthermore, the choice ‡ = 0, “n = 2.63ﬂn = 0.89/
Ô
n yields
’n œ N, sup
(p1,p2)œ[0,1],p2<p1
R¯n Æ 31.1
Ô
2n. (2.3.14)
Remark 2.3.2. At the price of technicalities, C‡ could be made explicit in terms of “1 and ﬂ1
for every ‡ > 0. The second bound is obtained by an optimization of C0(“1, ﬂ1) (see (2.4.38) and
below).
Figure 2.1 – Evolution of n ‘æ sup(p1,p2)œ[0,1],p2Æp1 R¯nÔn for the over-penalized algorithm. Left :
‡ = 0, Right : ‡ varies from 0 to 1.
Figure 2.1 presents on the left side a numerical approximation of n ‘æ supp2<p1 R¯n/
Ô
n for the
penalized and over-penalized algorithms. The continuous curves indicate that the upper bound
31.1
Ô
2 in Theorem 2.3.2 is not sharp since the over-penalized NSa satisfies a uniform upper-
bound on the order of 0.9Ôn. This bound is obtained with a small ‡ (as pointed in Theorem
2.3.2), and “n = 1Ô4+n = 4ﬂn (red line in Figure 2.1 (left)), suggesting that the rewards should
always be over-penalized with ﬂn = “n4 .
The right-hand side of Figure 2.1 focuses on the behavior of the regret with ‡. The map (n,‡) ‘æ
supp1<p2 R¯n/
Ô
n confirms the influence of the over-penalization and indicates that to obtain optimal
performances for the cumulative regret, we should use a low value of ‡ between 0 and 3/5. The
importance of this choice of ‡ seems relative since the behaviour of the over-penalized bandit is
stable on this interval. The best numerical choice is attained for ‡ = 1/4 and ﬂn = 14“n and permits
to achieve a long-time behavior of R¯n/
Ô
n of the order 3/4 (see Figure 2.2, red line).
Finally, the statistical performances of the over-penalized NSa are compared with some classical
bandit algorithms : KL-UCB algorithm (see e.g. [37] and the references therein) and EXP3 (see
[6]). These two algorithms are anytime policies that are known to be minimax optimal with a
cumulative minimax regret of the order Ôn. Figure 2.2 shows that the performances of the over-
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Figure 2.2 – Evolution of n ‘æ sup(p1,p2)œ[0,1],p2Æp1 R¯nÔn for the over-penalized algorithm (with
‡ = 14) and comparison with EXP3 and KL-UCB.
penalized NSa are located between the one of the KL-UCB 2 algorithm and of the EXP3 algorithm
(our simulations suggest that the uniform bounds of KL-UCB and EXP3 are respectively 1/2 and
3/2). Also, it is worth noting that the simulation cost of the over-penalized NSa is strongly weaker
than the initial UCB algorithm (the phenomenon is increased when compared to KL-UCB, which
requires an additional di culty for the computation of the upper confidence bound at each step) :
the same amount of Monte-Carlo simulations for the over-penalized NSa is almost hundred times
faster than the KL-UCB runs in equivalent numerical conditions.
2.3.2 Convergence of the multi-armed over-penalized bandit
We first extend Theorem 2.2.1 of [79] to the over-penalized NSa in the multi-armed situation. The
result describes the pointwise convergence.
Proposition 2.3.1 (Convergence of the multi-armed over-penalized bandit). Consider pd Æ . . . Æ
p2 < p1 and “n = “1n≠–, ﬂn = ﬂ1n≠— with (–,—) œ (0,+Œ) and (“1, ﬂ1) œ (0, 1)2. Algorithm
(2.2.8) with ‡ œ (0, 1] satisfies
i) If 0 < — Æ – and –+ — Æ 1, then limnæ+Œ n = (1, 0, . . . , 0) a.s.
ii) Furthermore, if 0 < — < – and –+ — < 1, then :
’i œ {2, . . . , d}, X
i
n
ﬂn
≠æ 1≠ ‡p1(d≠ 1)(p1 ≠ pi) a.s.
Proposition 2.3.2 provides a description of the behavior of the normalized NSa while considering
Y jn =
Xjn
ﬂn
. It states that (Yn)nØ0 converges to the dynamics of a Piecewise Deterministic Markov
Process (referred to as PDMP below).
2. KL-UCB is performed with the Matlab package available on the website http://mloss.org/software/view/
415/
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Proposition 2.3.2 (Weak convergence of the over-penalized NSa). Under the assumptions of
Proposition 2.3.1, if – = — Æ 1/2 and g = “1/ﬂ1, then :
1
ﬂn
!
X2n, . . . ,X
d
n
" wú≠æ µd,
where µd is the (unique) stationary distribution of the Markov process whose generator Ld acts on
compactly supported functions f of C1((R+)d≠1) as follows :
Ldf(y2, ..., yd) =
ÿ
i=2,...,d
piyi
g
(f(y2, ..., yi + g, ..., yd)≠ f(y2, ..., yi, ...yd))
+
ÿ
i=2,...,d
(1≠ ‡p1
d≠ 1 ≠ p1yi)ˆif(y2, ..., yd). (2.3.15)
2.3.3 Ergodicity of the limiting process
In this section, we focus on the long time behavior of the limiting Markov process that appears
(after normalization) in Proposition 2.3.2. As mentioned before, this process is a PDMP and its long
time behavior can be carefully studied with some arguments in the spirit of [15]. We also learned
about the existence of a close study in the PhD thesis of Florian Bouguet (some details may be
found in [31]). Such properties are stated for both the one-dimensional and the multidimensional
cases.
One-dimensional case
Setting
a = 1≠ p1, b = p1, g = “1
ﬂ1
, c = p2
g
,
the generator L given by Proposition 2.3.2 may be written as :
’f œ C1(Rú+,R), Lf(x) = (a≠ bx)f Õ(x)¸ ˚˙ ˝
deterministic part
+ cx¸˚˙˝
jump rate
(f(x+ g)≠ f(x))¸ ˚˙ ˝
jump size
. (2.3.16)
In what follows, we will assume that a, b, c and g are positive numbers. We can see in L two parts.
On the one hand, the deterministic flow that guides the PDMP between the jumps is given by :;
ˆt„(x, t) = (a≠ bx)ˆx„(x, t)
„(x, 0) = x œ Rú+
so that
„(x, t) = a
b
+
1
x≠ a
b
2
e≠bt.
Hence, if x > ab (resp. x < ab ), t ‘æ „(x, t) decreases (resp. increases) and converges exponentially
fast to ab .
On the other hand, the PDMP possesses some positive jumps that occur with a Poisson intensity
“cx”, whose size is deterministic and equals to g.
From the finiteness and positivity of g, it is easy to show that for every positive starting point, the
process is a.s. well-defined on R+, positive and does not explode in finite time. The fact that the
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size of the jumps is deterministic is less important and what follows could easily be generalized to
a random size g (under adapted integrability assumptions). In Figure 2.3 below, some paths of the
process are represented with di erent values of the parameters.
Figure 2.3 – Exact simulation of trajectories of a process driven by (2.3.16) when g = 0.1, a =
0.2, b = 0.8, c = 0.2 (top left) g = 2, a = 0.2, b = 0.8, c = 0.1 (top right), g = 2, a = 0.9, b = 0.9, c =
0.15 (bottom left) and g = 2, a = 0.8, b = 0.2, c = 0.05 (bottom right).
Convergence results
As pointed out in Figure 2.3, the long-time behavior of the process certainly depends on the
relationship between the mean-reverting e ect generated by “≠bx” and the frequency and size of
the jumps.
Invariant measure The process (2.3.16) possesses a unique invariant distribution if b≠ cg > 0.
Actually, the existence is ensured by the fact that V (x) = x is a Lyapunov function for the process
since
’x œ Rú+, LV (x) = a≠ (b≠ cg)x = a≠ (b≠ cg)V (x)
Among other arguments, the uniqueness is ensured by Theorem 2.3.3 (the convergence in Wasser-
stein distance of the process toward the invariant distribution implies in particular its uniqueness).
We denote it by µŒ below. It could also be shown that Supp(µŒ) = (a/b,+Œ), that the process
is strongly ergodic on (a/b,+Œ) (see [48] for some background) and that if b≠ cg > 0, the process
explodes when tæ +Œ (this case corresponds to the bottom left-hand side of Figure 2.3). Finally,
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it should be noted that for the limiting PDMP of the bandit algorithm,
b≠ cg = p1 ≠ p2 = ﬁ
and thus, the ergodicity condition coincides with the positivity of ﬁ.
Wasserstein results We aim to derive rates of convergence for the PDMP toward µŒ for two
distances, namely the Wasserstein distance and the total variation distance. Rather di erent ways
to obtain such results exist using coupling arguments or PDEs. We use coupling techniques here
that are consistent with the work of [15] and [41]. Before stating our results, let us recall that the
p-Wasserstein distance is defined for any probability measures µ and ‹ on Rd by :
Wp(µ, ‹) = inf
Ó
E (|X ≠ Y |p)) 1p | L(X) = µ,L(Y ) = ‹
Ô
,
where L(X) and L(Y ) respectively denote the laws of X and Y . Designating µ0 as the initial
distribution of the PDMP and µt as its law at time t, we now state the main result on the PDMP
in dimension one driven by (2.3.16).
Theorem 2.3.3 (One dimensional PDMP). Let p Ø 1 and denote for every t Ø 0 µt := L(Xµ0t )
where (Xµ0t ) is a Markov process driven by (2.3.16) with initial distribution µ0 (with support
included in Rú+). If p = 1, we have----⁄ x(µ0 ≠ µŒ)(dx)---- e≠ﬁt ÆW1(µt, µŒ) ÆW1(µ0, µŒ)e≠tﬁ
and if p > 1, a constant “p exists such that
Wp(µt, µŒ) Æ “pe≠ tﬁp .
where (“p)pØ1 satisfies the recursion “pp = “p≠1p≠1 [pa+ (1 + g)p].
Remark 2.3.3. If p = 1, the lower and upper bounds imply the optimality of the rate obtained
in the exponential. For p > 1, the optimality of the exponent e≠ﬁt/p is still an open question.
We now give a corollary for the limiting process that appears in Proposition 2.3.2.
Corollary 2.3.1 (Multi-dimensional PDMP). Let (Yt)tØ0 be the PDMP driven by (2.3.15) with
initial distribution µ0 œ (Rú+)d. Then, the conclusions of Theorem 2.3.3 hold with ﬁ = p1 ≠ p2.
The proof is almost obvious due to the “tensorized” form of the generator Ld. Actually, for
every starting point y = (y2, . . . , yd), all the coordinates (Y it )tØ0 are independent one-dimensional
PDMPs with generator L defined by (2.3.16) with
ai =
1≠ ‡p1
d≠ 1 , bi = p1 and ci = pi/g. (2.3.17)
The result then easily follows from Theorem 2.3.3 with a global rate given by min{bi ≠ cig, i =
2, . . . , d} = p1 ≠ p2. The details are left to the reader.
2.3.4 Total variation results
When some bounds are available for the Wasserstein distance, a classical way to deduce an upper
bound of the total variation is to build a two-step coupling. In the first step, a Wasserstein coupling
83
is used to bring the paths su ciently close (with a probability controlled by the Wasserstein bound).
In a second step, we use a total variation coupling to try to stick the paths with a high probability.
In our case, the jump size is deterministic and sticking the paths implies a non trivial coupling of
the jump times. Some of the ideas to obtain the results below are in the spirit of [15], who follows
this strategy for the TCP process.
Theorem 2.3.4. Denote by (Pt)tØ0 the semi-group related to L defined in (2.3.16) and let µ0 be
a starting distribution with moments of any order. Then, for every Á > 0, a CÁ > 0 exists such
that :
Îµ0Pt ≠ µŒPtÎTV Æ CÁe≠(–ﬁ≠Á)t with – = 12 + bﬁac
.
Once again, this result can be extended to the multi-armed case.
Corollary 2.3.2. Let (Yt)tØ0 be the PDMP driven by (2.3.15) with initial distribution µ0 œ (Rú+)d
Then, the conclusions of Theorem 2.3.4 hold with –ﬁ replaced by :
dÿ
i=2
1
2 + biﬁiaici
ﬁi
where ﬁi = p1 ≠ pi and ai, bi and ci are defined by (2.3.17).
The proof of this result is based on the remark that follows Corollary 2.3.1. Owing to the “ten-
sorization” property, the probability for coupling all the coordinates before time t is essentially
the product of the probabilities of the coupling of each coordinate. Once again, the details of this
corollary are left to the reader.
2.4 Proof of the regret bound (Theorems 2.3.1 and 2.3.2)
This section is devoted to the study of the regret of the penalized two-armed bandit procedure
described in Section 2.1.2. We will mainly focus on the proof of the explicit bound given in Theorem
2.3.2(b) and we will give the main ideas for the proofs of Theorems 2.3.1 and 2.3.1(a).
2.4.1 Notations
In order to lighten the notations, X1n will be summarized by Xn, so that X2n = 1≠Xn.
The proofs are then strongly based on a detailed study of the behavior of the (positive) sequence
(Yn)nØ1 defined by
’n Ø 1 Yn = 1≠Xn
“n
. (2.4.18)
As we said before, we will consider the following sequences (“n)nØ1 and (ﬂn)nØ1 below :
’n Ø 1, “n = “1Ô
n
and ﬂn =
ﬂ1Ô
n
= ﬂ˜1“n and ﬂ˜1 =
ﬂ1
“1
,
where “1 and ﬂ1 are constants in (0, 1) that will be specified later. In the meantime, we also define :
ﬁ = p1 ≠ p2 œ (0, 1).
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With this setting, the pseudo-regret is
R¯n = ﬁ
nÿ
k=1
“kE[Yk].
It should be noted here that we have substituted the division by ﬂk in (2.2.11) by a normalization
with “k. This will be easier to handle in the sequel. The main issue now is to obtain a convenient
upper bound for E[Yk]. More precisely, note that :
’n0 œ N ’n Æ n0 ≠ 1, R¯n Æ ﬁn Æ ﬁ
Ô
n0 ≠ 1
Ô
n,
and conversely for every n Ø n0,
R¯nÔ
n
Æ ﬁÔn0 ≠ 1 + ﬁ sup
nØn0
E[Yn]
1Ô
n
nÿ
n=n0
“1Ô
k
Æ ﬁ
3Ô
n0 ≠ 1 + 2“1 sup
nØn0
E[Yn]
4
. (2.4.19)
Thus it is enough to derive an upper bound of E[Yn] after an iteration n0 that can be on the order
of 1/ﬁ2. In particular, the “suitable” choice of n0 will strongly depend on the value of ﬁ.
2.4.2 Evolution of (Yn)nØ1
Recursive dynamics of (Yn)nØ1. In order to understand the mechanism and di culties of
the penalized procedure, let us first roughly describe the behavior of the sequences (Xn)nØ1 and
(Yn)nØ1. According to (2.2.9),
E [Xn+1|Fn] = Xn + “n+1Xn(1≠Xn) [p1 ≠ p2]
+“n+1ﬂn+1
#
(1≠Xn)2(1≠ ‡p2)≠X2n(1≠ ‡p1)
$
.
It can be observed that the drift term may be split into two parts, where the main part is the usual
drift of NSa described by h defined by :
’x œ [0, 1], h(x) = [p1 ≠ p2]x(1≠ x). (2.4.20)
The second term comes from the penalization procedure and depends on ‡. We set
Ÿ‡(x) = (1≠ ‡p2)(1≠ x)2 ≠ (1≠ ‡p1)x2. (2.4.21)
As a consequence, we can write the evolution of (Xn)nØ0 as follows :
1≠Xn+1 = 1≠Xn ≠ “n+1 [h(Xn) + ﬂn+1Ÿ‡(Xn) + Mn+1] , (2.4.22)
where  Mn+1 is a martingale increment. On the basis of the equation above, we easily derive that
’n Ø 1, Yn+1 = Yn (1 + “n(‘n ≠ ﬁXn))≠ ﬂn+1Ÿ‡(Xn) + Mn+1
where
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‘n =
1
“n+1
≠ 1
“n
= 1
“1
!Ô
n+ 1≠Ôn" Æ 12“1Ôn = “n2“21 . (2.4.23)
It follows that the increments of (Yn)nØ1 are given by :
 Yn+1 := Yn+1 ≠ Yn = “nÏn(Yn)≠ Mn+1
where the drift function Ïn acting on the sequence (Yn)nØ1 is defined as
Ïn(y) = y ◊ [‘n + ﬁ(“ny ≠ 1)]¸ ˚˙ ˝
:=Ï1n(y)
+
3
≠ﬂn+1
“n
Ÿ‡(1≠ “ny)
4
¸ ˚˙ ˝
:=Ï2n(y)
.
To better understand the underlying e ects of the dynamical system, it should be recalled that
the definition of the sequence (Yn)nØ1 implies that Yn œ [0, “n≠1] with “n≠1 ≥ Cn1/2. Since we
aim to obtain a uniform bound (over n) of E[Yn], it is thus important to understand the behavior
of the drift Ïn over [0, “n≠1]. In particular, it is of primary interest to see where the function Ïn
is negative.
Crude NSa. When dealing with the crude bandit algorithm (i.e., when ﬂ1 = 0, see (2.2.7)), the
drift is reduced to Ï1n. One can check that Ï1n(y) is negative i 
‘n ≠ ﬁ(1≠ “ny) < 0≈∆ y < “n≠1 ≠ ‘n
ﬁ“n
≈∆ x > ‘n
ﬁ
where x = 1≠“ny. This means that when x is close to 0 (in some sense depending on n, ﬁ and “1),
Ï1n becomes positive and Yn has a tendency to increase. In others words, the dynamical system
(Yn)nØ1 has no mean-reverting when Yn is far from 0. The fact that the crude bandit algorithm
does not always converge to the good target can be understood as a consequence of this remark.
Penalized and Over-Penalized NSa. When the drift Ïn contains a non zero penalty, the
second term ≠Ï2n may help the dynamics to not be repulsive when x is close to 0, i.e. when y is
larger than 1/“n. It can be checked that Ÿ‡(0) = 1≠ ‡p2 and :
lim
næ+ŒÏn
!
“n
≠1" = 12“21 ≠ “1ﬂ1 (1≠ ‡p2).
This quantity is negative under the condition :
1≠ ‡p2 > ﬂ12“31
. (2.4.24)
But, in order to obtain a uniform bound on the regret, this constraint must be satisfied indepen-
dently of p2. When ‡ = 1, i.e. in the standardly penalized case, one remarks that for any choice
of ﬂ1 and “1, this is only possible if ﬂ1/(2“31) > 1≠ p2. At this stage, one can thus understand the
over-penalization as a way of controlling uniformly (in p2) the negativity of Ïn far from y = 0 (see
Figure 2.4).
In view of the main results, there are still two problems. The first one is that even in the over-
penalized case, Inequality (2.4.24) implies some constraints on “1 and ﬂ1, which do not appear in
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Theorem 2.3.2. The second one which is more embarassing for the study of (E[Yn])nØ1 is that, near
y = 0, Ïn is positive since Ïn(0) = 1 ≠ ‡p1 (see Figure 2.4). This repulsive behavior near y = 0
can be understood as the counterpart induced by the penalization. In order to bypass the two
previous problems, the main argument will be the increase of exponent (see next section) where
we show that we can replace the study of (E[Yn])nØ1 by the one of a sequence which both has a
nicer behavior near y = 0 and alleviates the constraint (2.4.24).
Figure 2.4 – Drift decomposition (left) and global (right) when y œ [0, 1“n ] with “1 = ﬂ1 = 1,
p1 = 0.7, p2 = 0.6, ‡ = 0.5.
2.4.3 Increase of exponent
We introduce the sequence (Z(r)n )nØ0 defined by :
’n Ø 1 Z(r)n =
(1≠Xn)r
“n
. (2.4.25)
At this stage, one can first remark that a.s., for every r Ø 1, Z(r)n Æ Z(1)n = Yn. One can thus
guess that the di culties tackled at the end of the previous section will be easier to overcome for
(E[Z(r)n ])nØ1 with r > 1. Of course, this remark has an interest if conversely, one is able to relate
the control of E[Yn] to those of E[Z(r)n ], r Ø 1.
This is the purpose of Proposition 2.4.1 where taking advantage of the structure of the algorithm,
one shows that for every r Ø 1, E[Z(r)n ] can be controlled by a function of E[Z(r+1)n ].
Let us define the bounded function hr on [0, 1] :
’“ œ [0, 1] hr(“) = (1 + “)
r ≠ 1≠ r“
r“2
. (2.4.26)
Proposition 2.4.1. Let r œ Nú, “1 œ (0, 1) and 0 < ‘ Æ ‘0 = 13 , and set
n0(‘,ﬁ, “1) :=
7 1
4‘2“21ﬁ2
8
+ 1. (2.4.27)
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Then, if 2‘“21(r ≠ Á) Æ 1,
sup
nØn0
EZ(r)n Æ EZ(r)n0 +
r
ﬁ(r ≠ Á)
5
ﬂ˜1 + hr(“n0) + ﬁ sup
nØn0
E[Z(r+1)n ]
6
.
In particular, for r = 1, 2, the previous inequality holds for every “1 œ (0, 1) and ‘ œ (0, 1/3].
Remark 2.4.1. Note that the above result induces some constraints on ‘ and “. These constraints,
which allow us to manage the constants of the inequality, are mainly adapted to the proof of
Theorem 2.3.2 (b). In fact, in the proofs of Theorems 2.3.1 and 2.3.2 (a), we will need to rewrite
the above property in a slightly di erent way (see Section 2.4.5 for details).
Proof For any integer r > 0 and n Ø 0, the binomial formula applied to (2.4.22) leads to
(1≠Xn+1)r = (1≠Xn ≠ Xn+1)r
= (1≠Xn)r ≠ r(1≠Xn)r≠1 Xn+1
+
r≠2ÿ
j=0
3
r
j
4
(1≠Xn)j(≠ Xn+1)r≠j .
where
q
ÿ = 0 and  Xn+1 = Xn+1 ≠ Xn = “n+1[h(Xn) + ﬂn+1Ÿ‡(Xn) +  Mn+1]. From the
definition of h given in (2.4.20), we get
(1≠ x)r≠1[h(x) + ﬂn+1Ÿ‡(x)] = ﬁx(1≠ x)r + ﬂn+1Ÿ‡(x)(1≠ x)r≠1.
If we define now
—(r)n = ≠rﬂn+1(1≠Xn)r≠1Ÿ‡(Xn) +
1
“n+1
r≠2ÿ
j=0
3
r
j
4
(1≠Xn)j(≠ Xn+1)r≠j , (2.4.28)
we can then conclude using (2.4.25) that
Z(r)n+1
= Z(r)n
“n
“n+1
≠ “nrﬁXnZ(r)n + —(r)n ≠ r(1≠Xn)r≠1 Mn+1
= Z(r)n
3
1 + “n
5 1
“n+1
≠ 1
“n
≠ rﬁXn
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+ —(r)n ≠ r(1≠Xn)r≠1 Mn+1
= Z(r)n (1 + “n [‘n ≠ rﬁXn]) + —(r)n ≠ r(1≠Xn)r≠1 Mn+1
= Z(r)n (1 + “n [‘n ≠ rﬁ]) + rﬁ“n(1≠Xn)Z(r)n + —(r)n ≠ r(1≠Xn)r≠1 Mn+1
= Z(r)n (1 + “n [‘n ≠ rﬁ]) + rﬁ“nZ(r+1)n + —(r)n ≠ r(1≠Xn)r≠1 Mn+1. (2.4.29)
The formulation above is important : it exhibits a contraction of (1 + “n [‘n ≠ rﬁ]) on Z(r)n that
can be used jointly with an upper bound of Z(r+1)n and a simple majorization of —(r)n . In this view,
we study (2.4.28) : | Xn+1| Æ “n+1 a.s. and (2.4.21) yields |Ÿ‡(x)| Æ (1 ≠ ‡p2). Now, with hr
given in (2.4.26), we get
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—(r)n Æ rﬂ˜1“n+1 +
r≠2ÿ
j=0
3
r
j
4
(“n+1)r≠j≠1 Æ r (ﬂ˜1 + hr(“n+1)) “n+1.
For any ‘ œ (0, 1), we can see in (2.4.29) that the contraction coe cient can be useful as soon as
n is large enough. More precisely, using (2.4.23), we see that
‘n Æ ﬁ‘≈= n Ø n0(‘,ﬁ, “1) :=
7 1
4‘2“21ﬁ2
8
+ 1.
Then, for every n Ø n0(‘,ﬁ, “1),
1 + “n [‘n ≠ rﬁ] Æ 1≠ –r“n with –r = ﬁ(r ≠ ‘).
In the sequel, we will omit the dependence of n0 in (‘,ﬁ, “1) and will just use the notation n0.
Also remark that under the condition 2‘“21(r ≠ ‘) Æ 1, we have –r“j < 1 for every ﬁ œ (0, 1) and
for every j Ø n0 (one can in particular check that 2‘“21(r ≠ ‘) Æ 1 is true for every ‘ œ (0, 1/3)
and “1 œ (0, 1) if r = 1, 2). Thus, by a simple recursion based on (2.4.29), one obtains for every
n Ø n0 + 1,
E(Z(r)n ) Æ E(Z(r)n0 )
n≠1Ÿ
j=n0
(1≠ –r“j) +
n≠1ÿ
j=n0
1
rﬁ“jE(Z(r+1)j ) + —
(r)
j
2 n≠1Ÿ
l=j
(1≠ –r“l)
If we call  r = r
3
ﬁ sup
jØn0
1
E(Z(r+1)j ) + ﬂ˜1 + hr(“j)
24
, an iteration of the previous inequality
yields :
E(Z(r)n ) Æ E(Z(r)n0 ) + r
n≠1ÿ
j=n0
“j
n≠1Ÿ
l=j
(1≠ –r“l).
We aim to apply Lemma 2.7.1 (deferred to the appendix section) to the last term. It is possible as
soon as
n0 Ø 1(–r“1)2 .
This last condition is fulfilled for any r Ø 1 when 14‘2“21ﬁ2 Ø
1
(1≠‘)2ﬁ2“21 , i.e. when ‘ Æ 1/3.
Then, by Lemma 2.7.1, one deduces that ’‘ Æ 1/3 and ’n Ø n0 :
sup
nØn0
EZ(r)n Æ EZ(r)n0 +
r
ﬁ(r ≠ ‘)
5
ﬂ˜1 + hr(“n0) + ﬁ sup
nØn0
Z(r+1)n
6
.
2
On the basis of the last proposition and a recursive argument, we can now deduce the following
key observations.
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Corollary 2.4.1. Assume that ‘ œ (0, 1/3), “1 œ (0, 1) and that n0 is defined in (2.4.27). Then,
sup
nØn0
E[Yn] Æ E[Z(1)n0 ] +
E[Z(2)n0 ]
1≠ ‘ +
1
ﬁ(1≠ ‘)
5
ﬂ˜1 +
ﬂ˜1
1≠ ‘/2 +
1
2(1≠ ‘/2)
6
+
supnØn0 EZ
(3)
n
(1≠ ‘)(1≠ ‘/2) . (2.4.30)
Remark 2.4.2. As in Proposition 2.4.1, this property is mainly written in view of Theorem 2.3.2
(b) where we only need to use the increase of exponent for r = 1, 2. For Theorems 2.3.1 and 2.3.2
(a) with ‡ œ (0, 1), we will need to use it for large values of r.
2.4.4 Bound for (E(Z(3)n ))nØn0
As seen in Corollary 2.4.1, our next task is to bound E(Z(3)n ) for n Ø n0 to obtain a tractable appli-
cation of Equation (2.4.30). Such a bound is reached through careful inspection of the increments
 Z(3)n+1 := Z
(3)
n+1 ≠ Z(3)n .
Lemma 2.4.1 (Decomposition of Z(3)n ). For every n Ø 1,
E[ Z(3)n+1|Fn] = “n+1(1≠Xn)Pn(Xn) + Rn,
where for every n œ N, Pn is a polynomial function defined by
Pn(x) =
(1≠ x)2
“n+1
(‘n ≠ 3ﬁx)≠ 3ﬂ˜1(1≠ x)Ÿ‡(x) + 3
!
x(1≠ x)2p1 + x2(1≠ x)p2
"
+ “n+1
!≠x(1≠ x)2p1 + x3p2" , (2.4.31)
and if (“1, ﬂ1) œ (0, 1]2, then
’n Ø n0,  Rn Æ (1≠ ‡p2)
#
3“n+1ﬂ2n+1 + “2n+1ﬂ3n+1
$
a.s.
Remark 2.4.3. — The keypoint is that “k = “1k≠1/2 and, therefore, the series
q
nØ1 Rk is
uniformly bounded, regardless of the value of ﬁ. This will be enough to obtain a competitive
upper bound of the regret. With the choice of n0 given in (2.4.27), careful inspection of
Lemma 2.4.1 leads to : ÿ
kØn0
 Rk Æ 12“41 ﬂ˜21‘ﬁ +
16
3 “
8
1 ﬂ˜
3
1‘
3ﬁ3 a.s. (2.4.32)
— As in Remark 2.4.2, it should be noted that for Theorems 2.3.1 and 2.3.2 (a) with ‡ œ (0, 1),
we will need to use such a development with some larger values of r (see the end of this
section for details).
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Proof We again use Equation (2.4.29) and deduce that :
Z(3)n+1 ≠ Z(3)n = (1≠Xn)3(‘n ≠ 3ﬁXn)≠ 3ﬂ˜1“n+1(1≠Xn)2Ÿ‡(Xn) (2.4.33)
+ 1
“n+1
1ÿ
j=0
33
j
4
(1≠Xn)j(≠ Xn+1)3≠j ≠ 3(1≠Xn)2 Mn+1 (2.4.34)
First, note that terms in Equation (2.4.33) are associated with the first two terms in the definition
of Pn introduced in (2.4.31) up to a multiplication by (1≠Xn)“n+1.
Second, we can easily compute the expectations involved in the sum of Equation (2.4.34) since the
events are all disjointed. On the one hand, when j = 1 we have
1
“n+1
E[(≠ Xn+1)2|Fn] = “n+1‡
!
p1Xn(1≠Xn)2 + p2(1≠Xn)X2n
"
+ “n+1(1≠ ‡)
!
p1Xn(1≠Xn ≠ ﬂn+1Xn)2 + p2(1≠Xn)(Xn ≠ ﬂn+1(1≠Xn))2
"
+ “n+1ﬂ2n+1
#
X3n(1≠ p1) + (1≠Xn)3(1≠ p2)
$
.
Further computations yield :
1
“n+1
E[(≠ Xn+1)2|Fn] = “n+1Xn
!
‡p1(1≠Xn)2 + ‡p2X2n
"
+ A(1)n
+“n+1ﬂ2n+1
#
X3n(1≠ ‡p1) + (1≠Xn)3(1≠ ‡p2)
$¸ ˚˙ ˝
:= R(1)n
with  A(1)n = ≠2ﬂn+1“n+1Xn(1≠Xn)(1≠‡)(Xnp1+(1≠Xn)p2). On the other hand, we can also
compute the term when j = 0 :
1
“n+1
E[(≠ Xn+1)3|Fn] = “2n+1Xn(1≠Xn)
!
p2X
2
n ≠ p1(1≠Xn)2
"
+ A(2)n + “2n+1ﬂ3n+1
#
X4n(1≠ ‡p1)≠ (1≠Xn)4(1≠ ‡p2)
$¸ ˚˙ ˝
:= R(2)n
with A(2)n Æ 3“2n+1ﬂn+1(1≠‡)Xn(1≠Xn)2 (ﬁXn + ﬂn+1(1≠Xn)p2). Set R(3)n = 3(1≠Xn) A(1)n +
 A(2)n and  Rn := 3(1≠Xn) R(1)n + R(2)n + R(3)n . Plugging the previous controls into (2.4.34)
yields
E[ Z(3)n+1|Fn] Æ “n+1(1≠Xn)Pn(Xn) + Rn. (2.4.35)
Note that  R(1)n can be upper bounded as follows :
3(1≠Xn) R(1)n Æ 3“n+1ﬂ2n+1(1≠ ‡p2) max0ÆtÆ1
51≠ ‡p1
1≠ ‡p2 t
3(1≠ t) + (1≠ t)4
6
.
Since 1 ≠ ‡p1 Æ 1 ≠ ‡p2, a study of the function shows that at3(1 ≠ t) + (1 ≠ t)4 when a œ (0, 1)
reaches its maximal value for t = 0. This leads to :
3(1≠Xn) R(1)n Æ 3“n+1ﬂ2n+1(1≠ ‡p2).
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For  R(2)n , we have  R(2)n Æ “2n+1ﬂ3n+1(1≠‡p2)max0ÆtÆ1
Ë
1≠‡p1
1≠‡p2 t
4 ≠ (1≠ t)4
È
, which involves an
increasing function of t. Thus, we have
 R(2)n Æ “2n+1ﬂ3n+1(1≠ ‡p1) Æ “2n+1ﬂ3n+1(1≠ ‡p2).
Finally, if “1 and ﬂ1 œ (0, 1], then one can readily check that
 A(2)n Æ ≠3(1≠Xn) A(1)n =∆  R(3)n Æ 0.
The result follows according to Equation (2.4.35).
⇤
In order to bound supnØn0 E(Z
(3)
n ), we now have to precisely study the polynomial function Pn
and exhibit a mean reverting e ect on its dynamics.
Proposition 2.4.2. Let ‘ œ (0, 13 ), ﬂ˜1 Æ 227232 and 13Ô2(1≠‡)ﬂ˜1 Æ “
2
1 Æ 32(1+ﬂ˜1) . Then
i) The polynomial Pn given by (2.4.31) is negative on [0, 1≠ 2(1+ﬂ˜1)ﬁ “n+1].
ii) Z(3)n satisfies
sup
nØn0
EZ(3)n Æ EZ(3)n0 + 12“41 ﬂ˜21‘ﬁ +
16
3 “
8
1 ﬂ˜
3
1‘
3ﬁ3
+
8“41‘(1 + ﬂ˜1)
#
1 + (1 + ﬂ˜1)[2 + 6ﬂ˜1 + 12“21‘]
$
ﬁ
.
Remark 2.4.4. The above result is given under some technical conditions that will lead to a sharp
explicit bound. Nevertheless, the reader has to keep in mind that in view of the condition on ‡,
the “universal” bound on (E(Z(3)n ))nØn0 is only accessible when ‡ < 1, i.e. in the over-penalized
case. When ‡ = 1, some bounds will be attainable only if p2 is not too large (see (2.4.24) for a
similar statement when r = 1), and in order to alleviate the constraint on p2, it will ne necessary
to take a larger exponent than r = 3 (see Subsection 2.4.5 for details).
Proof We first provide the proof of i). The function Pn introduced in (2.4.31) is a third degree
polynomial and for n Ø n0 :
Pn(0) =
‘n
“n+1
≠ 3ﬂ˜1Ÿ‡(0)
Æ “n2“21“n+1
≠ 3ﬂ˜1(1≠ ‡p2)
Æ
Ò
1 + n≠10
2“21
≠ 3ﬂ˜1(1≠ ‡p2)
Since p2 < 1, this last quantity is negative if :
ﬂ1“1 Ø 13Ô2(1≠ ‡) . (2.4.36)
In a same way, we can check that Pn(1) = “n+1p2 > 0 and, therefore, Pn has one root in the interval
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(0, 1). Careful inspection of the leading coe cient (designated anx3) of Pn in (2.4.31) shows that :
an =
5
3(1 + ‡ﬂ˜1)≠ 3
“n+1
≠ “n+1
6
ﬁ.
The leading coe cient an is negative as soon as 3(1 + ‡ﬂ˜1) Æ 3“n+1 . Again, the choice of n0 in
(2.4.27) shows that this last condition is fulfilled as soon as
1
‘
Ø 2“1ﬁ(“1 + ‡ﬂ1). (2.4.37)
It should however be noted that we have assumed ‘ œ (0, 1/3] so that 1‘ Ø 3. As a consequence,
(2.4.36) and (2.4.37) are satisfied as soon as (“1, ﬂ˜1) satisfies
1
3
Ô
2(1≠ ‡)ﬂ˜1
Æ “21 Æ
3
2(1 + ﬂ˜1)
Hence, if (2.4.36) and (2.4.37) hold, Pn possesses one root in (≠Œ, 0) and another one in (1,+Œ).
Consequently, Pn has a unique root in (0, 1). We now consider :
›n =
2(1 + ﬂ˜1)
ﬁ
“n+1 := ›“n+1.
We compute that :
Pn(1≠ ›n)
= ›
2
n
“n+1
(‘n ≠ 3ﬁ(1≠ ›n))≠ 3ﬂ˜1›n
#
(1≠ ‡p2)›2n ≠ (1≠ ‡p1)(1≠ ›n)2
$
+3
#
(1≠ ›n)›2np1 + (1≠ ›n)2›np2
$
+ “n+1
#
(1≠ ›n)3p2 ≠ ›2n(1≠ ›n)
$
.
Hence, replacing ›n by ›“n+1 and simplifying by “n+1, we see that Pn(1≠ ›n) is negative when
:=An(›)˙ ˝¸ ˚
›2‘n
(1≠ ›n) + 3ﬂ˜1(1≠ ‡p1)(1≠ ›n)› + 3p1“n+1›
2 + 3p2(1≠ ›n)› + p2(1≠ ›n)2
Æ 3ﬁ›2 + 3ﬂ˜1“
2
n+1›
3(1≠ ‡p2)
1≠ ›n + “
2
n+1›
2¸ ˚˙ ˝
:=Bn(›)
.
From (2.4.23), we know that ‘n Æ “n+12“21 , and 1≠ ›n Æ 1 thus
An(›) Æ ›2“n+1
3 1
2“21(1≠ ›n)
+ 3p1
4
+ 3› (ﬂ˜1 + 1) + 1
In the meantime, we will use the simple lower bound Bn(›) Ø 3ﬁ›2. We can check that 1 ≠ ›n =
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1≠ 2(1+ﬂ˜1)“n+1ﬁ Ø 1≠ 4‘(1 + ﬂ˜1)“21 since “n0 Æ 2‘“21ﬁ. Thus
An
32(1 + ﬂ˜1)
ﬁ
4
Æ 4(1 + ﬂ˜1)
2
ﬁ2
“n+1
5
3p1 +
1
2“21 [1≠ 4‘(1 + ﬂ˜1)“21 ]
6
+ 6(1 + ﬂ˜1)
2
ﬁ
+ 1
Æ (1 + ﬂ˜1)
2
ﬁ
5
24‘“21p1 +
4‘
1≠ 4‘(1 + ﬂ˜1)“21
+ 7
6
and
Bn
32(1 + ﬂ˜1)
ﬁ
4
Ø 12(1 + ﬂ˜1)
2
ﬁ
.
As a consequence, Pn(1≠ ›n) is negative if we have
5 Ø 24‘“21 +
4‘
1≠ 4‘(1 + ﬂ˜1)“21
From the constraint on “1, another computation shows that the above condition is fulfilled when
‘2 128(1+ﬂ˜1)3 ≠ ‘[84 + 40(1 + ﬂ˜1)] + 45 Ø 0. We then observe that all values of ‘ in (0, 13 ] can be
conveniently used when ﬂ˜1 Æ 227232 .
To obtain ii), the main idea is to use the sharp estimation of the sign of Pn on [0, 1] and to obtain
an upper bound of EZ(3)n . Note that :
sup
0ÆtÆ1
“n+1(1≠ t)Pn(t)
= “n+1 sup
1≠›nÆtÆ1
(1≠ t)Pn(t)
= “n+1 sup
1≠›nÆtÆ1
)
(1≠ t)3 [‘n ≠ 3ﬁt]≠ 3ﬂ˜1(1≠ t)2Ÿ‡(t)
+3
#
t(1≠ t)3p1 + t2(1≠ t)2p2
$
+ “n+1
#≠t(1≠ t)3p1 + t3(1≠ t)p2$*
We have seen in the proof of i) that t œ [1≠›n, 1] =∆ ‘n Æ 3ﬁt. Hence, using Ÿ‡(t) Ø ≠(1≠‡p1)t2,
we have
sup
0ÆtÆ1
“n+1(1≠ t)Pn(t)
Æ “n+1
#
3ﬂ˜1(1≠ ‡p1)›2n + 3p1›3n + p2›2n + “n+1›n
$
Æ C1(ﬂ˜1, p1, p2,‡)
ﬁ2
“3n+1 +
C2(ﬂ˜1, p1)
ﬁ3
“4n+1
with C1(ﬂ˜1, p1, p2,‡) = (1+ﬂ˜1) (12ﬂ˜1(1 + ﬂ˜1)(1≠ ‡p1) + 4p2(1 + ﬂ˜1) + 2ﬁ) and C2(ﬂ˜1, p1) = 24p1(1+
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ﬂ˜1)3 shortenned in C1 and C2 below. We apply Lemma 2.4.1 to upper bound supnØn0 EZ
(3)
n :
sup
nØn0
EZ(3)n
Æ EZ(3)n0 + sup
nØn0
E
nÿ
k=n0
 Z(3)n+1
Æ EZ(3)n0 + sup
nØn0
E
C
nÿ
k=n0
“k+1(1≠Xk)Pk(Xk) + Rk
D
Æ EZ(3)n0 +
C1
ﬁ2
Œÿ
k=n0
“3k+1 +
C2
ﬁ3
Œÿ
k=n0
“4k+1 +
Œÿ
k=n0
E[max( Rk, 0)].
Using a simple comparison argument with the integrals
sŒ
n0
t≠–dt, we obtain :
Œÿ
k=n0
“3k+1 Æ 2“31n≠1/20 Æ 4“41‘ﬁ and
Œÿ
k=n0
“4k+1 Æ “41n≠10 Æ 4“61‘2ﬁ2.
We then deduce that :
sup
nØn0
EZ(3)n Æ EZ(3)n0 +
4“41‘C1
ﬁ
+ 4“
6
1‘
2C2
ﬁ
+
Œÿ
k=n0
E[max( Rk, 0)].
The result now follows using (2.4.32).
⇤
Explicit bound. We can now conclude the proof of Theorem 2.3.2.
Proof of Theorem 2.3.2 (b). We consider the extreme over-penalized case obtained with ‡ = 0
and use a power increment until r = 3. Recall that n0 := n0(‘,ﬁ, “1) is defined by (2.4.27). In
particular,
Ô
n0 ≠ 1 Æ (2‘“1ﬁ)≠1 and for i = 1, 2, 3, ﬁE[Z(i)n0 ] Æ (2‘“21)≠1 + (“1)≠1. Taking the
results of Proposition 2.4.2 ii) and Corollary 2.4.1 and plugging them into (2.4.19), a series of
computations yields :
supp1Øp2 R¯nÔ
n
Æ c(“1, ﬂ˜1, ‘) := T1(“1, ﬂ˜1, ‘) + 2“1(1≠ ‘)(1≠ ‘/2)T2(“1, ﬂ˜1, ‘), (2.4.38)
where
T1(“1, ﬂ˜1, ‘) =
1
2‘“1
+
3 1
‘“1
+ 2
43
1 + 11≠ ‘ +
1
(1≠ ‘)(1≠ ‘/2)
4
+ 2ﬂ1
3 1
1≠ ‘ +
1
(1≠ ‘)(1≠ ‘/2)
4
+ “1(1≠ ‘)(1≠ ‘/2) ,
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and
T2(“1, ﬂ˜1, ‘)
= “41
5
8‘(1 + ﬂ˜1)
!
1 + (1 + ﬂ˜1)(2 + 6ﬂ˜1 + 12“21‘)
"
+ 12ﬂ˜21‘+
16
3 “
4
1 ﬂ˜
3
1‘
3
6
.
Theorem 2.3.2(b) follows by minimizing (“1, ﬂ˜1, ‘) ‘≠æ c(“1, ﬂ˜1, ‘) under the the constraints :
‘ Æ 1/3, 1
3
Ô
2ﬂ˜1
Æ “21 Æ
3
2(1 + ﬂ˜1)
, ﬂ˜1 Æ 227/232.
The “best” upper bound was obtained by setting “1 = 0.89, ﬂ˜1 = 0.38, ‘ = 1/9, leading to the
regret upper bound
R¯n Æ 31.1
Ô
2
Ô
n Æ 44Ôn.
2.4.5 Proof of Theorems 2.3.1 and 2.3.2 (a)
We prove these results together. We thus consider “1 œ (0, 1), ﬂ1 œ (0, 1) and ‡ œ [0, 1]. A variant of
Proposition 2.4.1 concerning the increase of exponent is still valid. First, it can be observed that if
we set ‘r = r≠1/2 (so that –r = ﬁ/2), then Lemma 2.7.1 can be applied with n˜ Ø (ﬁ2 “1)≠2. Thus,
we set n0(⁄) := Â⁄2ﬁ2 Ê + 1 with ⁄ Ø 2“≠11 . After a simple adaptation of the proof of Proposition
2.4.1, it can be deduced that for every r Ø 1,
sup
nØn0(⁄)
EZ(r)n Æ EZ(r)n0 +
2r
ﬁ
C
ﬂ˜1 + hr(“n0(⁄)) + ﬁ sup
nØn0(⁄)
Z(r+1)n
D
.
By an iteration, it follows by using the fact that ﬁE[Z(i)n0(⁄)] Æ ﬁ“≠1n0(⁄) Æ “≠11 (⁄+ 1) that for every
r Ø 1, some constants C1r (⁄) and C2r (⁄) exist (depending only on ‡, “1 and ﬂ1) such that,
sup
nØn0(⁄)
ﬁE[Yn] Æ C1r (⁄) + C2r (⁄)ﬁ sup
nØn0(⁄)
EZ(r+1)n . (2.4.39)
It remains to upper bound supnØn0(⁄) EZ
(r)
n for r large enough. Once again, a simple adaptation
of the proof of Lemma 2.4.1 for r Ø 3 yields :
E[ Z(r)n+1|Fn] = “n+1(1≠Xn)r≠1P (r)n (Xn) + R(r)n .
with
P (r)n (x)
= (1≠ x)
2
“n+1
(‘n ≠ rﬁx)≠ rﬂ˜1(1≠ x)Ÿ‡(x) +
3
r
r ≠ 2
4!
x(1≠ x)2p1 + x2(1≠ x)p2
"
+ “n+1
3
r
r ≠ 3
4!≠x(1≠ x)2p1 + x3p2" (2.4.40)
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and  R(r)n Æ Cr“3n+1 (where Cr does not depend on ﬁ). We want to prove that P (r)n is negative
on [0, 1 ≠ ›n] with ›n = ›“n+1 œ (0, 1) where › is a constant to be calibrated. We follow the lines
of the proof of Proposition 2.4.2, but we can use some rougher arguments since we are not looking
for explicit constants. First, P (r)n (0) = ‘n“n+1 ≠ rﬂ˜1Ÿ‡(0), so that :
P (r)n (0) < 0 ≈∆ “1ﬂ1 >
1
r
Ô
2(1≠ ‡p2)
.
On the one hand, for every ‡ < 1, it is possible to find an r su ciently large for which this condition
holds. On the other hand, when ‡ = 1 (case of Theorem 2.3.1), we then need to assume that a
” > 0 exists such that p2 < 1≠ ” (in this case, the condition is satisfied if r > (“1ﬂ1
Ô
2”)≠1). For
such an r, it can be observed that the leading coe cient a(r)n (related to x3) is :
a(r)n =
3
≠ r
“n+1
+
3
r
r ≠ 2
4
+ r‡ﬂ˜1 ≠ “n+1
4
ﬁ.
It can therefore be deduced that a(r)n is negative for every n Ø n‡1 where :
n‡1 :=
E
“21
3
r ≠ 1
2 + ‡ﬂ˜1
42F
.
Assume that ⁄ Ø n‡1 in order to obtain n0(⁄) Ø n‡1 . Since P (r)n (1) = “n+1! rr≠3"p2 > 0 and
deg(P (r)n ) = 3, it follows that P (r)n has exactly one root in (0, 1) for every n Ø n0 and that P (r)n is
negative on [0, 1 ≠ ›n] as soon as P (r)n (1 ≠ ›n) < 0. Let n be such that ›“n+1 Æ 1/2. Then, some
rough estimations yield that P (r)n (1≠ ›n) is negative if
rﬁ
2 ›
2 ≠ cr› ≠ 1 > 0,
where cr is a constant that does not depend on ﬁ. We then check that another constant ÷r exists
such that the previous property is fulfilled if › Ø ÷r/ﬁ. Then, P (r)n (1 ≠ ÷rﬁ “n+1) < 0 is negative
as soon as ›“n+1 < 1/2. This is true for every n Ø n0(⁄) as soon as ⁄ Ø 2“1÷r. We can conclude
from what preceeds that an r Ø 3 and ⁄ > 0 exist such that for every n Ø n0(⁄), for every
(p1, p2) œ [0, 1]2, such that p1 > p2 (resp. p1 > p2 and p2 < 1≠ ”) if ‡ < 1 (resp. if ‡ = 1)
E[ Z(r)n+1] Æ “n+1 sup
tœ[1≠ ÷rﬁ “n+1,1]
(1≠ t)P (r)n (t) + Cr“3n+1.
Using “n+1 Æ ﬁ/⁄ if n Ø n0(⁄), a constant C⁄ exists such that on
’t œ [1≠ ÷r
ﬁ
“n+1, 1] P (r)n (t) Æ C⁄“n+1/ﬁ.
Under the previous conditions, we deduce
sup
ﬁ
A
ﬁ sup
nØn0(⁄)
EZ(r)n
B
Æ sup
ﬁ
Qaﬁ ÿ
nØn0
C“3n+1
!
ﬁ≠2 + ﬁ≠1
"Rb < +Œ.
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The result follows by plugging this inequality into (2.4.39).
2.5 Almost sure and weak limit of the over-penalized bandit
We provide here the proofs of Propositions 2.3.1 and 2.3.2. For the sake of simplicity, we restrict
our study to ‡ = 1 (always over-penalization of the bandit), and the argument can be adapted for
any values of ‡ œ (0, 1].
2.5.1 A.s. convergence of the multi-armed bandit (Proposition 2.3.1)
Recall first that Xn = (X1n, ...,Xdn), the multi-armed penalized bandit (2.2.13) makes it possible
to define for i œ {2, ..., d},
Xin+1 = Xin + “n+1hi(Xn) + “n+1ﬂn+1Ÿi(Xn) + “n+1 Mn+1,i,
where the main part of the drift hi is defined as
hi(x1, ..., xd) = (1≠ xi)xipi ≠ xi
ÿ
j ”=i
xjpj ,
and the penalty drift is
Ÿi(x1, ..., xd) = ≠x2i (1≠ pi) +
1
d≠ 1
ÿ
j ”=i
x2j (1≠ pj).
Hence, the martingale increment is simply obtained as
 Mn+1,i = ((1≠Xin)1In+1=i,Ain+1 ≠Xin
ÿ
j ”=i
1In+1=j,Ajn+1 ≠ hi(Xn))
≠ ﬂn+1(Xin1In+1=i,(Ain+1)c ≠
1
d≠ 1
ÿ
j ”=i
Xn,j1In+1=j,(Ajn+1)c + Ÿi(Xn))
Proof of Proposition 2.3.1. We start by (i) and identify the stationary points of the ODE method.
The ODE x˙ = h(x) possesses a finite number of equilibria that can be easily identified. We begin
by solving the equation h1(x) = 0. Since
h1(x) = x1
dÿ
j=2
xj(p1 ≠ pj) Ø 0,
we either have x1 = 1 and x2 = ... = xd = 0 or x1 = 0.
Then, the equation h2(x) = 0 with x1 = 0 may be reduced to
x2
dÿ
j=3
xj(p2 ≠ pj) Ø 0.
The same argument leads to x2 = 1 or x2 = 0 and a straightforward recursion shows that the
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equilibria of the ODE are (”i)1ÆiÆd, with (”i)1ÆiÆd defined as
”ii = 1 and ”ij = 0 ’j ”= i.
Let us emphasize that to discriminate among these equilibria, it is not possible to use the second
derivative criterion that relies on
3
ˆhi
ˆxj
4
i,j
to establish their stability. Instead, it is possible to
check that ”1 fulfills the Lyapunov certificate with the function V (x) = 12 (x22 + . . . + x2d). If we
denote h = (h1, . . . , hd), we then have :
ÈÒV (x), h(x)Í =
dÿ
j=2
x2j
ÿ
k ”=j
xk(pj ≠ pk).
Considering x in a closed neighborhood of ”1 defined as xj Æ ‘/d, ’j Ø 2 (implying that x1 > 1≠‘),
we see that :
ÈÒV (x), h(x)Í = x1
dÿ
j=2
x2j (pj ≠ p1) +
dÿ
k=2
x2k
ÿ
j ”=k,j>1
xj(pk ≠ pj)
Æ ≠(1≠ ‘)(p1 ≠ p2)
dÿ
j=2
x2j + ‘
dÿ
j=2
x2j ,
and the term above is negative as soon as ‘ is chosen such that :
‘ <
p1 ≠ p2
p1 ≠ p2 + 1 .
In contrast, the other equilibria (”j), j ”= 1 are unstable : this can be easily deduced from the
unstability of the two-armed bandit by testing the first arm vs. the arm j.
Since the martingale increment  Mn+1,i is uniformly bounded, we can apply the Kushner-Clark
theorem (see [72]) and can conclude that (Xin)nØ0 either converges to 1 or 0 a.s. As a consequence,
it is also true that (Xn)nØ0 converges a.s. We now make this limit explicit and show that (Xn)nØ0
converges toward (1, ..., 0) a.s. We start by noticing that h1(x) = x1
q
jØ2 xj(p1 ≠ pj) Ø 0, which
implies that :
X1n Ø X10 +
nÿ
j=1
“jﬂjŸ1(Xj≠1) +
nÿ
j=1
“j Mj,1. (2.5.41)
The martingale increment  Mj,1 is bounded and a large enough C exists such that  Mj,1 Æ
Ô
C
a.s.. This implies that :
......
nÿ
j=1
“j Mj,1
......
2
L2
Æ C
nÿ
j=1
“2j Æ C sup
jœN
3
“j
ﬂj
4 nÿ
j=1
“jﬂj .
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Since
q
ﬂj“j = +Œ, we can deduce that
lim
n≠æ+ŒE
Qcca
qn
j=1 “j Mj,1
nq
j=1
“jﬂj
Rddb
2
= 0 so that lim sup
næŒ
nq
j=1
“j Mj,1
nq
j=1
“jﬂj
Ø 0 a.s.
Now, if we assume that Ê œ {XŒ,1 = 0}, we also deduce from the Toeplitz lemma that a.s.
lim inf
næ+Œ
1
nq
j=1
“jﬂj
nÿ
j=1
“jﬂjŸ1(Xj≠1(Ê)) Ø inf
(x2,...,xd)œ[0,1]d≠1,x2+...+xd=1
Ÿ1(0, x2, . . . , xd) > 0.
Thus, by (2.5.41), we deduce from what precedes that
lim sup
næŒ
Xn,1(Ê)
n≠1q
j=1
“jﬂj
> 0.
We obtain a contradiction with the boundedness of (Xn)nØ1 and conclude that P(XŒ,1 = 0) = 0.
For (ii), we refer to [79] since the arguments here are similar.
2.5.2 Weak convergence of the normalized bandit (Proposition 2.3.2)
The proof of the weak convergence follows the lines of [79]. The idea is to prove the tightness of
the pseudo-trajectories associated to the normalized sequence and to then show that any weak
limit of this sequence is a solution of the martingale problem (L, C1K(R+, (R+)d≠1) where L is the
infinitesimal generator defined in Proposition 2.3.2. Then, proving that uniqueness holds for the
solutions of the martingale problem and for the invariant distribution, the convergence follows.
Here, we choose to only detail the key step of the characterization of the limit. The rest of the
proof can be obtained by a simple generalization of that of [79].
Proposition 2.5.1. Let (p1, . . . , pd) œ (0, 1)d with pd Æ . . . Æ p2 < p1. Assume that “n = “1n≠ 12
and ﬂn = ﬂ1n≠
1
2 . Set Yn = (Y 1n , . . . , Y dn ) = ﬂ≠1n Xn. Let f be a continuously di erentiable function
with compact support in Rd≠1+ and Lipschitz derivatives. We have
E(f(Y 2n+1, ..., Y dn+1)≠ f(Y 2n , ..., Y dn )|Fn) = “n+1
!Ldf(Y 2n , ..., Y dn ) + oP(1)" ,
where Ld is the PDMP generator defined in (2.3.15) and Fn = ‡(Yk, k Æ n).
Proof Set Y˜n = (Y 2n , ..., Y dn ). An extension of Theorem 2.3.1 yields for any (p1, . . . , pd) œ (0, 1)d
such that p1 > p2 Ø . . . Ø pd,
sup
nØ1
E[|Y˜n|1] < +Œ, (2.5.42)
where |u|1 =
qd
j=2 |uj |. Now, let us decompose the conditional expectation of the proposition as
follows :
E(f(Y˜n+1)≠ f(Y˜n)|Fn) =
dÿ
i=1
E
!
(f(Y˜n+1)≠ f(Y˜n))1{In+1=i}|Fn
"
.
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First, on the event {In+1 = 1}, we have for every j Ø 2 :
Xjn+1 = Xjn(1≠ “n+11A1n+1) + “n+1ﬂn+1
X1n
d≠ 11C‡n+1 ,
where C‡n+1 = (A1n+1)c ﬁ (A1n+1 ﬂB‡n+1). Using that ﬂnﬂ≠1n+1 = O(“2n+1), this yields for every j Ø 2
Y jn+1 = Y jn (1≠ “n+11A1n+1) + “n+11C‡n+1 +O(“2n+1|Y˜n|1).
Since f is Lipschitz continuous, we deduce that
E
!
(f(Y˜n+1)≠ f(Y˜n))1{In+1=i}|Fn
"
= X1np1
!
f(Y˜n(1≠ “n+1))≠ f(Y˜n)
"
+X1n
(1≠ p1‡)
d≠ 1
!
f(Y˜n + “n+1v)≠ f(Y˜n)
"
+O(“2n+1|Y˜n|1),
where v = 1Rd≠1 . Using again that f is Lipschitz continuous and that 1≠X1n = ﬂn|Y˜n|1, one obtains
E
1
(f(Y˜n+1)≠ f(Y˜n))1{In+1=i}|Fn
2
= p1
!
f(Y˜n(1≠ “n+1))≠ f(Y˜n)
"
+ (1≠ p1‡)
d≠ 1
!
f(Y˜n + “n+1v)≠ f(Y˜n)
"
+O(“2n+1(|Y˜n|1 + |Y˜n|21)).
By the Taylor formula with order 1 and the fact that Òf is Lipschitz continuous, the previous
equality leads to
E
1
(f(Y˜n+1)≠ f(Y˜n))1{In+1=i}|Fn
2
= “n+1(Òf(Y˜n),≠p1Y˜n + (1≠ p1‡)
d≠ 1 v) +O(“
2
n+1(1 + |Y˜n|21)),
where ( , ) stands for the usual scalar product on Rd≠1. By (2.5.42), one can readily check that
(“n+1(1 + |Y˜n|2))nØ1 converges to 0 in probability. As a consequence, one can conclude the case
In+1 = 1 by the following equality :
E
1
(f(Y˜n+1)≠ f(Y˜n))1{In+1=1}|Fn
2
= “n+1
!L1df(Y˜n) + oP(1)" (2.5.43)
where for every y œ Rd≠1 and for every di erentiable function f : Rd≠1 ‘æ R,
L1df(y) =
dÿ
j=2
3 (1≠ p1‡)
d≠ 1 ≠ p1yj
4
ˆjf(y).
The above operator corresponds to the drift component of the limiting process. It remains now to
exhibit the jump component. To this end, let us now consider the case In+1 = i with i œ {2, . . . , d}.
We have
Xin+1 = Xin + “n+1(1≠Xin)1Ain+1 +O(“n+1ﬂn+1Xin),
so that a normalization combined with similar arguments as previously yields
Y in+1 = Y in +
“n+1
ﬂn+1
1Ain+1 +O(X
i
n) = Y in + g1Ain+1 +O(X
i
n).
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Now, for every j ”= i (j Ø 2), we can remark that
Y jn+1 = Y jn +O(Xjn ‚Xin).
Using that f is Lipschitz continuous, we get for every i Ø 2,
E
1
(f(Y˜n+1)≠ f(Y˜n))1{In+1=i}|Fn
2
= piXin (f(Yn + gei)≠ f(Yn)) +O(“2n+1|Y˜n|21),
where ei = (0, . . . , 0, 1¸˚˙˝
i
, 0 . . . , 0)Õ. By (2.5.42), we can rewrite the previous equality as follows :
’i Ø 2, E
1
(f(Y˜n+1)≠ f(Y˜n))1{In+1=i}|Fn
2
= “n+1
3
pi
g
Y in (f(Yn + gei)≠ f(Yn)) +OP(1)
4
and conclude the proof with a combination of this last statement with (2.5.43).
⇤
2.6 Ergodicity of the PDMP
From now on, the variable (Xt)tØ0 will refer to a trajectory of the PDMP associated with the
normalized (over)-penalized bandit and bearing no relation to the multi-armed bandit sequence
(Xn)nØ1.
2.6.1 Wasserstein results
We begin the study of the ergodicity of the PDMP whose infinitesimal generator is (2.3.16) with
some computations of the moments of the process.
Lemma 2.6.1. Let (Xt)tØ0 be a Markov process, whose generator L is defined by (2.3.16). If
ﬁ := b ≠ cg > 0, then supE[(Xxt )p] Æ C(1 + |x|p). In particular, the invariant distribution ﬁ has
moments of any order and
’t Ø 0 E(Xt) = a
ﬁ
+
1
E(X0)≠ a
ﬁ
2
e≠tﬁ
Proof Let us define fp(x) = xp. We have :
Lfp(x) = p(a≠ bx)xp≠1 + cx((x+ g)p ≠ xp)
= ≠pﬁfp(x) + pafp≠1(x) + c
p≠2ÿ
k=0
Ckp g
p≠kfk+1(x), (2.6.44)
where we adopt the convention  ÿ = 0. If we now define –p(t) = E(Xpt ), the previous relation
shows that –p satisfies the ODE for any integer p Ø 1 defined by
–p(t)Õ + pﬁ–p(t) = pa–p≠1(t) + c
p≠2ÿ
k=0
Ckp g
p≠k–k+1(t).
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For example, with p = 1 we have –Õ1(t) = ≠ﬁ–1(t) + a, which implies that
–1(t) =
a
ﬁ
+
1
E(X0)≠ a
ﬁ
2
e≠tﬁ.
The control of the moments of order p > 1 then follows from a recursion.
⇤
Rescaled two-armed bandit & Theorem 2.3.3
In the following, we will exploit Equation (2.6.44) to obtain a suitable upper bound of the Was-
serstein distance Wp between the law of Xt and the invariant measure µŒ of the PDMP. For this
purpose, we note that the generator (2.3.16) possesses the stochastic monotonicity property, i.e.,
a coupling (X,Y ) exists starting from (x, y) (with x > y) such that Xt Ø Yt for any t Ø 0. The
increase of the jump rate (with respect to the position) and the positivity of the jumps are of prime
importance for this property. Such a coupling could be built as follows : we only allow simultaneous
jumps of both components or a single jump of the highest one (see ([15]) for a similar procedure).
The generator of this coupling (X,Y ) starting from (x, y) with x > y is given by :
f(x, y) = (a≠ bx)ˆxf(x, y) + (a≠ by)ˆyf(x, y)
+cy (f(x+ g, y + g)≠ f(x, y)) + c(x≠ y) (f(x+ g, y)≠ f(x, y)) (2.6.45)
with a symmetric expression when y > x. We now prove the main result.
Proof of theorem 2.3.3. Let µ0 be a probability on Rú+ and designate µŒ as the invariant distri-
bution of the PDMP. Set
Ct = {‹ œ P(R2), ‹(dx◊ R+) = µt(dx), ‹(R+ ◊ dy) = µŒ(dy)}.
For any ‹ œ C, let (Xt, Yt)tØ0 denote the Markov process driven by (2.6.45) starting from ‹. From
the definition of Wp and the stationary of (Yt), we have for any t :
Wp(µt, µŒ) Æ inf
Y][‹ œ C0,
A⁄
R2+
E[|Xxt ≠ Y yt |p]‹(dx, dy)
B 1
p
Z^
\ .
At the price of a potential exchange of the coordinates, we can now work with some deterministic
starting points x and y such that x > y > 0. Owing to the monotonicity of , we thus have for any
p Ø 1
E(|Xxt ≠ Y yt |p) = E(Xxt ≠ Y yt )p.
Assume now that p œ Nú, we observe that acts on (x, y) ‘æ (x≠ y)p as :
(x≠ y)p = ≠pﬁ(x≠ y)p + pa(x≠ y)p≠1 + c
p≠2ÿ
k=0
Ckp g
p≠k(x≠ y)k+1.
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Setting —p(t) = E |Xxt ≠ Y yt |p, we can immediately check that :
—˙p(t) + ﬁp—p(t) =
A
pa—p≠1(t) + c
p≠2ÿ
k=0
Ckp g
p≠k—k+1(t)
B
. (2.6.46)
When p = 1, (2.6.46) implies that : —1(t) = —1(0)e≠ﬁt ∆ E[Xxt ≠ Y yt ] = (x≠ y)e≠ﬁt, so that :
W1(µt, µŒ) ÆW1(µ0, µŒ)e≠tﬁ.
For the lower-bound, we use :
W1(µt, µŒ) Ø inf
;
‹t œ Ct,
----⁄ (x≠ y)‹t(dx, dy)----< = |E[Xµ0t ]≠ E[Y µŒt ]| ,
which implies that :
W1(µt, µŒ) Ø
----⁄ E[Xxt ≠ Y yt ]µ0(dx)µŒ(dy)---- = ----⁄ (x≠ y)µ0(dx)µŒ(dy)---- e≠ﬁt.
The lower-bound follows.
Now, let us consider the case p > 1 (with p œ N). For p = 2, we have!
—2(t)e2ﬁt
"Õ
e≠2ﬁt = (2a+ cg2)—1(0)e≠ﬁt,
and an integration leads to —2(t)e2ﬁt ≠ —2(0) = 2a+cg2ﬁ —1(0)[eﬁt ≠ 1]. As a consequence :
—2(t) Æ e≠2ﬁt—2(0) + 2a+ cg
2
ﬁ
—1(0)e≠ﬁt.
Using the inequalities
Ô
u+ v Æ Ôu+Ôv and —2 ØW22 , we thus deduce that :
W2(µt, µŒ) ÆW2(µ0, µŒ)e≠ﬁt +
Ú
2a+ cg2
ﬁ

W1(µ0, µŒ)e≠ﬁt2 .
The result follows when p = 2 by setting :
“2 :=W2(µ0, µŒ) +
Ú
2a+ cg2
ﬁ

W1(µ0, µŒ).
A recursive argument based on (2.6.46) shows that a constant “p exists that only depends on µ0
and µŒ such that :
Wp(µt, µŒ) Æ “pe≠ﬁp t.
2.6.2 Proof of total variation results
As mentioned before, the idea is to wait until the paths get close (with a probability controlled
by the Wasserstein bound) and then to try to stick them (with high probability). Since the jump
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size is deterministic, sticking the paths implies a non trivial coupling of the jump times which is
described in the lemma below.
We begin by establishing the next useful lemma.
Lemma 2.6.2. Let Á > 0 and t Ø 1b ln(1 + Á). A coupling (Xt, Yt)tØ0 of paths driven by (2.3.16)
exists such that on Ax0,Á :
P(Xt = Yt, t Ø s) Ø
1
1≠ c
b
x0Á≠ e≠ ab cs ≠ cÁ
b
2
max(0, 1≠ c
b
Á(x0 + g)),
where Ax0,Á =
)
(x, y)|ab < x Æ x0, 0 < x≠ y Æ Á
*
.
Proof Let Á > 0 and (x, y) œ Ax0,Á (in particular, x > y). Denote by (Xxt ) and (Xyt ) the paths
starting from x and y respectively, T x1 and T y1 the associated first jump times, and by T x2 the
second jump time of (Xxt ). It can be noticed that :
P(Xt = Yt, t Ø s) Ø P(XxTy1 = X
y
Ty1
, T y1 Æ s).
We aim to build a coupling that leads to a sharp lower-bound of the r.h.s. For this purpose, note
that if T x1 < T y1 < T x2 , the triple (T x1 , T
y
1 , T
x
2 ) satisfies :
XyTy1
= XxTy1 ≈∆
a
b
+
1
y ≠ a
b
2
e≠bT
y
1 + g = a
b
+
1
XxTx1 ≠
a
b
2
e≠b(T
y
1 ≠Tx1 ).
Considering that XxTx1 =
a
b + (x≠ ab )e≠T
x
1 + g and defining Â(t) = 1b ln
1
ebt + x≠yg
2
, we can verify
that XyTy1 = X
x
Ty1
Æ s and T x1 < T y1 < T x2 as soon as
T y1 = Â(T x1 ) Æ s and T x2 Ø Â(T x1 ),
since Â(t) Ø t. We are naturally encouraged to consider Sx,s1 = Â(T x1 )1{Â(Tx1 )Æs} and it is well
known that the law of (T x1 , T y1 ) can be described through the maximal coupling :
T y1 =  U + (1≠ )Vy, Â(T x1 ) =  U + (1≠ )Vx,
where Vx, Vy,  and U are independent, U ≥
PTy1 ·PÂ(Tx1 )
ÎPSx,s1 ·PTy1 ÎTV
and   ≥ B(p) where p = ÎPSx,s1 ·
PTy1 ÎTV . With this coupling, if q(t, z) = P(T z1 Ø Â(t)≠ t), the Strong Markov property yields
P(T x2 ≠ T x1 |(T x1 , T y1 )) = P(T x2 Ø Â(T x1 )|T x1 ) = q(T x1 , XxT1).
Since z ‘æ q(t, z) is increasing and x > a/b (from the assumption on Ax0,‘), we deduce that
XxT1 Æ x+ g and it therefore follows that :
P(T x2 > T y1 |(T x1 , T y1 )) Ø q(t, x+ g) Ø q(0, x+ g).
given that t ‘æ Â(t) ≠ t is a non-decreasing function. As a consequence, we obtain that with this
coupling :
P(XxTy1 = X
y
Ty1
, T y1 Æ s) Ø q(0, x+ g)P(  = 1) = q(0, x+ g)ÎPSx,s1 · PTy1 ÎTV . (2.6.47)
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It remains to find a lower bound of the total variation distance involved in the r.h.s. of the above
inequality . Recall that
ÎPSx,s1 · PTy1 ÎTV =
⁄ +Œ
0
fy(t) · gx,s(t)dt,
where fy and gx,s denote the densities of T y1 and S
x,s
1 , respectively. We therefore have :
’t > 0, fy(t) = c„(y, t)e
≠
ts
0
c„(y,u)du
with „(y, t) = a
b
+ (y ≠ a
b
)e≠bt,
and a change of variable yields :
’t > 0, gx(t) = fx(Â≠1(t))(Â≠1)Õ(t)1{Â(0)ÆtÆs}. (2.6.48)
On the one hand, since (x, y) œ Ax0,‘, we can check that :
’t Ø 0, „(x, t)≠ Áe≠bt Æ „(y, t) Æ „(x, t),
and we can then conclude that :
’t > 0, fy(t) Ø fx(t)≠ Áe≠bt.
One the other hand, note that :
’t > Â(0), Â≠1(t) = 1
b
ln
3
ebt ≠ x≠ y
g
4
Æ t and (Â≠1)Õ(t) = e
bt
ebt ≠ x≠yg
Ø 1,
and we can deduce from (2.6.48) that ’t œ [Â(0), s] :
gx(t) Ø c„(x,Â≠1(t))e≠
s t
0
c„(x,s)ds Ø c„(x, t)e≠
s t
0
c„(x,s)ds = fx(t).
Note that we used that t ‘æ „(x, t) is decreasing since x > a/b. Thus,1
PTy1 · PSx1
2
(dt) Ø h(t)dt with h(t) = (fx(t)≠ Áe≠bt)1Â(0)ÆtÆsdt.
As a consequence,
ÎPSx,s1 · PTy1 ÎTV Ø e
≠
s Â(0)
0
c„(x,u)du ≠ e≠
s s
0
c„(x,u)du ≠ Á
b
.
Checking that Â(0) Æ Á/b and that ’t Ø 0, a/b Æ „(x, t) Æ x Æ x0, we deduce that
ÎPSx,s1 · PTy1 ÎTV Ø e≠
cx0Á
b ≠ e≠ ab cs ≠ Á
b
Ø 1≠ cx0Á
b
≠ e≠ ab cs ≠ Á
b
,
where we used e≠u Ø 1≠ u for u Ø 0 in the second line. To conclude the proof, it remains to plug
this inequality into (2.6.47) and to observe that :
q(0, x+ g) Ø q(0, x0 + g) = e≠
s Â(0)
0
c„(x0+g,s)ds Ø 1≠ cÂ(0)(x0 + g) Ø 1≠ c
b
Á(x0 + g).
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⇤
We now provide the proof of the ergodicity w.r.t. the total variation distance.
Proof of Theorem 2.3.4. For any starting distribution µ0,
Îµ0Pt ≠ µŒÎTV Æ
⁄
Î”xPt ≠ ”yPtÎTV µ0(dy)µŒ(dx). (2.6.49)
The idea is to use the Wasserstein coupling during a time t1 and to then try to stick the paths on
the interval [t1, t] using Lemma 2.6.2. Consider Ax0,Á defined in Lemma 2.6.2 and the alternative
set Aúx0,Á = {(x, y), a/b < y < x0, 0 < y ≠ x Æ Á}. Set Bx0,Á = Ax0,Á ﬁAúx0,Á, we have :
1≠ Î”xPt ≠ ”yPtÎTV Ø P(Xxt = Y yt |(Xxt1 , Y yt1) œ Bx0,Á)P((Xxt1 , Y yt1) œ Bx0,Á). (2.6.50)
Since the Wasserstein coupling preserves the order and since x > a/b µŒ(dx)-a.s., it can be noted
that µŒ(dx)-a.s.,
(Xxt1 , Y
y
t1) œ Bx0,Á ≈∆
I
Xxt1 ≠Xyt1 Æ Á and Xxt1 Æ x0 if x Ø y
Xyt1 ≠Xxt1 Æ Á and Xyt1 Æ x0 if x < y.
It follows that for every p > 0, µŒ(dx) almost surely :
P((Xxt1 , Y
y
t1) œ Bcx0,Á) Æ P(|Xxt1 ≠Xyt1 | > Á) + P(Xxt1 > x0) + P(Xyt1 > x0)
Æ 1
Á
E[|Xxt1 ≠Xyt1 |] +
1
xp0
!
E[(Xxt1)
p] + E[(Xyt1)
p]
"
.
On the basis of Theorem 2.3.3 and Lemma 2.6.1, a constant Cp exists such that Cp depends on p,
µ0 and µŒ but not on t1 and satisfies :⁄
P((Xxt1 , Y
y
t1) œ Bcx0,Á)µ0(dy)µŒ(dx) Æ
W1(µ0, µŒ)
Á
e≠ﬁt1 + Cp
xp0
.
Finally, Lemma 2.6.2 leads to :
P(Xxt = Y yt |(Xxt1 , Y yt1) œ Bx0,Á)
Ø
1
1≠ c
b
x0Á≠ e≠ ab c(t≠t1) ≠ cÁ
b
2Ó
0 ‚ 1≠ c
b
Á(x0 + g)
Ô
so that by plugging the previous inequalities into (2.6.50) and (2.6.49), it can be deduced that for
every p > 1, a constant C˜p exists such that for every t Ø 0, for every x0 and Á such that x0Á Æ b/2c
(with x0 > 1 and Á œ (0, 1)),
Îµ0Pt ≠ µŒÎTV Æ C˜p
3
x0Á+ e≠
a
b c(t≠t1) + Á+ 1
Á
e≠ﬁt1 + 1
xp0
4
.
If we try to optimize the above bound, we set t1 = ”t, x0 = C1e–t, Á = C2e≠—t with ” œ (0, 1) and
— > – > 0 and deduce that a constant Cˇp exists such that :
Îµ0Pt ≠ µŒÎTV Æ Cˇp exp
1
≠t
Ó
— ≠ – · ca
b
(1≠ ”) · ”ﬁ ≠ — · –p
Ô2
.
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We can choose p as large as we want (µ0 has moments of any order) and thus – arbitrarily small.
The result then follows using an optimization on (—, ”).
2.7 Technical result for the pseudo-regret upper bound
Lemma 2.7.1. Let – > 0, “1 œ (0, 1) and n˜ œ N such that –“n˜ < 1 and n˜ Ø 1/(–“1)2). We have :
’n Ø n˜
n≠1ÿ
j=n˜
“j
n≠1Ÿ
l=j
(1≠ –“l) Æ 1
–
Proof Let j Ø n˜. On the basis of the inequality ln(1 + x) Ø x for x > ≠1, we have
n≠1Ÿ
l=j
(1≠ –“l) = exp
Qaln n≠1ÿ
l=j
(1≠ –“l)
Rb Æ exp
Qa≠ n≠1ÿ
l=j
–“l
Rb
Using that x ‘æ 1/Ôx is decreasing,
n≠1ÿ
l=j
“l =
n≠1ÿ
l=j
“1Ô
l
Ø “1
n≠1ÿ
l=j
l+1⁄
l
1Ô
x
dx = “1
n⁄
j
1Ô
x
dx = 2“1(
Ô
n≠j)
so that :
n≠1ÿ
j=n0
“j
n≠1Ÿ
l=j
(1≠ –“l) Æ “1e≠2–“1
Ô
n
n≠1ÿ
j=n0
e2–“1
Ô
j
Ô
j
.
Checking that x ‘æ 1Ô
x
e–“1
Ô
x is non-decreasing on [ 1(–“1)2 ,Œ) it can be deduced that for any
j Ø n0,
n≠1ÿ
j=n0
1Ô
j
e2–“1
Ô
j Æ
n⁄
n0
1Ô
x
e2–“1
Ô
xdx Æ 1
–“1
.
The lemma follows.
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Stochastic Heavy Ball
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Abstract This paper deals with a natural stochastic optimization procedure derived from the
so-called Heavy-ball method di erential equation, which was introduced by Polyak in the 1960s
with his seminal contribution [109]. The Heavy-ball method is a second-order dynamics that was
investigated to minimize convex functions f . The family of second-order methods recently recei-
ved a large amount of attention, until the famous contribution of Nesterov [96], leading to the
explosion of large-scale optimization problems. This work provides an in-depth description of the
stochastic heavy-ball method, which is an adaptation of the deterministic one when only unbia-
sed evalutions of the gradient are available and used throughout the iterations of the algorithm.
We first describe some almost sure convergence results in the case of general non-convex coercive
functions f . We then examine the situation of convex and strongly convex potentials and derive
some non-asymptotic results about the stochastic heavy-ball method. We end our study with limit
theorems on several rescaled algorithms.
3.1 Introduction
Finding the minimum of a function f over a set   with an iterative procedure is very popular
among numerous scientific communities and has many applications in optimization, image proces-
sing, economics and statistics, to name a few. We refer to [95] for a general survey on optimization
algorithms and discussions related to complexity theory, and to [97, 32] for a more focused presen-
tation on convex optimization problems and solutions. The most widespread approaches rely on
some first-order strategies, with a sequence (Xk)kØ0 that evolves over   with a first-order recursive
formula Xk+1 =  [Xk, f(Xk),Òf(Xk)] that uses a local approximation of f at point Xk, where
this approximation is built with the knowledge of f(Xk) and Òf(Xk) alone. Among them, we
refer to the steepest descent strategy in the convex unconstrained case, and to the Frank-Wolfe
[50] algorithm in the compact convex constrained case. A lot is known about first-order methods
concerning their rates of convergence and their complexity. In comparison to second-order me-
thods, first-order methods are generally slower and are significantly degraded on ill-conditioned
optimization problems. However, the complexity of each update involved in first-order methods
is relatively limited and therefore useful when dealing with a large-scale optimization problem,
which is generally expensive in the case of Interior Point and Newton-like methods. A second-order
“optimal” method was proposed in [96] in the 1980s’ (also see [16] for an extension of this method
with proximal operators). The so-called Nesterov Accelerated Gradient Descent (NAGD) has par-
ticularly raised considerable interest due to its numerical simplicity, to its low complexity and to
its mysterious behavior, making this method very attractive for large-scale machine learning pro-
blems. Among the available interpretations of NAGD, some recent advances have been proposed
concerning the second-order dynamical system by [114], being a particular case of the generalized
Heavy Ball with Friction method (referred to as HBF in the text), as previously pointed out in
[35, 36]. In particular, as highlighted in [35], NAGD may be seen as a specific case of HBF after
a time rescaling t = Ôs, thus making the acceleration explicit through this change of variable, as
well as being closely linked to the modified Bessel functions when f is quadratic.
A growing field of interest related to these optimization algorithms concerns the development of
e cient procedures when only noisy gradients are available at each iteration of the procedure. On
the practical side, this question was first introduced in the seminal contributions on stochastic
approximation and optimization of [112] and [69]. Even though the Robbins-Monro algorithm is
able to achieve an optimal O(1/n) rate of convergence for strongly convex functions, its ability is
highly sensitive to the step sizes used. This remark led [110] to develop an averaging method that
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makes it possible to use longer step sizes of the Robbins-Monro algorithm, and to then average
these iterates with a Cesaro procedure so that this method produces optimal results in the minimax
sense (see [95]) for convex and strongly convex minimization problems, as pointed out in [12].
On the theoretical side, numerous studies have addressed a dynamical system point of view and
studied the close links between stochastic algorithms and their deterministic counterparts for some
general function f (i.e., even non convex). These links originate in the famous Kushner-Clark
Theorem (see [73]) and successful improvements have been obtained using di erential geometry by
[22, 20] on the long-time behavior of stochastic algorithms. In particular, a growing field of interest
concerns the behavior of self-interacting stochastic algorithms (see, among others, [24] and [53])
because these non-Markovian processes produce interesting features from the modeling point of
view (an illustration may be found in [53]).
Several theoretical contributions to the study of second-order stochastic optimization algorithms
exist. [80] explores some adaptations of the NAGD in the stochastic case for composite (strongly
or not) convex functions. Other authors [57, 58] obtained convergence results for the stochastic
version of a variant of NAGD for non-convex optimization for gradient Lipschitz functions but
these methods cannot be used for the analysis of the Heavy-ball algorithm. Finally, a recent work
[122] proposes a unified study of some stochastic momentum algorithms while assuming restrictive
conditions on the noise of each gradient evaluation and on the constant step size used. It should
be noted that [122] provides a preliminary result on the behavior of the stochastic momentum
algorithms in the non-convex case with possible multi-well situations. Our work aims to study the
properties of a stochastic optimization algorithm naturally derived from the generalized heavy ball
with friction method.
Our paper is organized as follows : Section 3.2 introduces the stochastic algorithm as well as the
main assumptions needed to obtain some results on this optimization algorithm. For the sake of
readability, these results are then provided in Section 3.2.4 without too many technicalities. The
rest of the paper then deals with the proof of these results. Section 3.3 is dedicated to the almost
sure convergence result we can obtain in the case of a non-convex function f with several local
minima. Section 3.4 establishes the convergence rates of the stochastic heavy ball in the strongly
convex case. Section 3.5 provides a central limit theorem in a particular case of the algorithm.
Appendix 3.7 consists of some important results on the supremum of certain random variables
needed for the non-convex case.
3.2 Stochastic Heavy Ball
We begin with a brief description of what is known about the underlying dynamical system.
3.2.1 Deterministic Heavy Ball
This method introduced by Polyak in [109] is inspired from the physical idea of producing some
inertia on the trajectory to speed up the evolution of the underlying dynamical system : a ball
evolves over the graph of a function f and is submitted to both damping (due to a friction on
the graph of f) and acceleration. More precisely, this method is a second-order dynamical system
described by the following O.D.E. :
x¨t + “tx˙t +Òf(xt) = 0, (3.2.1)
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where (“t)tØ0 corresponds to the damping coe cient, which is a key parameter of the method. In
particular, it is shown in [35] that the trajectory converges only under some restrictive conditions
on the function (“t)tØ0, namely :
— if
+Œs
0
“sds =Œ, then (f(xt))tØ0 converges,
— if
Œs
0
e
≠
ts
0
“sds
dt < Œ, then (xt)tØ0 converges towards one of the minima of any convex
function f .
Intuitively, these conditions translate the oscillating nature of the solutions of (3.2.1) into a quan-
titative setting for the convergence of the trajectories : if “t ≠æ 0 is su ciently fast, then the
trajectory cannot converge (the limiting case being x¨ + Òf(x) = 0). These properties lead us to
consider two natural families of functions (“t)tØ0 : “t = r/t with r > 1 and “t = “ > 0. To convert
(3.2.1) into a tractable iterative algorithm, it is necessary to rewrite this O.D.E. using a coupled
momentum equation. Consistent with [36], (3.2.1) is equivalent to the following integro-di erential
equation :
x˙t = ≠ 1
k(t)
⁄ t
0
h(s)Òf(xs)ds, (3.2.2)
where h and k are two memory functions related to “. In the natural situation of two positive
increasing functions h and k, if (xt)tØ0 is a solution of (3.2.2), then (x˜s)sØ0 is solution of (3.2.1)
with :
x˜s = x·(s) and ·˙(s) =

(kh≠1)(·(s)) with “s =
k˙h+ kh˙
2h3/2k1/2 ¶ ·(s).
We can consider two typical situations where the deterministic HBF (3.2.1) converges (see [35] for
further details) :
— The exponentially memoried HBF corresponds to the choice k(t) = ⁄e⁄t and h(t) = e⁄t
and to a constant damping function “s =
Ô
⁄ when the time scale is given by ·(s) =
Ô
⁄s.
Note that in this situation, the two convergence conditions are satisfied since :
+Œ⁄
0
“sds =
+Œ⁄
0
Ô
⁄ds = +Œ and
Œ⁄
0
e
≠
ts
0
“sds
dt =
Œ⁄
0
e≠
Ô
⁄tdt <Œ.
— The polynomially memoried HBF corresponds to the choice k(t) = t–+1 and h(t) = (–+1)t–
and is associated with an asymptotically vanishing damping “s = 2–+1s and a time scale
·(s) = s24(–+1) , where the choice – = 1 is associated with the NAGD (see [114] and their
“magic” constant 3 = 2–+ 1 in that case).
3.2.2 Stochastic HBF
All these remarks lead to the consideration of a natural stochastic version of (3.2.2) when h = k˙. As
pointed out by [53], the introduction of an auxiliary function yt = k(t)≠1
s t
0 h(s)Òf(xs)ds makes
it possible to obtain a first-order Markov evolution because y˙t = rt(Òf(xt) ≠ yt) with rt = h(t)k(t) .
Hence, we define the stochastic Heavy Ball system as (X0, Y0) = (x, y) œ R2d and :
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I
Xn+1 = Xn ≠ “n+1Yn
Yn+1 = Yn + “n+1rn(Òf(Xn)≠ Yn) + “n+1rn Mn+1, (3.2.3)
where the natural filtration of the sequence (Xn, Yn)nØ0 is denoted (Fn)nØ1 and :
— ( Mn) is a sequence of Fn)-martingale increments. For applications,  Mn+1 usually repre-
sents the di erence between the “true” value of Òf(Xn) and the one observed at iteration
n denoted ˆxF (Xn, ›n), where (›n)n is a sequence of i.i.d. random variables and F is an
Rd-valued measurable function such that :
’u œ Rd E [ˆxF (u, ›)] = Òf(u)
In this case,
 Mn+1 = Òf(Xn)≠ ˆxF (Xn, ›n). (3.2.4)
The randomness appears in the second component of the algorithm (3.2.3), whereas it was
handled in the first component in [53]. We will introduce some assumptions on f and on
the martingale sequence later.
— (“n)nØ1 corresponds to the step size used in the stochastic algorithm, associated with the
“time” of the algorithm represented by :
 n =
nÿ
k=1
“k such that lim
n≠æ+Œ n = +Œ.
For the sake of convenience, we also define :
 (2)n =
nÿ
k=1
“2k,
which may converge or not according to the choice of the sequence (“k)kØ1.
— (rn)nØ1 is a deterministic sequence that mimics the function t ‘≠æ rt defined as :
rn =
h( n)
k( n)
. (3.2.5)
In particular, when an exponentially weighted HBF with k(t) = ert is chosen, we have
rn = r > 0, regardless of the value of n. In the other situation where k(t) = tr, we obtain
rn = r ≠1n .
3.2.3 Baseline assumptions
We introduce some of the general assumptions we will work with below. Some of these conditions
are very general, whereas others are more specifically dedicated to the analysis of the strongly
convex situation. We will use the notation Î.Î (resp. Î.ÎF ) below to refer to the Euclidean norm
on Rd (resp. the Frobenius norm onMd,d(R)). Finally, when A œMd,d(R), ÎAÎŒ will refer to the
maximal size of the modulus of the coe cients of A : ÎAÎŒ := supi,j |Ai,j |. Our theoretical results
will obviously not involve all of these hypotheses simultaneously.
Function f We begin with a brief enumeration of assumptions on the function f .
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• Assumption (Hs) : f is a function in C2(Rd,R) such that :
lim
|x|≠æ+Œ
f(x) = +Œ and ÎD2fÎŒ := sup
xœRd
ÎD2f(x)ÎF < +Œ and ÎÒfÎ2 Æ cff.
The assumption (Hs) is weak : it essentially requires that f be smooth, coercive and have, at the
most, a quadratic growth on Œ. In particular, no convexity hypothesis is made when f satisfies
(Hs). It would be possible to extend most of our results to the situation where f is L-smooth (with
a L-Lipschitz gradient), but we preferred to work with a slightly more stringent condition to avoid
additional technicalities.
• Assumption (HSC(–)) : f is a convex function such that – = infxœRd Sp
!
D2f(x)
"
> 0 and D2f
is Lipschitz.
In particular, (HSC(–)) implies that f is –-strongly convex, meaning that :
’(x, y) œ Rd ◊ Rd f(x) Ø f(y) + ÈÒf(y), x≠ yÍ+ –2 Îx≠ yÎ
2.
Of course, (HSC(–)) is still standard and is the most favorable case when dealing with convex
optimization problems, leading to the best possible achievable rates. (HSC(–)) translates the fact
that the spectrum of the Hessian matrix at point x, denoted by Sp
!
D2f(x)
"
, is lower bounded by
– > 0, uniformly over Rd. The fact that D2f is assumed to be Lipschitz will be useful to achieve
convergence rates in Section 3.4.2.
Noise sequence ( Mn+1)nØ1 We will essentially use three types of assumptions alternatively
on the noise of the stochastic algorithm (3.2.3). The first and second assumptions are concerned
with a concentration-like hypothesis. The first one is very weak and asserts that the noise has a
bounded L2 norm.
• Assumption (H‡,p) : (p Ø 1) For any integer n, we have :
E(Î Mn+1Îp|Fn) Æ ‡2(1 + f(Xn))p.
The assumption (H‡,2) is a standard convergence assumption for general stochastic algorithms.
For some non-asymptotic rates of convergence results, we will rely on (H‡,p) for any p Ø 1. In
this case, we will denote the assumption by (H‡,Œ). Finally, let us note that the condition could
be slightly alleviated by replacing the right-hand member by ‡2(1 + f(Xn) + |Yn|2)p. However, in
view of the standard case (3.2.4), this improvement has little interest in practice, which explains
our choice.
• Assumption (HGauss,‡) : For any integer n, the Laplace transform of the noise satisfies :
’t Ø 0 E [exp(t Mn+1)|Fn] Æ e‡
2t2
2 .
This hypothesis is much stronger than (H‡,p) and translates a sub-Gaussian behavior of ( Mn+1)nØ1.
In particular, it can be easily shown that (HGauss,‡) implies (H‡,p). Hence, (HGauss,‡) is so-
mewhat restrictive and will be used only to obtain one important result in the non-convex situation
for the almost sure limit of the stochastic heavy ball with multiple wells.
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• Assumption (HE) : For any iteration n, the noise of the stochastic algorithm satisfies :
’v œ S1Rd E (|È Mn, vÍ| |Xn, Yn) Ø cv > 0.
This assumption will be essential to derive an almost sure convergence result towards minimizers
of f . Roughly speaking, this assumption states that the noise is uniformly elliptic given any current
position of the algorithm at step n : the projection of the noise has a non-vanishing component
over all directions v. We will use this assumption to guarantee the ability of (3.2.3) to get out of
any unstable point.
Step sizes One important step in the use of stochastic minimization algorithms relies on an
e cient choice of the step sizes involved in the recursive formula (e.g. in Equation 3.2.3). We will
deal with the following sequences (“n)nØ0 below.
• Assumption (H“—) : The sequence (“n)nØ0 satisfies :
’n œ N “n = “
n—
with — œ (0, 1],
leading to :
’— œ (0, 1)  n ≥ “1≠ —n
1≠— whereas  n ≥ “ logn when — = 1.
Memory size We consider the exponentially and polynomially-weighted HBF as a unique sto-
chastic algorithm parameterized by the memory function (rn)nØ1. From the definition of rn given
in (3.2.5), we note that in the exponential case, rn = r remains constant while the inertia brought
by the memory term in the polynomial case (rn)nœN is defined by rn = r n . Under Assumption
(H“—), we can show that regardless of the memory, we have :ÿ
nœN
“nrn = +Œ.
This is true when rn = r because “n = “n≠— with — Æ 1. It is also true when we deal with a
polynomial memory since in that case :
— if — < 1, then “nrn ≥ “n≠— ◊ r(1≠ —)“≠1n≠1+— ≥ r(1≠ —)n≠1
— if — = 1, then “nrn ≥ r
n logn and
q
kÆn “krk ≥ log(logn).
Similarly, we also have that in the polynomial case, regardless of — :ÿ
n
“2nrn < +Œ,
although this bound holds in the exponential situation when — > 1/2. Below, we will use these
properties on the sequences (“n)nØ0 and (rn)nØ0 and define the next set of assumptions :
• Assumption (Hr) : The sequence (rn)nØ0 is a non-increasing sequence such that :
ÿ
nØ1
“n+1rn = +Œ and
ÿ
nØ1
“2n+1rn < +Œ and lim sup
næ+Œ
1
2“n+1
3 1
rn
≠ 1
rn≠1
4
=: cr < 1.
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In the exponential case, cr = 0, whereas if rn = r/ n, it can be shown that cr = 12r and the last
point is true when r > 1/2. In any case, rŒ will refer to the limiting value of rn when n ≠æ +Œ,
which is either 0 or r > 0.
3.2.4 Main results
Section 3.3 is dedicated to the situation of a general coercive function f . We obtain the almost
sure convergence of the stochastic HBF towards a critical point of f .
Theorem 3.2.1. Assume that f satisfies (Hs), that (H‡,2) holds and that and the sequences
(“n)nØ1 and (rn)nØ1 are chosen such that (H“—) and (Hr) are fulfilled. If for any z, {x, f(x) =
z} ﬂ {x,Òf(x) = 0} is locally finite, then (Xn) a.s. converges towards a critical point of f .
This result obviously implies the convergence when f has a unique critical point. In the next
theorem, we focus on the case where this uniqueness assumption fails, under the additional elliptic
assumption (HE).
Theorem 3.2.2. Assume that f satisfies (Hs), that the noise is elliptic, i.e., (HE) holds, and
the sequence (“n)nØ1 is chosen such that (H“—) and (Hr) are fulfilled. If for any z, {x, f(x) =
z} ﬂ {x,Òf(x) = 0} is locally finite, we have :
(a) If rn = r (exponential memory) and (H‡,2) holds, then (Xn) a.s. converges towards a local
minimum of f .
(b) If rn = r ≠1n and the noise is sub-Gaussian, i.e., (HGauss,‡) holds, then (Xn) a.s. converges
towards a local minimum of f when — < 1/3.
Remark 3.2.1. ⇤ The previous result provides some guarantees when f is a multiwell potential.
In (a), we consider the exponentially weighted HBF and show that the convergence towards a local
minimum of f always holds under the additional assumption (HE). To derive this result, we will
essentially use the former results of [33] on “homogeneous” stochastic algorithms.
⇤ Point (b) is concerned by polynomially-weighted HBF and deserves more comment :
— First, the result is rather di cult because of the time inhomogeneity of the stochastic
algorithm, which can be written as Zn+1 = Zn+“n+1Fn(Zn)+“n+1 Mn+1 : the drift term
Fn depends on Zn and on the integer n, which will induce technical di culties in the proof
of the result. In particular, the assumption — < 1/3 will be necessary to obtain a good lower
bound of the drift term in the unstable manifold direction with the help of the Poincare´
Lemma near hyperbolic equilibrium of a di erential equation.
— Second, the sub-Gaussian assumption (HGauss,‡) is less general than (H‡,2) even though it
is still a reasonable assumption within the framework of a stochastic algorithm. To prove (b),
we will need to control the fluctuations of the stochastic algorithm around its deterministic
drift, which will be quantified by the expectation of the random variable supkØn “2kÎ MkÎ2.
The sub-Gaussian assumption will be mainly used to obtain an upper bound of such an
expectation, with the help of a coupling argument. Our proof will follow a strategy used in
[106] and [20] where this kind of expectation has to be upper bounded. Nevertheless, the
novelty of our work is also to generalize the approach to unbounded martingale increments :
the arguments of [106, 20] are only valid for a bounded martingale increment, which is a
somewhat restrictive framework.
In Section 3.4, we focus on the consistency rate under stronger assumptions on the convexity of
f . In the exponential memory case, we are able to control the quadratic error and to establish
a CLT for the stochastic algorithm under the general assumption (HSC(–)). In the polynomial
case, the problem is more involved and we propose a result for the quadratic error only when f is
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a quadratic function (see Remark 3.2.2 for further comments on this restriction). More precisely,
using the notation . to refer to an inequality, up to a universal multiplicative constant, we establish
the following results.
Theorem 3.2.3. Denote by xı the unique minimizer of f and assume that (H“—), (Hs), (HSC(–))
and (H‡,2) hold, we have :
(a) When rn = r (exponential memory) and — < 1, we have :
E
#ÎXn ≠ xıÎ2 + ÎYnÎ2$ . “n
If (H‡,Œ) holds and — = 1, set –r = r
3
1≠
Ò
1≠ (4⁄)·rr
4
where ⁄ denotes the smallest
eigenvalue of D2f(xı). We have, for any Á > 0 :
E
#ÎXn ≠ xıÎ2 + ÎYnÎ2$ . In≠1 if “–r > 1
n≠–r+Á if “–r Æ 1.
(b) Let f : Rd æ R be a quadratic function. Assume that rn = r ≠1n (polynomial memory)
with — < 1. Then, if r > 1+—2(1≠—) , we have :
E
#ÎXn ≠ xıÎ2 +  nÎYnÎ2$ . “n
When rn = r ≠1n (polynomial memory) and — = 1, we have :
E
#ÎXn ≠ xıÎ2 + lognÎYnÎ2$ . 1logn.
For (a), the case — < 1 is a consequence of Proposition 3.4.3 (or Proposition 3.4.1 in the quadratic
case), whereas the (more involved) case — = 1 is dealt with Propositions 3.4.1 and 3.4.4 for the
quadratic and the non-quadratic cases, respectively. We first stress that that when — < 1, the
noise only needs to satisfy (H‡,p) to obtain our upper bound. When we deal with — = 1, we
could prove a positive result in the quadratic case when we only assume (H‡,p). Nevertheless,
the stronger assumption (H‡,Œ) is necessary to produce a result in the general strongly convex
situation. Finally, (b) is a consequence of Proposition 3.4.2.
Remark 3.2.2. ⇤ It is worth noting that in (a) (— = 1), the dependency of the parameter –r in
D2f only appears through the smallest eigenvalue of D2f(xı). In particular, it does not depend
on inf
xœRd
⁄D2f(x) as it could be expected in this type of result. In other words, we are almost able
to retrieve the conditions that appear when f is quadratic. This optimization of the constraint is
achieved with a “power increase” argument, but this involves a stronger assumption (H‡,Œ) on
the noise.
⇤ The restriction to quadratic functions in the polynomial case may appear surprising. In fact, the
“power increase” argument does not work in this non-homogeneous case. However, when — < 1,
it would be possible to extend to non-quadratic functions through a Lyapunov argument (on this
topic, see Remark 3.4.3), but under some quite involved conditions on r, — and the Hessian of f .
Hence, we chose to only focus on the quadratic case and to try to obtain some potentially optimal
conditions on r and — only (in particular, there is no dependence to the spectrum of D2f). The
interesting point is that it is possible to preserve the standard rate order when — < 1 but under the
constraint r > 1+—2(1≠—) , which increases with —. In particular, the rate O(n≠1) cannot be attained
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in this case (see Remark 3.4.2 for more details).
Finally, we conclude by a central limit theorem related to the stochastic algorithm the exponential
memory case.
Theorem 3.2.4. Assume (Hs) and (HSC(–)) are true. Suppose that rn = r and that (H“—) holds
with — œ (0, 1) or, — = 1 and “–r > 1. Assume that (H‡,p) holds with p > 2 when — < 1 and
p =Œ when — = 1. Finally, suppose that the following condition is fulfilled :
E
#
( Mn+1)( Mn+1)t|Fn≠1
$ næ+Œ≠≠≠≠≠æ V in probability (3.2.6)
where V is a symmetric positive d◊ d-matrix. Let ‡ be a d◊ d-matrix such that ‡‡t = V. Then,
(i) The normalized algorithm
1
XnÔ
“n
, YnÔ“n
2
n
converges in law to a centered Gaussian distribution
µ(—)Œ , which is the invariant distribution of the (linear) di usion with infinitesimal generator
L defined on C2-functions by :
Lg(z) =
=
Òg(z),
3 1
2“ 1{—=1}I2d +H
4
z
>
+ 12Tr( 
TD2g(z) )
with
H =
3
0 ≠Id
rD2f(xı) ≠rId
4
and   =
3
0 0
0 ‡
4
.
(ii) In the simple situation where V = ‡20Id (‡0 > 0) and — < 1. In this case, the covariance of
µ(—)Œ is given by
‡20
2
3{D2f(xı)}≠1 0d◊d
0d◊d rId
4
In particular,
XnÔ
“n
=∆ N (0, ‡
2
0
2 {D
2f(xı)}≠1).
Remark 3.2.3. ⇤ As a first comment of the above theorem, let us note that in the fundamental
example where :
 Mn+1 = Òf(Xn)≠ ˆxF (Xn, ›n), n Ø 1,
the additional assumption (3.2.6) is a continuity assumption. Actually, in this case :
E[ Mn M tn|Fn≠1] = V¯(Xn), with V¯(x) = Cov(F (x, ›1)).
Thus, since Xn æ xı a.s., Assumption (3.2.6) is equivalent to the continuity of V¯ in xı so that :
V = V¯(xı).
⇤ Point (ii) of Theorem 3.2.4 reveals the behavior of the asymptotic variance of Y increases with r.
This translates the fact that the instantaneous speed coordinate Y is proportional to r in Equation
(3.2.3), which then implies a large variance of the Y coordinate when we use an important value
of r.
⇤ When — = 1, it is also possible (but rather technical) to make the limit variance explicit. The
expression obtained with the classical stochastic gradient descent with step-size “n≠1 and Hessian
⁄, the asymptotic variance is “/(2⁄“≠1), whose optimal value is attained when “ = ⁄≠1 (it attains
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the Cramer-Rao lower bound). Concerning now the stochastic HBF, for example, when d = 1 and
r Ø 4⁄ (the result is still valid in higher dimensions, see Section 3.5), we can show that :
lim
n≠æ+Œ “
≠1
n E[X2n] = ‡20
2⁄r“3
(“r ≠ 1)(2⁄“ ≠ –ˇ≠)(2⁄“ ≠ –ˇ+) ,
where –ˇ+ = 1 +
Ò
1≠ 4⁄r and –ˇ≠ = 1 ≠
Ò
1≠ 4⁄r . Similar expressions may be obtained when
r < 4⁄. Note also that we assumed that “–r > 1, and it is easy to check that this condition implies
that “r > 1 because –r Æ r, regardless of r. In the meantime, this condition also implies that
2⁄“ > –ˇ+ Ø –ˇ≠.
Finally, This explicit value could be used to find the optimal calibration of the parameters to obtain
the best asymptotic variance. Unfortunately, the expressions are rather technical and we can see
that such calibrations are far from being independent of ⁄, the a priori unknown Hessian of f on
xı.
3.3 Almost sure convergence of the stochastic heavy ball
In this section, the baseline assumption on the function f is (Hs), and we are thus interested in
the almost sure convergence of the stochastic HBF. In particular, we do not make any convexity
assumption on f .
Below, we will sometimes use standard and sometimes more intricate normalizations for the coupled
process Zn = (Xn, Yn). These normalizations will be of a di erent nature and, to be as clear as
possible, we will always use the same notation Zn and Z˘n to refer to a rotation of the initial vector
Zn, whereas ÂZn will introduce a scaling in the Yn component of Zn by a factor Ôrn.
3.3.1 Preliminary result
We first state a useful upper bound that makes it possible to derive a Lyapunov-type control for
the mean evolution of the stochastic algorithm (Xn, Yn)nØ1 described by (3.2.3). This result is
based on the important function (x, y) ‘≠æ Vn(x, y) that depends on two parameters (a, b) œ R2+
defined by :
Vn(x, y) = (a+ brn≠1)f(x) +
a
2rn≠1
ÎyÎ2 ≠ bÈÒf(x), yÍ. (3.3.7)
We will show that Vn plays the role of a (potentially time-dependent) Lyapunov function for
the sequence (Xn, Yn)nØ1. The construction of Vn shares a lot of similarity with other Lyapunov
functions built to control second-order systems. If the two first terms are classical and generate
a ≠ÎyÎ2 term, the last one is more specific to hypo-coercive dynamics and was already used in
[62]. Recent works fruitfully exploit this kind of Lyapunov function (see, among others, the kinetic
Fokker-Planck equations in [121] and the memory gradient di usion in [53]). This function is
obtained by the introduction of some Lie brackets of di erential operators, leading to the presence
of ÈÒf(x), yÍ that generates a mean reverting e ect on the variable x.
Lemma 3.3.1. Assume that (H‡,2) and (Hs) hold and suppose that cr < 1. Then, for any
(a, b) œ R2+ such that :
a
b
>
31
2 ‚
ÎD2fÎŒ
1≠ cr ‚ rŒ(cf ≠ 1)
4
, (3.3.8)
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we have :
(i) A constant C1 > 0 and an integer n0 œ N exist such that for any n Ø n0,
’x, y œ Rd, Vn(x, y) Ø C1
3
f(x) + ÎyÎ
2
rn≠1
4
. (3.3.9)
(ii) Some positive constants C2, C3 and ca,b exist such that :
E[Vn+1(Xn+1, Yn+1)|Fn]
Æ Vn(Xn, Yn)(1 + C2“2n+1rn)≠ ca,b“n+1ÎYnÎ2 ≠ b“n+1rnÎÒf(Xn)Î2 + C3“2n+1rn.
(3.3.10)
Proof :
Point (i) : For any non-negative u, v, the elementary inequality uv Æ ﬂ2u2 + 12ﬂv2 holds for any
ﬂ > 0. We apply this inequality with u = ÎÒf(x)Î, v = ÎyÎ and ﬂ = 2rn and obtain :
|ÈÒf(x), yÍ| Æ rn≠1ÎÒf(x)Î2 + a4rn≠1 ÎyÎ
2.
It follows from Assumption (Hs) that ÎÒfÎ2 Æ cff . Using the above inequality, we obtain that
for any x, y œ Rd :
Vn(x, y) Ø (a+ brn≠1(1≠ cf ))f(x) + 12rn≠1
5
a≠ b2
6
ÎyÎ2.
Choosing now a and b such that a > b/2 and a > brŒ(cf ≠ 1), we obtain the first assertion follows
from (3.3.8). ù
Point (ii) : The Taylor formula ensures the existence of ›n+1,1 and ›n+1,2 in [Xn, Xn+1] such that :
Vn+1(Xn+1, Yn+1) = (a+ brn)
3
f(Xn)≠ “n+1ÈÒf(Xn), YnÍ+ “
2
n+1
2 Y
t
nD
2f(›n+1,1)Yn
4
+ a2rn
!ÎYnÎ2 + 2“n+1rn !ÈYn,Òf(Xn)Í ≠ ÎYnÎ2 + ÈYn + “n+1rn(Òf(Xn)Í ≠ Yn), Mn+1Í"+ “2n+1r2nÎ Mn+1Î2"
≠ b +Òf(Xn)≠ “n+1D2f(›n+1,2)Yn, Yn + “n+1rn (Òf(Xn)≠ Yn + Mn+1), .
Combining the similar terms leads to :
Vn+1(Xn+1, Yn+1) = Vn(Xn, Yn)≠ b(rn ≠ rn≠1)f(Xn)
+ “n+1ÈÒf(Xn), YnÍ
Qa≠a≠ brn + a+ brn¸ ˚˙ ˝
=0
Rb≠ “n+1Y tnDn+1Yn ≠ “n+1rnbÎÒf(Xn)Î2
+ “n+1rn Nn+1 + “n+1 Rn+1,
where ( Nn)nØ1 is a sequence of martingale increments, Dn is a d◊ d-matrix defined by :
Dn+1 = a
3
1≠ 12“n+1
3 1
rn
≠ 1
rn≠1
44
Id ≠ bD2f(›n+1,2),
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and  Rn+1 is a remainder term. Using (Hs), we know that D2f is bounded, and we have the
following bound for  Rn+1 :
Î Rn+1Î Æ C2“n+1rn
!ÎYnÎ2 + Î Mn+1Î2 + ÎÒf(Xn)Î.ÎYnÎ" ,
where C2 is a deterministic positive constant independent of n. The fact that (rn)nØ1 is a bounded
sequence combined with Assumptions (H‡,2) and (Hs) yields E[Î Rn+1Î|Fn] Æ C2“n+1rn
!
1 + ÎYnÎ2 + f(Xn)
"
.
It follows that :
’n Ø n0 E[Î Rn+1Î|Fn] Æ C2“n+1rnVn(Xn, Yn).
Second, the condition given by (3.3.8) shows that an integer n1 Ø n0 and a constant ca,b > 0 exist
such that :
Dn+1Y
¢2
n Ø ca,bÎYnÎ2.
Using the previous bounds in Vn+1(Xn+1, Yn+1) and the fact that (rn)nœN is non-increasing shows
that :
÷n2 Ø n1 ’n Ø n2 : E[Vn+1(Xn+1, Yn+1)|Fn] Æ Vn(Xn, Yn)(1+C“2n+1rn)≠ca,b“n+1ÎYnÎ2≠b“n+1rnÎÒf(Xn)Î2.
ù⇤
Note that if (Hr) holds, then Equation (3.3.10) provides a strong repelling e ect on the system
(x, y) because in that case,
q
“n+1rn = +Œ. This makes it possible to obtain a more precise a.s.
convergence result, stated below.
Corollary 3.3.1. If (H‡,2) and (Hs) hold and (rn)nØ1 satisfies (Hr), then we have :
(i)
sup
nØ1
3
E[f(Xn)] +
1
rn
E[ÎYnÎ2]
4
< +Œ
(ii) (Vn(Xn, Yn))nØ1 is a.s.-convergent to VŒ œ R+. In particular, (Xn)nØ1 and (Yn/Ôrn)nØ1
are a.s.-bounded.
(iii)
ÿ
nØ1
“n+1rn
3ÎYnÎ2
rn
+ ÎÒf(Xn)Î2
4
< +Œ a.s.
(iv) (Yn/
Ô
rn)nØ0 tends to 0 since n æ +Œ and every limit point of (Xn)nØ0 belong to
{x,Òf(x) = 0}. Furthermore, if for any z, {x, f(x) = z} ﬂ {x,Òf(x) = 0} is locally finite,
(Xn)nØ0 converges towards a critical point of f .
Proof of (i)≠ (ii)≠ (iii) : Under the conditions on (rn), we can check that some positive a and b
exist such that the conclusions of the previous lemma hold true. We then deduce that :
E[Vn+1(Xn+1, Yn+1)|Fn]
Æ Vn(Xn, Yn)(1 + C–n+1)≠ Un+1,
with –n = “2nrn and Un+1 = ca,b“n+1ÎYnÎ2+b“n+1rnÎÒf(Xn)Î2. Subsequently, using the Robbins-
Siegmund Theorem (see, e.g., Theorem 3.7.1 in Section 3.7.1, borrowed from [44]), we deduce, on
the one hand, that supnØ1 E[Vn(Xn, Yn)] < +Œ and that (Vn(Xn, Yn))nØ1 almost surely (and in
L1) converge towards a random variable VŒ œ R+. In particular, the coercivity of f implies the
a.s.-boundedness of (Xn)nØ0. On the other hand, the Robbins-Siegmund Theorem also implies
that : ÿ
nØ1
“n+1rn
3ÎYnÎ2
rn
+ ÎÒf(Xn)Î2
4
< +Œ a.s.
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Hence, the three first statements follow. ù
Proof of (iv) : The proof relies on the so-called ODE method (see, e.g., [20]). Set rŒ = limnæ+Œ rn.
We deal with cases rŒ > 0 and rŒ = 0 separately.
Case rŒ > 0 (exponential memory) : Set  n =
qn
k=0 “k with the convention “0 = 0. Denote
by (z¯(t))tØ0 the interpolated process defined by z¯( n) = Zn = (Xn, Yn)Õ, n Ø 0, with linear
interpolations between times  n and  n+1 and let z¯(n) be the associated shifted-sequence defined
by :
z¯(n)(t) = z¯(t+  n) t Ø 0.
Setting Án = (0, (rn≠1≠rŒ)(Òf(Xn)≠Yn)+ Mn)Õ and h(x, y) = (≠y, rŒ(Òf(x)≠y))Õ, we have :
Zn+1 = Zn + “n+1(h(Zn) + Án+1).
Set N(n, t) = inf{k Ø n, “n+1+ . . .+ “k Ø t} (with the convention inf ÿ = n). Then, since (Zn)nØ0
is a.s.-bounded, it is a classical result on stochastic algorithm theory (see, e.g., [44], Theorem 9.2.8
and the remark below) that if for any T > 0,
lim sup
næ+Œ
sup
tœ[0,T ]
......
N(n,t)+1ÿ
k=n+1
“kÁk
...... = 0 a.s., (3.3.11)
then (z¯(n))nØ0 is relatively compact (for the topology of uniform convergence on compact sets)
and its limit points are solutions to the ODE z˙ = h(z). Let us prove (3.3.11). Let T > 0. Using the
Cauchy-Schwarz inequality, we have, for every t œ [0, T ] :
N(n,t)+1ÿ
k=n+1
“k(ÎÒf(Xk≠1)Î+ ÎYkÎ) Æ
Ô
2
QaN(n,t)+1ÿ
k=n+1
“k
Rb 12 QaN(n,t)+1ÿ
k=n+1
“k
!ÎÒf(Xk≠1)Î2 + ÎYk≠1Î2"
Rb 12
Æ

2(T + “1)
A +Œÿ
k=n+1
“k
!ÎÒf(Xk≠1)Î2 + ÎYk≠1Î2"B
1
2
næ+Œ≠≠≠≠≠æ 0,
(3.3.12)
where the last convergence follows from (iii). On the basis of Assumption (H‡,2) and (iii), we also
note that (Èqnk=1 “k MkÍ)nØ1 is a.s.-convergent so that q “n Mn. It easily follows that :
lim sup
næ+Œ
sup
tœ[0,T ]
......
N(n,t)+1ÿ
k=n+1
“k Mk
...... = 0 a.s.
and that (3.3.11) is satisfied. Now, we again deduce from (3.3.12) that for any T > 0,
sup
tÆT
Îz¯(n)(t)≠ z¯(n)(0)Î = sup
tÆT
Îz¯(n)(t)≠ ZnÎ næ+Œ≠≠≠≠≠æ 0
so that each limit point is stationary. At this stage, we have thus proven that every limit point
of (z¯n)nØ0 is a stationary solution to z˙ = h(z). This implies that any limit point ZŒ of (Zn)nØ0
satisfies h(ZŒ) = 0 (and thus YŒ = Òf(XŒ) = 0). Actually, let (Znk)kØ1 be a convergent
subsequence of the (a.s. bounded) sequence (Zn)nØ0 and denote its limit by ZŒ. Up to a second
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extraction, (z¯(nk)) converges to a stationary solution z¯Œ of z˙ = h(z). As a consequence, h(z¯Œ(t)) =
0 for any t Ø 0. In particular, h(z¯Œ(0)) = h(ZŒ) = 0. By (ii) and the fact that (Yn)nØ0 converges
to 0, we also deduce that (f(Xn))nØ0 is a.s.-convergent. To conclude the proof, it remains to
observe that the set of possible limits of subsequences of (Xn)nØ1 is connected. This is true since
Xn ≠Xn≠1 = ≠“nYn≠1 æ 0 as næ +Œ. ù
Case rŒ = 0 (polynomial memory) : In this case, the proof is somewhat similar but the
identification of the asymptotic dynamics requires an appropriate normalization of Yn 1. Let us
set : Â“n = “nÔrn, Â n = nÿ
k=0
“˜k, ÂXn = Xn, ÂYn = YnÔ
rn
.
Also set by ÂZn = ( ÂXn, ÂYn)Õ. The dynamic of ÂZn is described by Lemma 3.3.2 below. We denote
as (Âz(t))tØ0 the interpolated process, i.e. defined by z˜(Â n) = ÂZn, n Ø 0, with linear interpolations
between times Â n and Â n+1 and let z˜(n) be the associated shifted-sequence defined by
z˜(n)(t) = z˜(t+ Â n) t Ø 0.
With this setting, the idea is to show that the sequence (z˜(n)(t))tØ0 is tight with limits being
stationary solutions of a homogeneous O.D.E. z˙ = h˜(z) (h˜ being the drift to be determined). The
sequence ( ÂZn)nØ0 satisfies Lemma 3.3.2 that shows that ÂZn+1 = ÂZn + Â“n+1 1h˜( ÂZn) + Á˜n+12 with
h˜(x˜, y˜) := (≠y˜,Òf(x˜))Õ and :
Á˜n+1 =
A
0
‚(1)n Òf( ÂXn) + ‚(2)n ÂYn +Ò rnrn+1 Mn+1
B
,
where ‚(1)n and ‚(2)n are given in the statement of Lemma 3.3.2.
On the basis of Assumption (Hr), we know that : lim supnæ+Œ 12“n+1
1
1
rn+1
≠ 1rn
2
< 1 so that :
‚(1)n = O
3
rn ≠ rn+1
rn+1
4
= O(Â“n+1Ôrn) and ‚(2)n = O (Ôrn) .
Thus, (‚(1)n )nØ1 and (‚(2)n )nØ1 converge to 0 as næ +Œ. We can now repeat the arguments used
in the situation rŒ > 0 and we obtain :
lim sup
næ+Œ
sup
tœ[0,T ]
......
ÂN(n,t)+1ÿ
k=n+1
“˜kÁ˜k
...... = 0 a.s.,
where ÂN(n, t) = inf{k Ø n, Â“n+1 + . . .+ Â“k Ø t}. We can still combine (3.3.12) and (iii) to obtain
suptÆT |z˜(n)(t)≠ z˜(n)(0)| næ+Œ≠≠≠≠≠æ 0 for any T > 0. We conclude that (z˜(n))nØ0 is relatively compact
and that its limits are stationary solutions of z˙ = h˜(z). The end of the proof is exactly the same
as in the case rŒ > 0. ù⇤
1. In fact, due to the asymptotic stationarity, the limiting dynamics is not intrinsic.
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Lemma 3.3.2. ÂZn+1 = ÂZn + Â“n+1 1h˜( ÂZn) + Á˜n+12
where h˜(x˜, y˜) = (≠y˜,Òf(x˜)≠ÔrŒy˜)Õ and
Á˜n+1 =
A
0
‚(1)n Òf( ÂXn) + ‚(2)n ÂYn +Ò rnrn+1 Mn+1
B
,
with
‚(1)n =
Ú
rn
rn+1
≠ 1 and ‚(2)n =
1
“n+1
‚(1)n +
3Ô
rŒ ≠ rnÔ
rn+1
4
.
Proof : First, the fact that ÂXn+1 = ÂXn ≠ “˜n+1 ÂYn is obvious. Second,
ÂYn+1 = ÂYnÚ rn
rn+1
+“˜n+1
3Ú
rn
rn+1
Òf( ÂXn)≠ rnÔ
rn+1
ÂYn +Ú rn
rn+1
 Mn+1
4
.
The lemma follows. ⇤
3.3.2 Convergence to a local minimum
To motivate the next theoretical result, we address the result of Corollary 3.3.1. We have shown
the almost sure convergence of (3.2.3) towards a point of the form (xŒ, 0) in both exponential
and polynomial cases where xŒ is a critical point of f . This result is obtained under very weak
assumptions on f and on the noise ( Mn+1)nØ1 and is rather close to Theorems 3-4 of [122]
(obtained within a di erent framework). Unfortunately, it this only provides a very partial answer
to the problem of minimizing f because nothing is said about the stability of the limit of the
sequence (Xn)nØ0 by Corollary 3.3.1 : the attained critical point may be a local maximum, a
saddle point or a local minimum.
This result is made more precise below and we establish some su cient guarantees for the a.s.
convergence of (Xn) towards a minimum of f , even if f possesses some local traps with the
additional assumption (HE). This proof follows the approach described in [33] and [20] but requires
some careful adaptations because of the hypo-elliptic noise of the algorithm (there is no noise on
the x-component) for both the exponentially and polynomially-weighted memory. Moreover, the
linearization of the inhomogeneous drift around a critical point of f in the polynomial memory
case is a supplementary di culty we need to bypass.
Note that some recent works on stochastic algorithms (see, e.g., [81]) deal with the convergence to
minimizers of f of deterministic gradient descent with a randomized initialization. In our case, we
will obtain a rather di erent result because of the randomization of the algorithm at each iteration.
Note, however that the main ingredient of the proofs below will be the stable manifold theorem
(the Poincare´ Lemma on stable/unstable hyperbolic points of [108]) and its consequence around
hyperbolic points. This geometrical result is also used in [81].
Exponential memory rn = r > 0
The exponential memory case may be (almost) seen as an application of Theorem 1 of [33]. More
precisely, if Zn = (Xn, Yn) and h(x, y) = (≠y, rÒf(x) ≠ ry), then the underlying stochastic algo-
rithm may be written as :
Zn+1 = Zn + “nh(Zn) + “n Mn,
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When rn = r > 0 (exponential memory), Corollary 3.3.1 applies and Zn a.s.≠≠æ ZŒ = (XŒ, 0) where
XŒ is a critical point of f . For the analysis of the dynamics around a critical point of the drift,
the critical poinf of f is denoted x0 and we can linearize the drift around (x0, 0) œ Rd ◊ Rd as :
h(x, y) =
3
0 ≠Id
rD2(f)(x0) ≠rId
43
x≠ x0
y
4
+O(Îx≠ x0Î2),
where Id is the d ◊ d identity-squared matrix and D2(f)(x0) is the Hessian matrix of f at point
x0. When x0 is not a local minimum of f , the spectral decomposition of D2(f)(x0) leads to the
spectral decomposition :
÷P œ Od(R) D2(f)(x0) = P≠1 P,
where   is a diagonal matrix with at least one negative eigenvalue ⁄ < 0. Considering now Zn =
(Xn, Yn) where Xn = PXn and Yn = PYn, we have :
Zn+1 = Zn + “nh˜(Zn) + “nP Mn,
where h may be linearized as :
h(x, y) =
3
0 ≠Id
r  ≠rId
43
x≠ x0
y
4
+O(Îx≠ x0Î2) where x0 = Px0.
In particular, if e⁄ is an eigenvector associated with the eigenvalue ⁄ < 0 of D2f(x0), we can see
that the linearization of h˜ on the space Span(e⁄)¢ (1, 0, . . . , 0) acts as :
A⁄,r =
3
0 ≠1
r⁄ ≠r
4
.
Its spectrum is Sp(A⁄,r) = ≠ r2 ±
Ò
r2
4 ≠ r⁄. The important fact is that when ⁄ < 0, the eigenvalue
≠ r2 +
Ò
r2
4 ≠ r⁄ is positive and whose corresponding eigenspace is E+⁄ =
1
1, 12 ≠
Ò
1
4 ≠ ⁄/r
2
. In
the initial space Rd◊Rd (without applying the change of basis through P ¢P ), the corresponding
eigenvector is :
e+⁄ = e⁄ ¢
A
1
2 ≠
Ú
1
4 ≠ ⁄/r
B
e⁄
Consequently, when x0 is not a local minimum of f , it generates a hyperbolic equilibrium of h
and we can apply the “general” local trap Theorem 1 of [33]. If  E+
⁄
denotes the projection on the
eigenspace Span(e+⁄ ), then the noise in the direction E+⁄ is :
›+n =  E+
⁄
(0, Mn) =
È Mn, e⁄Í
Îe⁄Î2 e⁄.
Now, Assumption (HE) implies that :
lim inf
n≠æ+ŒE
... E+
⁄
(0, Mn)
... Ø ce⁄ > 0.
We can then apply Theorem 1 of [33] and conclude the following result.
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Theorem 3.3.1. If (H‡,2) , (Hs) and (HE) hold and rn = r, then Xn a.s. converges towards a
local minimum of f .
Polynomial memory rn = r ≠1n ≠æ 0
We introduce a key normalization of the speed coordinate and define the rescaled process :
ÂXn = Xn and ÂYn = nYn.
We can note that ÂYn = ÔrYnr≠1/2n and the important conclusion brought by (iv) of Corollary
3.3.1 is that ( ÂXn, ÂYn) a.s.≠≠æ (XŒ, 0) still holds (under the assumptions of Corollary 3.3.1) We can
write the recursive upgrade of the couple ( ÂXn, ÂYn). The evolution of ( ÂXn)nØ0 is easy to write :ÂXn+1 = ÂXn ≠ “n+1Ô n ÂYn. The recursive formula satisfied by (ÂYn)nØ0 is :ÂYn+1 =  n+1 [Yn + “n+1rn+1 (Òf(Xn)≠ Yn + Mn+1)]
=

 n+1Ô
 n
ÂYn + r“n+1Ô n ◊

 n+1Ô
 n
Òf( ÂXn)≠ r“n+1Ô n ◊

 n+1
 n
ÂYn + r“n+1Ô n ◊

 n+1Ô
 n
 Mn+1
Hence, the couple ( ÂXn, ÂYn) evolves as an almost standard stochastic algorithm, whose step size isÂ“n+1 = “n+1 ≠1/2n :I ÂXn+1 = ÂXn ≠ Â“n+1 ÂYnÂYn+1 = ÂYn + rÂ“n+1Òf( ÂXn) + Â“n+1qn+1 Mn+1 + Â“n+1Un+1, (3.3.13)
where qn+1 =

 n+1/ n = 1 + o(n≠1) as n ≠æ +Œ and (Un+1)nØ1 is defined by :
Un+1 =
1/2≠ rqn+1 + o(n≠1)Ô
 n
ÂYn + r(qn+1 ≠ 1)Òf( ÂXn).
This dynamical system is related to the deterministic one
I
x˙t = ≠yt
y˙t = rÒf(xt) or equivalently :
z˙t = F (zt) with F (z) = F (x, y) = (≠y, rÒf(x)). (3.3.14)
It is easy to see that when xŒ is a local maximum of f , then the above drift is unstable near zŒ =
(xŒ, 0). Unfortunately, Theorem 1 of [33] cannot be applied because of the size of the remainder
terms involved in (3.3.13) and the a.s. convergence of (Xn, Yn)nØ0 requires further investigation.
From [20], we borrow a tractable construction of a “Lyapunov” function ÷ in the neighborhood
of each hyperbolic point, which translates a mean repelling e ect of the unstable points. This
construction still relies on the Poincare´ Lemma (see [108] and [63] for a recent reference). Again,
in the neighborhood of any hyperbolic point, we will treat the projection  + as a projection on
the unstable manifold.
Proposition 3.3.1 ([20]). For any local maximum point xŒ of f , a compact neighborhood N of
zŒ = (xŒ, 0) and a positive function ÷ œ C2(Rd ◊ Rd,Rú+) exist such that :
(i) ’z = (x, y) œ N , D÷(z) : Rd ◊ Rd ≠æ Rd ◊ Rd is Lipschitz, convex and positively homoge-
neous.
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(ii) Two constants k > 0 and c1 > 0 and a neighborhood U of (0, 0) exist such that :
’z œ N ’u œ U ÷(z + u) Ø ÷(z) + ÈD÷(z), uÍ ≠ kÎuÎ2,
and if Â Ê+ denotes the positive part :
’z œ N ’u œ U ÂD÷(z)(u)Ê+ Ø c1Î +(u)Î.
(iii) A positive constant Ÿ exists such that :
’z œ N ÈD÷(z), F (z)Í Ø Ÿ÷(z)
When d = 1, it is possible to check that if ⁄ is a negative eigenvalue of the Hessian of f around a local
maximum xŒ, then the drift may be linearized in (≠y,⁄(x≠xŒ)) and a reasonable approximation
of ÷ is given by ÷(x, y) = 12Îy ≠
Ô≠⁄xÎ2. Nevertheless, the situation is more involved in higher
dimensions and the construction of the function ÷ relies on the stable manifold theorem. We are
now able to state the next important result.
Theorem 3.3.2. Assume that the noise satisfies (HGauss,‡) and (HE), that the function satisfies
(Hs), and that “n = “n≠— with — < 1/3, then (Xn)nØ0 a.s. converges towards a local minimum of
f .
The proof relies on an argument of [106, 20] even though it requires major modifications to deal
with the time inhomogeneity of the process and the unbounded noise, which are assumed in these
previous works. We denote N as any neighborhood of zŒ and consider any integer n0 œ N. We
then introduce ÂZn = ( ÂXn, ÂYn) and the stopping time :
T := inf
Ó
n Ø n0 : ÂZn /œ NÔ .
We will show that P(T < +Œ) = 1, which implies the conclusion. We introduce two sequences
( n)nØn0 and (Sn)nØn0 :
 n+1 = [÷( ÂZn+1)≠ ÷( ÂZn)]1n<T + “˜n+11nØT and Sn = ÷(Z˜n0) + nÿ
k=n0+1
 k. (3.3.15)
Note that the construction of ÷ implies that z ‘≠æ D÷(z) is Lipschitz, so that the following
inequality holds :
÷(z + u)≠ ÷(z) Ø ÈD÷(z), uÍ ≠ ÎD÷ÎLipÎuÎ
2
2 .
This inequality provides some information when u is small. In the meantime, ÷ is positive so that :
’– œ (0, 1] ÷k– > 0 ’(z, u) œ N ◊ Rd ÷(z + u)≠ ÷(z) Ø ÈD÷(z), uÍ ≠ k–ÎuÎ1+– (3.3.16)
The family of inequalities described in (3.3.16) will be used with an appropriate value of – in the
next result.
Proposition 3.3.2. The random variables ( n)nØ0 satisfy the following conditions :
(i) A constant c exists such that :
E[ 2n+1|Fn] Æ c“˜2n+1
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(ii) A sequence (‘n)nØ0 exists such that :
1SnØ‘nE[ n+1|Fn] Ø 0,
with ‘n ≥ cn≠(1≠–)/2 for a large enough c and – = (1≠ —)/(1 + —).
(iii) Assume that — < 13 , then (S2n)nØ0 has a submartingale increment :
E[S2n+1 ≠ S2n|Fn] Ø a“˜2n+1
for a small enough constant a.
Proof :
Proof of (i). When n Ø T , we have  n+1 = “˜n+1 by definition and the conclusion follows. In the
other situation when n Æ T , we use the Lipschitz continuity of ÷ : if m = supzœN ÎD÷(z)Î, then
Equation (3.3.13) yields :
Î÷( ÂZn+1)≠ ÷( ÂZn)Î2 Æ 4m2“˜2n+1 ËÎÂYnÎ2 + r2ÎÒf( ÂXn)Î2 + q2n+1Î Mn+1Î2 + ÎUn+1Î2È .
The neighborhood N being compact, we deduce from the previous inequality that a constant C > 0
exists such that :
E
#Î n+1Î21n<T |Fn$ Æ E ËÎ÷( ÂZn+1)≠ ÷( ÂZn)Î21n<T |FnÈ Æ C“˜2n+1,
where we used a uniform upper bound on E[Î Mn+1Î21n<T |Fn], leading to the proof of (i). ù
Proof of (ii). Note that 1n<T and 1nØT are Fn measurable and we have :
1nØTE [ n+1|Fn] = 1nØT “˜n+1 Ø 0.
On the complementary set, we also have :
1n<TE [ n+1|Fn] Ø 1n<TE
Ë
[÷( ÂZn+1)≠ ÷( ÂZn)]|FnÈ = 1n<TE Ë÷( ÂZn+1)≠ ÷( ÂZn)|FnÈ
Hence, we can use the lower bound given by (3.3.16) : for any value of – œ (0, 1] :
1n<TE [ n+1|Fn] Ø 1n<T
Ë
“˜n+1ÈD÷( ÂZn), F ( ÂZn)Í+ “˜n+1ÈD÷( ÂZn),E[ Mn+1|Fn] + Un+1ÍÈ
≠1n<T k–“˜1+–n+1
Ë
ÎÂYnÎ+ rÎÒf( ÂXn)Î+ qn+1Î Mn+1Î+ ÎUn+1ÎÈ1+–
where we used the triangle inequality in the last line to derive an upper bound of Î ÂZn+1 ≠ ÂZnÎ.
When n < T , ÂZn is bounded and we have E[Î Mn+1Î2|Fn] Æ ‡2M for a large enough M . Hence,
the Ho¨lder inequality implies that :
E[Î Mn+1Î1+–|Fn] Æ ‡1+–M 1+–2 .
Therefore, we can find a large enough constant C1 > 0 such that :
1n<TE [ n+1|Fn] Ø 1n<T
Ë
“˜n+1ÈD÷( ÂZn), F ( ÂZn)Í ≠m“˜n+1ÎUn+1Î ≠ C1“˜1+–n+1È .
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The lower bound (iii) of Proposition 3.3.1 and the definition of Un+1 implies that a constant C2
exists such that :
1n<TE [ n+1|Fn] Ø 1n<T “˜n+1
5
Ÿ÷( ÂZn)≠ C1“˜–n+1 ≠ C2Ô n
6
We now choose – so that “˜–n+1 ƒ  ≠1/2n , which corresponds to the choice :
– = 1≠ —1 + — .
Defining ‘n = Ÿ≠1
Ë
C1“˜n+1 + C2 ≠1/2n
È
, we then deduce that if n < T , then Sn = ÷( ÂZn) so that :
1SnØ‘nE [ n+1|Fn] Ø 0,
which concludes the proof. In particular, ‘n must be chosen on the order “˜–n+1 (or on the order
 ≠1/2n ≥ n≠(1≠—)/2). ù
Proof of (iii). Observe that S2n+1 ≠ S2n =  2n+1 + 2Sn n+1. Now, if Sn Ø ‘n, then we have seen in
the proof of (ii) that :
1SnØ‘nE[S2n+1 ≠ S2n|Fn] = 1SnØ‘nE[ 2n+1|Fn] + 2Sn1SnØ‘nE[ n+1|Fn] Ø 1SnØ‘nE[ 2n+1|Fn].
In the other situation, we have Sn Æ ‘n, meaning that n < T and we have seen in the proof of (ii)
that :
1n<TE[ n+1|Fn] Ø 1n<T
Ë
“˜n+1Ÿ÷( ÂZn) + “˜n+1ÈD÷( ÂZn), Un+1ÍÈ
≠k2“˜2n+1
Ë
ÎÂYnÎ+ rÎÒf( ÂXn)Î+ qn+1Î Mn+1Î+ ÎUn+1ÎÈ2
Consequently, because of the positivity of ÷, we deduce that :
1n<TE[ n+1|Fn] Ø ≠ÎD÷( ÂZn)Î ◊O(“˜n+1 ≠1/2n )≠O(“˜2n+1).
We know that D÷ is locally bounded on N , we then obtain :
1SnÆ‘nE[ n+1|Fn] = 1SnÆ‘n1n<TE[ n+1|Fn] = 1÷(ÂZn)Æ‘n1n<TE[ n+1|Fn]
Ø ≠1
÷(ÂZn)Æ‘n1n<T ËÎD÷( ÂZn)Î ◊O(“˜n+1 ≠1/2n ) +O(“˜2n+1)È .
Ø ≠C“˜n+1
Ë
 ≠1/2n + “˜n+1
È
,
for a large enough constant C. In the two situations, we then have :
E[S2n+1 ≠ S2n|Fn] Ø E[ 2n+1|Fn]≠ 2C‘n“˜2n+1 ≠ 2C‘n“˜n+1 ≠1/2n .
Finally, Lemma 9.7 of [20] and our hypoelliptic assumption (HE) implies that for small enough c :
E[ 2n+1|Fn] Ø c“˜2n+1
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The conclusion follows if ‘n“˜n+1 ≠1/2n = o
!
“˜2n+1
"
. Since ‘n is chosen on the order  ≠1/2n ≥ “˜–n+1
with – = (1≠ —)/(1 + —), this condition is equivalent to :
“˜1+2–n+1 = o
!
“˜2n+1
"
.
meaning that – > 1/2. It then implies that — should be less than 1/3. ù⇤
We use now the key estimations derived from Proposition 3.3.2 to obtain the proof of the main
result of this Section.
Proof of Theorem 3.3.2 : The proof is split into three parts. We consider :
Sn = S0 +
nÿ
k=1
 k and define ”n =
ÿ
iØn
“˜2i .
In our case, we have chosen — œ (0, 1/3) and we can check that :
“˜n ≥ n≠(1+—)/2 so that ”n ≥ n≠— . (3.3.17)
We consider the sequence ‘n defined in Proposition 3.3.2 :
‘n ≥  ≠1/2n ≥ “˜–n+1 with – =
1≠ —
1 + — > 1/2.
In this case, we have :
‘n = n≠(1≠—)/2 = o(n≠—/2) = o(

”n) because — < 1/3 < 1/2.
The proof now proceeds by considering the sequential crossings Sn Æ c
Ô
”n and Sn Ø c
Ô
”n for a
suitable value of c.
Step 1 : Sn becomes greater than
Ô
b”n with a positive probability.
For a given constant b and a positive n œ N, we introduce the stopping time :
T = inf
Ó
i Ø n : Si Ø

b”i
Ô
,
and we show that an ‘ > 0 exists such that P (T <Œ) Ø 1≠ ‘. For a given by (iii) of Proposition
3.3.2, we consider :
Mk = S2k ≠ a
kÿ
i=0
“˜2i .
(Mk)kØn is a submartingale, so that (Mk·T )kØn is also a stopped submartingale. This yields :
E
#
S2m·T ≠ S2n|Fn
$ Ø aECm·Tÿ
n+1
“˜2i |Fn
D
Ø a
A
mÿ
n+1
“˜2i
B
P (T > m|Fn) . (3.3.18)
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In the meantime, we can decompose S2m·T ≠ S2n into :
S2m·T ≠ S2n = S2m·T ≠ S2m·T≠1 + S2m·T≠1 ≠ S2n
Æ 2Sm·T≠1 m·T +  2m·T + S2m·T≠1
Æ 2S2m·T≠1 + 2 2m·T
Æ 2b”m·T≠1 + 2 2m·T .
Since (”k)kØn is decreasing, we then have ”m·T≠1 Æ ”n. We then study the remaining term. We
can use Equation (3.3.13) and the Lipschitz continuity of ÷ over the neighborhood N (before time
T ) to obtain a large enough C such that :
 2m·T =  2m·T [1m·T≠1<T + 1m·T≠1ØT ]
=
#
÷(Z˜m·T )≠ ÷(Z˜m·T≠1)
$2 1m·T≠1<T + “˜2m·T 1m·T≠1ØT
Æ C[“˜2m·T + “˜2m·T Î Mm·T Î2].
However, nothing more is known about the stopped process Î Mm·T Î2 and we are forced to use :
E
#
S2m·T ≠ S2n|Fn
$ Æ 2b”n + 2C 5“˜2n + E 5sup
kØn
“˜2kÎ MkÎ2
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Given that all Mk are independent sub-Gaussian random variables that satisfy Inequality (3.7.56),
we can use Theorem 3.7.2 and obtain that a constant C large enough exists such that for any ‘ > 0 :
E
#
S2m·T ≠ S2n|Fn
$ Æ 2b”n + 2C“˜2n log(“˜≠2n ). (3.3.19)
We can plug the estimate (3.3.19) into Inequality (3.3.18) to obtain :
P (T > m|Fn) Æ 2b”n + 2C“˜
2
n log(“˜≠2n )
a
qm
i=n+1 “˜
2
i
.
Letting m ≠æ +Œ, we deduce that :
P (T =Œ|Fn) Æ 2b
a
+ 2C“˜
2
n log(“˜≠2n )
a”n
.
According to the calibration (3.3.17), we have “˜2n log(“˜≠2n ) = o(”n). Consequently, we can choose n
large enough such that :
P (T <Œ|Fn) Ø 1≠ 3b
a
.
ù
Step 2 : The sequence (Sk)kØn may remain larger than

b/2”n with a positive probability.
We introduce the stopping time S and the event En œ Fn :
S = inf{i Ø n : Si <
Ô
b
2

”n} and En =
Ó
Sn Ø
Ô
b

”n
Ô
.
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Since the sequence (”i)iØn is non-increasing, (ii) of Proposition 3.3.2 yields :
E
#
S(i+1)·S ≠ Si·S |Fi
$
= 1S>iE [Si+1 ≠ Si|Fi] = 1S>i1SiØÔb/2”nE [Si+1 ≠ Si|Fi]
Ø 1SØi1SiØÔb/2”iE [Xi+1|Fi] Ø 1SØi1SiØ‘iE [Xi+1|Fi] Ø 0.
Hence, (Si·S)iØn is a submartingale and the Doob decomposition reads Si·S = Mi + Ii where
(Mi)iØn is a Martingale and (Ii) is a predictable increasing process such that In = 0. Hence,
P(S =Œ|Fn) = P|Fn
A
’i Ø n : Si Ø
Ô
b
2

”n
B
Ø P|Fn
A
’i Ø n :Mi Ø
Ô
b
2

”n
B
On the event En, Sn =Mn Ø
Ô
b
Ô
”n so that Mi ≠Mn ÆMi ≠
Ô
b
Ô
”n. Therefore :
P
A
’i Ø n :Mi Ø
Ô
b
2

”n | Fn
B
1En Ø P
A
’i Ø n :Mi ≠Mn Ø ≠
Ô
b
2

”n | Fn
B
1En .
The rest of the proof follows a standard martingale argument :
E
!
(Mi ≠Mn)2|Fn
"
=
i≠1ÿ
j=n
E
!
(Mj+1 ≠Mj)2|Fn
"
=
i≠1ÿ
j=n
E
!
E
!
(Mj+1 ≠Mj)2|Fj
" |Fn"
=
i≠1ÿ
j=n
E
!
E
!
(Sj+1 ≠ Sj)2|Fj
"≠ (Ij+1 ≠ Ij)2|Fn"
Æ
i≠1ÿ
j=n
E
!
(Sj+1 ≠ Sj)2|Fn
" Æ i≠1ÿ
j=n
E
!
 2j+1|Fn
" Æ c iÿ
j=n
“˜2j+1 Æ c”n.
where we used the upper bound given by (i) of Proposition 3.3.2 in the last line. Now, the Doob
inequality implies that :
P( inf
nÆiÆm
(Mi ≠Mn) Æ ≠s|Fn) = P( inf
nÆiÆm
(Mi ≠Mn ≠ t) Æ ≠s≠ t|Fn)
Æ P( sup
nÆiÆm
|Mi ≠Mn ≠ t| Æ s+ t|Fn)
Æ E
!
(Mm ≠Mn ≠ t)2|Fn
"
(s+ t)2
=
E
!
(Mm ≠Mn)2|Fn
"
+ t2
(s+ t)2 =
c”n + t2
(s+ t)2 .
We apply this inequality with s =
Ô
b
2
Ô
”n and use (s+ t)2 Æ (1+Ë)s2+(1+Ë≠1)t2 for any Ë > 0.
It leads to :
P
A
inf
nÆiÆm
(Mi ≠Mn) Æ ≠
Ô
b
2

”n|Fn
B
Æ c”n + t
2
(1 + Ë)b”n/4 + (1 + Ë≠1)t2
.
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We now choose Ë = 4c/b , t =
Ô
”n and deduce that :
P
A
inf
nÆiÆm
(Mi ≠Mn) Æ ≠
Ô
b
2

”n|Fn
B
Æ c+ 1
c+ 1 + b/4c .
Consequently, we deduce that :
P(S =Œ|Fn)1En Ø P|Fn
A
’i Ø n :Mi Ø
Ô
b
2

”n
B
1En Ø
3
1≠ c+ 1
c+ 1 + b/4c
4
1En =
b
b+ 4c+ 4c21En
ù
Step 3 : (Sn)nØ0 does not converge to 0 with probability 1.
We denote G as the event that (Sn)nØ0 does not converge to 0. For any integer n, we have the
inclusion :
{S = +Œ} =
Ó
’i Ø n : Si Ø

b/4

”n
Ô
µ G,
which implies :
E[1G |Fi]1T=i = E[1G |Fi]1T=i1Ei Ø
b
b+ 4c+ 4c21T=i1Ei =
b
b+ 4c+ 4c21T=i
Hence,
E[1G |Fn] =
ÿ
iØn
E[1G1T=i|Fn] = E [E[1G |Fi]1T=i |Fn]
Ø b
b+ 4c+ 4c2
ÿ
iØn
E [1T=i |Fn] Ø b
b+ 4c+ 4c2P (T < +Œ|Fn) Ø
b
b+ 4c+ 4c2
3
1≠ 3b
a
4
> 0.
Since 1G œ FŒ, we have limn≠æ+Œ E[1G |Fn] = 1G . The previous lower bound implies that G
almost surely holds. ù
Conclusion of the proof : The stochastic algorithm does not converge to a local trap.
Consider N a neighborhood of a local maximum of f , and its associated function ÷ given by
Proposition 3.3.1. We then consider the random variables ( n)nØ0 and (Sn)nØ0. We have seen
that Sn does not converge to 0 with probability 1. We define :
TN := inf
Ó
n Ø 0 : ÂZn /œ NÔ .
and assume that TN = +Œ. In that case, we always have :
 n+1 = ÷( ÂZn+1)≠ ÷( ÂZn) and Sn = ÷( ÂZn).
The limit set of ( ÂZn)nØ0 is a non empty compact subset of N , which is left invariant by the flow
( t)tØ0 of the O.D.E. whose drift is F . Now, consider z in ( ÂZn)nØ0 and apply (iii) of Proposition
3.3.1. We then have ÷( t(z)) Ø eŸt÷(y). Since ÷( t(z)) Æ supN ÷, we therefore deduce that ÷(z) =
0. Hence, the unique limiting value for (Sn)nØ0 is zero, meaning that Sn ≠æ 0 as n ≠æ +Œ.
However, we have seen in Step 3 that Sn does not converge to 0 with probability 1. Therefore,
P(TN = +Œ) = 0 and the process does not converge towards a local maximum of f with probability
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1. ⇤
3.4 Convergence rates for strongly convex functions
This section focuses on the convergence rates of algorithm (3.2.3) according to the step-size
“n = “n≠— for ⁄-strongly convex function f with a L-Lipschitz gradient, corresponding to the
assumptions (HSC(⁄)) and (Hs).
3.4.1 Quadratic case
We first study the benchmark case of a purely quadratic function f , meaning that Òf is linear. In
this case, f(x) = 12ÎAxÎ2 and Òf(x) = Sx, leading to the following form of the algorithm :I
Xn+1 = Xn ≠ “n+1Yn
Yn+1 = Yn + “n+1rn(SXn ≠ Yn) + “n+1rn Mn+1, (3.4.20)
where S is a d ◊ d squared matrix defined by S = AÕA. The matrix S is assumed to be positive
definite with lower bounded eigenvalues, e.g., Sp(S) µ [⁄,+Œ[ when f is (HSC(⁄)) with ⁄ > 0.
Reduction to a two dimensional system
Equation (3.4.20) may be parameterized in a simpler form using the spectral decomposition of
S = P≠1 P , where P is orthogonal, and   is a diagonal matrix :
’(i, j) œ {1 . . . d}2  i,j = ⁄i”i,j Ø ⁄ > 0.
Keeping the notation (Xn, Yn)nØ1 for the change of basis induced by P , we define Xn = PXn and
Yn = PYn and obtain :I
Xn+1 = Xn ≠ “n+1 ÂYn
Yn+1 = Yn + “n+1rn( Xn ≠ Yn) + “n+1rnP Mn+1,
Since   is diagonal, we are now led to study the evolution of d couples of stochastic algorithms :
’i œ {1 . . . d}
I
x(i)n+1 = x(i)n ≠ “n+1y(i)n
y(i)n+1 = y(i)n + “n+1rn(⁄ix(i)n ≠ y(i)n ) + “n+1rn M (i)n+1,
where we used the notations Xn = (x(i)n )1ÆiÆd and Yn = (y(i)n )1ÆiÆd. Consequently, in the quadratic
case, the stochastic HBF may be reduced to d couples of 2-dimensional random dynamical systems :
’i œ {1, . . . , d}2 Z(i)n+1 = (I2 + “n+1C(i)n )Z(i)n + “n+1rn 2 N (i)n+1, (3.4.21)
where
Z(i)n := (x(i)n , y(i)n ) and C(i)n =
3
0 ≠1
⁄(i)rn ≠rn
4
and  2 =
3
0 0
0 1
4
,
⁄(i) =  i,i Ø ⁄ > 0 and ( N (i)n )nØ1 is a sequence of martingale increments.
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It is worth noting that due to the multiplication by the matrix P , the martingale increment  N (i)n+1
potentially depends on the whole coordinate (Z(j)n )1ÆjÆd. In a completely general case, this involves
technicalities mainly due to the fact that the system (3.4.21) is not completely autonomous (in
general, the components Z(i)n and Z(j)n do not evolve independently). To overcome this di culty,
the idea is to obtain some general controls for a system solution to (3.4.21) and to then bring the
controls of each coordinate together. For the sake of simplicity, we propose in the sequel to state
the results in the general case but to only make the proof for (3.4.21) with the assumption that :
E[| N (j)n+1|2|Fn] Æ C(1 + ÎX(j)n Î2). (3.4.22)
From now on, we will omit the indexation by j to alleviate the notations. An easy computation
shows that the characteristic polynomial of Cn is given by :
‰Cn (t) =
1
t+ rn2
22
+ rn(4⁄≠ rn)4 .
We now consider the two di erent cases :
— For all n Ø 1, Cn has two real or complex eigenvalues whose values do not change from n
to n, which corresponds to rn = r. This case necessarily corresponds to an exponentially-
weighted memory and rn is thus kept fixed constant : rn = r Ø 4⁄ or rn = r < 4⁄.
— For a large enough n, Cn has two complex conjugate and vanishing eigenvalues. This situa-
tion may occur if we use a polynomially-weighted memory because, in that case, rn ≠æ 0
as n ≠æ +Œ.
Exponential memory rn = r
We first study the situation when rn = r, which is easier to deal with from a technical point of
view.
Proposition 3.4.1. Assume (H‡,2). Let (Zn)nØ0 be defined by (3.4.20) with Sp(S) µ [⁄,+Œ[
and rn = r. Set :
–r =
Y][r
3
1≠
Ò
1≠ 4⁄r
4
, if r Ø 4⁄
r if r < 4⁄,
.
Assume that “n = “n≠— , we then have :
(i) If — < 1, then a constant cr,⁄,“ exists such that :
’n Ø 1 E #ÎXnÎ2 + ÎYnÎ2$ Æ cr,⁄,““n.
(ii) If — = 1, then a constant cr,⁄,“ exists such that :
’n Ø 1 E #ÎXnÎ2 + ÎYnÎ2$ Æ cr,⁄,“n≠(1·“–r) log(n)1{“–r=1} .
Proof : According to Subsection 3.4.1, we only make the proof for a system solution to (3.4.21)
with the assumption that (3.4.22) holds. We begin with the simplest case where r Ø 4⁄. The above
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computations show that :
Sp(Cn) =
I
µ+ =
≠r +(r ≠ 4⁄)r
2 ;µ≠ =
≠r ≠(r ≠ 4⁄)r
2
J
, (3.4.23)
while the associated eigenvectors are given by e+ =
3
1
≠µ+
4
and e≠ =
3
1
≠µ≠
4
and are kept fixed
throughout the iterations of the algorithm. Consequently, (3.4.21) may be rewritten in an even
simpler way :
Zn+1 =
3
1 + “n+1µ+ 0
0 1 + “n+1µ≠
4
Zn + r“n+1›n+1, (3.4.24)
where Zn = QZn ((Zn) being defined by (3.4.21) ) where Q is an invertible matrix such that
Cn = Q≠1
3
µ+ 0
0 µ≠
4
Q and ›n+1 = Q 2 Nn+1. The squared norm of (Zn)nØ1 is now controlled
using a standard martingale argument and Assumption (H‡,2) :
E
#ÎZn+1Î2|Fn$ Æ [(1 + µ+“n+1)2 + C“2n+1]ÎZnÎ2 + C“2n+1,
so that by setting un = E[ÎZnÎ2], this yields :
un+1 Æ (1 + 2µ+“n+1 + C1“2n+1) + C2“2n+1. (3.4.25)
The result then follows from Propositions 3.7.1 (iii) and 3.7.2 (iii) (see Appendix 3.7).
We now study the situation r < 4⁄. In this case, Cn possesses two conjugate complex eigenvalues :
Sp(Cn) =
I
µ+ =
≠r + ir(4⁄≠ r)
2 ;µ≠ =
≠r ≠ ir(4⁄≠ r)
2 .
J
,
Once again, we use the notation (Zn)nØ1 defined as Zn = QZn with Q an invertible (complex)
matrix such that Sn = Q≠1
3
µ+ 0
0 µ≠
4
Q and ›n+1 = Q 2 Nn+1. The squared norm of (Zn)nØ1
may be controlled while paying attention to the modulus of complex numbers, and we obtain an
inequality similar to (3.4.25).
E
#ÎZn+1Î2|Fn$ Æ max 1|1 + µ+“n+1|2 ; |1 + µ≠“n+1|22 ÎZnÎ2 + C2“2n+1,
Æ
31
1≠ “n+1r2
22
+ C1“2n+1
4
ÎZnÎ2 + C2“2n+1,
Æ !1≠ “n+1r + C1“2n+1" ÎZnÎ2 + C2“2n+1.
Once again, we can apply (iii) of Propositions 3.7.1(iii) and 3.7.2(iii) to obtain the desired conclu-
sion. ⇤
Remark 3.4.1. In the above proposition, the constants cr,⁄,“ are not made explicit. However, it is
possible to obtain an estimation if we assume that E[ Mn+1|2] Æ ‡2 and r Ø 4⁄. In this particular
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case, with the notations of (3.4.25), we have :
un+1 Æ (1≠ –r“n)un + r2‡2ÎQrÎ2“2n+1,
where un = EÎZnÎ2. The Propositions 3.7.1 (iii) and 3.7.2 (iii) now imply that :
E
#ÎZnÎ2$ Æ E #ÎZ0Î2$ e≠–r n + C“ 2r2ÎQrÎ2
–r
‡2“n,
which, in the end, provide an explicit upper bound of EÎZnÎ2 since Zn = Q≠1r Zn.
A more important issue concerns the rate obtained when — = 1 and we can remark in the statement
of Proposition 3.4.1 that this rate depends on the size of “ and of –r. In particular, the best rate
(of order O(n≠1)) is obtained when “–r > 1, meaning that –r must be as large as possible to
optimize the performance of the algorithm and we therefore obtain a non-adaptive rate. It is
easy to see that r ‘≠æ –r increases on [0, 4⁄] and decreases on [4⁄,+Œ). It attains its maximal
value (maxr –r = 4⁄) when r = 4⁄. This maximal value is twice the size of the eigenvalue of the
(standard) stochastic gradient descent (SGD). Finally, limr≠æ+Œ –r = 2⁄. This limiting value 2⁄
corresponds to the size of the eigenvalue of the SGD. In other words, the limit r = +Œ in HBF
may be seen as an almost identical situation to SGD.
If we compare the rate of convergence of HBF to the one of SGD using the same step size “n = “n≠1,
we see that choosing a reasonably large r makes it possible to obtain a less stringent condition on “
to recover the (optimal) rate O(n≠1). In particular, the rate of the HBF is better when r Ø 2⁄ than
the one attained by the SGD. Unfortunately, it seems impossible to obtain an adaptive procedure
on the choice of (“, r) that guarantees the rate O(n≠1), unlike the Polyak-Ruppert averaging
procedure.
Polynomial memory rn = r ≠1n ≠æ 0
This case is more intricate because of the variations with n of the eigenvectors of the matrix Cn
defined in (3.4.21).
Proposition 3.4.2. Assume (H‡,2). Let (Zn)nØ0 be defined by (3.4.20) with Sp(S) µ [⁄,+Œ[
and rn = r n .
(i) If — < 1 and r > 1+—2(1≠—) , a constant c—,⁄,r exists such that :
’n Ø 1 EÎXnÎ2 Æ c—,⁄,r“n,
and
’n Ø 1 EÎYnÎ2 Æ c—,⁄“nrn.
(ii) If — = 1, a constant C exists such that :
’n Ø 1 EÎXnÎ2 Æ Clogn
and
’n Ø 1 EÎYnÎ2 Æ C
n logn
Remark 3.4.2. We can observe that when — < 1, the rates of the exponential case are preserved
under a constraint on r which becomes harder and harder when — is close to 1 : r needs to be
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greater than 1+—2(1≠—) . Carefully following the proof of this result, we could in fact show that when
1/2 < r < 1+—2(1≠—) , then EÎXnÎ2 Æ Cn≠(r≠
1
2 )(1≠—). Since (r ≠ 12 )(1 ≠ —) ≠æ 0 as — ≠æ 1,
our upper bound in (logn)≠1 related to the case — = 1 becomes reasonable. Another possible
interpretation of the poor convergence rate in that case is that the size of the negative real part
of the eigenvalues of Cn is on the order 1n logn , which leads to a contraction of the bias equivalent
to O
1
e≠c
qn
1
1
k log k
2
. Regardless of c, we cannot obtain a polynomial rate of convergence in that
case since
qn
1
1
k log k ≥ log logn.
Proof of (i) : We study the case — < 1 here. According to the arguments used in the proof of
Proposition 3.4.1 and Subsection 3.4.1, the dynamical system may be reduced to d couples of
systems in the form (x(i)n , y(i)n )nØ1 so that we only make the proof for a system solution to (3.4.21)
under assumption (3.4.22). Another key feature of the polynomial case has been observed in the
proof of the a.s. convergence of the algorithm (Theorem 3.3.2) : the study of the rate in the
polynomial case involves a normalization of the algorithm with a Ôrn-scaling of the Y coordinate.
Therefore, we set Z˜n = (X˜n, Y˜n) with X˜n = Xn and Y˜n = Yn/
Ô
rn. With these notations, we
obtain (similar to Lemma 3.3.2) :
Z˜n+1 = (I2 + “˜n+1C˜n)Z˜n + “˜n+1
Ú
rn
rn+1
 2 Nn+1, (3.4.26)
with “˜n+1 = “n+1
Ô
rn and :
C˜n =
A
0 ≠1
⁄
Ò
rn
rn+1
ﬂn
B
with
ﬂn :=
1
“˜n+1
3Ú
rn
rn+1
≠ 1
4
≠ rnÔ
rn+1
.
Since rn = r ≠1n , the following expansion holds :
ﬂn =
1Ô
 n
3 1
2Ôr ≠
Ô
r
4
+O
A
“n
 
3
2
n
B
. (3.4.27)
In particular, for a large enough n, ﬂn < 0 if and only if r > 1/2. Furthermore, an integer n0 œ N
exists such that for any n Ø n0, C˜n has complex eigenvalues given by :
µ(n)± =
1
2
A
ﬂn ± i
Û
4⁄
Ú
rn
rn+1
≠ ﬂ2n
B
næ+Œ≠≠≠≠≠æ ±i
Ô
⁄.
We define the diagonal matrix :
 n :=
A
µ(n)+ 0
0 µ(n)≠
B
and let Qn be the matrix that satisfies Q≠1n  nQn = C˜n. We have :
Q≠1n =
3 1 1
≠µ(n)+ ≠µ(n)≠
4
and Qn =
1
µ(n)+ ≠ µ(n)≠
A
≠µ(n)≠ ≠1
µ(n)+ 1
B
.
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We can now introduce the change of basis brought by Qn and the new coordinates Zn := Qn ÂZn.
We have :
Zn+1 = Qn+1(I2 + “˜n+1C˜n)Q≠1n Zn + “˜n+1
Ú
rn
rn+1
Qn+1 2 Nn+1
= Qn+1Q≠1n (I2 + “˜n+1 n)Zn + “˜n+1
Ú
rn
rn+1
Qn+1 2 Nn+1. (3.4.28)
We now observe that :
Qn+1Q
≠1
n = I2 + n with  n = (Qn+1 ≠Qn)Q≠1n
and that for n large enough :
Î nÎŒ Æ CÎQn+1 ≠QnÎŒ = O(|µ(n+1)+ ≠ µ(n)+ |) = O
1
|ﬂn+1 ≠ ﬂn|+ |Im(µ(n+1)+ ≠ µ(n)+ )|
2
.
Expansion (3.4.27), the fact that
Ò
rn
rn+1
= 1 + 12
“n+1
 n +O
1
“2n+1
 2n
2
and the Lipschitz continuity of
x ‘æ Ô1 + x on [≠1/2,+Œ) yield :
Î nÎŒ = O
A
“n
 
3
2
n
+ “n ≠ “n≠1 n
B
= O
A
“n
 
3
2
n
B
= O
1
n≠
—+3
2
2
.
From the above, we obtain, for any z œ R2,
ÎQn+1Q≠1n (I2+“˜n+1 n)zÎ2 Æ
SUA1 + “˜n+1 ﬂn2 +O
A
“n
 
3
2
n
BB2
+
A
“˜n+1Im(µ(n)+ ) +O
A
“n
 
3
2
n
BB2TV ÎzÎ2,
which after several computations yields :
ÎQn+1Q≠1n (I2 + “˜n+1 n)zÎ2 Æ
3
1 + “n+1 n
31
2 ≠ r + o(1)
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ÎzÎ2.
Note that a universal constant C (independent of n) exists such that ÎQn+1ÎŒ Æ C and the upper
bounds above can be used into (3.4.28) to deduce that :
ÎZn+1Î2 Æ
A
1 + “n+1 n
31
2 ≠ r
4
+ b
3
“n+1
 n
42B
ÎZnÎ2+ “˜n+1 Mn+C “
2
n+1
 n
Î Nn+1Î2, (3.4.29)
where ( Mn)nØ1 is a sequence of martingale increments and b a large enough constant.
When “n = “n≠— with — < 1, the fact that  n = n
1≠—
1≠— +O(1) combined with the upper bound of
the variance of the martingale (3.4.22) imply that :
E[ÎZn+1Î2] Æ
3
1≠ –
n
+ b
n2
4
E[ÎZnÎ2] + Cn≠1≠— (3.4.30)
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where – := (r ≠ 12 )(1≠ —). Under the condition r > 1+—2(1≠—) , we observe that :
– > —.
An induction based on Inequality (3.4.30) yields :
E[ÎZn+1Î2] Æ E[ÎZnÁÎ2]
nŸ
¸=nÁ
3
1≠ –
¸
+ b
¸2
4
+ C
nÿ
k=nÁ+1
k≠1≠—
nŸ
¸=k+1
3
1≠ –
¸
+ b
¸2
4
Æ Cn≠—
where in the second line, we repeated an argument used in the proof of Propositions 3.7.2 and
made use of the property – > —. To conclude the proof, it remains to observe that ÎQ≠1n+1ÎŒ Æ C
regardless of n. ù
(ii) When — = 1, Inequality 3.4.29 leads to :
E[ÎZn+1Î2] Æ
3
1≠ –
n logn +
b
n2 logn
4
E[ÎZnÎ2] + C
n2 logn
and a procedure similar to the one used above (given that
qn
k=1(k log k)≠1 ≥ log(logn)) leads to
the desired result.
ù⇤
3.4.2 The non-quadratic case under exponential memory
The objective of this subsection is to extend the results of the quadratic case to strongly convex
functions satisfying (HSC(–)) for a given positive –. As pointed out in Remark 3.2.2, we are not
able to obtain neat and somewhat intrinsic results in the polynomial memory case, so we therefore
preferred to only consider the exponential memory one.
With the help of Subsection 3.4.1, we can restrain the study to the situation where d = 1 and f
has a unique minimum in xı and we denote ⁄ = f ÕÕ(xı), which is assumed to be positive. We also
assume that f ÕÕ = infxœR f ÕÕ(x) > 0. It is worth noting that in this setting, we are able to obtain
some non-asymptotic bounds with some assumptions on ⁄ only. This means that our results do
not involve the quantity f ÕÕ. To only involve the value of the second derivative in xı, the main
argument is a power increase stated in the next lemma.
Lemma 3.4.1. Let (u(k)n )nØ0,kØ1 be a sequence of non-negative numbers satisfying for every
integers n Ø 0 and k Ø 1,
u(k)n+1 Æ (1≠ ak“n+1 + bk“2n+1)u(k)n + Ck(“2n+1 + “n+1u(k+1)n ) (3.4.31)
where (ak)kØ1 and (bk)kØ1 are sequences of positive numbers. Furthermore, assume that K Ø 2
exists and a constant C > 0 exists such that :
’n Ø 1, u(K)n Æ C“n. (3.4.32)
Then, suppose that “n = “n≠— (“ > 0, — œ (0, 1]) and that a := minkÆK ak > 0 and b¯ :=
maxkÆK bk < +Œ.
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(i) If — œ (0, 1), a constant C > 0 exists such that for every k œ {1, . . . ,K},
’n Ø 1, u(k)n Æ C“n.
(ii) If — = 1 and a“ > 1, a constant C > 0 exists such that for every k œ {1, . . . ,K},
’n Ø 2, u(k)n Æ Cn≠1. (3.4.33)
Proof Let K Ø 2. We proceed by a decreasing induction on k œ {1, . . . ,K}. The initialization is
given by (3.4.32). Then, let k œ {1, . . . ,K ≠ 1} and assume that u(k+1)n Æ Ck+1“n (where Ck is a
positive constant that does not depend on n). We can use this upper bound in the second term of
the right hand side of (3.4.31) and obtain :
u(k)n+1 Æ (1≠ a“n+1 + b¯“2n+1)u(k)n + C“2n+1
where C is a constant that does not depend on n.
When — < 1, it follows from Proposition 3.7.1(iii) that :
’n Ø 1, u(k)n . “n.
ù
If — = 1 and a“ > 1 now, the above control is a consequence of Proposition 3.7.2(iii). This
concludes the proof. ù⇤
We will apply this lemma to u(k)n = E[|Zn|2k] where Zn is an appropriate linear transformation of
Zn
Therefore, we will mainly have to check that Conditions (3.4.31) and (3.4.32) hold.
Proposition 3.4.3. Assume (Hs), (HSC(–)) and (H‡,Œ) with p Ø 1. Let a and b be some positive
numbers such that (3.3.8) holds. Then, an integer K Ø 1 exists such that for any p Ø K :
E[V pn (Xn, Yn)] Æ Cp“n. (3.4.34)
Furthermore, if rn = r and “n = “n≠— with — œ (0, 1), then (3.4.34) holds for p = K = 1 under
(H‡,2) instead of (H‡,Œ). As a consequence,
E[ÎXn ≠ xıÎ2K + ÎYnÎ2K ] Æ C“n. (3.4.35)
Remark 3.4.3. Note that the second assertion (3.4.35) easily follows from Equations (3.3.9) and
(3.4.34) and from the fact that under (HSC(–)), a constant c exists such that for all x, f(x) Ø cÎxÎ2.
Moreover, note that this proposition is not restricted to the exponential memory case. In particular,
as suggested in Remark 3.2.2, this Lyapunov approach could lead to some (rough) controls of the
quadratic error in the polynomial case when the function is not quadratic.
Proof We begin by the first assertion under Assumption (H‡,Œ). Going back to the proof of Lemma
3.3.1 (and to the associated notations), we obtain the existence of some positive a and b such that
Vn+1(Xn+1, Yn+1) Æ Vn(Xn, Yn) + “n+1 n+1 with
 n+1 = ≠ca,bÎYnÎ2 ≠ rnbÎÒf(Xn)Î2 ≠ brnÈÒf(Xn), Mn+1Í+ Rn+1 (ca,b > 0).
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Denoting the smallest (positive) eigenvalue of D2f(xı) by ⁄, we have :
ÎÒf(x)Î2 Ø ⁄ÎxÎ2 Ø C ⁄f(x).
Following the arguments of the proof of Lemma 3.3.1 once again, we can easily deduce the existence
of some positive Á and C such that :
E[ n+1|Fn] Æ (≠Á+ C“n+1)rnVn(Xn, Yn) + C“n+1rn.
Using (H‡,Œ), we also obtain for every r Ø 1 :
E[Î n+1Îr|Fn] Æ Cr(1 + V rn (Xn, Yn)).
As a consequence, a binomial expansion of (Vn(Xn, Yn) + “n+1 n+1)K yields :
E[V Kn+1(Xn+1, Yn+1)|Fn] Æ (1≠KÁ“n+1rn + C“2n+1rn)V Kn (Xn, Yn) + C“2n+1rn.
Setting un = E[V Kn+1(Xn+1, Yn+1)], we obtain :
un+1 Æ (1≠KÁ“n+1rn + C“2n+1rn)un + C“2n+1rn.
Now, assume that “n = “n≠— with — œ (0, 1] and successively consider exponential and polynomial
cases :
— If rn = r and — < 1, the result holds with K = 1 by Proposition 3.7.1(iii). ù
— If rn = r and — = 1, we have to choose K large enough in order that KÁ“ > 1. In this case,
Proposition 3.7.2(iii) yields the result. ù
— If rn = r/ n and — < 1 now, then the above inequality yields the existence of a ﬂ > — and
a n0 Ø 1 for K large enough such that :
’n Ø n0, un+1 Æ
1
1≠ ﬂ
n
2
un + Cn≠—≠1.
We have :
un Æ un0
nŸ
k=n0
1
1≠ ﬂ
k
2
+ C
nÿ
k=n0+1
k≠—≠1
nŸ
¸=k+1
1
1≠ ﬂ
k
2
.
Given that 1≠ x Æ exp(≠x) and that qnk=1 1k = logn+O(1), we obtain :
un Æ Cn≠ﬂ(1 +
nÿ
k=n0+1
k≠—≠1+ﬂ) Æ Cn≠—
where in the last inequality, we deduced that ≠— ≠ 1 + ﬂ > ≠1 since ﬂ < —.
ù⇤
Proposition 3.4.4. Assume (Hs), (HSC(–))and (H‡,Œ) and rn = r for all n Ø 1. Set ⁄ = f ÕÕ(xı).
Then, assume that “n = “n≠— with — œ (0, 1].
— If — < 1, then :
E[ÎXn ≠ xıÎ2] + E[ÎYnÎ2] Æ C“n.
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— If — = 1, then for every Á > 0, a constant CÁ exists such that
E[ÎXn ≠ xıÎ2] Æ CÁn≠((r+Á≠
Ô
r2≠4⁄r1rØ4⁄)“)·1.
Proof The starting point is to linearize the gradient :
f Õ(Xn) = ⁄(Xn ≠ xı) + „n where „n = (f ÕÕ(›n)≠ f ÕÕ(xı))(Xn ≠ xı).
Since f ÕÕ is Lipschitz continuous, then :
|„n| Æ C(Xn ≠ xı)2. (3.4.36)
Let us begin with the case where the matrix Cn defined in (3.4.21) has real eigenvalues µ+ and µ≠
(given by (3.4.23)). With the notations introduced in (3.4.24),
Zn+1 =
3
1 + “n+1µ+ 0
0 1 + “n+1µ≠
4
Zn + r“n+1Q
3
0
„n
4
+ r“n+1›n+1. (3.4.37)
As a consequence,
ÎZn+1Î2 Æ (1 + µ+“n+1)2ÎZnÎ2 + C“n+1ÎZnÎ3 + “2n+1(ÎZnÎ4 + Î Nn+1Î2) + Mn+1
where ( Mn) is a sequence of martingale increments. Using the elementary inequality |x| Æ
Á+ CÁ|x|2, x œ R (available for any Á > 0),
ÎZn+1Î2 Æ [(1 + (2µ+ + Á)“n+1 + C“2n+1)]ÎZnÎ2 + CÁ“n+1ÎZnÎ4 + C“2n+1Î Nn+1Î2 + Nn+1.
Then, by Assumption (H‡,Œ) and the fact supn E[|Zn|r] < +Œ for any r > 1 (by Proposition
3.4.3 for example), we obtain, for any k Ø 1,
E
#ÎZn+1Î2k$ Æ (1 + k(2µ+ + Á)“n+1 + Ck“2n+1)E[ÎZnÎ2k] + Ck,Á(“n+1E[ÎZnÎ2k+2] + “2n+1).
At this stage, we observe that Assumption (3.4.31) is satisfied with u(k)n = E[ÎZnÎ2k] and ak =
k(2µ+ + Á). Using Proposition 3.4.3 and Lemma 3.3.1(i), we check that the second assumption of
Lemma 3.4.1 also holds. Thus, the result follows in this case from this lemma. ⇤
3.5 Limit of the rescaled algorithm
In this paragraph, we establish a (functional) Central Limit Theorem when the memory is expo-
nential, i.e., when rn = r and when (HSC(–)) holds. In particular, f admits a unique minimum
xı. Without loss of generality, we assume that xı = 0.
3.5.1 Rescaling stochastic HBF
We start with an appropriate rescaling by a factor Ô“n. More precisely, we define a sequence
(Z¯n)nØ1 :
Z¯n =
ZnÔ
“n
=
3
XnÔ
“n
,
YnÔ
“n
4
.
145
Given that f is C2 (and that xı = 0), we “linearize” Òf around 0 with a Taylor formula and obtain
that ›n œ [0, Xn] exists such that :
Òf(Xn) = D2f(›n)Xn.
Therefore, we can compute that :
Z¯n+1 = Z¯n + “n+1bn(Z¯n) +
Ô
“n+1
3
0
 Mn+1
4
where bn is defined by :
bn(z) =
1
“n+1
3Ú
“n
“n+1
≠ 1
4
z + C¯nz, z œ R2d, (3.5.38)
where :
C¯n :=
Ú
“n
“n+1
3
0 ≠Id
rD2f(›n) ≠rId
4
. (3.5.39)
It is important to observe that :
1
“n+1
3Ú
“n
“n+1
≠ 1
4
= “≠1(n+ 1)—
5
1 + —2n + o(n
≠1)≠ 1
6
=
;
o(n—≠1) if — < 1
1
2“ + o(1) if — = 1
(3.5.40)
We associate to the sequence (Z¯n)nØ1 a sequence (Z¯(n))nØ1 of continuous-time processes defined
by :
Z¯(n)t = Z¯n +B
(n)
t +M
(n)
t , t Ø 0, (3.5.41)
where :
B(n)t =
N˜(n,t)ÿ
k=n+1
“kbk≠1(Z¯k≠1) + (t≠ tn)bN˜(n,t)(Z¯N˜(n,t)),
M (n)t =
N˜(n,t)ÿ
k=n+1
Ô
“k
3
0
 Mk
4
+

t≠ tn
3
0
 MN˜(n,t)+1
4
.
We used the standard notations tn =  N˜(n,t)≠ n above whereN(n, t) = min
I
m Ø n,
mq
k=n+1
“k > t
J
.
To obtain a CLT, we show that (Z¯(n))nØ1 converges in distribution to a stationary di usion,
following a classical roadmap based on a tightness result and on an identification of the limit as a
solution to a martingale problem.
3.5.2 Tightness
The next lemma holds for any sequence of processes that satisfy (3.5.41).
Lemma 3.5.1. Assume that D2f is bounded, that supkØ1 E[ÎZ¯kÎ2] < +Œ and that a p > 2 exists
such that supkØ1 E[Î MkÎp] < +Œ, then (Z¯(n))nØ1 is tight for the weak topology induced by the
weak convergence on compact intervals.
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Proof First, note that Z¯(n)0 = Z¯n, the assumption supkØ1 E[ÎZ¯kÎ2] < +Œ implies the tightness of
(Z¯(n)0 )nØ1 (on R2d). Then, by a classical criterion (see, e.g., [27, Theorem 8.3]), we deduce that a
su cient condition for the tightness of (Z¯(n))nØ1 (for the weak topology induced by the uniform
convergence on compacts intervals) is the following property : for any T > 0, for any positive Á
and ÷, a ” > 0 exist and an integer n0 such that for any t œ [0, T ] and n Ø n0,
P( sup
sœ[t,t+”]
ÎZ¯(n)s ≠ Z¯(n)t Î Ø Á) Æ ÷”.
We consider B(n) and M (n) separately and begin by the drift term B(n). On the one hand,
P
A
sup
sœ[t,t+”]
ÎB(n)s ≠B(n)t Î Ø Á
B
Æ P
QaN(n,t+”)+1ÿ
k=N(n,t)
“kÎbk≠1(Z¯k≠1)Î Ø Á
Rb .
The Chebyschev inequality and the fact that Îbk(z)Î Æ C(1 + ÎzÎ) (where C does not depend on
k) yield :
P
A
sup
sœ[t,t+”]
ÎB(n)s ≠B(n)t Î Ø Á
B
Æ Á≠2E
SWU
QaN(n,t+”)+1ÿ
k=N(n,t)
“k(1 + Î(Z¯k≠1)Î)
Rb2
TXV
The Jensen inequality and the fact that
qN(n,t+”)+1
k=N(n,t) “k Æ 2” when n is large enough imply that a
constant C exists such that for large enough n and for a small enough ” :
P
A
sup
sœ[t,t+”]
ÎB(n)s ≠B(n)t Î Ø Á
B
Æ Á≠2 ◊ C”2(1 + sup
kØ1
E[ÎZ¯kÎ2]) Æ ÷”
ù
We now consider the martingale component M (n) : if we denote – =
Ò
t≠tn
“N(n,t)+1
, we have for any
t Ø 0,
M (n)s = (1≠ –)M (n)N(n,s) + –M (n)N(n,s)+1
so that ÎM (n)s ≠M (n)t Î Æ max{ÎM (n)N(n,s) ≠M (n)t Î, ÎM (n)N(n,s)+1 ≠M (n)t Î}. As a consequence,
P
A
sup
sœ[t,t+”]
ÎM (n)s ≠M (n)t Î Ø Á
B
Æ P
A
sup
N(n,t)+1ÆkÆN(n,t+”)+1
ÎM (n) k ≠M
(n)
t Î Ø Á
B
Let p > 2 and applying the Doob inequality, the assumption of the lemma leads to :
P
A
sup
sœ[t,t+”]
ÎM (n)s ≠M (n)t Î Ø Á
B
Æ Á≠pE
Ë
ÎM (n)
N˜(n,t+”)+1 ≠M
(n)
t Îp
È
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and the Minkowski inequality yields :
P
A
sup
sœ[t,t+”]
ÎM (n)s ≠M (n)t Î Ø Á
B
Æ Á≠p
N(n,t+”)+1ÿ
k=N(n,t)+1
“
p
2
k E [Î MkÎp] .
Under the assumptions of the lemma, E[[Î MkÎp] Æ C. Furthermore, we can use the rough upper
bound :
N(n,t+”)+1ÿ
k=N(n,t)+1
“
p
2
k Æ “
p
2≠1
n
N(n,t+”)+1ÿ
k=N(n,t)+1
“k Æ ÷”
for large enough n. This concludes the proof. ù⇤
Corollary 3.5.1. Let the assumptions of Theorem 3.2.4 hold, then (Z¯(n))nØ1 is tight.
Proof To prove this result, it is enough to check that the assumptions of Lemma 3.5.1 are satisfied.
First, one remarks that the assumptions of Theorem 3.2.4 imply the ones of Theorem 3.2.3(a) so
that E[ÎZn ≠ zıÎ2] Æ C“n (this also holds when — = 1 since we assume that “–r > 1). As a
consequence, supkØ1 E[ÎZ¯kÎ2] < +Œ.
On the other hand, since (H‡,p) holds for a given p > 2, we can derive by following the lines of the
proof of Proposition 3.4.3 that supnØ1 E[V p(Xn, Yn)] < +Œ. As a consequence, supn E[fp(Xn)] <
+Œ and (H‡,p) leads to :
sup
nØ1
E[Î MnÎp] . sup
n
E[fp(Xn)] < +Œ.
⇤
3.5.3 Identification of the limit
Starting from our compactness result above, we now characterize the potential weak limits of
(Z¯(n))nØ1. This step is strongly based on the following lemma.
Lemma 3.5.2. Suppose that the assumptions of Lemma 3.5.1 hold and that :
E[ Mn( Mn)t|Fn≠1] næ+Œ≠≠≠≠≠æ V in probability,
where ‡2 is a positive symmetric d◊d-matrix. Then, for every C2-function g : R2d æ R, compactly
supported with Lipschitz continuous second derivatives, we have :
E(g(Z¯n+1)≠ g(Z¯n)|Fn) = “n+1Lg(Z¯n) +Rgn
where “≠1n+1Rgn æ 0 in L1 and L is the infinitesimal generator defined in Theorem 3.2.4.
Remark 3.5.1. We recall that L is the infinitesimal generator of the following stochastic di e-
rential equation :
dZ¯t = H¯Z¯tdt+  dBt
where : H¯ = 12“ 1{—=1}I2d + H and   is defined in Theorem 3.2.4. (Z¯t)tØ0 lies in the family of
Ornstein-Uhlenbeck processes : on the one hand, the drift and di usion coe cients being respecti-
vely linear and constant, (Z¯t)tØ0 is a Gaussian di usion ; on the other hand, since H¯ has negative
eigenvalues, (Z¯t)tØ0 is ergodic.
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Proof C will denote an absolute constant whose value may change from line to line, for the sake of
convenience. We use a Taylor expansion between Z¯n and Z¯n+1 and obtain that ◊n exists in [0, 1]
such that :
g(Z¯n+1)≠ g(Z¯n) = ÈÒg(Z¯n), (Z¯n+1 ≠ Z¯n)Í+ 12(Z¯n+1 ≠ Z¯n)
TD2g(Z¯n)(Z¯n+1 ≠ Z¯n) (3.5.42)
+ 12(Z¯n+1 ≠ Z¯n)
T (D2g(◊Z¯n + (1≠ ◊)Z¯n+1)≠D2g(Z¯n))(Z¯n+1 ≠ Z¯n)¸ ˚˙ ˝
R(1)n+1
.
We first deal with the remainder term R(1)n+1 and observe that (C¯n) introduced in (3.5.39) is
uniformly bounded so that a constant C exists such that Îbn(z)Î Æ CÎzÎ. We thus conclude that :
ÎZ¯n+1 ≠ Z¯nÎ Æ C
!
“n+1ÎZ¯nÎ+Ô“n+1Î Mn+1Î
"
.
Using (H‡,p), we deduce that for any p¯ Æ p,
E
#ÎZ¯n+1 ≠ Z¯nÎp¯$ Æ C“ p¯2n+1. (3.5.43)
Since D2g is Lipschitz continuous and compactly supported, D2g is also Á-Ho¨lder for all Á œ (0, 1].
We choose Á such that 2 + Á Æ p and obtain :
E [|Rn+1|] Æ CE
#ÎZ¯n+1 ≠ Z¯nÎ2+Á$ Æ C“1+ Á2n+1 .
We deduce that “≠1n+1R
(1)
n+1 æ 0 in L1. ù
Second, we can express (3.5.40) when “n = “n≠— with — œ (0, 1] in the following form :
‘n :=
1
“n+1
3Ú
“n
“n+1
≠ 1
4
≠ 12“ 1{—=1} = o(1).
Then, given that D2f is Lipschitz (and that xı = 0), it follows that :
’z œ Rd ◊ Rd
....bn(z)≠ 3 12“ 1{—=1}I2d +H
4
z
.... Æ (Án + ÎX¯nÎ)ÎzÎ
where (Án)nØ1 is a deterministic sequence such that limnæ+Œ Án = 0.
Under the conditions of Theorem 3.2.4, we may apply the convergence rates obtained in Theorem
3.2.3 and observe that supn E[ÎXnÎ2] . “n, meaning that supn E[ÎZ¯nÎ2] < +Œ. Since ÎX¯nÎ Æ
ÎZ¯nÎ, we deduce that :
E[ÈÒg(Z¯n), (Z¯n+1 ≠ Z¯n)Í|Fn] = “n+1ÈÒg(Z¯n), ( 14“Ôr1{—=1}I2d +H)Z¯nÍ+R
(2)
n
where “≠1n+1R
(2)
n æ 0 in L1 as n æ +Œ. Let us now consider the second term of the right-hand
side of (3.5.42). We have :
E[(Z¯n+1 ≠ Z¯n)TD2g(Z¯n)(Z¯n+1 ≠ Z¯n)|Fn] = “n+1
ÿ
i,j
D2yiyjg(Z¯n)E[ M
i
n+1 M jn+1|Fn] +R(3)n
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where
|“≠1n+1R(3)n | Æ C“n+1ÎZ¯nÎ2 næ+Œ≠≠≠≠≠æ 0 in L1
under the assumptions of the lemma. To conclude the proof, it remains to note that under the
assumptions of the lemma for any i and j, (E[ M in+1 M jn+1|Fn])nØ1 is a uniformly integrable
sequence that satisfies :
E[ M in+1 M jn+1|Fn] = Vi,j in probability.
Thus, the convergence also holds in L1. The conclusion of the lemma easily follows from the
boundedness of D2g. ù⇤
We are now able to prove Theorem 3.2.4 :
Proof of Theorem 3.2.4, (i) : Note that under the assumptions of Theorem 3.2.4, we can apply
Lemma 3.5.1 and Lemma 3.5.2 and obtain that the sequence of processes (Z¯(n))nØ1 is tight. The
rest of the proof is then divided into two steps. In the first one, we prove that every weak limit of
(Z¯(n))nØ1 is a solution of the martingale problem (L, C) where C denotes the class of C2-functions
with compact support and Lipschitz-continuous second derivatives. Before going further, let us
recall that, owing to the Lipschitz continuity of the coe cients, this martingale problem is well-
posed, i.e., tha,t existence and uniqueness hold for the weak solution starting from a given initial
distribution µ (see, e.g., [47] or [116]).
In a second step, we prove the uniqueness of the invariant distribution related to the operator
L and the convergence in distribution to this invariant measure. We end this proof by showing
that (Z¯(n)) converges to this invariant distribution, so that the sequence (Z¯(n))nØ1 converges to
a stationary solution of the previously introduced martingale problem. We will characterize this
invariant (Gaussian) distribution in the next paragraph.
Step 1 : Let g belong to C and let (F (n)t )tØ0 be the natural filtration of Z¯(n). To prove that any
weak limit of (Z¯(n))nØ1 solves the martingale problem (L, C), it is enough to show that :
’t Ø 0, g(Z¯(n)t )≠ g(Z¯(n)0 )≠
⁄ t
0
Lg(Z¯(n)s )ds =M(n,g)t +R(n,g)t
where (M(n,g)t )tØ0 is an (F (n)t )-adapted martingale and R(n,g)t æ 0 in probability for any t Ø 0.
We set :
M(n,g)t =
N(n,t)ÿ
k=n+1
g(Z¯k+1)≠ g(Z¯k)≠ E[g(Z¯k+1)≠ g(Z¯k)|Fk≠1].
By construction, (M(n,g)t )tØ0 is an (F (n)t )-adapted martingale (given that F (n)s = F (n)sn ) and :
R(n,g)t = g(Z¯(n)t )≠ g(Z¯(n)tn )≠
⁄ t
tn
Lg(Z¯(n)s )ds+
⁄ tn
0
1
Lg(Z¯(n)sn )≠ Lg(Z¯
(n)
s )
2
ds+
N(n,t)≠1ÿ
k=n
Rgk
where (Rgk)kØ1 has been defined in Lemma 3.5.2. Using an argument similar to (3.5.43), we can
check that for any t Ø 0 :
sup
sÆt
E[ÎZ¯(n)s ≠ Z¯(n)sn Î
2] Æ CÔ“n.
This inequality combined with the Lipschitz continuity of g and its derivatives implies that the first
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three terms tend to 0 when næ +Œ. Now, concerning the last one, the previous lemma yields :
E
SU------
N(n,t)≠1ÿ
k=n
Rgk
------
TV Æ Ct sup
kØn
E
#--“≠1k Rgk--$ næ+Œ≠≠≠≠≠æ 0.
ù
Step 2 : First, let us prove that uniqueness holds for the invariant distribution related to L.
We denote it by µ(—)Œ below. In this simple setting where the coe cients are linear, we could use
the fact that the process, which is solution to the martingale problem, is Gaussian so that any
invariant distribution is so. Uniqueness could then be deduced through the characterization of
the mean and the variance through the relationship
s Lf(x)µ(—)Œ (dx) = 0 (see next subsection for
such an approach). However, at this stage, we prefer to use a more general strategy related to the
hypoellipticity of L (see, e.g., [53] for a similar approach). More precisely, set LD := ≠Èy, ˆxÍ +
rÈD2f(xı)x ≠ y], ˆyÍ and ‡i :=
qd
j=1 ‡
j
i ˆyj , where ‡ satisfies ‡‡t = V (where V is defined by
(3.2.6)). We have assumed that ‡ is invertible, so that :
span(‡1, . . . ,‡d) = span(ˆy1 , . . . , ˆyd).
Therefore,
Lie (LD,‡1, . . . ,‡d) = Lie (LD, ˆy1 , . . . , ˆyd)
Now, it is straightforward to check that :
’i œ {1, . . . , d} [LD, ˆyi ] (f) = ≠ˆxi(f),
and we deduce that Lie (LD,‡1, . . . ,‡d) = Lie (ˆx1 , . . . , ˆxd , ˆy1 , . . . , ˆyd). This means that the
Hormande¨r bracket condition holds at any point z of R2d, which implies that the process admits
a density (pt(z, .))tØ0 such that for any t > 0, (z, zÕ) ‘æ pt(z, zÕ), which is smooth on R2d ◊R2d. It
is moreover possible to show that these densities are positive, for any t > 0, given that the linear
vector field is approximately controllable : for any time T > 0, any ÷ > 0 and any couple of initial
points (x0, y0) and ending points (xT , yT ), we can build a function Ï such that Ï˙ œ L2 and such
that the controlled trajectory :;
x˙(t) = ≠y(t)
y˙(t) = r(t)(ÒU(x(t))≠ y(t)) + ‡Ï˙, (3.5.44)
satisfies : z0 = (x0, y0) and ÎzT ≠ (xT , yT )Î Æ ÷. This implies the irreducibility of the di usion
and, therefore, the uniqueness of the invariant distribution. We refer to [53] for more details on
this controllability problem.
Then, checking that LÎxÎ2 Æ —≠–ÎxÎ2 for positive – and —, it can be classically deduced from the
Meyn-Tweedie-type arguments (see [91]) that the process converges locally uniformly, exponentially
fast in total variation to µ(—)Œ . For more details, we refer to [88, Theorem 4.4]. Below, we will only
use the following corollary : for any bounded Lipschitz-continuous function f , for any compact set
K of R2d,
sup
zœK
|Ptf(z)≠ µ(—)Œ (f)| tæ+Œ≠≠≠≠æ 0 (3.5.45)
where (Pt)tØ0 denotes the semi-group related to the (well-posed) martingale problem (L, C). ù
Step 3 : Let (Z¯nk)kØ1 be a (weakly) convergent subsequence of (Z¯n)nØ1 to a probability ‹. We
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have to prove that ‹ = µ(—)Œ . To do this, we take advantage of the “shifted” construction of the
sequence (Z¯(n))nœN. More precisely, as a result of construction, for any positive T , a sequence
(Â(nk, T ))kØ1 exists such that :
N(T,Â(nk, T )) = nk.
In other words,
Z¯(Â(nk,T ))TÂ(nk,T )
= Z¯nk .
At the price of a potential extraction, (Z¯(Â(nk,T )))kØ1 is convergent to a continuous process, which
is denoted by ZŒ,T below. Given that Z¯(n)T ≠ Z¯(n)Tn tends to 0 as n æ +Œ in probability, it
follows that ZŒ,TT has distribution ‹. However, according to Step 1, ZŒ,T is also a solution to the
martingale problem (L, C) so that for any Lipschitz continuous function f ,
E[f(ZŒ,TT )]≠ µ(—)Œ (f) =
⁄
R2d
1
PT f(z)≠ µ(—)Œ (f)
2
PZŒ,T0 (dz).
Denote by P, the set of weak limits of (Z¯n)nØ1. P is tight and as a result of construction, ZŒ,T0
belongs to P. Thus, for any Á > 0, a compact set KÁ exists such that for any T > 0,-----
⁄
KcÁ
1
PT f(z)≠ µ(—)Œ (f)
2
PZŒ,T0 (dz)
----- Æ 2ÎfÎŒ supµœP µ(KcÁ) Æ 2ÎfÎŒÁ.
On the other hand,----⁄
KÁ
1
PT f(z)≠ µ(—)Œ (f)
2
PZŒ,T0 (dz)
---- Æ sup
zœKÁ
|PT f(z)≠ µ(—)Œ (f)|
and it follows from Step 2 that the right-hand member tends to 0 as T æ +Œ. From this, we can
therefore conclude that for any bounded Lipschitz-continuous function f , a large enough T exists
such that : ---E[f(ZŒ,TT )]≠ µ(—)Œ (f)--- Æ CfÁ.
Since E[f(ZŒ,TT )] = ‹(f), it follows that ‹(f) = µ
(—)
Œ (f). Finally, the set P is reduced to a single
element P = {µ(—)Œ }, and the whole sequence (Z¯n)nØ1 converges to µ(—)Œ .
Before ending this section, let us note that µ(—)Œ is a Gaussian centered distribution is a simple
consequence of Remark 3.5.1. We therefore leave this point to the reader. ù⇤
3.5.4 Limit variance
We end this section on the analysis of the rescaled algorithm with some considerations on the
invariant measure µ(—)Œ involved in Theorem 3.2.4 for the exponential memoried stochastic HBF,
i.e. when rn = r. As shown in the above paragraph, this invariant measure describes the exact
asymptotic variance of the initial algorithm. We now focus on its characterization i.e., on the proof
of Theorem 3.2.4(ii). In particular, to ease the presentation, we assume that the covariance matrix
V related to ( Mn+1)nØ1 is proportional to the identity matrix :
lim
n≠æ+ŒE
Ë
 Mn+1 ( Mn+1)t |Fn
È
= ‡20Id in probability. (3.5.46)
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We also assume that “n = “n≠— with — < 1. Then, (i) of Theorem 3.2.4 states that (Z¯n)nØ1
weakly converges toward a di usion process, whose generator L is the one of an Ornstein-Uhlenbeck
process. Assumption (3.5.46) leads to a simpler expression :
L(„)(x, y) = ≠Èy,Òx„Í+ rÈD2(f)(xı)x≠ y,Òy„Í+ r2‡0
2
2  y„. (3.5.47)
A particular feature of Equation (3.5.47) when “n = “n≠— is that L does not depend on — nor
“. The invariant measure µ(—)Œ is a multivariate Gaussian distribution that may be well described
in the basis given by the eigenvectors of the Hessian D2(f)(xı). The reduction to d couples of
two-dimensional system used in Section 3.4.1 makes it possible to use the spectral decomposition
of D2(f)(xı) = P≠1 P where P is an orthonormal matrix and   a diagonal matrix with positive
eigenvalues. The process (Xn, Yn) = (PX¯n, P Y¯n) is therefore centered and Gaussianly distributed
asymptotically. This process is associated with d 2◊ 2 blockwise independent Ornstein-Uhlenbeck
processes, whose generator is now
Lˇ(„)(xˇ, yˇ) = ≠Èyˇ,Òxˇ„Í+ rÈ xˇ≠ yˇ,Òyˇ„Í+ r2‡0
2
2  yˇ„,
where we used Tr
!
P tD2yˇP
"
= Tr
!
D2yˇPP
t
"
= Tr
!
D2yˇ
"
in the last line because P tP = Id. If we
denote µˇ(—)Œ the associated invariant gaussian measure, the tensor structure of Lˇ leads to
’i ”= j E(xˇ,yˇ)≥“ˇ—Œ [xˇ
(i)xˇ(j)] = E(xˇ,yˇ)≥“ˇ—Œ [xˇ
(i)yˇ(j)] = E(xˇ,yˇ)≥“ˇ—Œ [yˇ
(i)yˇ(j)] = 0. (3.5.48)
Now, using the relationship
⁄
Lˇ(„)dµˇ(—)Œ = 0 for some well chosen functions „, we can identify the
rest of the covariance matrix. Denote i any integer in {1, . . . , d}. We chose „(xˇ, yˇ) = {xˇ
(i)}2
2 and
obtain that Lˇ
3{xˇ(i)}2
2
4
(xˇ, yˇ) = ≠xˇ(i)yˇ(i). It then implies that
E(xˇ,yˇ)≥µˇ(—)Œ [xˇ
(i)yˇ(i)] = 0. (3.5.49)
Picking now „(xˇ, yˇ) = {yˇ
(i)}2
2 , we obtain Lˇ
3{yˇ(i)}2
2
4
(xˇ, yˇ) = r⁄ixˇ(i)yˇ(i)≠r
)
yˇ(i)
*2+ r2‡022 so that
E(xˇ,yˇ)≥µˇ(—)Œ [{yˇ
(i)}2] = r‡0
2
2 . (3.5.50)
Finally, we chose „(xˇ, yˇ) = xˇ(i)yˇ(i) and obtain Lˇ !xˇ(i)yˇ(i)" (xˇ, yˇ) = ≠)yˇ(i)*2+r⁄i{xˇ(i)}2≠rxˇ(i)yˇ(i).
Therefore, we deduce that :
E(xˇ,yˇ)≥µˇ(—)Œ [{xˇ
(i)}2] = ‡0
2
2⁄i
. (3.5.51)
We can sum-up formulae (3.5.48)-(3.5.51) in µˇ(—)Œ = N (0, Dr,‡0) with Dr,‡0 = ‡0
2
2
3
 ≠1 0d◊d
0d◊d rId
4
.
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Since (X¯n, Y¯n) = (P≠1Xn, P≠1Yn), we deduce that :
µ(—)Œ = N
3
0, ‡0
2
2
3{D2f(xı)}≠1 0d◊d
0d◊d rId
44
.
ù
Theorem 3.2.4- Step size “n = “n≠1
This situation is more involved since we can observe that the drift of the limit di usion is modified
according to the size of “. In particular, the generator L in that case is shifted from the one above
by 12“ I so that :
L(„)(x, y) = 12“ [ÈÒx„, xÍ+ ÈÒy„, yÍ]≠ Èy,Òx„Í+ rÈD
2f(xı)x≠ y,Òy„Í+ r2‡0
2
2  y„.
Again, we can use the decomposition D2f(xı) = P≠1 P where P is an orthonormal matrix, and
the generator of the rotated process (Xn, Yn) = (PX¯n, P Y¯n) is :
Aˇ(„)(x, y) =
=
xˇ
2“ ≠ yˇ,Òxˇ„
>
+
=
r xˇ+
3 1
2“ ≠ r
4
yˇ,Òyˇ„
>
+ r2‡0
2
2  yˇ„
The associated Ornstein-Uhlenbeck process has a unique Gaussian invariant measure µˇ(1)Œ if and
only if “–r > 1 where –r is the constant defined in the statement of Proposition 3.4.1. The following
equations still hold :
’i ”= j E(xˇ,yˇ)≥µˇ(1)Œ [xˇ
(i)xˇ(j)] = E(xˇ,yˇ)≥µˇ(1)Œ [xˇ
(i)yˇ(j)] = E(xˇ,yˇ)≥µˇ(1)Œ [yˇ
(i)yˇ(j)] = 0. (3.5.52)
To determine the rest of the covariance matrix, we follow the same strategy and only address the
case d = 1 for the sake of convenience. We define : ‡2x := E(xˇ,yˇ)≥µˇ(1)Œ
#
xˇ2
$
, ‡2y := E(xˇ,yˇ)≥µˇ(1)Œ
#
yˇ2
$
and ‡x,y := E(xˇ,yˇ)≥µˇ(1)Œ [xˇyˇ].
We start by chosing „(xˇ, yˇ) = xˇ22 and obtain Aˇ(„)(x, y) = xˇ
2
2“ ≠ xˇyˇ. Therefore, we deduce that :
2“ ‡x,y = ‡2x (3.5.53)
Now we pick „(xˇ, yˇ) = yˇ
2
2 and obtain Aˇ(„)(x, y) = r⁄xˇyˇ +
1
1
2“ ≠ r
2
yˇ2 + r2‡022 so that :3
r ≠ 12“
4
‡2y = r⁄‡x,y +
r2‡02
2 . (3.5.54)
Finally, the function „(xˇ, yˇ) = xˇyˇ yields Aˇ(„)(x, y) = xˇyˇ
1
1
“ ≠ r
2
≠ yˇ2 + r⁄xˇ2, which implies :
‡2y = r⁄‡2x +
3 1
“
≠ r
4
‡x,y (3.5.55)
We are led to the introduction of :
–ˇ≠ = 1≠
Ú
1≠ 4⁄
r
and –ˇ+ = 1 +
Ú
1≠ 4⁄
r
,
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which leads to :
‡2x = ‡02
2⁄r“3
(“r ≠ 1)(2⁄“ ≠ –ˇ≠)(2⁄“ ≠ –ˇ+) , ‡
2
y = ‡02
⁄r“(2⁄r“2 ≠ r“ + 1)
(“r ≠ 1)(2⁄“ ≠ –ˇ≠)(2⁄“ ≠ –ˇ+) ,
and
‡x,y = ‡02
⁄r“2
(“r ≠ 1)(2⁄“ ≠ –ˇ≠)(2⁄“ ≠ –ˇ+) .
ù⇤
3.6 Numerical experiments
In this short paragraph, we briefly investigate the behavior of several algorithms, widely used in
the field of stochastic approximation. In particular, we are interested in the convergence rates of
each algorithm, as well as their behavior in the case of non-convex potential f with multiple wells,
to illustrate both Theorem 3.2.3 and Theorem 3.2.2.
Convergence rates We are first concerned by the typical behavior of the heavy ball stochastic
approximation algorithm in the convex case. In particular, we are interested in the role played by
the parameter r that varies, both in the polynomial case and in the exponential case. Figure 3.1
represents the logarithmic loss of the algorithms with respect to the logarithm of the number of
iterations in the 1 dimensional case with f(x) = x22 . The step size used is “k = k≠1. We immediately
Figure 3.1 – Evolution of log(f(Xk)) with respect to log(k). Left : Exponential memory. Right :
Polynomial memory.
observe that for small values of r (that correspond to a long-term memory case), the algorithm
possesses a lengthy oscillating behavior, which is a feature of second-order algorithms with a very
mild damping e ect. This phenomenon has also been observed in previous works (see, e.g., [11]
and the references therein). We also observe that the use of an excessively large value of r (say,
when r is greater than 10) creates a numerical instability at the beginning of the iterations. This
could be fixed by using a supplementary truncating trick introduced in [83]. Finally, the obtained
rates are better (from a numerical point of view) when r is chosen at around 5 in the exponential
case, and at around 10 in the polynomial case, mainly because of the oscillations that deteriorate
the convergence when r is too small.
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Figure 3.2 then compares several stochastic optimization algorithms in the toy example f(x) =
|x|p/p : the standard Robbins-Monro stochastic gradient descent introduced in [112] (SGD) and se-
veral second order algorithms : the “optimal” Ruppert-Polyak averaging algorithm (see [110, 113]),
the Nesterov accelerated gradient descent [96] adapted in the stochastic framework in a straight-
forward way using an unbiased evaluation of the gradient in each iteration, and the recent SAGE
method introduced in [67]. Note that the Rupper-Polyak averaging algorithm is used according to
the recommendation of [10] with “k = k≠1/2.
Figure 3.2 – Evolution of log(f(Xk)) with respect to log(k) with f(x) = |x|p/p. Left : Convex
case p = 4. Right : Strongly convex case p = 2.
The first elementary remark is that the rate is of course deteriorated by the loss of strong convexity
(left side, Figure 3.2). In this case, the Ruppert-Polyak averaging outperforms other methods
and attains the O(1/Ôn) minimax rate (see [95]). When f is strongly convex, the second-order
algorithms then all share an equivalent e ciency with, apparently a O(1/n) convergence rate. This
corresponds to (ii) of Theorem 3.2.3 when the Hessian at the critical point is su ciently large to
make this minimax optimal rate possible. Nevertheless, the ability of the stochastic heavy ball in a
more general situation may deserve further numerical investigation, which is beyond the scope of
this paper. The SGD seems to be a little bit less e ective in the strongly convex case. Finally, the
Nesterov adaptation to the stochastic case does not lead to an e cient algorithm (in comparison
to the other methods tested). However, this remark should be balanced by the fact that we did not
use the Lan adaptation of the Nesterov accelerated gradient descent introduced in [80]. It appears
that this modification that consists in an addition of an intermediary point in the NAGD seems
important to optimize the behavior of the algorithm in the stochastic case.
Non-convex case In this paragraph, we investigate the ability of the stochastic algorithm to
avoid local traps and, in particular, we focus on the behavior of second order algorithms that may
be an intermediary step towards global optimization methods such as simulated annealing. For
this purpose, we defined f as :
’x œ R f(x) = ax4 + b(x≠ 1)2.
with a = 1/40 and b = ≠1/5. These values have been fixed to guarantee the numerical stability
of the stochastic procedures, but the results we obtained may be replicated for other values. The
values of a and b above yield a double-well potential with a global minimizer of f of around
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xı ƒ ≠4.9, although f has a local trap on the positive part at around x+ ƒ 4. The function f is
represented on the top left of Figure 3.3.
We used “k = k≠1 for all of the methods and we varied the initialization point of each algorithm
from ≠10 to 10 with 100 Monte-Carlo replications. For each simulation, we arbitrarily stopped the
evolution of the algorithm after T = 104 iterations, and considered that optimization was successful
when |xT ≠ xı| Æ 1. This criterion may be replaced by a more stringent inequality, at the price of
an increase of T , without really changing the main conclusions below.
Figure 3.3 – Top left : function f to be minimized. Top right : probability of success of the
stochastic algorithms with respect to the initialization point with small variance : ‡ = 0.1. Bottom
left : ‡ = 1. Bottom right : ‡ = 2.
Performances are reported in Figure 3.3. We observe that both SGD and Ruppert-Polyak algo-
rithms have the same behavior. This fact is absolutely clear because Polyak averaging is built
with a Cesaro average of SGD. The target convergence point of SGD and of Polyak averaging are
thus the same. We can also note that in the almost no noise setting, the basin of attraction of xı
for SGD may be roughly approximated by ] ≠Œ, 1]. Nevertheless, both SAGE and HBF seem to
behave better behaviour with a somewhat larger basin of attraction : in particular, it is possible
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‡ SGD AV SGD SAGE NAGD HBF Poly r=5 HBF Expo r=5
0.1 0.47 0.47 0.49 0.29 0.58 0.52
1 0.47 0.47 0.49 0.27 0.58 0.55
2 0.47 0.47 0.49 0.20 0.58 0.54
Table 3.1 – Average rate of success of each stochastic algorithm with a uniformly sampled initia-
lization over [≠10; 10] when ‡ varies.
Exp 1 Exp 2 Exp 5 Exp 10 Poly 1 Poly 2 Poly 5 Poly 10
0.51 0.53 0.55 0.58 0.26 0.43 0.58 0.50
Table 3.2 – Average rate of success of heavy ball stochastic algorithm for several values of r, when
‡ = 1 and the initialization point is sampled uniformly over [≠10; 10].
to start from an initialization point x1 = 8 and still obtain convergence of SAGE or HBF towards
xı. This last point is clearly impossible with SGD. The same conclusions hold for di erent values
of ‡ (see Figure 3.3, bottom left and right). Finally, we observe that NAGD does not present very
good behavior : the probability of failure when the algorithm is initialized at ≠4 is lower than 1
for ‡ = 1 or ‡ = 2.
We can calculate a more quantitative indicator of this behavior with the computation of the average
rate of success of each algorithm when the initialization point is sampled uniformly over [≠10; 10].
Table 3.1 seems to indicate that the stochastic heavy ball leads to a better exploration of the
state space, in particular, with reasonable values of r (see Table 3.2). These conclusions should be
understood as numerical observations of experimental results on this particular type of synthetic
case, but we do not have any theoretical arguments to strengthen these final observations at this
time.
3.7 Technical results
3.7.1 Standard tools of stochastic algorithms
We recall below a standard version of the so-called Robbins-Siegmund Theorem (see e.g. [44]) :
Theorem 3.7.1. Given a filtration Fn and four positive, integrable and Fn-adapted sequences
(–n)n,(—n)n, (Un)n and (Vn)n satisfying :
— (i) (–n)n,(—n)n, (Un)n are predictible sequences.
— (ii) supÊ
r
n
(1 + –n(Ê)) <Œ,
q
n
E(—n) <Œ.
— (iii) ’n œ N,
E(Vn+1|Fn) Æ Vn(1 + –n+1) + —n+1 ≠ Un+1
Then :
(i) Vn converges to VŒ in L1 and supn E[Vn] <Œ.
(ii)
q
n
E(Un) <Œ,
q
n
Un <Œ a.s.
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Step sizes “n = “ n≠— with — < 1
Proposition 3.7.1. For any positive values a > 0 and b > 0, for any — œ (0, 1) and any sequence
(“n)nØ1 defined by “n = “n≠— , one has :
(i)≠ a If — < 1/2, then
nq
k=1
a“k ≠ b“2k Ø a“1≠—n1≠— ≠ b“
2
1≠2—n
1≠2—
(i)≠ b If — > 1/2, then
nq
k=1
a“k ≠ b“2k Ø a“1≠—n1≠— ≠ b“
2
2—≠1
(i)≠ c If — = 1/2, then
nq
k=1
a“k ≠ b“2k Ø a“1≠—n1≠— ≠ b“2 logn
(ii) An integer n0 exists such that ’n Ø n0
nq
k=1
“2k
nr
l=k+1
(1≠ a“l)2 Æ 2a“n+1
(iii) An integer n0 exists such that ’n Ø n0
nq
k=1
“2k
nr
l=k+1
(1≠ a“l + b“2l ) Æ 2a“n+1
Proof : The upper bounds involved in (i)≠ a, (i)≠ b and (i)≠ c are straightforward. ù
Proof of (ii) : Using  n introduced in the beginning of Section 3.2, we write :
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ a“l)2 Æ
nÿ
k=1
“2ke
≠a
qn
k+1
“l
=
nÿ
k=1
“2ke
≠a n+a k Æ “2e≠a n
nÿ
k=1
k≠2—e
a“
1≠— k
1≠—
The function x ‘≠æ x≠2—e a“1≠— x1≠— being increasing for x Ø ca,“,— , we then obtain, considering an
integer t > ca,“,— :
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ a“l)2 Æ “2e≠a n
3
Ct +
⁄ n
t
x≠2—e
a“
1≠— x
1≠—
dx
4
.
We can write x≠2—eKx1≠— =
1
eKx
1≠—2Õ
x≠—K≠1(1≠ —)≠1 and integrating by parts, we obtain for
a large enough n :
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ a“l)2 Æ “2e≠a n
3
Ct +
ea n
a“
n≠—
4
Æ 2
a
“n.
ù
Proof of (iii) : We only deal with — < 1/2, which is the most involved situation. Using  n and  (2)n
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introduced in the beginning of Section 3.2, we write :
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ a“l + b“2l ) Æ
nÿ
k=1
“2ke
≠a n+a k+b (2)n ≠b (2)k
Æ e≠a n+b (2)n
nÿ
k=1
“2ke
a k≠b (2)k
Æ “2e≠a n+b (2)n
nÿ
k=1
k≠2—e
a“
1≠— k
1≠—≠ b“21≠2— k1≠2—
The function x ‘≠æ x≠2—e a“1≠— x1≠—≠ b“
2
1≠2— x
1≠2—
being increasing for x Ø ca,b,“,— , we then obtain
considering an integer t > ca,b,“,— :
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ a“l + b“2l ) Æ “2e≠a n+b 
(2)
n
A
tÿ
k=1
k≠2—e
a“
1≠— k
1≠—≠ b“21≠2— k1≠2— +
⁄ n
t
x≠2—e
a“
1≠— x
1≠—≠ b“21≠2— x1≠2—dx
B
Æ “2e≠a n+b (2)n
3
Ct +
⁄ n
t
x≠2—e
a“
1≠— x
1≠—≠ b“21≠2— x1≠2—dx
4
Æ “2e≠a n+b (2)n (Ct
+
⁄ n
t
x≠—
53
2
a“x≠— ≠ b“2x≠2—
a“
+ 3b“x
≠2— ≠ a“x≠—
2
6
e
a“
1≠— x
1≠—≠ b“21≠2— x1≠2—dx
4
Now choosing t Ø (3b/a)—≠1 yields 3b“x≠2— Æ a“x≠— for any x Ø t. Integrating by parts, we
obtain :
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ a“l + b“2l ) Æ “2e≠a n+b 
(2)
n
3
Ct +
n≠—
a“
e≠a n+n 
(2)
n
4
Æ “n
≠—
a
+ “2Cte≠a n+b 
(2)
n .
Then, choosing n0 large enough (that depends on a, b, “ and —), we deduce that :
’n Ø n0
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ a“l + b“2l ) Æ
2
a
“n.
ù
⇤
Step sizes “n = “ n≠1
Proposition 3.7.2. For any positive values a > 0 and b > 0 and any sequence (“n)nØ1 defined
by “n = “n≠1, we have :
(i)
nq
k=1
a“k ≠ b“2k Ø a logn≠ bﬁ2/6
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(ii)
nq
k=1
“2k
nr
l=k+1
(1≠ a“l)2 Æ C“
Y_]_[
1
a“≠1n
≠1 if a“ > 1
lognn≠1 if a“ = 1
1
1≠a“n
≠a“ if a“ < 1
(iii)
nq
k=1
“2k
nr
l=k+1
(1≠ a“l + b“2l ) Æ C“,b
Y_]_[
1
a“≠1n
≠1 if a“ > 1
lognn≠1 if a“ = 1
1
1≠a“n
≠a“ if a“ < 1
(iv) For any ‘ > 0, a > 0 and b > 0 :
nq
k=1
“k+1
nr
l=k+1
(1≠ a“l + b“1+‘l ) Æ 2e
b (1+‘)Œ
a .
Proof : The upper bounds involved in (i) and (ii) are straightforward. ù
Proof of (iii) : The situation is easier than the one involved in point (ii) of Proposition 3.7.1
because in that case, we have :
’n Ø 1  (2)n Æ “2ﬁ2/6.
Therefore, we can repeat the computations above and get :
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ a“l + b“2l ) Æ
nÿ
k=1
“2ke
≠a n+a k+b (2)n ≠b (2)k
Æ e≠a n+b“2ﬁ2/6
nÿ
k=1
“2ke
a k
Æ “2eb“2ﬁ2/6n≠a“
nÿ
k=1
k≠2+a“ .
We then deduce that :
nÿ
k=1
“2k
nŸ
l=k+1
(1≠ a“l + b“2l ) = “2eb“
2ﬁ2/6
Y_]_[
1
a“≠1n
≠1 if a“ > 1
lognn≠1 if a“ = 1
1
1≠a“n
≠a“ if a“ < 1
ù
Proof of (iii) : We follow the same guideline : remark that ( (1+‘)n )nØ1 is a bounded sequence and
write
nÿ
k=1
“k+1
nŸ
l=k+1
(1≠ a“l + b“1+‘l ) Æ
nÿ
k=1
“
k + 1e
≠a“ logn+a“ log k+b (1+‘)n
Æ “eb (1+‘)Œ n≠a“
⁄ n
1
xa“≠1dx
Æ e
b (1+‘)Œ
a
.
⇤
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3.7.2 Expectation of the supremum of the square of sub-Gaussian ran-
dom variables
We consider a sequence of independent random variables (›i)iØn of Rd such that each coordinate
satisfies a sub-Gaussian assumption (HGauss,‡) :
’⁄ œ R ’j œ {1, . . . , d} ’i Ø n logE
Ë
e⁄›
j
i
È
Æ ⁄2‡
2
2 , (3.7.56)
where ‡2 is a variance factor. If (“k)kØn is a decreasing sequence in ¸2(N), we are looking for an
upper bound of :
mın = E
5
sup
kØn
)
“2kÎ›kÎ2
*6
. (3.7.57)
For any ‹ > 0 and any decreasing sequence “n ≥ “n≠‹ , we establish the following result (useful
for Theorem 3.3.2).
Theorem 3.7.2. If each coordinate ›ji is absolutely continuous w.r.t. the Lebesgue measure and
satisfies (HGauss,‡), then :
mın . ‡2d “2n log(“≠2n ),
where . refers to an inequality up to a universal constant.
We begin with a preliminary lemma.
Lemma 3.7.1. Assume that X is a real random variable that satisfies (HGauss,‡) with median
0 :
P (X > 0) = P (X < 0) = 12 .
Then, we can find Y ≥ N (0,‡2) on the same probability space and c large enough s.t.
|X| Æ c|Y | a.s.
Proof :
We use a coupling argument. We denote FX as the cumulative distribution function :
FX(t) =
⁄ t
≠Œ
fX(u)du = P[X Æ t].
Similarly, we also denote  ‡2 as the cumulative distribution function of a Gaussian random variable
N (0,‡2) :
 ‡2(t) =
⁄ t
≠Œ
e≠x
2/2‡2
Ô
2ﬁ‡
dx = P[N (0,‡2) Æ t].
Our assumption on the distribution on X shows that the generalized inverse of FX (denoted F≠1X )
exists and if U is a uniform random variable between on [0, 1], then X ≥ F≠1X (U). We now consider
the random variable Y ≥ F≠1‡2 (U) built with the same realization of U . Of course, Y is distributed
according to a Gaussian random variable N (0,‡2).
We need to show that a su ciently large c > 0 exists such that |X| Æ c|Y |, that is :--F≠1X (u)-- Æ c -- ≠1‡2 (u)-- . (3.7.58)
Using the fact that FX is an increasing function, and letting u =  ‡2(y), it is then equivalent to
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show that :
’y œ R FX(≠c|y|) Æ  ‡2(|y|) Æ FX(c|y|) (3.7.59)
We now study two di erent situations for y. If y = 0, then Inequality (3.7.59) holds since the
median of X is 0. If |y| Æ ÷ is close to 0, the same inequality is satisfied with a first-order Taylor
expansion. For example, the right hand side reads :
FX(c|y|) ≥ 12 +
⁄ c|y|
0
fX(u)du Ø 12 + cfX(0)|y|+ o(|y|),
which is greater than  ‡2(|y|) for c large enough. Hence, we deduce that Inequality (3.7.59) holds
around 0.
Now, we assume that |y| > ÷ > 0, the desired upper bound (3.7.59) is equivalent to :
1≠ FX(c|y|) Æ 1≠ ‡2(|y|).
The Cherno  bound associated with the sub-Gaussian assumption (HGauss,‡) on the distribution
of X implies that :
P(X > c|y|) Æ einf⁄>0{⁄2‡2/2≠⁄c|y|} = e≠ c
2|y|2
2‡2 .
At the same time, the lower bound of the Gaussian tail is given by :
1≠ ‡2(c|y|) Ø e
≠|y|2/2‡2
Ô
2ﬁ‡
#|y|≠1 ≠ |y|≠3$ Ø Ÿ(”)e≠|y|2/2‡2 ,
with Ÿ(”) a constant independent of |y| Ø ”. Hence, the right hand side of (3.7.59) holds for a large
enough c (independent on ‡2). A symmetry argument permits to conclude for the left hand side
of (3.7.59).
Inequality (3.7.59) being equivalent to (3.7.58), the conclusion of the proof follows. ⇤
We are now looking at to the proof of Theorem 3.7.2.
Proof of Theorem 3.7.2 :
We will shift all of the coordinates of the random variables (›i)iØn by their corresponding medians.
Assuming (HGauss,‡), the coordinates (›ji )1ÆjÆd are centered and have a second-order moment
upper bounded by ‡2 (see [115], for example) :
’i Ø n ’j œ {1, . . . , d} E[{›ij}2] Æ ‡2.
The Tchebychev inequality implies that each median mji of the random variables ›
j
i are bounded
by :
’i Ø n ’j œ {1, . . . , d} |mji | Æ
Ô
2‡. (3.7.60)
We then consider the centered (w.r.t. their medians) random variables :
›˜ji = ›
j
i ≠mji ,
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and use the inequality (a+b)2 Æ 2a2+2b2 together with the upper bound (3.7.60) to deduce that :
mın = E sup
kØn
“2kÎ›kÎ2 = E sup
kØn
“2k
dÿ
j=1
{›jk}2
Æ E sup
kØn
“2k
SU2 dÿ
j=1
{›jk ≠mkj }2 + 2d‡2
TV
Æ 2d‡2“2n + 2E sup
kØn
“2kÎ‘˜kÎ2.
We can use Lemma 3.7.1 and deduce that up to a multiplicative universal constant :
mın . 2d‡2“2n + 2‡2E sup
kØn
“2kÎZkÎ2,
where each (Zk)kØn are i.i.d. realizations of Gaussian random variables N (0,‡2Id).
We now aim to apply a chaining argument to control the supremum of the empirical process
above. To apply Lemma 3.7.2, we define Tn := n; +Œ and compute the Laplace transform of the
chi-square-like random variables :
logEe⁄[“2kÎZkÎ2≠“2j ÎZjÎ2] = d2 log
A
1≠ 2⁄“2j
1≠ 2⁄“2k
B
We can check that up to a universal multiplicative constant, we have :
’⁄ œ R+ ’(a, b) œ R+ ◊ R+ : log 1≠ a⁄1≠ b⁄ . ⁄|a≠ b|+
|a≠ b|2⁄2
1≠ ⁄|a≠ b| .
We are naturally driven to define the pseudo-metric on Tn by :
’(i, j) œ T 2n d(i, j) =
--“2i ≠ “2j -- .
It remains to upper bound the covering number of Tn according to d for any radius ‘ > 0. Indeed,
when 2“2n Æ ‘, we have N(‘, Tn) = 1 although when ‘ Æ 2“2n, we use the rough bound :
N(‘, Tn) Æ inf
)
j Ø n : 2“2j Æ ‘
*
.
In particular, if “j = “j≠‹ , we then obtain
N(‘, Tn) ≥ ‘≠1/2‹ .
We apply Lemma 3.7.2 and obtain an upper bound for the right hand side of (3.7.61). The first
term is proportionnal to “2n. The other terms lead to the computation of the two integrals (up to
some universal multiplicative constants) :⁄ “2n
0

log(‘≠1)d‘ and
⁄ “2n
0
log(‘≠1)d‘
The change of variable ‘ = e≠x and an integration by parts leads to an upper bound whose size is
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log(“≠2n )“2n. ⇤ The next Lemma, borrowed from [30] (see Lemma 13.1, Chapter 13), provides
a key estimate for the expectation of the suppremum of an empirical process indexed by a pseudo
metric space (T , d). This estimate involves the covering numbers N(”, T ) associated with the set
T and the pseudo-metric d.
Lemma 3.7.2. Let T be a separable metric space and (Xt)tœT be a collection of random variables
such that for some constants a, v, c > 0,
logEe⁄[Xi≠Xj ] Æ a⁄d(i, j) + v⁄
2d2(i, j)
2(1≠ c⁄d(i, j)
for all (i, j) œ T 2 and all 0 < ⁄ < {cd(i, j)}≠1. Then, for any i0 œ T :
E sup
iœT
[Xt ≠Xi0 ] Æ 3a” + 12
Ô
v
⁄ ”/2
0

H(u, T )du+ 12c
⁄ ”/2
0
H(u, T )du (3.7.61)
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Chapitre 4
Computation of invariant
distributions for stochastic
McKean-Vlasov equations
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Abstract The McKean-Vlasov equation is a non-linear process defined by a di erential equation
where the drift depends on the instantaneous law of the process. In this paper, we investigate
such dynamics with a particular focus on the steady regime. More precisely, we build a stochastic
algorithm to approximate the invariant measure in the case where this probability is unique.
4.1 Introduction
The McKean-Vlasov equation was first introduced by Anatoly Vlasov for describing time evolution
of the distribution function of plasma. It was first studied by Henry McKean in 1966 and inter-
pretated as a probabilistic representation of a class of non-linear parabolic equations (see [89]).
To define the process, we fix an interaction potential W : R2d æ R+, a confinement potential
V : Rd ‘æ R+ and consider
ˆtxt = —xt + div(xt(ÒV +ÒxW ú xt)) (4.1.1)
The probabilistic interpretation of this equation consists in the following SDE :
dXt = ≠ÒV (Xt)dt≠ÒxW ú ‹t(Xt)dt+ ‡dBt (4.1.2)
where (Bt)tØ0 is a standard brownian motion, with X0 œ R and ‹t = L(Xt). The symbol ú denotes
the convolution operator defined by
f ú ‹(x) =
⁄
Rd
f(x, y)‹(dy)
In particular, ifW = 0 the process (4.1.1) is the Fokker-Planck equation. More generally,W models
the interaction between identical particles and this term makes the equation strongly non-linear in
the sense that the coe cients of the equation depend on the instantaneous law of the process.
The existence of solutions for (4.1.2) is not a trivial question and we will not adress this topic in
the sequel. Let us point out the work of Gartner [55] and Veretennikov [120] where this question
is treated with various formulations depending on the regularity of V and W . An important
particularity of (4.1.2) is that the solution (Xt)tØ0 is not a Markov process since the insatantaneous
dynamics depends on the whole distribution of Xt. However, the couple (Xt, ‹t)tØ0 is markovian
on (Rd,P(Rd)). Those particularities make the study of the process intricate. A way to facilitate
the study is to introduce a system of N particles (Xit)1ÆiÆN that solves
dXit = ≠ÒV (Xit)dt≠
1
N
Qa Nÿ
j=1
ÒxW (Xit , Xjt )
Rb dt+ ‡dBit, i = 1, ..., d (4.1.3)
where Xi0 = x0 œ R and ‡ > 0. The link between (4.1.2) and (4.1.3) comes from considering N
going to infinity. Indeed, the above system aims at modelling the interactions of a system of N
particles which approaches (4.1.2) when N goes to infinity. More precisely, when N goes to infinity
three e ects are observed. First, two particles of the system are less and less correlated. As well
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the discrete empirical measure of the system
‹˜Nt =
1
N
Nÿ
j=1
”Xjt
tends to be close to the law of one particle. Finally, one particle behaves more and more as a
solution of (4.1.2). This phenomenon is the so-called propagation of chaos (see [117]) and it is at
the origin of the approximation technique for McKean-Vlasov equation proposed by [29]. Indeed,
their technique is based on the fact that propagation of chaos ensures that the law of Xt can be
approached by the empirical measure of the particle system. At this stage, we can also remark that
this idea relies on a spatial occupation measure (i.e. a measure depending on the position of whole
particles at time t) whereas we will use a temporal occupation measure in the sequel.
We aim to propose a numerical algorithm able to approximate the invariant measure of the McKean-
Vlasov process. The question of the existence of invariant measure for such a process attracted a
lot of attention. Let us recall some of the main results obtained. In a serie of papers Hermann and
Tugaut proved existence results in the case where W is convex and V is a double-wells landscape
(see [64], [66] and [65]). In the case where V and W are strongly convex, Carillo, McCann and
Villani [38] proved the unicity of this invariant measure. Those results led also to results regarding
the rate of convergence for a process called Vlasov-Fokker-Planck which satisifes a Fokker Planck
equation with an added self-interaction term similar to the one of McKean-Vlasov equations.
The work of Cattiaux, Guillin and Malrieu [40] investigate the case of granular media where
W is a degenerated convex potential. As the well, the recent work of Monmarche´ [92] where
the convergence to equilibrium of Vlasov-Fokker-Planck equation is studied with a quantitative
approach. The propagation of chaos led to study the behavior of the system (4.1.3). For instance,
the work of Benachour, Roynette, Talay and Valois [17], [18] investigated the particular system
in the case where V = 0 showing that the empirical measure does not converge for the L2-norm.
Concentration properties were also exhibited with the work of Bolley, Guillin and Villani [28] for
the Wasserstein distance W1. We also point the recent work of Del Moral and Tugaut [43]which
deals with the propagation of chaos in general mean-field models.
Defining the sequence of occupation measures (‹n)nØ1 associated to this process, we aim to prove
that (‹n)nØ1 converges almost surely towards the unique invariant measure of the McKean-Vlasov
process. This characterization presents a numerical advantage because it only requires the simu-
lation of one trajectory of the process making of it an e cient numerical way of approximation.
Such techniques were first investigated in the work of Lamberton and Page`s (see [77]) for di u-
sion processes where results of convergence and rates of convergence are obtained using mainly
martingale methods. Those results were extended by [82] to di usions with a non-Lipschitz drift
and by [104] to Levy processes. However McKean-Vlasov process presents a big problem : it is
strongly non-linear. We have to use di erent tools and this is why we will use the work of [23] and
[70] where the longtime behavior of processes close to McKean-Vlasov is studied. They are called
self-interacting processes.
Self-interacting processes are defined as follows
dYt = ‡dBt +
1
t
Qa t⁄
0
f(Yt, Ys)ds
Rb dt (4.1.4)
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where (Bt)tØ0 is a standard brownian motion, withX0 œ R and f is a given function. The proximity
between (4.1.2) and (4.1.4) is clear because in the first case we have an interaction induced by the
law of (Xt)tØ0 and in the second case it is induced by the empirical measure of (Xt)tØ0.
The study of self-interacting di usions goes back to the work of [42] where the almost sure conver-
gence was proved. The work of [46] led to a conjecture stating that Yt/t converges a.s for a non-
negative and compactly supported function f . It was partially proved by [93]. Our work is directly
inspired by the work of [23] and [70] where the study of a class of self-interacting di usions is done
with a focus on the convergence of the occupation measure induced by the process. More precisely,
the work of Benaim, Ledoux and Raimond [23] consists in proving that the long time behaviour of
the occupation measure 1t
ts
0
”Xsdt can be precisely related to the asymptotic pseudotrajectory of
an explicit semi-flow on the space of probabilities. Using functional inequalities and pseudotrajec-
tory theory, the characterization is done in the case of a compact Riemannian manifold. To extend
this work to Rd, [70] proposed to modify (4.1.4) by adding a confinement potential V allowing
to overcome the non-compactness of Rd. Indeed, compactness was important in the work of [23]
and the function V helped to recreate a kind of compactness. Moreover, this confinement potential
makes (4.1.4) close to (4.1.2).
Let us consider (X˜t)tØ0 solution to
dX˜t = ≠
!ÒV (X˜t)≠ÒxW ú µt(X˜t)" dt+ ‡dBt (4.1.5)
where V,W are defined as before and (µt)tØ0, the occupation measure is defined by
µt(dx) =
1
t
⁄ t
0
”Xs(dx)ds.
It can be shown that (see [70]) that the set of invariant distributions of (X˜t)tØ0 corresponds to that
of the corresponding McKean-Vlasov SDE (4.1.2). The idea is then to investigate some discretized
occupation measures of (X˜t)tØ0 to approximate the invariant distributions of the second one.
We now define an Euler scheme of (4.1.5) with a decreasing step-size. Let (“n)nØ1 denotes a
decreasing sequence of positive numbers such that
lim
næŒ “n = 0.
In particular we consider step-size of the form
“n = “n≠—
where “ > 0 and — œ (0, 1) (the reason why — can not be equal to 1 will appear in Proposition
4.5.2).
Set
 0 = 0,  n =
nÿ
k=1
“k for n Ø 1 (4.1.6)
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which correspond to the times of discretization and satisfy
lim
næŒ n =Œ.
We define an Euler scheme (Xn)nØ0 of the di usion (X˜t)tØ0 solution of (4.1.5) as follows,
Xn+1 = Xn ≠ “n+1
A
ÒV (Xn) + 1 n
n≠1ÿ
k=0
“k+1ÒxW (Xn, Xk)
B
+Ô“n+1Un+1 (4.1.7)
where X0 œ R and (Un)nØ1 is a white noise such that
E(|U1|4) <Œ (4.1.8)
We then define a sequence of empirical measures (‹n)nØ1 by
‹n(dx) =
1
 n
nÿ
k=1
“k”Xk≠1(dx)
In particular, this gives us a recursion formula for (‹n)nØ0 :
‹n+1 = ‹n +
“n+1
 n
(”Xn+1 ≠ ‹n) (4.1.9)
This recursive form shows that the formula to compute ‹n is given by a stochastic algorithm with
step-size (“n+1 n )nØ1.
Remark Due to the computation of the (discrete) integral between 0 and n ≠ 1, the complexity
of the algorithm is clearly not linear. More precisely, except some particular cases ( for instance
when W is polynomial), the computation of (X1, ...,Xn) requires
nq
k=1
k ƒ n2 operations. To reduce
the complexity, we could consider some less-averaged approximations of 1t
ts
0
ÒW (Xt, Xs)ds (in the
spirit of [100] and [101]). Also, remark that
1
 n
nÿ
k=1
“k”Xk≠1 and
1
 n
nÿ
k=1
“kÒxW (Xn, Xk)
are some natural approximations of 1t
s t
0 ”Xsds and
1
t
s t
0 ÒxW (Xt, Xs)ds. Nevertheless, algorithms
with more general weight sequences could be studied (think for instance to 1n
n≠1q
k=0
”Xk).
Our aim in this paper is to study the stochastic algorithm defined by (4.1.9) which provides a way
to approximate the invariant measure of the McKean-Vlasov process. It will be proved that the
sequence (‹n)nØ1 converges almost surely towards the unique invariant measure of the McKean-
Vlasov process. The technique to obtain this result is based on a classical two-step approach. First,
we prove the tightness of the occupation measure and then we characterize the limit as a global
attractor of a semi-flow.
Before outlining the paper, let us give some notations :
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— Î.Î refers to the Euclidean norm on Rd and È.Í the underlying scalar product.
— For any x œ Rd, (x)¢2 denotes the element of (Rd)2 defined by :
(x)¢2i,j = xixj
for all i, j œ {1, 2}.
— For every function f : Rd æ R and any x, y œ Rd, we define
D2f(x)(y)¢2 :=
ÿ
i,jœ{1,2}
ˆ2f
ˆxiˆxj
(x)yiyj
— For any integer n,
 Xn = Xn ≠Xn≠1.
The paper is divided as follows. Section 4.2 aims at characterizing the invariant measure of the
McKean-Vlasov process as the fix point of a specific map defined on the space of probabilities.
It also presents the main features about the equation of interest and some of the tools we will
use. Section 4.3 introduces the main assumptions used. Section 4.4 presents the main result of the
paper and a guideline of all the proofs. Section 4.5 is devoted to the proof of the main result and
as explained before, is divided into two parts. First, we prove tightness and then characterize the
limit using an asymptotic pseudotrajectory approach.
4.2 Preliminaries
In this section, we characterize the invariant measure of McKean-Vlasov process as as a fixed point
of the application   : ‹ ‘æ  ‹ where  ‹ is the invariant measure of the following SDE :
dXt = ≠ (ÒV (Xt) +ÒxW ú ‹(Xt)) dt+
Ô
2dBt, ‹ œ P(Rd) (4.2.10)
This equation can be seen as a ”linearized” version of (4.1.2) in the sense that the measure ‹ does
not depend on t. We also introduce operators that will play an important role in our work.
The linearized dynamics
From now on we will denote by (X‹t )tØ0 the process solution of (4.2.10). Assuming the non-explosion
of (X‹t )tØ0 we call (P ‹t )tØ0 the associated semigroup and the infinitesimal generator L‹ is defined
for functions f œ C2(Rd) by
L‹f = D2f ≠ ÈÒV +ÒxW ú ‹,ÒfÍ, (4.2.11)
We also introduce the operator Q‹ defined (when it makes sense) by
Q‹f :=
Œ⁄
0
(P ‹t f ≠ ‹f)dt, where f œ CŒ(Rd). (4.2.12)
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Furthemore, Q‹ is a solution of the Poisson equation associated to L‹ i.e. it satisfies
L‹ ¶Q‹ = Q‹ ¶ L‹ = ≠(Id≠ ‹) =: ≠K‹
The existence of the operator Q‹ can be otained if the semigroup P ‹t converges at a polynomial
rate towards  ‹ i.e. if for some ﬂ > 1 we have
|P ‹t f ≠ ‹f | Æ Ct≠ﬂ
Long time stability of (X‹t )tØ0.
To ensure the existence of an invariant measure we rely on the notion of stability.
DEFINITION 4.2.7. We say that a di usion (Xt)tØ0 with infinitesimal generator L is strongly
f -stable if one can find a positive function f œ C2(Rd) satisfying the following conditions :
— lim
xæŒ f(|x|) =Œ
— there exist two positive constants a and b such that Lf Æ b≠ af .
Remark The stability may be defined in a slightly di erent way in the literature. In particular, the
mean-reverting condition (the second one) may be less constraining. By strongly, we thus emphasize
the fact the mean-reverting is assumed to have the intensity of the function f (Lf Æ b≠ af).
In particular, when a di usion is stable it admits an invariant measure (see [68]). A similar pro-
position as the following one will be used to derive tightness for our process (see Proposition
4.4.14).
PROPOSITION 4.2.11. If (Xt)tØ0 is strongly f-stable then sup
tØ0
E(f(Xt)) <Œ.
Proof It su ces to consider g(t,Xt) = eatf(Xt) and to use Ito’s formula.
g(t,Xt) = g(0, X0) +
t⁄
0
easLf(Xs)ds+
t⁄
0
aeasf(Xs)ds+Mt
where (Mt)tØ0 is a local martingale. Introducing a sequence of increasing stopping times (·n)nØ1
and using the stability condition we get
E(g(t · ·n, Xt··n)) Æ E(g(0, X0)) + b
t··n⁄
0
easds.
Applying Fatou’s lemma we finally obtain
E(f(Xt)) Æ E(f(X0))e≠at + b
a
, t Ø 0
which gives the desired result.
⇤
Applying Proposition 4.2.11, the invariant measure  ‹ associated to (4.2.11) exists under some
classical assumptions on V and W . This is summarized by the following proposition.
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PROPOSITION 4.2.12. Assume there exist positive constants a, b, c, d such that for any x, y œ Rd,
aV (x)≠ b Æ ÎÒV (x)Î2
cW (x, y)≠ d Æ ÎÒxW (x, y)Î2
Furthermore assume the Hessian of V and W are bounded on Rd. Then, the di usion associated
to (4.2.10) is strongly F -stable where
F‹ = V +W ú ‹
As a consequence, the process (Xt)tØ0 admits an invariant measure. Denoted by  ‹ , this probability
measure admits the following representation :
 ‹(dx) :=
e≠V (x)≠Wú‹(x)
Z‹
⁄(dx) (4.2.13)
where Z‹ is the normalization constant.
The measure  ‹ will appear later when we identify the limit of our process. We also point out that
the exhibited function F‹ will be used to derive tightness for our process in Proposition 4.4.14.
The invariant measure of McKean-Vlasov
The study of long time behavior McKean-Vlasov equation (4.1.2) is not a trivial question. On this
topic, one can find a lot of references. For instance, the long time behavior of this process has been
studied by [38] and recently by [92] with a focus on the rate of convergence towards the invariant
measure ‹ı. In a serie of papers Hermann and Tugaut proved existence results in the case where
W is convex and V is a double-wells landscape (see [64], [66] and [65]). In the case where V and W
are strongly convex, Carillo, McCann and Villani [38] proved the unicity of this invariant measure.
Since (4.1.2) presents a particular structure, we should define the notion of invariant measure.
DEFINITION 4.2.8. We call ‹ı an invariant measure for Mckean-Vlasov equation if for all t Ø 0
we have
‹úP ‹
ú
t = ‹ú
This measure is characterized as a fixed point of the application   : ‹ ‘æ  ‹ . In particular, the
above definition makes sense since
 ‹úP ‹
ú
t =  ‹ú , ’t Ø 0.
The method for proving this result relies on the use of Lyapunov function defined as the sum of
the entropy and the potential energy :
F(‹) =
⁄
Rd
V (x)‹(x)dx+
⁄
Rd
‹(x) log(‹(x))dx
¸ ˚˙ ˝
Entropy
+ 12
⁄
Rd
⁄
Rd
W (x, y)‹(x)‹(y)dxdy
¸ ˚˙ ˝
Potential energy
Intuitively, this function characterizes the free energy of a system. Laws of Physics state that the
free energy should decrease and converge towards its minimum. Di erentiating this function, one
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can prove it is decreasing and thus converges towards an equilibrium point. In particular those
equilibrium are proved to be fixed points of   : ‹ ‘æ  ‹ . However depending on the convexity of
V and W ,   may have several equilibrium points. For instance, we have this result of [64] :
THEOREM 4.2.1. If V ÕÕ is a convex function then, there exist exactly three stationary measures.
For example, if
V (x) = x
4
4 ≠
x2
2 ,
where for ‡ su ciently small two of the invariant measures are localised around the minima of V
and the third one is symmetric.
However, if both V and W are strictly convex, uniqueness is guaranteed. This is why will we work
in that framework. The following result of [38] summarizes this property :
THEOREM 4.2.2. Assume that V,W are convex. Assume moreover that V Ø 0 is uniformly convex,
in the sense that
D2V Ø ⁄I.
Then, there exists a unique minimizer of F , which also turns out to be the unique stationary state
for equation (4.1.2). In particular, this invariant measure is the unique fixed point of the application
 .
Remark As one can see W is just convex but the need for strong convexity for this function will
appear later on in our framework.
Spaces and topology
As mentioned earlier, the function V plays the role of a way of confinement which, in a sense,
overcome the lack of compactness of the space. In particular, according to Proposition 2.1, this
allows us to work on the compact space of probability P—(Rd;V ) defined by (4.2.14) below.
We denote by P(Rd) the space of probability measures on Rd,M(Rd) the space of signed measures
on Rd. We also consider a subspace of P(Rd) defined by
P(Rd;V ) := {‹ œ P(Rd);
⁄
Rd
V (y)|‹|(dy) <Œ}
where |‹| is the variation of ‹ : |‹| := ‹+ + ‹≠ defined using the Hahn-Jordan decomposition of ‹.
Endowing the space with the following norm defined by
Î‹ÎV := sup
fœC0(Rd;V );ÎfÎV Æ1)
|
⁄
Rd
fd‹|, f œ P(Rd, V )
makes it a Banach space. The strong topology of P(Rd, V ) is the trace of the topology of
M(Rd, V ) := sup
fœC0(Rd;V );ÎfÎV Æ1)
|
⁄
Rd
fd‹|, f œM(Rd, V )
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and it makes P(Rd, V ) a complete metric space. In particular, the weak convergence is defined for
a larger class than the usual one.
‹n æ ‹, if and only if
⁄
Rd
fd‹n ænæŒ
⁄
Rd
fd‹ ’f œ C0(Rd, V )
For any — > 1, we introduce the subspace
P—(Rd;V ) := {‹ œ P(Rd;V );
⁄
Rd
V (y)‹(dy) Æ —} (4.2.14)
The interest for this subspace comes from the following proposition borrowed from [70].
PROPOSITION 4.2.13. Let — > 1. The set P—(Rd;V ) is a weakly compact subset of P(Rd;V ).
We also define the V - norm as follows :
ÎfÎV = sup
xœRd
|f(x)|
V (x)
and the space of V -bounded continuous functions as follows
C0(Rd;V ) = {f œ C0(Rd); ÎfÎV <Œ}
Similarly, we define
CŒ(Rd;V ) = CŒ(Rd) ﬂ C0(Rd;V ).
4.3 Hypotheses
In this section, we discuss about the hypothesis we need. Of course, our theoretical results will not
involve all these hypotheses simultaneously.
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(HF)
Y_______________________________]_______________________________[
(i) V œ C2(Rd) and V Ø 0, W œ C2(R2d) and W Ø 0.
(ii) There exists a positive constant M such that for any x, y œ Rd,
ÈÒV (x),ÒxW (x, y)Í Ø ≠M
(iii) There exist positive constants a, b, c, d such that for any x, y œ Rd,
aV (x)≠ b Æ ÎÒV (x)Î2
cW (x, y)≠ d Æ ÎÒxW (x, y)Î2
(iv) sup
xœRd
ÎD2V (x)Î <Œ and sup
x,yœRd
ÎD2W (x, y)Î <Œ.
(v) There exist positive constants C1, C2 such that for any x, y œ Rd
ÎÒV (x)Î2 Æ C1V (x) ÎÒxW (x, y)Î2 Æ C2W (x, y).
(vi) There exists a positive constant C3 such that for any x, y œ Rd we have
W (x, y) Æ C3(1 + V (x))(1 + V (y)))
The set of assumptions (i),(ii),(iii) and (iv) is used to derive tightness for (Xn)nØ0. (iii) ensures
the mean reverting e ect and (iv) the non-explosion of the algorithm. (ii) looks as a condition
on the correlation between the actions of V and W . Roughly, it asks the gradients of V and W
are in not too much opposite directions. Assumption (v) states that the functions
Ô
V and
Ô
W
are both Lipschitz continuous. (v) will reveal its importance in the proof of Proposition 4.4.2 and
it is a necessary assumption for the approximation of an invariant measure. (vi) is a domination
condition which basically states that W is upper-bounded by the function V .
The next set of assumptions concerns Q‹ . More precisely, some smoothness conditions and controls
of this operator are needed. The precise conditions are listed below.
(HQ)
Y_______________]_______________[
For any function f œ CŒc (Rd),
(i) x ‘æ Q‹f(x) is of class C2(Rd).
(ii) sup
xœRd
|Q‹(f(x))| <Œ
(iii) sup
xœRd
|ÒQ‹(f(x))| <Œ
(iv) sup
xœRd
|D2xQ‹f(x))| <Œ
(v) For every ‹, µ œ P(Rd),
|Q‹f(x)≠Qµf(x)Î Æ C|f(x)|Î‹ ≠ µÎTV
(HQ) is a technical assumption on the solution of the Poisson equations f ≠  ‹f = L‹g. If the
smoothness in the variable x is a somewhat classical problem when ‹ is a fixed probability (one can
think at least to the unidimensional case), the one in ‹ seems to be more involved. For this reason,
we choose here to admit these conditions and to defer some work on the topic for a future paper.
Nevertheless, it is worth noting that due to the formulation of the operator Q‹ , the obtention
of su cient conditions which ensures (HQ) is strongly related to the long time behavior of the
process. One can try to use functional inequalities techniques (see [13] for general results and [23]
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for (HQ(i)), (HQ(ii)) and (HQ(iii)) since we consider compactly supported functions) or PDE
techniques (see [74] for example). For (HQ(v)), we refer to section 4.2.1 of [70] for details about
the application ‹ ‘æ Q‹ . We emphazise that reducing the study of Q to this class of function is
not trivial and will proved by Corollary 4.4.1.
4.4 Main Result and Scheme of Proof
This section presents the main result. For convenience of the reader, we give some scheme of the
proof.
Main result
The main result of the paper is the following one.
THEOREM 4.4.1. Assume that (HF), (HQ) and (4.1.8) hold. Suppose that V is strictly convex,
W is symmetric and strongly convex then the sequence (‹n)nØ1 converges almost surely towards
‹ú, the unique fixed point of the application  . In other words to the unique invariant distribution
of (4.1.2).
Remarks
One could wonder what would be the result if V and W were no longer convex. A beginning of
an answer can be found in [19, Section 6] in Corollary 3.9 of [70] where it is proved that the
occupation measure converges towards one of the fixed points of the application  . Another point
left aside is the question of the rate of convergence. In the spirit of [104], we could try to use
martingale techniques to establish a CLT for the sequence (‹n)nØ1. However, the problem is here
more involved due to the non-linearity of the equation, or more precisely to the infinite dimension
of the underlying Markov process. The choice of the step-sizes leaves also interesting questions.
Indeed, the step-size of the algorithm and the one of the occupation measure could be di erent.
More precisely, we could also define a sequence of empirical measures (‹˜n)nØ1 by
‹˜n(dx) =
1
Hn
nÿ
k=1
÷k”Xk(dx)
where (÷k) is a sequence of positive weights and Hn =
qn
k=1 ÷k. In particular, this would give us
a recursion formula for (‹˜n)nØ0 :
‹˜n+1 = ‹˜n +
÷n+1
Hn+1
(”Xn+1 ≠ ‹˜n)
Some adaptations should be made in our proofs. We refer to [82] for details about this generaliza-
tion.
Scheme of proof
To obtain this type of result, the scheme of proof is classical. To begin we prove the tightness
of the empirical measure using a Lyapunov function. Then we consider a continuous-time process
associated to the sequence (‹n)nØ1 and prove it is an asymptotic pseudotrajectory for the semi-flow
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of an explicit ODE on a subspace ofM(Rd). Finally, we derive the convergence of (‹n)nØ1 towards
the measure ‹ú which is unique if V and W are strongly convex. To guide the reader, the following
sections detail the main arguments of the proof.
4.4.1 Tightness
To prove the tightness of (‹n)nØ1, we use a Lyapunov function in the spirit of Proposition 4.2.12.
The following result will be proved
PROPOSITION 4.4.14. Assume (HF(i)), (HF(ii)), (HF(iii)) and (HF(iv)) and (4.1.8) hold, then
sup
nØ1
E(V (Xn)) <Œ. (4.4.12)
sup
nØ1
E(W ú ‹n(Xn)) <Œ. (4.4.13)
As a consequence, the occupation measure (‹n)nØ1 is a.s tight.
Remark Hypothesis HF (v) is not used because of the mean reverting e ect guaranteed by HF (iv).
As we will see, HF (v) is useful for the second part of the proof.
Idea of the proof
The first two assertions come from considering the function F‹n(Xn) = V (Xn)+W ú ‹n(Xn). Our
objective is to obtain a recursion as follows
E(F‹n+1(Xn+1|Fn) Æ F‹n(Xn)(1≠ c“n+1) + C“n+1. (4.4.14)
This recursion will lead to
sup
n
E(F‹n(Xn)) <Œ,
then conclusion will follow from Proposition 4.5.18 by considering the sequence (‹n(w,

F‹n))nØ1
and proving that
sup
n
‹n(w,

F‹n) <Œ, a.s
which implies the tightness of the sequence (‹n)nØ1.
We can go further and prove the following result.
PROPOSITION 4.4.15. Assume that (HF) hold. Then,
sup
nØ1
E(V 2(Xn)) <Œ
Remark This result will find its purpose when studying the asymptotic pseudotrajectory related
to our process. The proof of this result is adapted from [77] and is postponed to the end of the
paper. This result is essential to prove Corollary 4.4.1.
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4.4.2 Identification of the limit
To prove that (‹n)nØ1 satisfies the behavior of an ODE, we need to introduce a continuous-time
process built as an interpolation of the original procedure. To begin with, we recall the recursion
satisfied by (‹n)nØ1.
‹n+1 = ‹n +
“n+1
 n+1
(”Xn+1 ≠ ‹n) (4.4.15)
= ‹n +
“n+1
 n+1
( ‹n ≠ ‹n) +
“n+1
 n+1
(”Xn+1 ≠ ‹n) (4.4.16)
where  ‹ is defined by (4.2.13) and L‹ by (4.2.11). We set
h(Xn) =  ‹n ≠ ‹n, ‘n = ”Xn+1 ≠ ‹n .
To set the continuous-time setting, for any t Ø 0 we define
N(t) = sup{k Ø 0, t Ø ·k}
where ·n =
nq
k=1
ﬂk with
ﬂk =
“k
 k
For any s Ø 0, ‚‹s+·n = ‹n(1≠ sﬂn+1 ) + sﬂn+1 ‹n+1, ‹s+·n = ‹n
We also set
‘s+·n = ‘n, “s+·n = “n.
With those notations, we are considering the following equation
‚‹t = ‹0 + t⁄
0
h(‹s)ds+
t⁄
0
‘sds.
Our aim is to prove the following result.
THEOREM 4.4.2. The function (‚‹t)tØ0 is a.s an asymptotic pseudo trajectory for   where the
flow   is solution of the ODE : ;
ˆt (t, ‹) = F ( (t, ‹))
 (0, ‹) = ‹
where F : ‹ ‘æ ≠‹ + ‹ .
Remark The reader can find in [70] a proof of the existence and unicity of solutions of (4.4.2).
A continuous function X : R+ æ P(Rd, V ) where P(Rd, V ) denotes the space of probability
measures on Rd, is called an asymptotic pseudo-trajectory property for   if
lim
tæŒ
3
sup
0ÆsÆT
d(X(t+ s), (s,X(t)))
4
= 0
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where   : R+ ◊ P(Rd, V )æ P(Rd, V ). Note that one should define the distance d as a metric for
the space P(Rd, V ). As defined in [21], choosing (fk)kØ0 a sequence of CŒ(Rd, V ) functions dense
in the space of continuous functions, we consider the following distance
d(µ, ‹) =
ÿ
kØ0
1
2k |µ(fk)≠ ‹(fk)|.
To characterize asymptotic pseudotrajectories we rely on the following proposition :
PROPOSITION 4.4.16. If for any T > 0 and any function f œ CŒ(Rd, V ), we have
lim
tæŒ sup0ÆsÆT
|
t+s⁄
t
‘ufdu| = 0, a.s (4.4.17)
Then, the function ‚‹t is a.s an asymptotic pseudotrajectory for  .
Proof We refer the reader to [70].
⇤
Actually, we can reduce the class of functions to consider. This is the purpose of the following
corollary.
COROLLARY 4.4.1. Assume lim
|x|æŒ
V (x) =Œ and that there exists some positive constant C such
that for any x, y œ Rd we have
W (x, y) Æ C (1 + V (x)(1 + V (y))) .
If sup
nØ1
‹n(V 2) < Œ then Proposition 4.4.16 is still true if (4.4.17) holds only for every function
f œ CŒc (Rd).
Remark For the sake of clarity, the proof of this result is postponed to Section 4.6.
Idea of the proof of Proposition 4.4.16
Following the work of [23] and [70], to prove (4.4.17) we use the solution of the Poisson equation
Q‹ associated to L‹ . The link between those two operators is a consequence of Ito’s formula as we
saw. More precisely, we have for f œ CŒc (Rd),
‘nf = f(Xn+1)≠ ‹nf (4.4.18)
= L‹n ¶Q‹nf(Xn) (4.4.19)
This leads us to consider the following quantity
An :=
1
 n
(Q‹n(f(Xn+1))≠Q‹n(f(Xn)))≠
1
 n
Rn ≠
Ô
“n+1
 n
Un+1ÒxQ‹n(f(Xn))
To handle the terms of the r.h.s we rely on the hypotheses HQ, Proposition 4.4.14 and Proposition
4.5.18.
183
To conclude the proof we need some convergence properties of ( t)tØ0 towards ‹ı. More precisely,
we require the critical state ‹ı to be a global attractor of  . Then using Theorem 4.4.2 we will
conclude that (‹n)nØ1 converges almost surely. Before starting, we recall the definition of a global
attractor.
DEFINITION 4.4.9. A measure ‹ú œ P(Rd) is called a global attractor if
lim
tæŒ d( (t, ‹), ‹
ú) = 0
for any measure ‹ œ P(Rd).
The following proposition extracted from [70] guarantees the convergence of a solution of (4.4.2).
PROPOSITION 4.4.17. If W is symmetric and for all y œ Rd the function x ‘æ V (x) +W (x, y)
is strictly convex then, lim
tæŒ d( (t, ‹), ‹
ú) = 0 where is the unique fixed point of  . Thus, ‹ú is a
global attractor for  .
The result we follow directly from Theorem 4.4.1 since the limit of the flow is the unique global
attractor.
4.5 Proofs of the results
4.5.1 Proof of Proposition 4.4.14
We begin by proving (4.4.14).
Our analysis is divided into two parts. Separately, mean reverting e ects are exhibited for both
functions V and W ú ‹. In view of HF (i), we can use a Taylor expansion between Xn and Xn+1
for V . This yields,
V (Xn+1) = V (Xn) + ÈÒV (Xn), Xn+1Í+ 12D
2(V (›n))( Xn+1)¢2
where ›n œ [Xn, Xn+1]. Using HF (iv) gives
1
2D
2(V (›n))( Xn+1)¢2 Æ C| Xn+1|2.
This yields,
V (Xn+1) Æ V (Xn)≠ “n+1ÎÒV (Xn)Î2 ≠ “n+1ÈÒV (Xn),ÒxW ú ‹n(Xn)Í¸ ˚˙ ˝
An
+ Mn+1
+ C“2n+1ÎÒV (Xn) +ÒxW ú ‹n(Xn)Î2 + C“n+1|Un+1|2 + Mn+1
where ( Mn)nØ1 is a martingale increment. Using HF (ii) deals with An,
An ÆM“n+1.
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Finally,
V (Xn+1) Æ V (Xn)≠ c“n+1ÎÒV (Xn)Î2 + “n+1(C|Un+1|2 +M)
+ C“2n+1ÎÒxW ú ‹n(Xn)Î2 + Mn+1
Similarly,
W ú ‹n+1(Xn+1)≠W ú ‹n(Xn) = 1 n+1
n+1ÿ
k=1
“kW (Xn+1, Xk)≠ 1 n
nÿ
k=1
“kW (Xn, Xk)
= “n+1 n+1
W (Xn+1, Xn+1) + (
1
 n+1
≠ 1 n )
nÿ
k=1
“kW (Xn, Xk)
+ 1 n+1
nÿ
k=1
“k (W (Xn+1, Xk)≠W (Xn, Xk))
Æ “n+1 n+1W (Xn+1, Xn+1)≠
“n+1
 n+1
W ú ‹n(Xn)
+ 1 n+1
nÿ
k=1
“k (W (Xn+1, Xk)≠W (Xn, Xk)) (4.5.20)
In view of HF (i), we can use a Taylor expansion between Xn and Xn+1 for W . This yields,
W (Xn+1, Xk) ≠ W (Xn, Xk) = ≠“n+1ÈÒxW (Xn, Xk),ÒV (Xn) +ÒxW ú ‹n(Xn)Í
+ 12D
2
x(W (›˜n))( Xn+1)¢2
where ›˜n œ [Xn, Xn+1]. Using HF (iv) gives
1
2D
2(W (›˜n))( Xn+1)¢2 Æ C| Xn+1|2
W (Xn+1, Xk)≠W (Xn, Xk) Æ ≠“n+1ÈÒxW (Xn, Xk),ÒxW ú ‹n(Xn)Í
≠ “n+1ÈÒxW (Xn, Xk),ÒV (Xn)Í¸ ˚˙ ˝
Bn
+ C“2n+1(ÎÒV (Xn)Î2 + ÎÒxW ú ‹n(Xn)Î2) + M˜n
+ C“n+1|Un+1|2
where ( M˜n)nØ1 is a martingale increment. Using HF (ii) leads to
Bn ÆM“n+1.
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This finally gives
W (Xn+1, Xk)≠W (Xn, Xk) Æ ≠“n+1ÈÒxW (Xn, Xk),ÒxW ú ‹n(Xn)Í
+ C“2n+1(ÎÒV (Xn)Î2 + ÎÒxW ú ‹n(Xn)Î2)
+  M˜n + C“n+1(1 + |Un+1|2)
Thus,
1
 n+1
A
nÿ
k=1
“kW (Xn+1, Xk)≠W (Xn, Xk)
B
Æ ≠ “n+1 n+1
nÿ
k=1
“kÈÒxW (Xn, Xk),ÒxW ú ‹n(Xn)Í
+ C “
2
n+1
 n+1
nÿ
k=1
“k
!ÎÒV (Xn)Î2 + ÎÒxW ú ‹n(Xn)Î2"+ C “n+1 n+1
nÿ
k=1
“k(1 + |Un+1|2)
Æ ≠“n+1ÎÒxW ú ‹n(Xn)Î2 + C“2n+1ÎÒV (Xn)Î2 + C“2n+1ÎÒxW ú ‹n(Xn)Î2
+ C“n+1(|Un+1|2 + 1) + M˜n
Recall that F‹n(Xn) = V (Xn) +W ú ‹n(Xn). Combining the previous calculations leads to
F‹n+1(Xn+1)≠ F‹n(Xn) Æ ≠“n+1ÎÒxW ú ‹n(Xn)Î2 ≠ “n+1ÎÒV (Xn)Î2
+ C“2n+1ÎÒxW ú ‹n(Xn)Î2 + C“2n+1ÎÒV (Xn)Î2
+ C“n+1(|Un+1|2 + 1) + Mn+1
where ( Mn)nØ1 is a martingale increment. For n large enough, we have
“2n+1ÎÒxW ú ‹n(Xn)Î2 ≠ “n+1ÎÒxW ú ‹n(Xn)Î2 Æ ≠C˜“n+1ÎÒxW ú ‹n(Xn)Î2
“2n+1ÎÒV (Xn)Î2 ≠ “n+1ÎÒV (Xn)Î2 Æ ≠C˜“n+1ÎÒV (Xn)Î2
For n large enough, this yields
F‹n+1(Xn+1)≠ F‹n(Xn) Æ ≠“n+1ÎÒxW ú ‹n(Xn)Î2 ≠ “n+1ÎÒV (Xn)Î2
+ C“n+1(|Un+1|2 + 1) + Mn+1
Taking the conditional expectation and using (4.1.8) we obtain, for n large enough,
E(F‹n+1(Xn+1)|Fn) Æ F‹n(Xn)(1≠ C“n+1) + C˜“n+1
From this inequality we can derive (4.4.12) using the following lemma.
Lemma 4.5.1. Assume that “n = “n— where — œ (0, 1] and “ > 0. If for some positive constants
a, b we have
E(F‹n+1(Xn+1)|Fn) Æ F‹n(Xn)(1≠ a“n+1) + b“n+1,
then
sup
nØ1
E(F‹n(Xn)) <Œ
Proof Indeed, the inequality
E(F‹n+1(Xn+1)|Fn) Æ F‹n(Xn)(1≠ a“n+1) + b“n+1
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leads to
E(F‹n+1(Xn+1)) Æ E(F‹0(X0))
n+1Ÿ
k=1
(1≠ a“k) + b
n+1ÿ
k=1
“k
n+1Ÿ
l=k+1
(1≠ a“l) (4.5.21)
Applying Lemma 4.6.1 or Lemma 4.6.2 deals with the second term. For the first one, using the
classical inequality
1≠ x Æ exp(≠x), x Ø 0
gives successively,
n+1Ÿ
k=1
(1≠ a“k) Æ
n+1Ÿ
k=1
exp(≠a“k) Æ exp
A
≠a
n+1ÿ
k=1
“k
B
Æ C exp(≠a n+1)
We finally obtain
E(F‹n+1(Xn+1)) Æ CE(F‹0(X0)) exp(≠a n+1) +
2b
a
(4.5.22)
Since  n Ø 0, we obtain the desired result.
⇤
PROPOSITION 4.5.18. Assume that for some positive constants a, b we have
E(F‹n+1(Xn+1)|Fn) Æ F‹n(Xn)(1≠ a“n+1) + b“n+1,
where F‹n := V +W ú ‹n is a positive function and (HF) holds, then
sup
n
‹n(w,

F‹n) <Œ, a.s
where
‹n(w,

F‹n) :=
1
 n
nÿ
k=1
“k+1

F‹k(Xk(w))
Proof of Proposition 4.5.18
The following is adapted from [77]. For some positive constants a, b,–,—, using Jensen’s Inequality
we have
E(
Ò
F‹n+1(Xn+1)|Fn) Æ

F‹n(Xn)(1≠ a“n+1) + b“n+1
Æ

F‹n(Xn)(1≠ –“n+1) + —“n+1
where we used the following inequality,
Ô
1 + x Æ 1 + x2
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which is true if x Ø ≠1. This yields

F‹n(Xn) Æ

F‹n(Xn)≠ E(

F‹n+1(Xn+1)|Fn)
–“n+1
+ —
–
(4.5.23)
In particular this inequality implies
‹¯n(w,

F‹n(Xn)) Æ
1
 n
nÿ
k=1
1
F‹k(Xk)≠ E(
Ò
F‹k+1(Xk+1)|Fk)
2
+ —
–
Thus, we now want to prove
sup
nØ1
1
 n
nÿ
k=1
1
F‹k(Xk)≠ E(
Ò
F‹k+1(Xk+1)|Fk)
2
<Œ.
Rearranging the sequence we obtain
1
 n
nÿ
k=1
1Ò
F‹k≠1(Xk≠1)≠ E(

F‹k(Xk)|Fk≠1)
2
= 1 n
n≠1ÿ
k=1
1
F‹k(Xk)≠ E(

F‹k(Xk)|Fk≠1)
2
+

F‹0(X0)≠ E(

F‹n(Xn)|Fn≠1)
 n
The second member tends to 0 and we now deal with the first one.
We study the convergence of the martingale (Mn)nØ1 defined by
Mn =
n≠1ÿ
k=1
1
 k
1
F‹k(Xk)≠ E(

F‹k(Xk)|Fk≠1)
2
, n Ø 1
We now bound the quadratic variation of Mn denoted by ÈMÍnØ1,
E(ÈMÍn) Æ C
n≠1ÿ
k=1
1
 2k
(E(

F‹k(Xk)≠ E(

F‹k(Xk)|Fk≠1))2
Æ C
n≠1ÿ
k=1
1
 2k
E
3Ë
F‹k(Xk)≠
Ò
F‹k≠1(Xk≠1)
È24
We now want to prove that
E
3Ë
F‹k(Xk)≠
Ò
F‹k≠1(Xk≠1)
È24
Æ C“kE (F‹k(Xk))
We begin by using the following decomposition
F‹k(Xk)≠
Ò
F‹k≠1(Xk≠1) =

F‹k(Xk)≠

F‹k(Xk≠1) +

F‹k(Xk≠1)≠
Ò
F‹k≠1(Xk≠1)
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We directly get that
E(|

F‹k(Xk≠1)≠
Ò
F‹k≠1(Xk≠1)|2) <Œ
in view of (4.4.14). We are now dealing with the remainder term. The function (x, ‹) ‘æ V (x) +
W ú ‹(x) is of class C2 in the space variable so we get
F‹k(Xk)≠

F‹k(Xk≠1) =
1
2F
≠1/2
‹k (›k)ÈÒxF‹k(›k), XkÍ
where ›k œ (Xk≠1, Xk) and
ÒxF‹k(x) = ÒV (x) +ÒxW (x).
Using the following inequality
1
2(
Ô
a+
Ô
b) Æ Ôa+ b
with a = V (x) and b =W ú ‹(x) leads to
ÒxF‹(x)
F‹(x)
Æ 2ÒV (x) +ÒxW ú ‹(x)
V (x) +

W ú ‹(x) = 2
ÒV (x)
V (x) +

W ú ‹(x) +
ÒxW ú ‹(x)
V (x) +

W ú ‹(x) .
Using HF (v) we get that for any x œ Rd,
sup
xœRd
ÒxF‹(x)
F‹(x)
Æ C.
We finally get
F‹k(Xk)≠
Ò
F‹k≠1(Xk≠1) Æ C| Xk| Æ C“k(ÒV (Xk) +ÒxW ú ‹k(Xk)) + C
Ô
“k|Uk|
Using again HF (v) we get,
E(ÈMÍn) Æ C
nÿ
k=1
“k+1
 2k
E(F‹k(Xk) + |U1|)
Since
nÿ
k=1
“k+1
 2k
Æ C(1 +
nÿ
k=1
1
k2
) <Œ
and
sup
nØ1
E(F‹n(Xn)) <Œ
one can conclude that
E(ÈMÍŒ) <Œ
so that the martingale (Mn)nØ0 converges. Setting ak =  k and bk =

F‹k(Xk)≠E(

F‹k+1(Xk+1)|Fk)
one can apply Kronecker’s lemma (see Lemma 4.6.3) and conclude that
1
 n
nÿ
k=1
1
F‹k(Xk)≠ E(
Ò
F‹k+1(Xk+1)|Fn)
2
<Œ, a.s næŒ.
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Since
‹¯n(w,

F‹n(Xn)) Æ
1
 n
nÿ
k=1
1
F‹k(Xk)≠ E(
Ò
F‹k+1(Xk+1)|Fk)
2
+ —
–
the result follows.
⇤
4.5.2 Proof of Theorem 4.4.2
In view of Corollary 4.4.1, one has to prove that
lim
tæŒ sup0ÆsÆT
|
t+s⁄
t
‘ufdu| = 0, a.s
which is equivalent in our setting to prove the following
lim sup
næŒ
max
n<kÆN(n,T )
|
k≠1ÿ
i=n
ﬂi+1‘if | = 0. (4.5.24)
where f œ CŒc (Rd). To this end we use the solution of the Poisson equation associated to L‹ as
follows.
‘nf = L‹n ¶Q‹nf(Xn) (4.5.25)
In view of HQ(i) we use a Taylor expansion between Xn and Xn+1. This leads to
Q‹n(f(Xn+1))≠Q‹n(f(Xn)) = ÈÒxQ‹nf(Xn), Xn+1Í+
1
2D
2
x(Q‹nf(›n))( Xn+1)¢2
where ›n œ [Xn, Xn+1].
Q‹n(f(Xn+1))≠Q‹n(f(Xn)) = ÈÒxQ‹nf(Xn), Xn+1Í+
1
2D
2
x(Q‹nf(Xn))( Xn+1)¢2
+ 12D
2
x(Q‹nf(›n))( Xn+1)¢2 ≠D2x(Q‹nf(Xn))( Xn+1)¢2
= “n+1L‹n ¶Q‹n(fXn) +Rn +
Ô
“n+1Un+1ÒxQ‹n(f(Xn))
where
|Rn| = |12D
2
x(Q‹nf(›n))( Xn+1)¢2 ≠D2x(Q‹nf(Xn))( Xn+1)¢2|
Æ C| Xn+1|2
Æ C“2n+1(ÎÒV (Xn)Î2 + ÎÒxW ú ‹n(Xn)Î2) + C“n+1|Un+1|2
where we used HQ(iv). Now using HF (v) we obtain
|Rn| Æ C“2n+1(V (Xn) +W ú ‹n(Xn)) + C“n+1|Un+1|2 (4.5.26)
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In view of (4.5.24) and the above computations, we have to handle the following quantity :
An :=
1
 n
(Q‹n(f(Xn+1))≠Q‹n(f(Xn)))≠
1
 n
Rn ≠
Ô
“n+1
 n
Un+1ÒxQ‹n(f(Xn))
Using the telescopic expression :
1
 n
(Q‹n(f(Xn+1))≠Q‹n(f(Xn))) =
3 1
 n+1
Q‹n+1(f(Xn+1))≠
1
 n
Q‹n(f(Xn))
4
≠
3 1
 n+1
Q‹n+1(f(Xn+1))≠
1
 n
Q‹n+1(f(Xn+1))
4
≠
3 1
 n
Q‹n+1(f(Xn+1))≠
1
 n
Q‹n(f(Xn+1))
4
we can decompose An as follows
An = A1n ≠A2n ≠A3n ≠A4n (4.5.27)
where
A1n =
1
 n+1
Q‹n+1(f(Xn+1))≠
1
 n
Q‹n(f(Xn))
A2n =
1
 n+1
Q‹n+1(f(Xn+1))≠
1
 n
Q‹n+1(f(Xn+1))
A3n =
1
 n
Q‹n+1(f(Xn+1))≠
1
 n
Q‹n(f(Xn+1))
A4n =
1
 n
Rn +
Ô
“n+1
 n
Un+1ÒxQ‹n(f(Xn)). (4.5.28)
Let us deal with each term separately. To deal with A1n it su ces to notice that it generates a
telescopic sum leading to
k≠1ÿ
i=n
A1i =
k≠1ÿ
i=n
3 1
 i+1
Q‹i+1(f(Xi+1))≠
1
 i
Q‹i(f(Xi))
4
= 1 m+1
Q‹m+1(f(Xm+1))≠
1
 n
Q‹n(f(Xn))
Using HQ(ii) we obtain
lim sup
næŒ
max
n<kÆN(n,T )
|
k≠1ÿ
i=n
A1i | = 0 (4.5.29)
For A2n, we use HQ(iii) to obtain that
|A2n| Æ C(
1
 n
≠ 1 n+1 )|Q‹n+1(f(Xn+1)| Æ C
“n+1
 2n
.
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Since ÿ
nØ0
“n+1
 2n
<Œ
one can conclude that
lim sup
næŒ
max
n<kÆN(n,T )
|
k≠1ÿ
i=n
A2i | = 0 (4.5.30)
For A3n, using HQ(v) we obtain
|A3n| Æ C
1
 n
|f(Xn)|Î‹n+1 ≠ ‹nÎTV Æ C|f(Xn)|“n+1 2n
In particular, for any ” > 0 we have
P( max
n<kÆN(n,T )
|
k≠1ÿ
i=n
A3i | Ø ”) Æ
q
n<kÆN(n,T )
E(|f(Xk))| “k 2
k
”
Recall that the serie
q
nØ1
“n+1
 2n
converges since
ÿ
nØ1
“n+1
 2n
Æ C
⁄ Œ
0
(1 + x)≠2+—dx
the r.h.s is finite if and only if — œ (0, 1). Using supnØ1 E(f(Xn)) < Œ, we now conclude by
Borel-Cantelli’s lemma that a.s,
lim sup
næŒ
max
n<kÆN(n,T )
|
k≠1ÿ
i=n
A3i | = 0 (4.5.31)
Now to take care of the last term. We begin by using (4.5.26) and (4.5.28) to get the following
decomposition :
A4n Æ C
“2n+1
 n+1
(V (Xn) +W ú ‹n(Xn)) + C “n+1 n+1 |Un+1|
2 +
Ô
“n+1
 n
Un+1ÒxQ‹n(f(Xn))
First of all, for any ” > 0 we have
P( max
n<kÆN(n,T )
|
k≠1ÿ
i=n
“2i+1
 i+1
(V (Xi) +W ú ‹i(Xi))| Ø ”) Æ
q
n<iÆN(n,T )
“2i
 iE(|V (Xi) +W ú ‹i(Xi)|)
”
Recall that the serie
q
nØ1
“2n
 n converges sinceÿ
nØ1
“2n
 n
Æ C
⁄ Œ
0
(1 + x)≠1≠—dx
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the r.h.s is finite for any — œ (0, 1]. Using Proposition 4.4.14, we now conclude by Borel-Cantelli’s
lemma that a.s,
lim sup
næŒ
max
n<kÆN(n,T )
|
k≠1ÿ
i=n
“2i+1
 i+1
(V (Xi) +W ú ‹i(Xi))| = 0 (4.5.32)
To deal with the two other terms, we rely on Proposition 4.2 of [19]). Indeed, since the sequence
(Un)nØ0 has a fourth order moment (in view of (4.1.8)) and sinceÿ
nØ0
“2n+1
 2n+1
Æ C
ÿ
nØ0
1
(n+ 1)2
<Œ,
we can apply [25] to conclude that
lim sup
næŒ
max
n<kÆN(n,T )
k≠1ÿ
i=n
“i+1
 i+1
|Un+1|2 = 0
Finally, for the last term of A4n we use the following proposition adapted from [19].
Lemma 4.5.2. Assume that
sup
nØ1
E(ÎÒxQ‹n(f(Xn)Î2) <Œ (4.5.33)
for any function f œ CŒc (Rd), then
lim
n ‘æŒ supn<kÆN(n,T )
Î
k≠1ÿ
i=n
Ô
“i+1
 i
Ui+1ÒxQ‹i(f(Xi))Î = 0
Proof of Lemma 4.5.2
Indeed, for any integer i œ N, Ui+1 is independent from Xi. Thus,
E(Ui+1ÒxQ‹i(f(Xi))) = E(Ui+1)E (ÒxQ‹i(f(Xi)))
In view of (4.5.33) and (4.1.8) we can apply Proposition 4.2 of [19] with p = 2.
⇤
As we can see we also need to be able to obtain the following inequality :
sup
nØ0
E(ÎÒxQ‹nf(Xn)Î2) <Œ (4.5.34)
which is a direct consequence of HQ(iii) since f œ CŒc (Rd). As a conclusion, we get
lim
n ‘æŒ supn<kÆN(n,T )
|
k≠1ÿ
i=n
A4i | = 0 (4.5.35)
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Sum up of the results We are finally able to prove the theorem resulting from all those compu-
tations.
The proof consists in combining all the previous computations. More precisely, we want to prove
lim sup
næŒ
max
n+1ÆmÆN(n,T )
|
mÿ
j=n
ﬂj‘j(f)| = 0
Recall that
ﬂn‘n(f) = An.
Thus, combining (4.5.29), (4.5.30), (4.5.31) and (4.5.35) we obtain the desired result.
⇤
Proof of Theorem 4.4.1
By Theorem 4.4.17, ‹ú is a global attractor for  . We recall that a global attractor is an attractor
whose basin of attraction is the entire space. Then, by Theorem 6.9 of [19], every limit set of any
pseudo-trajectory is contained in this attractor. By Theorem 4.4.2, we can conclude that (‹n)nØ1
converges a.s towards ‹ú.
4.6 Technical results
Lemma 4.6.1. Set “n = “n≠— for — œ (0, 1) and a, “ > 0 then
(i)
nq
k=1
“2k+1
nr
l=k+1
(1≠ a“l) Æ 2a“n+1
(ii)
nq
k=1
“k+1
nr
l=k+1
(1≠ a“l) Æ 2a
Proof
nÿ
k=1
“k+1
nŸ
l=k+1
(1≠ a“l) Æ
nÿ
k=1
“k+1 exp
A
≠a
nÿ
l=k+1
“l
B
(4.6.36)
since
nÿ
l=k+1
“k+1 Ø “
nÿ
l=k+1
k+1⁄
k
(x+ 1)≠—dx Ø “1≠ —
!
(n+ 1)1≠— ≠ (k + 1)1≠—"
we have
nÿ
k=1
“k+1
nŸ
l=k+1
(1≠ a“l) Æ exp
3
≠ a“1≠ — (n+ 1)
1≠—
4 nÿ
k=1
“
(k + 1)— exp
3
a“
1≠ — (k + 1)
1≠—
4
The function x ‘æ “x— exp
1
a“
1≠— (x+ 1)1≠—
2
is non-decreasing on (( —a“ )1≠— ,Œ). Since we can not
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ensure this non-decreasing property for all x Ø 0, we propose the crude following bound
nÿ
k=1
“k+1
nŸ
l=k+1
(1≠ a“l) Æ 2 exp
3
≠ a“1≠ — (n+ 1)
1≠—
4 n⁄
1
“
(x+ 1)— exp
3
a“
1≠ — (x+ 1)
1≠—
4
dx
Æ 2
a
where the last line comes from⁄
“
(x+ 1)— exp
3
a“
1≠ — (x+ 1)
1≠—
4
dx Æ 1
a
exp
3
a“
1≠ — (x+ 1)
1≠—
4
⇤
Lemma 4.6.2. Set a > 0, “n = “n with “ > 0, we have
nÿ
k=1
“k+1
nŸ
l=k+1
(1≠ a“l) Æ 2
a
Proof The proof comes directly from the one done for — œ (0, 1).
nÿ
k=1
“k+1
nŸ
l=k+1
(1≠ a“l) Æ
nÿ
k=1
“k+1 exp
A
≠a
nÿ
l=k+1
“l
B
(4.6.37)
Æ 2
nÿ
k=1
“
(k + 1)n
≠a“(k + 1)a“ (4.6.38)
Æ 2
a
(4.6.39)
this concludes the proof of the lemma.
⇤
Lemma 4.6.3. Let (an)nØ1 and (bn)nØ1 be two sequences of real numbers. Assume that (bn)nØ1
is non-decreasing, positive and satisfies
lim
næŒ bn =Œ
Furthermore, if
q
n
an
bn
converges in R then
1
bn
nÿ
k=1
ak = 0
PROPOSITION 4.6.19. Assume that (HF) holds. Then, we have
sup
nØ1
E(V 2(Xn)) <Œ
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Proof We start by using a Taylor expansion for the function V 2 between Xn+1 and Xn.
V 2(Xn+1)≠ V 2(Xn) = 2V (Xn)ÈÒV (Xn), Xn+1Í+ 12D
2(V 2)(›n+1).( Xn+1)¢2
Since
D2(V 2) = 2V D2V + 2ÎÒV Î2
In particular, we have
D2(V 2) = 2V (D2V + ÎÒV Î
2
V
)
Using HF (v), we can claim there exists a positive constant C such that
D2(V 2) Æ CV
this leads to
V 2(Xn+1)≠ V 2(Xn) Æ 2V (Xn)ÈÒV (Xn), Xn+1Í+ CV (›n+1).( Xn+1)¢2 (4.6.40)
To deal with V (›n+1), we use HF (iv) and obtain
V (›n+1) =

V (›n+1)
2 Æ (

V (Xn) + L Xn+1)2 (4.6.41)
= V (Xn) + 2L

V (Xn) Xn+1 + L2| Xn+1|2 (4.6.42)
for some positive constant L. As a consequence, we get
V 2(Xn+1)≠ V 2(Xn) Æ 2V (Xn)ÈÒV (Xn), Xn+1Í+ CV (Xn).( Xn+1)¢2
+C˜

V (Xn).| Xn+1|3 + c| Xn+1|4 (4.6.43)
To handle all the terms we must be able to upper bound | Xn+1|p for p = 3, 4. We have
 Xn+1 = ≠“n+1(ÒV (Xn) +ÒW ú ‹n(Xn)) +Ô“n+1Un+1
We will use the following inequality, true for any p Ø 1, any a, b Ø 0
(a+ b)p Æ ap + p(a+ b)p≠1b Æ ap + p2p≠1(ap≠1b+ bp)
which can be proved directly using Newton’s formula. For p = 3, we have
| Xn+1|3 Æ “3n+1|ÒV (Xn)+ÒWú‹n(Xn)|3+C(“5/2n+1|Un+1|.|ÒV (Xn)+ÒWú‹n(Xn)|2+“3/2n+1|Un+1|3)
since E(Un+1) = 0 we are left to deal with |ÒV (Xn) +ÒW ú ‹n(Xn)|3.
|ÒV (Xn) +ÒW ú ‹n(Xn)|3 Æ |ÒV (Xn)|3 + C|ÒV (Xn)|2.|ÒW ú ‹n(Xn)|+ C|ÒW ú ‹n(Xn)|3
Looking at (4.6.43), we have to upper bound the term
V (Xn)|ÒV (Xn) +ÒW ú ‹n(Xn)|3
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We have,
V (Xn)|ÒV (Xn) +ÒW ú ‹n(Xn)|3 Æ

V (Xn)|ÒV (Xn)|3
+ C

V (Xn)|ÒV (Xn)|2|ÒW ú ‹n(Xn)|
+ C

V (Xn)|ÒW ú ‹n(Xn)|3
Now, we use the inequality
ab Æ a2 + b2
for the second and the third term. This gives successively
V (Xn)|ÒV (Xn)|2|ÒW ú ‹n(Xn)| =

V (Xn)|ÒW ú ‹n(Xn)||ÒV (Xn)|2
Æ V (Xn)|ÒW ú ‹n(Xn)|2 + |ÒV (Xn)|4
Æ V 2(Xn) + |ÒW ú ‹n(Xn)|4 + |ÒV (Xn)|4
and
V (Xn)|ÒW ú‹n(Xn)|3 Æ

V (Xn)|ÒW ú‹n(Xn)||ÒW ú‹n(Xn)|2 Æ C(V 2(Xn)+|ÒW ú‹n(Xn)|4)
Now it su ces to use hypothsesis HF (v) to obtain
|ÒW ú ‹n(Xn)|2 Æ C(W ú ‹n(Xn))
Thus, 
V (Xn)| Xn+1|3 Æ C“3n+1(V 2(Xn) + |W ú ‹n(Xn)|2) + “3/2n+1|Un+1|3V (Xn)
+ C“5/2n+1Un+1|ÒV (Xn) +ÒW ú ‹n(Xn)|2
For p = 4, the technique is similar
|ÒV (Xn) +ÒW ú ‹n(Xn)|4 Æ |ÒV (Xn)|4 + C|ÒV (Xn)|3ÒW ú ‹n(Xn) + C|ÒW ú ‹n(Xn)|4
Æ |ÒV (Xn)|4 + C(|ÒV (Xn)|4 + |V (Xn)ÒW ú ‹n(Xn)|2)
+ C(|ÒW ú ‹n(Xn)|4)
Æ CV 2(Xn) + C|W ú ‹n(Xn)|2
where we used the inequality
ab Æ a2 + b2
with
a = V 2(Xn), b = V (Xn)ÒW ú ‹n(Xn)
The last line comes from hypothesis HF (v).
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As a conclusion we get the following estimate
V 2(Xn+1)≠ V 2(Xn) Æ 2V (Xn)ÈÒV (Xn), Xn+1Í+ CV (Xn).( Xn+1)¢2
+ C˜

V (Xn)| Xn+1|3 + c| Xn+1|4
Æ ≠2“n+1V (Xn)|ÒV (Xn)|2
≠ 2“n+1V (Xn)ÈÒV (Xn),ÒW ú ‹n(Xn)Í+ “2n+1(V 2(Xn)
+ W 2 ú ‹n(Xn) + “n+1V (Xn)(|Un+1|2 + |Un+1|3)
Using hypothesis HF (iii) and HF (ii) we get
≠2“n+1V (Xn)|ÒV (Xn)|2≠2“n+1V (Xn)ÈÒV (Xn),ÒWú‹n(Xn)Í Æ ≠C“n+1V 2(Xn)+C˜“n+1V (Xn)
In particular, using Holder’s inequality it is easy to see that
|W ú ‹n(Xn)|2 Æ C(W 2 ú ‹n(Xn))
and now, taking the expectation leads to
E(V 2(Xn+1)) Æ E(V 2(Xn))(1≠ C“n+1 + C“2n+1)
≠ “2n+1W 2 ú ‹n(Xn) + C“n+1E(V (Xn))
In order to obtain a similar bound for W 2 ú ‹n(Xn), the calculations are similar but we detail the
first step. First of all,
W 2 ú ‹n+1(Xn+1)≠W 2 ú ‹n(Xn) = 1 n+1
n+1ÿ
k=1
“kW
2(Xn+1, Xk)≠ 1 n
nÿ
k=1
“kW
2(Xn, Xk)
= “n+1 n+1
W 2(Xn+1, Xn+1)
+ 1 n+1
nÿ
k=1
“k
!
W 2(Xn+1, Xk)≠W 2(Xn, Xk)
"
+ ( 1 n+1
≠ 1 n )
nÿ
k=1
“kW
2(Xn, Xk)
Æ “n+1 n+1W
2(Xn+1, Xn+1)
+ 1 n+1
nÿ
k=1
“k
!
W 2(Xn+1, Xk)≠W 2(Xn, Xk)
"
≠ “n+1 n+1W
2 ú ‹n(Xn)
Again we have to write a Taylor expansion for the function W 2(., Xk) between Xn and Xn+1. The
computation is the same as the one done for V 2 so we will not detail it. As a consequence of those
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computations we get a recursion as follows :
E(V 2(Xn+1) +W 2 ú ‹n+1(Xn+1)) Æ E(V 2(Xn) +W 2 ú ‹n(Xn))(1≠ c“n+1 + C˜“2n+1)
+ C“n+1E(V (Xn+1) +W ú ‹n+1(Xn+1))
Thus, for n large enough and using Proposition 4.4.14 we get
E(V 2(Xn+1) +W 2 ú ‹n+1(Xn+1)) Æ E(V 2(Xn) +W 2 ú ‹n(Xn))(1≠ c˜“n+1) + C“n+1
In particular, using Lemma 4.5.1 we obtain
sup
nØ1
E(V 2(Xn)) <Œ
⇤
COROLLARY 4.6.2. Assume HF(vi) holds. If sup
nØ1
‹n(V 2) <Œ then Proposition 4.4.16 is still true
if (4.4.17) holds only for every function f œ CŒc (Rd).
Proof Let f œ CŒ(Rd, V ) and consider ‘,M > 0. We want to prove that
lim
tæŒ sup0ÆsÆT
|
t+s⁄
t
‘¯ufdu| = 0
To this end, we will assume that this equality holds for any function in CŒc (Rd). Let us notice
that f can be approached by a sequence of functions in CŒc (Rd). Indeed, there exists a sequence
(fMk )kØ1 µ CŒc (Rd) with supp(fk) œ [≠M,M ] and such that
lim
kæŒ
Îf ≠ fMk ÎŒ,[≠M,M ] = 0 (4.6.44)
To begin with, we use the following decomposition
t+s⁄
t
‘¯ufdu =
t+s⁄
t
‘¯u(f ≠ fMk )du¸ ˚˙ ˝
A
+
t+s⁄
t
‘¯u(fMk )du¸ ˚˙ ˝
B
(4.6.45)
For B, we know that for any M > 0 and k œ N
lim
tæŒ sup0ÆsÆT
|
t+s⁄
t
‘¯u(fMk )du| = 0
Let us now consider A. We want to prove that
lim
tæŒ sup0ÆsÆT
|
t+s⁄
t
‘¯u(f ≠ fMk )du| = 0.
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which is equivalent to proving that
lim
næŒ sup0ÆsÆT
|
·N(n,t+s)⁄
·N(n,t)
‘¯u(f ≠ fMk )du| = 0
because of the following inequality
|
t+s⁄
t
‘¯u(f ≠ fMk )du| Æ |
t+s⁄
·N(n,t+s)
‘¯u(f ≠ fMk )du|+ |
t⁄
·N(n,t)
‘¯u(f ≠ fMk )du|+ |
·N(n,t+s)⁄
·N(n,t)
‘¯u(f ≠ fMk )du|
Æ |
·N(n,t+s)⁄
·N(n,t)
‘¯u(f ≠ fMk )du|+ C|t≠ ·N(n,t)|+ C|t+ s≠ ·N(n,t+s)|
Æ |
N(n,t+s)+1ÿ
i=N(n,t)
ﬂi‘¯i(f ≠ fMk )|+ 2CﬂN(n,t)+1
We just have now to handle the quantity
|
N(n,t+s)+1ÿ
i=N(n,t)
ﬂi‘¯i(f ≠ fMk )| Æ
N(n,t+s)+1ÿ
i=N(n,t)
ﬂi|f ≠ fMk |(Xi+1) + |
N(n,t+s)+1ÿ
i=N(n,t)
ﬂi ‹i(f ≠ fMk )|.
We have the following decomposition
|f ≠ fMk | Æ |f ≠ fMk |1|.|ÆM + |f ≠ fMk |1|.|>M
Æ Îf ≠ fMk ÎŒ,[≠M,M ] + f1|.|>M
Æ Îf ≠ fMk ÎŒ,[≠M,M ] + CV 1|.|>M
Now consider M > 0 and k œ N su ciently large in order to ensure the following properties :
— Îf ≠ fMk ÎŒ,[≠M,M ] Æ ‘.
— sup
nØ1
‹n(1|.|>M ) Æ ‘.
— sup
nØ1
 ‹n(1|.|>M ) Æ ‘.
Thus, we obtain the following upper-bound
N˜(n,s)+1ÿ
i=n
ﬂi|f ≠ fMk |(Xi+1) Æ ‘T + C
N˜(n,s)+1ÿ
i=n
ﬂiV (Xi+1)1|Xi+1|>M (4.6.46)
Thus, using Cauchy-Schwarz inequality we get
N˜(n,s)+1ÿ
i=n
ﬂiV (Xi+1)1|Xi+1|>M Æ
ıˆıÙN˜(n,s)+1ÿ
i=n
ﬂiV 2(Xi+1)1|Xi+1|>M
ıˆıÙN˜(n,s)+1ÿ
i=n
ﬂi1|Xi+1|>M
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In order to get a bound, we need an estimate of  N(n,s)+1. Let us start by noticing that
 N(n,t) ≠  n ƒ T
which comes directly from the definition of those quantities. In particular this implies that
N(n,s)ÿ
i=n+1
“i
 i
ƒ T (4.6.47)
Recall that “n ƒ n≠— with — œ (0, 1). As a consequence we get
N(n,s)ÿ
i=n+1
“i
 i
ƒ
N(n,s)ÿ
i=n+1
1≠ —
i
ƒ T
In view of (4.6.47) we easily get that
N(n,s)ÿ
i=n+1
1≠ —
i
ƒ (1≠ —) log(N(n, s)
n
) ƒ T (4.6.48)
This gives us
 N(n,s) ƒ  n exp( s1≠— ) =
[n exp( s1≠— )]ÿ
i=1
ƒ Cn1≠— ƒ C n
As a consequence we have
sup
nØ1
 N(n,s)
 n
<Œ.
This leads to the following upper-bound
N˜(n,s)+1ÿ
i=n
ﬂiV (Xi+1)1|Xi+1|>M Æ
ıˆıÙN˜(n,s)+1ÿ
i=n
ﬂiV 2(Xi+1)
ıˆıÙN˜(n,s)+1ÿ
i=n
ﬂi1|Xi+1|>M
Since sup
nØ1
 N(n,s)
 n <Œ, we get
N˜(n,s)+1ÿ
i=n
ﬂiV (Xi+1)1|Xi+1|>M Æ
1
 n
N˜(n,s)+1ÿ
i=n
“iV (Xi+1)1|Xi+1|>M
Æ
ıˆıÙ 1
 n
N˜(n,s)+1ÿ
i=n
ﬂiV 2(Xi+1)
ıˆıÙ 1
 n
N˜(n,s)+1ÿ
i=n
ﬂi1|Xi+1|>M
Æ
Ú
sup
nØ1
‹n(V 2)
Ú
sup
nØ1
‹n(1|.|>M )
Æ C‘
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Similarly, we get
 ‹i(f ≠ fMk ) Æ C‘+ C ‹i(V 1|.|>M ))
Using Cauchy-Schwarz inequality we get
 ‹i(V 1|.|>M )) Æ

 ‹i(V 2)
Ò
 ‹i(1|.|>M ))
Since W (x, y) Æ C(1 + V (x)(1 + V (y))), we get⁄
Rd
e≠V (x)≠Wú‹i(x)dx Ø
⁄
Rd
e
≠CV (x)≠
s
Rd
V (y)‹i(dy)dx Ø c > 0
Thus,
 ‹i(V 2) =
s
Rd
V 2(x)e≠V (x)≠Wú‹i(x)s
Rd
e≠V (x)≠Wú‹i(x)dx
dx (4.6.49)
Æ c≠1
⁄
Rd
V 2(x)e≠V (x)dx <Œ (4.6.50)
where we used the fact that lim
|x|æŒ
V (x) = Œ and the inequality x2 Æ ex/2 (which is true for x
large enough) to conclude that ⁄
Rd
V 2(x)e≠V (x)dx <Œ.
Recall that the sequence (‹n)nØ1 is tight a.s and the application ‹ æ  ‹ is continuous. As a
consequence, the sequence ( ‹n)nØ1 is a.s tight and we get
 ‹i(1|.|>M )) Æ C‘
which leads to
 ‹i(V 1|.|>M )) Æ C‘
for M large enough.
ChoosingM and k su ciently large makes ‘ being smaller and smaller, then the conclusion follows.
⇤
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Conclusion et Perspectives
Dans cette the`se, nous avons traite´ des algorithmes de bandits de Narendra et Shapiro, de la version
stochastique de l’algorithme de boule pesante et des processus de McKean-Vlasov avec pour point
commun le puissant outil que sont les algorithmes stochastiques. Nous dressons un bilan de nos
travaux tout en discutant des possibles pistes de recherche qu’o rent ces the´mes.
Dans l’article Regret bounds for Narendra and Shapiro bandit algorithms, nous avons introduit
un algorithme de bandit sur-pe´nalise´ et mene´ une e´tude du regret a` l’aide de technique issues
du monde des algorithmes stochastiques. Ce travail a permis de proposer un nouvel algorithme
ayant d’excellentes performances vis-a`-vis du regret tout e´tant e´conome en temps de calcul. Une
premie`re extension a` ce travail serait de comprendre comme obtenir un re´sultat similaire dans le
cas ou` le nombre de bras est supe´rieur ou e´gal a` 3. Les premiers calculs e ectue´s tendent a` montrer
qu’une telle ge´ne´ralisation passe par une compre´hension globale de la dynamique (au sens ou` il
faut travailler sur le comportement de chacun des bras a` chaque e´tape). Une seconde extension
serait de ge´ne´raliser le mode`le a` des re´compenses plus sophistique´es comme des variables ale´atoires
continues (des variables gaussiennes par exemple) et essayer de donner un sens a` l’algorithme avec
ce nouveau type de re´compense. On pourrait s’inte´resser au PMDM qui apparaissait comme limite
de l’algorithme renormalise´. En e et, comme nous l’e´voquions la mesure limite est peu connue
au sens ou` nous ne connaissons que l’existence et le support de sa densite´. Il serait inte´ressant
d’essayer d’a ner notre connaissance de cette mesure en e´tudiant notamment la re´gularite´ de la
densite´ par exemple. Un autre de´fi pourrait eˆtre la recherche de borne infe´rieure pour la distance
de Wasserstein qui nous permettrait d’e´valuer la precision de nos bornes.
Dans l’article Stochastic Heavy Ball, nous avons e´tudie´ une version stochastique de l’algorithme de
descente de gradient a` me´moire pour lequel nous avons montre´ la convergence pour plusieurs types
de fonctions. Nous avons obtenu la convergence p.s dans le cas d’une fonction coercive re´gulie`re
puis nous avons pre´cise´ ce re´sultat dans le cas de fonctions fortement convexes en donnant une
majoration pre´cise de l’erreur quadratique. Il serait inte´ressant de ge´ne´raliser nos me´thodes a` des
algorithmes plus ge´ne´raux pre´sentant une me´moire. On peut penser aux processus de McKean-
Vlasov ou aux mode`les de type Cucker-Smale ou` la me´moire est associe´e a` un terme de de´rive
et ge´ne´ralise en quelque sorte notre algorithme. Un autre axe de recherche serait la recherche de
vitesse de convergence dans le cas non convexe et l’e´tude de fonctions dont les ze´ros ne sont pas
isole´s. En e et, l’un des principaux points qui fait que les the´ore`mes classiques s’appliquent re´side
dans le fait que nous supposons les ze´ros isole´s. Les travaux de Vladislav B. Tadic ont ouvert une
porte en proposant une e´tude de la descente de gradient pour des fonctions pre´sentant plusieurs
minimums non-isole´s. Il serait pertinent de ge´ne´raliser cette approche a` notre cas. Un dernier
point sur lequel il faudrait travailler serait le the´ore`me central limite dans le cas de la me´moire
polynomiale car pour le moment nous n’avons pas d’ide´e arreˆte´e sur la nature de la limite.
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Dans la partie Computation of invariant distributions for stochastic McKean-Vlasov equations,
nous avons propose´ un algorithme stochastique permettant d’approcher nume´riquement la mesure
invariante du processus de McKean-Vlasov. Nous avons e´tendu les me´thodes existantes pour le
di usions a` des processus non-line´aires afin d’ajuster la proce´dure. La particularite´ de notre e´tude
tient dans la facon d’obtenir la convergence des mesures d’occupations. En e et, nous avons exploite´
la proximite´ du processus de McKean-Vlasov avec la classe des processus auto-agissants. Nous avons
re´ussi une chose inte´ressante qui consiste en la re´duction de la classe de fonctions a` conside´rer pour
l’ope´rateur Q (nous avons restreint la classe a` celle des fonctions CŒ a` support compact). Parmi
les extensions possibles, on pense a` une e´tude nume´rique approfondie en proposant notamment des
estimations de la vitesse de convergence de notre proce´dure et une comparaison avec la mesure
limite the´orique. Il serait aussi pertinent de se placer dans le cas ou` la mesure invariante n’est
pas unique (en supposant que V et W sont des potentiels de´ge´ne´re´s) afin de comprendre les
comportements possibles et essayer de les mettre en avant nume´riquement. Un travail est en cours
pour re´duire les hypothe`ses de notre the´ore`me principal et il semble possible de se passer certaines
hypothe`ses.
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the most profitable without spending too much times on the wrong orres. Our goal is to 
understand the weakness of this algorithm in order to propose an optimal procedure for a 
quantity measuring the performance of a bandit algorithm, the regret. In our results, we 
will propose an algorithm called NS over-penalized which allows to obtain a minimax regret 
bound. A second work will be to understand the convergence in law of this process. The 
particularity of the algorith is that it converges in law toward a non-diffusive process which 
makes the study more intricate than the standard case. We will use coupling techniques to 
study this process and propose rates of convergence. 
The second work of this thesis falls in the scope of optimization of a function using a 
stochastic algorithm. We will study a stochastic version of the so-called heavy bali method 
with friction. The particularity of the algorithm is that its dynamics is based on the ali past 
of the trajectory. The procedure relies on a memory term which dictates the behavior of the 
procedure by the form it takes. In our framework, two types of memory will investigated : 
polynomial and exponential. We will start with general convergence results in the non-convex 
case. In the case of strongly convex functions, we will provide upper-bounds for the rate of 
convergence. Finally, a convergence in law result is given in the case of exponential memory. 
The third part is about the McKean-Vlasov equations which were first introduced by 
Anatoly Vlasov and first studied by Henry McKean in order to mode! the distribution function 
of plasma. Our objective is to propose a stochastic algorithm to approach the invariant 
distribution of the McKean Vlasov equation. Methods in the case of diffusion processes (and 
sorne more general pro cesses) are known but the particularity of McKean Vlasov process is 
that it is strongly non-linear. Thus, we will have to develop an alternative approach. We will 
introduce the notion of asymptotic pseudotrajectory in odrer to get an efficient procedure. 
Dans cette thèse, nous étudions des thématiques autour des algorithmes stochastiques 
et c'est pour cette raison que nous débuterons ce manuscrit par des éléments généraux sur 
ces algorithmes en donnant des résultats historiques pour poser les bases de nos travaux. 
Ensuite, nous étudierons un algorithme de bandit issu des travaux de N arendra et Shapiro 
dont l'objectif est de déterminer parmi un choix de plusieurs sources laquelle profite le plus 
à l'utilisateur en évitant toutefois de passer trop de temps à tester celles qui sont moins per-
formantes. Notre but est dans un premier temps de comprendre les faiblesses structurelles de 
cet algorithme pour ensuite proposer une procédure optimale pour une quantité qui mesure 
les performances d'un algorithme de bandit, le regret. Dans nos résultats, nous proposerons 
un algorithme appelé NS sur-pénalisé qui permet d'obtenir une borne de regret optimale au 
sens minimax au travers d'une étude fine de l'algorithme stochastique sous-jacent à cette 
procédure. Un second travail sera de donner des vitesses de convergence pour le processus 
apparaissant dans l'étude de la convergence en loi de l'algorithme NS sur-pénalisé. La par-
ticularité de l'algorithme est qu'il ne converge pas en loi vers une diffusion comme la plupart 
des algorithmes stochastiques mais vers un processus à sauts non-diffusif ce qui rend l'étude 
de la convergence à l'équilibre plus technique. Nous emploierons une technique de couplage 
afin d'étudier cette convergence. 
Le second travail de cette thèse s'inscrit dans le cadre de l'optimisation d'une fonc-
tion au moyen d'un algorithme stochastique. Nous étudierons une version stochastique de 
l'algorithme déterministe de boule pesante avec amortissement. La particularité de cet al-
gorithme est d'être articulé autour d'une dynamique qui utilise une moyennisation sur tout 
le passé de sa trajectoire. La procédure fait appelle à une fonction dite de mémoire qui, 
selon les formes qu'elle prend, offre des comportements intéressants. Dans notre étude, nous 
verrons que deux types de mémoire sont pertinents : les mémoires exponentielles et poly-
nomiales. Nous établirons pour commencer des résultats de convergence dans le cas général 
où la fonction à minimiser est non-convexe. Dans le cas de fonctions fortement convexes, 
nous obtenons des vitesses de convergence optimales en un sens que nous définirons. En-
fin, l'étude se termine par un résultat de convergence en loi du processus après une bonne 
renormalisation. 
La troisième partie s'articule autour des algorithmes de McKean-Vlasov qui furent intro-
duit par Anatoly Vlasov et étudié, pour la première fois, par Henry McKean dans l'optique 
de la modélisation de la loi de distribution du plasma. Notre objectif est de proposer un al-
gorithme stochastique capable d'approcher la mesure invariante du processus. Les méthodes 
pour approcher une mesure invariante sont connues dans le cas des diffusions et de certains 
autre processus mais ici la particularité du processus de McKean-Vlasov est de ne pas être 
une diffusion linéaire. En effet, le processus a de la mémoire comme les processus de boule 
pesante. De ce fait, il nous faudra développer une méthode alternative pour contourner ce 
problème. Nous aurons besoin d'introduire la notion de pseudo-trajectoires afin de proposer 
une procédure efficace. 
In this thesis, we are studying severa! stochastic algorithms with different purposes and 
this is why we will start this manuscript by giving historicals results to define the framework 
of our work. Then, we will study a bandit algorithm due to the work of Narendra and 
Shapiro whose objectif was to determine among a choice of severa! sources which one is 
