Differential difference algebras are generalizations of polynomial algebras, quantum planes, and Ore extensions of automorphism type and of derivation type. In this paper, we investigate the Gelfand-Kirillov dimension of a finitely generated module over a differential difference algebra through a computational method: Gröbner-Shirshov basis method. We develop the Gröbner-Shirshov basis theory of differential difference algebras, and of finitely generated modules over differential difference algebras, respectively. Then, via Gröbner-Shirshov bases, we give algorithms for computing the Gelfand-Kirillov dimensions of cyclic modules and finitely generated modules over differential difference algebras.
Introduction
Let k be a field, A be an associative k-algebra with identity 1, and M be a left A-module. Then the Gelfand-Kirillov dimension of M ( [17] , Chapter 5) is defined by
where the supremum is taken over all finite dimensional subspaces V of A containing 1 and all finite dimensional subspaces F of M. Gelfand-Kirillov dimension is a very useful tool for investigating modules over noncommutative algebras. Basic properties and applications of Gelfand-Kirillov dimension can be found in [17] . Gröbner-Shirshov basis theory is a powerful computational tool for both commutative and noncommutative algebras (see the survey [9] , and more algebraic structures which admit Gröbner-Shirshov basis theory can be found in, for example, dialgebras [7] , matabelian Lie algebras [12] , L-algebras [6] , semirings [8] ). For commutative algebras, the dimension of an algebraic variety can be efficiently computed by using Gröbner-Shirshov bases to compute the growth of the Hilbert function (or Hilbert polynomial)(see [2] ). The Gelfand-Kirillov dimension of a finitely generated module over a finitely generated algebra is also closely related to Hilbert function and thus it is possible to compute it for some specific classes of noncommutative algebras by using Gröbner-Shirshov bases. For example, Bueso et al. [11] computed the Gelfand-Kirillov dimension of a cyclic module over an almost commutative algebra, Torrecillas [14] considered the Gelfand-Kirillov dimension of finitely generated graded modules over multi-graded finitely generated algebas, Li and Wu [19] extended this method to cyclic modules over solvable polynomial algebras (also known as PBW algebras), and Bueso et al. [10] extended it to finitely generated modules over PBW algebras.
Differential difference algebras were first defined by Mansfield and Szanto in [20] , which arose from the calculation of symmetries of discrete systems. Differential difference algebras are generalizations of several classes of (skew) polynomial rings/algebras, e.g., commutative polynomial algebras, skew polynomials of derivation/automorphism type ( [21] , Chapter 1) and the quantum plane ( [16] , Chapter IV). Mansfield and Szanto [20] developed the Gröbner-Shirshov basis theory (where they use the term Gröbner bases instead) of differential difference algebras by using a special kind of left admissible orderings, which they called differential difference orderings. In this paper, we generalize the Gröbner-Shirshov basis theory of differential difference algebras to any left admissible ordering and develop the Gröbner-Shirshov basis theory of finitely generated free modules over differential difference algebras. By using the theory we develop in this paper, we compute the Gelfand-Kirillov dimensions of finitely generated modules over differential difference algebras.
This paper is organized as follows. We give the definition and properties of differential difference algebras in Section 2. In Section 3, we generalize the main results of Mansfield and Szanto [20] on Gröbner-Shirshov bases to differential difference algebras with respect to differential difference monomial orderings (see Definition 3.1). Then, in Section 4, we apply the theory we develop to compute the Gelfand-Kirillov dimension of a cyclic module over a differential difference algebra. We develop the Gröbner-Shirshov basis theory of finitely generated modules over differential difference algebras in Section 5. Finally we investigate the Gelfand-Kirillov dimension of finitely generated modules over differential difference algebras in Section 6.
Preliminaries
Throughout this paper, we assume that k is a field with characteristic 0 and all algebras are unital associative k-algebras. A mapping δ on an k-algebra A is called a k-derivation (or only derivation for short) on A provided that, for any a, b ∈ A and c ∈ k, δ(ca + b) = cδ(a) + δ(b) and δ(ab) = aδ(b) + δ(a)b. If R ⊆ A is a subalgebra and a 1 , . . . , a p ∈ A, where p is a positive integer, then R a 1 , . . . , a p denotes the subalgebra of A generated by R and {a 1 , . . . , a p }.
First we recall the definition of differential difference algebras.
Definition 2.1 (cf., [20] ) An algebra A is called a differential difference algebra of type (m, n), m, n ∈ N, over a subalgebra R ⊆ A if there exist elements
. . , α m , β 1 , . . . , β n ∈ N} forms a basis for A as a free left R-module.
(ii) D i r = rD i + δ i (r) for any 1 ≤ i ≤ n and r ∈ R, where δ i is a derivation on R.
Remark 2.2 Differential difference algebras can be also defined as iterated Ore extensions:
with careful choices of σ and δ to get conditions (v) and (vi) in the above definition. In the language of iterated Ore extensions, it is natural to take the set
as a standard R-basis of A since the former has more advantages related to computational properties of A. For example, the usual degree-lexicographical ordering (Example 3.2) works well as a left admissible ordering (which is essential to develop Gröbner-Shirshov basis theory of A) with
Several well-known classes of skew polynomial algebras are contained in the class of differential difference algebras. But on the other hand, a differential difference algebra is not necessarily contained in some well-known classes of noncommutative algebras, for example, algebras of solvable type [15] , PBW extensions [3] , and G-algebras [18] , see Example 3.4 and Remark 3.5. (ii) Let 0 = q ∈ k and I q be the two-sided ideal of the free associative algebra k x, y generated by the element yx − qxy. Then the quotient algebra k q [x, y] = k x, y /I q is called a quantum plane ([16] , Chapter IV). It is clear that k q [x, y] is a differential difference algebra over k of type (1, 1).
Next we fix some notations.
Then the total degree of u is defined as tdeg(u) = |α| + |β|, and the total degree of u with respect to S i (D j , respectively) is defined as tdeg
Define the support of (0 =)f ∈ A as Supp(f ) = {u i ∈ M : f = c i u i , 0 = c i ∈ R} and define the (total) degree of f as tdeg(f ) = max{tdeg(u) : u ∈ Supp(f )}. Note that if 0 = c ∈ R then Supp(c) = {S 0 D 0 } = {1} and tdeg(c) = 0. The degree of 0 is defined as −∞. With the above notations, we have the following lemmas. Lemma 2.4 Suppose α ∈ N m , β ∈ N n , and f, g ∈ A. Then we have
(ii) tdeg(f g) = tdeg(f ) + tdeg(g).
Proof. One can prove the first statement via the following two steps:
by induction on |β|. The second statement follows from the first one.
Proof. It follows from the definition of differential difference algebras by induction.
Proof. It can be proved by induction on |α|.
The following theorem will be used later.
Proof. From the point of view of iterated Ore extensions, this theorem is trivial. One can also give a direct proof by using the following fact (cf., [21] , Theorem 1.2.10, and [22] , Proposition 3.5.2): Let R be a Noetherian ring, and S be an over-ring generated by R and an element a such that Ra + R = aR + R. Then S is Noetherian.
Let us conclude this section by recalling a well-known fact from combinatorics. For any q ∈ N and t ∈ R, denote t q
Then, we have the following well-known fact, which will be used latter.
is a polynomial in x of degree q, with rational coefficients and positive leading coefficient.
Gröbner-Shirshov bases of differential difference algebras
Throughout this section, let R be a finite field extension of k and A = R[S, D; σ, δ] be a differential difference algebra of type (m, n), m, n ∈ N. In this section we develop the Gröbner-Shirshov basis theory of A and we also show that every left ideal of A has a finite left Gröbner-Shirshov basis. First we introduce several notations. For f ∈ A and a given well-ordering on M, as in [13] , we use lt(f ), lc(f ) and lm(f ) to denote the leading term, leading coefficient and leading monomial of f respectively. Then we have that lt(f ) = lc(f ) · lm(f ) for any f ∈ A. Denote lm(G) = {lm(g) : g ∈ G} for any G ⊆ A.
Appropriate orderings on M are essential to Gröbner-Shirshov basis theory. Mansfield and Szanto [20] developed Gröbner-Shirshov basis theory for A (with R = k) by using the so-called differential difference ordering defined as follows: Let > S be a monomial ordering on M S and > D a total degree monomial ordering on M D . Then the ordering > on the standard monomials M defined as follows is called a differential difference ordering:
A differential difference ordering works well for Gröbner-Shirshov bases since it has the following property: If > is a differential difference ordering, then u > v for any u ∈ M S and v ∈ M D . Now we define a more general class of orderings, which does not necessarily have the above property but still works well for Gröbner-Shirshov bases.
In other words, a DD-monomial ordering is a left admissible well-ordering on M. An ordering > on M (or on M S , M D ) is called a monomial ordering (or admissible ordering) if it is both left and right admissible; it is called a total degree ordering if u > v whenever tdeg u > tdeg v, u, v ∈ M.
Note that, by Proposition 4.1 of [20] , any differential difference ordering is a DD-monomial ordering. The following example shows that the class of DD-monomial orderings properly includes the class of differential difference orderings. 
Then > is a total degree DD-monomial ordering.
Proof. It is clearly by the definition that > is a total degree ordering. Suppose
Since > is a total degree ordering, we may suppose that f is homogeneous, i.e., tdeg f = tdeg u for any u ∈ Supp(f ). Rewrite f as
There are three cases.
, since A has no zerodivisors. Note that f is homogeneous by our assumption, hence, by Lemma 2.4, we have that
we have that
From (1) and (2),
Therefore, > is a DD-monomial ordering. (ii) The ordering > is not a differential difference ordering, because under > a monomial in M S is not necessarily greater than a monomial in M D , for example,
(iii) The ordering > is not right admissible in general, see the following example. 
Thus > is not right admissible.
Remark 3.5 The above example (where D 2 S 1 = S 1 D 1 ) also shows that a differential difference algebra is not necessarily an algebra of solvable type [15] (or a PBW extension [3] , or a G-algebra [18] ).
If there exists h ∈ A such that f = hg, we say that f is right divisible by g, and g (h, respectively) is called a right factor or right quotient (left factor or left quotient, respectively) of f . Denote the left quotient h = LQ(f, g). With the above definitions and notations, we have the following lemma.
(ii) If hg is a right factor of f then LQ(f, hg) · h = LQ(f, g) and h · LQ(f, hg) = LQ(hf, hg), but h · LQ(f, hg) = LQ(f, g) in general.
(iii) If g is a right factor of f and h is a right factor of g, then LQ(f, g) · LQ(g, h) = LQ(f, h).
Proof. It is obvious by definition.
Proof. The (⇒) part is clear. (⇐). Suppose α = α ′ + γ and β = β ′ + γ ′ for some γ ∈ N m and γ ′ ∈ N n . Then, by Lemma 2.5,
However, the "only if" part of the above lemma is not true for the left division. In fact, in From now on to the end of this section, we fix a DD-monomial ordering > on M. Then we have the following lemma, which is similar to Corollary 4.3 of [20] . Lemma 3.8 For any f, g ∈ A, we have
Furthermore, h and h ′ in the above are uniquely determined by f and g.
Definition 3.9 Let I be a left ideal of A. A set G ⊆ I is called a left Gröbner-Shirshov basis of I with respect to > if, for any 0 = f ∈ I, there exists g ∈ G such that lm(f ) is right divisible by lm(g).
Note that we do not require a Gröbner-Shirshov basis to be finite. Let G ⊆ A. Define the irreducible words with respect to G as Irr(G) = {w ∈ M : w = f lm(g) for any g ∈ G, f ∈ A}.
By Lemma 3.8, it is easy to see that
Irr(G) = {w ∈ M : w = lm(f lm(g)) for any g ∈ G, f ∈ A} = {w ∈ M : w = lm(u lm(g)) for any g ∈ G, u ∈ M}.
Let f, h, g ∈ A and G ⊆ A. Then f reduces to h modulo g, denoted by f → g h, if h = f − qg and lt(f ) = lt(qg) for some q ∈ A. We say that f reduces to h modulo G, denoted by f → G h, if there exists a finite chain of reductions
where each g i ∈ G and t ∈ N. Furthermore, if Supp(h) ⊆ Irr(G), them h is irreducible with respect to G, and we call h a remainder of f modulo G.
With these definitions, we have the following lemma.
Lemma 3.10 Let G ⊆ A be a finite set and f ∈ A. Then,
and r is a remainder of f modulo G.
(ii) furthermore, if G is a left Gröbner-Shirshov basis for a left ideal of A, then the remainder of f modulo G is unique (denoted by Rem(f, G)).
Proof. (i) It can be proved by induction on lm(f ).
(ii) In order for a contradiction, we suppose that both r and r ′ are reminders of f modulo G and r = r. Then 0 = r − r ′ = (f − r ′ ) − (f − r) ∈ I. Hence lm(r − r ′ ) ∈ Irr(G) by the definition of Gröbner-Shirshov bases. But lm(r − r ′ ) ∈ Supp(r) ∪ Supp(r ′ ) ⊆ Irr(G), a contradiction.
Note that, in general, a remainder of f ∈ A modulo some subset G ′ ⊆ A is not unique.
Lemma 3.11 Let f ∈ A and G ⊆ A. Then f can be written as
exactly one of those lm(u i ) and lm(v j g j ) is equal to lm(f ).
Proof. (By induction on lm(f ).) If lm(f ) = 1, then f ∈ R and the statement holds clearly. Suppose that the statement holds for any polynomial with leading monomial less than lm(f ). We need to show that it also holds for f . Define f 1 as follows. If lm(f ) ∈ Irr(G), then set
, there exist g ∈ G and v ∈ M such that lm(f ) = lm(vg), then set
The following theorem solves the ideal membership problem of A. The following proposition indicates that the definition of Gröbner-Shirshov bases in this paper is equivalent to Definition 4.5 of [20] if the ordering under consideration is a differential difference ordering. (ii) Suppose f ∈ I. By Lemma 3.10, we can write f = b i g i + r where b i ∈ A, g i ∈ G and r is irreducible with respect to G. Thus r = f − b i g i ∈ I. Suppose r = 0. Since G is a Gröbner-Shirshov basis for I, lm(r) is right divisible by lm(g i ) for some g i ∈ G, contradicting our assumption that r is irreducible with respect to G. Hence r = 0 and thus f = b i g i is in the left ideal of A generated by G. Therefore, I is generated by G as a left ideal of A.
For the sake of convenience, for any f, g ∈ A, lclm(lm(f ), lm(g)) is sometimes denoted by lclm(f, g). Let f, g ∈ A. Then there exists a unique pair of polynomials f ′ , g ′ ∈ A such that
Then, the polynomial f ′ f − g ′ g ∈ A is called the S-polynomial of f and g, denoted by Spoly(f, g), that is,
Note that lc(f ′ lt(f )) = 1.
Lemma 3.14 Let f, g ∈ A. Then lm(Spoly(f, g)) < lclm(f, g).
The following lemma can be proved by using a telescoping argument as in Lemma 5 of Chapter 2.6 in [13] . 
Theorem 3.16 Let G ⊆ A and I be the left ideal of A generated by G. Then G is a left Gröbner-Shirshov basis for I if and only if Spoly(g 1 , g 2 ) → G 0 for any g 1 , g 2 ∈ G.
Proof. (⇒) Suppose G is a Gröbner-Shirshov basis for I. Since Spoly(g 1 , g 2 ) ∈ I for any g 1 , g 2 ∈ G, by Theorem 3.12, Rem (Spoly(g 1 , g 2 ), G) = 0, i.e., Spoly(g 1 , g 2 ) → G 0 as desired.
(⇐) Suppose that Spoly(g 1 , g 2 ) → G 0 for any g 1 , g 2 ∈ G. We want to prove that for any 0 = f ∈ I, lm(f ) is right divisible by lm(g) for some g ∈ G. Since f ∈ I, f can be written as
Let u = lm(h 1 g 1 ). Assume that among all possible expression of f of the form (4) we chose one with minimal u. Suppose
Note that lm(f ) ≤ u. Now we prove that lm(f ) = u. In order for a contradiction, we suppose that lm(f ) < u. By Lemma 3.8, lt(h
Hence lm
Since lclm(lm(h
by Equation (3) and Lemma 3.6,
Hence
Thus by Lemma 3.10 (i) ,
where c j ∈ k, u j ∈ M, g j ∈ G and J is a finite index set. Now we can rewrite (5) as
where lm(u j g j ) < u, lm((
That is, (6) is an expression of f of form (4) with all leading monomials of summands less than u, which contradicts the minimality of u. Therefore, we proved that lm(f ) = u. Now, by Lemma 3.8, lm(f ) = u = lm(h 1 g 1 ) = h ′ lm(g 1 ) for some h ′ ∈ A. That is, lm(f ) is right divisible by lm(g 1 ).
Now we have the following algorithm.
Algorithm 3.17 (Left Gröbner-Shirshov Basis Algorithm)
Input:
Output: a Gröbner-Shirshov basis G = {g 1 , . . . , g t } for I, t ∈ N, with F ⊆ G. Initialization: G := F , P := {{p, q} : p = q, p, q ∈ F }. WHILE P = ∅ DO Choose any pair {p, q} ∈ P , P := P \ {{p, q}} r := a remainder of Spoly(p, q) modulo G IF r = 0 THEN G := G ∪ {r}, P := P ∪ {{g, r} : g ∈ G} END DO Theorem 3.18 Let I be a left ideal of A generated by nonzero elements f 1 , . . . , f l ∈ A. Then Algorithm 3.17 returns a finite Gröbner-Shirshov basis for I.
Proof. We first prove that the algorithm terminates after finitely many steps. After each pass through the main loop (i.e., the while loop), if there is a nonzero remainder r, then G consists of the old G (denoted by G ′ ) together with the nonzero remainder r, i.e., G = G ′ ∪ {r}. Since r ∈ Irr(G ′ ), it is easy to show that lt(G ′ )A, the left ideal of A generated by lt(G ′ ), is properly contained in lt(G)A. By the Hilbert Basis Theorem 2.7, any ascending chain of left ideals of A will stabilize. Hence, after finitely many iterations of the main loop, there is no nonzero remainder any more. Hence P will be exhausted (i.e., P = ∅) after finitely many iterations of the main loop, and then the algorithm terminates and return G.
By Theorem 3.16, the return G is a Gröbner-Shirshov basis for I. The following theorem plays a key role in the Gelfand-Kirillov dimension computation in the next section. 
where s, t ∈ N, each a i , b j ∈ R, u i ∈ Irr(G), v j ∈ M, g i ∈ G. Thus, B spans A/I as an R-space.
In order to prove that B is R-linearly independent, suppose that
and that u 1 >u 2 > · · · > u t . Let f = a 1 u 1 + a 2 u 2 + · · · + a t u t . Then f = 0 and thus f ∈ I. If a 1 = 0 then lm(f ) = u 1 ∈ Irr(G); but lm(f ) ∈ Irr(G) since G is a left Gröbner-Shirshov basis for I. Hence a 1 = 0 and similarly a 2 = a 3 = · · · = a t = 0. Therefore B is R-linearly independent.
(⇐) Suppose B is an R-basis of A/I and 0 = f ∈ I. It suffices to prove that lm(f ) is right divisible by lm(g) for some g ∈ G. By Lemma 3.11, we can write
Then 0 = f = a 1 u 1 + · · · + a s u s . Since B is an R-basis of A/I, a 1 = · · · = a s = 0. Hence lm(f ) = lm(v 1 g 1 ) and thus, by Lemma 3.8, lm(f ) is right divisible by lm(g 1 ).
4 Gelfand-Kirillov dimension of cyclic A-modules
In this section, we compute the Gelfand-Kirillov dimension of cyclic modules over a differential difference algebra. We assume that the reader is familiar with the notions of gradings and filtrations of algebras and modules. We refer the reader to Chapter 6 of [17] for more details. Let A be a graded k-algebra and let M = i∈N M i be a graded left A-module. Then the Hilbert function of M is defined as the mapping:
The following lemma relates the Gelfand-Kirillov dimension and the Hilbert function of a finitely generated module over a finitely generated algebra. From now on to the end of this section, we fix the following notations. Let A = R[S, D; σ, δ] be a differential difference algebra of type (m, n), m, n ∈ N, where R is a finite field extension of k (it is easy to see that if dim k R = ∞ then GKdim(M) = ∞). Let V = {v 1 , . . . , v d } (d ∈ N) be a k-basis of R and I be a proper left ideal of A.
Denote the left A-module A/I by M. Let A i , i ∈ N, be the R-subspace of A spanned by M i = {S α D β : |α| + |β| = i}. Then each A i is spanned as a k-space by {vu : v ∈ V, u ∈ M i } and {A i } i∈N is a grading of A, i.e., (ii) The Hilbert function of M is given by
For a monomial X α e i and q ∈ N, define top q (X α e i ) = top q (X α ) and sh q (X α e i ) = sh q (u)e i . The following theorem gives a relation between the Gelfand-Kirillov dimension and a finite Gröbner-Shirshov basis for a finitely generated module over a differential difference algebra.
IF r = 0 THEN G := G ∪ {r}, P := P ∪ {{g, r} : g ∈ G} END DO q := max{tdeg x i (lm(g)) : g ∈ G, 1 ≤ i ≤ l} Return max{| top q (u)| : u ∈ Irr(G) ∩ N ≤t , sh q (u) = u}
