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Kapittel 1
Grunnleggende emner
Figur 1.1: Grunnleggende emner i matematikk.
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1.1 Tall og tallsystemer
Notasjon for tall:
N = { 1, 2, 3, 4, ... } (naturlige tall) (1.1)
Z = { ... − 4,−3,−2,−1, 0, 1, 2, 3, 4, ... } (hele tall) (1.2)
Q = { a
b
∣∣∣∣ a ∈ Z ∧ b ∈ N } (rasjonale tall) (1.3)
R = mengden av reelle tall (alle tall p˚a tall-linja) (1.4)
Mengdesymbol, listeform:
M = { 3, 6, 7, 9 } (endelig mengde) (1.5)
Mengden kan være endelig eller uendelig.
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Mengdesymbol, intervall:
[a, b] = { x | a≤x≤b } (alle reelle tall f.o.m. a t.o.m. b) (1.6)
(lukket intervall)
〈a, b〉 = { x | a<x<b } (ingen endepunkt er med) (1.7)
(˚apent intervall)
〈a, b] = { x | a < x ≤ b } (bare ene endepunktet er med) (1.8)
(halv˚apent intervall)
[a, b〉 = { x | a ≤ x < b } (bare ene endepunktet er med) (1.9)
(halv˚apent intervall)
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1.2 Algebraiske uttrykk
Generelle regler for algebra: ( algebra = regler for operajoner og relasjoner )
a+ a = 2a (1.10)
a + b = b+ a (1.11)
−(a + b) = −a− b (1.12)
−(a− b) = −a + b (1.13)
Husk:
• + foran parentes: ingen fortegnsendring
• − foran parentes: skifte alle fortegn i parentesen
Ved regning med flerleddede uttrykk:
1) Samle sammen like ledd ved a˚ summere koeffisientene
2) Løs opp parenteser

Parentesregler:
a · (b+ c) = ab+ ac (1.14)
(a + b) · (c+ d) = ac+ ad + bc + bd (1.15)
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1.3 Kvadratsetningene og konjugatsetningen
Lign.(1.15) har følgende spesialtilfeller:
(a+ b)2 = a2 + 2ab+ b2 (1. kvadratsetning) (1.16)
(a− b)2 = a2 − 2ab+ b2 (2. kvadratsetning) (1.17)
(a+ b)(a− b) = a2 − b2 (konjugatsetningen) (1.18)
Husk, n˚ar man multipliserer ut parenteser:
• (+) · (+) = +
• (+) · (−) = −
• (−) · (−) = +
Husk ogs˚a:
−a = (−1) · a (1.19)
a− b = a+ (−b) (1.20)
a · b = b · a (1.21)
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1.4 Potenser
Definisjon: ( potens )
an = a · a · a · ... · a︸ ︷︷ ︸
= n faktorer
(1.22)
hvor n= eksponent, n ∈ N , a = grunntall og a ∈ R.

Potensregler:
am · an = am+n (1.23)
a−n =
1
an
, a 6= 0 (1.24)
am
an
= ama−n = am−n (1.25)
(am)n = amn (1.26)
(a · b)n = anbn (1.27)
(
a
b
)n
=
an
bn
, b 6= 0 (1.28)
og i tillegg:
a0 = 1 (1.29)
a1 = a (1.30)
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Standardform og normalform:
1 000 = 103 (1.31)
1 000 000 = 106 (en million) (1.32)
0, 001 = 10−3 (milli) (1.33)
0, 000 000 063 = 6, 3 · 10−8 (1.34)
452 000 000 000︸ ︷︷ ︸
standardfrom
= 4, 52 · 1011︸ ︷︷ ︸
normalform
(1.35)
Generelt med 10-potens:
tall = a · 10n (1.36)
hvor n ∈ Z og a ∈ [1, 10〉.
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1.5 Kvadratrot
Definisjon: ( kvadratrot ) ( a ≥ 0 ) 1
√
a = det positive tallet som, opphøyd i 2, er ’a’ (1.37)
m.a.o. (
√
a)2 =
√
a · √a = a1/2+1/2 = a1 = a.

Regneregler: ( a, b ≤ 0 )
√
a = 2
√
a = a
1
2 (1.38)
√
a2 = a (1.39)
(
√
a)2 = a (1.40)
√
a b =
√
a
√
b (1.41)
√
a
b
=
√
a√
b
, b 6= 0 (1.42)
Generalisering:
n
√
a , a ≥ 0 (1.43)
hvor n = roteksponent, n ∈ N , a = radikand og a ∈ R.
1Man kan IKKE ta kvadratroten av et negativt tall. (Komplekse tall er ikke et tema i dette kurset.)
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Regneregler: ( a ≤ 0 )
n
√
a = a
1
n (1.44)
( n
√
a)n = n
√
an = a (1.45)
a
m
n = (a
1
n )m = ( n
√
a)m (1.46)
a−
m
n = =
1
(a
1
n )m
=
1
( n
√
a)m
(1.47)
hvor lign.(1.45), forklares via ( n
√
a)n = (a
1
n )n = a
1
✁n
✁n = a1 = a.
Legg merke til at for n = 2 i lign.(1.44) og (1.45), s˚a reproduserer man lign.(1.38) og (1.39):
√
a = a
1
2 (1.48)
(
√
a)2 = a (1.49)
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1.6 Faktorisering
Definisjon: ( faktorisering )
Faktorisering = dekomponering av et objekt (f.eks. tall uttrykk)
til andre objekt, eller faktorer.

Dette betyr at et objekt omskrives som et produkt av andre objekt.
Eksempel: ( flerleddede uttrykk )
ab+ ac− ad =
faktorisert form︷ ︸︸ ︷
a(b+ c− d) (1.50)
( felles faktor a i flerleddede uttrykk )
2a2b− 4ab = 2 · a · a · b− 2 · 2 · a · b =
faktorisert form︷ ︸︸ ︷
2 · a · b · (a− 2) (1.51)

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1.7 Brøkregning
Husk:
Man kan aldri dele p˚a 0.
1.7.1 Forkorte og utvide brøker
Forkorting av en brøk:
a ✁c
b ✁c
=
a
b
(forkorting av en brøk) (1.52)
a
b
=
a · c
b · c (utvidelse av en brøk) (1.53)
hvor den siste ligningen kan forst˚as via ( b, c 6= 0 )
a
b
=
a
b
· 1 = a
b
· c
c
=
a · c
b · c (1.54)
siden 1 = c
c
.
1.7.2 Sum av brøker
Sum av brøk med samme nevner:
a
b
+
c
b
=
a + c
b
(1.55)
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1.7.3 Multiplikasjon og divisjon med brøker
Regler for multiplikasjon og divisjon med brøker:
c · a
b
=
c · a
b
[1] (Tall multiplisert med brøk) (1.56)
a
b
· c
d
=
a · c
b · d [2] (Brøk multiplisert med brøk) (1.57)
a
b
:
c
d
=
a · d
b · c [3] (Brøk dividert med brøk) (1.58)
hvor den siste ligningen, dvs. lign.(1.58), forklares via
a
b
:
c
d
=
a
b
c
d
utvid
=
a
b
· d
c
✁d
· ✁d
regel [1]
=
ad
b
c
utvid
=
ad
✄b
· ✁b
c · b =
a · d
b · c (1.59)
Nyttige huskeregler i forbindelse med utvidelse:
• det er lov a˚ multiplisere og dele med samme tall ( utvidelse )
• a˚ multiplisere og dele er det samme som a˚ multiplisere med 1: 1 = a
a
= b
b
= c
c
( utvidelse )
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1.8 1. gradsligning med e`n ukjent
Definisjon: ( 1. gradsligning, e`n ukjent )
En ligning p˚a formen:
ax+ b = 0 (1.60)
kalles en 1. gradsligning. Her er a og b konstanter.

Operasjoner: ( for a˚ løse 1. gradsligninger (og andre type ligninger) )
Addere med samme tall p˚a begge sider x− 4 = 6 + 2x
x− 4+4 = 6 + 2x+4 (1.61)
Subtrahere med samme tall p˚a begge sider x− 4 = 6 + 2x
x− 4−6 = 6 + 2x−6 (1.62)
Multiplisere ( 6= 0) med samme tall p˚a begge sider 1
2
+
3
4
x = − 1
3
4
3
(
1
2
+
3
4
x
)
= − 4
3
1
3
(1.63)
Dividere ( 6= 0) med samme tall p˚a begge sider x− 4 = 6 + 2x
x− 4
2
=
6 + 2x
2
(1.64)
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1.9 1. gradsligning med to ukjente
Definisjon: ( 1. gradsligning, to ukjente )
En ligning p˚a formen:
ax+ by + c = 0 (1.65)
kalles en 1. gradsligning med to ukjente, eller en lineær ligning med to ukjente. Her er a og b
konstanter.

Generelt kan slike ligninger skrives:
y = a˜x + b˜ (1.66)
som bare er en alternativ m˚ate a˚ skrive lign.(1.65) p˚a.
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1.10 2. gradsligning med e`n ukjent
Definisjon: ( 2. gradsligning, e`n ukjent )
En ligning p˚a formen:
ax2 + bx+ c = 0 (1.67)
kalles en 2. gradsligning med en ukjent. Her er a, b og c konstanter.

Setning:
Ved a˚ omskrive lign.(1.67) ved hjelp av 1. kvadratsetning, s˚a kan man vise at løsningen for en 2.
gradsligning er:
x1 =
−b−√b2 − 4ac
2a
, x2 =
−b+√b2 − 4ac
2a
(1.68)
med andre ord: det er to løsninger til en 2. gradsligning med en ukjent. Her m˚a b2 − 4ac ≥ 0. 2

2Man kan IKKE ta kvadratroten av et negativt tall. Komplekse tall er ikke et tema i dette kurset.
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Setning: ( sammenheng mellom nullpunkter og faktorisering )
En 2. gradsligningen med e`n ukjent
ax2 + bx+ c = 0 (1.69)
har løsningen, dvs. røttene/nullpunkter gitt ved:
x1 =
−b−√b2 − 4ac
2a
, x2 =
−b+√b2 − 4ac
2a
(1.70)
Da kan 2. gradsligningen faktor FAKTORISERES slik:
a(x− x1)(x− x2) = 0 (1.71)

Figur 1.2: Mulige løsninger for en 2. gradsligning.
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Figur 1.3: Skjematisk illustrasjon av nullpunktene til en parabel f(x) = ax2 + bx+ c.
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1.11 3. gradsligning med en ukjent
Definisjon: ( 3. gradsligning, e`n ukjent )
En ligning p˚a formen:
ax3 + bx2 + cx+ d = 0 (1.72)
kalles en 3. gradsligning med en ukjent. Her er a, b, c og d konstanter.

Nullpunkter for 3. gradsligning:
For en 2. gradsligningen s˚a lærte vi i avsnitt 1.10 at det finnes eksplisitte formler for løsningen
av nullpunktene, se lign.(1.68). For en 3. gradsligning finnes tilsvarende formel. Men den er s˚a
kompliserte at det ikke er en del av dette kurset. Man kan likevel løse nullpunktene til noen 3.
gradsligninger ved a˚ bruke en
faktoriseringsmetode
via polynomdivisjon.
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1.12 Ulikheter
Operasjoner: ( for a˚ løse ulikheter )
Addere med samme tall p˚a begge sider 5 > 3
5+2 > 3+2 (1.73)
Subtrahere med samme tall p˚a begge sider 5 > 3
5−2 > 3−2 (1.74)
Multiplisere med positivt tall (> 0) p˚a begge sider 5 > 3
2 · 5 > 2 · 3 (1.75)
Dividere med positivt tall (> 0) p˚a begge sider 5 > 3
5
2
>
3
2
(1.76)
For ulikheter har vi i tillegg følgende regler:
Multiplisere med negativt tall (< 0), SNU tegnet 5 > 3
(−2) · 5 < (−2) · 3 (1.77)
Dividere med negativt tall (< 0), SNU tegnet 5 > 3
5
(−2) <
3
(−2) (1.78)
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For ulikheter, har vi ogs˚a følgende regel:
Aldri multiplisere eller dividere med uttrykk (1.79)
som inneholder den ukjente.
Dette fordi vi ikke vet om den ukjente er 0 eller negativ.
Men:
Det er lov a˚ legge til et negativt tall p˚a begge sider av ulikheten! (1.80)
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1.13 Polynomdivisjon
Definisjon: ( polynom )
Polynom = flerleddet uttrykk hvor de ulike leddene har ulik grad

Setning: ( 3. grads polynom, nullpunkt og faktorisering )
Dersom et 3. grads polynom:
P (x) = ax3 + bx2 + cx+ d (1.81)
har 3 forskjellige nullpunkter x1, x2 og x3, dvs. P (xi) = 0 for i=1,2,3, s˚a kan P (x) skrives:
P (x) = a (x− x1)(x− x2)(x− x3)︸ ︷︷ ︸
faktorisert form
(1.82)
dersom a 6= 0. 3

Setning: ( 3. grads polynom, nullpunkt og divisjon )
Polynomet P (x) er delelig med x− a hvis og bare hvis P (a) = 0. (1.83)
alts˚a hvis og bare hvis a er et nullpunkt til polynomet P (x).

3Hvordan tror du en tilsvarende setning er for et 17. grads polynom?
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1.14 Oversikt: nullpunkter for 1., 2. og 3. gradsligninger
1., 2. og 3. gradsligninger med e`n ukjent er gitt ved:
1. gradsligning: f(x) = ax + b (1.84)
2. gradsligning: g(x) = ax2 + bx + c (1.85)
3. gradsligning: h(x) = ax3 + bx2 + cx + d (1.86)
hvor a, b, c og d er konstanter. Størrelsen x er variabelen.
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A˚ finne nullpunktene til en funksjon f(x) betyr a˚ finne den/de
verdiene av x (1.87)
som gir
f(x) = 0 (1.88)
Her gir vi en oversikt over hvordan man finner nullpunktene til 1., 2. og 3. gradsligninger med e`n
ukjent:
1. gradslign.: ax+ b = 0 ⇒ max 1. stk nullpunkt
x = − b
a
2. gradslign.: ax2 + bx+ c = 0 ⇒ max 2. stk nullpunkt
x1,2 =
−b±√b2 − 4ac
2a
3. gradslign.: ax3 + bx2 + cx+ d = 0 ⇒ max 3. stk nullpunkt
komplisert formel /
prøve- og feilemetoden /
polynomdivisjon
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1.15 Absoluttverdi
Absoluttverdi:
| − 3| = 3 (1.89)
|3| = 3 (1.90)
dvs. en absoluttverdi er alltid positiv (eller 0).
Generelt:
|a| =


a , n˚ar a ≥ 0
−a , n˚ar a < 0
(1.91)
Husk:
√
x2 = |x| (1.92)
uansett om x er positiv eller negativ.
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1.16 Regning med prosent
Definisjon: ( prosent )
Forholdet mellom a og b kan uttrykkes i prosent, dvs. “av hundre”: 4
a
b
· 100 % (1.93)

Setning: ( %-vis endring )
N˚ar et tall endres fra a til b s˚a er den %-vise endringen:
%-vis endring =
b− a
a
· 100 % (1.94)

Figur 1.4: %-vis endring.
4Hva er promille h?
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Setning: ( %-vis endring )
Endringen i % regnes alltid ut fra det opprinnelige grunnlaget G:
%-vis endring =
E
G
· 100 % (1.95)
hvor E = endringen.

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Kapittel 2
Funksjoner
Figur 2.1: Funksjoner.
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2.1 Funksjoner
Definisjon: ( funksjon )
funksjon f = en størrelse slik at for enhver annen størrelse x s˚a finnes det
e`n og bare e`n verdi for f
hvor x ofte kalles den uavhengige variabelen eller bare argumentet, og y = f(x) kalles ofte funk-
sjonsverdien.

Definisjon: ( definisjonsmengde og verdimengde )
definisjonsmengde = alle mulige tillatte verdier av x (2.1)
verdimengde = alle mulige funksjonsverdier til y = f(x) tilhørende alle (2.2)
tillatte verdier av x

Figur 2.2: Funksjon y = f(x).
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2.2 Lineære funksjoner (rette linjer)
Definisjon: ( lineær funksjon ) 1
En lineær funksjon har formen:
y = f(x) = ax+ b (2.3)
Dette er en RETT LINJE. Her er a og b konstanter.

Det er to m˚ater en lineær funksjon kan bestemmes p˚a:
1. stigningstallet a er kjent og ett punkt (x1, y1)
2. to punkt (x1, y1) og (x2, y2)
1En lineær funksjon er en 1. gradsligning.
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1) Setning: ( enpunktsformelen for lineære funksjoner )
Dersom stigningstallet a og ett punkt (x1, y1) p˚a en rett linje er kjent s˚a er den lineære funksjonen
gitt ved:
f(x) = a · (x− x1) + y1 (2.4)
Denne formelen kalles enpunktsformelen.

2) Setning: ( topunktsformelen for lineære funksjoner )
Dersom to punkt (x1, y1) og (x2, y2) er kjent p˚a en rett linje, s˚a er den lineære funksjonen gitt ved:
f(x) =
y2 − y1
x2 − x1 · (x− x1) + y1 (2.5)
Denne formelen kalles topunktsformelen. Stigningstallet er da y2−y1
x2−x1
.

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2.3 Kvadratiske funksjoner (parabler)
Definisjon: ( kvadratisk funksjon )
En kvadratisk funksjon har formen:
f(x) = ax2 + bx+ c (2.6)
En kvadratisk funksjon kalles ogs˚a en parabel. Her er a, b og c konstanter.

I avsnitt 1.10 p˚a side 21 diskuterte vi hvordan man kan finne nullpunktene f(x) = 0 til slike
kvadratiske funksjoner. N˚a skal vi plotte og studere dem mer.
Figur 2.3: Eksempler p˚a kvadratiske funksjoner.
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Egenskaper: ( kvadratiske funksjoner )
Kvadratiske funksjoner
f(x) = ax2 + bx+ c (2.7)
har følgende egenskaper:
• a > 0 ⇒ grafen er ∪-formet, “smiley face”.
• a < 0 ⇒ grafen er ∩-formet, “sad face”.
• Dersom b2 − 4ac ≥ 0 har f(x) nullpunkt(er), dvs. f(x) skjærer x-aksen f(x) = 0, se lign.(1.68):
x1 =
−b−√b2 − 4ac
2a
, x2 =
−b+√b2 − 4ac
2a
(2.8)
• Dersom b2 − 4ac < 0, s˚a er det ingen nullpunkter. Videre:
a > 0 : grafen ligger i sin helhet over x-aksen
a < 0 : grafen ligger i sin helhet under x-aksen

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2.4 Kubiske funksjoner
Definisjon: ( kubisk funksjon )
En kubisk funksjon har formen:
f(x) = ax3 + bx2 + cx + d (2.9)
Her er a, b, c og d konstanter.

I avsnitt 1.11 p˚a side 24 diskuterte vi hvordan man kan finne nullpunktene f(x) = 0 til slike
kubiske funksjoner. N˚a skal vi plotte og studere dem mer.
2.5 Rasjonale funksjoner
Definisjon: ( rasjonale funksjon )
En ligning p˚a formen
f(x) =
P (x)
Q(x)
(2.10)
kalles en rasjonal funksjon. Her er P (x) og Q(x) polynomer.

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2.5.1 Hyperbel
Definisjon: ( hyperbel )
En hyperbel er en funksjon p˚a formen:
f(x) =
ax+ b
cx+ d
(2.11)
Her er a, b, c og d konstanter.
Egenskaper: ( hyperbel )
• en ukjent
• variabelen x kan være b˚ade i teller og nevner
• vertikal asymptote: cx+ d = 0 ⇒ x = −d
c
• horisontal asymptote: limx→∞ ax+bcx+d ⇒ y = ac
2.6 Parametrisering
Definisjon: ( parametrisering )
parametrisering = det at en ligning eller et uttrykk har en bokstav som
betraktes som en konstant eller en ukjent størrelse (2.12)

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Kapittel 3
Derivasjon
Figur 3.1: Deriverte.
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3.1 Derivasjon
Definisjon: ( deriverte, med ord )
f ′(a) = den deriverte til funksjonen y = f(x) i punktet x = a (3.1)
= stigningstallet til tangenten til grafen i punktet x = a (3.2)

Figur 3.2: Den deriverte i punktet x = a, dvs. stigningstallet til tangenten i punktet x = a.
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Definisjon: ( deriverte, teknisk og med ord )
f ′(x) = lim
∆x→0
∆y
∆x
= lim
∆x→0
f(x+∆x)− f(x)
∆x
(3.3)
= stigningstallet for tangenten ix = a (3.4)
= stigningen i punktet( x, f(x) )p˚a grafen (3.5)

Figur 3.3: Gjennomsnittlig endring.
Kommenterer:
• den deriverte = en grenseverdi
• den deriverte = stigningstallet til tangenten
• Dersom grenseverdien eksisterer i et punkt x = a s˚a sies funksjonen a˚ være deriverbar i
punktet.
• Tolking:
– et m˚al for hvor rasktfunksjonen endrer seg i punktet
– et m˚al for “bratthet’
Ofte brukes notasjonen: f ′(x) = d f(x)
dx
.
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3.2 Derivasjonsregler
Generelle derivasjonsregler: 1
f(x) = axn ⇒ f ′(x) = n · axn−1 , n ∈ R (3.6)
og
f(x) = k ⇒ f ′(x) = 0 (3.7)
f(x) = g(x) + h(x) ⇒ f ′(x) = g′(x) + h′(x) (3.8)
f(x) = g(x)− h(x) ⇒ f ′(x) = g′(x)− h′(x) (3.9)
f(x) = k · g(x) ⇒ f ′(x) = k · g′(x) (3.10)
Spesielle derivasjonsregler:
f(x) = x ⇒ f ′(x) = 1 (3.11)
f(x) =
1
x
⇒ f ′(x) = − 1
x2
, n˚ar x 6= 0 (3.12)
f(x) =
√
x ⇒ f ′(x) = 1
2
√
x
(3.13)
1Derivasjonsreglene presentert her kan utledes ved a˚ bruke definisjonen av derivasjon i lign.(3.3).
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3.2.1 Minimum enhetskostnad TEKmin
Dette eksempelet illustrerer det man lærer i “BØK100 Bedriftsøkonomi”:
Minimum enhetskostnad, dvs. minimum av TEK(x), er bestemt ved: 2 (TEK ′(x) = d TEK(x)
dx
)
minimum enhetskostnad TEKmin ⇒ stigningstallet = 0 dvs. d TEK
dx
= 0 (3.14)
NB:
For a˚ forsikre oss om at vi har et minimum (og ikke et maksimum) s˚a m˚a 2. derivasjonstesten
utføres. Dette kommer vi se nærmere p˚a senere, se kapittel (3.6).
Figur 3.4: Stigningstall, dvs. TEK ′(x), for tre forskjellige punkt p˚a kurven TEK(x).
2I “BØK100 Bedriftsøkonomi” presenteres to ma˚ter a˚ finne TEKmin p˚a:
1. Den deriverte av TEK(x) er null: d TEK(x)
dx
= 0
2. Den deriverte av TK(x) er lik TEK: d TK(x)
dx
= TEK
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3.2.2 Maksimalt resultat TRmax
Dette eksempelet illustrerer det man lærer i “BØK100 Bedriftsøkonomi”:
Maksimalt resultat (vinningsoptimum), dvs. maksimum av TR, er bestemt ved:
d TR(x)
dx
= 0 (3.15)
d
dx
(
TI(x) − TK(x)
)
= 0 (3.16)
d TI(x)
dx
− d TK(x)
dx
= 0 (3.17)
d TI(x)
dx︸ ︷︷ ︸
grenseinntekt
=
d TK(x)
dx︸ ︷︷ ︸
grensekostnad
(3.18)
maksimalt totalt res. TRmax ⇒ stigningstallet = 0 dvs. d TR(x)
dx
= 0 (3.19)
⇒ grenseinntekt = grensekostnad
dvs.
d TI(x)
dx
=
d TK(x)
dx
(3.20)
Figur 3.5: Stigningstall, dvs. TR′(x), for tre forskjellige punkt p˚a kurven TR(x).
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NB:
For a˚ forsikre oss om at vi har et maksimum (og ikke et minimum) s˚a m˚a 2. derivasjonstesten
utføres. Dette kommer vi se nærmere p˚a senere, se kapittel (3.6).
Kommentarer:
• En bedrift tilpasser seg optimalt ved a˚ velge en pris og produksjonsmengde slik at:
d TI(x)
dx
=
d TK(x)
dx
(3.21)
dvs.
grenseinntekt = grensekostnad (3.22)
• I eksemplet p˚a forrige side:
TEKmin ⇒ x = 366.65 (3.23)
TRmax ⇒ x = 760.87 (3.24)
Alts˚a:
minimum enhetkostnad er ikke sammenfallende med maksimum totalt resultat (3.25)
Det betyr at den billigste m˚aten a˚ produsere p˚a ikke er den optimale mhp. profitt!

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3.3 Derivasjon av produkt- og brøkfunksjoner
Generelle derivasjonsregler: ( produkt- og brøkfunksjoner )
f(x) = u · v ⇒ f ′(x) = u′v + uv′ (3.26)
f(x) =
u
v
⇒ f ′(x) = u
′v − uv′
v2
(3.27)
Dette kan ogs˚a skrives p˚a følgende ekvivalente form:
f(x) = g(x) · h(x) ⇒ f ′(x) = g′(x)h(x) + g(x)h′(x) (3.28)
f(x) =
g(x)
h(x)
⇒ f ′(x) = g
′(x)h(x)− g(x)h′(x)
[h(x)]2
(3.29)
Figur 3.6: Regneregelen i lign.(3.26) kan huskes via “indianerfjærhuskeregelen”.
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3.4 Kjerneregelen
Setning: ( kjerneregelen )
Dersom y = g(u) er en funksjon av u, der u = h(x) er en funksjon av x, da er y = f(x) en
sammensatt funksjon av x med derivert:
f ′(x) = g′(u) · u′ (3.30)
En alternativ m˚ate a˚ skrive denne ligningen p˚a er:
d f(x)
dx
=
g(u)
du
· du
dx
(3.31)

49
3.5 Lokale ekstremalpunkt
Setning: ( lokale ekstremalpunkter )
Anta at f(x) er kontinuerlig.
De lokale ekstremalpunktene til f(x) er de punktene hvor f ′(x) skifter fortegn:
f ′(x) skifter fra + til − ⇒ lokalt maksimum (3.32)
f ′(x) skifter fra − til + ⇒ lokalt minimum (3.33)

3.6 2. deriverte
Definisjon: ( 2. deriverte, med ord )
f ′′(a) = den 2. deriverte til funksjonen y = f(x) i punktet x = a (3.34)
= stigningstallet til den 1. deriverte f ′(x) i punktet x = a (3.35)

Definisjon: ( deriverte, teknisk )
f ′′(x) = lim
∆x→0
∆y
∆x
= lim
∆x→0
f ′(x+∆x)− f ′(x)
∆x
(3.36)

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3.7 Vendepunkter
Setning: ( vendepunkt )
Dersom
f ′′(a) = 0 og skifter fortegn i x = a (3.37)
s˚a er x = a et vendepunkt.

Et vendepunkt er karakterisert ved at f ′′(x) skifter fortegn i dette punktet.
3.8 Globale ekstremalpunkt
Setning: ( ekstremalverdisetningen )
Dersom en funksjon f er kontinuerlig og definert i et lukket og begrenset intervall:
[a, b] (3.38)
vil f oppn˚a b˚ade
globalt max og globalt min (3.39)

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3.9 2. derivasjonstesten
Setning: ( 2. derivasjonstesten )
Anta at c er et kritisk punkt hvor
f ′(c) = 0 (3.40)
s˚a gjelder
f ′′(c) < 0 ⇒ x = c er et lokalt maksimum (3.41)
f ′′(c) = 0 ⇒ testen gir oss ingen relevant informasjon (3.42)
f ′′(c) > 0 ⇒ x = c er et lokalt minimum (3.43)

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3.10 Elastistieter
Definisjon: ( gjennomsnitts elastisiteten, relativ )
Gjennomsnitts elastisiteten av etterspørsel x med hensyn p˚a y i intervallet [y, y +∆y]:
rel. endring i etterspørsel x
rel. endring i y
=
∆x
x
∆y
y
=
∆x
∆y
· y
x
(3.44)
hvor
∆x = endringen i x ( etterspørsel ) (3.45)
∆y = endringen i y ( f.eks. pris, inntekt, osv. ) (3.46)

Alternativt kan vi inkludere faktoren “100 %” i lign.(3.44) slik at man f˚ar et uttrykk for den
%-vise endringen istedet for den relative:
Definisjon: ( gjennomsnitts elastisiteten, %-vis )
Gjennomsnitts elastisiteten av etterspørsel x med hensyn p˚a y i intervallet [y, y +∆y]:
%-vis endring i etterspørsel x
%-vis endring i y
=
∆x
x
· 100 %
∆y
y
· 100 % =
∆x
∆y
· y
x
(3.47)
hvor
∆x = endringen i x ( etterspørsel ) (3.48)
∆y = endringen i y ( f.eks. pris, inntekt, osv. ) (3.49)

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Definisjon: ( momentan elastisiteten )
Momentan elastisiteten av etterspørselen x med hensyn p˚a y ( f.eks. pris, inntekt, osv. ):
Ey(x) =
d x(y)
dy
· y
x(y)
(3.50)
hvor
d x(y)
dy
= den deriverte av etterspørselen x mhp. y ( f.eks. pris, inntekt osv. ) (3.51)

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3.10.1 3 kategorier: Priselastisitet
Priselastistiteten
Ep(x) =
d x(p)
dp
· p
x(p)
(3.52)
deles ofte inn i 3 kategorier:
1. Ep(x)> −1 : ( f.eks. Ep(x) = −0.8 )
• etterspørselen er lite følsom for prisendring
• en prisendring gir bare en liten endring i etterspørsel
• varen er uelastisk
2. Ep(x) = −1 :
• etterspørselen har samme følsomhet som prisen
• den relative stor prisendring = den relative endring i etterspørsel
• varen er nøytralelastisk
3. Ep(x)< −1 : ( f.eks. Ep(x) = −1.3 )
• etterspørselen er følsom for prisendring
• en prisendring gir en stor endring i etterspørsel
• varen er elastisk
NB:
Legg merke til at etterspørselen mhp. prisen normalt er et negativt tall. Dette fordi en økning i
prisen normalt medfører en nedgang i etterspørselen.
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Figur 3.7: Tre kategorier: priselastisitet Ep(x).
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Kapittel 4
Eksponensial- og logaritmefunksjoner
Figur 4.1: Eksponentiell vekst.
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4.1 Eksponensialfunksjonen
P˚a side 12 definerte vi en potens ved: ( se lign.(1.22) )
f(n)
lign.(1.22)
= an (4.1)
hvor n = eksponent, n ∈ N , a = grunntall og a ∈ R.
Definisjon: ( eksponensialfunksjon )
Eksponensialfunksjon f(x) er definert ved:
f(x) = ax (4.2)
hvor x = eksponent, x ∈ R, a = grunntall og a > 0.

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Definisjon: ( eksponensialfunksjon
NB!︷ ︸︸ ︷
m/grunntall e )
Eksponensialfunksjon f(x) med grunntall e er definert ved:
f(x) = ex (4.3)
hvor x = eksponent, x ∈ R og grunntall e = 2.7 1828 1828 45 90 45 ....

Denne definisjonen er motivert ut fra at faktoren foran eksponenstialfunksjonen til den deriverte
er 1. Dette er s˚a viktig at vi formulerer det i en egen setning:
Setning: ( eksponensialfunksjon
NB!︷ ︸︸ ︷
m/grunntall e )
Eksponensialfunksjon f(x) = ex er lik sin egen deriverte:
f ′(x) = ex (4.4)
hvor x = eksponent, x ∈ R og grunntall e = 2.7 1828 1828 45 90 45 ....

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Setning: ( Eulers tall e )
Eulers tall e kan bestemmes av en grenseverdi. Denne grenseveriden er:
lim
x→∞
(
1 +
1
x
)x
= e (4.5)
hvor e = 2.7 1828 1828 45 90 45 ....

Figur 4.2: Funksjonen f(x) = (1 + 1
x
)x.
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Siden eksponensialfunksjonen f(x) = ex er bare et spesieltilfelle av potensfunksjonen g(x) = ax,
med a = e = 2.7 1828 1828 45 90 45 ... s˚a gjelder samme potensregler som ble presentert p˚a side 12:
( a→ e )
ex · ey = ex+y (4.6)
e−x =
1
ex
(4.7)
ex
ey
= exe−y = ex−y (4.8)
(ex)y = exy (4.9)
(e · e)x = exex = e2x (4.10)
(
e
e
)x
=
ex
ex
= 1 (4.11)
og i tillegg:
e0 = 1 (4.12)
e1 = e (4.13)
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4.2 Dimensjonsanalyse
Definisjon: ( dimensjonsanalyse ) 1
dimensjonsanalyse = analyse av en matematisk ligning
hvor man sjekker at dimensjonen, dvs. benevningen, er riktig (4.14)

1Istedet for dimensjon brukes ogs˚a ofte ordet “benevning”.
62
4.3 Logaritmer
Definisjon: ( logaritmen m/10 som grunntall ) 2
Logaritmen til et tall x er den eksponenten vi m˚a opphøye 10 i for a˚ f˚a x:
10log(x) = x (4.15)
alts˚a log(x) = logaritmen = det tallet vi m˚a opphøye 10 i︸ ︷︷ ︸
NB!
for a˚ f˚a x.

Definisjon: ( logaritmen m/e som grunntall )
Logaritmen til et tall x er den eksponenten vi m˚a opphøye Euleers tall e i for a˚ f˚a x:
eln(x) = x (4.16)
alts˚a ln(x) = den naturlige logaritmen = det tallet vi m˚a opphøye e i︸ ︷︷ ︸
NB!
for a˚ f˚a x.

2Kalles ogs˚a den Briggske logaritme.
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4.3.1 Regneregler
Ved a˚ bruke definisjonen av den naturlige logaritmen sammen med regnereglene for potenser fra
side 12 s˚a innser man:
ln(a · b) = ln a + ln b a, b > 0 (4.17)
ln
(
a
b
)
= ln a − ln b a, b > 0 (4.18)
ln(ap) = p · ln a a > 0 (4.19)
og i tillegg:
ln 1 = 0 (4.20)
ln e = 1 (4.21)
ln ex = x (4.22)
elnx = x , x > 0 (4.23)
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Akkurat de samme regnereglene gjelder for dersom man har grunntall 10 istedet for Eulers tall e.
Begrunnelsen er helt analog som for tilfellet p˚a forrige side. Derfor skriver vi bare opp reglene:
log(a · b) = log a + log b a, b > 0 (4.24)
log
(
a
b
)
= log a − log b a, b > 0 (4.25)
log(ap) = p · ln a a > 0 (4.26)
og i tillegg:
log 1 = 0 (4.27)
log 10 = 1 (4.28)
log 10x = x (4.29)
10log x = x , x > 0 (4.30)
NB:
• Det finnes ingen enkle regler for log(a+ b) eller log(a− b).
• log x er bare definert for positive verdier av x.
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Egenskaper til ln-funksjonen: ( f(x) = ln x )
• Definisjonsmengde til f(x): Df = 〈0,∞〉
• Definisjonsmengde til f(x): Vf = 〈−∞,∞〉
• ln x er strengt voksende i hele Df
• Grafen skjærer x-aksen i x = 1 siden ln 1 = 0
• limx→∞ f(x) =∞ og limx→0+ f(x) = −∞
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4.4 Deriverte av lnx
Setning: ( derivarte av ln x )
Den deriverte av f(x) = ln x er:
f ′(x) =
1
x
(4.31)

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Kapittel 5
Følger og rekker
Figur 5.1: Følger og rekker.
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5.1 Summetegnet
Setning: ( regneregler for summetegn )
n∑
i=1
ai +
n∑
i=1
bi =
n∑
i=1
( ai + bi ) (5.1)
n∑
i=1
c · ai = c
n∑
i=1
ai (5.2)
n∑
i=1
(a1 + c) =
n∑
i=1
ai + n · c (5.3)

5.2 Aritmetiske rekker
Definisjon: ( aritmetisk rekke )
En rekke er aritmetisk dersom differensen d mellom et ledd og det p˚afølgende er KONSTANT,
dvs.
ai+1 = ai + d (5.4)
hvor d = konstant og kalles differens.

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5.2.1 Sum av en aritmetiske rekke
Setning: ( sum av ARITMETISK rekke )
Summen Sn =
∑n
i=1 ai av en aritmetisk rekke
ai+1 = ai + d (5.5)
er
Sn =
n · (a1 + an)
2
(5.6)
Siden
an = a1 + (n− 1) · d (5.7)
for en aritmetisk rekke s˚a kan summen alternativt skrives:
Sn = n ·
(
a1 +
(n− 1) · d
2
)
(5.8)

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5.3 Geometriske rekker
Definisjon: ( geometrisk rekke )
En rekke er geometrisk dersom et ledd er lik det foreg˚aende multiplisert med en konstant, dvs.
ai+1
ai
= k (5.9)
hvor k = konstant og kalles kvotient.

5.3.1 Sum av en geometriske rekke
Setning: ( sum av GEOMETRISK rekke, endelig n ) 1
Endelig n: 2
i) k 6= 1:
Summen
Sn =
n∑
i=1
ai = a1 + a2 + ... + an (5.10)
av en geometrisk rekke ai+1
in
= k er
Sn = a1 · k
n − 1
k − 1 (k 6= 1) (5.11)
1Sammenlign denne setningen med den p˚a side 75.
2Senere i dette kapitlet skal vi se p˚a uendelige summer, dvs. hvor n→∞.
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ii) k = 1:
Dersom k = 1, dvs. alle leddene er like, s˚a er summen:
Sn = a1 · n (k = 1) (5.12)

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5.4 Konvergente og divergente rekker: n→∞
Definisjon: ( konvergens og divergens )
lim
n→∞
Sn = S ⇔ rekken konvergerer (5.13)
lim
n→∞
Sn eksisterer ikke ⇔ rekken divergerer (5.14)

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5.5 Aritmetiske rekker: n→∞
Setning: ( uendelig sum av en aritmetisk rekke )
Den uendelig summen limn→∞ Sn av en aritmetisk rekke:
ai+1 = ai + d (5.15)
er
DIVERGENT (5.16)
bortsett fra det trivielle tilfellet hvor a1 = 0 og d = 0. Da er:
lim
n→∞
Sn = 0 (5.17)

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5.6 Geometriske rekker: n→∞
Setning: ( sum av GEOMETRISK rekke, uendelig n ) 3
Uendelig n:
i) −1 < k < 1:
Dersom −1 < k < 1 s˚a er den uendelige summen:
S = lim
n→∞
Sn (5.18)
av en geometrisk rekke ai+1
ai
= k gitt ved:
S =
a1
1− k (5.19)
ii) k ≤ −1 eller k ≥ 1:
For k ≤ −1 eller k ≥ 1 DIVERGERER den uendelige summen.

Figur 5.2: Divergens og konvergens for geometrisk rekke k = ai+1
ai
3Sammenlign denne setningen med den p˚a side 71.
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Kapittel 6
Finansmatematikk
Figur 6.1: Finansmatematikk.
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6.1 Oversikt
Rekker og følger spiller en viktig rolle i finansmatematikk, dvs. pengenes tidsverdi. Figuren neden-
for viser en oversikt over hva vi skal ta opp som tema i dette avsnittet om FINANSMATEMATIKK.
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6.2 Aritmetisk rekke: Seriel˚an
Et seriel˚an tilbakebetales med like store, alts˚a konstante, AVDRAG ved hver terminbetaling gjen-
nom hele nedbetalingstiden. Etter hvert som avdragene reduserer l˚anet, blir rentebetalingen stadig
mindre. Terminbeløpet blir derfor lavere for hver gang.
Dersom seriel˚anet er K0 og det skal tilbakebetales p˚a n terminer s˚a er terminbeløpet:
avtar︷ ︸︸ ︷
terminbeløp =
konstant︷ ︸︸ ︷
avdrag︸ ︷︷ ︸
=
K0
n
+
avtar︷ ︸︸ ︷
renter (6.1)
6.2.1 Rente Rserien ved seriel˚an
Setning: ( rente Rserien i et seriel˚an )
Den totale rentebeløpet som m˚a betales for et seriel˚an i l˚anets løpetid er gitt ved:
Rserien = K0 · r
n + 1
2
(6.2)
Rserien = det totale rentebeløpet etter n terminer (6.3)
K0 = størrelsen p˚a seriel˚anet (6.4)
n = antall terminer for tilbakebetaling (6.5)
r = rente (6.6)

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6.3 Geometrisk rekke: Annuitetsl˚an
Et annuitetsl˚an tilbakebetales med like store, alts˚a konstante, TERMINBELØP ved hver termin-
betaling gjennom hele nedbetalingstiden. Etter hvert som avdragene reduserer l˚anet, blir rentebe-
talingen stadig mindre: 1
konstant︷ ︸︸ ︷
terminbeløp︸ ︷︷ ︸
= K
=
øker︷ ︸︸ ︷
avdrag +
avtar︷ ︸︸ ︷
renter (6.7)
Sammenlign denne ligningen med den tilsvarende for seriel˚an, se lign.(6.1).
6.3.1 Renteformelen Kn og n˚averdi K0
Definisjon: ( renteformelen Kn, rentesrente )
Renteformelen er: 2
Kn = K0 · (1 + r)n︸ ︷︷ ︸
akk.faktor
(6.8)
hvor
Kn = kapitalen etter n terminer (6.9)
K0 = startkapital, dvs. kapital etter 0 terminer: n˚averdi (6.10)
r =
p
100
= rente med p % per termin (6.11)
n = antall terminer (6.12)

1Annuitet er en konstantstrøm som best˚ar av en rekke med like store beløp.
2Faktoren (1 + r)n kalles akkumuleringsfaktoren.
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Denne formelen kan vi løse mhp. K0. Startkapitalen K0 kalles n˚averdi, dvs. den kapitalen du har
i dag. 3
Definisjon: ( n˚averdi K0 )
N˚averdien K0 er:
4
K0 = Kn · 1
(1 + r)n︸ ︷︷ ︸
diskont.faktor
(6.13)
hvor
K0 = n˚averdi, dvs. kapital etter 0 terminer, startkapital (6.14)
Kn = kapitalen etter n terminer (6.15)
r =
p
100
= rente med p % per termin (6.16)
n = antall terminer (6.17)

3I BØK300 Bedriftskonomi 2 brukes ogs˚a K0 som notasjon for n˚averdi. Men i BØK100 Bedriftskonomi 1 bruks
NV for n˚averdi istedet for K0. I dette matematikkurset skal vi bruke K0. Notasjonsmessig har alts˚a: K0 = NV .
4Faktoren 1/(1 + r)n kalles diskonteringsfaktoren.
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6.3.2 Oppsparingsannuitet Sannn
Setning: ( oppsparingsannuitet Sannn )
Dersom man setter av kapitalen K ved begynnelsen av hver termin s˚a er oppspart beløp Sannn
en termin etter siste termin n, gitt ved:
Sannn = K · (1 + r)
(1 + r)n − 1
r
(6.18)
Sannn = oppspart beløp en termin etter siste termin n (6.19)
K = sparebeløp per temin (6.20)
n = antall terminer (6.21)
r = rente (6.22)
Oppspart beløp Sann, un umiddelbart etter at siste beløp K er avsatt, er:
Sann, un = K ·
(1 + r)n − 1
r
(6.23)

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6.3.3 N˚averdi K0 av etterskuddsannuitet
Setning: ( n˚averdi K0 ved etterskuddsannuitet )
Dersom man ønsker a˚ ta ut/m˚a betalte tilbake samme beløp K i hver termin s˚a m˚a startkapitalen,
dvs. n˚averdien K0, være:
K0 = K · (1 + r)
n − 1
r · (1 + r)n︸ ︷︷ ︸
annuitetsfaktor
(6.24)
hvor
K0 = n˚averdien , dvs. startkapitalen (6.25)
K = uttak/tilbakebetalingsbeløp per termin, terminbeløp (6.26)
n = antall terminer (6.27)
r = terminrente (6.28)
Formelen forutsetter at første utbetaling skjer EN TERMIN etter startinnskuddet/n˚averdien K0.
En alternativ m˚ate a˚ skrive lign.(6.24) p˚a er:
K0 = K ·
1− 1
(1+r)n
r︸ ︷︷ ︸
annuitetsfaktor
(6.29)

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6.3.4 N˚averdi K0 ved utbetaling til evig tid, dvs. n→∞
Setning: ( n˚averdi K0 ved etterskuddsannuitet og utbetaling til EVIG TID )
Dersom man ønsker a˚ ta ut/m˚a betalte tilbake samme beløp K til EVIG TID i hver termin s˚a m˚a
startkapitalen, dvs. n˚averdien K0, være:
K0 = K · 1
r︸︷︷︸
ann.faktor
(6.30)
hvor
K0 = n˚averdien , dvs. startkapitalen (6.31)
K = uttak/tilbakebetalingsbeløp per termin, terminbeløp (6.32)
r = terminrente (6.33)
Formelen forutsetter at første utbetaling skjer EN TERMIN etter startinnskuddet/n˚averdien K0.

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6.3.5 Terminbeløp K ved annuitetsl˚an
Setning: ( terminbeløp K ved annuitetsl˚an )
Dersom startkapitalen, dvs. n˚averdien, er K0 og man ønsker a˚ ta ut/m˚a betale tilbake samme
beløp K i hver termin, da er dette konstante terminbeløpet K er gitt ved:
K = K0 · r · (1 + r)
n
(1 + r)n − 1︸ ︷︷ ︸
inv. annuitetsfaktor
(6.34)
K = uttak/tilbakebetalingsbeløp per termin, terminbeløp (6.35)
K0 = n˚averdien, dvs. startinnskudd (6.36)
n = antall terminer (6.37)
r = terminrente (6.38)
Formelen forutsetter at første utbetaling/tilbakebetaling skjer en termin etter startinnskuddet K0.
En alternativ m˚ate a˚ skrive lign.(6.34) p˚a er:
K = K0 · r
1− 1
(1+r)n︸ ︷︷ ︸
inv. annuitetsfaktor
(6.39)

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6.3.6 Rente Rannn ved annuitets˚an
Setning: ( rente Rannn i et annuitetsl˚an )
5
Den totale rentebeløpet som m˚a betales for et annuitetsl˚an i l˚anets løpetid er gitt ved:
Rannn
lign.(6.2)
= K0 ·
[
n · r
1− 1
(1+r)n
− 1
]
(6.41)
Rannn = det totale rentebeløpet etter n terminer (6.42)
K0 = størrelsen p˚a annuitetsl˚anet, dvs. n˚averdi (6.43)
n = antall terminer for tilbakebetaling (6.44)
r = rente (6.45)

5Til sammenligning: Den totale renten for et seriel˚an er gitt ved lign.(6.2):
Rserie
n
= K0 · r n+ 1
2
(6.40)
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6.4 Kontinuerlig rente Kt
Setning: ( kontinuerlig rente Kt, sluttkapital )
I renteformelen:
Kn
lign.(6.8)
= K0 · (1 + r)n (6.46)
er kapitaliseringen av renten realisert ved slutten av hver termin. Ved kontinuerlig rente er slutt-
kapitalen gitt ved:
Kt = K0 e
r·t (6.47)
hvor
Kt = kapitalen etter t terminer, sluttkapital (6.48)
K0 = startkapital, dvs. n˚averdi (6.49)
r =
p
100
= rente med p % per termin (6.50)
t = ANTALL terminer (dimensjonsløs) (6.51)

N˚averdien K0 kan løses trivielt ut fra lign.(6.47):
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Setning: ( kontinuerlig rente, n˚averdi K0 )
I renteformelen:
Kn
lign.(6.8)
= K0 · (1 + r)n (6.52)
er kapitaliseringen av renten realisert ved slutten av hver termin. Ved kontinuerlig rente er n˚averdien
gitt ved:
K0 = Kt e
−r·t (6.53)
hvor
K0 = startkapital, dvs. n˚averdi (6.54)
Kt = kapitalen etter t terminer (6.55)
r =
p
100
= rente med p % per termin (6.56)
t = ANTALL terminer (dimensjonsløs) (6.57)

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Kapittel 7
Integraler
Figur 7.1: Integral.
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7.1 Integrasjon = MOTSATTE av derivasjon
Setning: ( det ubestemte 1 integralet / antideriverte )
Anta at f(x) er en kontinuerlig funksjon. Da er: 2
∫
f(x) dx = F (x) + C ⇔ d F (x)
dx
= f(x) (7.1)
hvor C = en konstant og F (x) = antideriverte til f(x). 3

Noen generelle regneregler for integrasjon:
∫
k dx = kx + C (7.2)
∫
xn dx =
xn+1
n+ 1
+ C (7.3)
∫
1
x
dx = ln |x| + C x 6= 0 (7.4)
∫
1
x+ a
dx = ln |x+ a| + C x+ a 6= 0 (7.5)
∫
eax dx =
eax
a
+ C (7.6)
1Med ubestemte integralet menes at startpunktet og sluttpunktet er ubestemt.
2Dette med kontinuitet er en betingelse som ma˚ være oppfylt for at f(x) skal være integrerbar. De fleste
funksjonne som vi bruker i dette kurset er integrerbare.
3Husk at notasjonen dF (x)
dx
= F ′(x) ogs˚a ofte brukes om den deriverte.
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7.2 Integrasjon = SUM av mange sm˚a areal
Arealet A under en funksjon f(x) er: ( ∆x ≡ xi+1 − xi )
A = SUM av ∞ mange sm˚a rektangel under grafen f(x) mellom a og b (7.7)
= lim
n→∞
n∑
i=1
f(xi)∆x (7.8)
=
∫ b
a
f(x) dx (7.9)
Figur 7.2: Arealet A.
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7.3 Integrasjon = areal under en grafen
Setning: ( det bestemte integralet / antideriverte ) 4
Anta at f(x) er en kontinuerlig funksjon. Da er: 5
∫ b
a
f(x) dx = F (b)− F (a) (7.10)
hvor
d F (x)
dx
= f(x) (7.11)

En alternativ m˚ate a˚ skrive setningen ovenfor p˚a:
Den geometriske tolkningen av integralet i lign.(7.10) er arealet A avgrenset av intervallet [a, b]:
A =
∫ b
a
f(x) dx = F (b)− F (a) (7.12)
hvor
d F (x)
dx
= f(x) (7.13)

4Denne setningen kalles ofte “integralregningens fundamentalsats” og er en svært viktig setning.
5Dette med kontinuitet er en ma˚ være oppfylt for at f(x) skal være integrerbar. S˚a og si alle funkjonene som vi
bruker i dette kurset er integrerbare.
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7.4 Noen regneregler
Her setter vi opp noen generelle regneregler uten bevis. Stemmer disse regnelen med din intuisjon?
∫ b
a
f(x) dx =
∫ c
a
f(x) dx +
∫ b
c
f(x) dx (a ≤ c ≤ b) (7.14)
∫ b
a
f(x) dx = −
∫ a
b
f(x) dx (7.15)
∫ b
a
[ f(x) + g(x) ] dx =
∫ b
a
f(x) dx +
∫ b
a
g(x) dx (7.16)
∫ b
a
k · f(x) dx = k
∫ b
a
f(x) dx (k = konstant) (7.17)
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Kapittel 8
Funksjoner av flere variabler
Figur 8.1: Funksjon med to variable. Sadelpunkt.
93
8.1 Funksjoner av to variable
Definisjon: ( funksjon av to variable )
z = f(x, y) = funksjon av x og y hvor det for hver verdi av tallparet (x, y) kun finnes
en og bare en verdi for f(x, y) (8.1)
hvor x og y ofte kalles de uavhengige variabelene eller bare argumentet og z = f(x, y) kalles ofte
funksjonsverdien.

Definisjon: ( definisjonsmengde og verdimengde )
definisjonsmengde = alle mulige tillatte verdier av x og y (8.2)
verdimengde = alle mulige funksjonsverdier til z = f(x, y) tilhørende alle (8.3)
tillatte verdier av x og y

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8.2 Grafisk fremstilling av funksjoner av to variable
Det er vanlig a˚ si at:
• rett linje: en dimensjon, 1D
• et plan: to dimensjoner, 2D
• et “rom”: tre dimensjoner, 3D
Figur 8.2: Man trenger et 3D rom for a˚ illustrere funksjoner av to variable, z = f(x, y).
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8.3 Grafisk fremstilling og niv˚akurver
Definisjon: ( niv˚akurve )
Gitt funksjonen z = f(x, y) av to variable x og y. Niv˚akruven i høyde c over (eller under) xy-planet
kan da skrives:
c = f(x, y) (8.4)
Dette er skjæringskurven mellom grafen f og det horisontrale planet z = c.

Figur 8.3: Venstre: paraboloiden f(x, y) = x2 + y2. Høyre: niv˚akurver forf(x, y).
96
8.4 Partielle deriverte
Definisjon: ( partiell deriverte, deriverte med to variabler, med ord ) 1
∂ f(x, y)
∂x
∣∣∣∣
x=a,y=b
=
∂ f(a, b)
∂x
(8.5)
= den deriverte til funksjonen z = f(x, y) mhp. x
i punktet x = a og y = b (8.6)
= stigningstallet til grafen i punktet x = a og y = b
i x-retning (8.7)

Figur 8.4: Venstre: ∂ f(x,y)
∂x
. Høyre: ∂ f(x,y)
∂y
.
1mhp. = med hensyn p˚a
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Definisjon: ( partiell deriverte, teknisk )
∂f(x, y)
∂x
= lim
∆x→0
f(x+∆x, y)− f(x, y)
∆x
(8.8)
∂f(x, y)
∂y
= lim
∆y→0
f(x, y +∆y)− f(x, y)
∆y
(8.9)

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8.5 Kjerneregelen (for en funksjon med to variable)
Setning: ( kjerneregelen m/to variabler )
Dersom z = f(x, y) er en funksjon hvor b˚ade x og y er avhengige av t, da gjelder:
d f(x, y)
dt
=
d f(x, y)
dx
· dx
dt
+
d f(x, y)
dy
· dy
dt
(8.10)

Setning: ( stigningstallet til en niv˚akurve )
Stigningstallet d y
dx
= y′ til et punkt p˚a en niv˚akurve:
F (x, y) = c (c = konstant) (8.11)
er gitt ved:
d y
dx
= −
dF (x,y)
dx
dF (x,y)
dy
(8.12)

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Definisjon: ( marginal substituasjonsbrøk “MSB” ) 2
Den marginale substitusjonsbrøken MSB for en indifferenskruve:
U(x1, x2) = U0 (U0 = konstant) (8.13)
er definert ved:
MSB = − d x2
dx1
(8.14)
som er tallverdien3 av stigningstallet til indifferenskurven bestemt av lign.(8.13).

Setning: ( marginal substituasjonsbrøk “MSB” )
Via total derivasjon kan man vise at den marginale substitusjonsbrøken MSB for en niv˚akurve:
U(x1, x2) = U0 (U0 = konstant) (8.15)
er:
MSB =
dU(x1,x2)
dx1
dU(x1,x2)
dx2
(8.16)
hvor U(x1, x2) er nyttefunksjonen.

2I SØK200 Mikroøkonomi f˚ar man lære mer om MSB.
3Ogs˚a kalt absoluttverdien, se kapittel ().
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8.6 Partiell derivasjon av 2. orden
Setning: ( Youngs setning ) 4
Dersom f(x, y) har kontinuerlig partialt deriverte av 1. og 2. orden s˚a gjelder:
∂2f(x, y)
∂x ∂y
=
∂2f(x, y)
∂y ∂x
(8.17)

8.7 Maksimum og minimum
Definisjon: ( stasjonært punkt )
Punktet (x0, y0) til funksjonen f(x, y) med to variabler kalles stasjonært dersom følgende betin-
gelser er oppfylt:
∂f(x0, y0)
∂x
= 0 og
∂f(x0, y0)
∂y
= 0 (8.18)

4Denne setningen kalles ogs˚a “Eulers teorem for blandede deriverte”. Resultatet holder for flere deriverte.
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Setning: ( klassifisering av stasjonære punkter )
La f(x, y) være en funksjon som har kontinuerlige 1. og 2. ordens deriverte i hele sitt definisjons-
omr˚ade Df . La videre:
A
def.
=
∂2 f(x, y)
∂x2
(8.19)
B
def.
=
∂2 f(x, y)
∂x ∂y
(8.20)
C
def.
=
∂2 f(x, y)
∂y2
(8.21)
Det stasjonære punktet (x0, y0) bestemt av:
∂ f(x0, y0)
∂x
= 0 ,
∂ f(x0, y0)
∂y
= 0 (8.22)
er da klassifisert p˚a følgende m˚ate:
AC −B2 > 0 og A > 0 : (x0, y0) er et minimumspunkt (8.23)
AC −B2 > 0 og A < 0 : (x0, y0) er et maksimumspunkt (8.24)
AC −B2 < 0 og A < 0 : (x0, y0) er et sadelpunkt (8.25)
AC −B2 = 0 og A < 0 : testen fungerer ikke (8.26)

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8.8 Maksimum og minimum (for flater med RAND)
Setning: ( ekstremalverdisetningen )
La f(x, y) være en kontinuerlig funksjon over et lukket og begrenset omr˚ade. Funksjonen har da:
globale maksimum- og minimumspunkter (8.27)

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8.9 Maksimering/minimering under bibetingelser
Setning: ( maks/min med Lagrange multiplikatorer )
Funksjonen f(x, y) skal maksimeres/minimeres under bibetingelsen g(x, y) = c.
Dette optimaliseringsproblemet kan løses p˚a følgende m˚ate:
1) Skriv opp Lagrange-funksjonen:
F (x, y) = f(x, y)− λ[ g(x, y)− c ] (8.28)
hvor λ = Lagrange-multiplikatoren, en ukjent (uinteressant) konstant.
2) Finn de stasjonære punktene til F (x, y), dvs. regn ut:
∂ F (x, y)
∂x
= 0 ,
∂ F (x, y)
∂y
= 0 (8.29)
3) De 3 ligningene:
∂ F (x, y)
∂x
= 0 (8.30)
∂ F (x, y)
∂y
= 0 (8.31)
g(x, y) = c (8.32)
danner et ligningssystem som kan løses mhp. x og y.

104
