The quality of estimation of tail parameters, such as tail index in the univariate case, or the spectral measure in the multivariate case, depends crucially on the part of the sample included in the estimation. A simple approach involving sequential statistical testing is proposed in order to choose this part of the sample. This method can be used both in the univariate and multivariate cases. It is computationally efficient, and can be easily automated. No visual inspection of the data is required. We establish consistency of the Hill estimator when used in conjunction with the proposed method, as well as describe its asymptotic fluctuations. We compare our method to existing methods in univariate and multivariate tail estimation, and use it to analyze Danish fire insurance data.
Introduction
Let F be a univariate distribution (function) for all t > 0. The index α measures the heaviness of the tail. The smaller is α, the heavier is the right tail of the distribution. An encyclopedic treatment of regular variation is given by Resnick (1987 Resnick ( , 2007 . Estimating the tail index α is of crucial importance in many applications of stochastic models, and a number of estimators have been designed for that purpose. The best known estimator of the tail index is the Hill estimator, introduced by Hill (1975) , and it is defined as follows. Assume that X 1,n ≤ X 2,n ≤ . . . ≤ X n,n are the order statistics from a positive sample (or from the positive part of a general sample) X 1 , . . . , X n . The Hill estimator based on k upper order statistics is defined as
If the sample is an i.i.d. sample from a distribution with a regularly varying right tail with tail index α, then, under the conditions n → ∞, k → ∞ and k n → 0, the Hill estimator H k,n converges in probability to γ = 1 α (see Mason 1982) . If, additionally, k/ log log n → ∞, then even almost sure convergence holds (Deheuvels et al. 1988) . The role of the condition k n → 0 is to ensure that only data from the tail enter into the estimation. It has also been shown that the Hill estimator remains consistent under certain deviations from the i.i.d. assumption; a summary is in Theorem 6.4.6 of Embrechts et al. (1997) .
In practice, when the Hill estimator is applied to a finite sample, a problem of choosing the appropriate number k of upper order statistics to construct the estimator arises. This problem becomes particularly critical because the Hill estimator has proved to be very sensitive to the choice of k. This sensitivity is shared by other estimators of the tail index, such as the Pickands estimator (see Dekkers and de Haan 1989) and the moment estimator (see Dekkers et al. 1989 ). Sometimes visual techniques are used: the estimator, e.g. the Hill estimator, is plotted for a range of k, and then one looks for a part of the plot that looks stable. The corresponding stable value is used to estimate α, and several smoothing techniques have been introduced to assist in this visual analysis; see Resnick and Stȃricȃ (1997) . Still, the procedure is difficult to automate, and even visually it is sometimes difficult to use, as the so-called "Hill horror plots" demonstrate; see Embrechts et al. (1997) .
A systematic way of selecting a "good" number of upper order statistics in Hill estimator originated with Hall (1990) and is based on the assumption that distribution F satisfies a further assumption of second order regular variation (which we introduce below). Under this assumption it becomes possible to look for k = k(n)
