Given non-negative integers v, m, n, α, β, the Hamilton-Waterloo problem asks for a factorization of the complete graph K v into α C mfactors and β C n -factors. Clearly, v odd, n, m ≥ 3, m | v, n | v and α + β = (v − 1)/2 are necessary conditions. To date results have only been found for specific values of m and n. In this paper we show that for any m and n the necessary conditions are sufficient when v is a multiple of mn and v > mn, except possibly when β = 1 or 3, with five additional possible exceptions in (m, n, β). For the case where v = mn we show sufficiency when β > (n + 5)/2 except possibly when (m, α) = (3, 2), (3, 4), with seven further possible exceptions in (m, n, α, β). We also show that when n ≥ m ≥ 3 are odd integers, the lexicographic product of C m with the empty graph of order n has a factorization into α C m -factors and β C n -factors for every 0 ≤ α ≤ n, β = n − α, except possibly when α = 2, 4, β = 1, 3, with three additional possible exceptions in (m, n, α).
Introduction
We assume that the reader is familiar with the general concepts of graph theory and design theory, and refer them to [17, 46] . In particular, a factor of a graph G is a spanning subgraph of G; a 1-factor is a factor which is 1-regular and a 2-factor is a factor which is 2-regular and hence consists of a collection of cycles. We denote cycles of length n by C n , with consecutive points (x 0 , x 1 . . . , x n−1 ), and a collection of cycles by [n a 1 1 , . . . , n as s ], where there are a i cycles of length n i . We denote the complete graph on n vertices by K n . By K * v ; 3, v), has been considered in [20, 21, 27] for odd v and [32] for even v, but still remains open.
It is clear that finding solutions of the Hamilton-Waterloo Problem for uniform odd-cycle factors is challenging. Cyclic solutions for sparse families can be found in [12, 14, 36] . A complete solution for the existence of HW(v; m, n; α, β) in the cases (m, n) = (3, 5) , (3, 15) and (5, 15 ) is given in [1] , except that (6, 1) ∈ HWP (15; 3, 5) and the existence of HW(v; 3, 5; r, 1) remains open for v > 15. A complete existence result for (m, n) = (3, 7) is given in [30] . The case where (m, n) = (3, 9) was solved in [28] , except possibly when β = 1, this is extended to (m, n) = (3, 3x) in [5] . To date these are the only cases known.
In this paper we consider the case of uniform odd factors in the HamiltonWaterloo problem. We prove the following theorem. Theorem 1.6. If m and n are odd integers with n ≥ m ≥ 3, then (α, β) ∈ HWP(mnt; m, n) if and only if t is odd, α, β ≥ 0 and α + β = (mnt − 1)/2, except possibly when:
• t > 1 and β = 1 or 3, or (m, n, β) = (5, 9, 5), (5, 9, 7) , (7, 9, 5) , (7, 9, 7) , (3, 13, 5) or;
• t = 1 and β ∈ [1, . . . ,
, (m, α) = (3, 2), (3, 4) , or (m, n, α, β) = (3, 11, 6, 10) , (3, 13, 8, 10) , (5, 7, 9, 8) , (5, 9, 13, 9) , or (7, 9, 22, 9) .
On the way, we also prove the following useful result on factorizations of C m [n]. Theorem 1.7. If n, m and α are odd integers with n ≥ m ≥ 3, 0 ≤ α ≤ n, then (α, β) ∈ HWP(C m [n]; m, n), if and only if β = n − α, except possibly when α = 2, 4, β = 1, 3, or (m, n, α) = (3, 11, 6) , (3, 13, 8) , (3, 15, 8) .
In the next section we introduce some tools and provide some powerful methods which we use in Section 3 where we prove Theorem 1.7. In Section 4 we prove the main result, Theorem 1.6.
Preliminaries
In this section we state some known results and develop the tools we will need for the 2-factorizations. We use [a, b] to denote the set of integers from a to b inclusive.
Langford and Skolem Sequences
We will make extensive use of Skolem and Langford sequences, see [17, Section VI.53].
Definition 2.1 (Skolem and Langford sequence). Let d and ν be positive integers, and let 1 ≤ k ≤ 2ν + 1. A k-extended Langford sequence of order ν and defect d, is a sequence of ν integers (ℓ 1 , ℓ 2 , . . . , ℓ ν ) such that {ℓ i , ℓ i + i + (d − 1) | i = 1, . . . , ν} = {1, 2, . . . , 2ν + 1} \ {k}.
An extended Langford sequence of order ν with k = 2ν + 1 is simply referred to as a Langford sequence, while if k = 2ν, the sequence is usually called a hooked Langford sequence. When d = 1 and k = 2ν + 1 or 2ν, we obtain a Skolem sequence or hooked Skolem sequence, respectively.
We state the following existence results for Skolem and Langford sequences.
Theorem 2.2 ([38, 44]).
• A Skolem sequence of order ν exists if and only if ν ≡ 0, 1 (mod 4).
• A hooked Skolem sequence of order ν exists if and only if ν ≡ 2, 3 (mod 4). We will frequently use the well known result that given a Langford sequence of order ν and defect d, L = (ℓ 1 , ℓ 2 , . . . , ℓ ν ), then the ν triples T i = {t i1 , t i2 , t i3 }, where t i1 = i + (d − 1), t i2 = ℓ i + ν + (d − 1) and t i3 = ℓ i + i + ν + 2(d − 1), for i = 1, . . . , ν, satisfy the following properties:
1. {T i , −T i | i = 1, . . . , ν} is a partition of the set ±[d, d + 3ν − 1]; 2. t i1 + t i2 + t i3 = 0 for i = 1, 2, . . . , ν.
These triples are said to be induced by the Langford sequence. If we use a hooked Langford sequence, {T i , −T i | i = 1, . . . , ν} partition the set ±[d, d + 3ν] \ {±(d + 3ν − 1)} instead.
Factoring Cayley Graphs
We will make extensive use of 2-factorizations of C m [n]. We take the point set of C m [n] to be Z m × Z n and denote the points by x i , where x ∈ Z m , i ∈ Z n . When we are talking about an individual cycle we may reorder the points so that the original m-cycle is (0, 1 . . . , m − 1). Given a set of cycle factors, C, of C m [n], and a set S ⊆ Z n we say that C covers S if for every d ∈ S, the edges of the form x i (x + 1) i+d appear in some cycles of C. We say that C exactly covers S if every edge in C is of this form.
We will make use of the notion of a Cayley graph on a group Γ. Given S ⊆ Γ, the Cayley Graph cay(Γ, S) is a graph with vertex set G and edge set {a, a + d | d ∈ S}. When Γ = Z n this graph is known as a circulant graph and denoted S n . We note that the edges generated by d ∈ S are the same as those generated by −d ∈ −S, so that cay(Γ, S) = cay(Γ, ±S), and that the degree of each point is |S ∪ (−S)|. We will use the following Theorem due to Bermond, Favaron, and Mahéo, [7] .
Theorem 2.4. [7] Every connected 4-regular Cayley graph on a finite Abelian group has a Hamilton factorization.
We extend the notion of Cayley graphs to C m [n]. Given an m-cycle C m = (0, 1 . . . , m − 1) with an orientation, which we take to be ascending, and a set S ⊆ Z n we define the Cayley graph C m [S] to be the graph with point set Z m × Z n and edges
and that the degree of each point in this graph is 2|S|. A set of factors
In [4] , Alspach, Schellenberg, Stinson and Wagner showed that there exists a C p -factorization of C m [p] when p is an odd prime. In fact, many of their results hold for any odd integer. They define the notion of an i-projection, which we also extend to a reverse i-projection. Definition 2.5 ((reverse) i-projection). Let n and m be odd integers with n ≥ m ≥ 3. Given a directed Hamiltonian cycle, H = (x 0 , x 1 , . . . , x n−1 ), of K n , the i-projection of H is the n-cycle in C m [n] defined by
In [4] the following lemma is proved. The extension to the case of reverse cycles is straightforward.
Lemma 2.6 ([4]).
If H is a directed Hamiltonian cycle of K n , then the iprojections of H yield a C n -factor of C m [n], C say, and if the edge i x , (i + 1) y appears in C ∈ C, then the edges j x , (j + 1) y appear in some cycle of C for every j ∈ Z m . Similarly, the reverse i-projections of H yield a C n -factor of C m [n], C ′ say, and if the edge i x , (i − 1) y appears in C ∈ C ′ , then the edges
From this we may conclude the following lemma.
Lemma 2.7. If S n decomposes into t Hamiltonian factors, then there exist 2t C n -factors which exactly cover C m [±S].
Proof. Let the Hamiltonian factors of G be H 1 , . . . , H t and choose an orientation for each factor. For each factor we take the i-projection and the reverse i-projection for 0 ≤ i < m and apply Lemma 2.6.
Lemma 2.8. Let n ≥ m ≥ 3 be odd integers and let 0 < d 1 , d 2 < n. If any linear combination of d 1 and d 2 is coprime to n, then there exist four C n -factors of C m [n] which between them exactly cover the differences ±d j , j = 1, 2.
Proof. If ad 1 +bd 2 is coprime to n, for some a and b, then the group generated by d 1 and d 2 is Z n and the the 4-regular circulant graph {d 1 , d 2 } n is connected. Thus by Theorem 2.4 {d 1 , d 2 } n has a Hamiltonian factorization. Lemma 2.7 then gives the result.
In particular, we note that the conditions of Lemma 2.8 will be satisfied whenever either
Lemma 2.9. Let n ≥ m ≥ 3 be odd integers and let 0 < d < n be coprime to n. There exist two C n -factors of C m [n] which between them exactly cover the differences ±d.
Proof. Create the 2-regular circulant graph of K n using the difference d, {d} n ; this graph is a Hamiltonian cycle. Applying Lemma 2.7 gives the result.
The proof of Theorem 5 of [4] shows the following result for b = 1. In that theorem the result is only claimed for n prime, but it is straightforward to see that it holds for any odd integer n. We note that, since n is odd, any power of 2 will be coprime to n, though in practice we will use this theorem with b = 1, except when explicitly noted otherwise.
Theorem 2.10 ([4]).
If n ≥ m ≥ 3 are odd integers and b ∈ Z n is coprime to n, then there exist five C n -factors of C m [n] which between them exactly cover C m [±{0, b, 2b}].
Proof. The case b = 1 is given in the proof of Theorem 5 of [4] . For b ≥ 1, we note that multiplication by b is an automorphism of Z n . Proof. For 1 ≤ i, h ≤ ℓ, we set s i,h = h j=1 a ij . Note that, by assumption, s i,ℓ = 0 for any i; also, s i,1 = a i1 and s i,h+1 − s i,h = a i,h+1 for any i, h, where it is understood that s i,ℓ+1 = s i,1 and a i,1 = a i,ℓ+1 . For i = 1, 2, . . . , |T |, we define the ℓ-cycles C i as follows:
and we denote by F i the C ℓ -factor we obtain by developing C i on the subscripts, namely, F i = {C i + x | x ∈ Z n }, where C i + x is obtained from C i by replacing each vertex h k with h k+x .
We claim that
. First recall that each edge of C ℓ [T ] has the form [h k , (h + 1) k+t ] for some (h, k) ∈ Z ℓ × Z n and t ∈ T . Since, by assumption, any column of A = [a ij ] is a permutation of T , there is an integer i such that a i,h+1 = t for any t ∈ T .
In order to prove the second part we only need show that there exists a |T | × m matrix with entries in T satisfying conditions 1 and 2 for any m ≡ ℓ (mod 2) and m ≥ ℓ. Let m = ℓ + 2q and T = {t 1 , t 2 , . . . , t |T | }. We create the matrix
It is easy to check that the matrix [A A ′ ] is a |T | × m matrix satisfying conditions 1 and 2, and this completes the proof. Theorem 2.12. Let n ≥ 3 be an odd integer and let S be a subset of Z n \ {0} which is closed under taking negatives. If there exists a partition of S into subsets of odd sizes,
Proof. For any i = 1, 2, . . . , u, let ℓ i = |T i | and T i = {t i1 , t 12 , . . . , t i,ℓ i } and create the matrix the 2ℓ i × ℓ i matrix defined as follows:
, where
In other words, the block B i is the matrix whose rows are obtained by cyclically permuting the sequence of integers in T i . Note that each row of B i , by assumption, sums to 0 and thus the same property is satisfied by A i . In addition, A i is a matrix whose columns are permutations of T i ∪ −T i . Therefore, A i satisfies conditions 1, 2, and 3 of Lemma 2.11. Hence, there exists a
is the edge-disjoint union of the C m [±T i ]'s, then the assertion follows.
Factoring C m [n]
In this section we factor C m [n] into C m -and C n -factors, i.e. we give a solution to HW(C m [n]; m, n; α, β). We first note that a simple counting argument yields the following necessary condition. To show sufficiency, we consider cases of α modulo 6. We will find the following lemma useful. , and let S ⊆ Z n . Then C m [±S] has a factorization into 2|S| C n -factors for
, except possibly when n = 2w+3 and n ≡ 0 ≡ w (mod 3).
Proof. When S = w, n−1 2 take consecutive pairs of integers from S, which have difference 1, and apply Theorem 2.8 to generate four C n -factors for each pair. If |S| is odd, there is a leftover difference,
, which is coprime to n, so we may use Theorem 2.9 to create two more C n -factors. When S = {w} ∪ w + 2, n−1 2
and n > 2w + 3 we proceed as above, except that the first pair is (w, w + 2), which has difference 2, which is coprime to n since n is odd. When n = 2w + 1 or 2w + 3, then S = {w} and our assumptions ensure that w is coprime to n. We can then apply Theorem 2.9 to create two C n -factors on S.
Next we give a negative result which generalises a result of Odabasi and Ozkan in [37] . This result shows that in general the methods used here will not work for α = n − 1. Proof. Suppose that such a factorization existed. Since m is odd, the cycles of the n − 1 C m -factors must use exactly one point from each part of the C m [n]. Thus, after removing the edges contained in the C m -factors, for each point x i , there are two remaining edges incident with x i which are of the form ((x − 1) j , x i , ) and (x i , (x + 1) j ′ ). This means that each cycle of the C n -factor cannot reverse direction and must wind around the m parts, i.e. it must have the form (0
We now consider the cases when α = 0 and α = n. Piotrowski [40] has shown the following result for m ≥ 4. The case m = 3 is covered by Theorem 1.4. and the result follows.
Cases α ≡ 0, 5 (mod 6)
We first consider the case when α ≡ 0 (mod 6).
Lemma 3.6. If m and n are odd integers with n ≥ m ≥ 3, then (α, n − α) ∈ HWP(C m [n]; m, n) for every α ≡ 0 (mod 6) with 0 ≤ α ≤ n − 5, except possibly when (m, n, α) = (3, 11, 6).
Proof. If α = 0, then the result is Theorem 3.5, so we need only consider the case that 0 < α ≤ n − 5. First we suppose that α > 24. When α ≡ 0, 6 (mod 24) there exists a Langford sequence of order α/6 and defect 3 whenever α ≥ 30. The triples induced by this sequence, together with their negatives, satisfy Theorem 2.12 and so provide α C m -factors covering C m ± 3, α 2 + 2 . Similarly, when α ≡ 12, 18 (mod 24) we use a hooked Langford sequence of order α/6 and defect 3, which exists whenever α ≥ 30, to create triples which together with their negatives satisfy Theorem 2.12 and so provide α C m -factors covering C m ± 3, 
Proof. If n = α = 11, then the result follows by Theorem 3.4. In the other cases, we have that (α − 5, n − α + 5) ∈ HW P (C m [n]; m, n) by the previous Lemma. The proof of that lemma makes use of 5 C n -factors constructed on C m [±{0, 1, 2}]. We can replace them with 5 C m -factors we obtain by Theorem 2.11 through the matrix A given below:
It then follows that (α, n − α) ∈ HW P (C m [n]; m, n).
Cases α ≡ 1, 3 (mod 6)
Lemma 3.8. If m and n are odd integers with n ≥ m ≥ 3, then (α, n − α) ∈ HWP(C m [n]; m, n) for every α ≡ 1 (mod 6) with 0 ≤ α ≤ n.
Proof. We proceed by defining a set S ⊆ Z n \ {0} which can be covered by a set of triples from a Skolem or Langford sequence, and apply Theorem 2.12 to get C m -factors of C[S]. We then define S * to be the complement of S in Z n \ {0} and partition C[S * ] into C n -factors using Lemmas 2.8 and 2.9. We note that the C m -factor, F , given below exactly covers C m [{0}], so we only need to find α − 1 C m -factors.
We first deal with the case where α < n − 2.
When u ≡ 0, 1 (mod 4) we use a Skolem sequence of order u, which exists by Theorem 2.2, to partition the set S = ±[1, 3u] into triples {t 1 , t 2 , t 3 } such that t 1 + t 2 + t 3 = 0. When u ≡ 2, 3 (mod 4) we use a hooked Skolem sequence of order u, which exists by Theorem 2.2, to partition the set S = ±[1, 3u − 1] ∪ ±{3u + 1} into triples t 1 , t 2 , t 3 such that t 1 + t 2 + t 3 = 0. In each case, there is a C m -factorization of C m [S] with α−1 factors by Theorem 2.12. The complement of S in Z n \ {0} satisfies the conditions of Lemma 3.2 and so can be factored into C n -factors.
We now consider the case when α = n − 2. Note that in this case, n = 6u + 3 ≡ 3 (mod 6).
If u ≡ 0, 1 (mod 4), use S = ±[1, 3u] as above and note that 3u+1 = n−1 2 . We apply Lemma 2.9 to create two C n -factors using this difference.
If u ≡ 3 (mod 4) we instead partition S = ±[2, 3u + 1]. Note that in this case u ≥ 3, so a Langford sequence of order u and defect 2 exists by Theorem 2.3 and we may use Theorem 2.12 to create the C m -factors. The remaining difference is 1 and we apply Lemma 2.9 to create 2 C n -factors using this difference.
If u ≡ 2 (mod 4) we instead partition S = ±[2, 3u] ∪ ±{3u + 2} using a hooked Langford sequence of order u and defect 2, which exists when u ≥ 2 by Theorem 2.3, and apply Theorem 2.12 to create the C m -factors. Note that 3u + 2 = ≡ −(3u + 1) (mod n) and so S = ±[2,
]. The remaining difference is 1 and we apply Lemma 2.9 to create two C n -factors using this difference.
Lemma 3.9. If m and n are odd integers with n ≥ m ≥ 3, then (α, n − α) ∈ HWP(C m [n]; m, n) for every α ≡ 3 (mod 6) with 0 ≤ α ≤ n.
Proof. We write α = 6u + 3 and note that if α = n this is Lemma 3.4, so we may assume 0 < α < n. When u ≡ 0, 1 (mod 4) we use a Skolem sequence of order u, which exists by Theorem 2.2, to partition the set S = ± [1, 3u] into triples {t 1 , t 2 , t 3 } such that t 1 + t 2 + t 3 = 0. When u ≡ 2, 3 (mod 4) we use a hooked Skolem sequence of order u, which exists by Theorem 2.2, to partition the set S = ±[1, 3u − 1] ∪ ±{3u + 1} into triples {t 1 , t 2 , t 3 } such that t 1 + t 2 + t 3 = 0. In each case, there is a C m -factorization of C m [S] with α − 3 factors by Theorem 2.12. Let
A satisfies all of the properties of Theorem 2.11, and so gives a
We use the remaining differences, S * = ± 3u + 2,
, to create C nfactors by Lemma 3.2.
Case α ≡ 2 (mod 6)
Let n ≥ m ≥ 3 be odd. Given positive integers a, b, and u, we define U a,b = {a, 2a, 3a, 4a} ∪ {b, 2b} and S u,a,b = [1, u] \ U a,b . Also, we define the
, where B a is defined as
Lemma 3.10. Let n ≥ m ≥ 3 be odd integers, and let α ≤ n−5 be a positive integer with α ≡ 2 (mod 6). Suppose that there exist positive integers a and b, with b coprime to n, so that and so C m [S * ] can be factored into C n -factors by Lemma 3.2.
Lemma 3.11. If n and m are odd integers with n ≥ m ≥ 3, α ≡ 2 (mod 6), (3, 15, 8) .
Proof. We first assume that α ≥ 224 and set u = (α + 4)/2 ≥ 114. We consider the cases n = α + 5 and n ≥ α + 7 separately. If n = α + 5, we take a = 3, b = 4 in Lemma 3.10. We now obtain the required triples on ±S u,3,4 = ±[13, u] ∪ ±{1, 2, 5, 7, 10, 11}. First take T 1 = {2, 5, −7} and T 2 = {1, 10, −11}. Now, let ν = (u − 12)/3 ≥ 34, and take a (hooked) Langford sequence of order ν and defect 13, which exists by Theorem 2.3, to partition the differences ± [13, u] If ν ≡ 0, 1 (mod 4) we take a Langford sequence of order ν and defect 17, which exists by Theorem 2.3, to partition the differences S = ± [17, u+1] into triples satisfying the conditions of Theorem 2.12. In this case we create two C n -factors on differences ±2 using Theorem 2.9 and create the remaining n − α − 7 C n -factors by applying Lemma 3.2 to the remaining differences
If ν ≡ 2, 3 (mod 4) we take a hooked Langford sequence of order ν and defect 17, which exists by Theorem 2.3, to partition the differences S = ±[17, u+2]\{±(u+1)} into triples satisfying the conditions of Theorem 2.12. In this case, if n = α + 7, to create the remaining 2 C n -factors we may apply Lemma 2.9 to the differences ±2. If n > α + 7, we create the C n -factors by applying Lemma 2.8 to the pair (2, u + 1) and applying Lemma 3.2 to the remaining differences ±[u + 3, (n − 1)/2].
Next we consider the case where α = 8. First, we use b = 1 in Theorem 2.10 to create five C n -factors on C m [0, ±1, ±2]. When n ≥ 17, n = 21, A 3 satisfies the conditions of Theorem 2.11. The absolute value of the elements of A 3 and the remaining differences are given in the table below. This table also shows how to partition the remaining differences into pairs whose difference is coprime to n and possibly a leftover value that is coprime to n and so Theorems 2.8 and 2.9 apply. 3, 6, 9, 12 (4, 5), (7, 8) , (10, 11) , (13, 14) , . . . ,
or (4, 5), (7, 8) , (10, 11) , (13, 14) , . . . , If n = 13, we are done. When n = 15, the remaining differences are ±4 which are coprime to n, so we can apply Theorem 2.9 to form two C n -factors on ] into pairs with difference relatively prime to n and singletons relatively prime to n; applying Lemmas 2.8 and 2.9 give the remaining C n -factors. When n ≥ 31, the differences in [16, 
Take b = 1 in Theorem 2.10 to form five C n -factors on C m [±{0, 1, 2}]. If n = 21, two further C n -factors arise by applying Theorem 2.9 on differences ±10. If n = 23, four further C n -factors arise by applying Theorem 2.9 on differences ±5 and ±10. When α = 20, take a = 3, b = 4, in Lemma 3.10 together with the triples
When α = 26, n > 31, form the C m -factors by using A 3 in Theorem 2.11 together with the triples T 1 = {1, 13, −14}, T 2 = {4, 7, −11}, T 3 = {5, 10, −15} in Theorem 2.12. Taking b = 8 in Theorem 2.10 gives five C n -factors and the differences ±2 give rise to two more C n -factors by Theorem 2.9. The remaining differences ±[17, . . . ,
] can be used to form C n -factors by Lemma 3.2. When n = 31, take a = 4 and b = 7 along with the triples T 1 = {1, 5, −6}, T 2 = {2, 9, −11} and T 3 = {3, 10, −13} in Lemma 3.10.
For the cases 26 < α < 224, Appendix A gives values of a and b and (α − 8)/6 triples which satisfy the conditions of Lemma 3.10.
Case α ≡ 4 (mod 6)
We proceed similarly to the case α ≡ 2 (mod 6). Let n ≥ m ≥ 3 be odd. Given positive integers a, b and u, we define U Proof. We first deal with the case where α ≥ 268. Let u = (α + 4)/2 and ν = (u − 19)/3 and take a = 3 and b = 8 in Lemma 3.12, we now obtain the required triples on S ′ u, 3, 8 . First take T 1 = {1, 10, −11}, T 2 = {4, 13, −17}, T 3 = {2, 7, −9}, T 4 = {5, 14, −19}. It remains to find triples which partition [20, u] .
If ν ≡ 0, 3 (mod 4), we take a Langford sequence of order ν and defect 20, which exists whenever ν ≥ 39 (α ≥ 268), to partition the differences S = ± [20, u] into triples satisfying the conditions of Theorem 2.12 and we are done. Otherwise, if ν ≡ 1, 2 (mod 4) we take a hooked Langford sequence of order ν and defect 20, which exists whenever ν ≥ 39 (α ≥ 268), to partition the differences S = ±[20, u + 1] \ {±u} into triples satisfying the conditions of Theorem 2.12. We note that when n = 2u + 3, so n = α + 7, since α ≡ 4 (mod 6), u ≡ 1 (mod 3), and so we can apply Lemma 3.2 to S to obtain the C n -factors.
For the cases 28 < α < 268, Appendix B gives values of a and b and (α − 10)/6 triples which satisfy the conditions of Lemma 3.12. For the cases 10 ≤ α ≤ 28, in most cases we proceed similarly to Lemma 3.12 and find values for a and b, with b coprime to n, so that the elements of U ′ a,b are distinct, and (α − 10)/6 triples satisfying the conditions of Theorem 2.12 on a set disjoint from U ′ a,b . It then remains to show that the remaining differences can be partitioned into pairs and singletons satisfying Theorems 2.8 and 2.9 respectively.
When 10 ≤ α ≤ 28 and n > 37, we take a = 3, b = 8. The differences from [20,
] satisfy the conditions of Lemma 3.2 and so can be used to create C n -factors. The required triples and a partition of the leftover differences in [1, 19] into pairs whose difference is coprime to n and singletons coprime to n are given in the table below.
α Triples Leftover Differences 10 − (1, 2), (4, 5), (7, 9), (10, 11), (13, 14) , (17, 19) 16 {4, 13, −17}
(2), (1, 5), (7, 9) , (10, 14) , (11, 19) 22 {4, 13, −17}, {5, 14, −19} (1, 2), (7, 9), (10, 11) 28 {4, 13, −17}, {5, 14, −19}, (1), (10, 11) {2, 7, −9}
We now consider the cases where 10 ≤ α ≤ 28 and α + 5 ≤ n ≤ 37. First, when α = 10 and n = 15, 17 or 21, then the following matrices can be used to form ten C m -factors by Theorem 2.11. If α = 10 and n = 19 or 23 ≤ n ≤ 37, take a = 1 and b = 8 to form ten C m -factors and six C n -factors with differences in ±U ′ a,b as in the proof of Lemma 3.12. The table below gives a partition of the remaining differences into pairs with difference coprime to n and singletons coprime to n. α = 10 n Leftover Differences 19 (7, 9) 23 (3, 9), (10, 11) 25 (3, 7), (10, 11) , (12) 27 (3, 7), (9, 10), (12, 13) 29 (3, 7), (9, 10), (11) , (12, 14) 31 (3, 7), (9, 10), (11, 12) , (13, 14) 33 (3, 7), (9, 11), (10), (12, 13) , (14, 15) 35 (3, 7), (9, 10), (11, 12) , (13, 14) , (15, 17) 37 (3, 7), (9, 10), (11, 12) , (13, 14) , (15, 17) , (18 ] into ten C m -factors and five C n -factors as in the proof of Lemma 3.12. The table below gives (α − 10)/6 = 1 triple of differences which is used to form six further C m -factors, and a partition of the leftover differences to form C n -factors for each value of n. α = 16 n Triples Leftover Differences 23 {3, 9, 11} (10) 25 {3, 7, −10} (11, 12) 27 {3, 9, −12} (7), (10), (13) 29 {3, 9, −12} (7, 11), (10, 14) 31 {3, 7, −10} (9, 11), (12, 13) , (14) 33 {3, 7, −10} (9, 11), (12, 13) , (14, 15) 35 {3, 7, −10} (9, 11)(12, 13)(14, 15), (17) 37 {3, 7, −10} (9, 11)(12, 13)(14, 15)(17, 18) When α = 22 and n = 27, we construct five ] into ten C m -factors and six C n -factors as in the proof of Lemma 3.12. The table below gives (α − 10)/6 = 2 triples of differences which are used to form twelve further C m -factors, and a partition of the leftover differences to form C n -factors.
Leftover Differences 29 {7, 10, 12}, {3, 11, −14} (9) 31 {3, 9, −12}, {7, 10, 14} (11, 13) 33 {3, 12, −15}, {9, 11, 13} (7), (10, 14) 35 {3, 7, −10}, {9, 12, 14} (11, 13) , (15, 17) 37 {3, 7, −10}, {11, 12, 14} (9, 13)(15, 17), (18) Finally, for α = 28 and 33 ≤ n ≤ 37, the following table gives the values of a and b to factor C m [±U ′ a,b ] as in Lemma 3.12, (α − 10)/6 = 3 triples of differences which are used to form 18 further C m -factors, and a partition of the leftover differences to form further C n -factors. α = 28 n a b Triples Leftover Differences 33 2 13 {1, 14, −15}, {5, 11, −16}, {3, 6, −9} − 35 2 7 {1, 5, −6}, {3, 13, −16}, {9, 11, 15} (17) 37 1 8 {3, 7, −10}, {11, 12, 14}, {9, 13, 15} (17, 18) The results of this section are summarized in Theorem 1.7, which we restate below. 
Main Theorem
In this section we prove the main result. We first prove a weaker result in the case when v = mn and then prove the main result for v > mn. (3, 4) , or (m, n, α, β) = (3, 11, 6, 10) , (3, 13, 8, 10) , (5, 7, 9, 8) , (5, 9, 11, 11) , (5, 9, 13, 9) , (7, 9, 20, 11) , (7, 9, 22, 9) .
Proof. We first note that the condition that α + β = (mn − 1)/2 is necessary by Theorem 1.5. When m = n, this is equivalent to the uniform Oberwolfach problem and is covered by Theorem 1.2; we thus assume that n > m. The case (m, n) = (3, 15) is solved in [1] , except when β = 1, so we may assume (m, n) = (3, 15) .
By Theorem 1.1, there is a C m -factorization of K m with r = (m − 1)/2 C m -factors. Expand each point of this factorization by n to get a C m [n]-factorization of K m [n] with r C m [n]-factors. This design has m uncovered holes of size n; fill each of these holes of size n with a Hamiltonian factorization of K n , to get (n − 1)/2 C n -factors.
Set α = xn + y, with 0 ≤ x < r and 0 ≤ y < n; hence, β = (n − 1)/2 + (r − x)n − y. If the conditions of Theorem 1.7 are satisfied for y, i.e. there is an HW(C m [n]; m, n; y, n − y), then we fill x resolution classes with an HW(C m [n]; m, n; n, 0), one class with an HW(C m [n]; m, n; y, n − y). The remaining r − x − 1 classes are filled with an HW(C m [n]; m, n; 0, n).
Now suppose that the conditions of Theorem 1.7 are not satisfied for y, i.e. y ∈ {2, 4, n−3, n−1} or (m, n, y) = (3, 11, 6), (3, 13, 8) (we are supposing (m, n) = (3, 15) ). If x ≤ r − 2, then we fill x of the C m [n]-factors with an HW(C m [n]; m, n; n, 0), one with an HW(C m [n]; m, n; 1, n − 1), one with an HW(C m [n]; m, n; y − 1, n − y + 1) and the remaining r − x − 2 classes with an HW(C m [n]; m, n; 0, n).
We are left with the case x = r −1. Note that if m = 3, then r = 1, so the remaining factors can be found if and only if (y, n − y) ∈ HWP(C m [n]; m, n), leading to the possible exceptions when (m, n, α) = (3, 11, 6) or (3, 13, 8) , or (m, α) = (3, 2), (3, 4) . Now suppose that m ≥ 5, so that r ≥ 2, but n > m, hence n ≥ 7. Note that since β = (n + 1)/2, (n + 5)/2, we have that
We are thus left with the case y ∈ {2, 4} and y ≤ n − 5. If n ≥ 11, we fill (x − 1) C m [n]-factors with an HW(C m [n]; m, n; n, 0), one with an HW(C m [n]; m, n; n − 5, 5) (Theorem 1.7, n − 5 > 4) and one with an HW(C m [n]; m, n; y + 5, n − y − 5) (Theorem 1.7, y + 5 = 7, 9). For n = 7, 9 we obtain the possible exceptions when (m, n, α) ∈ {(5, 7, 9, 8), (5, 9, 11, 11), (5, 9, 13, 9), (7, 9, 20, 11) , (7, 9, 22, 9)}.
We are now ready to prove the main theorem, Theorem 1.6, in a similar manner to the proof above for v = mn. Theorem 4.2. If m and n are odd integers with n ≥ m ≥ 3 and t > 1, then (α, β) ∈ HWP(mnt; m, n) if and only if t is odd, α, β ≥ 0 and α + β = (mnt−1)/2, except possibly when β = 1 or 3, or (m, n, β) = (5, 9, 5), (5, 9, 7), (7, 9, 5), (7, 9, 7) , (3, 13, 5) .
Proof. We first note that the conditions that t be odd and α+β = (mnt−1)/2 are necessary by Theorem 1.5. We now show sufficiency. When m = n (or equivalently α = 0 or β = 0), this is equivalent to the uniform Oberwolfach problem and is covered by Theorem 1.2; we thus assume that n > m. Except possibly when β = 1, the cases (m, n) = (3, 5), (3, 15) are solved in [1] , and the cases (m, n) = (3, 7), (3, 9) are solved in [30] and [28] , respectively. So we may assume (m, n) = (3, 5), (3, 7) , (3, 9) or (3, 15) .
We start with a C m -factorization of K t [m], which exists by Theorem 1.4. We note that this design has r = m(t − 1)/2 C m factors. We expand each point of this factorization by n, to create a
with r C m [n]-factors. This design has t uncovered holes of size mn, which we can fill with a C m or C n -factorization of K mn as we choose, by Theorem 1.2. This step will yield either (mn−1)/2 C m -factors or (mn−1)/2 C n -factors of the whole design, as appropriate. We can resolve each of the r C m [n]-factors into γ i C m -factors and δ i C n -factors, where γ i + δ i = n, where γ = r i=1 γ i is the number of classes left to fill with C m -factors. If α < (mn − 1)/2, set γ = α and fill the holes with C n -factors, i.e. an HW(mn; m, n; 0, (mn − 1)/2). Otherwise, when α ≥ (mn − 1)/2, set γ = α−(mn−1)/2 and fill the holes with C m -factors, i.e. an HW(mn; m, n; (mn− 1)/2, 0). Noting that γ < mn(t − 1)/2, write γ = xn + y, with 0 ≤ x < r and 0 ≤ y < n.
If the conditions of Theorem 1.7 are satisfied for y, i.e. (y, n − y) ∈ HWP(C m [n]; m, n), we fill x C m [n]-factors with an HW(C m [n]; m, n; n, 0), one C m [n]-factor with an HW(C m [n]; m, n; y, n − y) and the rest with an HW(C m [n]; m, n; 0, n).
Otherwise, the conditions of Theorem 1.7 are not satisfied for y, so that y ∈ {2, 4, n − 1, n − 3} or (m, n, y) = (3, 11, 6), (3, 13, 8) (we are supposing (m, n) = (3, 15) ). If x ≤ r − 2, we fill x C m [n]-factors with an HW(C m [n]; m, n; n, 0), one with an HW(C m [n]; m, n; 1, n − 1), one with an HW(C m [n]; m, n; y − 1, n − y + 1) and the remaining r − x − 2 with an HW(C m [n]; m, n; 0, n).
Otherwise, we have that x = r − 1. Note that since β = 1, 3 by assumption, it follows that y = n − 1, n − 3, and so y ∈ {2, 4}, or (m, n, y) = (3, 11, 6), (3, 13, 8) . If n ≥ 11 and y = 2, 4, then we fill x − 1 C m [n]-factors with an HW(C m [n]; m, n; n, 0), one with an HW(C m [n]; m, n; n − 5, 5) (Theorem 1.7, n − 5 > 4) and one with an HW(C m [n]; m, n; y + 5, n − y − 5) (Theorem 1.7, y + 5 = 7, 9). Since we are assuming (m, n) = (3, 5), (3, 7) , (3, 9) , we are left with the case where x = r − 1 and (m, n, y) = (3, 11, 6), (3, 13, 8) , or (m, n) = (5, 7), (5, 9), (7, 9) and y = 2, 4. These correspond to the cases (m, n, β) = (3, 11, 5), (3, 13, 5) , or (m, n) = (5, 7), (5, 9), (7, 9) and β = n − 2 or n − 4.
When (m, n, β) = (5, 7, 3), (5, 7, 5) or (3, 11, 5) , β = (n−1)/2 or (n+3)/2, and so there exists an HW(mn; m, n; (mn − 1)/2 − β, β) by Theorem 4.1.
We use this design to fill the t uncovered holes of size mn of the original C m -factorization of K t [m], instead of a C m -factorization. Now, we fill the expanded classes with HW(C m [n]; m, n; n, 0). This leaves the exceptions (m, n, β) = (5, 9, 5), (5, 9, 7), (7, 9, 5), (7, 9, 7) and (3, 13, 5) .
The results of Theorems 4.1 and 4.2 together prove Theorem 1.6. In the case that the cycle lengths m and n are relatively prime, in order for HW(v; m, n; α, β) to exist, it is necessary that v is a multiple of mn. We thus have the following corollary. • t > 1, and β ∈ {1, 3} or (m, n, β) = (5, 9, 5), (5, 9, 7), (7, 9, 5), (7, 9, 7) , (3, 13, 5 ).
• t = 1 and one of the following conditions hold: β ∈ [1, . . . , (3, 4) , or (m, n, α, β) = (3, 11, 6, 10) , (3, 13, 8, 10) , (5, 7, 9, 8) , (5, 9, 11, 11) , (5, 9, 13, 9) , (7, 9, 20, 11) , (7, 9, 22, 9) .
Finally, we note that by not filling the holes in the proof of Theorem 4.2 above, we have the following result on factorization of the complete multipartite graph.
Corollary 4.4. Let n and m be odd integers with n ≥ m ≥ 3. Then (α, β) ∈ HWP(K t [mn]; m, n) if and only if t > 1 is odd, α, β ≥ 0 and α + β = mn(t − 1)/2, except possibly if β = 1 or 3 or (m, n, β) = (5, 7, 3), (5, 7, 5) (5, 9, 5), (5, 9, 7), (7, 9, 5) , (7, 9, 7) , (3, 11, 5) , (3, 13, 5) .
In a similar manner we may obtain solutions to HWP(K m [n]; m, n) from Theorem 4.1 by not filling in the parts in that Theorem. We can then obtain further multipartite results on K tm [n] by filling in the parts in Corollary 4.4 with these factorizations.
Conclusion
The Hamilton-Waterloo problem has received much attention over the last few years. While progress for pairs of odd factors has been slow up to now, we have shown that solutions exist for many cases. Indeed, if m and n are coprime, Theorem 4.2 shows sufficiency when v > mn, β = 1, 3 with one possible exception. For the case v = mn, Theorem 4.1 shows a similar result, but leaves the cases where β < (n − 3)/2, (n + 1)/2, (n + 5)/2 as well as α ∈ {2, 4} when m = 3, with a few other small exceptions. It would be nice to see these exceptions closed. Of particular note is the case β = 1; Theorem 3.3 shows that in general the method that we have used, factoring C m [n], will not be usable in this case. We note that in the case of even cycles there is a similar problem when there is only one factor of a given type.
Whilst we have shown sufficiency when m and n are coprime, when m and n are not coprime it is possible to have it is possible to have solutions where the number of points, v, is not a multiple of mn. Specifically, if ℓ =lcm(m, n), then in order for an HW (v; m, n) to exist, v must be a multiple of ℓ. Except when β = 1, 3 or v = mn, we have covered every case where v is a multiple of mn. This leaves the cases when v a multiple of ℓ, but is not divisible by mn. Investigation of these cases would be of interest.
For odd length cycles, we have only considered uniform factors. Almost nothing is known for non-uniform factors, in stark contrast to the even case. The Hamilton-Waterloo problem also remains largely open when the factors have opposite parity. In addition, there is the more general Oberwolfach problem, when there are more than two factor types. Theorem 1.7 is a very important result in its own right. These factorizations are the cycle equivalent of group divisible designs in the design context and are likely to prove useful in solving a wide range of cycle factorization problems.
Acknowledgements
The first and second authors gratefully acknowledge the support of the NSERC Discovery grant program.
Appendix A Factoring C m [n], α ≡ 2 (mod 6), 26 < α < 224 Appendix B Factoring C m [n] α ≡ 4 (mod 6), 28 < α < 268
For each value of α ≡ 4 (mod 6), with 28 < α < 268, we give a and b and (α − 10)/6 triples which, together with their negatives, satisfy the conditions of Lemma 3.12. 
