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INTRODUÇÃO 
Os conceitos de covariância, Invariância e o Princípio 
da Relatividade que aparecem nas Teorias Físicas de Espaço-
Tempo constituem uma das partes mais controvertidas da litera-
tura de FÍsica-Matemática. Em particular, êstes conceitos -sao 
considerados de muita importância para as Teorias da Relativi-
dade Geral e Especial de Einstein e como pode ser verificado, 
consultando-se alguns tratados de Relatividade, não existe uma 
concordância com relação ao significado destes conceitos. 
Um dos objetivos deste trabalho é caracterizar os Gru-
pos de Covariância e Invariância das Teorias FÍsicas de Espaço 
Tempo. Para tanto foi necessário introduzir alguns conceitos 
LÓgicos para afornulação do modelo matemático que representa c~ 
da teoria em questão. o modelo matemático para estas teorias é 
em principio, urna variedade diferenciável de dimensão quatro, 
cuja formulação é o objetivo central do caoítulo I. Neste ca-
pítulo introduzimos os conceitos de Teoria de Primeira Ordem e 
Modelo, caracterizamos as variedades como um tipo de estrutura 
e aos poucos vamos enriquecendo esta estrutura com a introdu-
ção de objetos geométricos como métrica, conexão, campos veto-
riais, etc. ~ através desses objetos ·geométricos que poderemos 
caracterizar objetos físicos como partículas, orbitas de parti 
culas, campos gravitacionais, etc. 
No capítulo II os Gruposde Covariância e Invariância , 
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sao definidos rigorosamente e generalizamos os resultados obti 
dos por Anderson, Scheibe, Hiskes, Recami-Rodrigues e Fri~; 
Estes conceitos permitem uma discussão mais precisa de mo de-
los para uma Teoria FÍsica de Espaço-Tempo. Para atingir ·este 
objetivo foi necessário caracterizar as Teorias FÍsicas atra-
vês do conceito de Tipo de Estrutura definido no capítulo I. 
Introduzimos ainda neste capítulo os Elementos de uma Teoria 
FÍsica, Sistemas de Coordenadas e Sistemas de Referência, o 
significado de Grupo de Covariância para um Sistema de Equações 
Diferenciais e damos também as diferentes interpretações( pon-
tos de vista) para o conjunto de valores atribuídos aos obje-
tos geométricos que satisfazem um Sistema de Equações Diferen-
c i ais. 
No capítulo III apresentamos as Teorias Clássicas de 
Newton como Teorias de Espaço-Tempo: Cinemática e Espaço e 
Tempo Absolutos; as Leis de Newton na Ausência de Gravitação e 
o Princípio da Relatividade de Galileu; Fibrado Aristotélico e 
o Galileano; Eletrodinâmica Clássica de Maxwell-Lorentz; a te~ 
ria Newtoniana de Gravitaç.J:o e a Existência de Re:Zerenciais L"ler 
ciais • A finalidade é mostrar como operam os conceitos de 
Covariância e Invariância em situações simples e analisar como 
surge o PrincÍpio de Relatividade de Galileu -que e a afir-
mação que todos os sitemas inerciais são equivalentes do ponto 
de vista das leis da Mecânica, quando não intervém forças de-
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pendentes da velocidade. O que há de novo neste capítulo é a 
caracterização de sistemas de referência como campos vetoriais 
de caracterização bem determinadas sobre a variedade Espaço-
Tempo Newtoniana. 
No capitulo IV estudamos algumas propriedades das varie-
dades Lorentzianas e as propriedades dos sistemas de referência 
nestas variedades. Para isto caracterizamos as variedades Loren 
tzianas, Espaço-Tempo Relativístico, Campos Tcnsoriais c IlipGr-
superfícies nestas variedades, Sistemas de Referência e Observa 
dores e suas propriedades, observadores "infinitesimalmente vi-
zinhos" e discutimos Separação do Espaço-Tempo e Sincronização. 
Longe de ser um tratamento completo das propriedade des-
tas variedades, esta apresentação visa a compreensão do Capít~ 
lo v. 
No Capítulo V discutimos o Princípio de Relatividade nas 
Teorias de Relatividade Especial e Geral. Tal princípio (na Re-
latividade Especial) é identificado com a afirmação (PFS,pg.l67) 
que todos sistemas inerciais são fisicamente equivalentes do 
ponto de vista das leis que regem todos os fenômenos físicos da 
natureza. O Princípio de Relatividade é então formulado de ma-
neira matemática rigorosa com a introdução do conceito de gru-· 
po de equivalência de uma teoria física de Espaço-Tempo (defini 
ção 1.2.2 cap. V), que é o grupo de difeomorfismos da variedade 
M, que define a classe de sistemas de referência equivalentes 
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de acordo com T{definição 1.2.1 cap. V). 
Mostramos que não existe nada parecido com o Princípio 
de Relatividade {afirmação PR2 ou generalização) na teoria da 
Relatividade Geral e que a afirmação usual encontJ~ada em textos 
de Relatividade de que nesta teoria os sistemas localmente iner 
ciais são equivalentes é falsa. 
Esta quebra de equivalência foi primeiramen1~e detectada 
por Rodrigues [ 45 ] . · Neste trabalho generalizamo~> este resul t~ 
do da seguinte maneira: mostramos que existem modelos da teoria 
que possuem campos vetoriais tipo-tempo (isto é, I:eferênciai s) 
privilegiados no sentido da proposição (5.1.2) (cap. V); faze-
mos também a construção de um exemplo explícito. 
Discutimos também no capítulo V o conceito de teorias 
neo-Lorentzianas que são teorias rivais da Relatividade Espe-
cial de Einstein e mostramos quando estas teorias são ou -na o 
equivalentes a Relatividade Especial, problema este que já vem 
sendo abordado há mais de 70 anos. 
O Apêndice contém as definições e notações usadas no tex-
to. Particularmente importante é o §2 que trata da.s proprieda-
des dos vetores do espaço vetorial de Minkowski. A. validade de 
desigualdades de Schwarz e triangular para as dive:rsas classes 
de vetores (tipo-tempo, tipo espaço e tipo-luz) é aqui discuti-
da de maneira rigorosa, fato este que não encontramos na litera 
tura disponível. 
Achamos que com algumas modificações é possível apresen-
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tarmos uma classificação dos sistemas de referência usados no 
espaço-tempo Newtoniana, ~om relação a aceleração, rotação, ci-
salhamento e expansão de maneira análoga ao caso explicitamente 
desenvolvido no Capítulo IV para as variedades Lorentzianas. 
Acreditamos ter obtido com este trabalho soluções origi-
nais para alguns problemas considerados importantes na literatu 
ra pertinente. Isso foi possível através de um maior rigor na 
"Modelagem" - Tipos de Estrutura e outros conceitos da Lógica 
Clássica e da utilização de Métodos Matemáticos que usaram ln-
discrinadamente conceitos de Geometria, Topologia Diferencial e 
FÍsica. Nesta abordagem foi particularmente profícua a comple-
mentação das formações anteriores do orientador (FÍsica-Matemá-
tica) e da orientanda (Matemática-Topologia) . 
CAPiTULO I 
VARIEDADES COMO TIPOS DE ESTRUTURA 
Corno um dos objetivos deste trabalho é caracterizar os 
Grupos de Invariância e Covariância das Teorias FÍsicas de Esp~ 
ço-Tempo, necessitamos introduzir alguns conceitos lÓgicos para 
a formulação do modelo matemático que representa cada teoria em 
questão. O modelo matemático para estas teorias é em princípio 
uma variedade diferenciável de dimensão quatro, cuja formulação 
é o objetivo central deste capítulo. 
No §1, introduzimos os conceitos de Teoria de Primeira 
Ordem e Modelo. No §2, caracterizamos as Variedades como um Ti-
po de Estrutura, e aos poucos vamos enriquecendo esta estrutura 
com a introdução de objetos geométricos como métrica, -conexao, 
campos vetoriais, etc. ~ através destes objetos geométricos que 
poderemos caracterizar objetos físicos como partículas, órbitas 
de partículas, campos gravitacionais, etc. 
§l. TEORIAS DE PRIMEIRA ORDEM E MODELOS 
Vamos introduzir alguns conceitos lógicos básicos neces~ 
sários para caracterizar uma Teoria de Primeira Ordem e o 
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conceito de Modelo (ver Mendelson [ 35] e Schoenfield [52]). Exem 
plos de Teorias de Primeira Ordem são Teoria de Grupos e Teoria 
de Conjuntos. Veremos também os conceitos de Teorema e Teoria 
Consistente, que serão necessários para a compreensao de resul-
tados posteriores. 
A Teoria de Conjuntos Zermelo-Fraenkel (ZF) é subjacente 
a compreensão do conceito de tipo~ de e~t~utuna, que é como ca-
racterizamos variedades. Assim sendo, no exemplo (1.1.11) in-
traduzimos semiformalmente urna axiomática adequada para a teo-
ria ZF. (ver Halmos {21] , Schoenfield [ 52] e Take·llti [54 1) 
1.1. TEORIAS DE PRIMEIRA ORDEM 
DEFINIÇÃO 1.1.1. Uma f.in.guage_m de plt.Cme.Zh.a o!tdem tem como símbo 
los: 
i) Variáveis x, y, z, w, x', y', z', ... 
ii) Para cada n, os simbolos de funções n-árias e os • s1m-
bolos de predicados n-ários; e 
iii) os símbolos 1, v, A• -+ :3. v, ( , ) . 
Para cada n , o número de simbolos de funçê>es e predica-
dos n-ários pode ser zero, diferente de zero, finito ou infini-
to. 
Um símbolo de função O-ária e chamado uma constante. Um 
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símbolo de função ou um símbolo de predicado é chamado símbolo 
não lógico; os outros símbolos são chamados símbolos lÓgicos. 
Usamos x, y, z e w como variáveis sintáticas parava-
riáveis; f e g para funçÕes i p e g para símbolos de pred~ 
cados; e c como variável sintática para constantes. 
Vamos definir os conceitos de -te!tmo e t)Õ!tmuta. através de 
definições indutivas generalizadas. 
DEFINIÇÃO 1.1.2. Te~mo 
tão 
i) uma variável e um termo; 
ii) se u
1
, ... ,u
0 
sao termos e f e uma função n-ária en 
u 
n 
é wn termo. 
-Observamos que os termos sao exatamente as expres90es que 
designam indivíduos. Usamos a, b, c e d como variáveis sin-
táticas para termos. 
DEFINIÇÃO 1.1.3. Uma 6Õnmu~a atômlea é uma expressão da forma 
p onde p é um predicado n-ário. 
al ... an 
DEFINIÇÃO 1.1.4. FÕ~muta 
i) uma fórmula atômica e uma fórmula; 
ii) se u é uma fÓrmula, então I u e urna fórmula; 
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iii) Se u e v sao fórmulas, então u v v j' u " v e 
u-+ v são fórmulas; 
iv) se u e uma fórmula, então 3xu e Vxu sao fórmulas 
Usamos A, B, c, ... como variáveis sintáticas para fór-
mulas. 
Uma l-i.11gu.age.m L de. p!time.ilta ol!.de.m é uma linguagem na q~al 
os símbolos e fórmulas sãc como os descritos acima. 
Uma linguagem de primeira ordem fica, portanto, complet~ 
mente determinada por seus símbolos não lógicos. 
Daremos agora as definiçÕes precisas para o c.o,'!.Jtênc.~a Li-
vlte. e ligada de uma variável. 
DEFINIÇÃO 1.1. 5. Uma ocorrência x em A é l,iga.da em A se ela 
ocorre em urna parte de A da forma 3xB ou \fxB; em caso con-
trário ela é t1vJte. em A. 
DEFINIÇÃO 1.1.6. Dizemos que x é f.._[vJuz_ (Li..gada) em A se algu-
ma ocorrência de x é livre (ligada) em A. 
Usamos b [a] 
X 
-para designar a expressao obtida, a partir 
do termo b, substituindo-se cada ocorrência de x por a, e usa-
mos A [a] para designar a expressão obtida a partir da fórmulu 
X 
A, substituindo-se cada ocorrência livre de x por a . 
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DEFINIÇÃO 1.1.7. DizGmos que a va'L{_á.vc•_f z pode ~C'~ 
pelo termo a, nu. fórrnulu 1\ , se para cada v,tr i5vc 1 \' auc ocor - - -. 
re em a nenhuma parte de A da forma 3 YB nu '.'Yll contém uma 
ocorrência de x que e livre em A. 
Convencionamos que, ao usurmos Ax [a] subcntcndr~os que 
A, x e a representz:m expressões tuis que .. pode ser substi-
tuído por a em A . 
Podemos estender essa notaçao para v~rjas variãvcis. In-
dicamos por c I I ••• I(} ) 
n 
o termo cl:tido, a o~rt~r 
• • I :< 
n 
b, substituindo-se todas as ocorrências de . ' ; ·o .c-
respectivwnentc; c inc!j C'<}J':":OS !-O r ' . 'v v ' ,]1 r • • • 1 :1 I .] , - .. , .. n _ n 
a fórmula obtida, a partir de l,, substituindo-se toda~; ,·1:-; ocor· 
rências livres de por "1·---·Zl.,. 
' 
Como no caso de uma variável, convencionzHr.os rruc•, cillrlr.c1n 
A ia1 , ... ,a 1 for usado estar~ subcnt~~·!id:1 rrtit· xl, ... ,xn n 
-
... ,Y.n' a
1
, ... ,an representam cxprcssocs tais ouc X 
j 
li, ) l' 
sor 
substituido por ai em 1\, para L, ... ,n. !'(!dr·!:lo~; C>f:i~r ir u:. 
indices x
1
, ... ,x quando estivcrcn claros no contexto. 
n 
OBSERVAÇÃO l.l.B. A - B e, por dcfiniçÕc', [h DI ' (13 -· 11) 
Chamamos lA a ncga.çao de A ;I\ v B J d{ .. 'J !Ui!(iJr• r_1 o r, ,, n 
-
de A--+ B i_mpf__{ ('(l(clc de n A A B a c. o nj unça.o A e B ; u ;-,or ]\; 
A+-+ B a equiva..tê.nc.-Za de A e B; 
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\/xA a ge.ne.ILal-i.zaç.ão de A por x. 
DEFINIÇÃO 1.1.9. Uma .:te.onia (ou sistema axiomático) de. pnJ..me_ifl_a 
ohde.m ou simplesmente uma -te.oJtia é um sistema formal T tal que: 
i) a .t-i..nguage.m de. T, L(T), e uma linguagE!ffi de primeira 
ordem; 
ii) os axioma-6 de. T. Estes se subdividem em axioma.t. fÕgi-
c.o-6 (listados abaixo) e ax).oma-6 não .tôgic.ot. (espe~cificos de ca-
da teoria). 
Os axiomas lógicos e as regras de T sao os seguintes: 
Axl: A --r (B ---+ A) 
Ax2: (A ~ (B ~ C)) ~ ((A ~ B) ~ (A ~· C)) 
Ax3: A t. B ---+ A 
Ax4: A A B ~ B 
Ax5: A ~ (B ~ (A A B) ) 
Ax6: A -+ (A v B) 
Ax7: B ~ (A v B) 
Ax8: (A ~ C) ~ ( ( B ~C) ---+ ((A v B) ~ C))) 
Ax9: (A ~ B) -+ ((A ----+I B) -----t- I A) 
AxlO: I IA --+ A 
Axll: VxA(x) ---+ A(t), se x e livre para t em A(x) 
Axl2: A(t) ~+ 3x:A{x), se x e livre para t em A(x) 
A,A -+ B 
B 
A~ C 
3xA -+ c 
C~ A 
C -+ VxA 
(Regra de Modus Ponens) 
se x nao é livre em C 
(Regra de Introdução do Existe (3)) 
se x não é livre em C 
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(Regra de Introdução de qualquer que 
seja (V) I. 
Assim sendo o que especifica uma teoria sao os seus sim-
bolos não lÓgicos e seus axiomas não lÓgicos. 
EXEMPLO 1.1.10. Teoria de Grupos. O sistema axiomático para gr~ 
pos e chamado Teoria Elementar de Grupos e indica-se por G O 
Único símbolo não lógico é o símbolo de função binária · Os 
axiomas não lógicos de G -sao 
G
1 
(x·y) • z x· (y· z) 
G2 3x(Vy(xy y)) A Vy 3z (zy ~ x) 
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EXEMPLO 1.1.11. Teoria dos Conjuntos, conhecida por Teon.-La do-6 
Conjun:to.ó Zeltme..to- Fnaenkei e indicada por ZF. Nesta teoria a 
idéia intuitiva de coleção de objetos, é a de "conjunto". 
Na Linguagem de Primeira Ordem para a teoria ZF , temos: 
VaJt-tâve.t-6: x,y, ... referem-se a conjuntos 
Slmba.ta.6 e P!ted-i.c.ado.6: O único simbolo de predicado e o simbolo 
"E" do predicado binário de "pertinência" 
Conec.:t.<.vo-6: I, v, A , --+ , V, 3 e ( ) . 
Tenmo: Uma variável individual e um termo 
FÓ!tmu.ta Atômica: Se x e y são variáveis individuais, 
x E y é uma fórmula atômica. 
então 
Usaremos 'f! 1 1J1, 'l como meta-variáveis para fÓrmulas. 
FÕttmu.ta: i) Uma fórmula atômica é uma fÓrmula 
i i) Se .p e l)J são fÕnnulas, então I r.p, {} v l)J, r.p 11 ~~ 
'f!~ l)J são fórmulas. 
e 3 x<P 
iii) Se <P é uma fórmula e x e uma variável, então Vx-: 
são fórmulas. 
A partir da linguagem acima descrita, acrescentando-se os 
axiomas não lÓgicos específicos aos axiomas lógicos e regras de 
inferência subjacentes às Teorias de P:rimeira Ordem, obtemos a 
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a Teoria de Conjuntos Zermelo-Fraenkel. 
Em ZF podemos definir a igualdade (=). 
DEFINIÇÃO. a ~ b ~df (Vx) (x E a +-> x E b) 
AXIOMA 1 (Axioma da Extensionalidade} 
(V a) (Vx) ( \ly) (X = y 1\ X E a ----+ y E a) 
Em ZF é fácil demonstrar a partir do Axioma 1, que: 
i) ( Vx) (x ~ x) 
ii) (x ~ y)--+ (• (x) ++ '(y)) (Propriedade da substituição 
para a igualdade. 
Para cada fórmula ~(x,a 1 , ... ,a0 ), introduzimos um ~Zmbo 
ia de c..ta~.& e 
{x/<P(x,a
1
, ... ,a
0
)} 
que é lido como a 11 classe de todos os x tais que <P (x,a1 , ... ,an). 
Nossa interpretação principal e que o J .Zm boto de c tafl ,se 
{x /<P (x)} denota a classe dos indivÍduos x que tem a propried~ 
de I{> (x) . Observamos que "classe" é uma extensão da noção de co~ 
junto de modo que todo conjunto é uma classe (a= {x /x E a}) 
lO 
porem nem toda classe é conjunto (por exemplo, a classe de to-
dos os conjuntos V = (x/ x = x}). 
Introduzimos, ·em ZF, o predicado M (AI pa:ra A -e. um co n 
junto. Isto é 
DEFINIÇÃO' MIAI df (3x) (x ~ A) 
Obtemos então, 
o que significa que A é um conjunto e que satisfaz a proprie-
dade <P • 
Com as definições de pa!t {a,b}, c.onjun-to Ltnião u (A) e 
c.onju.n:to po:tê.nc.J.a P (a), podemos introduzir mais alguns axiomas 
de ZF. 
DEFINIÇÃO' 
{a,b} ~ {x/ x ~a v X ~ b} df 
U (A) ~ {x/ 3y (X E y A y E A) I df 
A c B ~ (Vx) df (x 
E A --+ X E B) 
Piai ~ {x/x<=_ a}. df 
ll 
Postulamos, em ZF 1 que pares de dois conjuntos quaisquer 
sao conjuntos, a união de um conjunto é um conjunto, e que o 
conjunto potência de um conjunto qualquer é um conjunto. 
AXIOMA 2. (Axioma do Par) 
(Va) (Vb) M({a,b}) 
AXIOMA 3. {Axioma das Uniões) 
(Va) M (U(a)) 
AXIOMA 4. (Axioma das Potências) 
(Va) M(P(a)) 
O Axioma da Subltitu~ção, introduzido por Fraenkel, de-
termina que funções levam conjuntos em conjuntos, ou seja, se a 
fórmula ~(x,y) é uma função, então 
(Va) M ({y I (lx E a), '(x,y) }) • 
AXIOMA S. (Axioma da Substituição) 
[ (V a) (Vu) (Vv) (Vw) [' (u,v) A f (u,w) -> v = wl -> 
- (Jb) (~y) [ y E b - ( Jx) [X E a A dx,y) 111 
l2 
o Ax,i.oma da. Sepa.Jw.ç.ão de Zennelo afirma qUE~ a classe de 
todos os objetos de um conjunto que têm uma dada propriedade e 
um conjunto, ou seja, M(a ~A). 
AXIOMA 6. (Axioma da Separação) 
(Va) (3b) (Vx) (x E b +-+ x E a A o.p (x)). 
Utilizando o Axioma 6, denotamos 
{x I x E a A • (x)} por {x E a;. (x)} 
Observamos que, a partir do Axioma da Separação, podemos 
provar que a classe {x/ x f.x}, a qual denotamos por 0, e um 
conjunto, chamado vazio. O conjunto 0 é o primeiro conjunto que 
exibimos em ZF. De fato, a teoria ZF e urna teoria construti-
va, no sentido que os "conjuntos" são construídos a partir do 
conjunto 0. 
O Axioma da Separação de Zermelo pode ser demonstrado a 
partir do Axioma da Substituição de Fraenkel. Entretanto, eles 
nao são equivalentes. 
Para excluir a possibilidade que um conjunto possa ser 
elemento de si mesmo (isto é, excluir a E a) e também para im-
pedir a possibilidade de cadeias de E (isto e, pai~a 
quaisquer, excluir a
1 
E a 2 E ... E an E a 1 ) temos o Ax,{ o ma da 
Reguia~;dade, também conhecido como Ax;oma da Fundamentação, o 
qual determina que todo conjunto não vazio contém um elemento x 
com a propriedade que nenhum elemento de x é também um elemen-
to de a (isto é, se a r! 0 então 3u E a tal que una:::::: 0). 
Axioma 7. (Axioma da Regularidade) 
a ;i ~ - (J x) (x E a ' x n a = Çj) 
O Axioma da Regularidade é relevante na teoria ZF porque 
a partir dele provamos que (Va) (a ~ a) e, como consequência 
disso, obtemos um resultado central da teoria que diz que a 
classe V ::;; { x/ x = x} de todos os çonjuntos não é um conjunto. 
O Axioma do Infinito postula que existe um conjunto in 
finito. 
AXIOMA 8. (Axioma do Infinito): Existe um conjunto A tal que 
i) ÇZl E A 
ii) (~x) (x E A -+ X U {x} E A) 
Pelo Axioma do In f in i to provamos que a classe Thi , cujos 
elementos são chamados números naturais, é um conjunto (infini-
to) • 
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AXIOMA 9. (Axioma da Escolha). 
Dada uma família nao vazia de conjuntos não vazios dis-
juntos dois a dois, existe um conjunto consistindo de exatamen-
te um elemento de cada conjunto da família. 
O axioma pode ser expresso, de forma simplificada, mais 
fraca, como abaixo, onde f é a "função escolha" 
(V a) ( Jf) (Vx E a) ((x I \Õ) ~(f (x) E >:)) 
Incluímos ainda em 1.1. , os conceitos dE~ Te.oJte.ma e Te 
oJtÃ..a. Con6-i.J.>ten:te., porque são necessários para a compreensao de 
resultados posteriores. 
DEFINIÇÃO 1.1.12. Teo~ema. 
-i) Os axiomas de uma teoria de primeira ordem T sao teo-
remas de T ; 
ii) Se todas as hipóteses de uma regra de T são teoremas 
de T, então a conclusão da regra e um teorema de ~r. 
Denotamos que A é um teorema da teoria T por ~ A. 
DEFINIÇÃO 1.1.13. Uma teoria T é ~on~~~tente se ela nao tem co-
mo teorema urna fórmula A e sua negação I A. Em caso contrário, 
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a teoria e dita ~n~un~~otente. 
1.2. ESTRUTURAS E MODELOS 
O objetivo deste po.rágrafo é a definição de f:stru tu r o. c 
a de Modelo, que são conceitos que' serão utilizados neste tru-
balho. 
Um significado para uma linguagem de prirr:clra orC'.c,;·, con-
siste de um universo e um significado do tipo apropdc,C:o po.ru 
cada símbolo não lÓgico. Introduzindo essa noção adequadamente, 
temos a definição de e_,s-ttwtu,'to. para uma linguagem de primeiro 
ordem. 
DEFINIÇÃO 1.2.1. Seja L tHna linguagem de primeiro. ordem. Umet t'.'l 
-t.ttutu!ta Ol para L consiste de: 
i) Um conjunto não vazio Of; chamado universo de . Os 
elementos de j Ol] são chamados in di vi duas de C'! 
iil Para cada símbolo de função n-arla 
çao n-ária f 01 de I Oi I em I CJII 
f de L , u~1 a fu n 
iii) Para cada simbolo de predicados n-ário p de L , um 
predicado n-ãrio em Ol 
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Queremos definir que uma fórmula A é válida em uma es-
trutura CJl, quando "todos os significados de -A SELO verdadeiros 
em Ol ". Seria então conveniente que, para cada significado de A, 
pudéssemos ter uma fórmula. que expressasse exatamente esse sig-
nificado. 
DEFINIÇÃO 1.2.2. Seja aL uma estrutura para L. Para cada indi-
viduo a de aí , escolhemos uma nova constante, chamada o nome. 
de a (é claro que atribuímos nomes distintos pa.ra indivíduos 
distintos) . A linguagem de primeira ordem obtida, a partir de 
L, acrescentando-se todos os nomes de indivíduos de a, é desig-
nada por L(Ol-). 
Usaremos i e j como variáveis sintáticas para nomes. 
DEFINIÇÃO 1.2.3. Seja a um termo livre de variáveis de L(O[). 
i) Se a e um nome, Ol (a) é o individuo do qual a e o 
nome. 
ii) Se a nao é um nome, então a não tem variáveis c 
deve ser da forma f um simbolo de função de L. 
Fazemos 
l7 
OBSERVAÇÃO 1.2 .4. Uma fórmula A é 1ec.hada se nenhuma variável 
é livre em A. Isso significa que A tem apenas um significado. 
Queremos definir um valo~ de ve~dade 0 (A) para cada fó~ 
mula fechada A em L (Ol) . Para isto introduzimos as funções de 
verdade. 
Selecionamos dois objetos distintos, V e F, os quais cha 
marnos de vato~e~ de ve~dade. Atribuímos um valor de verdade a 
cada fórmula, da seguinte maneira: se a fórmula e verdadeira 
atribuímos o valor V; se é falsa, o valor F. 
Uma fiunção de vehdade é uma função fl de fv,F: n em 
{V,F}: 
i) se o símbolo A significa e: 
A função binária HA para a e b, valores de verdade 
de A e B respectivamente, é tal que HA(a,b) é o valor verdade 
de A A B. Essa função de verdade é descrita pelas equações: 
ii) Se o símbolo v significa ou: 
H (V,V) =H (V,F) =H (F,V) =V 
v v v 
H (F,F} F 
v 
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iii) Se o símbolo -• significa, se ... entcio: 
H (V,V) =H (F,V) - H "(F,F) .. V 
-+ -~ " 
H (V, F) = F 
~ 
iv) Se o símbolo l significa a negaçao, então 
e fll (V) = F 
v) Se o símbolo+-+ significa ~e r_ ~omer1te -.'>c: 
H~(V,F) = H++(F,V) = F . 
DEFINIÇÃO l. 2. 5. 
i) Se A e a b fazemos 
Ol (A) = V se e somente se (][ (a) "" O! (b) 
i i) Se A é p , com p distinto do 
al ... an 
prcdi_caC:o 
igualdade, fazemos 
(}/ (A) = V se e somente se (~i I ) ·"' I ) ) Pozl'- a 1 , ... ,,,~ an 
l'J 
iii) Se A c I B , então 
C!l- (A) = H-,(01 (B)) 
iv) Se A e B v C , então 
CJI_ (A) =H (C!I- (B) ,OI (C)) 
v 
v) Se A e 3xB , então 
Ol (A) ·- V se e somente se c~ (I3 !i]} ~ V parJ ,1lgum 
X 
i em L ( (J/, ) 
vi) Se A -e VxB 
Ol(\JxB) = V se e somente se Ol (B [iJ l == V parcJ todo 
X 
i em L(al 
Para os símbolos " , ___,_ e "T"-+ procede-se de forma análo 
ga. Da mesma maneira, encontramos o valor de verdade para fÓrmu 
las do tipo: 
Al v ••• v A n 
DEFINIÇÃO 1.2.6. Se A é urna fórmula de L, uma Ct- Ú!õfânc{,1 de 
A é uma fórmula fechada da forma A [i
1
, ... ,in] em L (Ol l • 
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DEFINIÇÃO 1. 2. 7. Uma fórmula A de L e vãL-<-da em Ol se OZ. (A) =V 
para cada aL -instância A' de A. 
DEFINIÇÃO 1. 2. 8. Uma fÓrmula A fechada de L e válida em Ol se 
e somente se Ol (A) =V. 
DEFINIÇÃO 1.2,9. Um modelo de uma teoria T é uma estrutura para 
L(T) na qual todos os axiomas nao lógicos de T são válidos. 
EXEMPLO 1.2.10. Urna estrutura para L(G) pode ser descrita como 
um conjunto não vazio (o universo), com uma operação binária (a 
função associada a • ) . Tal estrutura será um modelo de G se e 
somente se é um grupo. (JR, ~, ... ). 
EXEMPLO 1.2.11. Um modelo para ZF e uma coleção qualquer de 
11 objetos 11 , chamados conjuntos, que satisfaz os axiomas da teo-
ria. 
DEFINIÇÃO 1.2.12. Uma 6Õttmufa e. vãiida e.m T se ela e válida em 
todos os modelos de T. 
-O objetivo de um sistema formal e encontrar um processo 
para provar teoremas. Assim sendo, uma questão particularmente 
importante para qualquer sistema formal é encont.rar um condição 
necessária e suficiente para que uma fórmula de L(T) seja um 
2! 
teorema de T. 
Essa questão, chamada p!r.obi:ema da ca!tac.-tellizaçá:o encon-
tra, com os Teoremas do. Completude, umu primeiro. soluçiio sign.i-
ficativa. 
TEOREMA DA COMPLETUDE, PRIMEIRA FORMA (Godel), Uma fÓrmula A de 
uma teoria T é um teorema de T se e somente se é válida em T 
{veja [35] ) 
O teorema tem uma segunda forma, concernente a consistên 
c ia. 
TEOREMA DA COMPLETUDE, SEGUNDA FORMA. Uma teoria T e consistcn 
te se e somente se tem um modelo (ver [ 35] } . 
~ importante observarmos que as duas formas do Tcorcmu 
da Completude estabelecem a equivalência entre um conceito sin-
tãtico (teorema; consistência) e um conceito scmãntico [v~lid~­
de ; modelo). 
Observamos ainda que, neste trubulho, como é usual c:m l'-1,,-
temática, quando nos referimos a estruturas para certas l~nguo­
gens L(T), subentendemos muitas vezes que essas estrutur~s s~o 
modelos das respectivas teorias T. 
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§2. TIPOS DE ESTRUTURA E VARIEDADES 
Estamos interess~dos em estudar algumas teorias fÍsicas 
cujos modelos matemáticos são 11 :t...i_po.6 ck c~f'1lttuJta" chamados va-
Jt,tedadeJ.J. Caro a estrutura de variedade não e uma estrutura de 
primeira ordem, para formulá-la nós utilizaremos uma extensão 
do sistema ZF (ver §1) que contém todos os concci tos a~....~:ili_a­
res que serão necessários, indicaremos esta extensao por ZFT. 
AD tomarmos esta teor ta dos conjuntos ZFT como teor ia 
subjacente para a construção de nossos tipos de estruturas, esta 
mos assumindo as noções de conjunto, relação, função, funçã:J com 
propriedades e caracter!sticas específicas, operaç6es entre con 
juntos, conjunto das partes ( P) etc.; o conjunto dos números 
reais será denotado por IR . Assumiremos também os conceitos de 
anel, espaço vetorial, espaço topológico, f i brado, etc 
Apêndice). 
(ver 
Primeiramente veremos uma definição de tipo de estruturCJ. 
baseada no conceito dado pelo grupo Bourbaki (ver Scheibe !Sll}; 
e depois utilizando esta definição caracterizaremos as varicd2-
des. 
2.1. TIPOS DE ESTRUTURA 
DEFINIÇÃO 2.1.1. Um tipo de estrutura o é um cohjunto finito de 
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fÓrmulas de ZFT, que dependem de certas variáveis, as quais in-
dicam os conceitos básicos que estão inter-relacionados 
axiomas (alguns lndices são suprimidos). 
I li 
a(X,E,F) 
onde 
X ;i Çl 
n 
A A F E a [ x,a I 
n n 
pelos 
X sao os conceitos básicos principais (variáveis) 
~ 
F. sao conceitos derivados 
l 
~ sao conceitos básicos auxiliares (termos), que depen-
dem dos X , F. e possivelmente de variáveis ~diferentes de 
~ l 
e 
As tipificações Fi E oi [X,a] são as fórmulas e o. [X, a] 
l 
são termos construidos de X)J e ak por aplicações sucessivas 
de operações que nos conduzem a conjuntos de partes P(X ) ou a 
~ 
potências destes conjuntos e produtos cartesianos. A natureza 
de a é determinada pela segunda linha de {1), em relação a X e 
a conjuntos constantes de ZFT; F E 0 [x,a] fornece todos os ter-
mos e predicados necessários; a(X,C,F) é uma fórmula (axioma 
próprio) nas variáveis X~, Sk e 
condição de invariância 
f-T (X',I;,F')-+-+ a(X,[,,F} 
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F., satisfazendo a seguinte 
l 
onde X~ resulta de Xf-1 por uma bijeção qualquer e F~ resulta de 
F1 por correspondentes bijeções canônicas que sao determinado_. 
pela anterior e pela segunda linha de (1). Consequentemente, F'~ 
1 
satisfazem a 
1-T F~ E O. [X',aJ 
l " 
(ver Scheibe [51] ) 
Exemplos de tipos de estruturas em Maternát.ica sao os mo-
de los das teorias de grupos, anéis, espaços vetoriais, espaços 
topolÓgicos, variedades e fibrados. 
Observamos que as duas primeiras estruturas (grupos, 
anéis) tem tipos distintos das demais. Enquanto que no primeiro 
caso "operamos 11 internamente dentro do conjunto (estrutura de 
primeira ordem), nos demais necessitamos de conjuntos auxilia-
n 
res, como lR, lR , ou potências e produtos cartesianos destes. 
2.2. VARIEDADES 
Estamos interessados em estudar propriedades das teorias 
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fisicas de espaço tempo, cujos modelos matemáticos são tipos de 
estrutura chamadas variedades. Com esta finalidade introduzire-
mos uma classe especial de variedades; iremos aumentanto grada-
tivamente as estruturas em nossas variedades, colocando estrutu 
ras adicionais (objetos geométricos) como métrica, campos veto-
riais e conexão, etc, de maneira que estas variedades fXJSSanl des 
crever modelos para as teorias físicas de espaço tempo. 
2.2.1. VARIEDADES GLOBAIS 
Inicialmente damos a construção de l'"'lft.i cdade-5 gfoba-i_,s, 
isto é, variedades que são homeomorfas ao JR n 
Seja M um conjunto básico principal. Consideremos dois 
conjuntos básicos auxiliares 
n 
JR (com sua topologia usual) e 
um grupo G dos difeomorfismos de um espaço vetorial real 
de dimensão n. Uma estrutura será dada por 
M f 0 
I 1 l 
a (vg) (M,F) 
onde a 
(vg) 
diz que: 
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i) os elementos <P E F sao bijeções de M sobre lR n 
i i) Se 1jJ ,'f! E F então ~~<P -l E C ,' 
iii) Se <P E F e g E G então g,aEF. 
Estas exigências i), ii) iii) transformam F em um siste 
ma de coordenadas globais completo sobre o espaço M , com relu-
-çao ao grupo G de transformações de coordenadas. Induzimos 
a topologia em M, a partir da topologia de JR n, exigindo que 
A C M e um subconjunto aberto se e somente se <P(A)CJRn c um 
subconjunto aberto. ii) e iii) dizem que o atlas é maximal (pa-
ra uma carta), isto e, se 'f! : M --·--~ lR n e bijeção, tal que se 
<jJ E F e então ' E F 
-1 
(pois (,a o 1jJ ) o t!' == 
= <P E F) • 
Neste caso poderemos indicar a estrutura de variedade gl~ 
bal por (U,F) 1 onde U 6 o ''universo'' da estrutura (U ~ cons-
tituido pelo conjunto M, por JR n , c por potências e produtos 
cartesianos destes) e F e um objeto geom~trico construído a 
partir dos elementos de U. Para simplificar, utilizarEITOs (M,F) 
no lugar de (U, F) • 
Os exemplos mais importantes de (vg) aplicados em FÍsica 
sao aqueles nos quais a variedade M é interpretada como espaç~ 
-tempo (n = 4), F é a classe de sistemas de coordenadas prefe-
rencial no espaço-tempo e G e um dos seguintes grupos de 
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transformação de coordenadas: (Gner), o produto direto dos gru-
pos Euclidianos do espaço-tempo pelo grupo das translações tem-
parais; (Ggal), o grupo de Galileu; (G .), o grupo de Poinca-pol 
re; (Gdif)' o grupo dos difeomorfismos, Gtc. (Ver Capitulo III) 
Para uma descrição mais completa da realidade física te-
remos que enriquecer as (vg) com estruturas adicionais como me-
trica, conexão, campos vetoriais, etc. 
2.2.2. VARIEDADES - CASO GERAL 
Até aqui estudamos variedades -M que sao homeomorfus ao 
:rrP (variedades com coordenadas globais (vg)) . Vamos agora in-
traduzir um tipo de estrutura para variedades com qualquer sis-
tema de coordenadas locais. Para isto, substituímos a exjgência 
de G ser u: Ç!rupo dos di.feomorfismos de r)(' la a fi rmaçâo 
que G = G 
p 
e um pseudo-grupo de difeomorfismos locais em 
(ver Apêndice). 
A extensão do conceito de variedade global a variedade 
sera feita através da extensão de tipo de estrutura. 
Dado um tipo de estrutura (o,a), ele pode ser estendido 
adicionando-se novas tipificaçÕes F G c !X,u.! e axiomas ·dX,; 1 
F , S) I 
o 
ambos referindo-se à antiga base de conjuntos tais que 
{a x a ; a A a) 
o o 
ainda é um tipo de estrutura. 
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neralizar a definiç~o de v~ricdadc 
que perrni tirão a introdução de métric.J. e ...::one:-:ão r. a. varied.Jdc. 
DEFINIÇÃO DE VARIEDADE 
Seja M = u 
iEI 
M. 
l 
e um subconjunto aberto} 
Conjuntos bãsicos principais M_ 
l 
Conjuntos bâsicos auxili~ros 
F i, i F I , conjuntos ckr i vado~~, 1' 
tais que 
I l) 
M. ~ 9 
l 
et (t-1, F) 
v 
onde a diz que 
v 
pura todo i C I 
l I 
a) os elementos ~i de F
1 
sao bijcç6cs de M
1 
b) ~J. - elementos de então Se '· e sao F. l l l 
c) Se E F E G entao -I E F. '· e g g.: l l p i l 
. n 
soore lE 
-! 
é-_: o; c; 
i i 
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d) Se M. ( M. 1' 0, ~. E F e ~. E F. então, 
' J ' 1 J J 
-1 
E G 
-1 
'· o •• e •• o' . E G ' J p J ' p 
e) Se • e uma bijeção de \•1 em lRn ' onde 11 e um sub-
conjunto aberto de M, e se 11 r. M. ~ ~ ' para algum i l r e 
-1 
E G 
--1 
' o 'i e •• o ' p l E G p ' então ' E Fk para algu.rn k 
(k E I) . 
Analogamente ao caso anterior da variedade com coordena-
das globais (vg), nossa variedade pode ser indicada por (M,F) . 
2.2.3. M~TRICA NA VARIEDADE 
Podemos introduzir uma extensão da estrutura como o rea-
lizado no caso (vg), p,lra obtermos uma descrição mais completa 
da realidade fisica. Este conceito é suficientemente geral para 
incluir todos os tipos de variedades que são conhecidos pela gc~ 
metria diferencial tais como variedades riemannianas, varieda-
des com conexão afim, etc. 
Seja (M,F) uma variedade corno em(2.2.2). Para cada 
p EM, associamos um espaço vetorial real de dimensão n, 
que indicamos por TPM -espaço tangente a M em p 
M = u 
iEI 
M. 
l 
(Mi é subconjunto aberto de M). 
ponto 
lRn 
' 
Conjuntos básicos principais, M. 
l. 
Conjuntos básicos auxiliares, IRn, 
Conjuntos derivados F E P
2 (M. X 
1 1 
sk E P(T M X p 
tais que 
M. 
1 
t 11! ' para todo i E I 
Fl E p2 (M x IR nl l 
A ... A F. 
1 
sk E P"(T M p 
X TPM) X JR) 
et (M,F) A S (M,F,S) 
v v 
onde 
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i E I 
G IR 
p 
IRn) e 
T M) 
p 
X IR) 
E P2 (M. 
1 
X IR nl A 
av(M,F) sao os axiomas que dão estrutura de variedude 
(ver 2.2.2) 
Bv(M,F,S) diz que: para todo 
se g E Sk então g:TMxTM--+IR p p 
trica, isto ê, g (u,v) = g (v ,u). 
u e v pertencentes a T M, p 
é uma forma bilinear simé 
O conjunto M com estrutura de variedade e com métrica 
g, será indicado por (M,F,g) ou simplesmente (M,g)-
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2.2.4. CONEXÃO NA VARIEDADE 
Vamos acrescentar a nossa variedade (M,F) a conexao. A 
cada subconjunto aberto U. C M 
1 
associamos uma aplicação 
será chamada um campo vetorial em M. In-
clicaremos por *(M) o conjunto de todos os campos de vetores de 
00 
classe <r em M e por V(M) o anel das funções reais de elas-
00 
se ~ definidas em M. 
u 
iEI 
M. 
1 
(M. 
1 
i E I I e subconjunto aberto de M) 
conjuntos básicos principais 
Conjuntos básicos auxiliares 
Conjuntos derivados Fi e C. 
tais que 
axiomas a 
v 
e 
M
1 
~ ~~ para todo i E I 
A •• , A 
ci E Pii~IMI x ~!Mil x *IMII 
J 
M. 
1 
i E I 
G 
p 
I\ • • • 1\ 
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onde a (M,F) sao os axiomao-~ que dão a estrutura de variedades 
v 
(ver 2. 2. 2 I 
e yv (M,F,C) diz que: se De um elemento de Cj 
satisfaz as propriedades: 
i) D(fX + fY, Z) = fD(X,Y) + gD(Y,Z) 
ii) D(X, Y + Z) = D(X,Y) + D(X,Z) 
iii) D(X,fY) = fD(X,Y) + X(f)Y 
então o 
onde X,Y,Z sao elementos de *CM) e f,g elemen·t:os de V{M) e 
X (f I é a derivada direcional da função f na dire!ção do campo 
X. 
o conjunto M com estrutura de variedade e -com conexao 
D, será indicado por (M,F,D) ou simplesmente por (M,D). 
No Capítulo III para descrevermos as teorias físicas de 
espaço-tempo precisamos introduzir estruturas adicionais a es-
tas variedades. Necessitamos de novos objetos geométricos (tip~ 
ficações) que descreverão os objetos físicos sujeitos a invest~ 
gação corno órbitas de particulas, campos de vetorE·s, etc. Além 
disso, os axiomas terão acréscimos necessários para que possa-
mos descrever as leis fisicas que estes objetos dE~vem obedecer 
tais como leis de movimentos, leis de propagação, etc. 
CAP Í1'ULO II 
ESTRUTURA DAS TEORIAS F!SICAS - GRUPOS DE 
COVARIÂNCIA E INVARIÂNCIA 
Vamos, em primeiro lugar, caracterizar ~s Teorias r·isi-
cas através do conceito de tipo de estrutura vjsto no C~l[>Ítulo 
I. Com este objetivo introduzimos os Elementos de uma 'fcnr i:1 ri 
sica (§l}; definimos o que são Tcori<1s FÍsicas de Espaço- Tcr1:po 
e discutimos como estas podem ser for~uladas de m<1ncir;1 jntrin-
seca e extrinseca (§2). 
O principal objetivo deste capítulo é curo.ctcrizur os(~~~< 
po.õ de. Covatt..Lânc.-<..a (§4) e Gtwpo-6 de lnvaJt-(ância (§5). Este>:-; con 
ceitos permitem uma discussão mais precisa de modelos purz! u:-::a 
Teoria FÍsica de Espaço-'I'cmpo. Puro. isto é nccess.)rio C:c:·: :ür-
mos: sistemas de coordcn,1c1,1s c sistC'rtLV> de' rofr'r0nria, o ~·i·lni­
ficado de Grupo de Covariância de um sistcmL!. de C'tTua.çõcs ,-;:f~~­
renciais e ainda darmos as diferentes interpretaçÕes (pontos de 
vista) para o conjunto de valores atribuidos aos objetos gc·om6-
tricos que satisfazem um sistema de equações di fcrcnciui.s (§3) 
(ver Anderson I 2 :f Scheibe ! 451 r l-Iiskes ! 241 I Rodrigucs-RC'CCl.nÜ 
[40) , Friedman [ 18) . 
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§1. OS ELEMENTOS DE UMA TEORIA FÍSICA 
por 
Neste trabalho as teorias fisicas serao caracterizadas 
(i) Certos tipos de estrutura como descrito no Capítulo 
I, ou estrutura matemática por simplicidade; 
(ii) Sua interpretação física; 
(iii) Sua compreensão e aplicações atuais. 
E: necessário que fique bem claro que na exposição matemã 
tica de uma dada teoria física T os postulados ou axiomas bási-
cos sao apresentados como definiçÕes. 
Tais definições significam que os siste-
mas físicos descri tos por T se comportam de uma dada maneira. 
Portanto, as definições requerem uma motivação ma:Lor que as de-
finições puramente matemáticas. Reichenbach [ 41] chama as defi-
nições físicas de definições correlativas. t: necessário também 
que fique claro que motivações completamente convtncentes e ge-
nuínas para as definições correlativas em geral n~io podem ser 
fornecidas, pois que elas se referem a natureza corno um todo e 
a teoria física T como um todo. 
Neste trabalho admitimos os conceitos matemáticos que d.§_ 
finem a teoria T (um tipo de estrutura) corno primitivos e vamos 
definir (correlativarnente) as entidades observacionais em termos 
JJ 
deles. Entretanto -na o cndossamns o ponto de vista do convC'nC_lO-
nalism9 segundo o qual deve ser ~ossivcl, pelo menos cn pri11ci-
pio, associar todos os objetos matcm~ticos que definem T com os 
elementos dos sistemas físicos, c:uc sao suposta;Llentc descritos 
por T. Em outras palavras, o tipo de c~;;truturo. que dcfjnc a tvo-
ria T pode em principio conter mais objetos mntcrn5ticos do C1llC' 
aqueles que podem ser identificados com os elementos dos ó;iste-
mas fisicos descritos por T, sem que~ estes objetos sej.:1m o;urc'r-
fluas. 
A noç~o b~sica comum a todo.s ~s tcori~s fisico.s 0 ~0-
ção de evento. Por um evento cr.tendcr:DS umêl ocorrêncL~l iclC' 'li z..l 
da no mundo fisico. Por exemplo, G t':-:~)losão de ur.u ostrc'l~l, ~! 
colisão de duas bolas de bilh.:~r, etc, rcprc~~cnt·:~r'. ,~v('nt,l. 
portanto representado idealmente ccm8 uma ccrt~ c0lcc3o ~!~ ,•v0n 
tos. 
O objetivo das teorias fisic.:~~ 6 relacionar c prever ;l 
relação entre os eventos que ocorrc,m devido :~s intc•r:>..çõc"; do:, 
sistemas fisicos que compõe o mundo ljUC vivc~os. 
§2. TEORIAS F!SICAS DE ESPAÇO-TEMPO 
As teorias fisicas de cspaço-tc~po s~o o~uolas qco ~a2c~ 
36 
todas as ocorrências do mundo fisico constitue o que chamamos 
de e.l.lpaço--te.mpo e indicamos por M. Me suposta urna variedade 
diferenciável de dimensão (real) igual a 4. Evento e um ponto 
p EM. 
A variedade espaço-tempo por si so nao e suficiente para 
a descrição da maioria dos sistemas fisicos. Na construção de 
uma teoria T para um conjunto F de fenômenos (sistemas) fisi-
cos é necessário, em geral, a introdução de objetos geométricos 
na variedade M, como por exemplo, campo de vetores tangentes, me 
trica, conexão, etc. 
2-tl. As Teorias de espaço-tempo que vão ser examinadas n~sse tra 
balho fazem uso do conceito de particula matE!rial 
DEFINIÇÃO 2.1.1. Uma partlcula material é um par (m ,o) onde 
m E [ O,co) é chamado a massa da particula e o :I __,. M, (I C JR) 
e uma curva. Indicaremos por T o campo de vetores tangentes a 
a 
curva a c M. 
Seja l n T = (M,~ , ... ,Q ,Ta) a teoria fisica de um conjun-
T , rjli, i=l, ... ,n 
o 
to F de fenômenos (sistemas fisicos). Os -sao 
objetos matemáticos independentes de T que supostamente podem 
ser usados para descrever qualquer fenômeno f E F. Em geral os 
i rp tomam valores em um certo conjunto V que depende da purticu-
lar teoria T, 
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DEFINIÇÃO 2 .l. 2. A especificação de um possível conjunto de v a-
!ores para os ~i ' i ~ 1,2, ... ,n e T e chamada uma tr,aj c tÕ-o 
fl..ia c. i 11 e.m at-L c.am ente_ poóó2ve..t I tcp) de T. 
DEFINIÇÃO 2.1.3. Chamaremos -tftaje.t.Õf1..ia (Lú::tm.tcamen-te p,~,5o-Z:ve,e 
(tdp) as tcp que correspondem aos fenômenos reais, isto é, aqu~ 
les conjuntos de valores para os objetos ~i, i= 1, ... , e T
0 
que satisfazem as leis fisicas (ou equações de movimento) da 
teoria T. 
2.2. As leis físicas ou equaçoes de movimento são evidentemente 
fornecidas pelos axiomas não lógicos de T (ver Capitulo I) 
Em geral, a apresentação dos axiomas não lÓcicos das teo 
rias de espaço-tempo é feita intrinsecamente ou extrinsccamente. 
FORMULAÇÃO INTR!NSECA. Neste caso não se faz referências à uti-
lização de cartas locais na variedade M. As equações de urna da-
1 n 
da teoria T separam uma certa classe de modelos (M, <}i,._., 1p , T(
1
), 
l n onde M é uma variedade de dimensão 4, .:):! , ••• ,<f! sao os obje-
tos geométricos postulados por T, T o 
gentes a uma curva a I n BTI M. Os rjl , , •. , $ 
-sao campos de vetores tan 
satisfazem as cquaçoes 
~e campo de T e T 
o 
satisfazem as leis de movimento de T. 
Aqui a classe de modelos, separada para T, independe da part~ 
cular escolha de um sistema de coordenadas em M. 
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FORMULAÇÃO EXTRÍNSECA. Neste caso introduzimos um atlas em ~l e 
numa carta local que define o particular sistema de co0rdenadas 
(i= 0,1,2,3) (x: U-+ x(U), onde U c M, x(U) C m 4 
-sao conjuntos abertos) trabalhamos com as componentes dos obje-
tos geométricos. 
No sistema de coordenadas dado, as componentes dos obje-
tos geométricos satisfazem um sistema de equações diferenciais 
4 (.) 
em JR Por exemplo a equaçao da geodésica na formulacâo in-
trinseca é DT T0 =O, e em termos de um particula:r sistema de 
o 
coordenadas 
i 
x = <x >e dada pelas equações diferenciais. 
I 2. 2 .1) 
i i do onde os a e rjk sao respectivamente as componentes v e-
to r tangente T 
o 
e da conexao D em < xi ) ' e u e o parâmetro 
de inclusão o : I + M ' (I 
c IR) (u + o (u)) • 
(*) Podemos em pnnc~pw imaginar teorias tais que os objetos geométricos 
satisfaçam equaçoes integrais ou Íntegro-diferenciais e mesmo equaçÕes 
não locais. Neste trabalho analisamos apenas teorias locais. 
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DEFINIÇÃO 2. 2. 2. Seja M uma variedade chata(*). Um l>i.ó.te.ma de. 
c.ooJr..de.na.da;.; .. {ne.fLc.ial é aquele onde 'tlx EM 
Em um sisteina de coordenadas inercial em U c M a equa-
çao geodésica se escreve como 
( 2. 2. 2 I 
du 
(j = 0,1,2,3) (y: V-+ y(V) onde, v c M 
-e 
Seja y 
y(V) c :ffi 4 sao conjuntos abertos), um outro sistema de coar 
denadas em V c M, nao inercial. Em <yj > as equações da geod~ 
sica se escreve como 
-k -t a a ~ o (2.2.3) 
-onde os -i a e sao respectivamente os componentes do v e-
tor tangente T
0 
e da conexão D em { yj } . 
Observemos que se fixamos um sistema de coordenadas 
x = <xi) em u c M e um sistema de equaÇões diferenciais em 
JR 
4 para as componentes de um dado objeto geométrico (por exem 
i da /du ~ O para as plo componentes do campo de vetores 
(_*) Em uma variedade chata (flat) o tensor de Riemann associado a conexno 
é por definiç~o nulo. Quando tratamos de teorias particulares,como as 
Teorias Newtonianas ou a Teoria da Relatividade, fornecemos novas defi 
tnçoes de sistemas inerciais no contexto destas tfi!orias. 
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~angentes T
0
), tal sistema de equaçoes separa uma classe de o~ 
jetos geométricos em M, mas tal classe depende cbviamente do 
sistema de coordenadas utilizado. De fato, se utilizamos o sis 
tema não inercial < yj ) no exemplo acima, as equaçoes diferen-
ciais daj/du =O separam 1 em geral, uma classe de vetores tan 
gentes distinta da obtida anteriormente (em u n V) . Concluímos 
que a formulação extrinseca não especifica uma classe bem defi-
nida de modelos - diferentes escolhas dos sistemas de coordena-
das, mantendo-se a mesma equação diferencial, em geral nos le-
va a modelos distintos. 
Para solucionarmos o problema de saber quando os modelos 
sao distintos ou não precisamos introduzir o conceito de cova-
riância de um sistema de equações diferenciais. 
§3. COVARIÂNCIA DE UM SISTEMA DE EQUAÇÕES DIFERENCIAIS EM JR
4 
. 
~.1. Suponhamos que as equações de uma teoria flsica -T sao da-
das por intermédio de um sistema de equaçoes diferenciais em um 
subconjunto x(U) c IR
4 com condições de bordo pertencentes a 
um conjunto B. Especificamente seja X = ( X i > 1 i = Ü 1 1 1 2 1 3, 
(x U --+ x (U), onde U c M , x (U) c IR4 são subconjuntos abertos) 
e o sistema de equações diferenciais é dado por 
um tal sistema de equaçoes diferenciais juntamentE' com as condi 
ções de bordo determina uma classe bem definida de modelos que 
indicaremos por T = (M,~), onde ~ = (~ 1 , ... ,~r..) sao os 
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obj·etos geométricos definidos em M 1 cuja representação em < xi > 
~ ctada pelos objetos: cp 1 . , ... ,qP . 
<xl> <xl 
Consideremos agora um sistema de coordenadas 
j =0,1,2,3, (y :V-~ y(V), onde VCM e y(V) c m 4 são subcon 
juntos abertos). A aplicação 
-1 
yox x(U n V) -+ y(U n V) é um 
difeomorfismo chamado mudança de coordenadas. Em relação a ( yj > 
os objetos ~ 1 , ... ,cpn tem a representação •1 . , ... , •n . 
<YJI <YJ 
D . I. . I = O , 
< YJ I < YJ I 
b. E B 
J 
= I .1 . , ... , .n J 
11 ( YJ I < y 
4 
Seja 
o conjunto de equaçoes diferenciais em y (V) c IR que possue a 
mesma forma funcional em relação 
D i ($ i ) ~ O possue em relação a 
<x > <x > 
a • • 
< YJ I 
tP . i e 
< xl ) 
que o sistema 
onde B e o con 
junto de condições de bordo que se pode impor as equaçoes 
D . I. . I = O 
< YJ I < YJ I 
em 
DEFINIÇÃO 3.1.1. O sistema de equaçoes diferenciais 
~ O é dito covan~ant~ sob a transformação de 
D . I. . )= 
<xl> <xl> 
coordenadas 
< yj >, se a mesma classe de modelos é definida em 
e <yJ >, isto é, 
D . I. . I 
(X~ ) (X~ ) 
= O , b. E B I I U n V) 
l 
se e somente se D . I. . I =O, para algum b. E B I I U n V) 
<yJ>-<yJ) J 
(onde D . I. . I = O, 
( YJ I ( YJ I 
b.EB(unv) 
J 
e o sistema de equa-
çoes diferenciais que possue a mesma forma funcional do sistema 
o.( •. )=O, b.EBIIunv).). 
( X~ ) ( X~ ) l 
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3.2. SISTEMAS DE COORDENADAS E SISTEMAS DE REFER!lNCIA 
O sistema de coordenadas <xi> -sao instrumentos 
teóricos que pessoas usam para efetuar cálculos em sua teo-
ria T. Associado ao sistema <x1 > temos os campos vetoriais 
o 1 2 3 
< 0/0x , Ojdx , õ/dx , 3/0x > definidos em u c M. Corno explic~ 
mos no inicio desse capitulo nao imporemos que estes campos ve-
toriais sejam materializados por algum sistema físico descrito 
na Teoria T. Por exemplo, o tempo das efemérides é um tempo teª 
rico [3 (tempo teórico, definido de maneira tal que us ec]Ua-
-çoes da Teoria de Newton descrevam o movimento do sistEma 9:Jlar). 
AS experiências físicas são realizadas em laboratórios(*) 
por pessoas que chamaremos no que segue de observadores. Um ob-
servador pode utilizar um ou mais sistemas de coordenadas para 
descrever os fenômenos físicos sob estudo e que supostamente 
são descritos pela teoria T . Também fenômenos fisicos particul~ 
res podem ser estudados em laboratórios distintos, e em princi-
pio um dado laboratório pode ter um movimento arbitrário em re-
lação a um outro dado laboratório. 
Precisamos, portanto, introduzir um critério que nos pe~ 
· b d d · · t d d d ' xi ) e < yJ ) se m~ta sa er quan o o~s s~s emas e coor ena as , 
referem a rotulação dos eventos de M em um mesmo laboratório. 
(*} Um laboratÓrio será chamado no que segue de sistema de referência. 
O critério procurado é dado por 
DEFINIÇÃO 3.2.1. Dois sistemas de coordenadas ( x 1 
referem ao mesmo sistema de referência s0. 
-1 
y o x : x(U r v)----+ y{U nv) e tal que 
o (o) o 1 2 3 
y = f (x ,x ,x ,x ) 
k 
y f (k)( 1 2 31 X 1 X 1 X k 1 1 2 13 
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se 
a aplicaçilo 
Em outras palavras, <x
1
> e <yj> se referen aJ mc6r110 6i~tL'mct de 
-~~6~êneia se essas coordenadas espaciais k y , k = 1 1 2 1 3 nao dependem 
explicitamente da coordenada tipo-tempo 
o 
x . Dizemos, nesse caso, 
que o sistema de referência ao qual está associado < yj > não se 
move em relação ao sistema de referência ao qual está associu-
do < x
1 
> 
Observamos que quando ( yj) são tais que as funções f {k), 
k ~ 1,2,3 dependem explicitamente de o X dizemos que o siste-
ma de referência associado a < yj > está em movimento em rela-
ção ao sistema de referência associado a 
i 
(X ) • 
nadas 
Além disso, é Óbvio que dada uma transformação de coordc 
-1 y O X completamente arbitrária pode não existir fisi-
camente nenhum laboratório físico habitado por observadores ao 
qual o sistema <yj) pode estar associado. Tal fato nac nos 
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deve causar preocupaçao pois como dissemos anteriormente os sis 
temas de coordenadas i ( X ) r ( j) - . -y , etc, sao ~nstrumentos teo-
ricos. 
3.3. PONTOS DE VISTA 
3.3.1. PONTO DE VISTA PASSIVO 
Corno já dissemos anteriormente no §2 qualquer conjunto 
d ~ (n = l, ... ,n) de possiveis valores para os obj~ 
. 
la) 
cP . que 
< xl> 
tos geométricos satisfazem o sistema de equações di-
ferenciais V i (~ i ) = O, 
<x) <x ) 
com condições de bordo b. 
l 
E B c 
conhecido como as tdp que caracterizam um partictJlar fenômeno 
f E F (F é conjunto dos fenômenos fisicos) descrito pela teo-
ria T na carta local ( xi ) do sistema de referênciu. R. 
Suponhamos que o sistema de coordenadas < yj ) não satis 
faça as condições de definição 3.2.1 e portanto esteja assoc1a 
do a um sistema de referência R f R 
o conjunto d ~ { ~ I 3 l I P l J ' I S = l, ... ,n) gue satisf.J.z 
< YJ ) 
v 
( y j ) 
(~ 
( yj ) 
) ~ o ' b. J 
E B pode ser interpretado com as tdp 
do mesmo fenômeno f E F descrita na carta local ( yj ) associ.J. 
da ao sistema de referência R, se b. corresponde as condições 
J 
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de bordo bi formuladas com relação a ( yj ) Esquematicamente 
temos 
d d 
Descrição 
f Fenômeno 
----------------~-----------"----------------Sistema de Referência 
R R 
Figura 1 - Ponto Cc Vista Pussivo 
3.3.2. PONTOS DE VISTA ATIVO 
Existe uma outra maneira de definirmos a noçao de cova-
riância de um sistema de equações V(~) = O em M. Considere-
mos u c M subconjunto aberto onde está definido o sistema de 
coordenadas 
i 
X = {X ) Seja h :A -----+ h (A) (A c U) um difeomor-
fismo. A aplicação y = x o h é uma carta local que indicare-
mos por ( yj ) . 
Sabemos que sob uma mudança de coordenadas as componen-
tes de um objeto geométrico 
(a I 
cp mudam de ~(a) 
I xl 
para 
c ( (1 ) 
ç· . • 
I \ J ) 
Sob a açã:o de um difeomorfismo h os objetos geométricos muda~'·' de 
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~ ~ h*~ , onde h*~ e um novo objeto geométrico definido como 
segue 
(i) Se f e uma função, f E T(O,O) {A) 
= f (p) \fp E A ; 
(ii) Se <P é um tensor tipo (r,s), (~ E T(r,s) (A) 
-(iii) Se D e uma conexao u.fim em A, entuo 
(D Y) f 
X p 
entao 
Portanto se O é um objeto geométrico em A (um campo ten 
serial <P ou uma conexão D) as equações acima nos dizem que as 
componentes do objeto geométrico 
i 
em relação a < x ) em c 
p 
sao iguais as componentes de 1> em relação a < yj > 
e, 
h.~ . Ih I = 
( x~} p 
Como já sabemos 
~ l (p) 
( y ) 
i y (p) = 
um modelo 
= O , bi E B. Temos então a 
em p, isto 
de T quando 
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~ 
DEFINIÇÃO 3.3.1. Jizemos que o sistema de equaçocs diferenciais 
V(~) = O em IR 4 é c.ova!t-Z.ante em relação ao difeomorfismo lo-
cal h (acima definido) se para cada modelo (M , dl _ , b.) de T 
< xl > 1 
obtido em relação ao sistema < xi > (M, h*(jl i , bi); i\ E B, 
( X ) . 
bi ~ bi) é também modelo de T em relação a < x 1 > , isto e, 
v ' (~ ' ) = o 
<xl> <xl> 
para todos os ~ em M, 
b, 
l 
b, 1 b, 
l l 
= 
E 8. 
V . ih*~ . l = o 
<xl> <xl) 
b, 
l 
Vamos dar uma interpretação ao conjunto de ohjctos 
d = {h*<P (a~ } , soluções do sistema de equaçoes V . (h*dl 
<x 1 > < xJ> .( 
com condições de bordo b. E B. 
l 
d e a trajetória de um 
. ) =0, 
xl I 
novo 
fenômeno f E F descrito no mesmo sistema de referência R onde 
está descrito o fenômeno f cuja tdp e = (~In I 
( X l ) 
V . I~ (a) I = O , 
< xl > < xl ) 
b. E B. Uma tal interpretação do conjunto 
l 
{h*rfl (~) } é conhecida como o 29 ponto de vista ativo e está 
< x1 ) 
ilustrado na figura 2 
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d d Descrição 
Sistema de Referência 
R 
Figura 2 - 29 Ponto de Vista Ativo 
Observe agora que em relação ao sistema de referência R 
ao qual o sistema de coordenadas ( yi > está associado o sistc-
ma de equações 
V i (h*~(a)) 
< y > < YJ ) 
E B 
descreve o fenômeno f, em relação aí yj} , que tem descriçilo 
em idêntica a um fenômeno f (f~f}, 
relação a R é idêntico a b. E' B 
l 
- ( i relaçao a x > se 
em relação ' i ) a "x 
b. E B em 
J 
Esta situação corresponde ao que chamamos o 19 ponto de 
vista ativo que está ilustrado na Figura 3 
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d d --------.- ----- Descrição 
Fenômeno 
------'--------- :c ---- .. - Sistema de Referência 
R R 
Figura 3 - 19 Ponto de Vista Ativo 
Tendo em vista que 
i 
~ y (p) 
os pontos de vista passivo e o 19 ponto de vista ativo -ser ao 
equivalentes se B = B. 
3. 4, Vamos dar agora a definição de G!tupo de Co vaJt{.ânc.-ta para 
um sistema de equações diferenciais 
DEFINIÇÃO 3.4.1. Seja V($) ~O -um sistema de equaçoes diferen 
ciais. Chamamos de g!Lupo de c.ovaniânc.i..a do sistema de equaçoes 
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diferenciais V(cfl) =O ao maior grupo de transformação de coar-
denadas tal que cada transformação do qrupo satisfaz a condicão 
se e somente se V . I~ . I 
<yll lyll 
para algum b. E B 
J 
o 
EXEMPLO 3.4.2. As equaçoes da geodésica em uma variedade M cha-
ta se escrevem em sistemas de coordenadas inercial como 
~ o . 
Quais sao as transformações de coordenadas que pertencem 
ao grupo de covariância do sistema de equações acima? são exata 
mente aquelas que relacionam os novos sistemas de coordenadas 
< yj ) linearmente com os < xi >, isto é, tal que 3 2xi /3yk3yf. =O, 
pois nesse caso as equaçÕes acima se transformam em ctaJ;du = O 
e obtemos as mesmas geodésicas nos dois casos. 
§4. GRUPOS DE COVARIÂNCIA DE UMA TEORIA FÍSICA 
4.1. Queremos agora definir o que entendemos por covaftiânc-i.a de 
uma teoria física. 
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A parte matemática de uma teoria fÍsica (o formalismo 
que é peculiar a ela} pode ser formulada com várias espécies de 
estruturas. 
Covariãncia e uma espécie de equivalência entre duas (ou 
mais) formulações de urna teoria física - dois tipos de estrutu-
ra são equivalentes se podemos transformar o formalismo de uma 
delas e obter a outra. 
Para formalizarmos a definicão de covariância, nos utili 
zarernos das noções de LÓgica apresentadas no Capítulo I. 
Uma eht~utuna é um conjunto de objetos (U, o
1
, ... ,On) on 
de U é um conjunto não vazio, chamado "universo" da estrutura, 
e os objetos o
1 
são conjuntos construídos a partir dos elemen 
tos de U. 
Um Mod(lLO de L:Jna teoria é uma estrutura (u,o
1
, ... ,0n) onde 
os objetos o
1
, ... ,on satisfazem as equações e uxiomas da teo-
ria (ver capitulo I). 
Dada uma aplicação entre dois universos U eU' , h; U -+ U', 
h p:de induzir de lllli1eira Unica una tF.!n:; fcrr:~a.cãl"­
finidos em U nos objetos definidos em U' 
h* dos objetos do 
DEFINIÇÃO 4.1.1. Seja Mod T uma classe de estruturas. Então 
h: U -+ U' é uma tkanoóokmaç.ão covaJt--Lantc_ de !~od T se e sor.1ente 
se h e uma bijeção entre os dois universos U e U' de L>loL; T, 
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tal que, se S e elernento de Mod T em U, então h* (S) e elemento 
de Mod (T) em U'. 
As .tJtan.66oJtmaç.Õe..6 c.ovaJtJ.an.te.-5 não estão definidas em um 
mesmo universo U. o conjunto das transformações covariantes com 
a operação composição de funções formam um grupó.ide que indica-
remos por Gc (ver apêndice) . A estrutura de Grupóide e sufi-
ciente para determinar uma relação de equivalência em uma elas-
se de modelos. 
DEFINIÇÃO 4.1.2. Dizemos que dois modelos m em' da teoria T 
são i.6omofL6o.6 se existe uma transformação covariante h: U U' 
tal que h* (m) = m', isto é, os objetos geométricos induzidos (a 
partir dos objetos geométricos de T, definidos em U), por h em 
U' coincidem com os objetos geométricos de T e.m U' . 
EXEMPLO 4.1.3. Sejam M
1 
e M
2 
variedades diferenciáveis de di-
mensao n, com métricas e respectivamente e h: 
um difeomorfismo de classe a::k , k > 1. Dizemos que h e um -Z~ o 
mo1L6-L~mo entre as estruturas {M
1
,g
1
) e (M
2
,g
2
l se a métrica in-
duzida em M
2 
por g
1 
, através de h, coincide com a métrica g
2
, 
isto é, 
g
1 
(p,u,v) = g
2 
(h(p), h* (u), h* (v)) 
para todo p E M
1 
e quaisquer que sejam u,v E T M 
p 
I 4 .l. 3 J 
53 
-sao estruturas isomor-
fas se existe h : M
1 
-~ M
2 
, h difeomorfismo de classe 
k > 1 , tal que h verifica a condição (4.1.3). 
EXEMPLO 4 .L 4, Sejam Ml e M2 variedades diferenciáveis 
mensao n, com -conexao Dl e [)2 respectivamente e h ' Ml 
um difeomorfismo de classe ~k ' k > l. Dizemos que h e um 
k 
~ ' 
de di 
·~ M2 
-Ls o~ 
mo1L6it.mo entre as estruturas (M
1
, o
1
) e (M
2
, D]) se a conexão in-
duzida em M
2
, através de h, coincide com a conexão D
2
, isto é 
I 4 .1. 4 I 
-Dizemos que sao estruturas 
se existe M
2 
, difeomorfismo de classe que veri-
fica a condição (4.1.4)' 
4.2. Indicaremos o conjunto de classes de equivalência de Mod T, 
por Mod/'1.. , 
Mod T/'" = [[ m I , m E !~od T l , onde I m I 
e tal que, m' E [ m ] se e somente se existe uma transformação 
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h U -+ U' covariante tal que h*(m') = m. 
Podemos desta maneira dividir a classe de Eod T em con-
juntos disjuntos. Se trabalharmos com sistemas de coordenadas em 
uma vizinhança de um ponto p ~ M, estas classes de cquivalên-
cia podem ser interpretadas como as classes de equivalência das 
tdp dos objetos geométricos (ver §3). De acordo com o ponto de 
v~óta paóó~vo, todas as tdp que pertencem a uma mesma classe de 
equivalência [m1 são as descrições de um mesmo fenômeno f, des-
cri to por observadores diferentes que podem ser transformados um 
no outro através de um elemento do grupo de covariância.Dc acor 
do com o 29 ponto de v ih .ta atJ..vo, as tdp que pertencem a uma 
mesma classe de equivalência, representam as descrições, feitas 
por um mesmo observador, de fenômenos diferentes f e f' que p~ 
dem ser transformados um no outro através de um elemento do 0-'1.~ 
po de. eovaJt.iânc.ia. Estes pontos de vista sao equivalentes nas 
condições descritas no §3, e que supomos que são satisfeitas. 
EXEMPLO 4. 2 .1. Nas teorias fisicas de espaço-tempo o grupo de 
covariãncia G e o grupo de transformações de coordenadas (di-
c 
feomorfismos locais) 
A partir de agora quando falarmos na classE' de Mod T es 
tamos nos referindo aqueles modelos que exibam certas regulari-
dades como: dois universos quaisquer associados a UTD class0 t·lcxl T 
devem estar relacionados por uma transformação mvariante podemos 
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pensar então que todos os modelos estao definidos em um mesmo 
universo U, pois todos os universos são indistinguíveis em re-
lação a Mod T desde que cada modelo tem reprodução isomorfa em 
cada universo. 
§5. GRUPOS DE INVARIÂNCIA (SIMETRIA) DE UMA TEORIA F!SICA 
5.1. Queremos agora definir os G:wpoõ de Invaf(,lânc.-La de urna teo 
ria fÍsica. A melhor sugestão foi feita por Anderson [ 2 j • 
DEFINIÇÃO 5.1.1. Seja S uma estrutura em U. Então a aplica-
ção covariante h 
Jt-i.ante.) de. s se e somente se h*{S) =S. Além disso se 
um objeto geométrico definido em U, e h*(O.) =O., então 
l l 
zemos que h é -6imê.tJt,i.c.a ({nva!L-tantc.) em relação a o .. 
l 
5.2. OBJETOS ABSOLUTOS E DINÂMICOS 
O. 
l 
r1 j -
Suponhamos que ê dada uma classe de modelos de T 1 l'-1od T 1 
onde estes modelos são da forma (U 1 0 1
, ... 1 0
0
). De acordo com o 
propósito de Anderson, um objeto o. 
l 
que pertence a um modelo 
(U,O., ... ,o) é ab-6oluto, se para quafqt,en outf(v rnodcfo dn 
l n 
teoria T, (U, o~, ... ,O'), existe umu tr.lnsfor:na(_:~io 
1 n 
COVCH j ,1:1 te• 
h : U ~ U tal que h*(O.) =O' A intcnç~o de Anderson ~ guc 1 i . 
a classe de todos os objetos o.bsolutos do. teorio. de\:c consisti!:'" 
precisamente daqueles objetos oue scr'v'(•:n corno 
fundo" na definição ele valores udnlissÍ'h'iS pur'a .::.s v.:u·i,1._·,-.ic~ 
restantes da teoria, variáveis estas qu~ ser1am classific~1C!~s 
como objeto~ d~nâm~co~ da teoria. 
DEFINIÇÃO 5.2.1. Seja Mod T uma classe de modelos do. teoriu T 
da forma (U,o
1
, ... ,On). Então (u,o
1
1 ••• lO r) 
t~utu~a abóoluta da teo~~a se e somente se 
Ir n J I ii um .:1 ,. :, -
a} para quaisquer subcstruturas (U 1 0 1
, ... ,Orl c ( u 1 () ~ I 
, ... ,0 1 ) de Hod T, existe uma transformuçãc covariantc h:U - U 
r 
tal que h*(ulo
1
, ... ,0r) = (ll,O}_, ... ,O~). isto c, os objeto~; (i;l 
-estrutura absoluta sao os objetos absolutos. 
b) quaisquer que sejam os modelos: (U 1 0 1
, ... ,0, O 
1
, ... ,0) 
r r+ n 
(U,CJ l , ... /!) 
r+ n 
e isomorfo a (U,O~+l, ... ,0~) se e somente se existe uma trJ~s-
formação covariante h: U-----.- U tal que h*(u.o 1, ... ,0r,Or+l' ... ,O:-·t' 
= (u,o1 , ... ,Or, O~+l' ... ,O~) 
c) o conjunto das variáveis, A= lo_, i= l, ... ,r' c ~>,l-
1 
ximal no sentido que se O. é um objeto 
J 
absoluto er.t~o O. c ' ,._. 
J 
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Observamos que se nos considerarmos o conjunto :-'ccl 'l;h, das 
classes de equivalência, os objetos que distinguem estas elas-
ses sao os objetos dinâmicos. 
Seja ~1od T uma classe de modelos m, da teoria T, da for-
ma m = (U ,0
1
, •.. ,On) . Para i = 1, ... , n , seja 11. 
l 
a aplicação 
projeção definida por Tf, ( u 101 1 o o o f o ) ::: o, 
l n l 
e seja G. 
l 
a apl~ 
cação definida por a.(u,o
1
, ... ,0., ... ,0 )=(u,o
1
, ... ,0. 
1
, O. 
1
, ... ,0 ). 
1 1 n 1- 1+ n 
DEFINIÇÃO 5.2.2. Nas condições acima, seja s = 
urna subestrutura de ~od 'r. Definimos Mod T/S = 
Q E D. se e somente se, para algum m' E Mod 
l 
j = il'. . , ir e Q = rL.', ••• ,rt.'(m') 11 lr 
(U,rr. (m), ... , 
ll 
(S, D. I 
l 
T, .rr. (m) 
J 
= 
onde 
1. (m'), 
l 
Nossa classe de Mod T da teoria T pode então ser conside 
rada como Mod T/AbS , onde AbS é uma estrutura absoluta da 
teoria T. 
Das duas Últimas definições podemos concluir que a estru 
ruta absoluta serve como "pano de fundo" em uma teoria, no sen-
tido que ela aparece em todos os modelos. A estrutura ahsolut3 
inclui precisamente aqueles objetos necessários para definir os 
valores das variáveis restantes. Além disso os elementos isomor 
fos de D. estão relacionados por uma simetria da estrutura ab 
l 
soluta AbS. 
S8 
Quaisquer duas estruturas isomorfas l'l.bS (' Ab~;' dct€'r:-H-
nam as mesmas classes de equivalência. Portanto em urna teoria, 
as leis que especificam valores para as variáveis din3micas são 
indiferentes de um valor particular par.J <1 cstruturJ. absolut:1 
AbS. 
DEFINIÇÃO 5.2 .3. Seja Mod T uma classe de modelos do. teoria 'l'. 
O glLupo ó1mêtJL.-t.eo {.tnva~z.-tan.tF) de T scri1 o grupo ~;i::IÍ'tri co de 
Mod T/AbS ~ (AbS, O.). 
1 
O grupo simétrico caracteriza umo. rcLJ.ção de cquivalên-
cia irredutível nos sistemas da teoria. Isto ó, 
somente leis e variáveis da teoria é impossível clisti.nguirmos 
dois sistemas relacionados por tr<."l.nsformaçôes si.métri.cCJ.s. E}f•s 
podem ser distinguidos somente em rcLJc:Jo a cscolhe1 do um u'fr·-
rencial particular ou de um sistema de mcclido.s. 
Os sistemas que não estão relacionados por UJ:-t cl.ancnlo cn 
grupo de simetria podem ser distinguidos independentemente c.::1 
escolha de um referencial, desde que .su-:1s v.:u-j.J·,·cic: rli.nêunic~t:: 
não assumem valores isomorfos. 
Observemos ainda que, se uma teoria nao possui. objc tos 
absolutos então seu grupo de simetria será exatam12ntc um grupo 
de covariância. 
Nos capitulos que seguem aplicaremos os corccitos de 
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ovariância e invariância aqui definidas para diversas teorias 
físicas. Poderemos dessa maneira elucidar diversos pontos obsc~ 
ros da literatura de FÍsica e em especial fornecer uma formula-
çao consistente de que se entende por Princípio de Relatividade. 
CAPITULO III 
TEORIAS CLÂSSICAS DE NEWTON 
Neste capitulo vamos formular as teorias clássicas d~ 
Newton como particulares teorias de espaço-tempo. Desta maneira, 
teremos oportunidade de ver com detalhes corno operam os concei-
tos de covariância e invariância introduzidos no Capitulo II. 
Esclareceremos também a relação entre o grupo de invariância de 
particulares teorias Newtonianas e o Princípio de Relatividade 
de Galileu. Referências: Friedman [ 18], Choquet-Bruhat l lu]. 
§1. CINEMÂTICA E ESPAÇO E TEMPO ABSOLUTOS 
No "Mathematical Principles o f Natural Philosophy, I. 
Newton, (ver [ 37] ) introduz os conceitos de espaço absoluto e 
tempo absoluto como segue: 
(i) Absolute space, in its own nature, without relation 
to anything externa! remains always similar and immovable. 
(ii) Absolute, true, and mathematical time, of itself and 
from its own nature flows equaly without relation to anything 
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externa!. 
Não há a minima dúvida que o espaço absoluto a que Newton 
se refere é o espaço .euclidiano tridimensional. 
l.l. CINEMÂTICA 
Queremos agora formular as teorias Newtonianas das partf_ 
culas materiais (definidas no Capítulo II) e suas interações co 
mo teorias de espaço-tempo. 
Vamos descrever o espaço e tempo absolutos de Newton co-
mo um tipo de variedade. 
Seja M a variedade espaço-tempo absoluto de Newton. A 
primeira condição e que o espaço-tempo de Newton seja chato 
(flat), isto é, existe em M uma conexão chata D. Então, para 
cada p E U c M existe uma carta local {U,~) tal que as campo-
nentes da conexão o, nesta carta, se anulam. Então o ten-
sor de curvatura K é nulo em p e nossa primeira equação de cam 
po é 
K o ' (~p E M) 
Postulamos em seguida que as partículas livres seguem ge~ 
dêsicas de M, isto é, a equação de movimento das partículas li 
vres e 
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::: o . 
Em um sistema de coordenadas inercial (xi) onde o 
-a equaçao acima se escreve 
DEFINIÇÃO 1.1. O Quando uma partícula segue um movimento nao 
geodésico sua equação de movimento é dada por 
e a é dita aceleração. 
Dados dois eventos p,q E M -existe a noçao de intervalo 
temporal entre p e q , que está bem definido independentemente 
do sistema de referência utilizado. Dado um evento qualquer 
p E M existe a noção de eventos simultâneos a p (o conjunto de 
eventos cujo intervalo temporal em relação a p é nulo) . Chama-
remos a este conjunto de eventos de plano de .bimLtltanei__dade ab~ 
~otuta. M pode ser dividida em uma sucessão de espaços tridi-
mensionais de simultaneidade, cada um deles representando o con 
junto de todos os eventos simultâneos a um dado evento. A dis-
tância entre dois planos quaisquer de simultaneidade representa 
duração temporal. Cada um desses planos tridimensionais e um 
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espaço euclidiano. Temos portanto, uma geometria euclidiana em 
cada triplano de simultaneidade, mas não definimos até agora as 
relações espaciais entre pontos que estão em planos de simulta-
neidades distintos. Para combinarmos os diferentes triplanos de 
simultaneidade em um espaço (tridimensional) absoluto é necessa 
rio a introdução de uma estrutura geométrica adicional. Vamos 
introduzir objetos geométricos que descrevam de maneira satisfa 
tória os conceitos de tempo e espaço absolutos. Para isto, va-
mos considerar uma aplicação 
t M-+ lR , dada por p -+ t(p) 
onde t (p) é o tempo do evento p. I t (p) - t {q) I e interpretado 
como o intervalo temporal entre p e q e dizemos que os even-
tos p e q sao simultâneos se t(p) = t(q). Se t' é uma apl~ 
caçao, tal que, t' = t + b, onde b é uma constante real, e 
claro que t' (p) = t' (q) se t{p) = t(q). Assim as funções do 
tipo t' definem a mesma noção de simultaneidade que t, mas 
associam um tempo absoluto diferente aos eventos, o que e irre-
levante. 
DEFINIÇÃO l.l.l. o :te.m po ab,;o!u-to em M ser a caracterizado pe-
lo objeto geométrico w E T*M Vp EM (T*M ~ fi brado cotan-
p p 
gente de M em p) ' tal que w = dt ' onde 
dt TM-----rJR 
p 
( Vp E M) 
dt associa a cada vetor X E T M , o numero real dt(X} 
p 
(derivada direcional) de t na direção de X) . 
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= Xt 
Associada a UJ = dt existe uma família de aplicações 
{t +b}, onde b e constante real. Todas estas aplicações con-
cordam na duração e simultaneidade entre eventos p e q EM; as 
componentes de dt em um sistema de coordenadas <xi >são dadas 
por 
a lt + bl 
dx1 
Impomos agora para w ~ dt as seguintes condições 
(i)dt'/0 Vp EM 
(ii) DXdt -~ 0 , VX E TM 
A condição (i} nos garante que cada r:;onto c E m e va-
lar regular de 
então t-l (c} é 
t, pois dt ;tO, para p E= M, tal que t(p) =o c, 
p 
uma subvariedade tridimensional em M , que ide_!2 
tificaremos com um triplano de simultaneidade. Estes triplanos 
de simultaneidade devem ser chatos uma vez que sao espaços 
euclidianos tridimensionais e (ii) é a garantia de que esta con 
dição é satisfeita. 
DEFINIÇÃO 1.1.2. Ve.tu!LC.0 L(po-Ten!:',J '/; jJt'- [ S/)<l~'t'. 
111"' dt induz paru cada r 1 t·1 uma c1ivi;,?lo no csp;1ço 
T M 
p 
como segue: Seja X c T " 
p 
dt(X)yiü 
p 
e que X e t~po-eópaço se 
dt (X) o O 
p 
Dizemos que 
Dizemos que os vetores tipo-csp.1c;o Sélü 
11 direção" tempo absoluto. 
X -c tl,t.'L'-tCrn;J,·· se 
"ort::Jqon.J.L:.;" 
Os vetores tipo-espaço (juntar:-tc:Lt',: com o vct:n- zero) fnr 
mam um subespaço de dimensãc três cr:-t 'l' '.! , qLcc P Ll ngcn te p"' 
plano de simultaneidade absoluta ern p. 
DEFINIÇÃO 1.1. 3. Dada uma curva o : r --· i1 dizc:-:.!s 
que o e urna c.u-'tva. tipo-tempc (tipo-espo.ço), se c somente se os 
vetores tangentes a o , T 
o 
são tipo-tenpo (tipo-espaço). 
Queremos agora descrever a geo~etria dos tri·~)lanos d..:.• si 
multaneidade. N~o queremos um tensor m6trico definido cn ~~-
do M , o que desejamos é uma famÍlia de tensores métriccJs 
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tridimensionais, cada um deles definido em um plano de simulta-
neidade. Para isto vamos introduzir a forma bilinear simétri-
ca hp no espaço cotangente 
DEFINIÇÃO 1.1.4. Seja h 
p 
(i) h e simétrica 
p 
(ii) h (dt 1 (Jj) ::: o 
p p 
(iii) Se h (v,tu) =O 
p 
constante 
(iv) h (LJ,u:·) > O p ~ 
T*M I ( Vp E M) • 
p 
T*M X T*M -----+ :R 
p p 
I:J';J E T*M 
p 
tal que 
V r;, E T*M -===:> v = kd t 
p p 
onde k e 
A condição (ü) nos diz que a forma bilinear h e singu-
p 
lar. Apesar disto, h tem propriedades próximas a de uma métri 
p 
ca em T*M. Como h e uma forma bilinear simétrica podemos re 
p p 
presentá-la por uma matriz 4 x 4 • E xis te uma base de T*M em 
p 
relação a qual a matriz que representa h e diagonal, com ele 
p 
mentes na diagonal igual a 1 ou O, ou seJa, com assina tu r a 
I 3,0,1 (Ver Apêndice, 1.5). 
OBSERVAÇÃO 1.1.5. Seja R o subconjunto de T*M o p 
de todos elementos v E T*M 
p 
tal que h (v,~~l ~ O 
p 
Então R
0 
é um subespaço de dimensão um em T*M 
p 
consistindo 
', E T*M. 
p 
G7 
A forma bilinear h com u.s !)ropricdadr's acimu clcfJni-
D 
das, induz uma mêtrica nos subespaços tridimensionais de vetores 
tipo-espaço em TPM. Para isto, definimos: 
DEFINIÇÃO 1.1.6. Scjo 
T*M _ _,. T M 
p p 
tal que, a cada v E T*M 
p 
associa r T M , de maneir3 t~l 
p 
gue, '.Jw E T*M , onde 
p 
"'(H* (v) I o h (,,,v) p 
Se tomamos w = dt , então Vv E '1'*01 temos 
dt (H* (v) I 
p 
"h(dt,v) 
p p 
de acordo com a definição 1.1.3. 
o 
Portanto H* (v) e sempre um vetor tipo espaço em 
Além disso, 
tanto, H* 
H* e uma aplicaç~o linear cujo nGclco 6 
não é injetora pois H*(v+hdt J, k 
p 
R . ror-
o 
e co::s-
tante. Entretanto podemos definir nos subespaços tl~idimensic-:1uis 
tipo-espaço de T M urna métrica 
p 
h* 
p 
como segue 
DEFINIÇÃO 1.1.7. Seja h* 
p 
T M x T M -+ R dada por 
p p 
h*(X,Y) =h (w,v) , se H*(w) 
p p 
h* está bem definida pois 
p 
Mas observemos que se 
Vv E T*M. Portanto 
p 
e 
então 
(ii) h* é métrica euclidiana, pois para todo 
p 
h*(X,X) =h (w,w) > O 
p p -
Para qualquer plano de simultaneidade, S(p), 
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y 
então 
(,J 1 - '2 E 
X l T H, 
p 
colocamos 
gS(p) = h~ , Vq E S (p}. Para assegurarmos que S (p) seja chato 
postulamos que h seja compatível com o, isto é, pomos D:.:: (h) = 
= 0 , VX E TM. 
Portanto as equaçoes de campo para h 
h(dt,w) o ' 
'tfX E T M 
p 
Vw E T*M 
p 
-sao 
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DEFINIÇÃO 1.1.8. O e.-6paç.o~ab.ooúL:to é caracterizado pela introdu 
ção de um sistema de referência privilegiado em H. Tal sistema 
de referência é definido por um campo vetorial v tipo -tempo 
definido em M, tal que 
(i) dt (V) = 1 
\IX E T M 
p 
As curvas a : I -----+ M (I c JR) tais que T "" V , que 
" 
são curvas integrais de V, são tiço-ten}X) (i) e (ii) da definição 
1.1.7 nos garante que elas são geodésicas. 
1.1.9. Desejamos mostrar agora, como a introdução de V perm.:h 
p 
te a extensão da noção de comprimento a qualquer vetor X E T M. 
p 
Já sabemos que se X é tipo-espaço entao 
não é tipo-espaço, consideramos o vetor 
tipo-espaço pois dt (X) =O. Então 
p 
X 
X 
e 
!x2 1 h* (X,X) • Se X p 
= X - dt (X) V . X e 
p p 
a projeção de X no 
subespaço tridimensional tipo-espaço de T "-1. Definimos o compr.:h 
p 
menta de X como sendo jxj = h*(x,xl. 
p 
DEFINIÇÃO 1.1.10. X E T M e dito nulo se jxj = O . 
p 
os vetores nulos em p formam um subespaço unidimensional 
~ 
de T M 11 ortogonal" ao subespaço-tipo espaço de T ~ Eles sao 
p p 
portanto da forma X = b V 
p 
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DEFINIÇÃO 1.1.11. Uma trajetória o e dita em -'Lepou.-6o ab-0otnto se 
seus vetores tangentes são nulos, isto c, se T =- bV. a 
As trajetórias que se encontram em repouso absoluto sao 
portanto ·as linhas integrais de bV. 
Na descrição da cinemática Newtoniana das particulas li-
vres, como urna teoria de espaço-tempo, introduzimos os seguin-
tes objetos geométricos na variedade espaço-tempo M : uma cone 
xao afim D, um campo de l-formas dt, uma forma bilinear simé-
trica, positiva definida h em T*M 
p 
( V p E M) , e um caDpo r:le ve-
-torial V, como secçao de TM. 
Postulamos que estes objetos satisfazem as seç_ruintcs 
equações de campo 
K = o 
ox ldtl = 
ox Ih I = o 
h(dt,w) = 
DX(V) = o 
dt(V) l 
DT Ta = o 
a 
o 
o 
vx E T M 
p 
vx E T M 
p 
'r/i.!! E T*M 
p 
vx E T M 
p 
dt(T I = l 
o 
(1.1.121 
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1.2. MODELO- ESPAÇO E TEMPO ABSOLUTOS 
Um modelo para esta teoria é (M,D,h,dt, V,T,) onde os ob-
jetos geométricos satisfazem os axiomas não lógicos dados em 
(1.1.12). 
o g~upo de cova~~ânc~a desta teoria é o G (ver Capítulo 
p 
I) . O gltupo de .{.nva.tr..-tâ.nc..i.a. da teoria, aquele que preserva seus 
objetos absolutos, que são neste caso, O , h , dt, V e o grupo 
I l. 2 .11 
onde 
a 
T3 e o grupo das translações espaciais. 
Ti e o grupo das translações temporais. 
SO (3) é o grupo das rotações próprias em trÊ~s dimensões. 
0 significa produto semi-direto e >< o produto direto 
(E 3 = T; 0 S0{3) é chamado grupo euclidiano). 
A determinação deste grupo de invariância E~ feita a par-
tir das transformações de coordenadas que deixam os objetos ab-
solutos invariantes. Estas são dadas por: < xi ) -----+ < yi ) , i = 
:;; 0,1,2,3 
i 
E.+ 
J 
i 
X 
i 
y onde 
i,j = 1,2,3. (ver Lopes [ 32], Frieciman 
e 
I 181 I 
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1.3. SISTEMAS DE REFERtNCIA NO ESPAÇO-TEMPO ABSOLUTO 
DEFINIÇÃO 1.3.1. Um sistema de coordenadas < xi ) em M e dito 
inenciaf,se neste sistema é válido 
i r jk ~ o dt ~ (1,0,0,0) h:::-dia-;_;(0,1,1,1) , Vp EM. 
Observemos que existe um sistema inercial em torno de cada pon-
to p EM. 
Em um sistema inercial, consideremos as curvas coordena-
(]. -' 1.) onde os a 1 t t r sao cons an es e 
u E R. o vetor tangente T i 
X 
Nesse sistema de coordenadas 
a curva coordenada 
i 
T."'(O .. ),i,j 
XJ lJ 
i 
x e .. /"1 i •• L X 
= 1,2,3. Ainda 
mais, temos DT T . ~ O , de maneira que cada curva coordena-
. l 
l X 
X 
da e uma geodésica. T o 
X 
e tipo-tempo pois dtT ~ l o 
(j = 1,2,3) e tipo-espaço, pois dtT . ~ O (j 
XJ 
X 
1 1 2 f 3) 
e 
Cada 
hiperplano 
o 
X T = constante e um plano de simultaneidade 
absoluta onde as coordenadas 
1 2 3 
X ,X , X variam. Como h 
= diag{O,l,l,l) no sistema de coordenadas inercial, a métrica 
h* é euclidiana em qualquer plano de simultaneidade. 
PROPOSIÇÃO 1.3.2. 
tempo. 
o 
X t e parâmetro afim para geodésicas tip~ 
' 
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DEMONSTRAÇÃO. Uma geodésica tipo-tempo o U -+ M satisfaz em 
-qualquer sistema inercial a equaçao 
i bi a , sao constantes. Em 
particular o X = t 
o 
a u + b e segue que t é par§imetro afim p~ 
ra geodésicas tipo-tempo. 
Seja agora o:R-1-/'.1 c1adaJXJr t-+ s(t) urna curva arbitrá 
ria. Curvas arbitrárias correspondem a trajetória~; de partícu-
las com aceleração não nula, 
Recordemos que se T0 é o vetor tangente a curva u, a acelera-
ção da curva é 
Em um sistema de coordenadas arbitrárias <yi> as equa-
çoes paramétricas da curva arbitrária 
i y (t) se escrevem 
i 
~y oo(t). tem coorde-O vetor velocidade = u = 
i 
u nadas dyi I dt e o vetor aceleração tem componentes 
i 
a 
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Em um sistema inercial < xi > temos 
dx l dx 
2 
dx 3 u ~ ( l ' dt dt cl t ) ' 
d2xl d 2x ' d2x3 a ~ (o ' 
dt
2 2 
dt dt
3 
e vemos imediatamente que u e tipo-tempo {dt(u) = 1) e a e 
tipo-espaço (dt (a) = 0). 
DEFINIÇÃO 1.3.3. Um .61-óte.ma de !UJ_ÓtJJtZ:nC'-i.a aJtbi.-thÓ.fti_o em M -c um 
campo vetorial tipo-tempo definido em U c M e tal que cada uma 
de suas linhas integrais representa idealmente a trajetória de 
uma partícula, 
DEFINIÇÃO 1.3.4. Um .6ibte.ma de Jr.e.6e.Jt~vtc.1a Z em M e dito ÚH'_lt-
c./.al se DZ=O. 
Um sistema de referência inercial é portanto um sistema 
de coordenadas inercial que é natur.:~..lnentc u.dapt.J.do u tn_t p~ícul~ livre 
Nesse caso a trajetória da partícula o(t) satisfaz x
0
=t,xi=O 
(i = 1,2,3) no sistema de coordenadas associado. Portanto, uma 
partícula se encontra em repouso na origem do seu sistema de co 
ordenadas associado. Além do mais um sistema de referência iner 
cial não roda (ver páginas 77 e 73) . 
DEFINIÇÃO 1.3.5. Um sistema de referência Q 
-nao inercial c dito 
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(i} cada uma de suas linhas integrais c representa uma 
particula com trajetória arbitrária, isto é, se T = Q então o , 
e 
(ii) é possível naturalmente associar a Q um sistema de 
coordenadas <yi> tal que 
o y ~ t e h~ diag(O,l,l,ll. 
Um sistema de referência euclidiano rígido é portanto um 
sistema de coordenadas < yi > adaptado a uma trajetória arbi trª-
ria a(t) que satisfaz em o Y = t 1 
(j = 1,2,3). As coordenadas 
< yi > as equações 
l 2 3 -
y ,y ,y sao cartesianas em cada 
plano de simultaneidade, mas os sucessivos planos de simultanei 
dade não estão relacionados entre si da mesma mane,ira que em um 
sistema inercial. A principal diferença é que em geral as coar-
denadas 
l 2 3 
y ,y ,y estão "rodadas" nos diferentes planos de si-
multaneidade. 
Em um sistema de referência euclidiano rigido Q , as co~ 
i rjk da conexão em geral não se anulam, e fornecem in ponentes 
formação a respeito da aceleração e da rotação de Q. 
Para esclarecermos este ponto, va~os considerar o siste-
d d ( Y
i ) ma de coar ena as naturalmente associado a Q, d~ defini 
ção (l.j .61. 
Seja Cx
1 
> um sistema de coordenadas inercial. Pora ca-
da instante de tempo i 1 t, ( y > est~ relacionado com < x· ' pclJ 
composição de uma rotação e uma translação, isto ó, p.:1ra co.c\Zl t 
o o 
y = X = t 
1 j=l,213 1 i·=iJ,ll2,3 
onde os a~(t) formam uma matriz ortogonal. Como as componentes 
l 
de D se anulam em < xi) 1 a lei de transformação da conexão 
= 
nos fornece 
ri ai .. i = a o o l o 
ri = ri. = 
lO Ol 
e todos as 
londe os pontos indicam 
y 
,2 m 
o X 
G 
+ 
ai . a a. 
Q l 
demais 
ai .. i ( j 1 i 1 'i b = 
l 
-componentes sao 
derivação em relação 
l, 2, lI 
nulas 1 
ao tempo t.) 
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O significado fisico dos coeficientes e pode 
ser entendido como segue. Seja o uma das linhas integrais de Q. 
Em relação ao sistema <yi > a equação de movimento 
(u ~ T I a 
e 
Se 
equaçoes 
se escreve 
i 
a 
o 
a = O 
al 
d2yj 
dt
2 + 
a está na origem 
paramétricas sao 
QL ct/ i = 0,1,2,3 
dt dt 
rj + zrj 
dyi 
00 lO dt 
do sistema de coordenadas 
o i o y ~ t e y ~ e nesse 
- a~ 
1 
a = D u 
u 
então suas 
caso 
e a aceleração inercial. Assim concluimos ouc cada umu. da~ linhas 
integrais de Q, tem a seguinte equação 0e movimento 
+ a~ 
l 
2a~ ~ o 
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- - (*) e chamada matriz de rota~ao e o termo 
e a chamada aceleração de Coriolis. o termo J .. i .3.. Zl. y 
1 
e a chamada aceleração centrípeta. 
A equaçao geral de movimento de uma particul.J. guc se mo-
ve na trajetória y : t _.. y (t) 
tema { yi > 
SISTEHA DE REPOUSO (ABSOLUTO) 
c tal que 
'' y + 20~ 
1 
D T 
'!' 
d/ = 
dt 
é no ~~is-
o . 
Vimos que o espaço-absoluto é caracterizado pela cxistên 
cia em M de um sistema de referência privilegiudo definido pc-
lo campo vetorial V (tipo-tempo c nulo) que satisfaz as ·.::quw-
çoes da definição 1.1.8 
Em um sistema de coordenadas inercial as componentes de 
v l 2 3 sao (l,v ,v ,v ) , e uma transformação 
V= (l,O,O,O). 
( *) Observe que o h = 
u o= 
i 
=-r 
'oj 
linear nos fc:rnccc 
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DEFINIÇÃO 1.3 .6. Ur:l sistema de coordenadus é dito nu.tura1H2nte adapLtclo ao 
.0-L:'!tema de ne.poM o ( ab :-, rlu.to) se i fJ.k~D,dt= (1,0,0,0), h~d'ag(O lll) ..L I I I 
e V= (1,0,0,0). 
Recordando que uma particula é dita em repouso absoluto 
se sua trajetória o é uma geodésica nula (definiç~io 1.1.11) e 
que então T 
0 
= bV, temos que, em qualquer sistema de repouso 
as equações paramétricas de urna tal trajetória 
.. 
sao 
o 
X = bt 
(a j são constantes) . Finalmente recordamos que uma 
trajetória geodésica arbitrária tipo-tempo (não necessariamente 
nula) tem equaçoes paramétricas em um sistema de repouso dadas 
por são constantes). (1.3.7). 
§2. AS LEIS DE NEWTON NA AUS~NCIA DA GRAVITAÇÃO E O PRINCÍPIO 
DE RELATIVIDADE DE GALILEU 
2.1. A Mecânica Newtoniana é uma teoria dos sistemas de partíc~ 
las materiais e sólidos rígidos e suas causas. O cç;ceito de 
partícula foi introduzido na definição (2 .1.1), (capitulo II). As 
leis de Newton que regem as leis do movimento, na ausência da 
gravitação sao: 
1~ Le_J.. de_ MovJ:me11to: Cada particula material seguE~ uma geodési-
ca tipo-tempo em M, a menos que seja compelida a mudar o seu 
estado de movimento por forças que agem sobre ela. 
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Se o t -~ o(t), a primeira lei -e representada pela 
-equaçao 
= o . 
DEFINIÇÃO 2.1.1. O produto mT obtido do par (m,o} que caract~ a 
riza uma partícula material é chamado o momr_Hto (linear) da 
partícula. 
2~ Lei do Movimento! A alteração no movimento geodésico de uma 
partícula material é proporcional a força motiva que age na pa~ 
tícula e é feita na direção da força. Explicitamente postulamos 
que 
Observe que dt(T ) ~ 1 a e como 
1 o que implica que dt(f) 
tema inercial temos que 
to um vetor tipo-espaço. 
"<lX E Ti'1 I 
O. Assim, em um sis 
~ 
(O,f). f e porta~ 
A Mecânica Newtoniana lida com sistemas de muitas parti-
culas e as possíveis formas de f sao restritas pela 
3~ Lei do MovimenÃo: A cada açao corresponde urna reaçao igual 
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e oposta; ou, as ações mútuas entre dois corpos '~ e b entre 
si sao sempre ·iguais na mesma direção e em sentidos opostos e 
são simultâneas. 
A terceira lei e expressa matematicamnte pela condição 
A força f que age em urna certa partícula é um vetor. Ela 
precisa portanto ser uma combinação linear dos vetores que te-
mos a nossa disposição (na teoria que estamos formulando) com 
coeficientes que são escalares. Por exemplo, se temos uma força 
que depende da velocidade da partícula, então sua expressão mais 
geral que satisfaz dt(f) = o e 
onde a . 
f = aiT -VI o 
f 'h* IT T I a' o 
T
0 
é definido em (1.1.9) (Capitulo III). 
I 2 .1. 2 I 
--~ iR e 
Seja ( xi > um sistema de coordenadas em M. A força f= 
= fid/dxi mais geral e que não depende da velocidade tem compQ 
nentes 
h i i I z I 
a 12 .l. 3 I 
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i i 
Z = X O O 
a a 
-sao as equaçoes paramétricas da partícula onde 
b b 
a(b) cuja trajetória e r 
a · f~ ab e a distância euclidiana oo ins 
b 
tante t entre as partículas a e b 
e temos 
~ab 
Finalmente, 
d 
9
'ab 
d zj-
a 
significa 
f': comum a introdução de um potencial U (9_ab), tal que 
é ab 
2.2. MODELO-TEMPO ABSOLUTO E ESPAÇO RELATIVÍSTICO-
O PRINCÍPIO DE RELATIVIDADE DE GALILEU 
E: absolutamente claro que se o campo vetorial V que de-
fine o sistema privilegiado não aparece em nenhuma lei física, 
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isto é, se não temos forças dependentes da velocidade {como em 
(2.1.2)), mas apenas forçrts do tipo (2.1.3), então no mod(ÜO da 
teoria newtoniana é dado por 
TN "" (M I o f dt f h I T,J f f) 
onde D , dt , h -satisfazem as cguaçoes 
K = o 
D dt = o Vx c T M 
X p 
D (h) = o Vx c T M , 
X p 
h(dt,w) o , V r" E T*M 
p 
e que 
O g!Lupo de. Co va!L-lânc.ia. desta teoria é G • O ,lLU.fh' d~· lu p -
va!Liâneia da teoria, aquele que preserva seus objetos absolutos 
que são neste caso D, dt, h e o g.1wpo de. GaLLte.u G 
{T~ 0 S0(3)} 
onde a t T3 I Tl I 50(3) sao como descritos em (1.2.1) e e o 
grupo das transforrnaçÕ'es especiais de Galileu. 
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A determinação deste grupo de invariância é feita a par~ 
tir das transformações de coordenadas que deixam os objetos ab-
solutos invariantes. Estas são dadas por: 
i i 
<x)--+(y), i 
0,1,2,3 i i i j i onde i ~ o o = X ~ y + E: j X + E [ [. = o 1 
i E~ Ej + 1 = o (i, j = l' 2, 3) . (Ver Lopes I 3L I Friedman I ld I I 
Neste caso, as transformações especiais de Galileu, são re 
presentadas por o o o i i i o i i X --+ y = X 1 X ---1- y + V X 1 V = f_O 
Observemos que as transformações dadas pelas equaçoes 
(1.2.1) -Capitulo III) definem urna classe de sistemCEdc rc~crên 
cia em repouso (absoluto}, enquanto que as transformações da-
das pelas equações acima definem uma classe de sistemas em movi 
menta relativo linear e uniforme (sistemas inerciais). 
O PRINC!PIO DE RELATIVIDADE DE GALILEU: é a afirmação que to-
dos os sistemas inerciais são equivalentes, do ponto de vista 
das leis da Mecânica, quando não intervém forças dependentes de 
V, isto é, na forma dada pelas equações (2 .1.2). 
Tornamos agora preciso o conceito de equivalência entre 
sistemas de referência no ârnbi to da Mecânica. Seja então T uma 
teoria de espaço-tempo da Mecânica de particulas e suas intera-
çÕes e sejam Z e Z' dois sistemas de referência, isto é, dois 
campos vetoriais tipo-tempo em M. Como vimos no §l deste Capít~ 
lo o estado de movimento de um sistema de referência arbitrário 
z é dado pelas componentes da -concxao D em um sistema de 
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coordenadas adaptado a Z e ]'X'lns canronentes do campo vetorial abso 
luto (tipo-tempo) V. Seja ( x 11 > ···-+ < y1J > u trunsfonnaç3o que re-
laciona o sistema de coordenadas ( xlJ > naturalmente adaptado a Z 
)J 
com um sistema de coordenadas < y ) naturalmente adaptado a Z'. 
Esta transformação induz como sabemos um difeomorfismo h : M---->- M 
tal que se p EM, então x~(h I = y~ (p), e 
p 
h também induz a 
aplicação h* que leva qualquer objeto geométrico~ em h*~, cujas 
componentes em Z em h são iguais as componentes de~ em Z' em 
p 
p. Assim, D -+ h*D e se V está presente V -+ h*V , de muneiru 
tal que h*D(h*V) atribue o mesmo estado de movimento a Z que 
D(V) atribue a Z'. Temos então a 
DEFINIÇÃO 2.2.1. Z e Z' sao equivalentes ou indistinguíveis de 
acordo com a teoria T se nao existir nenhuma experiência mecân!, 
ca realizada com os sistemas flsicos {f} descritos por T aue 
-
possa distinguir D(V) de h*D(h*V) de acordo com os axiomas noo 
lógicos de T. 
EXEMPLO 2.2.2. Seja (M,D,dt,h 1 V1 T-) um modelo da o cinemática 
Newtoniana e sejam Z e Z' dois sistemas de referência inerciais. 
A Única diferença teórica entre Z e Z' se refere às componentes 
de V; em Z 1 V = ( 1 1 - v Z) ~ em Z ' , V = ( 1, - v Z , ) : onde v Z e v Z , 
sao as velocidades absolutas de z e Z' em relação a v. 
Z e Z' concordam no valor das componentes de O, dt e h. 
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Não podemo-6 di.-b.tingui.Jt z e Z' pe_l:.aó tc_i._~; da c.inemáti.ca Ncwton.ia 
na. De fato, seja g: M -+ M o difeomorfismo associado a uma da 
da transformação de Galileu, então V----+ g*V. t: trivial verifi-
(M,D,dt,h,g*V,T ) o e também um modelo da cinemáti-carmos que 
ca Newtoniana. Portanto, do ponto de vista da cinemática Ncwto-
niana não podemos inferir se estamos no sistema Z ou em Z' . 
EXEMPLO 2.2,3, Contrastando com o caso em que Z e -Z' sao refe-
rênciais inerciais observamos que se Z é inercial e Z' é um sis 
tema euclidiano rigido com aceleração absoluta a entao eles 
são distinguiveis de acordo com a cinemática Newtoniana. De fa-
t'o, em z, rll =O em z• va ' , i' l-1 = afl. Mudemos agora D para uma no-oo 
v a conexao D' 1 tal que as componentes em Z sao iguais as campo~ 
nentes de D em Z', isto é D' = f*D onde f é o difeomorfismo asso 
ciado a uma transformação de forma { 1. 3. 7) . -{ M,D' ,dt,h,T ) nao 
u 
e um modelo da cinemática Newtoniana, pois qualquer trajetória 
a em a satisfaz 
= o 
em z por hipótese, e a lei de movimento em Z relativamente a D' 
-e 
-Portanto, T
0 
nao satisfaz a lei Newtoniana do movimento relati~ 
mente a D' . 
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§3. FIBRADO ARISTOT~LICO E FIBRADO GALILEANO 
A estrutura do espaço-tempo pode ser vista como uma es-
trutura de fi brado (ver Apêndice, definição 1. 8.1) . 
3 .1. O espaço-tempo (M, D,dt,h, V) é chamado espaço-tE~mpo Newtoniana 
(ou Aristotélioo). Neste caso temos o espaço e o tempo absolutos. 
Então M é simplesmente o produto cartesiano 
M=JRxm.
3 
e, o fibrado X 3 3 {IR JR ,n,JR,:R, !.(!, G} 1 
onde a aplicação identidade, G e o grupo, G {e). 
~J ===(t,xl~~----~ ~ 3 
t =n(p) 
Cada evento p e definido pelo instante de tempo t e sua 
l l . - 4 3 - . d oca lzaçao no espaço. M =IR x IR onde JR e o elxo o tempo 
e IR 3 é o espaço tridimensional. 
3.2. No espaço-tempo de Galileu o tempo permanece absoluto mas 
o espaço e relativo, o Princípio da Relatividade de Galileu 
(quando se aplica) implica que não há referencial inercial pri-
vilegiado, e então o espaço-tempo não é simples~ente o produto 
cartesiano do espaço pelo tempo. A estrutura de fibrado no 
- r 4 espaço-tempo de Galileu e dada por M 
.I 
+ 
u. u. 
J l 
·q,. t 
J ' 
,n,JR, 
___ L(_:.,._l._)_-----JR 
t = n(p} 
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{~.},G} 
l 
A função projeção 4 TT: M --+IR associa a cada evento p 
de M
4 
o correspondente instante de tempo t, t = Tr (p). M é ch~ 
mado espaço total, R é dito espaço base e m3 
ca. Os ~i são homeomorfismos de u . X m.
3 
l 
em 
é a fibra tÍp1_ 
-l 
TI (U . I 
l 
é um subconjunto aberto de JR) • Neste exemplo as fibras -sao 
isomorfas e é posslvel representar este fibrado como um proCuto 
cartesiano (pois o fibrado é trivial-base e contrátil). .En-
tretanto esta representação depende do particular sistema iner-
cial escolhido, isto nos informa que não existe um isomorfismo 
canônico entre as fibras. O grupo estrutural do fibrado e o gr~ 
po G, 
G = T; ® {T~ ® 50(31} , onde 
@ e o produto semi-direto. 
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-+ -r -~ 
sao as translações no r-!spaço (x -+ x + a) ; so I 3 I -sao as ro 
- - -+ -+ v 
taçoes proprias {X --+ Hx) ; T
3 
-sao as transformações especiais 
~ ~ ~ 
de Galileu (x--+ x + v t) . 
G e um subgrupo do grupo de Galileu definido em §2, (ca-
pitulo IIII 
0 {T~ 0 80131) 
o grupo G age na fibra -l TI lpl ' da seguinte maneira 
~ ~ 
então -l se t = TI I p I lp = (t,x1 l = lt,x2 11 gijltl = ~. t~. t ' 1, J , -e o elemento de G ' tal que 
-+-+ +-~ 
Rx 1 + vt + a = x 2 , onde 
+ ~ 
Rx1 e rotação própria de x1 
~ + 
vt e a aceleração e a e um 
vetor constante. 
§4. A ELETRODINÂMICA CLÂSSICA DE MAXWELL-LORENTZ 
4.1. Corno vimos em§ 2, se as forças que nao dependem da veloc! 
dade nao sao levadas em consideração, então vale o Princípio da 
Relatividade de Galileu, que diz que sistemas de referência 
inerciais são equivalentes (fisicamente). A seguir apresentare-
mos wna formulação da eletrodinâmica clássica de Maxwell-Lorentz 
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sobre o espaço-tempo Newtoniana. Veremos que nesta teoria u.lén 
de existirem forças dependentes ela vclociclo.c.lc, c:-:i.<;te 
una outra particularidade referente eto modo de propu.cJ<:-1-ç.:w de 
sinais luminosos que perni te e!;l pr.i.ncípio detcto.rnos -J. ~Jrcsenç1 
do campo V, que define o sistema privilegiado, e que destrcipo~ 
tanto, a equivalência {física) dos sistemas in~rciais. 
As equações de Maxwell-Lorentz são usualmente apresenta-
das por 
~ 
V•E = hp 
~ 
~ l 8E VxB n c 
~ 
V•B = O 
~ 
VxE + l aB 
c ""fi: 
(4.1.1) 
4n ., = J c 
( 4 .l .2) 
= o 
~ ~ 
onde E e o vetor campo elétrico, B o campo (de indução) mag-
nético, j é a densidade de corrente; 
~ ~ 
E I B' J -· sao funçÕes de 
JR 3 x IR -r IR 3 , dadas respectivamente por 
~ ~ ~ 
(t,x} --+ E (t,x) 
4- ..... _, 
(t,x) ~ B(t,x) 
-~ - ~ .. 
(t,x) -+ j (t,x) 
~ ·• 
p é a densidade de corrente o : JR x JR ~ ~, (t,x) . ..........- r- (t,x) e 
V = (-a a ' I - t t Operador c e uma cons an e. ' ax ay 'az . 
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Os campos elétrico e magnético agem em partículas carre-
gadas e a força resultante, conhecida como força de Lorentz e 
dada por 
-+ -+ .-;- -+ 
F=q(E+vxs) I 4 .l. 3 I 
+ 
onde v é a tri-velocidade da partícula. A equaçao de movimento 
de uma partícula carregada e então 
+ 
dv 
m dt 
+ + + 
q(E + v X B) 
Observemos que o conjunto de equaçoes (4.1.1) e 
+ 
I 4 .l. 4 I 
I 4 .l. 2 I 
admite soluções quando p, j = O. Neste caso cada uma das campo-
+ + 
nentes cartesianas de E e B satisfaz urna equação de onda, 
= o 
onde 'V
2 
é o operador Laplaciano em m3 
Sabe-se que tal equação possue uma solução nu forma 
+ + 
" exp[i(k·x- wtll 'o 
= c 
que descreve uma onda eletromagnética se propagando com 
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velocidade c. Surge então a pergunta: em relação a gue sistema 
de referência as ondas eletromugné ticas viu j am com v e Jod duele::. c? 
Para Maxwell e contemporâneos a resposta era óbvia a 
luz se move com velocidade c em relação a seu carre(;ador - o 
éter. 
-Portanto, as equaçoes (4.1.1) e (4.1.2) só podem serva-
lidas em uma classe limitada de refcrênciais inerciais, todos 
os membros da classe estando em repouso relativo e ainda mais 
estando o éter também em repouso em relação a esta classe de 
sistemas. De fato, segue das transformações de Galileu que se 
uma trajetória possui tri-velocidade em relação ao referen 
~ 
cial R e se R se move com velocidade constante v em rela-
çao a R então a velocidade da trajetória no referencial R e 
~ 
v 
Portanto, se as equaçoes (4.1.1) e (4.1.2) valem em R, 
+ 
elas somente serão válidas em R se v O. No que se segue, 
identificaremos a classe dos sistemas onde as equações de Max-
well-Lorentz são válidas, com os sistemas de repouso (ver defi-
nição 1~3 .6). Usaremos também a partir daqui um sistema é!c uni-
dades tal que c = 1 (sistema de unidades naturiJll . 
Queremos formular a eletrodinâmica de Mu.XW(Ü1 - Lorcntz 
'l3 
como uma teoria de espaço-tempo (sobre o espaço-tempo Newtoniu-
no). Para isto, vamos introduzir um tensor tipo (2,0), g* 
g* v 0 v - h 
-onde V,h sao os definidos em §3.2 { capítulo I I I) . 
Nos sistemas de repouso, h,- rlio.q(O,l,l,l) , V ... (1,0,0,0) 
e resulta que 
g* = diag(l,-1,-1,-1) 
Observemos que g* induz uma aplicação 
G* : T*M --+ T M 
p p 
dada por 
e tal que, se et,ev E T*M 
p 
então 
Como G* e nao singular, existe a aplicação inversa, que 
chamaremos G , 
G : T M -+ T*M , tal que se 
p p 
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X E T M , w E T*M então g* (G (X), i;;) = l....'(X). G* induz um ten-
p p p 
sor g do tipo (0,2) em T M x T M , tal que se 
p p 
tão 
g (X,Y) = g*(G(X),G(Y)) 
p p 
v, é..! E T M 
p 
en 
Observemos que se as componentes de q* , em uma base co -p 
ordenada são 
i]' 
g = 
então as componentes de gp , sao 
g* ( G ( _.'l..,_ 
p 3x 1 
_3_.1 I 
axl 
Daqui segue que 
caracteristicas de uma 
= '"' ~ • g possui então todas as 
de Lorentz e é de fato, a métri-
ca do espaço-tempo de Minkowski, que é o espaço-tempo guc serve 
de modelo para a Teoria da Relatividade Especial de Ej_nstein 
(ver capitulo IV). Em um sistema em repouso 
g = diag(l,-1,-l,-l) 
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DEFINIÇÃO 4 .1. 5. O operador de abaixamento de In di c e + ~ , com 
1 < a < r 1 < b < s e a aplicação +: : T~r,s)(H)--.......- T{r-l,s+l) (M) 
tal que se 8 E Tr,s{M) então -:..b 8 E Tr-l,s+l (H) 
a e vale 
xl, ·· · .,xs+l) 
= S(wl, ... ,wa-l'G(Xb, ),wa+l'''''wr-l;Xl''"''\,-1' \>+l'''''Xs+l) 
onde wl, ... ,wr-1 e são respectivamente, 1-fonnas 
e campos vetoriais arbitrários. 
OBSERVAÇÃO. Quando a= b =m , +m e usualmente indicado por Gm . 
m 
a - . (*) 
4-b e claramente V(M)-llnear e é de fato um isomorfismo, uma 
vez que existe a operação inversa t~: T(r,s) (M) ...___....,. T(r+l,s-l) (M) 
chamada operaçao de levantamento de índices. 
DEFINIÇÃO 4 1 6 A 1 . - ta T(r,s) (M) _ Tlr+l,s-11 (M) • • • ap 1caçao b _ e 
dada por, 
b 
; x 1 , ... ,xa-l ,G*(w ), 
x 
1
, .. .,x 
1
1 
a+ s-
-onde w
1
, ... ,wr+l e X
1
, ... ,X
5
_
1 
sao respectivamente, l-formas e 
campos vetoriais arbitrários. 
OBSERVAÇÃO: quando a = b m ' e denotado por 
00 
( *) V (M) é o anel das funçÕes <r em M) 
EXEMPLO 4.1. 7. Se e E T( 2 • 21 (M) 
p 
l 
G e(w;Z,X,Y) ~ e(G(Z),w;X,Y) 
e escolhendo 
l m 
(G e)~jk ~ 
2 
G e (w;X,Z,Y) = e (w,G(Z) ;X,Y) 
2 m 
(Ge)jtk= 
mi 
g. 9 o 'k 
1 . J 
DEFINIÇÃO 4.1.8. A aplicação contração 
( 1 < p < r ; 1 < q < s) dada por 6 ---+ trpq e , onde 
Por exemplo se então verificamos imediatamente que 
= " e ~k 
L. ik 
k 
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Estamos agora equipados para escrevermos a teoria de 
Maxwell-Lorentz como uma teoria de espaço-tempo. 
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4. 2. FORMULAÇÃO Dl\ ELETRODINÂ/HCl\ DE Ml\XWELL- LORENTZ 
Introduzimos um carnço vetorial covariante J que rep1~esenta a densi-
dade de carga-corrente e uma 2-forma F que representa o campo 
eletromagnético. 
Em um sistema de repouso fazemos a identificação 
~ 
J ( P' j I ( 4. 2 .li 
e 
o El E2 E3 
-E o -B B2 
F .. ~ 1 3 (4.2.2) 
>J 
-E 
2 B3 
o Bl 
-E 
3 
-B 
2 Bl 
o 
Introduzimos ainda conceito de partícula carregada. 
DEFINIÇÃO 4.2.1. Uma partícula carregada é uma tripla (,,·, , m,g) 
onde a : R-+ M é uma curva tipo-tempo, m E (O,~) e q E R. 
Finalmente a teoria de Maxwell-Lorentz (ML) 
= (M,D,dt,h,V,F.J,T ) 
o 
é descrita pelas equações de campo 
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K ~ o 
ox(dtl ~ o vx E T M 
p 
ox(hl ~ o vx E T M p 
h(dt,wl ~ o , 'ri ~J E T*M 
p 
( 4 . 2. 4 I 
DX(VI ~ o vx E T M p 
dt(VI ~ 1 
óF ~-4rrJ 
dF ~ O 
e a equaçao de movimento das partículas carregadas de massa m e 
carga q e 
21 l 21 1 
~ qtr (G*F ~TI -dt [qtr (G*F ® T IIV 
a 
(4. 2. 5 I 
Nas equaçoes (4.2.41 d 
~ (-lp*-1d * W , w E Ap(MI e * 
é o operador diferencial e 
-e o operador estrela de Hodge 
f Ver Apêndice 1.4]. Observe também que a força que aparece em 
(4.2.5) ê justamente a ''projeção'' espacial do vetor 
4.3. COMENTÂRIO DE CARÂTER EMINENTEMENTE F1SICO 
TML implica que as equaçoes (4.1.1), (4.1.2) sao va-
lidas apenas nos sistemas de repouso. Tal é mnsequência do fato 
que o grupo de simetria da teoria é, como já determinado no §3, 
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{T~ x T1} 0 SO (3). Todas as evidências experimentais sugerem que 
as equaçoes (4.1.1) e (4.1.2) valem em todos os sistemas iner-
ciais, quando as coordenadas (x
0
,x
1
,x
2
,x
3
J de um dado sistema 
inercial estão diretamente associadas a medidas realizadas por 
relÓgios reais em repouso no dado sistema inercial e sincroniza 
dos à l 1 Einstein c ror ré0lJaS "rlgidas" ideais. Para uma discus-
sao detalhada deste ponto o leitor deve consultar {Rodrigues 
(1983) [ 46], Rodrigues-Tiomno (1985) [ 47]). 
Desejamos também chamar a atenção aqui ao fato que a de-
pendência explícita da força eletromagnética (que age sobre uma 
particula) de V foi motivo de experiências como a de Trouton-
-Noble [ 42 ] e os resultados da experiência não revelaram V. 
Observamos aqui que os relógios ideais da teoria Newtonia 
na sao supostos registrarem a passagem do tempo absoluto - eles 
devem registrar um tempo tal cue as leis de Newton sejam vá!~ 
das. Este tempo é que os astrônomos chamam de tempo das efené-
rides, ou tempo Newtoniana [ 3 J , e como já salientamos -no Cupí-
tulo II é um tempo teórico ("relógio de papel") . O problema da 
existência ou não de relÓgios físicos na Natureza que registrem 
o tempo das efemérides e que satisfaçam as demais propriedades 
exigidas pelos relÓgios ideais da teoria i,~ev:toniana nunca é di~ 
cutido nos textos. Em particular para registrar o tempo absolu-
to em todos os sistemas inerciais é necessário que o ri trno do 
relógio ideal Newtoniana não dependa do seu estado de movimento. 
ll) o 
Isto posto, dcs,_;jcuno:=; cnfulizdr que a ufirínJçZío u:.uc1l dv 
que da validade das e:quaçÕc!o (4.1.1) c (4.1.2) em todos o~; ~;_i_:::;-
temas inerciais implica que as transformações de Galileu cst~o 
erradas e "non-scc;t<itur". A afirmação correta é que as trunsfo!.: 
mações de Galilcu n~o relacionaM de maneira correta ~s coord~ 
nadas de espaço-tempo em sistemas inerciais em movimento rclati 
vo, se as determinaçÕes dessas coordenadas são realizadas por 
rel6gios reais e r6guas rigidas reais. Isto~ explicado cn dcta 
lhes, por exemplo em Rodrigucs-Tiomno (19H5) porque os rclÓ<]io:-; 
e réguas reais não satisfazem as condições de serem reguas c rc 
l6gios ideais Newtonianos. 
Mas, se as equaçoes (4.1.1) c (4.1.2) s5o vãlidas c~ to-
dos os sistemas inerciuis, quais us transforr.1açõcs corrct~1s en-
tre.as coordenadas espaço-tempo de sistemas inerciais distinto~ 
ou ainda, qual o grupo de covariãncia dessas cquaç6es? 
A resposta e que o g!t.u.po de Ci)Va}Liância dessas -cquaçocs 
e o grupo de isometrias de g' introduzido IJela ccruuc~io c: (X,l:')-~ , _, p 
g*{G(X) ,G(Y)). Tal grupo é chame.do 9Jwpo de_ Po.:.Hcct-",Ç 0 Cc~sc:~1-
p 
penha um papel de destaque na Física contcmporâr.•.:::>a. A c! i scu>;s.:'io 
desse grupo se encontra no Apêndice 2.3. 
Em conclusão, nenhuma experiência clássica pode revela~ 
h, dt, V, e a solução encontrada por Einstein foi a de ~ctcr 
g*(ou g) e D como objetos absolutos e relegar h, dt c V ao cs-
quecimento. Voltaremos a este ponto no Capitulo V 
§5. A TEORIA NEWTONIANA DA GRAVITAÇÃO E A EXISTtNCIA DE 
REFERtNCIAIS INERCIAIS 
-
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Nesta seçao vamos apresentar duas versoes da teoria da 
Gravitação Universal de Newton como teorias de espaço-tempo. A 
primeira versão da teoria é construída sobre o espaço-tempo de 
Galileu e a segunda versão é uma teoria sobre um espaço-tempo 
com curvatura de Riemann nao nula. Em particular a segunda 
versão nos levará naturalmente a questionar a validade de se post~ 
lar a existência de referências inerciais no Universo Físico. 
Tal questionamento é importante em conexão com um dos problemas 
principais desse trabalho (Capítulo V ) que mostra em detalhes 
qual o limite da validade do Princípio da Relatividade de Eins-
tein quando aplicado ao mundo real que habitamos. (No que segue 
indicaremos a conexão chata do espaço-tempo de Galileu por D ) . 
5 .l. TEORIA DA GRAVITAÇÃO NO ESPAÇO-TEMPO GAIILEANO 
Vimos no §2 que a 2~ lei de Newton estipula que o movi-
mento de uma particula material (o,m), sujeita a -açao de uma 
força F, é 
o 
-e em um sistema inercial esta equaçao toma a forma 
m i = l, 2 13 
Na teoria da Gravitação de Newton a força 
+ + 
F = mG 
-> 
onde G e o campo gravitacional, e 
+ 
ll=-V~ 
+ 
F 
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e dada por 
onde ~ e o potencial escalar, e 'V é o gradiente (tridimensioml). 
A teoria Newtoniana postula que o potencial ~ está rela-
cionado com a densidade de massa p pela equação de Poisson 
4nKp I s .l.ll 
onde K é a constante de gravitação universal, e v2 e o L?placi~ 
no (tridimensional). 
Para produzirmos urna versao da teoria de NeYJton sobre o 
espaço-tempo de Galileu, comecemos por recordar que a forma bi 
linear h (§1, Capltulo III) induz a aplicação 
T*M ------+ T M 
p p 
v --+ H* (v) 
.. · 
tal que V (,J E T*M , temos 
p 
w(H* I v) I = 
Seja ~ :M-+ R, definimos 
grad ~ = H*(drp) 
dct 4 div(grad •11 
h (w,v) 
p 
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onde div ; T(l,O) -+ T(O,O) , dada por 
11 --
X -+ tr · (DX), e D e 
operador de derivada covariante. 
Port::nto, se ~ e o potencial gravitacional (em M) a força 
gravitacional se escreve 
F = -rn(grad 41 
Como a imagem de H* consiste somente de vetores tipo es-
paço (§1, Capitulo III) F tem as propriedades des~jadas. 
tem 
tos 
A teoria da Gravitação 
então o modelo, TNG = IM 
geométricos satisfazem 
K = O 
i)x ldtl o 
h(dt,:D) = Ü 
os 
de9. I ti = 4~;Kp 
de Newton em 
o 
' D ' dt' h ,<)J 
-axiomas nao 
\JX E T M 
p 
Vw E T*M 
p 
espaço de Galileu 
p , T
0
) , onde os obj~ 
lógicos: 
(5 .1.2) 
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e a lei de movimento das particulas materiais é 
o 
mDT T 0 "'-m(grad c(!) 15 .l. 3 I 
a 
O :J!Lupo de InvaJt;.éll-rc__{_a de TNG é o grupo de Galileu G(§2, Capitu-
lo III) . 
. 5.2. O PROBLEMA DOS REFERENCIAIS INERCIAIS 
Seja < xi) um sistema inercial e < y J) um sistema eu-
clidiano rigido {definição 1.3.6, Capítulo III) adaptado a tra 
jetória a, tal que DT T0 ~ O. Suponhamos que o sistema 
o 
nao possue rotaçao em relação a <xi) . Neste caso as transfor-
-maçoes que ligam os dois sistemas sao 
o o 
y ~ X ~ t 
I s . 2 .lI 
i i bi I ti i 1 1 21 3 y X .. 
Naturalmente, bi(t) e a aceleração de a relativamente a 
saber I yi I -Como que nao e um sistema inercial? Em um 
sistema inercial r i ~ o e em I YJ I f' i ~ bi e todos os de jk . 00 
mais 
i 
fjk ~O 1§1.3, Capítulo IIII. 
As leis de movimento de uma particula material (o,m) em 
<xi) sujeita ao campo gravitacional ~e 
e em temos 
"j 
+ b o 
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15.2. 2 I 
Esta última equaçao nao é a lei de movimento em um siste 
ma inercial, mas a questão seguinte surge naturalmente: 
Como e que os observadores que se encontram no sistema 
( yj ) podem saber que o potencial gravi tacional real é cp e nao 
n ? 
De fato, se o potencial gravitacional e il ,Emtao em < yj ) 
a equação de movimento é 
e < yj) será um sistema inercial para os observadcres que se e.::. 
contram no referencial ( yj >. É claro que estes observadores não 
estão em condições de responder, com questões locais, o problema 
de determinar qual potencial é o real, n ou~- De fato, se 
a conexão chata original cujas componentes se anulam em <xi 
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-D e 
e 
D' e uma conexão chata cujas componentes se anulam em < yj >, en-
tão ( xi é inercial de acordo com D e ( yj > é inercial de acor-
o 
do com D'. Somos assim tentados a concluir que se 1 IM, 
o o 
DI dt I h e o modelo de TNG' também 2 = (H I DI dt I 
h,f],p,T) 
o é modelo de TNG 
Contudo, recordando nossa dis-
cussão do ponto de vista ativo (Capitulo II,pcj.49) VEIDJS que tal 
conclusão só é correta se o conjunto de condições de bordo que 
se pode impor nas equações diferenciais em 1 está apropriada-
mente relacionado com o conjunto de condições de bordo que se 
pode impor nas equações diferenciais em 2 
DEFINIÇÃO 5.2.3. Um sistema de coordenadas é dito Gal.Z.f_c_ano se 
for euclidiano rlgido o não rodar, a lei de movimento sendo dada 
por 
Tanto ( xi > como ( yJ) são sistemas Galileanos, e em qual-
quer sistema Galileano e a equação de movimento é da forma 
~:::o 
i 
3x 
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para algum potencial ~-
Vemos que a Única forma de especificarmos um potencial ~ 
bem determinado é impor que existam "sistemas Galileanos glo-
bais'' e tal que se (xi) e um sistema Galileano global, então 
i 
em < x ), cp __. O quando xj --+ ±co (j=l,2,3). Sistemas galile~ 
nos globais concordam portanto sobre a função potencial gravit~ 
cional e não se encontram acelerados, um em relação dos outros. 
O problema com a condição de bordo acima sugerida para cp 
e que (do fato que q:. deve satisfazer a equação de Poisson), tal 
implica em um Universo onde toda a matéria esteja concentrada em 
uma certa região f in i ta do R
3
. Ora, esse ê longe de ser o caso 
no Universo que habitamos e portanto as condições de bordo que 
sugerimos acima não ajudam muito no nosso problema de encontrar 
os sistemas inerciais. 
A discussão acima nos sugere que em uma teoria mais rea-
lista o potencial gravi tacional 1; e a conexão chat:a 
o 
D existam 
somente em relação a uma escolha arbitrária do sistema de coar-
denadas galileanor onde a lei de movimento é dada pela -equaçao 
15.2. 2 I . 
5.3. A TEORIA DA GRAVITAÇÃO EM UM ESPAÇO-TEMPO CURVO 
Uma teoria mais realista da gravitação, p:>de ser construída 
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o 
se substituimos a conexao chata D cujas componentes se anulam 
- -nos sistemas inerciais, por uma conexao nao chata, tal que suas 
componentes satisfazem r~ 0 = fl cP/Oxi e todos os demais r~k ""O, 
para algum potencial r)> em um sistema galileano arbitrário. A 
lei do movimento de uma partícula sujeita somente ao campo gra~ 
vitacional é 0'1' T0 =O , que se reduz a (5.2.2) 
a 
galileanos. 
nos sistemas 
~ conveniente enfatizar que não foi eliminada a noção de 
aceleração - foi eliminada somente a noção de aceleração em re-
!ação a conexão 
o 
D. Mas, continua a existir a noção de acelera-
ção em relação a D, isto é, partículas sujeitas a ação de for-
ças não gravitacionais terão aceleração 
Tal observação nos permite introduzir a noção importan-
tissima de referencial inercial local. 
DEFINIÇÃO 5.3.1. Um !tº-t)e.!Le.n.c.ia.t ineJ1.c.iat .toc.a.t (RIL) é um siste 
ma de coordenadas adaptado a uma trajetória o que e uma geodés~ 
ca de D e tal que o ao longo de o 
Como exemplo, consideremos o sistema ( yJ) adaptado a tr~ 
jet6ria o{t) e definido pelas equaç6es (5.2.1). A aceleraç~o de 
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o(t) em relação a o e 
i 
a 
Portanto se i 3~/3x bi então o(t) estará em queda 
livre no campo gravitacional original. se o(t) experimenta uma 
aceleração não gravi tacional, isto é, se a :j. O, o sistema < yj ) 
será galileano mas não RIL. 
Para encerrarmos este Capitulo formulamos agora as equa-
çÕes de campo da teoria da Gravitação Newtoniana em espaço cur-
vo e damos o grupo de invariância da teoria. 
Começamos por observar que a equaçao (5.1.2) se escreve 
em um sistema <xi > arbitrário como 
onde 
onde os 
ir. 
-mh q:> 
;r 
significa derivada covariante. 
Se introduzimos urna conexao o tal que 
t. 
J 
3t 
3xj 
-sao as componentes de dt 
a cquaçao acima pode ser escrita como 
(5. 3. 3 I 
em ' i ) I, X 1 entao 
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= o . 
-
A conexao D e nao chata. De fato, as componentes do ten 
sor de Riemann em ( x 1 > ficam 
onde o colchete indica antissimetrização (ver Apêndice). Pode-
mos também verificar que Dx {dt) = O e Dx (h) = O , (\IX ~ TPM) 
Temos também de (5.3.4) a validade das equaçoes 
tia e 
= hja i 
R.tak 15.3 .5 I 
e pode-se mostrar (vide por exemplo, Trautman [561} que as equa 
ções (5.3.5) implicam na existência de uma função escalar ~ e 
uma conexão chata 
o 
D, tal que (5.3.3) ê v~lida. 
As componentes do tensor de Ricci ficam 
a 
·- Rjka 
e comparando com a equaçao de Poisson (5.1.1) temos 
lll 
As eguaçoes de campo podem então ser escritas como 
(dt0K)l =O 
a2 
Dxldt) = o ~X E T M 
p 
I s . 3. 6 I 
Dxlhl = o ~X E T M 
p 
h(dt,w) - o ~w E T*M 
p 
Ri c =- 4nkp dt ® dt 
onde { ) la significa antisirnetrização (ver Apêndice) 
2 
entre 
o primeiro e a segundo argumento de dt 0 K. A lei de movimento 
das partículas sujeitas ao campo gravitacional e 
Nesta formulação da teoria da Gravitação n~io existe mais 
urna classe privilegiada de referênd.as inerciais, pois em geral 
-nao temos sistemas de coordenadas onde as componentes de cone-
-xao i o r jk = O. Restam os sistemas euclidianos rígidos onde x = t 
e h = diag(O,l,l,l), pois podemos sempre decompor o como em 
(5.3.2) em parte inercial e em gravitacional. De fato, quando 
o i 
r jk ~ o hir~ t.t ;r J k e D(dt) ~O e D(h) = O, implicam 
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e e então as componentes de dt -e h sao 
constantes e uma transformação linear permite encontrar um sis-
tema onde 
o 
X "' t e h == diag(O,l,l,l). Este resultado implica 
que apesar do espaço-tempo ser curvo, os hiperplanos de simulta 
neidade são chatos e euclidianos. 
-O sistema de coordenadas o x = t , h= diag(O,l,l,l) nao 
e apenas euclidiano rigido, ele e também galileano, isto e, 
existe potencial cf; tal que e todos os demais 
:~k =O. Entretanto a classe dos sistemas 8uclidianos rígidos 
é maior que a classes dos sistemas galileanos. De fato, dois 
sistemas euclidianos rígidos estão relacionados por 
o o 
y = X 
i 
y i=l,2,3 j=O,l,2,3 
Portanto, se é galileano { yj > em geral nao scra 
galileano, pois em ( yJ ) temos 
ri ~ 
i ··k k i"j + a. aky + a.b o o i i J J 
15.3. 7 I 
ri ri i . j i,k=l,2,3 j=O,l,2,3 ~ ajak ko ok 
O sistema < yJ > é galileano somente quando ·i a == O k o 
que significa que < yJ > não está rodando em relação a u:n sistema 
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galileano. 
Dado um particular sistema galileano <xi), podemos defi 
nir uma conexão chata por 
Em relação a 
o 
D 
h ir~ tl. tk 
;r 
podemos definir urna classe de sistemas 
inerciais, e obter a formulação da teoria como a formulada no 
espaço-tempo galileano. Contudo esta classe de referênciais iner 
o 
ciais não tem mais um significado especial porque O depende do 
particular sistema galileano que escolhemos. Para um s~do si~ 
·tema galileano segue de (5.3.7) com 
•i 
a = O 
k 
que 
"k k 
[ b X , 
k 
Isto nos fornece um segundo potencial ll e uma segunda 
o 
conexão chata O'. Como já dissemos a escolha de um potencial 
único está associada a possibilidade de impormos certas condi-
ções de bordo apropriadas para as equações diferenciais satis-
feitas pelos potenciais, o que somente é possível se a matéria 
do universo estiver confinada em um dominio finito do 
3 
R . 
Em resumo, nao podemos construir sistemas inerciais e is 
to G consequência direta da conexão -O nao ser mais um objeto 
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absoluto. Ela agora depende da distribuição da matéria represe~ 
tada por p . 
O gnupo de invahi~neia (ou simetria) dessa teoria TNG = 
= ( M , D , h , dt , p , T
0
) é "maior" que o grupo c'le Galileu. De 
fato, agora um tal grupo precisa somente deixar h e dt invarian 
tes e portanto seus geradores X devem satisfazer [ h = [ dt =o X X . 
Este grupo pode ser representado pelo grupo de transformações 
< xi ) ·--+ < Yi > 
o o o y ::o: X + C 
lw = 1,2,3) 1 j=O,l,2,3) 
onde para cada t, 
[181 ) . 
a~(t) e uma matriz ortogonal (ver 
J 
Friedman 
CAPITULO IV 
VARIEDADES LORENTZIANAS 
Neste capítulo vamos estudar algumas propriedades das v~ 
riedades Lorcntzianas que nos serão úteis para o estudo que se-
ra feito no Capítulo V da Teoria da Relatividade EspecialeTeoria 
da Relatividade Geral. 
No §1, definimos as Variedades Lorentzianas, Espaço-Te~ 
po Relativístico e Campos Tensoriais nestaS variedades. No §2, 
discutimos as Hipersuperficies em Variedades Lorentzianas e da-
mos a definição de métrica e de tensores nestes Hipersuperfícies. 
No §3, caracterizamos os Sistemas de Referência e Observadores. 
No §4, estudamos as propriedades dos Sistemas de Referência e 
Observadores "infini tesimalmente vizinhos". No §5, 
separação de Espaço-Tempo e Sincronização. 
discutimos 
REFERÊNCIAS: Bishop-Goldberg [ 7 ] , Choquet-Bruhat [ 10] 1 Davis 
[llJ, O'Neill [38L Ryan-Shcpley [48], Sachs-Wu [49] 1 Von l·Yeste-
nholz [57]. 
§1. VARIEDADES LORENTZIANAS E ESPAÇO-TEMPO RELATIVÍSTICO 
l.l. CONCEITO DE VARIEDADES LORENTZIANAS 
DEFINIÇÃO 1.1.1. Uma Va!L.-êe.dade. Lo!Le.ntzJ.ana é um par (M,g) onde 
M é uma variedade de Hausdorff, ~= conexa, de dimensão quatro, 
orientada e g e um tensor métrico com assinatura ( 1,3,0) . 
As variedades Lorentzianas que modelam os espaço·-tempo 
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das teorias da Relatividade Especial (RE) e Relatividade Geral 
(RG) sao OJt.ie.nta.daD n.o tempo. Vimos no Apêndice que a métrica 
g divide os vetores XE:TM, 
p 
(Vp E M) , em três classes: Se 
g(X,X) > O, X é dito tipo--te.mpo se g(X,X)<O ou X::::-O,X 
é dito t.<:po-e.ópaço e se g{X,X) = o, X é dito t<.po-f.uz. Podemos 
estender esta noção sobre campos vetoriais sobre M. ~ possivel 
definirmos para os vetores tipo-tempo em T M , ( Vp E M) 
p 
urna 
relação de equivalência (futuro-passado) (Ver Apêndice 2.1.5) 
Dado um vetor tipo-tempo X E T M , podemos então dizer se X es 
p 
tá orientado para o futuro ou o passado. Se T M pode ser o ri-
p 
entado de maneira continua em cada ponto p c M, então M c di-
ta o!Li.e.n:tada no ;tempo. 
Seja X E T M , (Vp E M), consideremos o subespaço veto-
p 
rial gerado pelo vetor X , [X] . 
DEFINIÇÃO 1.1.2. Seja X E T M , (\lp E M), definimos 
p 
o c.atw-
-te.Jt c.au-õa.t de X como sendo o caráter causul de [X] (Ver ApêndJ:-. 
ce, def. 2.1.3) Dizemos que X é c_au-õa.t se e somente se X não 
é tipo-espaço. 
DEFINIÇÃO 1.1.3. Seja TM o fibrado tangente a (!1,g) e r;: T~ ----!--~1 
a projeção canônica. O ~aJtâteJt c.au-õal de (p,X) E TM e o cara-
ter c-ausal de X . 
Seja L o conjunto de todos os pontos tipo-tempo em TM . 
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T é uma subvariedade aberta que tem uma ou duas componentes 
conexas (ver Sachs-Wu [ 4 9] , pg. 26) . 
DEFINIÇÃO 1.1.4. Uma variedade Lorentziana (M,g) é dita o!tiC.f!~ 
:tâve.f no :te.mpo se e somente se T possue duas componentes conexas . 
DEFINIÇÃO 1.1.5. Uma variedade Lorentziana (M,g) orientável no 
tempo é dita onie.n:tada no :tempo se e somente se wna componente 
+ + de 1 denominada T e chamada 6u.tuno, e o complemento de T em 
T, denotada por T e chamada pa~~ado 
Suponhamos que exista um campo causal X em (M,g). Deft-
nimos uma aplicação sobrejetora 1~: T ------+ (-co,O) u (O,+co), por 
t~(p,W) = g(X,W) -, W e 00 u: • Então T nao e conexa e (M,g) é orien 
tável no tempo. Se designarmos, ~-l(O,+m; por T+ , dizemos que 
(M,g) e onie.n.tada no ;tempo po!L X. Neste caso, o futuro é a com-
ponente de T cujo fecho contém X(p) , Vp EM. 
Seja (M,g) uma variedade Lorentziana orientada no tempo 
com dimensão n , n > 3. Então 
i) para cada p E M , definimos 
+ + -1 
1 = 1 r IT (p) 
p 
ii) para cada 
-1 
(n (p) C T M) 
p 
seja f o cone de luz em 
p 
p (ver 
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-apêndice 2 .1. 5). Se X e um vetor tipo-tempo em 'I' M 
p 
o subcon-
junto de f ' p 
~ (y E Ep I g(X,Y) > O} é chamado o cone de 
luz do futuro em T M 
p 
DEFINIÇÃO 1.1.6. Dizemos que o vetor X E T M, 
p 
.ta pa11.a o Qu..:tu.Jto se e somente se + X ET 
p 
u ,C+ 
p 
(p EM), apOH-
DEFINIÇÃO 1.1.7. Seja U c M, dizemos que um campo vetorial X 
definido em U apon.ta pa!ta o 6u.tu.Jto se e somente se, para cada 
p EU , X(p) E T M aponta para o futuro. 
p 
1.2. ESPAÇO-TEMPO RELATIVÍSTICO 
DEFINIÇÃO 1.2.1. Um espaço-tempo relativístico (ETR) e uma tri-
pla (M,g,D) onde (M,g) é uma variedade Lorentziana orientada no 
tempo e D é a conexão de Levi-Civita compatível com a métrica g. 
OBSERVAÇÃO. Dois modelos de espaço-tempo (H,g,D) e (M,g' ,O' ) 
são isomorfos se existe um difeomorfismo k h de classe 11: , k _.:::_ 1, 
h: M--+ M' tal que h*(q) ""g 1 e h*(D) = D1 (Ver Capítulo II, 
exemplos 4.1.3 e 4.1.4). 
Os eventos em U c M em uma carta particular de um dado 
atlas (orientado) 
o l 2 3 tem coordenadas (x ,x ,x ,x ) e estes rótulos 
não possuem necessariamente um significado métrico. A métrica 
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(tensor métrico) da variedade em uma base coordenada e dada por: 
onde 
a 
g .. = g(-. 
lJ 3xl 
i,J =0,1,2,3 
= g .. 
Jl e 
3 
g(-. 
o l 
dX 
(1.1.10) 
e calculada p~ 
.ra cada p E M em T M. As distâncias no espaço tangente defi-
p 
nida pela :nétrica estão relacionadas com as distâncias na varie 
dade da seguinte maneira: 
Seja y: I -r M , (I C IR), uma curva continua e diferen-
ciável por partes. Denotamos a função inclusão I -1- IR, per u; 
e o campo vetorial distinguido em I por d/du. Para cada u c I, 
y*u = TY{u) denota o vetor tangente a yu yu EM. 
DEFINIÇÃO 1.2.2. y é chamada tipo-te_mpo, L[po-iuz ou tipo-e_-t.p~ 
DEFINIÇÃO 1.2.3. Sejam a,b E I y: I ---+ M (I C JH) uma curva, 
o compnimeltto de a~co entre x1 = y(a) e x 2 = y (b) ao longo 
de y e tal que g (y *u , y *u) tem o mesmo sinal ao longo de '{, e 
dado por 
b l 
J jg{-y*u, y*u) i 2 du 
a 
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Se tomarmos o ponto o(a) como um ponto de referência, p~ 
demos usar a equaçao acima para definir a função u : y (I) --+ JR, 
dada por 
s (ui du' ( l. 2. 4 I 
-
Utilizando-se esta equaçao podemos calcular ds/du 
(1.2.5) 
onde 
i -- i x x o y . Da equaçao ( 1. 2. 5) textos antigos de geome-
tria diferencial e a maioria dos livros sobre Teoria da Relati-
dade inferem a notaçao 
2 
(ds) 
i 
= g .. dx 
l] 
(l. 2. 6 I 
suposta representar o quadrado do comprimento do arco "infinit~ 
simal" determinado pelo deslocamento infinitesimal das coordena 
das 
i i 
x (a) -7 x (a) + (ai c 
onde s é um numero real tão pequeno quanto se queira e a E I . 
Usaremos eventualmente a equação (l.7..G) quando disto 
-
neto 
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resultar nenhuma confusão. 
1.3. CAMPOS TENSORIAIS EM VARIEDADES LORENTZIANAS 
Nas teorias físicas onde o espaço-tempo é uma variedade 
Lorentziana orientada é possível definirmos uma relação de equi 
valência para os campos tensoriais. Assim as quantidades físi-
cas que são representadas por campos tensoriais s~lo representa-
das pelas respectivas classes de equivalência. 
No Capítulo III introduzimos [definições 4.1.5 e 4.1.6] 
os operadores e 
,a 
"h 
Em uma variedade Lorentziana definimos o análogo daque-
les operadores que vamos representar com os mesmos símbolos co-
mo segue: 
PROPOSIÇÃO 1.3.1. Seja (M,g) uma variedade Lorentziana, X c TM, 
e GX E 'T*M um campo de l-formas tal que 
GX(V) = g(X,V) VV E TH 
Então a aplicação X-+ GX e um V(M)-isomorfismo li-
near de Tr-1 -+ T*M. (V (M) e o anel das funções 
00 
reais 11: em M). 
1\ prova da Proposição 1.3.1. pode ser encontrada em O' 
Neill [ 38L[Proposição lO Cap. IIIj. 
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Portanto, em uma variedade Lorentziana podemos livremcn-
te transformar um campo vetorial V em uma l-forma w = GX e 
vice-versa, isto é, o campo vetorial equivalente a l-forma w é 
e ij 6~ g gji = J 
Pares correspondentes X .,_, 01 contém exatamente a mesma 
informação e são ditos 11 {-).1>-Z-c.ame.nte. e.quJ..va-te.ntefJ". Generaliza-
mos a noção de fisicamente equivalente introduzindo em (M, g, D) 
o análogo dos operadores +~ e 
4.1.6] do Capitulo III. 
+~ das definiç5es [4 .l. 5 e 
DEFINIÇÃO 4.11. Todos os tensores possíveis de serem obtidos 
de um dado tensor pelas operações de levantamento ou abaixamen-
§2. HIPERSUPERFÍCIES EM VARIEDADES LORENTZIANAS 
2 .1. MJ':TRICA EM HIPERSUPERF1CIES 
Sejam (M,g) wna variedade Lorentziana, S uma varicdnde de 
dimensão três e 'P : S -l- M um mergulho ( <P é imersão e ..:; é um 
homeomorfismo de S sobre o subespaço .P(S) c M). Então <f'_ (S) -c 
uma subvariedade de dimensão três de M. 
DEFINIÇÃO 2.1.1. Nas condiçÕes acima dizemos que ..:; (S) e uma 
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Temos então a inclusão i : LP (S) --+ 1'>1. Em cada ponto p ES, 
<P (p) E 'f! (S), identificamos o espaço tangente <P*{Tp(S)) = H.p(p) 
com um subespaço de T<P(p)M por meio da aplicação linear inje-
tora di(pl ' H ~ T M Se 
'{! (p) <{J (p) • p E S a imagem e (T SI = * p 
= H<P (p) c T10 (p)M sob a ação da derivada 'f'* e um hiperplano 
de dimensão três que passa pela origem. Portanto existe uma 1-
forma tal que vx E T s I 0: ('P *(X)) = o. A 
p 
1-fonna 
o: e unica a menos de sinal e fator de normalização e <P(S) e da 
da localmente pela equação f = O, (f : M --+- IR) , onde df F O 1 en 
tão a pode ser tomada localmente como sendo df. 
'remos a métrica g de M, através de 'f' podemos induzir 
uma métrica <P *g , da seguinte maneira: 
Se X,Y E TPS, definimos: <P*g(X,Y) Jp = g(<P*.X 1 'f'*Y) l'f (p). 
Esta métrica é chamada 1~ forma fundamental de S. 
DEFINIÇAo 2.l.2. 
i) Se §(o:,o:) < o ' então e (SI 
- dita h;_ pe:t,~ up e.Jt {l c_;_ e ;(.;_ e 
po-tempo. 
i i) Se §(a,a) o ' então ' (SI 
-e dita h;_ petL6 up elL 62 c.;_ e 
nula. 
iii) C' §(a,o:) > o então '(SI e dita h--ép e.11.~ up e. h {Z c.~ e c8 ' 
-t--i.po- e_,.<. paço. 
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Para entendermos a razao da definição 2.1.2. consideremos 
um campo vetorial Z fisicamente equivalente a a, isto e , 
(ou o, = g (Z, ) ) • Z e ortogonal a todos os vetores 
tangentes a <P(S), isto G, todos os vetores do subespaço H = 
~ (p) 
= .p*(Tp(S)) c Top(p)M .Vamos analisar dois casos: 
i) Suponhamos que z ~ H!f (p). Neste caso, se 
e urna base para T S 
p 
então forma uma base 
T<P ( P) M , pois os vetores são linearmente independentes. As 
ponentes de g em relação a esta base são dadas por 
I 
g(Z,Z) o g ( z, z I o 
( 9w v)~ ~ 
o g(Y'*(X.),.p*(X.) o <P*g(X.,X.) 
l I J l J 
onde ~,v ~ 0,1,2,3 e i,j = 1,2,3. 
para 
com-
-
Como por hipótese g e métrica de Lorentz, ela e nao de 
generada, logo, g(Z,Z) ~O. Se g(Z,Z) > O então <P*g deve ser 
negativa definida, pois a matriz das componentes de g possue 
somente um auto-valor positivo. Analogamente se g(Z,Z) < O, en 
tão ~*g é métrica Lorentziana. 
i i) Suponhamos z e tangente a ~ (S), isto é, Z F T '(p) . 
Neste caso, existe algum vetor nao nulo X em T S tal que ~*(X)~ p 
VY E T S, então ~*g(X,Y) =0, Então 
p 
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concluimos que '{) *g é degenerada. Além disso,.se ,:_ornarmos Y =X, 
teremos g(Z,Z) =O. 
2.2. TENSORES EM HIPERSUPERF1CIES 
No caso que g(a,a) t- O, podemos normalizar a l-forma 
de maneira que §(a,a) = ± 1. Então a aplicação <P* 
de 
T*S 
p 
será injetora e sobre no subespaço H; (p) C T; (p)M. 
H; (p) é o subespaço consti tu ido das l-formas w em <P (p) 
-~ 
On-
tais 
que, cp*a = O e a f:- H; {p) • Existe portanto 
a aplicação inversa de <P * , que indicaremos <P * , <P * 
'I* . ' lp) 
T* S 
p 
-~ 
Podemos estender esta aplicação a uma aplicação que leva 
tensores covariantes de Sem tensores de <P(S) c M. Temos a apl~ 
cação {*) 
I*) lle a[';ora em diante, quando í s to na o causar dÚvidas, denotaremos 
T(r,s) ISI por Tlr,s) lp) p 
e 
·r (r, s) 
'(p) 
I< I sI I por Tlr,s) lelp)) 
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podemos estendê-la a uma aplicação 
'"* .. T(r,s)(p) ·T(r,s)("(p)) d . . r ~ , a segu1nte mane1ra. Se 
T E T(r,s) (p) então se 
definimos 
T( * 1 * r = '{J 0J r o •• 1 I.{J 0J 
l r 
0J I • •• f w E T; (p) M e X1 , ... ,X ET (S), n P 
Esta aplicação tem a propriedade que '{J*T tem contração ze 
VT ET(r,s)(p), temos ro com a em todos os Índices, isto é, 
(- T)~ ... v S O <f!* p ..• a)J= e 1-T)\J •.. v c py ~O '{! p ..• ~ g ay . 
verifica-se isto facilmente utilizando-se o fato que '{!*a = O. 
Para nosso estudo e particularmente interessante o ten-
sor h em S dado por 
isto implica que, 
.P*h = cp*g • 
127 
Em termos da l-forma normalizada a, (g(a,a) = ± l),temos 
h = Ci 0 CL + g 
que satisfaz ~*h= ~*g , pois ~*a= O. A equaçao acima impli-
ca que 
h(Z,I~O z g (a, I. 
Consideremos agora o tensor E T(.l,l) 
(~ (pll 
cujas 
componentes são dadas por Este tensor e um opera-
dor projeção uma vez que h projeta o vetor 
V E T'P (p)M no subespaço HIP (p) C TIP (p)M. Temos então 
V~± Z(a(VI I + h(V, 
onde o primeiro termo representa a parte de V ortogonal a 'f (S) . 
Em componentes esta equação tem a forma, 
Para a l-forma 
w = + a(Z(w)) + h(w, 
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ou em componentes 
Analogamente, podemos projetar qualquer tensor T(r,s\<P (p)) em 
sua parte que pertence a 
H (r,s)("(p)) ~H n n c1 n H* n n * ' '(p) ~ ... ~ ',(p) ~ f(p) ~ ... ~ H~lp) 
---~ 
r-fatores s-fatores 
isto e, sua parte ortogonal a a em todos os índices . 
A aplicação 'f!*: T s-+ H ( ) = op*(T S) é bijetora. Pode p f p p -
mos portanto definir a aplicação op* e T ( )M---+- T s, 
' p p 
proje-
tando primeiramente com h em H'.fJ(p) e então usando a imagem 
inversa (f*)-
1
. Como J.â temos uma aplicação .p*: T* <P(S))-----+ T*S 
' (p) p , 
podemos estender a definição de op* para uma aplicação 
.p* : T(r,s) (IP (p)) -r T(r,s) (p) Esta aplicação tem a proprieda-
de <P*(.p*T) = T 
1 
\IT E T(r,s) (p) e .p*(.p*K) =K, \fi< E H(r,s)<P(p)). 
No que segue varnos identificar tensores em T{r,sl (p) com tenso 
(r s) 
H ' (.p(p)) se eles se correspondem sob a ação das aplica res em 
çoes 'f'* e ;·* . Com esta identificação h pode ser interpreta-
da como a métrica induzida em 'f' (S). 
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§3. SISTEMAS DE REFERllNCIA EM VARIEDADES LORENTZil\NAS 
3 .1. REFERENCIAL MÓVEL - PART1CULA MATERIAL 
DEFINIÇÃO 3.1.1. Seja (M,g) uma variedade Lorentziana e p EM. 
Um Jte6e.Jte.n.c)_a.t mÕvet em p EM é uma base ortonormal para o es 
paço tangente 'r M. 
p 
TEOREMA 3.1.2. Seja O um campo vetorial tipo-tempo em Tl'-'1 tal 
que g(Q,Q) = l. Então, existe, em uma vizinhança coordenada lJ 
de p (p E .[;1) três campos vetoriais tipo-espaço que junto com Q 
formam um referencial móvel em U. 
DEMONSTRAÇÃO. Seja 
e tomemos h = g - 8° 0 8° 
Logo 
i 
h .. dx 
l] 
® dxj . 
Como a variedade e Lorentziana a forma <JUadráticu 
h .. vivj pode ser decomposta em urna soma negativa de três quadr_a 
l] . 
dos, isto é, 
h .. dxi 
lJ 
3 
I 
:r:t=l 
O . 1.0.1.2.3 conJunto u ,•J 1 ') ,': ) 
Observemos qur_' 
9
io dxi + ------- c 
lgoo 
1 
,c 
'co 
h d ' l O rl .. , J ::: • • ,.; ,_u 
g q 
( - _ _iQ__-___jQ_ + 
1. J 
goo 
] 
o 
_1;,: 
' . 1 g .. , a:·: 
1 J 
cnLã:J ' c: 
-·C) O 
isto ~ provado utilizando o fato ~uc como as co~poncntcs de Q 
são dadas por 
Qo 
então, 
l ., " 
I . 
9oo 
,J :< 
cg 
00 
0i c 
o 
c o 
o 
-- a (J _,i_ o -
i :=; J t 2 1 3 
Dissemos que as teorias d.J. HeLJ.tividadc Geral (F.G) c d~l 
Relatividade Especial (RE) usar.'< v<>ricdudcs LorcntzLma.c; O.Lll'n-
ta das no tempo como modo2los do espaço-tempo. O concci to ele ;o:1:c-
ticula utilizado nestas teorias 6 ~lado peJa dcfiniç~o Jh;Iixo. 
DEFINIÇÃO 3 .1. 3. Uma pa!tLl eu i a !J!tl te. h ~a[ 6 um pcu (m, 
onde a : I ---+ t·l 
o futuro e m E [0, +a-~) é chamadu r:~ asse:. de repouso. 
Quando a ê tipo-luz e m ~ a a purticula é chc:.r.wdcJ -;(' 
ou 
-
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bJtadyo n. 
a é chamada linha do universo da partic~~.tla. 
A relação entre m e o é dada pela 
PROPOSIÇÃO 3.1.4. Para cada par (p,m), p EM ,mE (O,ro) exis-
te uma única curva o :::::: --+M , (I c JR ), com imagem fechada a (I) 
tal que \lu E I : (i) o*u aponta para o futuro; (ii) g(o*u,o*u)o== 
2 
~ m 
A prova desta Proposição pode ser construída como uma ex 
tensão imediata da Proposição O .2 .1 em Sachs & Wu [ 49]. Quando 
2 
g(o*u, o*u) = m , o*u é dito o momento da partícula. 
3.2. OBSERVADORES 
DEFINIÇÃO 3.2.1. Um ob6envadon em (M,g,D) e uma curva tipo-tem-
po Y: I ----+- M, (I c lR) ,que aponta para o futuro, tal que 
g(y*,Y*) = 1. O parâmetro de inclusão I ----+-IR neste caso e cha-
mado o tempo-pnôpn~o ao longo da curva y, A curva y é chamada a 
linha de univen~o do ob~envadon. 
DEFINIÇÃO 3.2.2. Um observador instantâneo e wu par ordenado 
(z,Z} onde z EM e 
para o futuro. 
z E T M é um vetor tipo-tempo que aponta 
z 
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DEFINIÇÃO 3.2.3. Um h~~t~ma de ne6e~rnc~a em (M,g,O) é um campo 
vetorial tipo-tempo tal que cada uma de suas linhas integrais é 
um observador. 
Portanto um campo vetorial Q é um sistema de referência 
se e somente se g(Q,Q) = 1 e Q aponta para o futuro. 
OBSERVAÇÃO. Certos autores como por exemplo 0 1 Neill [38] chamam 
os campos vetoriais da definição 3.2.3 de campo de observadores. 
§4. PROPRIEDADES DOS SISTEMAS DE REFE~NCIA 
4.1. OBSERVADORES INFINITAMENTE VIZINHOS 
Nas teorias da RE e RG o conceito intuitivo de observa-
dores 11 infinitesimalmente vizinhos" é importante. Vamos ugora 
formalizar este conceito intuitivo. 
Seja z um campo vetorial tipo-tempo, g(Z,Z) = 1, em 
(M,g,D) e seja w
5 
o seu fluxo (Ver Apêndice, 
y : I-+ M , {I c JR), uma curva integral de z. 
Fixemos um ponto u E I e um vetor W E= 
por que exista um campo vetorial V em M tal que 
1 .10. 
T M. Vamos 
yu 
V(yu) = w 
e 
su-
e 
tal que a derivada de Lie de V se anule, t 2 v =O. Então para 
cada par {s,y}, s E IR e y E M tal que \JsY e definido , 
temos 
I'" I v I" I s * J 
Em particular, se y '·' -(r , onde: r {_ . ' 
(AI V(y(s+r)) -- (p~)*V(-:r:) 
o 
Em gerul V nao c~:üstr~ c ::;~ existir C'lc [oüUc n.Jo :;cr Ú1~_i-
co. 
DEFINIÇÃO 4.1.1. Um co.mpo vcLoriul \·.' ::cLrn 
W (u 1- s) Vu r (' u + s c~ I 
Se existe W um campo Llc-parulclo, cnt::io os .rc.sultac:cJ.'; 
obtidos por Dishop-Goldberg (5. 8 .l) I 7 I , nos c_::or'.ntce>.'t :::,. cxiscê-rt 
cia e unicidade de h', tal que 
IBI Para cada par (u 1 W) tal que u 0 I c \·,' ~ ']_- 1'-1 
''0 
um campo vetorial Lic-tra.nsporto.do, tGl quf' i•" - ,, . 
Mais geralmente, podemos intrcduzir uma dcrivadu de LJ_ 
.CZ que age em campos vetoriais sobre -f. Enúio .Ct:u = O se c se-
mente se h' é Lie-paralelo, o que segue diretamcnb::: d::;. de.finiç~·.o 
de derivada de Lie. 
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Suponhamos agora que Z nunca se anule. Então localmente 
-nao temos nada de novo. De fato, existe para U c M uma carta lo 
cal ( x
2
) do atlas orientado de H tal que Z ]
0 
= él/3x
0 
(Bishop-
-Goldberg, Teorema 5.3.1) e yu Eu. 
Um campo vetorial V em U obedece L V = O se e sanente se z 
onde cada é uma função tal que 
3x~ 
jam { a ll } as constantes para as quais W = a
11 1-
3
-1 I 
3xf-l yu 
pela con-
dição B ; se definirmos V 
11 
~ a então tzv =o. 
Seja E C I o maior intervalo conexo tal que se u C E, 
então (E) n U é conexo. Aplicando B a Y j E e usando A obte 
mos 
c. Suponhamos gue z nunca se anule. Entao 11 I I -+ TM e Li e-
-paralelo com respeito a z se e somente se, para cada u ~ I ' 
existe urna vizinhança E de u, uma vizinhança u de yu e um caro 
po vetorial v em u tal que [ZV = o e w = v o y em E. 
Aplicamos agora a interpretação geométrica usual da deri 
vada de Lie. 
. < l Suponhamos novamente que Z nunca se anule. SeJa x >: U _____,__ 
e w] = a~(--3- o r!El. Podemos escrever 
E dxfl 
o 1 2 3 I 
U = { (x ,x ,x ,x ) I x\J I < E lfll} e supor que 
ru = (u,O,O, ... ) uma vez gue 2 z[ =-
U dxo 
e dada por 
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Existe uma congruência de curvas integrais de Z determi-
nadas por 
o 1 2 3 
{u,t) ~ (u + a t, a t, a t, a t) 
e t ~ o fornece ' y; E e t vezes uma constante apropriada fo~ 
nece uma outra curva da congruência em U, onde vale a parame-
trização dada pela carta local i ( x ) • Quando W I E e z o y -sao 
linearmente independentes, curvas diferentes possuem imagens dis 
tintas. Esta famÍlia determina univocilmente wjE como seu CAM-
PO VETORIAL TRANSVERSAL. Especificamente, 
(IH) (u) 
3 o l 2 3 
({)t){f(u +a t, a t, a L a t) }] t=O 
para cada f : U ------+ R e u E E. Inversamente, dado W I E u fa-
milia é determinada até primeira ordem em t, no sentido de uma 
série de Taylor. 
D. Um campo vetorial W sobre uma curva integral de Z e Lie-
-paralelo com respeito a z se e somente se ~'l e a versão li-
nearizada (isto é, ninfinitesimal 11 ) de uma família a um parame--
tro de curvas integrais de z próximo a y . 
' 
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u 
Em outras palavras, interpretamos W como representando a 
separaçao de pontos cujas distâncias são constantes entre duas 
curvas 11 infinitesimalmente vizinhas (ver Figura acima). 
4.2. O TRANSPORTE DE FERMI 
Seja (z,Z) um observador instantâneo. O subespaço gerado 
pelo vetor Z, CZJ, seu eixo-temporal local, é um subespaço tipo-
-tempo l-dimensional de T M. [Z 1 1 é o espaço de repouso local. z 
A soma direta T M = [Z1 J ffi [Z] z e a decomposição ortogonal asso-
ciada. Escrevemos [Z1 1= H , T = z e denotamos por p:TM-+ z 
H z 
e q:TM-+T 
z 
as projeções ortogonais. Quando y: I---+ M 
1 
(I c IR); é um observador escrevemos T M ~ H 
yu u 
Gl T , H =(y.u) 
l\ u 
e Tu= [y*u] para a decomposição ortogonal de (yu, y*u). Definimos 
l 3 7 
pu:TN-+H Yu u 
~ T N -~ T 
'( u u 
po vetorial sobre y, cntao pX c qX so-
bre y que satisfazem (pX)u = pu(!u) 
DEFINIÇÃO 4.2.1. O olJ:;ervador instunt3noc (:~,Z) cnc.J:-JLr.:l o tcn-
sor de 
então 
projeção ortoqon2.l h d,1 sE:guintc m;:::ci_r~l: ::--:-_. l-': 
h(X,Y) ~ CJ(pX,pY) 'tJX 1 Y (..': T 1'1 z 
il 
:~ 
onde, h é uma forma bilinear simétrica em T M que satisfaz as z 
propriedades: (i) hifl ~ gzjH ; (ii) hiZ, I o o ; liiil h(X, i" 
z z 
== g (X, ) ~ g (X, Z) = O ; (i v) contração . N ' h = -3, onde h c o tcn 
sor { 1, 1) fisicamente equivalente a h ; (v) h = p 
F g -g(Z, I 0 g(Z, ) o g- w o'"· 
' 
Assiru, se X E T M z 
XFpX-Z(w(X)) 
entao podemos escrever 
pX 
(vi) 
Antes de prosseguirmos observamos que a noto.çao int::odu-
zida para p = h, etc, é compatível com aquela que usur1DS na tco 
ria das hipersuperficies. Como naquele caso, qualquer tensor 
T E T{r.,s) (z) pode ser projetado em: 
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H(r,s) (z) H 0 ... 0 H 0 H* 0 ... 0 H* z z z z 
r-fatores s-fatores 
Investigamos agora o seguinte problema: Como um observa-
dor y I~ M I C IR 1 pode detectar rotação? A resposta in-
tui ti v a é: Se X E Hu um vetor unitário pode ser comparado com 
-X E H- (unitário) e se pudermos afirmar que ambos tem a "mesma 
u 
direção espacial". 
Quando y e urna geodésica, isto e, =O, podemos for 
-malmente dizer que X e X tem a mesma direção espacial se e so-
mente se X e um transporte paralelo de X ao longo de y. Contudo 
f. O, então X E H 
u 
não implica que o transporte 
paralelo de X esteja no espaço de repouso local em U. rara solu 
cionarmos o problema precisamos uma modificação do transporte 
paralelo o que é feito com a introdução da conexão de Fermi. 
PROPOSIÇÃO 4.2.2. - -Existe precisamente uma conexao F (a conexao 
de Fermi) sobre 1 tal gue 
V o campo vetorial Y em I e 
qualquer que seja o campo vetorial sobre 1 I---+M I (I c IR). 
DEMONSTRAÇÃO. FYX e R-linear em X linear (com relação as 
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funções 
00 00 
[ sobre y) em Y. Se f e uma funç~o ~ sobre então 
2 2 
= fFY(X) + (Yf) (p +q )X 
fFy(X) + (Yf)X • 
Se impusermos que p f = Yf, então existe, de acordo com y 
a nossa discussão no Apêndice §4, uma Única derivação de cam-
pos tensoriais sobre y que comuta com as contrações e concorda 
com Fy sobre campos vetoriais e funções sobre y. • 
Como explicado no Apêndice, §4 vamos considerar 
F ou 
"* 
para F d 
du 
As propriedades principais de F estão resumidas na se-
guinte proposição: 
PROPOSIÇÃO 4.2.3. Sejam X e Y campos vetoriais sobre y. A cone-
xão de Fcrmi sobre y satisfaz 
(i) F X 
y* 
onde D y* A 
Y* r 
(i i) F X -· D X I \IX E TM <:=::> A :::::: o 
I'* y* )' 
{ iii) d g (X, Y) 
du 
liv) F r. O 
r* 
g(F" X,Y) 
'* 
+ g(X,F Y) 
y* 
(v) Se Xu E I-lu , Yu E Hu , Vu E I , então 
e 
F X 
y* 
E H u 
g(Fr X,Y) 
* 
F y 
y* 
c H 
" 
= F(D X,Y) 
r. 
Vu E I 
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Como y e uma curva, a propriedade padrão das conexões nos 
diz que se V E T M para algum 
yu 
u E I, entao existe um Único 
campo vetorial V F-paralelo sobre y te1l que Vu = V. Ent.J:o, se 
u E I e 
o ex J i' é uma base de 'l' ~1 , então existe prcciswnen-Yu 
o 
te um conjunto de campos vetarias {X } 
li 
sobre y tais que X u 
11 o 
= X 
u 
~ = 0,1,2,3. Em particular se rx } é ortonormal' 
].1 
então 
(iii) da Proposição 4.2.3 
móvel, Vu E I. Se X = y*u o 
Proposição 4. 2. 3 {X ui 
l 
e interpretado como o vetor 
vetores unitários 
implica que {X.u} e um referencial 
l 
' entao X 'I * o o 
i=l,2,3 então E 
unitário no tempo 
" 
SilO 
e por (i v) 
Hu ' Vu 
E I. 
próprio u. 
definidos 
da 
X.u 
l 
Dois 
como 
tendo a mesma direção espacial se e somente se para os reais 
l 2 3 
{a,a,a), 
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4. 3. 3-VEWCIDADES E 3-ACELERAÇÕES E ACELERAÇÃO, RO'rAÇÃO, 
CISALHAMENTO E EXPANSÃO. 
No §4.1, interpretamos o campo vetorial T./1 como represen-
tando a separação de pontos cujas distâncias sao constantes en-
tre duas curvas "in fi ni tarnente vizinhas" da congJ~uência defin.:!:_ 
da por Z. Se adicionarmos um múltiplo de Z a W então este ve-
tor vai representar a separação de pontos nas mesmas duas cur-
vas, mas com distâncias diferentes entre as curva~;. Estamos in-
teressados somente na separação das curvas e não na separaçao 
de pontos arbi trârios da cunva. Estamos portanto interessados em 
W módulo uma componente paralela a Z, isto é, sOIDE!nte com a pr~ 
jeção de W em cada ponto z E M no espaço z
1 
const.i tu ido da elas 
se de equivalência de vetores que diferem entre si pela adição 
de um múltiplo de Z. 
DEFINIÇÃO 4,3.1. Um campo vetorial W sobre Y é chamado um V-LZ~-
nho de y em Z se e somente se ·existe W' = phl sobre y tal que 
Definimos agora os conceitos de 3-velocidade e 3-acelera 
çao relativas de um vizinho como segue. 
DEFINIÇÃO 4.3,2. Seja F a 
-conexao de Fermi sobre y. F W 
y* 
é cha 
mada a 3-vetoc.idade relativa do vizlnho (W) em relação a I' e 
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2 
F W = F {F W) e chamada a 3-ac.e.fc_fl.aç.âo do vizinho relativa-
y* y* y* 
mente a y . 
cia de 
Note que (F W)u, 
r* 
(iii) e (iv) da Proposição 
nas definições. 
Vu E I como consegue~ 
4. 2. 3 o que justifica o ''3'' 
Qual é a interpretação da 3-velocidade e da 3-aceleração? 
Para este fim, veremos as seguintes proposições: 
PROPOSIÇÃO 4.3.3. Seja Z um sistema de referência geodésico em 
(M,g,D), isto é D Z ~ O z e seja W um vizinho de um observador 
y : I --+ M , (I c m), em Z. Então a 3-aceleração de W relati-
vamente a y é 
onde K é o tensor Riemann de (M, g, D) . 
DEMONSTRAÇÃO. (i) Precisamos primeiramente provar que Lí·>'=O 71 I 
onde pN' = w e J'.zW' = O. Este ponto é trivial se observamos 
que W = h (W 1 , ~Vi' - Z(w(W)) w~g(Z,). 
(j.i) Seja u E I e seja W um campo vetorial definido em algu-
-
ma vizinhança de yu e tal que ~.Ql = O e w o y = w. Temos 
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2-
D w- o o w ; o ro_z + [Z,W] 1 z - z z z' w 
K(Z,W)Z 
Restringindo-se: a y , c observando que 
e uma geodésica , a proposição fica provada. • 
-A equaçao -e conhecida como equaçcn da 
separação das geodésicas ou equaçao de ,Jacobi. 
PROPOSIÇÃO 4.3.4. Sejam U um sistema de r8ferência em (M,g,D) 
e Y: I ---+ M, (I c m), um observador em U. A. correspondência 
X ------ DXU define uma transformação linear 
H ~H 
s s 
s E I , 
que associa a cada vizinho de y em U a sua 3-velocidade rela-
tivo. a y. 
DEMONSTRAÇÃO. Vamos primeiro demonstrar que A0 H5 
c H
5
. Parais 
to observemos que 
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Seja agora W um vizinho de y em U . Devemos mostrar que 
\fs E I F W = D O , isto é equivalente a se mostrar que, 
y*s Ws 
g(F W,V) = g(D U V) , VV E H 
y*s Ws ' s 
Como por (v) da proposição 4.2.3, temos que 
so nos resta mostrar que \;/V E H 
s 
Seja W' um campo vetorial sobre y tal que pW' = W e 
f W' = O , e seja z W' - W = fY* , para alguma função 
~ 
f , CC , so-
bre y. W' o campo vetorial definido em alguma vizinhança u de 
ys tal que 
W' o y W' e 
Podemos supor U tão pequeno de modo que exista uma função 
F : u -..or IR tal que F o y = f 
Definimos agora o campo vetorial W = W' -PU , então 
W o y = W. 
Temos que 
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D-U - o
0
w + [W, U] w 
= o
0
w + [W' - FU , U] 
= ouw [FU , U] 
= D Í'T u' + (UF)F . 
Em s temos, 
Isto implica que, g(D W,V) = g(OW5U,V) , VV E H y*s s 
e 
então obtemos, 
(4.3.4) 
(lual o significado geométrico (e fÍsico) da equaçao 
(4.3.4)? Para resp:mder observamos que como W é ortogor..al a U, então 
em relação a base (u,x1 ,x2 ,x3
), W tem somente componentes espa-
ciais. Então a equação ( 4. 3. 4) pode ser escrita como 
que tem solução 
3 
l: 
j=l 
A .. lsl wilrl 
l] 
onde r E I e um ponto de referência e 
A= exp(J
5 
A(s')ds'), onde A 
r 
-Substituindo-se a expressao acima, na 
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I A . I 
1] 
equaçao F N =-o 
1
U, 
y * \\ 
-obtemos que a matriz (Aijl deve satisfazer a equaçao diferencial 
d
d A .. I si 
s 1] 
3 
l: o . k Ak . I sI 
" J k=l 
A matriz A pode ser escrita como: 
onde (Oik) é uma matriz ortogonal com determinante positivo e 
(Skj) e uma matriz simétrica. Ambas são escolhidas de modo que 
sejam a matriz identidade em r, isto é, Sjk(r) = Ojk(r) = 6jk. 
Interpretamos (Oik) como a matriz que representa a rota-
çao que uma das curvas vizinhas a curva r teve em um lapso de 
tempo próprio (s-r), com relação a base ortonormal Fermi-paralela. 
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(Skj) representa a separaçao entre a curva y e a8 suas vizinhas. 
O determinante de (Skj) pode ser interpretado como representan-
do o elemento de volume 3-dimensional da hipersuperficie ortog~ 
nal a yu, determinado por curvas vizinhas a y. 
Em r, onde A . . = o .. e matriz antissimétrica 
l] lJ 
dS .. 
e (~) e simétrica. Então a razão de rotação de curvas vizi-du 
nhas em r é dada pela parte antissirnétrica de ui;j; enquan-
to que a razão de separação em relação a Yu é dada pela parte 
simétrica de e finalmente a razão de alteração do volu-
me ê dado pelo traço de u .. 
l;J 
PROPOSIÇÃO 4.3.5. Seja U um sistema de referência em (M,g,D) e se 
ja u = g(U, ) a l-forma fisicamente equivalente a U. Então, p~ 
ra cada ponto x EM: 
(Du) ~ a @ u + u + w + 1 e h 
3 X 
e a aceleração, w E H* Q H* e um 
X X 
tensor antissimétrico chamado ~en~oh de ho~ação 1 o E H* O H* e X X 
um tensor com traço nulo em relação a hjH = gxjH 1 
X X 
chamado 
te.n~ 011. de. c_i_~ a.thame.n.to e e = (di v u J 
X 
-e a expan~ ao. 
DEMONSTRAÇÃO. Escrevendo DU = u dxW 
]l;V 
v 
0 dx em uma base local 
em u EM , x Eu 1 a prova consiste na simples verificação que 
(i) o 
11 v 
(u + 
Oi L 
w :::!(u 
fl\J 2 o;T 
0 u u = div u 
;a 
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l - - 8 h 
3 wv 
satisfazem as propriedades desejadas, o que e trivial e que 
(ii) u 
)J;\J 
- a u w v • 
E': instrutivo observarmos que se escolhemos em T V o refe-
x 
rencial móvel 
a. 
1 
W .• 
1] 
l j 
= 2 1Y io 
então obtemos, 
i - y. ) 
JO 
a. 
1] 
1 i j 
-2(y. +y. ) 
JO lO 
l . J 
3 1 jo 
o que mostra bem o significado das diversas componentes da co-
nexão no referencial móvel considerado. 
Para encerrarmos esta seçao, mostramos que o tensor de 
rotação possue uma definição especialmente simples em termos de 
formas diferenciais e é equivalente a um vetor n que e ortogo-
nal a U. De fato, seja u = g(U, definimos uma 3-forma 
-íl = du 1\ u e 
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DEFINiÇÃO 4.3.6, O vetor de rotação associado a U e 
~ = g ( * ( du A u) , ) 
Podemos então mostra oue em uma carta local < x)J) do atlas 
orientado de M as componentes de D são 
~B = 
-
1 
3T 
1 
/[g[ 
-Na equaçao acima sao as componentes do tensor COJI:. 
o 12 3 
pletarnente antissimétrico em todos os indices e tal que t: = 
= + l e D são as componentes de Q dadas por 
~vy 
[ u (u - u ) + u (u - u ) + u (u - u , l J 
)J v;y y;v v y;)J )J;y y u;v v;~ 
Com estas expressoes é possivel verificar-se que 
g(D,U) = O e também escolhendo-se o referencial móvel 
verifica-se que as componentes espaciais !J. =g .. \I.Ct 
l lU 
equivalentes as três componentes independentes de w 
]1 v 
§5. SEPARAÇÃO DO ESPAÇO-TEMPO E SINCRONIZAÇÃO 
5.1. DISTRIBUIÇÃO 
-sao 
DEFINIÇÃO 5.1.1. Uma distribuição a 1 k-d~men6~onal em sub-
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conjunto A c M é uma aplicação V que associa a cada p E A um 
subespaço k-dimensional V C T*M 
p p 
00 
Dizemos que V e U:: se A é aberto e para cada ponto p EA 
l k existem k-campos de l-formas linearmente independentes w , ••• ,w 
que geram vm , para todos os rontos m pertencentes aLUna vizinhan 
ça de p • 
Qualquer variedade Lorentziana (M,g) admite uma distri-
buição l-dimensional tipo-tempo a, isto é ij(w,w) > O , para t~ 
g e o tensor (2,0) fisicamente equivalente a g. 
(ver Hall, Teoremas 2, 3 [ 20] ) . 
DEFINIÇÃO 5.1.2. Uma distribuição l-dimensional a em M é óe~ha-
da se e somente se é gerada localmente por um gradiente, isto é, 
para cada p E M, existe urna vizinhança 
k 
f de classe u:: em vp 1 tal que df ~ o e 
V de p 
p 
a = df 
e uma função 
em V 
p 
1!: claro que a. 1 , o complemento ortogonal de qualquer di~ 
tribuição tipo-tempo a em M é uma distribuição tipo-espaço em M, 
isto é, gcw,w) < O , Vw E a 1 
DEFINIÇÃO 5.1.3. Uma variedade tri-dimens~onal N C M é dita uma 
vaniedade in~egna! da l-forma a, se a é nula no espaço-tangen-
te T N , Vp E N, isto é 
p 
a (X) = O ' 
VX E T N 
p 
L S 1 
5.2. SINCRONIZAÇÃO 
onde Q é um sistema de rcfcn~ncLJ em (:Lr!,L). Uizc;:Jo~; ouc 
(i i) - to catmr.nte . (_)]c .'[(r r';_ ::_:,1 v,_~ ( Q c -ttmpc -p·cnp·1i o ' S(' c SO!i..C':-> t'.=' ' 
se da = o . 
(iii) Q -e ~-i.Hc.JWn-tzáv~l ~:;c C!>: i:~ tcn or_)lic.v,_.Üc; h . t-1 n 
t 0 c ):d t. 
~~ornr:ntn SC' ,, ~= d~. 
E: claro que (ii) ~(i) c (iv) =,~~- (i_i) c~ :1s rcciproc-lS 
valem localmente. 
niz&vcl) qualquer função t co~o na dcfiniç~o 5.;.1 
Ouando uma funçZio tcmFCJ cx1.stc, ela núo (; un.iu1. se ~:: · , 
funçiío tcmpo-prÓpri.o ('Y.i~;lc, ~--icJ ofwdr.'C:r' rlu A ( d t) V : 
y: I---+M, (I C ffi), u c o parâmetro ele i.nclus.J.o. 
Se Q 6 sincroniz5vcl ent~o todas as l1ipcrsuperficics .-1 ---, u" 
funç::io tempo t sao orto,Jonais a Q, portJ.nto ortogon:n~; a todo:; 
os observadores em Q. Est:~s hipr~rsur-crr:Ícir--':::; s~lo LiDu-·c:-;paço. i~!.: 
tão t-I pode ser "separado" em TE:VlPO :< ESP1\(0 , ~-1 = I r: , nnci•• 
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é urna hipersuperfície tipo-espaço e r c R. 
Se da. A a 'f O, isto significa que os "pedaços'' das hi-
persuperficies que contém os vetores X, tais que a(X) = O, nao 
podem sem distorção serem "combinados" para formar uma hipersu-
perfície tipo-espaço. 
Vamos agora analisar quando uma variedade espaço-tempo 
(M,g 1 D} pode ser separada em TEMPO x ESPAÇO. 
Se acrescentarmos a hipótese que M é contrátil (isto e 
M e conexa por caminhos e 1r
1 
(M) = O) ternos pela recíproca do 
Lema de Poincaré: 
"Se a é uma p-forma (p f:. 0) em M tal que da = O, então 
existe urna (p-1) forma w tal que a = dw" (von Westenholz pp. 
165[57[. 
Podemos então concluir que 
PROPOSIÇÃO 5. 2. 3. Seja (M, g, D) um espaço-tempo rela tiv.Í.stico tal 
que H é ccntrâtiL Se existe em M uma l-forma a tal que da = O 
então M pode ser separada em Espaço x Tempo. 
DEMJNS'I'RAÇPo. Neste caso existe trrrta função t (t de classe íLk) tal 
que dt = a e portanto como já observado todas as hipersuperfí 
cies da função t são ortogonais a Q = ij(a, ) e então M =I x E 
• 
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Suponhamos agora que H nao é contr:itil. Seja dada a 1-
-forma a que não é idr·ntic_rrcntc nul.Z! em 
Quando existe uma f ; {,j --r R to.l que df 1- O 
tal que as subvaricdLJ.clcs (hi[JC:r>-~upcflc:ie::) do tipo 
N = (x E u!flpl constante , df(p) ? O] 
-
sao variedade integrais de ':i? 
em T ~1 c p'' 
Uma condiç~o nccess5.rie~ pZtr.J. a cxi!-;tência de f C e~ condi 
çao de Frobenius (von HcstcnYo1z, pp. 214) [57]) 
drt A r;. O 
Temos portanto a 
PROPOSIÇÃO 5.2.4. Seja (l'l,g,O) um ('>Spaço-tQffiJ?O. Se existe cr" Pl 
uma l-forma tal que da A a ~ O ent~o M pode ser separada c~ 
Espaço :' Tempo. 
A prova é a aplicação da condição de Frobenius, • 
Do ponto de vista matemático a terminologia usada nas de 
finições desse parágrafo são justificadas como segue: 
(i) Se Q é tempo próprio-sincronizâvel, seja N a hjpe!:_ 
a 
superficie ortogonal a Q em t = a. Por simplicidade cnn._sidcrcrms 
154 
o caso em que cada observador em Q, encontra N somente uma vez. 
a 
Então cada observador y: I ---+ M, (I c IR), em Q pode ajustar 
seu "relógio ideal" I de maneira que o tempo-próprio é zero qu~ 
do sua linha de universo intercepta a hipersuperfície N . Como 
o 
du = y* (dt}, segue que o t.errq_::o próprio a de cada observador em Q 
é quando a sua linha de universo intercepta N 
a 
- -(ii) Se Q e somente sincroni zável, mas nao 
prio sincronizável, e t e uma função tempo para 
e 
du = (h o y) y *dt para cada observador y em Qo Como 
e identicamente igual a l, t o -y nao e mais igual a 
tempo-pró-
Q, então 
-h o y nao 
u (módulo 
uma constante aditiva), mas pode ser expresso em termos deu p~ 
la equação 
Então nesse caso cada observador concorda em usar um tem 
po modificado que não é o tempo próprio medido pelos relógios 
ideais em repouso no referencial Q. 
5 o 3 o SINCRONIZAÇÃO DE REL6GIOS 
Para entendermos o que significa fisicamente a sincroni-
zação de relógios na teoria da Relatividade precisamos introdu-
zir dois Postulados de carater eminentemente fisico. Para tanto 
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recordemos primeiramente que se o par (y,m) é uma partícula [de 
finição 3.1.3.}, então g supre Y com uma noção de comprimento de 
arco definição (1.2.3) Capítulo IV. 
POSTULADO I. Seja y um observador. Existem relé,gios padrões 
que "podem ser carregados" por y e tal que com seu tic-tac pod~ 
mos registrar em y o tempo-próprio, isto é, o parâmetro de in-
clusão u da definição de observador. 
POSTULADO II. Seja (~,m~) um fÓton, isto é, mÀ = O e À: I ~ 
----+ M, (I c 1R) , é tipo-luz. Então em qualquer espaço-tempo relati-
vistico a linha de universo À de qualquer fôton é sempre umage~ 
désica nula. FÕtons são também chamados de sinais de luz. 
PROPOSIÇÃO 5.3.1. Seja y :I----+ M, (I c JR),um observador em 
(M,g,D). Suponhamos que u E I seja dado. Então existe um in-e 
tervalo aberto E c I ' u E E e uma vizinhança aberta v de e 
e ~ Yu 
e 
tal que "e' E V - yE existem u 'u 
el e2 
E E, e um 
sinal de luz À de e' até e2 ~ yu e um sinal de luz ),' de 
e2 
até 'À ' ),' 
- únicos. el - yu e u e 'ue sao 
el 1 2 
A prova desta proposição pode ser encontrada em Sachs-Wu 
(pp. 1431, I 49] 
156 
Seja Q um sistema de referência em (M,g,D) e sejam y ey' 
duas curvas integrais de Q "infinitamente vizinhas" no sentido 
já introduzido em 4.3. 
y 
y' v 
Suponhamos que y• contenha e' da Proposição 5.3.1. 
De acordo com o Postulado I, os observadores em y e y • 
conseguem ordenar todos os eventos em suas respectivas linhas de 
universo. Escrevemos por exemplo e 1 < e < e 2 para indicar que 
de acordo com y o evento e é posterior a e 1 e e 2 é poste-
rior a e. 
O problema da sincronização de relógios é o seguinte : 
Qual evento e na linha de universo de Y e simultâneo (ou sín 
crono) com o evento e' em y • ? 
A resposta a esta questão depende de uma d~6~n~çâo. In-
tuitivamente consideramos que o evento e' simultâneo a -e nao 
não deve estar causalmente relacionado com e, isto é, não deve 
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existir nenhuma curva causal unindo e' a e. Ora, a Proposi-
ção 5.3 .1 e a definição de vizinho nos garantem que não existe 
nenhuma curva causal unindo e' a 
< e < e2 . Sejam xi) ' u ~ R4 
orientado de M e 
= (x
0 
, 0,0,0) 1 e 2 el 
o 
= (x ,0,0,0) 
e2 
e qualquer que seja el < 
uma carta local do atlas 
' e , 0,0,0) 
e , ~ I xo , 'xl A 2 " 3) 
' 
U 1 uX r uX e 
as coordenadas de espaço e te.rnr:o dos 
respectivos eventos. A Teoria da Relatividade sele!ciona um úni-
co evento e como simultâneo a e' como aquele cuja coordena-
da temporal 
+ l 
2 
satisfaz 
o 
(x ' e 
Fisicamente tal significa que o observador em y' procede 
como segue: (i) em ele envia um sinal luminoso À·- para • e ' 
(ii) o sinal é refletido imediatamente, retornandc• como ), e che 
gando em y no evento e
2 
(Este processo de sincronização com 
sinal de luz é chamado Sincronização ,'"- ' a L '-Einsteir:. 1 • 
Chamando 
o 
-X 
o o o 
~2 =x -x 1 e 2 e 
' e tendo .. em conta 
el 
que os comprimentos dos arcos e e' 
l 
ao longo de),' 
de À podem ser representados pelos vetores WÀ, 
e e'e ao 
2 
o 
= rllxl , longo 
l 
,f..x ' 
2 3 o 12 3 ... 
f..x , f..x ) e WÀ = (t..x
2 1 
b.x , f..x , !Jx ) , e alem disso como 
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temos: 
o 
X 
e 
o = X t e 
o 
X ' e 
Esta eguaçao permite a sincronização de dois relÓgios "in 
finitesirnalmente vizinhos" y e y' no sistema de referência Q, 
e na carta local i ( X ) : U natukaimente adaptado a Q, is 
to é, uma carta tal que as componentes q~ = Q(dx~) não são fun 
ções de coordenada temporal x0 Vx EU. A sincronização univ~ 
ca de todos os relógios em Q so e possível se existe um sistema 
de coordenadas naturalmente adaptado a Q e tal que nesse siste-
ma g. = o , 
>O 
\lx E U. 
Se um sistema de referência tempo-próprio sincronizável, 
existe em (M,g,D), isto e, se w ~ dt, onde w = g(Q, ) e 
t:M-+R é 
00 
função ~ dita tempo-próprio, então existe uma 
carta local onde Q = d/dx0 ,::;Jj(Jt e g
00 
= 1. Como todas as "hiper-
superficies de nível" da função t são ortogonais a Q (e então or-
togonais a todos os observadores em Q) as coordenadas espaciais 
i 
X sao tais que 
o i g(d/dx 1 d/dx ) = g . =O 1 'dx EM. 01 
Evidentemente, dado um sistema de referência arbitrário 
z em U C M em geral não existe um sistema de coordenadas adaptado 
u. 
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a Q e tal que g
00 
= l e g
0
i = O , Vx c U, esta sendo a ra-
zao da classificaç~o geral de Z quanto a sua sincronizabilida 
de no inicial do parágrafo. 
Seja Z um sistema de referência em U ~ M que n~o é local 
mente S1·ncron1·za"vel e =e]·. I x" I d ::; u um sistema e coordcnadüs Clc1aE_ 
tado a z. Então nesse sistema em geral g
00 
~ 1 e g
10 
/'O, Vx ~~u. 
Seja Q um sistema de referência em U ::_ M tal que Q é te~ 
po-pr6prio sincronizável, e seja ( ~U) o sistena de coordena-
em U naturalmente adaptado a Q. A transformação 
deve então satisfazer 
onde 
guvlxl 
-i -0 dx 8x 
Clx\-1 Clx\-1 
g1-l'J (x) ~ - 1-l ') g (dx , dx ) ; 
X 
-00 -
o g (x) o 1 
-io _ 
" g (x) " O 
- L1 v -g (x) - -\-1 -V 9._..(dx ,dx } 
( x\-1 ) --+ ( ;? ) 
As equaçoes acima tem a forma da equaçao de H2Tf1ilton-Juoobi 
relativística para uma partícula livre toavis [H], pp. 116). Est~ts 
eguaç6es podem ser de solução muito difícil e não discutircDos 
-o assunto aqui. Apenas comentamos que se estas equaçoes poss'Jcm 
solução em uma dada variedade (M,0 1 D) então a transfor~ação 
< x]J>---;.. < X\-l) permite que identifiquemos um sistema de referência 
tempo-próprio sincronizável em u c M. 
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CAPITULO V 
O PRINCIPIO DA RELATIVIDADE 
§1. RELATIVIDADE ESPECIAL E O PRINCIPIO DA RELATIVIDADE 
l.l. ELETRODINÂMICA DE MAXWELL-LORENTZ-EINSTEIN 
A Relatividade Especial (RE) foi desenvolvida por Einstein, 
Lorentz, Poincaré e Minkowski [161, como uma resposta a não de-
tecção dos objetos absolutos h, dt, V, que entram na descrição 
da estrutura de variedade do espaço-tempo Newtoniana. Como já 
mencionamos no Capítulo III, Einstein construiu uma nova teoria 
da interação entre partículas carregadas e o campo eletromagné-
tico, iniciando por suprimir os objetos absolutos h, dt, V e 
introduzindoem seu lugar uma métrica Lorentziana g na variedade 
que segundo Minkowski deveria representar o espaço-tempo. 
Assim, o espaço-tempo da RE, também chamado espaço-tem-
po de Minkowski é simplesmente um espaço- tempo relativístico 
(ver Capítulo IV, def. 1.2.1), (M,g,D) onde K(D) =O e D(gl =O. 
A eletrodinâmica de Haxwell-Lorentz-Einstein tem agora a 
seguinte formulação TMLE = (M,g,O,F,J, (Td,m,q)) onde (a,m,q) e 
uma parti cu la carregada, isto é, a : I ..._ M, I c lR, dada por 
u-+ a(u) e u é o tempo-próprio, mE (O, +co), q E (-co,+ co) e 
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2 
F G A M, J E T*M e os axiomas nao l6gicos s~o 
K(D) = O 
D (g I O 
óF = - 411 J (l.L1) 
dF O 
- -e a equaçao de movimento e [compare com a eq. {4.2.5) Cap. III]. 
(LL2) 
Como D e urna conexao chata existe uma classe de sistemas 
de referência I e sistemas de coordenudas globais < x~ > na tu-
ralmente adaptados a cada rcr tal que r~a::::O, g=dia.g(+l,-l,-1,-1). 
Os sistemas I E 1 são ditos inerciais e os ( xl-1 > são chamadas 
coordenadas no calibre de Einstein-Lorentz (Rodrigues - Tiomno 
[47]). As transformações de coordenadas <xl-1> -l- <XY> entre sis-
ternas inerciais definem um grupo de Li e a 10 parâmetros di to gru 
po de Poincaré (ver Apendice 2. 3) . Tais transformac;ões induzem 
difeomorfismos P : M--+ M que no presente caso são isometrias, 
isto é, P*g = g (ver Cap. II). 
Se <xf-1) está naturalmente adaptado ao sistema de refe-
rência inercial I E I e no calibre de Einstein-Lorentz, entao 
as eqs. (1.1.1) se escrevem 
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R a = o 
wvy (a) 
gJJ\!;a = o = rll v a = o 
(1.1.3) 
FIJV,\J = 4TIJ )J 
' 
I b I 
F[pv;a] 
= o 
e com a identificação dada pelas egs. (4.2.1} e (4.2.2) (cap. III) 
obtemos, 
+ 
~ . E 4rrp 
+ 3E + o v X B - at = 41Tj; t = X 
+ 
~ . B = o 
+ 
+ aB v X E + = o at 
-que sao as equaçoes de Maxwell. 
A eq. {1.1.2) pode ser escrita como 
d 
dt 
+ 
dp = 
dt 
+ 
qE 
+ 
v 
+ + + 
q(E+v x B) 
(1.1.4) 
I a I 
(1.1.5) 
(b) 
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~ 
e a energia relativística, v e a 3-velocidade 
e 2 -v e a 3-momento. Chamaremos o conjunto 
eqs. ( 1.1. 4) e ( 1. 1. 5) de formulação S:tandard de 'rMLE . 
das 
Como observamos no Cap. III as equações de Maxwell-I.orentz 
(eq. 1.1.4) implicam que as ondas eletromagnéticas se propagam 
no vácuo com 3-velocidade constante c = 1, em relação ao siste 
ma de repouso. Na TMLE as eguaçoes de Maxwell-Lor·entz na for-
ma (1.1.4) valem em todos os sistemas inerciais, o que implica 
que a 3-velocidade da luz é a mesma em todos os sistemas iner-
ciais. Tal conclusão tem gerado uma contínua confusão na lite-
ratura, mas aqui não discutiremos mais o assunto - observamos 
apenas que não existe nenhum paradoxo quando levamos em conta o 
significado operacional das coordenadas o 1 2 3 (X 1 X 1 X 1 X ) 110 cali-
bre de Lorentz-Einstein. Para uma discussão exaustiva desse tema 
recomendamos os artigos de Rodrigues - Tiomno 4G,47]. 
Os objetos absolutos de TMLE sao D, g e portanto o gr~ 
po de invariância da teoria e o grupo de Poincaré (ver, por exe~ 
plo, Anderson [ 2 ] ) . Ocorre que o grupo de covariância da formula 
ção standard de TMLE é também o grupo de Poincaré., Esta coin 
cidência e mais uma a ser reportada mais abaixo geraram uma con 
fusão "não trivial" entre os conceitos de invariância e covariân 
cia como bem atestam os inúmeros textos sobre a Teoria da Rela-
tividade(*) 
(*) Para se ter uma idéia compare os conceitos de invariânciaecovariância 
como usados por Weinberg [58], Ohaniam [ 33] , Anderson [ 2], E.ergman [ 4] . 
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Em seu artigo original sobre a RE Einstein [ 16 I inicia 
com a observação que a eletrodinâmica de ~1axwell-Lorentz [ Cap. 
III, § 4 I como entendida naquele tempo, quando aplicada a 
-corpos em movimento, levava a certas assimetrias que nao pare-
ciam ser inerentes aos fenômenos. Esta observação combinada 
com as tentativas frustadas (até 1905) de se descobrir qualquer 
movimento da Terra em relação ao "carregador de luz" (o eter) 
[isto é, os objetos absolutos h, dt, V, Cap. III sugerirJm a 
Einstein que os fenômenos da eletrodinâmica, bem como os procc~ 
sos mecânicos não possuiam propriedades correspondentes a idéia 
de repouso absoluto. Ele cita que já era conhecido, que em pri-
meira ordem em {v/c), as mesmas leis da eletrodinâmica e da op-
tica eram válidas para todos os sistemas de referência para os 
quais as leis da Mecânica eram válidas, pelo menos em primeira 
aproximação. Einstein então elevou a conjectura àe que tal deve-
ria ser verdadeiro em todas as ordens em (v/c) ao status de po~ 
tulado e o chamou de PILinc.lpi_o de Rc_fati_vi_dade (PR). 
O que Einstein entendia então em 1905 como Princípio de 
Relatividade era o fato que do ponto de vista das leis de TMLE 
os sistemas inerciais eram "equivalentes" ou "indistinguíveis". 
Explicitamente, se (M,D,g,F,J,T
0
,b E B) é um modelo de 
TMLE no sisterra de coordenadas inercial ( x
1
") naturalmente adaptada a 
)65 
I E r e se P : M --~ M é o difc:J::lorfismo associado a trans-
das mtural.rrentc J.clapLtclo J. 1' r_ I, então (~1,P*D'P*g,P,J ,T0 ,b c Õ.'·c~ 
também modelo de TMLE" De fato, P*D"' O e P*q ;:o g. 
1.2. EQUIVALENCIA DE SISTEMAS DE REFERENCIA 
Depois de Einstein os físicos passaram a conjecturar 
que deveria existir um Princípio de Relatividade aplicável o. 
todas as leis da natureza, c que os sistemas inerciais crar.L 
equivalentes do ponto de vista de todas as lci.s fisicas,A formu 
lação precisa do conceito de equivalência de sistenas de rcfc-
rªncia no ambito das teorias de espaço-tempo se faz portanto ~c 
cessária. 
Seja T uma particular tcori~ física de espaço-tcD.FC 
suposta descrever os sistemas fístcos f E F. sejam z c z' 
dois sistemas de referência, cada um deles possuindo um esto.do 
de movimento bem definido de acordo com ' T. Como vimos nos cJr::::_ 
tulos III e IV o estado de movimento de um sistema de refcrê:-1-
cia Z e dado pelos componentes da conexão D c:;. um sistema 
de coordenadas adaptado a Z(G quando presente, pelo campo vc-
torial absoluto tipo tempo V) . Seja U!':l. di f co-
morfismo associado a transformação de coordenadas <x \-.> -~ ( y··> , 
naturalmente associadas a z e Z' respectivamente. h ind'-lZ 
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as aplicações h*, O---.. h*D, (c se V está presente v,-·h*Vl 
de tal maneira que h*D (h*V) atribue ~ mesmo estado de ~:ovi:t.cn-
to a Z que D(V) atribue a Z'. 
DEFINIÇÃO 1.2.1: Dizemos que os sistcnas de referência ;: c 2 ' 
se não existir nenhuma experiência re.J.lizada cor.t os sistem.J.s fí-
sicos f E F, descritos por T, que possa distinguir D, ('!) ' CC 
através dos axior:1as n5o lÓgicos de T. Isto c ' se 
(M.D,g,V, ... ,b E B) c (t1,h*D'h*c:;'h*V' .. ,b E B) são ar.1bns r::o-
delas de T (na interpretaç5o ativa). 
DEFINIÇÃO 1.2.2. Quando o conjunto (h}' dos difcomoorfisrlo~ 
h : M + M, que define a classe de c~uivalência dos sistc•c.J.s de 
referência {Z}, de acordo COQ a teorio. T, forma um grupo, cn-
tão ele é dito g!tupo di! l!.ilttZ.va(~Hc <Li de 
Utilizando as duas última:j definições vemos guc n .;n1~-;o 
de equivalência de & o grupo de Poincar6. Assim 
os grupos de invariância, de equivalência e d2 covariâncl~ ~~ 
formulação standard coincidem: Tal coincidêncta nos perrütc cem 
preender a razão das diversas apresentações do Princípio c.J. ~c-
!atividade. Vamos citar ~s três Dais comuns: 
PR
1
: Todas as teorio.s físicus de CS?o.ço-tcr:lpo po:_;sucm o yrupo 
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de Poincaré como seu grupo de invariância (simétrica) (Anderson 
[ 2 I I . 
-PR2 : Todos os sistemas inerciais sao fisicamenb~ equivalentes 
do ponto de vista das leis que regem todos os fenômenos fÍsicos 
da natureza (Barut, [ 4 ]_) . 
PR3 : As leis de todas as teorias físicas são representadas por 
equaçoes matemáticas que tem a mesma forma, isto é, -sao cova-
riantes em todos os sistemas inerciais (Bergmann [ 6 ] ) . 
Como qualquer teoria física de espaço-tempo pode ser es-
crita em forma intrínseca, com a introdução de um número adequ~ 
do de objetos absolutos (ver Krestschrnann [ 28] ,Anderson [ 2 J), 
o enunciado PR
3 
como representante do Princfpio da Relativid~ 
de deve ser descartado. Adicionando-se a PR2 a afirmação, 
PR2: Se dois sistemas de referência são E~quivalentes de 
acordo com T, eles devem ser teoricamente idênti.cos (de acordo 
com T) . 
PROPOSIÇÃO 1.2.3. (PR2 e PR2) é equivalente a PR1 , para to-
dos as teorias T de espaço tempo que possuem o espaço tempo 
de Minkowski como parte de sua estrutura, e que não contém um 
um campo v tipo-tempo absoluto. ((PR2 e PR2l ~ PR1 l. 
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DEMONSTRAÇÃO: h pertence ao grupo de equivalência de uma teo-
ria T (que descreve ca:npos e partículas em tnteração), 
Se existe um modelo de T cor.J um cm:tpo fixo e uma traj~ 
tõria de particula fixa, tal que, este r.Jodclo ccnt~m D,g (c V 
se existir), um outro modelo contêm l1*D, l1*g' (c h*V se oxis-
tir). Se T satisfaz PR2 , e portanto possue sistemas ir:er-
ciais, D será um objeto absoluto de T (também V sera absolu 
to, se presente), por hipótese além disso se T satisfuz tam-
bém PR,2 então os elementos do grupo de equivalência devem de~ 
xar D (e V, se presente) invariante isto é, h•D:o::D, (h.V=V). 
Pcderros ainda supor, sem perda de generalidade,que g(V,V)= 
= + 1. Se u. c M, existe uma carta local ( X i ) ' tal que v I CJ ... -
a 
= 
ax o 
(capítulo III) . Segue então que o grupo de invariância 
local de V e 50(3) 1 enquanto que o grupo de invariância de 
D e g e o grupo de Poincaré. Isto implica que se T na o 
contém v em sua formulação, e satisfaz (PR 2 A PR') 2 ent3.o o 
grupo de equivalência de T e identico ao grupo de sir.1etri:1 
de T, isto é) (PR2 
A PR') ~ PR
1 
. • 2 
OBSERVAÇÃO 1.2.4: Vamos supor que construímos uma teoria físi-
ca T de espaço tempo (que possue o espaço-tempo de Hinkowski 
como parte de sua estrutura) e que tem um campo de l-formas ti-
pc-tempo A, em sua formulação. Explicitamente, T0::::(l>1,g,D,A) 
tal que 
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K(D) = o (a) 
D (g) = o ( b) 
o F = -4nJ (c) (I l) 
dF = o ( d) 
F = dA (e) 
J = A (f) 
A equação (e) nao define A univocamente, pois se 
tP: M -+ R então A+ dtP =A'~ dA' =dA. Além disso (c) e (f) 
implicam que ôA= O. Logo A fica definido a menos do gradie~ 
te de uma função ~' tal que, od~ = o. 
vamos juntar agora ao conjunto destas equaçoes acima a 
condição de calibre não linear 
g (A,A) = K2 > O (II) 
g(A, ) é então um campo vetorial tipo tempo e -2-K g (A, ) é um 
sistema de referência de acordo com a definição. A teoria que 
acabamos de formular é basicamente a e.te.tttod-<.nâmJ..c.a não l.inean 
de W.Jta.c. • 
T0 possue o grupo de Poincaré como seu gru~~ de sime-
tria, desde que os seus únicos objetos absolutos sã:o D e g. o.e_ 
servemos que a condição (r1 .e) não fixa A com o mesmo valor, 
Vp E M, em todos os modelos de T0 . O grupo de equivalência de 
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T0 e o grupo de Poincaré. 
Este resultado está em contraste com afirmações centrá-
na literatura, como por exemplo em Dirac [ 14 J e Rodrigues [ 45]. 
A razão da confusão nos trabalhos citados vem do fato dos auto 
res suporem que para qualquer solução do sistema (Ii) existe um 
sistema de coordenados adaptado a um referencial iner-
cial ! onde 
-1 
K A= (1,0,0,0) ,VpEH.Ora,tal conclusão só vale 
localmente para qualquer solução do sistema. De fato dado p EM 
existe sempre uma vizinhança u de p, onde podemos 
-1 
por K Aiu= 
como explicado no Capítulo IV. 
Suponhamos que aumentamos a estrutura do espaço-tempo 
de Minkowski introduzindo neste espaço um campo vetorial tipo-
tempo absoluto V. Seja (M,D,g,V) esta estrutura, onde 
K(D) =O 
D(g) = O 
D (V) = O 
g(V,V) = +1 
DEFINIÇÃO 1.2.5. Seja TL = (M,g,D,V, ... ) uma teoria de es-
paço-tempo que possue (M,g,D,V, ... ) corno parte de sua estrutu-
ra. Então ela é chamada N'éo- L oJte.nt z-Lana! (M 1 g 1 D 1 V) será chamado 
espaço tempo de Lorentz. 
TL nao possue o grupo de Poincaré como o seu grupo de 
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simetria e portanto T nao satisfaz 
L 
PR1 . Entretanto é possí-
vel inventarmos muitas teorias TL,TL,··· que satisfazem PR 2
. 
Condição necessária é que V nao apareça nas equa·çoes básicas 
de TL' isto é, que V não interaja com os sistemas físicos f 
E F descritos por T . 
L 
EXEMPLOS 1.2.6. E fato empÍrico que nosso sistema de referên-
cia, a Terra, se move em um mar de fotons conhecido como a ra-
diação negra de fundo. Esta radiação é descrita por um campo 
eletromagnético F como usual. Existe apenas um sistema de e 
referência onde a radiação é isotrópica, este sistema define V. 
Assim o sistema de referência v é "materializado" pela radia-
çao negra de fundo, mas tal não implica necessariamente na que-
bra da equivalência dos sistemas inerciais, para a maioria das 
teorias fÍsicas conhecidas. De fato é F quem in~t:erage na 
e 
maioria ds teorias com as partículas carregadas e nao V. 
Temos então a seguinte situação: podemos de1:erminar a 
velocidade de nosso laboratório em relação a V, mas tal fato 
não implica na quebra da equivalência dos sistemas inerciais p~ 
ra todas as experiências que não envolvam o acoplamento do cam-
po v com algum sistema físico em um dado referencial. 
Estas observações longe de serem triviais rt~solvem um 
problema que desafiou geraçÕes de cientistas nesse século: Uma 
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teoria relativista TE com a estrutura adicional V e chama-
da T1 (teoria do eter de Lorentz quanto TE :: 1't1LE) . São estas 
teorias equivalentes ou não? 
A resposta a questão é: 
-
!1 rw se em 
formulação de alguma lei física, ó-Ún se em TL, 
na formulação de alguma lei física. 
v aparece no 
-
V nao aparece 
Vemos que a situação é parecida com a formulação d~ Di-
nâmica Newtoniana no espaço-tempo de NeHton - onde os sistemas 
inerciais são equivalentes (Princípio de Relatividade de Guli-
leu) desde que forças que não dependem da velocidade não este-
jam envolvidas nas experiências em questão. [De fato, esta foi 
a razão principal do Capitulo III nesta tese 
Durante os últimos 70 anos apareceram na literatura de 
Física, inúmeros artigos "provando" ora que TL era equivalen-
te a TE e ora gue nao eram eguivalentes.Pode-se afirmar sem 
receio que todas as "provas" apresentadas até o trabalho de Ro-
drigues e Tiomno [ 46, •i7] estão erradas. Rodrigues e Tiomno f~ 
ram os primeiros a perceber que a quebra de equivalência dos 
sistemas inerciais 1 isto é, de PR2 implicava em v aparecer 
nas leis físicas de maneira direta. Eles fabricaram modelos ex-
plícitos para teorias com tal interação e compararam os result~ 
dos com algumas experiências recentes que clamam terem detetado 
pequenas violações do "Princípio da Relatividade", como em ~la-
rinov [ 34] e Kolen-Torr[ 55 ]. Ver também Santilli [ 50]. Entretan 
to Rodrigues-Tiomno interpretaram a violação do "Princípio de 
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Relatividade 11 como violação de PR1 . Tal violação é óbvia qua~ 
do se introduz V. A violação que ocorre é de PR
2
, corno mostra 
mos. 
Antes de prosseguirmos com a análise do 11 Princípio de R~ 
!atividade' na Relatividade Geral" e finalmente no "Universo n 
que habitamos, vamos estudar com detalhes um problema que tem 
sido fonte de inúmeros mal entendidos na literatura: O disco em 
rotação no espaço-tempo de Minkowski. 
§2. O DISCO EM ROTAÇÃO NO ESPAÇO-TEMPO DE MINKOWSJ<I 
2.1 -SINCRONIZAÇÃO 
Seja M = (M,g,D) o espaço-tempo de Minkowski e I E I 
um sistema de referência inercial. Seja (Z,r:~,Z} coordenadas 
cilíndricas naturalmente adaptadas a I. o tensor métrico g se 
se escreve 
Seja 
Q = 
/1 2-2
1 
- w r 
l a 
at 
+ 
w 
! 2-2 I 1- w r 
um sistema de referência definido no aberto 
(2.1.1) 
u - (- 00 < t < oo, 
O < r 
e 
l 
<-w-,O<(jl < 211,- co< z < co ) (U c M). 
A l-forma fisicamente equivalente a Q e 
80 1 
. -2 
= g (Q, ) = dt wr 
) l- 2-2
1 
/ 2-2 w r 1 - w r 
Temos imediatamente que, (ver capítulo IV) 
o o o = g (.(d0 ' 0 ) ' a = w az 
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M 
O sistema de referência Q está portanto rodando oom ve-
locidade angular w constante, em torno do eixo z do sistema 
r, em coordenados no calibre do Einstein-Lorentz. De acordo com 
nossa discussão do Capítulo IV, definição 5.2.1 1 Q não é -6-i.nc.o~ 
n-tzâ:vet. 
O sistema de referência Q pode ser fisicamente repre-
sentado por um disco sólido de raio R < ~ • A condição RuJ < 1 
é necessária pois para Rw > 1 Q deixa de ser tipo-tempo e 
não pode mais representar o movimento das partículas materiais 
bradionicas que compÕe o disco. 
Introduzimos agora uma carta local {t,r,~,z > em u c M 
e que é naturalmente adaptada a Q, pelas transformações: 
17 5 
t = t r = r ; ~ = ~ - wt z = z (2.1.4) 
Nas coordenadas (t,r,~,z) o tensor mêtrico g fica com a rG-
presentação 
2 2 2 
g = (l -rw )dt 03 dt- I dr 03 dr + 2wr dt 0 d~ +r M 0 ckb +dz@ dzJ 
( 2 .l. 3 I 
que é válida 1 Vp E v. 
Em relação aos vetores da base nutural { a a a a --·---) 
dz '3r'3$ ' (lz 
e sua base dual o CaJTJIX) Q e a l-forma G0 tem as componentes 
Q = 
l 
2 2 -w r 
a 
71:; o 1 2 2 1 8 = 1 - vJ r dt 
2 
wr 
d~ 
Podemos agora aplicar a g a decomposição estabelecida no §3, 
do Capítulo IV. Ternos 
2 
r 
2 2 
1-r w 
d~ 0 d$ + dz 0 dz I 
O significado da decomposição acima pode ser apreciado se re-
cordames nossa discussão sobre a sincronização de relógios rca-
lizada por dois çbservadores representados por duas curvas infini 
tesimalmente vizinhas y e y 1 da congruência definida por Q 
Temos imediatamente que se x
8 
E y 
c u, 
então er:, uma vizinhança 
g( 3 ) = dr 0 dr + 
2 
r 
2 2 
l-r w 
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d~ + dz @ dz 
é a métrica do 3-espaço de repouso do observador instantâneo 
(xe,Xe) com Xe = QoY 8 . Tal espaço não é euclidiano. Em parti-
cular se r é uma geodésica espacial descrita pelas equações p~ 
ramétricas 
o l 2 
X of = t=constante;x O f=R=constante, X of =~',0 ..::_ 
x 3 o r = o onde R< 
211 
J o 
l 
w 
R 2rrR 
(1 2 2)1/2 -r üJ 
"'<2" . " ' 
> 2nR 
A integral da l-forma 
o 
G entre dois pontos da curva r 
coordenados ~1 e ~2 e 
~1 
2 2 
6T - J wR d~' wR M• = 
I 2 2 / 1-w 2R2 <1>2 1-w R 
com 
o que significa como sabemos da nossa discussão sobre sincroni-
zação de relÓgios (Capítulo IV, §5) que o evento simultâneo com 
o 
t p ' X = em 
e 
é aquele que tem coordenada temporal 
+ 
giO 
6x 
i . 
goo 
177 
2.2. TENSOR CURVATURA EM BASES NÃO COORDENADAS 
Em muitos textos de Física, como por exemplo, Adler-Ba-
~ . zin-Schiffer [ 1 ], ArzelJ.es [ 3 usa-se em vez de~ a di-
ferencia1 n° = (l - w2r 2 ) - 112 e0 
- (wr 2 /1 - w2 r 2J M. 
e escreve-se n° = dt* = dt-
Obviamente tal notação é imperdoável, pois corno já vi-
mos não é uma diferencial exata, o mesmo ocorrendo com 
o 
'1 O uso abusivo de notações erroneas levou ArzEdie_s (e outros) 
a calcular o tensor de curvatura de g como se o (n ,dr,d~,dz) 
fosse uma base coordenada. Se assim se procede, obt.ém-se K I- O, 
o que é evidentemente absurdo pois o espaço-tempo de Minkowski é 
chato, por hipótese. O cálculo correto do tensor de curvatura 
na base o l 2 3 (ll ,n ;:dr,n =' d4J,n = dz) é apresentado no que se-
gue. Temos primeiramente 
2 2 o o 
g = ( 1 -w r I n 6 n - dr ® dr - 2 2 
1 -r w 
( 2. 2 .lI 
As componentes do tensor de curvatura sao dadas por (Ver 
apêndice 3.3.2): 
I* l 
+ a 
y ~ p 
e além disso, temos que 
l 
= -2-
onde os g~a 
-
l 
-2-1-
sao os coeficientes em (2.2.1) e os 
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12.2.2) 
+ 
12.2.3) 
c~ 6 resolvem 
a primeira equação de estrutura de Cartan, isto e; [ver Ryan-
Shepley, pg. 32 J . 
dn]J = " a<B 12.2.4) 
Esta equaçao pode ser resolvida por inspeção e resulta imediata 
mente que os únicos coeficientes não nulossão 
I 2. 2. 5 J 
(*) onde, por exemplo = isto e, a vÍrgula de 
nota derivada em relação a coordenada xP. 
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As equaçoes (2.2.1), (2.2.3) fornecem juntamente com 
(2.2.5)' 
o o 
Yo1 = Ylo = -rw/1 2 2 ' -r w iloo 2' 222 2 2 l = -rw ; y22 =-r/ (l-r w I ;·r 21 =Y12= ~=--.,2 2 
2 2 
-rw/1-r w ; 
Substituindo (2.2.6) em (2.2.2) resulta R~ao"" O. 
r(1-r w ·1 
= uc/r 
(2.2.6) 
OBSERVAÇÃO: A equação de movimento de uma partícula (o,m) no 
sistema de referência Q. 
Urna partícula com aceleração a sati.sfaz como sabemos, a 
equação de movimento 
a = DT T 0 a 
(2.2.7) 
-No sistema inercial I esta equaçao se escreve em coor-
denadas cartesianas 
o 1 2 3 . . 
(x ,x ,x ,x )·= (t,x,y,z( 
a = (2.2.8) 
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No sistema de referência Q temos, como no caso da Mecâ 
nica Clássica, termos de conexão correspondentes a aceleração 
de Corriolis, a aceleração centrífuga e mais um termo de "corr~ 
çãorelativistica. Não existe necessidade de escrevemos explici-
tamente a equação aqui, pois não vamos fazer uso da mesma. O 
importante é observamos que de acordo com a definição {l.2.l)os 
sistemas I e Q não são equivalentes.As soluções, com condiÇÕes ini-
ciais análogas da (2.2.8)eda (2.2.7) quando expressa nas coordena-
das adaptadas a Q são distintas. De fato, esta é a maneira fí 
-
sica pelo qual um observador em Q descobre que nao reside em 
um sistema inercial. 
OBSERVAÇÃO 2.2.9. O disco em rotação no espaço-tempo de Lorentz 
(M,g,D,V). 
Em nossa discussão do disco em rotação no espaço-tempo 
de Minkowski achamos natural identificar o sistema de referên-
cia Q com um disco em rotação uniforme em relação a um dado 
referêncial inercial I, cujas coordenadas estão no calibre de 
Einstein-Lorentz. Rodrigues e Tiomno [ 47 ] observaram que uma 
possível violação fraca do Princípio de Relatividade, no caso, 
identificado com PR2 , pode ocorrer se por exemplo impomos que 
a rotação de um disco em movimento roto-translacional é constan 
te em relação ao tempo no sistema V (no calibre de Einstein-Lo-
rentz) e não em I. Desta maneira Rodrigues e Tiomno forneceram 
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pela primeira vez exemplo explícito de Teoria néo-lorentziana 
não equivalente a teoria relativista correspondentE~. 
§ 3 - RELATIVIDADE GERAL E O PRINCIPIO DE RELATIVIDADE 
3.1. RELATIVIDADE GERAL 
A Relatividade Geral de Einstein (RG) é uma teoria do 
campo gravitacional. Nossa discussão da teoria da gravitação 
universal de Newton no Capítulo III §3 deixou claro que uma teo 
ria realista da gravitação implica no uso de uma conexão D nao 
chata, o que significa que a variedade espaço-tempo de tal teo-
ria possue curvatura de Riemann não nula. 
Em particular vimos que o tensor de Ricci era uma "medi-
da" da densidade de matéria no espaço-tempo pois satisfaz na 
teoria da gravitação de Newton a equação 
I eq(III. 5.3.6)] 
Ric = -4npdt 0 dt 
Por outro lado, a Relatividade Especial mostrou que o 
tensor métrico g é um ingrediente importante das teorias de 
espaço-tempo que substitue os objetos absolutos h,,dt,V do es-
paço-tempo Newtoniana, e que corno discutimos, não sao observá-
veis. A idéia genial de Einstein foi intuir que q nao era um 
objeto absoluto e que D precisava ser a conexão de Levi-Civi 
ta de g em M. 
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Assim, modelo da Relatividade Geral é 
onde (M,g,D) e um espaço-tempo relativístico e T é um campo 
tensorial (0,2) dito tensor de energia-stress. T representa o 
conteúdo material (e energético) do espaço-tempo incluindo con-
tribuições de todos os campos (c.om exc.e.ç.ão do campo gJtavJ_tac.{.o-
nat) e part!culas. No momento não temos necessidade da forma ex 
plícita de T. 
Os axiomas nao lógicos de TE sao 
o (g) = o 
G = Ric - l 
2 Sg = T 
( l) 
( 2) 
G é dito tensor de Einstein, Ric éo tensor de Ricci, s 
e a curvatura escalar. A lei de movimento das partículas que se 
movimentam somente sob a ação do campo gravitacional é 
-
D T = O 
T a a 
( 3) 
TE nao possue objetos absolutos. Assim, o grupo de in-
variância e o de covariância da teoria coincidem com o grupo de 
difeomorfismos de M. 
Cano o espaço não é chato nao e.xi!lte.m 6i6te.ma!l de. Jte.6VLé:nc.ia 
inehc.iaió {tal qual ocorre no caso da teoria da gravitação de 
Newton, formulada em espaço-curvo), e portanto a única formula 
183 
çao standard de TE é aquela covariuntc sob a ução do 
de difeomorfismo de !,1, qu~ ~ port.:1nto também o (jrupo de covu-
riância da formulação st.J.ndard. 
:t: necessário esclarecermos aqui que a presença do c.:u.1po 
gravitacional está associada diretamente com o tensor de Ri~umn 
-K e nao com g ou com O. Tal fato é consequência das Propos~ 
-
çoes 3.1.2, 3.1.3 c 3.1.1, abaixo. 
DEFINIÇÃO 3.1.1. Uma base de campos vetoriais {X I~ = 0,1,2,3} ,, 
é dita noJtma.E. em x EM -H e -~ume.nte oc {X x, ~= 0,1 1 2,3} for 
" ortonormal e (DXrlx = o,v = 0,1,2,3. 
PROPOSIÇÃO 3.1.2. Dado um ponto qualquer x E(M,g,D) 1 localmcn-
te existem campos vetoriais ' {- 1 )J ::: 0,1,2,3} 
ax" 
-que sao nor-
mais em x. 
A prova pode ser encontrada em Bishop-Goldberg (Pro?OSl-
. -çao5.13.1[7]). 
PROPOSIÇÃO 3.1.3. Seja 
riais definidos na vizinhança 
)J ' 
3x 
u de 
0,1,2,3} 
e seja 
Então {a ,1-J = 0,1,2,3} e !Wflmal C..'il x Eu 
w 
campos veto-
q'J'J= g(3v,~'.J). 
g~v(x) = diag(+l,-1,-l,-1) e ~~gaG(x) = O, V~!.~.~.B = 0,1,2,3. 
DEMONSTRAÇÃO: ~ fácil verificar que 
'·' 
-,1-J = 0,1,2,3 sao orto-
normais em x. Mostremos que 
= 0,1,2,3 então 
o g nlxl =I a gla ,3 0 )1 lxl ~ aw ~ a w 
=I g I D 3 3 
Clp a' B 
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Inversamente, suponhamos (3\Jgo:B) (x) =O V )J,a,B = 0,1,2,3. Sa-
bemos que D d - r 11 3 e da S - · cd3 p 
l )JV 
= -g 
2 
Então (dwgaB) (x) =O, V \J= 0,1,2,3 "* r~ 6 (x) =0,\:1 )J,a,(~=O,l,2,3'-" 
(D3
11
)(x) =O, \J)J= 0,1,2,3• 
PROPOSIÇÃO 3.1.4. Seja Q um sistema de referência geodésico 
e irrotacional em (M,g,D). Então para cada x E M existe wn 
sistema de coordenadas adaptado a Q, que e normal em x, isto 
é, g)JV(x) = diag(+l,-l,-1,-1) e r~ 8(x) = 0,\J ]J 1 'J,a,B = 0,1,2,3. 
DEMONSTRAÇÃO (i) Seja y uma curva integral de Q e x = y ( t) . 
Como sabemos existe uma vizinhança u de x 
seja 
(ii) Sejam Xi i = 1,2,3 três vetores ortogonais e tais 
que X E Ht. Então em 
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Ty(t)M. Sabemos da Proposição 4.2.3 que dados os Xi' existem e 
são Únicos os campos vetoriais F-paralelos sobre y, tal que 
?<)J(t) = X . 
I' 
que X o y 
fl 
Finalmente sejam 
"' \t" 
os campos vetoriais em u tais 
(iii) Agora, como por hipótese Q é geodésico e irrotacional , 
podemos mostrar que a = g (Q, ) é tal que da= O e portanto em 
u podemos escrever a= dt. Então localmente u se separa em 
espaço x tempo. A hipersuperficie S , t = constante é ortog~ 
nal a Q. Escolhemos agora coordenadas ( xi>, i = 1,2,3 em s 
tais que cada curva xi = ViÀ (onde À é um parâmetro afim e 
i - d 
v - g(X.,--. )) seJa uma geodésica, temos 
l dxl 
{iv) Portanto na carta local u, com o i x = t e x de-
finido como acima temos 
em 
g (x) - diag(+l,-l,-1,-l). 
uv 
tuindo xi = ViÀ na equação das geodésicas obtemos que 
i 
r\JV(x) =o, i 1,2,3; ~,v= 0,1,2,3 
Substi-
(v) Usamos agora o fato que Q é geodétíco e irrotacional. No 
referencial ortonormal em x as componentes do tensor de rota 
çao w são (com referência pg. 148). 
e segue que 
.J I lxl = O 
JO 
~~j' lxl = r 1 lx 1 -
Ul 
o i i 1 j = 1, 21 J 
Finalmente como o Q = o 
Q 
também uma curva geodésica c 
e n · 
- u 
r0 1>:1 = o. 
). 'J 
Resulta que !"' 'J (:-:) :0: o, \j 
'.~ 
então 
lSG 
o 
X O y e 
OBSERVAÇÃO: Podemos mostrar tar.tbém (ver Hisner-Tnorne-h'lll:l'1L'r [ lí,J, 
pg. 285) gue na carta em 
., 
•; ... I I ~ U 
, L Gy I 6 :-: r . 
Fica portanto justificada nossa afirmação acim.J. de c;uc o 
campo gravitacional está diretamente associudo com o tensor de 
Riemann, e não com g ou D. A discussão acima sugere a 
DEFINIÇÃO: 3.1.5. Um sistema de referência é dito 
.L11e.Jr.c.--i.a.t se e geodésico e não está rodando. 
Notamos ta!nbén C,'"l:C em TE a ace:lcração c a rotação de U:--': 
sistema de referência Q em (M,g,D) s2o .-:1bsolutas (Cap.I\l,§ ). 
Com efeito só terr>. sentido falarmos em aceleraçilo e rotaç.:io er-'. 
relação a O. Tais conclusões estão em flagrante contradiç~.o ccr: 
a afirmação de muitos textos de Relo.tividadc Geral que afirm.::u;1 
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que aceleração e rotação sao relativas nessa teoria, o que e 
evidentemente "non-r;cqui tu r" (ver por exemplo, .r-~.dler-Bazin -
Schiffer [ 1 ], Eddington [ 15 I ) . 
3. 2. DISCUSSÍÍJJ CO PR1NCÍPIO DE 11EIATIVIDADE NA TEORIA DA REIATIVIDADE GEAAL 
Vimos no §1 deste Capítulo que o Princípio de Relativida 
de E~peciai de Einstein deve ser identificado com a afirmação 
PR2 que estabelece a equivalência dos sistemas inerciais do 
ponto de vista das leis da física. 
Na Relatividade Geral não temos sistemas inerciais e se-
guramente não existe nenhuma equivalência entre todos os siste-
mas de referência, pois como já dissemos aceleração e rotação 
sao absolutas. Os livros textos de Relatividade Geral fazem a 
afirmação de que os sistemas localmente inerciais {isto e, os 
sistemas de referência geodésicos e que não rodam) -sao equiva-
lentes. Contudo como demonstraremos com um exemplo explícito tal 
afirmação em geral é falsa. De fato, veremos no §4que existem 
variedades Lorentzianas que modelam muito bem o nosso espa-
ço-tempo cosmológico e que possuem um campo vetorial tipo-tempo 
privilegiado V geodésico e que não roda que é distinguido de 
muitas maneiras. Em particular mostraremos que experiências me-
-
cânicas em qualquer outro referencial geodésico que nao roda 
z f v permitem determinar a velocidade de z em· relação a V. 
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Concluímos portanto que nao existe um Princípio de Rela-
tidade Geral em TE. 
§4. O PRINCIPIO DE RELATIVIDADE NO UNIVERSO QUE VIVEMOS 
4.1. ESPAÇO-TEMPO COSMOL6GICO 
O Universo físico que vivemos é bem representado pelas 
métricas do tipo Robertson-Walker (ver, por exemplo, Weinberg[ 58 ] ). 
Em particular um modelo bem simples que pode representar a 
ria das propriedades observadas do Universo(*) é formulado 
maio 
como 
segue: 
Sejam M = EJ x I, onde I C F, R I ~(0, oo) dado por 
tr+ R(t) uma função e definamos g em M considerando M co 
mo um subconjunto de R
4 
por 
g = dt " dt R(t)
2 3 
~ 
i=l 
(4 .l.l) 
Então g 
o é uma métrica Lorentziana em M e ~~~ O (x =- t) e 
dX 
um campo vetorial em (M,g). Então (M,g,D) orientado no tempo 
por a;axo e orientada no espaço por l 2 3 d t " dx 1\ dx 11 dx 
(*) As regLoes perto das grandes massas onde de acordo com a TE 
a curvatura é forte são consideradas pequenas 
sobre a curvatura de média. 
irrer;ularid3dcs 
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é um espaço-tempo r ela ti vístico que no que segue !;;e rã chamado 
e~paço-tempo ~o~mol6gico, quando r= (O,w). 
PROPOSIÇÃO 4.1. 2 Seja V um campo vetorial tipo--tempo, g (V, V)= 
= 1, que aponta para o futuro e que é um auto-vetor do tensor 
de Einstein G no sentido que: 
G(V, ) ~ fg(V, ) (i) 
para alguma função real f, f M +R. Então V ~ 3/8t. 
DEMONSTRAÇÃO . Primeiramente precisamos calcular o tensor de 
Einstein para a métrica dada em ( 4 .l.ll . Usando, por exemplo , 
as fÓrmulas de Dingle (ver Rindler, [ 42]) obtemos após muitos 
cálculos que 
G ~ dt Gl dt, onde 
Usando (ii) em (i) temos que; 
dt(V) dt ~ fg(V, ) 
e então para cada ponto x E M temos, 
. 
R ~ dR 
dt 
(lÍ) 
(iii) 
dt(V)dt(x) = ag (V, ) , para 
X 
aE:R,(a 
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(i v) 
Também dt(V)r!O pois dt e V são tipo-tempo. Portanto de (iv) 
temos dt(x) = bg (V, ) para algum b E R, b ~ O (v), a equação 
X 
(v) implica que V(x) = e(d/dt)x para algum e E R, e ~ O, co-
mo V é normalizado e aponta para o futuro e = l. Como o ar-
gurnento acima vale, Vx E M, segue que 
v = 3/3t • 
A proposição 4.1.2 tem notáveis consequências do ponto 
de nossa compreensãO do Princípio de Relatividade. De fato, a 
proposição mostra que V = d/dt é canonicamente privilegiado 
no sentido que pode ser definido somente em termos do tensor mé 
trico g e o orientação no tempo, sem nos referirmos a es-
truturas que possue mas M nao possue. 
O campo v é chamado o -6--i..!>tema de tr.eciekênc.ia c.omóve-€ e 
a razão é a seguinte. Sabemos que G = T 
e portanto o tensor de energia-stress é 
(equação 
3 i<2 T = 
R2 
de Einstein) 
v® v. Logo 
a matéria do universo está comovendo com V. Fisicamente sao 
os centros galáticos que são supostos seguirem as linhas inte-
grais de V. 
PROPOSIÇÃO 4.1.3 Sejam V o sistema de referência comõvel do 
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espaço-tempo cosmológico com métrica dada pela cquaçQo (4 .l.l), 
e À um observador em V e \'l um vizinho de y em Z. 
(A) V e tempo próprio-sincronizável 
(B) V é geodésico e não roda 
(C) A 3-velocidade dos w 's relativamente a y e R 
En L:.\ o 
DEMONSTRAÇÃO (A) A l-forma Ct = g(V, ) fisicamente equivale~ 
te a V é a = dt, de maneira que t e uma função tempo pro-
prio para V. 
(B) Verifica-se que DVV =O. Por outro lado 
2 
da "" d t = O 
portanto daA a = O e o sistema de refer&ncia ~ irrotacional. 
(C) Para calcularmos a 3-velocidade usamos (ii) da Propos~ 
çao 4.2.3. Temos então 
e com alguns cálculos obtemos O H = R\·/. y' 
A interpretação de (C) na Proposiciio acima e que o Uni 
verso está em expansão. As galaxias recedem ... 
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4.2, EXEMPLOSo DOIS SISTEMAS DE REFERfNCIA. Z, V LOCALMENTE 
INERCIAIS E QUE NÃO SÃO EQUIVALENTES 
Mostramos que V = o/dt e canonicarnente privilegiado 
vamos agora investigar o seguinte problema. seja 
a 
dt + 
u a 
--1-; u e uma constante 
3x 
(4.2.1) 
um sistema de referência no espaço-tempo cosmológico. Então ve-
rifica-se facilmente que D Z = O z e que Z não roda. Portanto 
Z é um sistema localmente inercial de acordo com a definição 
3.1.5, Capítulo V., e é também tempo-próprio sincronizável. 
Ternos a questão: ~ possível com experiências mecânicas 
realizadas em Z descobrir o movimento de Z em relação a V? 
Podemos dar uma resposta a esta questão estudando o movimento 
de uma partícula livre em Z quando são dadas as condiçÕes 
iniciais do movimento. Precisamos antes de mais nada encontrar 
um sistema de coordenadas que seja naturalmente adaptado a Z. 
Notando que se y é uma curva integral de _Z, então sua equa-
ção paramétrica e: 
u (4.2.2) 
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escrevemos para as coordenadas 
1 r 2 r 3 r 
t ,X ,x ,x > naturalmente 
adaptados a Z. 
l' l 
X =X - U 
Obtemos então 
l' -ux 
14.2 .4 I 
onde Rlt'I=Ritlt'l I e e a velo-
cidade métrica do sistema Z em relação do sistema V no ins-
tante t =O. 
A solução da equação das geodésicas tipo-bempo no siste-
ma Z usando a métrica dada pela equação (4.2.4) e quando 
R(t) = 1 +At + ... , A<< 1 pode ser encontrada em Rodrigues[ 45 j. 
Suponhamos que em t '=O temos uma partícula na origem 
do sistema de coordenadas t 
r 1 r 2 I 3 r) 
,X ,X ,X . Então para o mo-
vimento no plano 
1' 2 I 
(X 1 X ) temos 
(i) Se V 21 ( O) =O, então a aceleração medida em Z será 
X 
(ii) Se 
< 
dv 1' 
X 
dt' 
dv 2' 
X = o 
vl'(O)=O 
X 
dv 1' 
X 
dt' 
dv 2' 
X 
dt' 
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então 
Estas equaçoes quando comparadas com a derivada em rela-
-çao ao tempo da {4,2.2) mostram que os sistemas V e z nao 
sao equivalentes e como afirmamos é possível, em princípio, de-
terminar a velocidade inicial v de z em relação a v. P~vio-
!ações da equivalência são certamente muito pequenas, mas com o 
avanço da tecnologia podemos esperar que possamos observar a as-
sirnétria. 
Este resultado justifica também a investigação das Teo-
rias Neo-Lorentzianas de Rodrigues-Tiomno [ 4 7 ] onde supõe-se que 
a velocidade de rotação de um sólido em movimento roto-transla-
cional livre é constante em relação ao tempo t do referencial 
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privilegiado. 
CONCLUSÃO 
A conclusão básica deste trabalho que acreditamos ficou 
demonstrada neste Capítulo V é que o Princípio de Relatividade 
entendido como PR2 é uma aproximação no Universo físico que 
habitamos e que são bem vindas as experiências que tentem deter-
minar como V acopla com os demais sistemas físicos em experiê~ 
cias realizadas em laboratórios modelados por campos vetoriais 
tipo-tempo como o Z acima. Os resultados dessas experiências 
como discutido por Rodrigues-Tiomno [ 47 ]e Tiomno-Maciel [ 33 ] 
e Santilli [50 ]servirão para construirmos teorias físicas mais 
adequadas para descrevermos os fenômenos da Natureza. 
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. 
APENDICE 
§1. DEFINIÇÕES E NOTAÇÕES UTILIZADAS NO TEXTO 
l.l. PRODUTO SEMI-DIRETO 
Sejam G e H dois grupos e seja Aut G o grupo dos au-
tomorfismos de G. Seja ~: H-+ Aut G um homomorfismo, tal 
que para cada h E H , temos ljJ(h) E Aut G, que leva g E G em 
~(h) .g E G • 
O p4aduto ~emi-di4eto de G por H 
( g, h) E G x H munido da operação 
-e o conjunto de pares 
Verifica-se que o produto semi-direto de G por H e um 
grupo cujo elemento identidade é (9.
1 
,2
2
) onde Q,l e identidade de 
G e ~2 identidade de H. O elemento inverso de (g,h) é dado por 
(g,h)-l::: (1/J(h)-lg-l,h-l). Denotamos o produto ser:U direto de G por 
H, por G G H. 
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l. 2. PSEUDOGRUPO 
Seja E um espaço topológico, um p~eudoghupo de transfor-
maçoes é um conjunto G de transformações que satisfaz as se-
p 
guintes propriedades: 
i) Cada f E Gp e um homeomorfismo de um conjunto abe~ 
to (chamado domínio de f) de S em outro conjunto aberto (cha-
mado imagem de f) de S 
ii) Se f E G 
p 
então a restrição de f , a um subconju~ 
to arbitrário do domínio de f, é um elemento de G 
p 
iii) se u = u ui 
i 
onde U. c S , é um subconjunto aberto. 
l 
Um homeomorfismo f de U em um conjunto aberto de s pertence 
a se a restrição de está em G , pa:ra todo 
p 
i ; 
iv) Para todo subconjunto aberto U de s, a transformação 
identidade de U 
V) Se 
vi) Se 
pertence a 
então 
G 
p 
f- 1 E G 
p 
e um homeomorfismo de U em V e f I E G 
p 
é um homeomorfismo de U' em V' , e se V nU' é diferente do 
vazio, então o homeomorfismo 
pertence a 
f'of f- 1 (vnu'l~f'(Vnu') 
G 
p 
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l. 3 • GRUPO IDE 
Um conjunto de transformações K é um gnupõid~ se e somen 
te se 
i) Para cada transformação F : A -+ B existe uma única 
transformação inversa 
= I 
B 
-1 
e F o F = IA ; 
-1 -1 
F : B --1- A , tal que , F E K 
-1 
e F o F = 
i i) Se F :A ~ B e G : B -+ C sao elementos de K , en-
tão G o F é um elemento de K. 
1.4. OPERADOR ESTRELA DE HODGE 
Seja L um espaço vetorial de dimensão n sobre lR com 
produto interno ( , ) . Suponhamos que a orientação de L é fixa 
da. 
Seja APL o espaço vetorial dos p-vetores em L . Em ge-
1 ,pL ra , 11 (2 ..::_ p < n) consiste numa soma formal de p-vetores. 
Se {t
1
, ..• ,Q.n} é uma base para L, então uma base para t?L e 
constituída pelos produtos exteriores 
tk = tk A tk A . . . A ~k k = {k < ... < k ]. 1 p 1 2 p 
A dimensão de APL é 
n 
p 
) . Observemos que A0L lR A1L = 
= L I o • • I 1!. ~ = JR. 
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Se f é um funcional linear, f : L -----+ IR demonstra-se 
que existe um único vetor v tal que f(w) = (w,v). 
Vamos definir o operador * , chamado o pe.tta.doJr.. MtJtei.a de. 
Hodge, que e uma transformação linear 
• ( 1 < p < n) 
dado por À __,.. * À • Este operador * depende do produto interno 
e da orientação pré-fixados. O {n-p) vetor * À ~~ tal que, para 
cada À fixo, definimos uma aplicação linear 
isto é, fÀ (1.1) = À A 11. Como fÀ é um funcional linear em fln-pL 
então existe um Único (n-p) vetor que denotaremos por * À , tal 
que 
1.5. ASSINATURA DA FORMA BILINEAR SI~TRICA 
Sejam V um espaço vetorial de dimensão n e h :V x V ---+ JR 
uma forma bilinear simétrica. Existe então uma base de V em re-
lação a qual a matriz que representa h é diagonal, com elementos 
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na diagonal igual a +1, -1, O. O numero de elementos da diago-
nal positivos, negativos e zero é independente da particular e~ 
colha da base. Seja n+ o numero de elementos positivos da dia-
gonal, n o número de elementos negativos e n o número de 
o 
zeros na diagonal. Chamaremos de a~4~natu~a da 6o~ma b~l~nean 
' n o 
Observemos que se h é não singular então os elementos da 
diagonal são não nulos. Neste caso dizemos que h é mé.lJL) c_a -6 e-
m-<.-Rie.mann-<.ana e a assinatura de h é < n , n , O >. Se h é po-+ -
sitiva definida então dizemos que h é mê:tJt.Lc.a R-<.e.mann,{_ana e a 
assinatura de h e < n+ , O , O> (n + = n) . 
1. 6. HOMOTOPIA 
DEFINIÇÃO 1.6.1. Sejam X,Y espaços topológicos e A um subes-
paço de X , f,g : X~ Y aplicações tais que fjA = g[A. Di-
zemos que f ê homotôpic.a a g ~etat~vamente a A, 
f ~ g rel A se existe uma aplicação 
F : X x I ~ Y que satisfaz 
i) F(x,O) = f(x) Vx E X 
ii) F(x,l) = g(x) Vx E X 
iii) F(x,t) = f{x) = g(x) , Yx E A e Vt E I . 
e indica-se 
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DEFINIÇÃO 1.6.2. se X e um espaço topológico tal que a aplic~ 
ção identidade de X, IX é homotópica a uma função constante em 
X, então dizemos que X é eontnãtil. 
DEFINIÇÃO 1.6.3. Seja X um espaço topológico, dizemos que X 
é himple~me.nte eonexo, -Se X e conexo por caminhos e seu grupo 
fundamental é trivial (n 1 (X) = O, onde n1 (X) é o grupo das clas-
ses de homotopia de laços em X) . 
PROPOSIÇÃO 1.6.4. Se X e um espaço contrátil, então X é sim-
plesmente conexo. 
1.7. GRUPOS DE TRANSFORMAÇÕES 
DEFINIÇÃO 1. 7 .1. um grupo G é um gh..upo de. Li e. se G é uma va-
-1 
riedade tal que a operação de grupo (a,b) E G x G --~ ab E G e 
uma aplicação diferenciável de G xG em G. 
DEFINIÇÃO 1.7.2. um grupo G é um gltu.po :topotÔg_{_,c_o se G tem uma 
topologia tal que: i) g-l e contínua paragem G ; ii) a aplic~ 
çao de G x G -+ G dada por (g
1
,g
2
) -+ g
1
g
2 
é contínua. (G x G 
possue a topologia produto). 
DEFINIÇÃO 1.7.3. Sejam G um grupo topológico e X um espaço 
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topológico (Hausdorff). Dizemos que o grupo G age. sobre x como 
um g~upo de tnan~óonmaçãe~ se existe uma aplicação continua 
e : G x X-+ X , dada por 8(g,x} -+ gx , satisfazendo as se-
guintes condições: 
i) 8(e,x) ~ x Vx E X onde e e a indentidade de G. 
, Vg l, g 
2 
E G e Vx E X • 
A aplicação 8 é chamada urna a~ao de. g ~obne. X. O espaço X junto 
com a ação 8 é chamado G-espaço (à esquerda) . 
Quando e está explicita no contexto, usamos g(x) ou gx 
no lugar de 6(g,x). Neste caso, as condições i) e ii) acima PQ 
dem ser reescritas como e(x) = x e g
1 
(g2x) = (g1
g
2
)x. A ma-
neira análoga definimos ação de G sobre X à direita (8: xx G --)-X). 
DEFINIÇÃO 1.7.4. Uma -açao de G em y e e 6 e-ti v a (livre) se gy =y, 
para todo y ' implica que g ~ e. 
Para cada elemento g de G, a aplicação de y em y dada 
- homeomorfismo. por y ~ gy e um 
Dada uma ação continua de G em Y, esta induz uma repre-
sentação h de G no grupo de homeomorfismo de Y, dada por 
g ~ h(g), onde h(g)y ~ gy e um homeomorfismo de Y. ReciprOC.§I: 
mente, dada uma representação h de G no grupo de homeomorfis-
mo de Y, g --+ h ( g) , esta induz uma ação de G em Y dada por 
(g,y) ~ h(g)y 
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1. 8. FI BRADOS 
Sejam E,X espaços de Hausdorff, G um grupo topológico 
e Y um espaço topológico. 
DEFINIÇÃO 1. 8 .1. Um 6J..bJtado com grupo estrutural G e fibra Y é 
um conjunto S = {E,p,X,Y,G,{~ 1 }} 
total e X é di to espaço base. 
onde: E é chamado espaço 
i) a aplicação p, p :E -4 X , chamada projeção, e conti 
nua e sobrejetora i 
ii) Existe uma cobertura aberta (U.) de X , tal que 
1 iEI 
~i 
onde ~i sc.o homeomorfismos e o diagrama comuta, isto e 
P~i (x,y) = X = ~l(x,y). 
Além disso se u. r. u. " ~ ' temos l J 
~i 
X y 
~ . 
J 
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Para cada elemento x de ui ~ uj , definimos um homeomorfismo 
<Pi,x 
-1 
Y -+ p (x) dado por 
~. {y)~~.{x,y). 
1 1 X 1 
A partir dai, definimos 
então gij {x) {y) ~ 
-1 
<Pi,x 
por 
~1 
= <Pi,x <Pj,x 
~1,x {y) 
-1 
~ ~i ~j {x,y). 
gij(x) é um homeomorfismo de Y, portanto corresponde a um ele 
menta de G, (pois G atua livremente em Y) 
1.8.2. CONSEQUENCIAS 
i) gii (x) = e , e elemento neutro de G, para todo x ele 
mento de Ui. 
ii)g .. {x)g.k{x) {) lJ J ~ gik X • 
DEFINIÇÃO 1.8.3. Se o espaço base X pode ser coberto por um úni 
co aberto U , X = U , tal que 
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onde ~ é o homeomorfismo e o diagrama comuta, ent~Ío dizemos que 
o 6~b~ado é tniv~af. 
DEFINIÇÃO 1. 8. 4. Se o espaço base X pode ser cobe1~to por um ún.!_ 
co aberto U, e se o grupo estrutural G = {e} emtão dizemos 
que o fibrado e um 6ib~ado pnoduto. 
Sejam B e B' dois fibra dos com mesma fib1~a e mesmo gr~ 
po estrutural. Uma aplicação h: (3---* 8' significa uma função 
contínua h: B -+ B' que satisfaz as seguintes propriedades: 
i) h leva cada fibra Y de B homeomorf:Lcamente sobre 
X 
B' _, isto induz uma função continua h: X---+ X' a fibra y ' de 
X 
tal que 
B 
h > B' 
p l l p' hp = p'h 
X > X' 
h 
e h :Y --~y 
X X X' 
e a função 
induzida por h (x' = h(x)) então a função 
-1 
"'h~ =p'h~ = '+'k, X 1 X j 1 X k X jX 
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de Y em Y -coincide com a operaçao por um elemento de G e 
iii) a função 
assim obtida e continua. 
DEFINIÇÃO 1.8.5. Dois fibrados S e S' que tem o mesmo espaço 
base, fibra e grupo são ditos ~qu~vafenteh se existe u~a apl~ 
caçao h: S -4 ~· que induz a função identidade na base comum. 
Observemos que se B é um fibrado trivial então B e sem-
pre equivalente a um fibrado produto 
8 
h , F x X 
pl '2 
id ~ 
X ,. X 
Esta equivalência depende apenas de como h leva cada fibra 
de B na fibra Yx, de F x X 
y 
X 
Seja M uma variedade (diferenciável) e G um grupo de 
Li e. 
DEFINIÇÃO l. 8. 6. Um 6ibnado (diferenciável) púncipat sobre M 
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com.- grupo G consiste de uma variedade P e uma açao de G sobre 
P satisfazendo as seguintes condições: 
i) G age livremente em P, à direita P x G ~ P , 
(u,a) - ua E P. 
ii) M e o quociente de P pela relação de equivalência 
induzida por G , M = P/G , e a projeção canônica n: P-+ M e 
diferenciável. 
iii) P é localmente trivial, isto é, 
M, existe uma vizinhança l.,J de x, tal que 
U x G no sentido que há um difeomorfismo 
para cada ponto x de 
-1 
n (U) é isomorfo a 
-1 
~ : n (U) -~ U x G tal 
que ljJ (U) = (TI (u) ,tfJ (u)) onde op é a aplicação de n -l (U) em G 
que satisfaz op(ua) = {tp{u))a para todo u E n-1 (u) e a E G. 
Um fibrado principal é usualmente denotado por P(M,G,n) 
em P{M,G) ou simplesmente por P. Chamamos P de espaço total, 
M de espaço base, G de grupo estrutural e n de projeção. 
Se M é urna variedade, o fibrado principal de M é o fibra 
do principal associado ao fibrado tangente TM , 
onde PTM = u 
pEM 
{ {p,v
1
, ... ,vn)/(v
1
, ... ,vn) e a base 
tangente aMem P}. 
do fi brado 
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1.9. TENSORES NA VARIEDADE 
Sejam M uma variedade {diferenciável) de dimensão n, T M 
p 
e TpM, respectivamente, o espaço tangente e o espaço cotangente 
a M no ponto p • 
Um -te.n.&oJt do tipo (r,s) em p e uma transformação (r+s)-
linear, e : T*rM 
p 
IR . A coleção de todos os tensores do 
tipo (r,s) em um ponto 
indicamos por T(r,s)M. 
p 
p EM forma um espaço vetorial, que in-
Os elementos de T(r,O)M sao chamados 
p 
r-contJta te.n~one.~; os elementos de T(O,s)M 
p 
são ditos s-cote.n~o 
Observemos que 
ANTISSIMETRIZAÇÃO DO TENSOR 6 
T M 
p 
e T*M. 
p 
Um tensor e ant~.&ó~m~tJt~co em um par de argumentos se e 
somente se os seus valores mudam de sinal quando estes argumen-
tos sao trocados. 
de w 
Por exemplo, se 8 E T~2 ' 2 )M , então O (w,w' i X,X'), 
= akdxk e X= b. ~),então e é antissimétrico em 
1 axl 
dois primeiros contra-argumentos, se temos 
8{w,w' X,X') = -6(w',w X,X') 
(on-
seus 
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Consideremos agora e E T ( l ' 4 ) (M) , t- e ( X Y Z 11) A en ao v, , , , ' . 
p 
ant..i...t..t.ime.:tJtiza.ç.ão de 8 com relação a segunda e quarta co-variá-
veis é o tensor 
l = )' [8(v,X,Y,Z,W)- 8(v,X,Y,W,Z) + 
+ 8(v,X,W,Y,Z) - 8(v,X,W 1 Z,Y) + 8{v,X,Z,W,Y) -
- 8(v,X,Z,Y,W)]. 
1.10. FLUXO 
O 6luxo de um campo vetorial X, (X c TM) é uma coleção 
de aplicações J1 m = y s 
s m 
para 
cada 
. 
m E E
5 
, onde ym e a curva integral de X que começa em 
m(y O = m). Os pontos m 
integral de X, e fl m - m 
s 
e J1 m estão sempre na mesma curva 
s 
s. é uma função que "transpor-
ta" cada ponto ao longo da curva integral por uma quantidade 
igual ao parâmetro s. O domínio E é o conjunto daqueles pontos 
s 
rn tais que ym está definida para s. 
de que 
Observamos que 1J
0 
y O = m. 
m 
E ---+ M e a função identidade, des-
o 
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§2. O ESPAÇO DE MINKOWSKI E OS GRUPOS DE LORENTZ E POINCARt (*) 
2.1. ESPAÇO DE MINKOWSKI 
DEFINIÇÃO 2.1.1. O espaço de Minkowski é um espaço vetorial M 
de dimensão 4, sobre o C:Orp:J dos reais , com uma métrica semi-eu-
clidiana com assinatura< 1,3,0 >·, (ver Apêndice 1.5). 
DEFINIÇÃO 2.1.2. Seja um vetor u em M. Dizemos que u, é t_i_po-
.tempo se u•u > O , tipo iuz ou vetolt nu..to se u•u=D (u;#O) e tipo-
e~paço se u•u < O ou u ~ O. Geometricamente 
t 
/ 
/ 
u,~ representam os vetores tipo-tempo; z,v sao vetores tipo-
espaço ; os vetores nulos são aqueles que estão localizados nas 
bissetrizes. Se u é tipo-tempo então 11 ull T = /u , se u -e tipo-
(*) Este estudo foi desenvolvido em conjunto com a Professora Vera LÚcia Xa-
vier Fi ueiredo. 
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espaço 11 ull 
---y 
= 1-u se u e tipo-luz, então llull -· O. 
DEFINIÇÃO 2.1.3. Seja S um subespaço vetorial de M, dizemos que 
o canáten cau~ai de s -e: 
i) é :tipo-e.-ópaço se todos os seus vetoi:es sao tipo-e~ 
paço 
ii) e t-Lpo<tempo se S contém um vetor tipo-tempo ; 
iii) é .U .. po -luz se s contém um vetor tipo-! uz v, tal 
que V•U =O , para todo u em S. 
Observemos que o conjunto de todos os vetores tipo-tempo 
nao e um subespaço vetorial de M ; o conjunto de todos os veto-
res tipo-espaço também não é um subespaço vetor ia.! em M. 
Dado um vetor u E M , o conjunto de vetores ortogonais 
-a u e formado pelos vetores v E M tais que u ·v = O. 
2.1.4. PROPRIEDADES 
i) S é tipo-tempo<--" s 1 é tipo espaço 
ii) s é tipo-luz<-> s n s 1 "I {O} <E---> s 1 e t.ipo luz 
iii) Seja S um subespaço qualquer de M, um vetor t em S 
-e um tipo-tempo se e somente se -l e tipo-espaço ( [t 1 =sub-
espaço gerado por t 1 ); 
iv) Dois vetores tipo luz sao ortogonais se e somente se 
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-eles sao proporcionais; 
v) Todo vetor ortogonal a um vetor tipo-luz ~ e tipo es 
. 
proporcional ~' paço ou e a 
vi) Três vetores tipo-espaço ortogonais entre si sao li-
nearmente independentes; 
vii) Existem apenas dois vetores tipo-espaço ortogonais en 
tre si e tal que ambos sejam simultaneamente ortogonais a um ve 
tor tipo-luz; 
viii) Existem apenas três vetores tipo-espaço linearmente 
-independentes que sao ortogonais entre si; 
xi) Os vetores ortogonais a um vetor tipo-tempo sao tipo-
espaço e formam um subespaço tridimensional de M . 
Podemos concluir que cada subespaço vetorial s de M e 
precisamente um dos seguintes:tipo-espaço, tipo-luz ou tipo-te~ 
po. Além disso, todo vetor v EM , pode ser escrito na forma 
v = y + az 
onde z e tipo tempo, y e tipo espaço, y·z =O , e~ e um nu-
mero real. 
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2,1,5. RELAÇÃO DE EQUIVAL~NCIA EM M 
Seja 1 um conjunto de todos os vetores tipo-tempo de M. 
Definimos uma relação de equivalência tem 1, da seguinte manei 
r a 
para u,v E 1 , u - v (mod t) <.o.:-:> U•V > O 
O espaço quociente 1 I t contém exatamente dois elementos. Esco-
!hemos um destes elementos como direção positiva do tempo, en-
tão dizemos M está orientada no tempo. O elemento escolhido de 
1[t é chamado butu~o e o outro é chamado pa~~ado. O conjunto de 
todos os elementos tipo-luz forma um cone chamado cone. de -tu::, 
veja a figura abaixo 
futuro 
passado 
cone 
de 
luz 
o conjunto dos vetores tipo-tempo está l0calizado dentro 
do cone de luz, este conjunto é separado do conjunto de vetores 
tipo-espaço pelos vetores tipo-luz. 
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2.1.6. DESIGUALDADE DE SCHWARZ 
PROPOSIÇÃO. Se u e v sao dois vetores ambos tipo-espaço(ti 
pc-tempo) tais que o subespaço gerado por u e v é constituído 
de vetores tipo-espaço (tipo-tempo), então a desigualdade de 
Schwarz vale na sua forma usual, isto é, 
(u.v) 
2 2 
< u .v 
A demonstração é feita de maneira análoqa a realizada em um es-
paço vetorial euclidiano, 
2 
2 
utilizando aqui o fato que (ou +v) <O, 
((au+v) 201. 
Observemos que a desigualdade de Schwarz e válida na for 
ma inversa em muitos casos, por exemplo: 
-i) Se u e v sao dois vetores tipo-tempo que 
ao cone de luz, teremos 
2 2 2 
(u·v) > u •V 
sem perda de generalidade podemos considerar 
o 
U ::o: (U ,0,0,0) 
o 1 2 3 
v = (v , v , v , v ) 
2 
u 
pertencem 
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Se u e v se localizam na rnetadade superior (inferior) 
do cone então o u > o e e v < O) e 
) o o 
u v >o. 
Se eles se localizam em metades distintas então, por exemplo, 
ternos 
o o 
u v < o . H as em ambos os casos 
(uovo)2 O t-> .Enao: 
2 2 o o 2 o 1 2 o 2 2 o 3 2 
(2) u ·v ~ (u v ) - {u v ) - {u v ) - {u v ) , 
portanto, comparando-se {1) e (2) temos 
{U •V) 
2 2 
> u v então lu·vl > llull llvll 
ii) Se pelo menos um dos dois vetores u,v e tipo-luz, e 
trivial que 
2 2 2 
(u-v) > u ·V 
iii) Se ambos os vetores u e v sao tipo-espaço, mas tais 
que u e v pertencem a subespaços vetoriais distintos, u E s 1 , 
v E s
2 
nao podemos garantir que vale a desigualdade de Schwarz. 
Por exemplo 1 se tomarmos u = (0,1,0,0) e 
que {vo)2 > {v2)2 + {v3)2{l)' 
verificamos que, {U ·V) 
2 2 
> U ·V 
o l 2 3 v = (v , v , v ,v ) tal 
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-Observemos que os subespaços s1 e s 2 sao distlntos, pois 
se u e v pertencem a um mesmo subespaço tipo-espaço S, então 
o 1 2 3 . 1 
existiria um vetor t = (t ,t ,t t ) t1po-ternpo tal que t éS 
(ver propriedade (1.1.4) {iii))), então 
t•U ( 2 I 
t·V o o 1 1 2 2 3 3 o o 2 2 3 3 =0--+tv -tv -tv -tv =0---.-tv -tv -tv 
o o 2 2 3 3 
-+tv =tv +tv---+ 
De (11 e (41, obtemos 
Além disso, como 
2 2 2 3 3 2 2 2 3 3 = {t v ) + (t v ) + 2t v t v . 
Então 
( 3 I 
= o 
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Logo 
3 2 3 3 2 (v t + v t I < o (absurdo) . 
Portanto, u e v pertencem a subespaços distintos. 
2.1.7. DESIGUALDADE TRIANGULAR 
No espaço vetorial de Minkowski nem sempre a desigualda-
de triangular é válida no sentido usual 
Uu + vil < llull + llvll 
-Se nos tivermos dois vetores u e v para os quais a de-
sigualdade de Schwarz vale no sentido usual 
2 2 2 
(u·v) < u ·V 
então a desigualdade triangular é válida no sentido usual, pois 
2 2 
11 u + vil = ± (u +v) 2(u·vll (lI 
Corno 
2 2 2 2 
(u·v) < u ·v e (u·v) > O 
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então temos que lu·vl < llull llvll 
Além disso 
u·v < [u·vi 
e 
substituindo em (1) temos que 
llu+vll
2 
< llull
2 
+ llv11
2 
+ 211ull llvll = (llull + llv11) 2 . 
Logo 
llu +vil < llull + llvll 
Mas, se nos estivemos trabalhando, por exemplo com dois ve 
tores tipo-tempo caso ( i I anterior, para os quais 
j (u·v) I > llul1
2 
llv11
2 2 2 com u > O , V > O 
a desigualdade triangular e válida no sentido inverso 
llu + vil > llull + llvll 
Vamos supor que u e v se localizem na mesma metade do 
cone de luz, por exemplo u > o 
o 
e v > O , então 
o 
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llu + vll
2 = ± (u + v) 2 = ± (u2 + v 2 + 2(u·v)) (2) 
2 2 
v = llvll • 
Podemos supor, sem perda de generalidade que os vetores 
sao: 
o u = (u ,0,0,0) , com u~ > O 
o123 o o2 12 22 33 v = (v ,v ,v ,v ) , com v
0 
> O e (v } - (v ) -·(v ) -(v ) > O 
então 
-Voltando a equaçao (2) , temos 
llu + v11 2 > llull + li vil + 211ull li vil = (llul +li vil 12 . 
Então 
llu +vil > lull + lvll 
2.2. TRANSFORMAÇ0ES DE LORENTZ 
DEFINIÇÃO 2.2.1. Uma aplicação linear, L :M ~ M e dita uma 
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tJtan.ó 6oJtmaç.ão de, LoJLe.ntz se para qualquer u E r-1 , temos que 
LU•LU = U·U . 
Sejam u,v vetores quaisquer de M, então 
L(u + V)·L(u +v} = (u +v), (u +v) , ou seja 
Lu·Lu + 2Lu·Lv + Lv-Lv = u·u + 2u·v + v·v , 
temos então 
Lu·LV = U·V , 
Portanto uma transformação de Lorentz preserva o produto inter-
no. 
DEFINIÇÃO 2.2.2. Sejam L1 e L2 
duas transformações de Lorentz, 
definimos 
O conjunto das transformações de Lorentz, munido com a operação 
acima tem estrutura de grupo, que é chamado grupo de Lorentz l_ 
~ claro que a identidade é uma transformação de Lorentz e como 
L é não singular então existe a transformação inversa L-l 
Utilizando a notação introduzida em (2.1.5) uma 
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transformação de Lorentz é dita o~toc~ona se Lu = u (Mod t) p~ 
r a todo u E T, caso contrário dizemos que L e a11t.:tc.Jt.ona. 
Uma transformação de Lorentz preserva a oJLie.n.tação do es 
paço de Minkowski se para cada base (ortogonal) {ia} de M, a ma 
triz mudança de base de {ta} para a base {Lt
0
} tE~m detenninante 
positivo {det > 0}. 
Se L é uma transfonnação de Lorentz tal que L é ortocro 
na e L preserva a orientação, então dizemos que L é p!tÔpfL.{.a. Uma 
transformação de Lorentz própria preserva a direç'ão no tempo de 
seus vetores tipo-tempo e a orientação definida pelos três veto 
res tipo-espaço. 
2.2.3. OBSERVAÇÕES 
i) Como Lu·Lu = u·u então det L = ! 1 
ii) Se a matriz da transformação linear L e dada por 
então 
iii) O grupo de Lorentz ! tem portanto quatro componentes 
conexas: 
!t 
' tais que 
Lo > 1 e det L = 1 + o 
!+ tais que Lo < -1 e det L 1 + o 
!t tais que Lo > l e det L = -1 o 
!+ tais que Lo < -1 e det L = -1 ' o 
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Destas componentes conexas a única que é um subgrupo de 
que contém a identidade. A inversão espacial, !
5 
, é um 
elemento de 1: t , 
temporal + It , e um elemento de 1: 
2 3 
X ,X r). A inversão espaço temporal 
(x0 ,-xl,-x2 ,-x3 ). A inversão 
o l 2 3 , It(x ,x ,x ,x ) = 
I
5
t é um elemento de 
l possui subgrupos invariantes, tais como: 
!t e chamado subgrupo Lorentz próprio ortocrono 
+ 
u t' 
+ 
, subgrupo Lorentz próprio {ortocrono e anticro-
no) 
1: = tt u !+ , subgrupo Lorentz ortocoro (preserva a orienta-
o + 
ção do tempo). 
2.3. O GRUPO DE POINCA~ OU GRUPO DE LORENTZ GENERALIZADO 
DE~INIÇÃO 2.3.1. Seja L uma transformação de Lorentz e a c M 
um vetor qualquer, definimos 
P (x) ~ Lx + a . 
P é dita uma t~anhóonmação de Po~neanê, indicamos P = 
= (a, L). 
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A transformação identidade pode ser indicada por P
1
={0,I). 
Vamos definir uma operação no conjunto P das transformações de 
Poincaré, para P
1 
e P
2 
E P, 
então 
P(x)=x' 
l 
x" = P P (x) 2 l 
x" então 
O conjunto P com esta operaçao é um grupo, chamado gnupo 
d~ Poincané ou gnupo d~ Lohentz genehai~zado. 
t: interessante observarmos que P é o produt.o semi-direto 
do grupo das translações em M, pelo grupo de Lorentz toda 
transformação de Poincaré P = (a,L) pode ser escrita de manei-
ra Única como o produto de uma transformação de Lorentz I o' L) 
por urna translação pura (a,I) 
(a,L) = (a, I) (O,L) 
mas as translações puras nao comutam com as transformaçÕes de 
Lorentz, logo P = T4 ® t (ver Lopes [ 32] ) . 
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§3, BASES COORDENADAS E NÃO COORDENADAS -TENSOR CURVATURA 
3.1. BASES COORDENADAS E NÃO COORDENADAS 
Seja M urna variedade diferenciável. Para cada ponto 
E M, consideremos carta local {Uix), < xi ) i u c M p uma X = X : 
(U subconjunto aberto de 
i 
~ lR M) ' X (p) sao as coordena-
das do ponto p Eu. x induz uma base para o espaço tangente 
T M, dada por 
p 
1 i o= 1, ... , n. 
{-3-.} i=l, ... ,n de ba.6e. c.oollde.nada. 
1 ax P 
Chamaremos 
Nem toda base é uma base coordenada. Qualquer 
esta base 
conjunto 
de n-vetores linearmente independentes em T M forma uma base p~ 
p 
" a " ra TPM. Por exemplo a base B = {ar I ae I d;} de coordenadas 
esféricas é uma base com coordenada m3 ; mas se tomarmos a base 
e· = {_!_ 3r nao e uma base coordenada. 
A base S = { x
1
, ... , Xn} e uma base coordenada 
se o colchete de Lie de dois quaisquer destes vetores é igual 
a zero 
= o o 
Dada uma distribuição n-dimensional de campos vetoriais 
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em um aberto U c M x
1
, ••• , X
0 
, quando existe um conjunto de 
funções coordenadas l n x , ... , x , definidas em uma vizinhança 
v c U tal que 
(p) 
para todo i = 1, ... , n e para todo p E v ? 
A resposta está no teorema de Frobenius. 
~ 
TEOREMA DE FROBENIUS. Seja M urna variedade ~ de dimensão 
n , e sejam x
1
, ... ,X
0 
um conjunto de campos veto.J::-iais linear-
mente independentes em uma vizinhança u do ponto p EM. Então 
- l n existe um conjunto de funçoes coordenadas x , ... ,x definidas 
em uma vizinhança V de p com V c U e X. 
l 
todo i, se e somente se [X i, Xj 1 = o para todo 
a 
= 
ax 
i 
i 
em v para 
e todo j 
Se U e V sao dois campos vetoriais em M,, definimos 
[U, V) = UV - VU ou seja 
[U,V) f= U(Vf) - V(Uf) 
Além disso, o colchete de Lie tem a propriEO!dade 
[U, V) fg = f [U, V) g + g [U, V) f (3.1.2) 
então [U,V] é um campo vetorial. 
Se considerarmos uma base coordenadas 
se 
i u = u e 
[U,V] 
Se {x
1
, ... ,Xn) 
V= bJX. então 
J 
[U,V] 
então 
-e uma base nao coordenada e se U 
k 
c .. J xk 
1] 
226 
' e 
(3.1.3) 
e 
I 3 .l. 4 I 
onde as funções 
k 
C .. 1 chamadas coeficientes de estrutura da ba q 
se {x
1
, ... ,Xn}, são definidas por 
(3.1.5} 
base geral, 
k ~ nulos. Em uma os c .. nao sao 
1] 
k O 1 então a base - base coordenada. Se c .. = e uma 
1] 
3.2. TENSOR CURVATURA EXPRESSO EM BASE COORDENADA 
E BASE NÃO COORDENADA 
Seja ~(M) o conjunto de todos os campos de vetores em 
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-tuna variedade Lorentziana. , Seja D a conexao afim de fi-
nida em M . [ , 1 o colchete de Li e. 
-DEFINIÇÃO 3.2.1. A curvatura R da variedade M e tuna lei que 
associa a cada par X,Y E f.(M) uma aplicação R(X,Y) : 'n(M) -+ 
-+ *(M) dada por 
Em urna base arbitrária {ej} , j = l, ... ,n as componen-
tes de R são dadas por 
j j 
et(Yai) 
i m j m 
Rik9.. = "k(Yul + ykm Y.ti - Ytm yki 
m - cu 
j 
Ymi (3.2.2) 
onde os são os símbolos da conexao e os sao os coe-
ficientes de estrutura de Cartan (ver 3.1.5). 
Se nós estivermos trabalhando com uma base coordenada 
(2.....} . l d , 1 = , ... , n , on e axl para todo m,k,9... 
componentes do tensor curvatura K, tomam a forma 
j 
ru 
3 
- 3xt 
então as 
(3.2.3) 
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Curiosamente isto tem causado algumas interpretações er-
rôneas na Teoria da Relatividade Geral quando se passa a descr~ 
ção de um campo de gravitação de uma base coordenada para outra 
base não coordenada (ver o caso de Disco Girante no livro de H. 
Arúüies [ 3 J). A solução correta do problema está no Capítulo 
v, § 2). 
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§4. CAMPOS TENSORIAIS SOBRE APLICAÇÕES 
4 .1. Sejam M,N variedades 
00 
€ • 
Seja y : I ----+ M (I c IR) urna curva. Queremos definir 
um campo de vetores ao longo de y. Denotamos por y * u o vetor 
tangente a y em y u Consideremos o diagrama; 
Y} 
I > M y 
dizemos que y* e um campo de vetores (tangentes) ao longo de 
y , se 
Observemos que se a curva y tem auto-intersecção trans~ 
mesmo ponto yu 1 = yu2 ) • Então o campo de vetores tangentes 
curva y nem sempre é a restrição de um campo de v~~tores de N. 
-a 
Vamos estender o conceito de campo vetorial para campo 
tensorial. 
Seja 
. - oo (r s) uma apl~caçao !!: , T ' M o fibrado 
de tensores do tipo (r,s) sobre M p: T(r,s)M -1-M. Um c.ampo 
.ten-t>oJL..La..t sobre <Pé urna aplicação A: N-+ T{r,s)H tal que o 
diagrama abaixo comuta 
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f. 
p poA = <P 
p M 
OBSERVAÇÕES: 
i) Uma função f sobre ~ , é justamente a função 
f:N~JR 
pof = <P 
ii) Se N = M e $ = Id , teremos exatamente o campo ve-
torial sobre 4> • 
/l noA 
H-----;;. M 
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iii) Se N = I (I C lR) , 41 = y e Y : I -+ M , então te-
remos o campo vetorial tangente a y , denotado por Y * 
I ----> M 
Para uma aplicação 1f:l : N -----+ M , campos tensoriais sobre 
~ aparecem mais naturalmente como se segue: 
i) Se B é um campo vetorial em N então êL aplicação 
y 
' Vy E N , define um campo tensorial sobre íP que 
será denotado por 4>* B 
_____ _,.™ 
B 
N _ __:!:..._ _ , M 
Em particular, dado qualquer campo vetorial X em N, 1; *N 
-e sempre um campo vetorial bem definido sobre $ , mesmo que nao 
exista em M um campo vetorial <P relacionado a X. 
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i i) Se C é um campo tensorial arbi trãrio em M, então 
Vy E N define um campo tensorial sobre ~, que se-
rã denotado por C o c!J - é di to restrição de C a <P. 
Uma den~va~ão de campos tensoriais sobre <P é uma corres-
pendência que a cada campo tensorial A sobre <P associa um campo 
tensorial ~A sobre <P tal que: 
i) VA é do mesmo tipo que A 
ii) V (C 3 A) ~ VC ® A+ C® VA para qualquer campo C sobre ~. 
iii) V(aA + bB) ~ aVA + bVB 'trfa, b E JR e qualquer que se-
ja o campo tensorial B sobre$. 
00 00 
Observemos que V é [ no sentido que VA e [ para qual-
- 00 quer campo tensorial A sobre c!J (A e [ ) • 
Notemos que esta definição de derivação se aplica se, na 
notação acima tomarmos A,B corno campos vetoriais ou funções 
sobre <P e C uma função sobre Q. Chamaremos V de d~n~vação de 
óunçÕM e c.c.tmpo-6 ve.ton.{.aJ..-6 .õobtr.e. c!J. 
Suponhamos que uma derivação V de funções e campos veto-
riais sobre ~ é dada, então existe uma Única extensão de 9 a 
uma derivação de campos tensoriais sobre ~ que comuta com a con 
tração (ver Bishop-Goldberg I 7 I ) . 
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EXEMPLO. Sejam X, Y campos vetoriais sobre tP lõ!: w uma l-forma 
sobre 4>, então 
V(X 0 V 0 w) ~ VX 0 Y 0 w +X 0 VY 0 w +X 0 Y 0 Vw. 
Se V comuta com a contração, temos 
V((wY)X) = (wY)VX + (w(VY)X) + (Vw(X) )Y 
4.2. CONEXÕES SOBRE APLICAÇÕES 
Seja ~ : N -+ M uma aplicação 00 -!t . Umc:t conexao D sobre 
rp é uma correspondência que a cada campo X em N associa urna de-
rivação DX de campos tensoriais sobre rp, tal que 
i) Se f e uma função sobre ~ ' então Dxf = X f 
i i) ox e linear em X (com relação funções 
00 
N) as ~ em 
iii) Dx comuta com a contração. 
Estamos interessados em dois casos especiais: 
1) N = M e -4> = Id , neste caso uma conexao sobre e 
justamente a conexão em M no sentido usual. 
2) Se N = I e t = y , Y r-+ M e uma curva, e o 
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e a conexao em M 1 entáo D dá origem a uma conexão sobre y , 
da seguinte maneira: 
a conexão ·induzida é a Única -conexao, tal que 
VX E T N 
X 
\Jx E N e qualquer campo tensorial A em M . 
Consideremos agora um espaço-tempo Newtoniana (Capítulo 
III) ou Relativístico (Capitulo IV) , e y: I -+ M uma curva. 
Como a conexão induzida ~ D aparece muitas vezes neste traba-
lho, denotaremos 
i) (r* D) d 
du 
vetorial em M e 
i i) <r. D)d 
du 
(A o y) por 
X por D 
r. 
onde X e um campo vetorial 
iii) (g o y) (y * , X o y) 
i v) I cg o y) (y. ' Y, ) I 
,X -
sobre 
por 
por 
_ D A , onde 
Y• 
DT X 
y 
y. 
g (y * ' X) 
1 12 iY,.. . 
Com esta notação, a aceleração a
1 
- a 
.7\ e um campo 
-e por defini-
çao o campo vetorial sobre y, tal que a . 
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