Nursing home bed-hold policies provide continuity of care for Medicaid beneficiaries by paying nursing homes to reserve beds so residents can return to their facility of occupancy following an acute hospitalization. In 2001, Michigan implemented bed-hold policies in nursing homes. We investigated the impact of these policies on mortality and hospitalizations using 1999-2004 quarterly data from nursing homes in Michigan and nursing homes in 11 states that did not implement such policies. Synthetic Control has been used to estimate the effects of policies by accounting for changes over time unrelated to the intervention. Synthetic Control is intended for scalar continuous outcome at each period, and assumes a single treated unit and multiple control units. We propose a Bayesian procedure to overcome these limitations. It imputes the outcomes of nursing homes in Michigan if they were not exposed to the policy by matching to non-exposed nursing homes that are associated with the exposed ones in the pre-policy period. Because sampling from a Bayesian model is computationally challenging, we describe an approximation procedure that can be implemented using existing software. Our approach can be applied to other studies that examine the impact of policies.
1. INTRODUCTION
Overview
Almost all nursing homes in the United States are certified to participate in the Medicare and Medicaid programs. To participate, they must adhere to more than 170 quality and health standards set by the Centers for Medicare and Medicaid Services (Mukamel and others, 2014) . Each state sets its Medicaid nursing home reimbursement policies as well as other policies that impose additional standards 445 (Wiener and Stevenson, 1998) . Many states enacted nursing home bed-hold policies, under which nursing homes are paid to reserve beds so that Medicaid residents may return to their facility of occupancy following an acute hospitalization. The main goal of these policies was to encourage continuity of care for Medicaid beneficiaries (Intrator and others, 2009 ). Intrator and others (2007) showed that nursing home residents in states that enacted bed-hold policies had higher odds of hospitalization, and Unruh and others (2013) showed that presence of bed-hold policy was associated with an increase in the likelihood of hospitalizations of long-stay nursing home residents. Unruh and others (2013) posited that bed-hold policies incentivize hospitalization of Medicaid nursing home residents when the marginal profit associated with bed-hold payment surpasses the marginal profit associated with caring for an individual in the nursing home. In addition, relocation to a new facility may lead to morbidity for many reasons including the duplication of tests and increased likelihood of medical errors (Intrator and others, 2009 ). Thus, two important outcomes in assessing the effects of these policies on nursing home quality of care are the nursing home's rates of acute hospitalization and mortality.
Evaluation of policy implications in the absence of randomized experiments has been an important research question in health services research and economics. Comparison of pre-policy to post-policy outcomes only for units that are exposed to the policy may be contaminated by temporal trends or by effects of other events that occurred between both periods (Abadie, 2005) . However, when only a fraction of the units had been exposed to the policy, the units that were not exposed to the policy could be used to identify temporal variations in the outcomes that are not due to policy exposure (Abadie, 2005) .
In order to estimate the effects of a policy from panel data, the economics and statistical literature describe procedures that rely on various identifying assumptions. One commonly used assumption is the unconfoundedness assumption, which asserts that given observed pre-policy covariates the probability that a unit was exposed to the policy did not depend on post-policy outcomes (Imbens and Rubin, 2015) . When this assumption is met, comparing the observed outcomes of exposed units to unexposed units with similar probability of being exposed yields a valid estimate of the policy effect. When the unconfoundedness assumption is violated, other assumptions are required. One possible assumption is that treatment assignment is independent of the outcomes given the covariates and lagged outcomes (Angrist and Pischke, 2008b) . Another possible assumption is the "common trend" assumption, which asserts that if exposed units had not been subjected to the policy, they would have experienced the same time-related variations as the unexposed units (Lechner, 2011) . These two assumptions are not necessarily nested and choosing between them must be rationalized based on substantive knowledge of the assignment process (Angrist and Pischke, 2008b) .
The most compelling studies that rely on time trends based assumptions report outcomes for exposed and unexposed units for a period that is long enough to show these underlying trends. Attention is given to the manner by which deviations from the trends relate to changes in policy (Angrist and Pischke, 2008a) . With scalar continuous outcomes, it is easier to summarize trends, but with multiple discrete outcomes, this is not a trivial task. We propose a method that relies on likelihood functions to match exposed and unexposed units on pre-policy trajectories. Using the trajectories of the matched unexposed units it imputes the missing potential outcomes for the units exposed to the policy. The method is based on a Bayesian formulation that can incorporate multiple time points, multiple exposed and unexposed units, and multiple outcomes. Because Bayesian estimation procedures can be computationally intensive, we also propose an efficient approximation procedure that results in statistically valid interval estimates.
Notations and framework
The causal effect of a policy W on an outcome Y, where Y may be a vector of outcomes, for nursing home i (i = 1, . . . , N ) at time t (t = 1, . . . , T ) is the comparison of two "potential" outcomes, Y it (1) and Y it (0), corresponding to the two possible levels of W : W it = 1 indicates the exposure to the policy at time t, and 446 R. GUTMAN AND OTHERS W it = 0 indicates non-exposure to the policy. Only one value of Y can be observed: the potential outcome corresponding to the action actually taken at that time for that unit (Rubin, 1978) . We assume the stable unit treatment value assumption (SUTVA) (Imbens and Rubin, 2015) , so that this notation is functionally well defined.
We also assume that a policy can only change once within the study period, because units that have been exposed to a policy may behave differently from units that were never exposed when a policy is repealed. Formally, W it 1 ≤ W it 2 , ∀t 1 < t 2 . Let W i = 1 if ∃t ∈ {t = 1, . . . , T : W it = 1} and W i = 0 otherwise, and let 1 ≤ T 0i < T be the number of pre-policy periods for unit i with W i = 1. For notational simplicity, we assume that the number of pre-policy periods is equal for all units, T 0i = P, ∀i.
) is generally not of interest, because unit i is not exposed to the policy before time P, and researchers are commonly interested in the effects of a policy from time P onward. In addition to the potential outcomes and treatment assignment, we record an array of covariates X = {X i }, which are, by definition, unaffected by the treatment. We distinguish between two sets of covariates. The first set includes baseline covariates that do not change over time (X b i ). The second are outcomes variables that are recorded before the policy was changed, (0) , and are therefore unaffected by it.
Causal effects are summarized by estimands,
, which are functions of the unit-level potential outcomes on a common set of units (Rubin, 1978) 
A common estimand of interest when examining a policy intervention is the super-population average treatment effect on the units that were exposed to the policy at time t (Lechner, 2011) 
This estimand estimates the average effect for the set of treated units in the sample. These estimands can also be summarized over the entire post-policy period with either
Generally, the labeling of the N units in S is assumed to be a random permutation of the N rows, or in other words, the N -row array is row exchangeable (Rubin, 1978 (Rubin, , 2007 . However, because the outcome vectors are recorded over time, units may be influenced by unobserved events such that S is exchangeable in batches.
A key component of causal effect estimation is the assignment mechanism, Pr(W | S), which is the process that determines which units were exposed to the policy (Imbens and Rubin, 2015 
The combination of Pr(S) with the assignment mechanism specifies a joint distribution for all observables:
(1.1)
A class of assignment mechanisms that is important to Bayesian inference is the ignorable assignment mechanism. Ignorable assignment mechanisms are defined by their freedom from dependence on any missing potential outcomes,
Unconfounded assignment mechanism is a special type of ignorable assignment mechanism that does not depend on the potential outcome (Imbens and Rubin, 2015) ,
). An assignment mechanism is super-population probabilistic when 0 < Pr(W i | S) < 1. Many randomized and non-randomized studies assume that the assignment mechanism is probabilistic and unconfounded, because it allows for causal interpretation of the observed outcomes for exposed and unexposed units within sub-populations defined by X.
CURRENT PROCEDURES

Propensity score based methods
When the assignment mechanism is unconfounded and individualistic, propensity score based methods were shown to yield valid treatment effect estimates (Rosenbaum and Rubin, 1983) . The propensity score is the conditional probability of unit i to receive treatment based on pre-policy characteristics,
, where φ are the parameters governing this distribution. Generally, the propensity scores are unknown and only estimates of them are available. The statistical literature proposes several procedures for estimating intervention effects in unconfounded studies using the estimated propensity scores (see Gutman and Rubin, 2015, for references) . Full matching (Rosenbaum, 1991) , which is a sophisticated form of sub-classification has been used in longitudinal studies (Stuart and Green, 2008) . It was shown to be a generally valid statistical method for estimating intervention effects with scalar outcomes and a single-time point, but it was not always the most efficient method (Gutman and Rubin, 2015) .
Group-based trajectory modeling
In many applications of propensity score methods, pre-exposure lagged outcomes are considered as independent covariates and their relationship and trends are not included in the propensity score model. Although, one can use a linear trend of these lagged outcomes as another covariate, this is rarely implemented in practice. Group based trajectory modeling was proposed to estimate causal effects with pre-exposure lagged outcomes (Haviland and Nagin, 2005) . Trajectory groups are latent equivalency classes for the history of the outcome variable, and are based on pre-exposure values of the variable that, after exposure, is the outcome variable. Let G i be the trajectory group for unit i, and let π j be the population probability of G i = j. Trajectory modeling partitions units into J trajectory groups based on Y i,≤P (0) using a finite mixture model (0) . Assuming that the exposure is uncon-
2) whereπ 1 j is the estimated probability within the exposed group of being in trajectory j, andδ ij is individual i's estimated indicator of being in trajectory j. For possible estimation procedures see Haviland and Nagin (2005) .
Group-based trajectory modeling can be combined with propensity score matching to balance covariates other than the pre-exposure lagged outcome that may be related to future outcomes. Haviland and others (2007) proposed a procedure that identifies the trajectory groups, and within each group, full matching based on the propensity score is used to match a treated unit to a variable number of controls. They used this procedure to estimate the effects of boys joining gangs at age 14 on subsequent violence while controlling for measured characteristics and trajectories of boys prior to age 14. Commonly, group-based trajectory matching has been restricted to a small number of trajectory groups, and it did not adjust for post-exposure unexpected events that were unrelated to the policy but may have affected the system.
Difference-in-differences (DiD) and its extensions
When the assignment mechanism is confounded, different identifying assumptions are needed to estimate the exposure effect. Difference-in-differences (DiD) is a quasi-experimental method that relies on the common trend assumption to estimate the effects of a policy with a confounded assignment mechanism (Lechner, 2011) . The common trend assumption states that conditional on X, the differences in the expected potential non-exposed outcomes over time are unrelated to the exposure group assignment (Lechner, 2011) .
The conventional DiD models assume that in the absence of the policy, the average outcomes for units that are exposed to the policy and units that are not would have followed parallel paths over time (Abadie, 2005) . Formally, with multiple periods the conventional DiD model is
where α is the intercept, β t 's are periods coefficients, δ is the exposed group pre-policy coefficient, γ 1 is a constant additive policy effect, and η is an unknown vector parameter. The appeal of DiD is from its simplicity, and the ability to estimate γ 1 using the linear regression model:
The least squares standard errors may be inaccurate in the presence of correlations between Y obs it within groups and between periods. The bootstrap (Efron and Tibshirani, 1986 ) and the robust covariance matrix estimators (White, 1980) were proposed as possible adjustments (see Bertrand and others, 2004 , for more details).
The conventional DiD was designed for scalar outcome variable, and was not extended to multiple outcomes. In addition, the common trend assumption implemented in the conventional DiD is scale dependent and it may be implausible if the effect of the policy is not additive, or when there are pre-policy characteristics that are associated with the outcome variables and are unbalanced between the exposed and the unexposed groups (Athey and Imbens, 2005; Abadie, 2005) . Possible extensions that address some of these limitations, such as the "Changes-in-Changes" method (Athey and Imbens, 2005) and the semi-parametric estimator proposed by Abadie (2005) were only developed for two time points and a scalar outcome.
Synthetic control
Synthetic control method extends the DiD framework by allowing the effects of a policy to vary with time (Abadie and others, 2010) . Instead of making the common trend assumption, this method assumes that the assignment mechanism is ignorable and relies on lagged outcome to estimate the effects of a policy. Synthetic control was intended for cases with a single unit that is exposed to the policy, multiple units that are unexposed to the policy and multiple periods (Abadie and others, 2010) . It constructs an artificial control group that is more similar to the unit exposed to the policy in the pre-policy period than any of the control units on their own. This artificial group consists of weighted paths of the unexposed units, and it is used to predict the outcome of the exposed unit in the absence of a policy. Synthetic Control suffers from a few limitations. It was designed for a scalar continuous outcome at each period, and it was not extended to multiple discrete outcomes. Inference with Synthetic Control is limited to "placebo test" that do not have a corresponding interval estimate, and it is computationally intensive with large number of units.
Lastly, when the number of potential controls is large Synthetic Control may suffer from interpolation biases and over-fitting (Abadie and others, 2015) .
PROPOSED METHOD
We propose a new method that assumes that the assignment mechanism is ignorable. This method addresses some of the limitation of the methods in Section 2. It supports many trajectory groups with multiple outcome vectors. It allows for non-parallel effect over time, and it supports large numbers of exposed and unexposed units. The proposed procedure treats the estimation of policy effects as a missing data problem (Rubin, 1978) , and it imputes the missing potential control outcomes, (Rubin, 1978) . This perspective explicitly confronts the missing potential outcomes by taking the specification of (1.1), conditioning on the observed values and deriving the posterior distribution of γ :
Equation (3.1) shows that to estimate γ we only need to estimate the posterior predictive probability of the missing potential outcomes,
is a degenerate distribution for finite population estimands and a known function for super-population estimands. This posterior predictive distribution is represented as:
Assuming that the assignment mechanism is ignorable, (3.2) becomes:
Based on (3.3), only the identification of Pr(S), is required to estimate γ . Let θ be a set of parameters that follows prior distribution π(θ) we define Pr(S) = f all (S | θ)π(θ)dθ , where f all is the density function of S. While the form of f all is specific to the application, it will often be convenient to express it as a product of conditional distributions, for example,
where f A , f B , and f X are density functions and θ = {θ A , θ B , θ X } is a vector parameter.
Modeling assumptions
SUTVA and ignorability are commonly made and explicitly declared assumptions. The following assumptions are often made implicitly to simplify the estimation problem and may be inappropriate in some applications. Because Bayesian formulation requires the identification of the prior and joint distributions, we explicitly specify these assumptions. The first assumption is
GUTMAN AND OTHERS
This assumption is commonly made in prediction-related applications. Notice that it does not state that θ A and θ B are independent, because these parameters are used to describe the potential outcomes and the lagged outcomes that may be a priori correlated (Rubin, 2007) . Using factorization (3.4) and assuming (3.5), Pr(S) can be factored into
A second simplifying assumption is the no contamination of imputation across treatments (Rubin, 2007; Gutman and Rubin, 2015) . Formally, this is accomplished by two assumptions:
where θ A = {θ A1 , θ A0 }. Assumptions (3.7) entail that given (X b ,X y , θ A0 , θ A1 ) two separate processes, f A0 and f A1 , define the behavior of units in the exposed and unexposed groups. In addition, the parameters governing these processes are a priori independent.
Because γ 1t and γ F 1t are only averaging over differences in potential outcomes of units that are exposed to the policy, only Y mis (0) is necessary in order to estimate them. Moreover, both estimands do not depend on X y and
For simplicity we will use γ 1t from this point forward, but all of the derivations hold for γ F 1t . Replacing γ with γ 1t in (3.1) and assuming (3.5) and (3.7) we have that (derivation in Supplementary materials available at Biostatistics online)
Equation (3.8) shows that to estimate γ 1t we only need to define
, and π(θ A0 , θ B ). Suppose that for each exposed unit i, there is an unexposed unit j that is highly correlated with unit i if it had not been exposed to the policy. Thus, unit j's observed outcomes can predict unit i's post-policy outcomes if unit i was not exposed. Formally,
where θ i·j and θ j are the parameters governing these distributions. This formulation assumes that given θ i·j , θ j and the observed Y jt (0), t ∈ {1, . . . , T }, Y it (0)'s are independent. The first product of (3.9) encompasses the outcomes of exposed units post-policy if they would have not been exposed to the policy, and the second product encompasses the outcomes of the exposed units pre-policy.
Because the pairing of unexposed units to exposed units is unknown, we integrate over all possible pairs. Let C k = {C k (1), . . . , C k (I )}, where C k (i) represent the matched unexposed unit of exposed unit i ∈ {i :
where
) represents pre-policy exposed units. Equation (3.11) is proportional to
(3.12) Equation (3.12) expresses the main theme of this method. For each exposed unit, the method identifies an unexposed unit that is associated with it in the pre-policy period. The associations between two units are determined using the likelihood of the unexposed unit to predict the exposed unit in the pre-policy period. Based on these associations the method imputes the missing potential outcomes of the exposed unit.
Computation
We treat the unknown matching permutation, C, as missing data, and use a data augmentation procedure (Tanner and Wong, 1987, DA) 
. These samples are then used to generate Y mis (0). We summarize the procedure to estimate γ 1t :
across all possible permutations can be computationally demanding. To address it we use a version of the Metropolis-Hasting algorithm proposed by Gutman and others (2013) for sampling permutations. Each iteration of this algorithm comprises two sub-steps: (a) Randomly choose two observations (j 1 , j 2 : j 1 = j 2 ) such that ∃ i 1 : C k (i 1 ) = j 1 and propose a new permutation C k * by replacing C k * (i) = j 2 and if ∃ i 2 : C k (i 2 ) = j 2 assign C k * (i 2 ) = j 1 . (b) Accept the new permutation with probability min{1, (0) is imputed, analyze them separately and combine the analyses using standard multiple imputation rules (Little and Rubin, 2002) . These approximations may result in smaller interval estimates, but in many cases because the variability associated with Steps 2 and 3 is significantly larger than the variability of Step 1, this procedure is generally statistically valid. We use simulations to compare the approximation procedure to the methods in Section 4, and to the full sampling procedure with our dataset in Section 5.
SIMULATIONS
We compared the performance of the approximation method in Section 3.2 with current methods that account for pre-intervention trends using simulations. All of the simulation configurations included a scalar X ∼ N (μ, 2), i = n + 1, . . . , n + r × n. Because the policy had no effect on the outcome, the values of X y i and the potential outcomes, Y i (0) and Y i (1) for the exposed and unexposed units were generated from the linear model
Table 1 describes the three levels of each of three of the factors μ, λ 1 , and λ 2 . The factors r, n, P, ρ and σ also vary in each of the 3 3 settings, yielding a 3 4 × 2 5 factorial design. For each configuration of the factors, 100 replications were produced.
The simulations were executed using R 2.15.0 (R Core Team, 2015) . Full matching was implemented using the optmatch package (Hansen and Klopfer, 2006) . The flexmix package (Bettina and Friedrich, 2008) was used to estimate the trajectory classes. To address possible serial correlation with the sampling variance of the DiD estimator we used the multiwayvcov (Graham and others, 2015) and assumed an unrestricted covariance structure over time within units. This method was found to perform well with more than 50 units (Bertrand and others, 2004) . The effect over the whole intervention period was estimated using a hierarchical model with random intercept for each unit, implemented with the lme4 package (Bates and others, 2015) .
Results
We compared propensity score matching, trajectory matching with propensity score and the newly proposed method to estimate γ 1t+P , t ∈ {1, 5, 9, 13, 16}. In addition, we compared the three methods to commonly used DID with and without covariate adjustment to estimate γ 1 . For trajectory matching, the trajectory groups were estimated using a finite mixture of linear regression models with either 3, 6, or 12 components. The number of mixture components was selected based on the BIC. Within trajectory groups we used full matching on the propensity score. Pair matching was used for propensity score matching and for the newly proposed method. For the new method, we assumed that
To complete the Bayesian model we assumed that β ∼ Inverse − gamma(0.01, 0.01). For each configuration, and for each of the 100 replications, we calculated the estimated treatment effect, the estimated sampling variance, the corresponding 95% interval width, and determined whether the interval covered or did not cover the null value. Then, we calculated for each procedure and each configuration, the mean coverage rate, the bias, the mean estimated sampling variance, the mean squared error (MSE), and the mean interval length. Figure 1a displays the 95% coverage across configurations for the overall estimates of γ 1 for all of the methods. The newly proposed method is the only method that is generally statistically valid, with propensity score matching second with a median coverage of 0.78. Figures 1b-d display the coverage for the estimated treatment effect, γ 1t+P , at t ∈ {1, 9, 16}, respectively. DiD based methods did not provide estimates for individual time points and were excluded from the figures. The coverages of all the methods decrease over time, but the proposed method was still generally valid after 16 time points. To identify the chief determinants of the rejection rate, we performed ANOVA on the logit-transformed values as in Gutman and Rubin (2013) . We identified that P, σ , and their combination were the most important factors. With larger P and/or smaller σ the 95% coverage is higher. The new procedure has mean coverage of 0.77 for large σ and small P. With large σ , time is less correlated with the outcome, and combined with small P the new method detects spurious trends. When P increases this problem is mitigated. Table 2 compares the mean across configurations of the absolute bias, interval size, and RMSE for all of the methods. The new method had better coverage because it generally had the smallest bias. It also has the smallest interval estimate for the overall estimate and for each time point.
APPLICATION: NURSING HOMES BED-HOLD POLICY
Data
The data source was composed of quarterly aggregated data for 18,078 Medicare/Medicaid certified nursing homes across the United States for the period beginning January 1, 1999 through December 31, 2004. The data were derived from the Minimum Data Set (MDS) nursing home resident assessments, Medicare inpatient claims, and the On-line Survey of Certification and Reporting (OSCAR). The MDS includes over 400 items relating to demographics, diagnoses, treatments, and measures of both physical and cognitive function. Medicare inpatient claims provided information on hospital discharges. OSCAR supplied nursing homes characteristics, such as occupancy rates, staffing, case-mix, and number of beds. Data on states' policies was collected by the Center for Gerontology and Healthcare Research at Brown University. Our focus was on state specific Medicaid policy called bed-hold which required the states Medicaid program to reimburse nursing homes when Medicaid clients residing in nursing homes were hospitalized.
Among the 18,078 nursing homes, 3629 were not observed for all 24 quarters. For simplicity, we dropped those nursing homes from our analysis, and restricted it to the remaining 14,449 with full data for the 24 quarters. This restriction is reasonable because we do not expect the policy to influence the closing or opening of nursing homes. In the examined time period, one state (MI) introduced a bed-hold policy, one state repealed the policy (IL), one state repealed the policy and then reintroduced it (MA), eleven states never had it (CO,ID,NC,NH,NV,OR,RI,TX,UT,VA,WA), and the rest had the policy for all 24 quarters. We concentrated on the effect of bed-hold policy on nursing homes in MI in comparison to nursing homes in the eleven states that never had any bed-hold policy during the 24 quarters. MI adopted the bed-hold policy on January 1, 2001, resulting in 8 pre-policy quarters and 16 post-policy quarters. There were 413 nursing homes in MI and 2433 nursing homes in the eleven states that never implemented the policy. The policy effects were examined on three quarterly outcomes for nursing home i in quarter t, Y it (W i ): the number of hospitalizations from a nursing home, the number of deaths among nursing home residents, and the total number of months occupied by all nursing home residents. The number of residents'month was included in the analysis to examine the potential impact of bed-hold policies on nursing homes marginal income. For descriptive purposes we reported the number of hospitalizations and deaths per resident month. Figure 2 presents the average hospitalization rate, mortality rate, and the number of residents' months for MI and the 11 states that never implemented the bed-hold policy. Over the 24 quarters, the hospitalization rate in MI increased from 0.06 to 0.08 hospitalizations per resident month, the mortality rate decreased from 0.18 to 0.14 deaths per resident month and the average number of residents' months increased from 265 to 284. Similarly, over this period, most of the states that did not implement the bedhold policy experienced an increase in the average number of nursing homes residents, an increase or a stable rate of hospitalization, and a increase or a stable mortality rate.
Models
are the number of hospitalizations, deaths, and residents' months in facility i at quarter t under policy W , respectively. In addition, let
, be the probability function of a Poisson log linear model. We define f (X y i | X y j , θ iA0 ) using a series of conditional models
where φ(·; μ ij , σ ij ) is the Normal density function with mean μ ij and variance σ 2 ij . This model assumes that given R it , H it , and D it only depend on H jt and D jt , respectively. To complete the model we define the prior distribution of the parameters in likelihood (5.1). We assume independent prior distributions for the parameters of the 3 outcomes: (1999) (2000) (2001) (2002) (2003) (2004) .
where I (·) is the average of the observed information matrices across all possible pairs {(i, j)|W i = 1, W j = 0}, and δ(·) is an indicator function that is equal to 1 when the condition is satisfied. This is a relatively diffused proper prior distribution that ensures that the predicted Y(0) mis will not be larger by three times the observed X y and Y(0) obs . Given samples from the posterior distribution we created 40 datasets with imputed Y it (0) for t ∈ {P + 1 = 9, . . . , T = 24}, i ∈ {l|W l = 1}. Within each imputed dataset, we estimated the effect of the policy at time t using the average differences of the observed and imputed outcomes across facilities. In addition, we used hierarchical models to estimate the average difference across all 16 quarters. Let τ
. . , T , be the difference in hospitalization and mortality rate for facility i at quarter t. We modeled τ 
Results
The average change in hospitalization rate per person month over the 16 quarters was 0.01 (SE = 0.003). The average number of person months per facility quarter was 275, thus in each quarter for each nursing home we expect the bed-hold policy to increase the number of hospitalization by 2.75. The average change in death rate per person month over the 16 quarters was −0.0002 (SE = 0.003). The average difference in the number of residents' months is 0.25 (SE = 2.6). Figure 3 displays the observed average hospitalization rate, mortality rate, and number of resident months for MI, and the average predicted values based on the matched nursing homes. Pre-policy, the predicted values for all three outcomes were relatively similar to the observed values in MI. Post-policy, the predicted death rates and the number of resident months were similar to the estimated ones mimicking the peaks and valleys. The observed hospitalization rate increased significantly in MI, while the predicted hospitalization rate only increased slightly over the 16 quarters. The difference in rates increased from 0.008 in the first quarter post-policy to 0.014 in the last quarter. Similar results were observed for the approximation algorithm (data not shown).
To further examine the effect of the bed-hold policy on nursing home characteristics, we examined the change in hospitalization and mortality rates for nursing homes in large and small nursing homes. Large and small nursing homes were defined as those with bed numbers in the upper and lower quartiles of nursing homes, respectively. The average change in hospitalization rate for large nursing homes was 0.015 (SE = 0.003) and for small nursing homes it was 0.003 (SE = 0.01). The average mortality rate difference for large nursing homes was −0.007 (SE = 0.003) and 0.006 (SE = 0.008) for small nursing homes. Overall, the effect of the policy on mortality is not significantly different for small and large nursing homes; however, the effect on hospitalization is higher for large nursing homes in comparison to small nursing homes.
We compared our results for hospitalization and mortality rates with a version of the Synthetic Control method proposed by Acemoglu and others (2016) . Similar increasing trends in hospitalization rates were observed in MI. The overall effect on hospitalization rate was 0.007 (p-value ≈0) and the overall effect on mortality rate was 0.002 (p-value = 0.36). The newly proposed method had a larger point estimate for the effects of the policy on hospitalization, but its 95% interval estimate included the Synthetic Controls' estimate (see Supplementary materials available at Biostatistics online).
CONCLUSION
We developed an efficient method to estimate effects of policy using lagged outcomes. We provided a Bayesian justification and explicitly described all of the assumptions the method relies on. Our proposed method is not restricted to a single trend throughout the study period, but only to how well an unexposed unit "predicts" an exposed unit in the pre-policy period. The method can handle multiple outcomes, multiple treated units, and multiple periods. We also described an efficient computational approximation that can be implemented with available software.
Because we rely on a parametric model, the proposed method may suffer from model mis-specification. In a simulation analysis, we have shown that this does not influence the validity of the model completely, because imputations using mis-specified model tend to increase estimated variance, yielding valid coverage intervals (Little and Rubin, 2002, Section 10.2.4) . In cases where the exposed and unexposed units share similar trajectories, our method is superior to other methods.
Our analysis shows that nursing home bed-hold policy significantly increases hospitalization, and this increase persisted 4 years after the implementation. We did not identify significant policy effects on mortality or on the number of resident months. These findings indicate that bed-hold policy may result in major financial burdens, but without significant increase in overall patient health.
In conclusion, we described a new method to estimate causal effects when the outcomes of interest are observed for all units prior to the intervention. The method relies on matching using likelihood functions, and it allows for valid and efficient estimation of heterogeneous effects. 
