Abstract. We study the problem of recovering the structure underlying large Gaussian graphical models. In high-dimensional problems it is often too costly to store the entire sample covariance matrix. We propose a new input model in which one can query single entries of the sample covariance matrix. We present computationally efficient algorithms for structure recovery in Gaussian graphical models with low query and computational complexity. Our algorithms work in a regime of tree-like graphs and, more generally, for graphs of small treewidth. Our results demonstrate that for large classes of graphs, the structure of the corresponding Gaussian graphical models can be determined much faster than even computing the empirical covariance matrix.
Introduction
Learning the graph structure underlying probabilistic graphical models is a problem with a long history; see Drton & Maathuis (2017) for a recent exposition. In the classical setting, when the number n of variables is reasonably small, this can be done by using stepwise selection procedures based on information criteria like BIC, AIC, or using the likelihood function; see (Højsgaard et al., 2012, Section 4 .4) for a discussion.
In high-dimensional scenarios the methods proposed for Gaussian graphical models have become particularly successful. Here the graphs are encoded by zeros in the inverse covariance matrix (or precision matrix ) K. Specifically, an edge is present in the graph if and only if the corresponding element of K is not zero and so LASSO-type learning procedures can be applied Banerjee et al. (2008) ; Yuan & Lin (2007) . The link between the entries of K and coefficients obtained by linearly regressing one variable against the rest gave rise to the so-called neighbour selection methods Meinshausen & Bühlmann (2010) . In all these theoretical developments the sample complexity required for learning the underlying graph is well understood. On the other hand, in these studies either computational issues played a secondary role or the computational budget was relatively large.
In a growing number of applications the number of variables n is so large that a computational cost of order n 2 becomes prohibitive. This means that even writing down or storing the covariance matrix (or an estimate of it) is not practical, rendering all aforementioned approaches unfeasible. Such examples occur in some applications in biology, such as the problem of reconstructing gene regulatory networks from large scale gene expression data. Hwang et al. (2018) give an extensive discussion of computational challenges of massive amounts of gene expression data and note that issues of computational complexity made researchers rely on pairwise notions of dependence; see, for example, Chan et al. (2016) ; Zhang et al. (2011) . Scalable algorithms are also of interest in phylogenetics, where the problem is to reconstruct the evolutionary relationships between tens to hundreds of thousands of DNA sequences (Price et al. (2010) ; Brown & Truszkowski (2012 ). Another example leading to large networks is building human brain functional connectivity networks using functional MRI data. In this setting normally the data are aggregated so that graphical models can handle a reduced number of nodes Huang et al. (2010) . More efficient methods to build large networks will allow one to study functional MRI data with much larger resolution.
In this paper we address the problem that quadratic complexity becomes prohibitive in modern large-scale applications. This requires a different approach in structure recovery, which addresses the computational issues much more carefully. This computationally conscious approach has become more popular in the recent years where, in selected scenarios, it was possible to study the trade-off between statistical accuracy and computational complexity Chandrasekaran & Jordan (2013) ; Rudi et al. (2015) . In the main part of the paper we abstract away from statistical considerations and formulate the following mathematical problem. Let X = (X 1 , . . . , X n ) be a n-variate Gaussian vector with mean µ and covariance matrix Σ. The goal is to:
Learn the support of K = Σ −1 observing only a small fraction of Σ.
More precisely, we are interested in learning K based on a small number of adaptively selected entries of Σ.
In order to formalize this approach, we propose the following input model for our analysis. The data can be accessed through queries to a covariance oracle. The covariance oracle takes a pair of indices i, j ∈ [n] as an input and outputs the corresponding entry Σ ij = E[(X i − EX i )(X j − EX j )] of the covariance matrix. This is an idealized scenario that makes the main ideas of this paper more transparent. In practice, of course, these covariances need to be estimated from data. This setup is meaningful in applications in which one may estimate, relatively easily, the covariance between any given pair of variables. Importantly, one does not need to estimate the entire covariance matrix.
The query complexity of an algorithm is the number of entries of the covariance matrix Σ queried during the execution of the algorithm. The main findings of the paper show that, in many nontrivial cases, the graph underlying the graphical model of X can be recovered with only O(n polylog(n)) queries using randomized algorithms. The computational complexity of the proposed algorithms is also quasi-linear. This is a significant decrease in complexity compared to the quadratic complexity of any recovery algorithm that uses the entire (estimated) covariance matrix as a starting point.
Of course a so stated problem cannot be solved in full generality and the algorithms need to rely on the sparsity of K induced by bounds on related parameters of the underlying graph such as maximum degree and treewidth (to be defined below). We propose randomized procedures that recover the correct graph and have low query and computatiuonal complexity with high probability. Our main results are briefly presented in Section 2, after introducing some necessary definitions. The rest of the paper is devoted to a careful analysis of three main cases: trees, tree-like graphs, and graphs with small treewidth. Our main result is an algorithm for each of the three cases, which recovers the correct graph with query and computational complexity O(n polylog(n)).
In our analysis we first assume that the true underlying graph is a tree. In this case the Chow-Liu algorithm Chow & Liu (1968) is a widely used computationally efficient algorithm to search for the tree that maximizes the likelihood function. The method was originally proposed for categorical variables but it works in a much more general context with the Gaussian likelihood or any other modular criterion such as BIC, AIC as discussed by Edwards et al. (2010) . In our setting the Chow-Liu algorithm is equivalent to computing a maximum-weight spanning tree in the complete graph with edge weights given by the absolute values of the correlations between any two variables.
Although the Chow-Liu algorithm is relatively efficient and it has good statistical properties, the computational cost is of order Ω(n 2 ), which may be prohibitive in largescale applications. We introduce a simple randomized algorithm that recovers the tree with computational complexity O(dn log(n)), where d is the maximum degree of the graph. More generally, in Section 3 we study the problem of learning tree-like structures, that is, graphs whose 2-connected components have at most logarithmic size. Such graphs arise in a variety of settings; in particular, several well-studied random graph models often give rise to graphs whose 2-connected components are of logarithmic size Panagiotou & Steger (2010) .
In Sections 4 and 5 we study the much more general family of graphs with bounded treewidth. Bounded treewidth graphs have long been of interest in machine learning due to the low computational cost of inference in such models Chandrasekaran et al. (2012) ; Karger & Srebro (2001) ; Kwisthout et al. (2010) . Moreover, current heuristics of treewidth estimation in real-world data have indicated small treewidth in various cases of interest Abu-Ata & Dragan (2016); Adcock et al. (2013) ; Maniu et al. (2019) .
We focus our analysis on the Gaussian case but this work can also be put in a broader context. Our algorithm for learning trees relies only on a convenient parametrization given in Lemma 2.1. Similar results are available for binary variables, or more generally, in situations where dependence of adjacent variables in the tree is linear (e.g. elliptical distributions); see Zwiernik (2019) for more details. Our main algorithm recovers the partial correlation graph. Although in general, this are not equal to the conditional independence graph, partial correlation graphs are still of interest in the robust and in the nonparametric approach to graphical modelling; see, for example, Barber & Kolar (2018) ; Finegold & Drton (2011); Liu et al. (2009) .
Preliminaries and overview of the results
In this section we first present some definitions. Then we briefly overview our main results.
2.1. Graph Theoretic Definitions. A graph G = (V, E) is a pair of finite sets V = V (G) and E = E(G) called vertices and edges, where E is a set of subsets of V of size two. We typically write uv instead of {u, v} to denote an edge and our graphs are simple, that is,
A path between u and v is a sequence of edges v 0 v 1 , v 1 v 2 ,. . . ,v k−1 v k with v 0 = u and v k = v. We allow for empty paths that consist of a single vertex. Two vertices u, v ∈ V are connected if there is a path between u and v. For v ∈ V , the set N (v) = {u ∈ V |uv ∈ E} is the neighbourhood of v, deg(v) := |N (v)| is its degree, ∆(G) := max v∈V deg(v) denotes the maximum degree of G, and |V | is the size of G.
A graph is a cycle if there is an ordering of its vertices
A tree is a connected graph with no cycles.
A connected component of G is a maximal, with respect to inclusion, connected subgraph of G. A set S ⊆ V separates A, B ⊆ V in G if any path from A to B contains a vertex in S. Then S is called a separator of A and B in G. When S is of minimum size, it will be called a minimal separator. Note that we allow A and B to intersect, in which case A ∩ B needs to be contained in every separator of A and B. Denote by C S the set of connected components of the graph G \ S. If S separates two disjoint sets A and B, then for every u ∈ A \ S and v ∈ B \ S, u, v lie in two different connected components of G \ S.
Graphical Models.
A Gaussian vector is a random variable X = (X 1 , . . . , X n ) that follows the multivariate normal distribution N n (µ, Σ) with mean µ ∈ R n and positive definite covariance matrix Σ = [σ ij ], where
The parameter µ plays no role in our analysis and we assume µ = 0.
Denote K = Σ −1 . For a given graph G over vertex set [n] = {1, . . . , n}, the corresponding Gaussian graphical model M(G) is the set of covariance matrices Σ satisfying K ij = 0 if ij / ∈ E(G). The model can be equivalently defined through a set of conditional independence statements because of the equivalence (see Lauritzen (1996) ) (2.1)
For a given Σ, the concentration graph G(Σ) = ([n], E) is the graph with E = {ij|K ij = 0}.
The following well-known characterisation of graphical models over trees will be useful; see, for example, Zwiernik (2019) .
Lemma 2.1. Let Σ be a covariance matrix of a Gaussian vector. If T = G(Σ) is a tree then for every i, j ∈ V the correlation ρ ij = corr(X i , X j ) can be written as the product
where ij denotes the unique path between i and j in the tree T .
Given a vector x ∈ R n and a subset A ⊂ [n] denote by x A the subvector of x with entries x i for i ∈ A. Similarly, for sets A, B ⊆ [n] and a matrix M ∈ R n×n , let M A,B denote the restriction of M to rows in A and columns in B. Write M A for M A,A . If Σ is the covariance of X then Σ A,B = cov(X A , X B ). If X = (X 1 , . . . , X n ) is Gaussian then for any three sets A, B, S ⊆ [n], we write Σ A,B|S to denote the conditional covariance matrix of the variables in X A and X B conditional on X S , which is given by the formula
In particular, X A is conditionally independent of X B given X S -which we denote by X A ⊥ ⊥ X B | X S -, if and only if Σ A,B|S is the zero matrix, or in other words,
This last equation implies that Σ A,B has rank at most |S|. In fact, for generic covariance matrices this rank is precisely |S|. This follows from the important result of Seth Sullivant, Kelli Talaska and Jan Draisma, which we use extensively in this article. Here the term generic means that the condition holds on a dense open subset of the set of symmetric positive definite n × n matrices. We call such covariance matrices Σ, or the corresponding Gaussian vectors X, generic.
In this article we assume that the genericity condition of Theorem 2.2 holds. This gives us the following two important properties that translate small covariance queries into information about the underlying concentration graph G(Σ). Here and throughout we use the convention of writing A ∪ B as AB in subindices.
Proof. With our genericity assumption, Property 1 follows immediately from Theorem 2.2. For Property 2, rank(Σ AC,BC ) = rank(Σ A,B ) implies that there is a minimal separator of A ∪ C and B ∪ C that is also a minimal separator for A and B. By construction, this separator contains C.
In this paper we also assume that G(Σ) is connected or, by Property 1, that Σ has no zero entries. Without this assumption the problem quickly becomes impossible to solve. For example, whether G(Σ) has zero or one edge can only be decided after seeing the entire covariance matrix.
2.3. Overview of the main results. Formulating simplified versions of our main results, we use the notation O α to denote that the complexity order contains a factor depending on parameters α. Our first result studies computationally efficient ways to learn a tree.
is a tree with n vertices and maximum degree ∆(T ) ≤ d. Then there is an algorithm that outputs the correct tree and, with probability at least 1 − , works in time and query complexity O ,d (n log 2 n).
In Theorems 3.11 and 3.12 we show that these bounds are essentially optimal and the dependence on the maximum degree is essential.
Our second result is for graphs with small 2-connected components and small degree of the block-cut tree; see Section 3 for formal definitions.
Theorem 3.10 (Simplified version). Let G = ([n], E) be a graph whose largest 2-connected component has size at most b and whose maximum degree of the block-cut tree is at most d. If Σ ∈ M(G) is generic, then there is an algorithm that outputs the correct graph and, with probability at least 1 − , works in time and query complexity O ,d,b (n log 2 n).
Our main result is presented in Sections 4 and 5. We propose a randomized algorithm that is able to recover efficiently the concentration graph underlying Gaussian graphical models as long as the graph has bounded treewidth and maximum degree. (In fact, the algorithm remains efficient when both parameters grow slowly with n) Graphs with bounded treewidth form an important class of sparse graphs that have played a central role in graph algorithms. The class of graphs with small treewidth includes seriesparallel graphs, outerplanar graphs, Halin graphs, Apollonian networks, and many others, see Bodlaender (1998) for a general reference. Treewidth has also been known to be an essential parameter in inference and structure recovery for graphical models Chandrasekaran et al. (2012) ; Kwisthout et al. (2010) ; Wainwright et al. (2008) .
Theorem 5.4 (Simplified version). Let G = ([n], E) be a graph with treewidth at most k and maximum degree at most d. If Σ ∈ M(G) is generic, then there is an algorithm that outputs the correct concentration graph and, with probability at least 1 − , works in time and query complexity O ,k,d (n log 5 n).
Actually, the algorithm we propose not only reconstructs the concentration graph but also it computes the precision matrix K. Since there are at most kn edges in a graph with treewidth k, there is no contradiction with the stated computational complexity.
Recovery of tree-like structures
In this section we discuss in detail procedures for learning trees and graphs with small 2-connected components. Recall that a graph is 2-connected if for any vertex v, G \ v is connected. If V ⊆ V is maximal, with respect to inclusion, such that G[V ] is 2-connected, then G[V ] is a 2-connected component or block of G. For a given graph G, let B be the set of 2-connected components of G and let A be the set of cut-vertices, that is, vertices that belong to more than one 2-connected components. The block-cut tree bc(G) of G is a bipartite graph on A ∪ B where an edge between a ∈ A and B ∈ B exists if a ∈ B. A block-cut tree is a tree by (Harary, 1969, Theorem 4.4) .
Both proposed learning procedures-one for recovering trees, another, more general one, for graphs with small 2-connected components-are divide-and conquer type algorithms. In both methods we first determine a cut vertex that splits the graph into relatively small pieces, identify the pieces, and proceed recursively. Hence, the starting point of our analysis is to identify, at each step of the algorithm, a cut vertex (i.e., a separator of size one) that is balanced.
3.1. Centrality and balanced separators. Let C v be the set of connected components of G \ v and define
Denote by v * a vertex that attains the minimum such value, that is,
It is a well-known fact that a tree can have most two centroids and c(v
In the first phase we efficiently find vertices with c(v) ≤ α for a fixed α < 1. To that end, we introduce a measure of vertex centrality, called s-centrality s (v) , that can be used as a surrogate for c(v) and whose minimizer can be approximated efficiently. For each v ∈ V , s-centrality is defined as
We denote
Proof. Let v ∈ V and C v = {C 1 , . . . , C m }. The first inequality follows from
The second inequality simply follows from the fact that
by the first proved inequality.
The procedure sCentral outlined in Algorithm 1 finds, with high probability, a vertex v with s(v) close to s(v • ). For each vertex v ∈ V the algorithm approximates s(v) by randomly sampling a few pairs u, w of vertices in V \ {v} and checking if v separates u and w. By Lemma 2.1, this can be accomplished by checking if Σ uv Σ vw = Σ uw Σ vv , or equivalently, if det(Σ uv,vw ) = 0.
The algorithm outputs a vertex with smallest approximate value of s(v).
Proposition 3.2. Let G = (V, E) be a graph. The time and query complexity of computingv = sCentral(V ) are O (|V |κ). Moreover, for any δ > 0
Proof. The time and query complexity are obtained in a straightforward way. For the second statement note that, for every v ∈ V , κŝ(v) is a binomial random variable with mean κs(v). Hence, by Hoeffding's inequality and the union bound, we obtain
where the second inequality follows from the fact that (ŝ(v
We now show that the above procedure finds a good splitting vertex with high probability.
In particular, if G = (V, E) is a tree with |V | ≥ 4, and δ < 1 6
, then c(v) < 1.
Proof. Follows from Lemma 3.1 and the fact that for trees c(v Figure 1 . Illustration of the proof of Lemma 3.5 Proposition 3.2 and Proposition 3.3 imply the following result, by fixing δ = 1/8.
In Proposition 3.3 we used the fact that for trees c(v
if |V | ≥ 4. In general, for graphs with small 2-connected components, we rely on the following result.
Lemma 3.5. Suppose G = (V, E) is a connected graph. Let d be the maximum degree of the block-cut tree, and let b be the size of the largest 2-connected component of G.
Proof. If |V | > db then b < |V | and therefore G has a cut vertex. Let C * be the largest component in C v * and let B * be the 2-connected component of G such that v * ∈ B * and B * \ {v * } ⊆ C * ; c.f. Figure 1 . We can assume that there exists a cut vertex in B * \ {v * }, because otherwise B * = C * and clearly |V | ≤ db. For each cut vertex v = v * in B * , let k v be the number of all vertices in the union of all the connected components of C v excluding the component containing B * (grey blobs in Figure 1 ). By construction,
Denote by C the largest connected component of G\{v}. By optimality of v * , C must be equal to the connected component containing the complement of C * . Thus we have
Now simple algebra and the fact that |B * | ≤ b allow us to rewrite this inequality as
To prove our inequality, it is enough to show that
, which is obvious if |V | ≥ db + 1. , the following corollary follows from Proposition 3.2.
Corollary 3.6. Let G = (V, E) be a graph with |V | > db and letv = sCentral(V ). Then
3.2. Recovering a tree. In this section we present procedure ReconstructTree (Algorithm 2), which efficiently recovers the structure of the tree T = G(Σ). We start the procedure by running ReconstructTree([n]). The algorithm updates an edge set E that is initiated asÊ = ∅. At each call, if |V | > 1, V gets partitioned into sets V 1 , . . . , V m by procedure ComponentsTree (Algorithm 3) and the edge setÊ gets updated. Then, ReconstructTree recurses into all the generated sets.
ComponentsTree(V ) first picks a central vertex w = sCentral(V ). It then sorts, in descending order, the absolute values of the pairwise correlations ρ uw = σuw √ σuuσww , where u ∈ V \ {w}, and places them in an ordered list B. For every vertex u in the sorted list, the algorithm checks whether u is separated by w from any of the known neighbours v of w, or equivalently, if det(Σ uw,vw ) = 0; c.f. Section 3.1. In the first case, it adds u to the connected component where v belongs after removing w. In the second case, a new connected component is registered corresponding to the vertex u and the edge uv is added inÊ. In the end, ComponentsTree returns the vertex sets of all such connected components V 1 , . . . , V m . The edges between w and each of the m neighbours in the m connected components are added toÊ.
Proof. After every call of ComponentsTree(V ) it holds that
For every w ∈ [n], either w = sCentral(V ) in one of the calls of ComponentsTree (call such vertex central), or {w} is one of the components V 1 , . . . , V m that are returned by ComponentsTree(V ) (call such a vertex terminal).
Initially the algorithm picks a vertex w = sCentral([n]), which induces the partition
Sort |ρ uw | for u ∈ V \ {w} in decreasing order and put them in list B; for every u in the order of B do t := true;
order with respect to |ρ uw |. Let v ∈ N (w) be adjacent to v and let u be any other other vertex in the same connected component C ∈ C w as v. Then v separates u and w and, in particular, by Lemma 2.1, |ρ vw | > |ρ uw |. This shows that, for any C ∈ C w , the vertex v in C which is a neighbour of w comes earlier in the order specified in the algorithm than any other vertex in C. Hence, v ∈ N (c.f. Algorithm 3) and for all other u ∈ C it holds that det(Σ uw,vw ) = 0. This shows that in the first call of ComponentsTree the algorithm:
(i) adds toÊ the edges between the central vertex w and its neighbours in T , (ii) assigns all vertices to their connected components in C w .
Since each G[V i ] is a tree, the same argument can be applied to subsequent calls of ReconstructTree. Hence, by induction, these two properties hold at any call of ComponentsTree. In particular,Ê ⊆ E(T ). To show the opposite inclusion first note that if uv ∈ E(T ) and u or v is central, then uv ∈Ê by (i). Moreover, if u, v are both terminal, then there is some call of ComponentsTree that places them in different sets V i . Then by (ii), there is no edge uv in E.
Subroutine sCentral is a probabilistic component of the algorithm that is essential to obtain good complexity bounds.
Fix < 1 and define κ = 32 log 2n 2 to be the parameter of Algorithm 1. Then, with probability at least 1 − , Algorithm 2 requires time and queries of order
Proof.
First we analyze the complexity of one call of ComponentsTree(V ). By Proposition 3.2, the call of sCentral(V ) takes time and queries of the order O |V |κ . We then query |V | pairwise correlations and sort them, which takes time O(|V | log |V |). Partitioning V into sets V i takes time and queries both of order O(d|V |) since |N | ≤ d. For all calls of ReconstructTree(V i ) in a recursion level (i.e., distance from the first ReconstructTree call in the recursion tree), it holds that V i ∩ V j = ∅. Hence, in each recursion level the time complexity is of order O(n log n + nκ + nd) and the query complexity is of order O(nκ + nd).
Assume first thatv = sCentral(V ) satisfies c(v) ≤ α := 11/12 in each call with |V | ≥ 4. In this case the recursion depth is at most log 1/α (n) + 4 and, overall, the algorithm has time complexity O n log(n)(log(n) + κ + d) and query complexity O n log(n)(κ + d) . Since κ = O(log(n/ ) + log d), the announced bounds follow.
It remains to show that, with the given choice of κ, with probability at least 1 − we get that c(v) ≤ α in each call with |V | ≥ 4. By Corollary 3.4, in a single call the probability that c(v) > α is at most 2|V | exp(−κ/32), which is further bounded by 2n exp(−κ/32). As ReconstructTree([n]) runs, the procedure sCentral is called at most n times, which is the total number of available vertices. From the union bound, the probability that in at least one callv = sCentral(V ) satisfies c(v) > α is at most 2n 2 exp(−κ/32). Demanding the latter to be at most , we obtain the indicated value for κ and the desired result.
3.3. Graphs with small blocks. We now present an algorithm that recovers concentration graphs with small 2-connected components and small maximum degree of the block-cut tree. The procedure ReconstructSB (Algorithm 4) takes as input a vertex set V and, like in the tree case, updates the global variableÊ, which is initially set asÊ := ∅. If V is small enough, that is, |V | ≤ db, then the algorithm reconstructs the induced graph over V by directly inverting the matrix Σ V . Otherwise it calls ComponentsSB, which first finds a vertex w = sCentral(V ) and returns sets C ∪ {w} for all C ∈ C w . This part of the algorithm is similar to ComponentsTree(V ), but the edges incident with w are not recovered at this stage.
Proposition 3.9. Algorithm 4 is correct, that is, if Σ ∈ M(G) and Σ is generic then
Proof. Assume we are on the first call of ReconstructSB. If n ≤ db then the algorithm outputs G(Σ), which, by definition, is the correct graph. If n > db, then G contains a cut vertex, so with probability 1 a cut vertex w is eventually found by sCentral([n]). Let C 1 , . . . , C m be the connected components of G \ {w}. The sets V i produced by this call of sCentral([n]) correspond to the sets C 1 ∪ {w}, . . . , C m ∪ {w}. This is clear by Property 2: a vertex u belongs to the same connected component as v in G \ {w} if
and only if w does not separate u and v in G. Note also that for any A, B ⊂ V i any minimal separator of A and B is contained in V i . In particular, by Theorem 2.2, Let U 1 , . . . , U r be the sets on which the algorithm recurses on the i-th level of the recursion tree. By construction, these sets are not disjoint and, for each v ∈ V , at most d copies of it are created during the algorithm. Hence, in each recursion level there are at most nd vertices, implying that r i=1 |U i | ≤ nd and that r ≤ nd. Using the complexity bounds for a single call of ReconstructSB, we get that any recursion level in the recursion tree requires
and O ndκ + nd 7 b 6 queries and time, respectively.
Assume first thatv = sCentral(V ) satisfies c(v) ≤ α := √ 4d − 1/ √ 4d in each call. In this case the recursion depth is at most log 1/α (n) and overall the algorithm requires
queries and time, respectively. Since κ = O(d 2 log(n/ )) and 1/ log(1/α) ≤ 20d, we conclude the expressions in the statement of the theorem.
It remains to show that with the given choice of κ, with probability at least 1 − , we get that c(v) ≤ α in each call. By Corollary 3.6, in a single call the probability that c(v) > α is at most 2|V | exp − κ 32d 2 . As ReconstructSB([n]) runs, the procedure sCentral is called at most dn times. From the union bound, the probability that in at least one callv = sCentral(V ) satisfies c(v) > α is at most 2dn exp(−κ/(32d 2 )). This is at most for the indicated value of κ.
Lower bounds.
In this section we show that the result of Theorem 3.8 is optimal up to logarithmic factors, in the sense that one cannot reconstruct trees with maximum degree d with less than Ω(dn) covariance queries.
Let X be the class of n × n covariance matrices whose concentration graph is a tree. We write T (Σ) for the tree induced by Σ ∈ X . We also denote by X d the class of covariance matrices whose concentration graph is a tree of maximum degree bounded by d. In our construction we use the characterization of the class X given in Lemma 2.1.
We first prove that any algorithm that recovers the correct tree (without any restriction on the maximum degree) needs to access the covariance oracle Ω(n 2 ) times.
In order to formalize such a statement, let A k be the class of all randomized adaptive algorithms that query the covariance oracle at most k times. An algorithm A ∈ A k outputs the tree T (A). The probability of error of algorithm A for Σ ∈ X is denoted by
where the probability is with respect to the randomization of the algorithm A. The quantity of interest is the minimax risk
R(A k , X ) expresses the worst-case probability of error of the best algorithm that takes at most k covariance queries.
Theorem 3.8 implies that there exists a constant c > 0 such that, for every > 0, we have R(A k , X d ) ≤ whenever k > cn log(n) (d + log(n/ )). In this section we prove that this upper bound is tight up to logarithmic factors.
We start with the case d = n − 1 (i.e., no restriction on the maximum degree) since this simpler case already contains the main ideas. The lower bound for R(A k , X d ) follows by a simple adjustment. Figure 2. Illustration of the construction in the proof of Theorem 3.11 with n = 6, {I, J} = {2, 3}, and B = 0 (left), B = 1 (right).
Proof. In order to prove the lower bound, we define a probability distribution D on the set X and write
Next we specify how a random symmetric matrix Σ, distributed according to D, is generated. Σ is defined by a collection of independent random variables: let B be a Bernoulli random variable with parameter 1/2, let U 1 , . . . , U n−1 be independent random variables, uniformly distributed on [0, 1], and let I, J be different indices in [n − 1], uniformly distributed over all (n − 1)(n − 2) such pairs. Then Σ = Σ(B, U 1 , . . . , U n−1 , I, J) is defined as follows; c.f. Figure 2. (We index the n columns and rows from 0 to n − 1.)
• Σ i,i = 1 for all i = 0, . . . , n − 1.
• Regardless of B, I, J, we have Σ 0,i = U i for all i = 1, . . . , n − 1.
• If B = 0, then Σ i,j = U i U j for all i, j ∈ {1, . . . , n − 1}, i = j. Note that in this case, by Lemma 2.1, the concentration graph is a star with vertex 0 as a center (and therefore indeed Σ ∈ X ).
• If B = 1, then Σ i,j = U i U j for all i, j ∈ {1, . . . , n − 1} such that i = j and {i, j} = {I, J}. Moreover, Σ I,J = min(U I , U J )/ max(U I , U J ). In this case, again by Lemma 2.1, the concentration graph is a tree in which vertex 0 has degree n − 2, every vertex i / ∈ {I, J} has degree 1 and is attached to vertex 0, and vertices 0, I, J form a path such that, if U I < U J , then J is the middle vertex and if U I > U J , then I is the middle vertex.
Clearly, regardless of what the algorithm A is, it is unable to distinguish between Σ(0, U 1 , . . . , U n−1 , I, J) and Σ(1, U 1 , . . . , U n−1 , I, J) before the entry Σ I,J is queried. Figure 3. Three trees made from a ternary tree, by moving at most one lower level leaf from its parent to one of its siblings.
Thus, for any algorithm A,
by symmetry, proving the theorem.
For the class of covariance matrices X d whose concentration graph is a tree with maximum degree bounded by d, we have the following bound. Its proof is similar to that of Theorem 3.11. To avoid repetitions, we do not detail the proof. The only difference is that the class of trees that support the distribution D now includes the complete d-ary tree of height h of n = (d h+1 − 1)/(d − 1) vertices and its modifications such that, in each d-ary branch at the leaf level, one can remove a leaf and attach it to another one of the same branch (see Figure 3 for such instances, made from a ternary tree).
Theorem 3.12.
whenever k = o(nd).
Separators in bounded treewidth graphs
In the next two sections we deal with the main results of the paper. We show that a large and important class of sparse concentration graphs can be reconstructed efficiently with O(n polylog n) correlation queries. The class includes all graphs with bounded treewidth and maximum degree.
The algorithm we propose is a divide-and-conquer algorithm. The main idea is that, once one finds a small set of vertices (a separator) whose removal decomposes the graph into small connected components, and these components are identified, one may recurse in these components. The nontrivial task is to find such separators efficiently.
Our algorithm starts by taking a random sample W of the vertices, of size proportional to the treewidth of G. Then we find a separator of W of size at most k + 1 that splits the vertices of W into two sets of comparable size. We argue that, with high probability, such separator exists. We also prove that this separator is a balanced separator of the entire vertex set. Removal of this separator decomposes the graph into connected components of significantly reduced size. We identify these components using a linear number of queries. Then the algorithm recurses into each of the components. In this section we discuss the first splitting of the graph. How to subsequently recurse into the smaller subsets is described in detail in Section 5.
A tree decomposition of a graph G = (V, E) is a tree T with vertices B 1 , . . . , B m where B i ⊆ V satisfy The width of a tree decomposition is the size of its largest set B i minus one. The treewidth of a graph G, denoted tw(G), is the minimum width among all possible tree decompositions of G.
The key property of bounded-treewidth graphs is that they have small "balanced" separators. To define a balanced separator, we generalize the notion of centrality (3.1) for any set S ⊂ V by writing
where recall that C S is the set of connected components of the graph induced by V \ S. We say that a separator S is balanced when c(S) ≤ 0.93. We start by noting that every graph with bounded treewidth has a small balanced separator, see, for example, (Bodlaender, 1998, Theorem 19) . Remark. By (Bodlaender, 1998, Lemma 11) , if tw(G) ≤ k then tw(H) ≤ k for every subgraph H of G. In particular, one can recursively split a graph into subgraphs of small treewidth using small balanced separators. 4.1. Finding a separator of two sets. Let G = (V, E) be a graph and let Σ ∈ M(G) be generic. We give an algorithm that finds a minimal separator of two subsets A, B ⊂ V . By Property 1, the size of such a minimal separator is r := rank(Σ A,B ). Denote by S(A, B) the set of all minimal separators of A and B in G. Denote by U the set of all vertices that lie in some minimal separator in S(A, B). 2 ) and computational complexity O(|V |M 3 ).
By Lemma 4.2, the first loop finds the set U of all vertices that lie in a minimal separator of A and B. This loop has O(|V |M 2 ) and O(|V |M 3 ) query and computational complexity, respectively.
We now take an arbitrary vertex v 0 ∈ U and show that the second loop of the algorithm finds a minimal separator of A and B that contains v 0 . Start with C = {v 0 } and note that, since v 0 ∈ U , there exists S ∈ S(A, B) containing v 0 . In each iteration of the second loop we add u ∈ U \ {v 0 } to C if rank(Σ ACu,BCu ) = r. Therefore, by Property 2, we update C ← C ∪ {u} if and only if there exists (not necessarily unique) S ∈ S(A, B) such that C ∪{u} ⊆ S. By Property 1, |S| = r and so, if |C ∪{u}| = r then S = C ∪ {u} and the rank condition will not be satisfied for the subsequent vertices in the loop (showing correctness of the algorithm). If |C ∪ {u}| < r then C ∪ {u} is a strict subset of S and all the remaining vertices in S \ (C ∪ {u}) appear in the second loop after u. Applying this argument recursively, we conclude correctness of the algorithm.
Since |U | ≤ |V | and r ≤ M , the number of queries and computational complexity of the second loop are O(|V |M 2 ) and O(|V |M 3 ), respectively, which concludes the proof.
Balanced separators in G.
In Section 4.1 we provided an efficient procedure that finds a separator for a given pair of sets A, B ⊂ V . In this section we show how to construct such a pair of small sets so that the obtained separator is, with high probability, a balanced separator for the entire graph G.
Our approach to finding a balanced separator is to base the search on a random subset W ⊂ V of size m which can be handled within our computational budget. To argue why our randomization works and guide the choice of the parameter m we rely on VC-theory initiated by Vapnik & Chervonenkis (1971) . Let F S be the set of all connected components in C S and their complements in V \ S. Write (4.2)
that is, C ∈ F k if it is a connected component of G \ S for some S with at most k elements, or C is a union of all but one such components.
We now present conditions that assure that a uniformly random sample W from the vertex set V is a δ-sample with high probability. A subset W ⊂ V is shattered by F k if W ∩ F k = {W ∩ C : C ∈ F k } is the set of all subsets of W . Define the VC-dimension of F k , denoted by VC(F k ), to be the maximal size of a subset shattered by F k . The following follows from the classical Vapnik-Chervonenkis inequality (see Devroye & Lugosi (2000) for a version that implies the constants shown here):
Theorem 4.5. Suppose that VC(F k ) = r, δ > 0, and τ ≤ 1/2. A set W obtained by sampling m vertices from V uniformly at random, with replacement, is a δ-sample of F k with probability at least 1 − τ if
A key property of the set F k is that its VC-dimension is bounded by a linear function of the treewidth k.
Lemma 4.6 (Feige & Mahdian (2006) ). Let G = (V, E) be a graph and let F k for k ≥ 1 be the set defined in (4.2). Then VC(F k ) ≤ 11 · k.
Remark. The statement of this lemma in Feige & Mahdian (2006) uses a universal constant. Their proof however allows one to specify this constant to be 11.
The next result shows that a δ-sample admits a balanced separator.
Proposition 4.7. Let G = (V, E) be such that tw(G) ≤ k, and let W ⊂ V be a δ-sample of F k+1 satisfying |W | ≥ 6(k + 1). If δ ≤ 1 24 then we can partition W into two sets A, B such that |A|, |B| ≤ 2|W | 3 and a minimal separator S of A and B has at most k + 1 elements. Moreover, for any such partition, max(|A \ S|, |B \ S|) ≤ 4 5 |W \ S|.
Before we prove this result we formulate two useful lemmas. The first one is merely a simple observation.
To state the second lemma, write λ = 1 − k+1 |V | and note that |V \S| |V | ≥ λ for all S such that |S| ≤ k + 1.
Lemma 4.9. Suppose W ⊂ V is a δ-sample for F k+1 and let S ⊂ V with |S| ≤ k + 1. If C ∈ C S , then
To bound the last expression, letC = V \ (C ∪ S). Since C,C ∈ F k+1 , we get
A similar argument gives an upper bound for |W \S| |W | , which after taking reciprocals gives (4.6) 1
This gives the upper bound in (4.5) because
where the last inequality follows by the fact that the middle expression is a decreasing function of (use |V | ≥ |W | ≥ 6(k + 1)). This shows that W \ S * can be partitioned into disjoint subsets W ∩ C for C ∈ C S * all of size at most 2 3 |W \ S * |. By Lemma 4.8, we can group these sets into two groups A and B each of size at most 2 3 |W \ S * |. To show the first claim let A, B be any two sets partitioning W that satisfy A \ S * = A , B \ S * = B . We next show that there is a choice of A, B that gives max(|A|, |B|) ≤ 2 3 |W |. This is done by allocating the elements of W ∩ S * in a balanced way between A and B so that both A and B get at most 2 3 of the elements in W ∩ S * . This can be always done if W ∩ S * has at least two elements. If W ∩ S * is empty, the statement is trivial. If |W ∩ S * | = 1 we consider two cases (i) |A | < |B | and (ii) |A | = |B |. In case (i) we allocate the element in W ∩ S * to A . In that case
In case (ii), we again allocate the element in W ∩ S * to A and use the fact that |A | = |B | = 1 2 |W \ S * |, which gives
where the last inequality holds always if |W | ≥ 3. This proves the first claim.
To show the second claim, assume max(|A|, |B|) ≤
which completes the argument.
4.3. Separating and splitting. We now propose a procedure Separator that finds a balanced separator in G. When a separator is found, decomposing the graph into connected components is straightforward and is given in the procedure Components.
The procedure starts by choosing a sample W ⊂ V . Then the algorithm looks for a partition of W into two sets A, B so that |A|, |B| ≤ 2 3 |W | and the rank of Σ A,B is small. In Proposition 4.10 we argue why such a partition exists with high probability. Then the algorithm uses ideas of Section 4.1 to efficiently find a minimal separator S of A and B in G; by construction |S| = rank(Σ A,B ). At this moment a purely deterministic part of the process begins. Given S, the algorithm decomposes V into connected components in C S . This is done using rank conditions like in the tree-like case. // will contain one vertex from each C ∈ C
The next proposition shows that Algorithm 8 outputs a balanced separator with high probability.
Proposition 4.10. Let G = (V, E) be a graph with tw(G) ≤ k, and |V | ≥ 6(k + 1) vertices and let Σ ∈ M(G) be generic. Let τ ∈ (0, 1). Then , with probability at least 1 − τ , Algorithm 8 finds a separator S in G such that |S| ≤ k + 1 and |C| ≤ 0.93|V | for each connected component C ∈ C S .
Proof. The procedure starts by choosing a sample W ⊂ V . The size of the sample m is chosen so that, with probability at least 1 − τ , W is a δ-sample for F k+1 . A sufficient condition for m follows by Theorem 4.5 and Lemma 4.6. Note that this condition also assures that |W | ≥ 6(k + 1). . Since C * lies in F k+1 , we get
The expression on the right-hand side is an increasing function of , and λ ≥ 5 6
, we get that
.
Recovery of bounded treewidth graphs
In this section we present an algorithm for reconstructing graphs with bounded treewidth. Let G = ([n], E) be a graph and let Σ ∈ M(G) be generic. To recover G from Σ we follow a similar divide-and-conquer strategy as in the previous sections. First, a balanced separator S is chosen and then the algorithm recurses into all the components in C S . There is however a complication. If C ∈ C S , then G[C ∪ S] is not equal to the graph of Σ CS , unless for each C ∈ C S the set of vertices in S that are linked to C by an edge is a clique of G; see (Frydenberg, 1990, Theorem 3.3) . The condition holds, in particular, when S is a clique, but in our case there is no way to assure that in general. If it does not hold, then the graph of G(Σ CS ) is strictly bigger than the subgraph G[C ∪ S]. The next example illustrates this phenomenon.
Example.
Consider the four-cycle given below together with the corresponding covariance and precision matrices An easy way around this problem is by noting that Gaussian graphical models are closed under conditioning. The graph of the conditional covariance is obtained from G by removing the vertices in the conditioning set and all the incident edges. This means that the edges in G[C] can be recovered from the matrix Σ C|S given in (2.2). More concretely, we have the following basic result.
Proof. By standard properties of the Gaussian distribution, K C is the inverse of the conditional covariance matrix Σ C|[n]\C ; see, for example, equation (C.3) in Lauritzen (1996) . If S separates C from the remaining vertices then, by conditional independence, this conditional covariance matrix is equal to Σ C|S .
This result shows that in order to keep information about the induced subgraph G[C] once we regress on C, it is important to keep the information about the separating set. To see how this is done, it is helpful to study the situation in Figure 4 . Suppose that S separates G into several components one of which is C. We then recurse our algorithm on C by conditioning on S. In the next step we use the matrix Σ C|S to find a balanced separator S of G [C] . We then recurse on the corresponding components C 1 , C 2 , C 3 , C 4 . Note that in the next step it is not enough to condition on S to study G[C 2 ] because it is connected to the rest of the graph through S. Therefore, in this recursive call we need to work with the conditional covariance matrix Σ C 2 |SS .
The dependence on separating sets requires a modification of the algorithms that we use to decompose the graph. Instead of working on the covariance matrix, they should be working on the conditional covariance matrix. Note however, that rank queries for Σ A,B|S with A, B ⊂ C are equivalent to rank queries on Σ AS,BS . Indeed, by the Guttman rank additivity formula (see e.g. (Zhang, 2005 , Section 0.9)) rank(Σ AS,BS ) = rank(Σ S ) + rank(Σ A,B|S ) = |S| + rank(Σ A,B|S ).
Therefore the algorithms ABSeparator (A, B) , Separator, Components have their simple modifications ABSeparator(V, A, B, S), Separator(V, S), Components(V, S), where a set S disjoint from V is added to both the row and the column set in all the rank queries. For completeness we explicitly provide these algorithms in Appendix A. Figure 4 . Components found during subsequent recursive calls to Reconstruct. The algorithm needs to keep track of the separators found at all levels, as C 2 and C 3 are connected by both S and S.
We now present the complete algorithm as routine Reconstruct, which returns the precision matrix K = Σ −1 . With a fixed bound k on the treewidth of G we start as follows: Most edges in K are only reconstructed in the final recursive calls. Consider the situation in Figure 4 . Suppose that Reconstruct(C, S) recurses to Reconstruct(C 1 , S ∪S ). If |C 1 | ≤ m then Reconstruct(C 1 , S ∪ S ) computes K C 1 , which by Lemma 5.1 is equal to the inverse of Σ C 1 |SS . The matrices K C 1 S and K S S can be computed in a similar way as described in the lemma below.
Lemma 5.2. Suppose C ∈ C S and that C is further decomposed into S and the connected components {C 1 , . . . , C d } (as in Figure 4 ). Let K = Σ −1 . The submatrix K C has a block structure with K C i ,C j = 0 for i = j and
where I m denotes the m × m identity matrix.
Proof.
There are no direct links between C i and C j in G and so K C i ,C j = 0 for i = j. Lemma 5.1 gives the identity K C Σ C|S = I |C| . Taking the C i -rows of K C and the S -columns of Σ C|S we get from this identity that
which implies the first equality. Taking the S -rows and S -columns we get
which implies the second formula.
Proof. The correctness of Components([n], ∅) was already shown in Proposition 4.10. Using the discussion given in the beginning of this section, we can easily adjust this proof for any call of Components(V, S). This, together with Lemma 5.1, implies that in each call of Components(V, S):
By (i) all (zero) entries in K C i ,C j are correctly recovered. By (ii) all the entries of K C i obtained by inverting Σ C i |SS are correct. By Lemma 5.2, also K C i ,S and K S ,S are correctly recovered. , and τ ≤ . Then, with probability at least 1 − 1 n 8 , the query complexity of Reconstruct is of the order
and the time complexity is of the order
Remark. The choice of τ ≤ 1/3 in Theorem 5.4 is arbitrary; any other choice would only change the constant factors in the complexity bounds and the probability of exceeding the stated query and time complexity. Moreover, we note that the total probability of error can be made arbitrarily small. In the following proof we show that the recursion depth is O (log n) with high probability. Then, executing the algorithm O(log 1 ) times (each time stopping if it does not finish in the time limit stated in Theorem 5.4) we get at least one timely execution of the algorithm with probability 1 − , regardless of n. The complexity only changes by a factor of O(log 1 ).
Remark. As it is easily seen from the proof, the assumption of bounded degree can be relaxed. It can be substituted by the assumption that removing O(k log n) vertices decomposes the graph into at most polylogarithmic number of connected components.
In other words, one may weaken the bounded-degree assumption by suitable assumptions on the fragmentation of the graph. We refer to Hajiaghayi & Hajiaghayi (2003) and Hajiaghayi & Nishimura (2007) for more information on this notion. An example of a graph with unbounded degree for which our reconstruction method works is the wheel graph (i.e., the graph formed by connecting a central vertex to all vertices of a cycle of n − 1 vertices). This graph has treewidth 3, maximum degree n − 1 but low fragmentation.
Proof. [Proof of Theorem 5.4] We refer to all operations in Reconstruct([n], ∅) excluding operations in subsequent calls Reconstruct(C i , S ) as the zeroth recursion level of the algorithm. Similarly, the operations of all Reconstruct(C i , S ) for i = 1, . . . , d apart from their subsequent calls are called the first recursion level. We extend this definition iteratively to the t-th recursion level for t > 1.
Assume initially that Components never fails, that is, |S | ≤ k + 1 and for each connected component C ∈ C S it holds that |C| ≤ 0.93|V |, as stated in Proposition 4.10. We will bound the total probability of failure later in the proof. Since the algorithm recurses on sets C i of size at most 0.93|V |, the recursion depth (maximal number of recursion levels) is at most log 100/93 n, which is of order O(log(n)). Moreover, in each call of Reconstruct(V, S) always |S| = O(k log n).
We start with the analysis of Components(V, S). Assume first that |V | > m and write s = |S| and s = |S |. for queries and time, respectively.
Since removing at most s vertices of degree at most d splits the graph into at most ds connected components, splitting V into the connected components C i requires O(|V |s ds) queries and O(|V |s ds 3 ) time, and since s = O(k log n), this gives query and time complexity bounds O(|V |dk 2 log n) and O(|V |dk 4 log 3 n).
In the case where |V | ≤ m , we obtain queries and time of the order O(s 2 ) and O(s 3 ) respectively. These terms are dominated by the terms that appeared for earlier steps of the algorithm and will be ignored in what follows. Overall, at each recursion level this part of the algorithm requires O n2 m k 2 log 2 n + nk 2 log 2 n + ndk 2 log n queries and O(n2 m k 3 log 3 n + nk 3 log 3 n + ndk 4 log 3 n) time, since the vertex sets V are disjoint and there can be up to O(n) calls to Separator at the bottom levels of recursion. Using the fact that m = O(k log k) and simplifying, we obtain:
(5.1) O 2 O(k log k) k 2 n log 2 n + dk 2 n log 2 n queries and (5.2) O(2 O(k log k) k 3 n log 3 n + dk 4 n log 3 n) time.
After calling Components(V, S), Reconstruct obtainsK C i (we focus on a fixed recursion level so we can ignore the recursive call of Reconstruct(V, S)) and computes the matricesK C i ,S . After these matrices are computed for all components C i , the algorithm computesK S ,S . For these computations we need to calculate the conditional covariance matrices Σ C i ,S |S and Σ S |S . The time to compute each Σ C i ,S |S = Σ C i ,S − Σ C i ,S Σ −1 S Σ S,S requires O(|C i |s + s 2 ) and O(|C i |s 2 + s 3 ) queries and time, respectively, hence O(|V |s + s 2 dk log n) and O(|V |s 2 + s 3 dk log n),
S requires only O(k 2 ) additional queries (we use s ≤ k + 1). The time complexity of this computation is dominated by the time needed to computeK C i Σ C i ,S |S . A naive method of computingK C i Σ C i ,S |S would require O(|C i | 2 k) time, which is too time-consuming for our purposes. However, we can take advantage of the fact that the subgraph G[C i ] has treewidth at most k (by the remark following Proposition 4.1) and the number of edges in such a graph is at most |C i |k. This implies that there are at most k|C i | non-zero entries inK C i and so the multiplication takes time O(k 2 |C i |). Considering all C i , we obtain time complexity O(k 2 |V |) for this step. Finally, to computeK S we need additional O(sk) queries for Σ S,S and O(|V |k 2 + dk 3 ) time to computeK S . However, since s = O(k log n), these terms are clearly dominated by complexity of the preceding steps in the algorithm and so they will be ignored in what follows. Overall, at each recursion level this part of the algorithm requires O ns + ns 2 dk log n and O(ns 2 + ns 3 dk log n + k 2 n) queries and time respectively. Using the fact that m = O(k log k) and s = O(k log n) and simplifying, we obtain: (5.3) O kn log n + dk 3 n log 3 n queries and (5.4) O(k 2 n log 2 n + dk 4 n log 4 n) time.
The total complexity for a fixed recursive level are obtained by combining (5.1)-(5.4). Taking into account the recursion depth O(log(n)) we get the stated overall complexity bounds.
Let I i be the indicator variable that the i-th call of Components succeeds. This happens with P(I i = 1) = 1 − τ ≥ 2/3. Let α = 0.93. Consider a given recursion path from the root to a leaf in the recursion tree. There are at most log 1/α n calls with I i = 1 in such a recursion path. Since the I i are independent, we can use Hoeffding's inequality to bound the probability that we have less than log 1/α n successes in N = 3 log 1/α n calls: This argument implies that a fixed path from the root to a leaf in the recursion tree is logarithmic with high probability. There are at most n such paths. Hence, by the union bound and the condition for n, the probability that there exists one of them with more than logarithmic length is bounded by 1/n 8 .
