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ABSTRACT
We investigate to which extent data partitioning can help
improve the performance of software transactional memory
(STM). Our main idea is that the access patterns of the var-
ious data structures of an application might be sufficiently
different so that it would be beneficial to tune the behav-
ior of the STM for individual data partitions. We evaluate
our approach using standard transactional memory bench-
marks. We show that these applications contain partitions
with different characteristics and, despite the runtime over-
head introduced by partition tracking and dynamic tuning,
that partitioning provides significant performance improve-
ments.
Categories and Subject Descriptors
D.1.3 [Programming Techniques]: Concurrent Program-
ming
General Terms
Algorithms, Performance
1. INTRODUCTION
There exist a large variety of transactional memory de-
signs (e.g., [8, 9, 7, 10]), each of which has different perfor-
mance tradeoffs. Our experience with transactional memory
indicates that there will be no “one size fits all” implementa-
tion. In particular, we expect that different workloads will
require different optimizations and even different transac-
tional memory designs. For example, one classical design
decision in software transactional memory (STM) is the use
of visible vs. invisible reads. The former makes readers visi-
ble to writers and hence, typically performs better than the
latter on workloads with a high percentage of update trans-
actions; it performs worse, however, for most other work-
loads. Another example is that of the granularity of conflict
detection: memory regions that suffer from high contention
might benefit from coarse-grained detection (e.g., at the ob-
ject level, or even at the granularity of the whole region),
while one would rather use fine-grained detection for non-
contended regions.
One can expect that large applications will use different
data structures that require different optimizations. For in-
stance, a linked list might have a high update transaction
rate and would benefit from visible reads, while a red/black
tree in the same application with a low update transaction
rate should rather use invisible reads. In reality, matters
will likely be even worse: there might be multiple red/black
trees, each of which might experience a different workload.
This implies that optimizations of the transactional mem-
ory based on individual data types might not be sufficient
to achieve good performance.
We believe that optimizing an STM for heterogeneous
workloads is best addressed using a divide-and-conquer ap-
proach. Our key assumption is that the transaction work-
load is more homogeneous within rather than across “data
partitions”. Therefore, optimizations on a per-partition ba-
sis are more effective than optimizations on individual trans-
actions alone and allow the STM to provide performance
composability. For example, we could decide to use visible
reads in highly contended partitions and invisible reads in
partitions with low contention.
For our approach to be effective, we have to solve several
problems. First, we need to find a good partitioning among
all data structures of an application. Once partitions have
been identified, we need to integrate the partitioning with
the underlying STM and finally perform per-partition tun-
ing.
Figure 1 illustrates our approach, which is based on a
combination of compile-time and runtime techniques. We
first automatically partitioning memory using the approach
described in [6], thus allowing the STM to perform con-
currency control separately for each partition. Second, we
explain how STMs can be extended to use different kinds
of concurrency control for different partitions, and how to
tune the transactional memory system at runtime on a per-
partition basis. In our current STM, tuning decisions are
driven by runtime heuristics. We implemented our approach
by extending Tanger [11] and TinySTM [10].
Using a hybrid compile-time/runtime approach allows us
(1) to move most of the costs for establishing partitions to
compile-time and (2) to still be able to support dynami-
cally changing workloads (e.g., different workload phases)
because tuning decisions and STM algorithms are chosen
dynamically at runtime.
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