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Abstract
This paper concerns the validity of the Prandtl boundary layer theory for steady,
incompressible Navier-Stokes flows over a rotating disk. We prove that the Navier
Stokes flows can be decomposed into Euler and Prandtl flows in the inviscid limit. In so
doing, we develop a new set of function spaces and prove several embedding theorems
which capture the interaction between the Prandtl scaling and the geometry of our
domain.
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1 Introduction
We consider the steady incompressible Navier-Stokes equations on the domain Ω = (0, θ0)×
(R0,∞) in polar coordinates. The boundary ∂Ω then consists of three components: {ω =
θ0}, {ω = 0}, {r = R0}. In cartesian coordinates, the equations read:
U¯ U¯x + V¯ U¯y + Px = ∆U¯
U¯ V¯x + V¯ V¯y + Py = ∆V¯
U¯x + V¯y = 0.
 in Ω (1.1)
In polar coordinates, the equations read [KC04, Page 739]:
UUω
r
+ V Ur +
UV
r
+
Pω
r
= 
(
Urr +
Ur
r
+
Uωω
r2
− U
r2
+
2
r2
Vω
)
UVω
r
+ V Vr − U
2
r
+ Pr = 
(
Vrr +
1
r
Vr +
Vωω
r2
− V
r2
− 2
r2
Uω
)
Uω + ∂r(rV ) = 0.

in Ω (1.2)
Here, U¯ and V¯ represent the horizontal and vertical velocities of the flow, and U, V
represent the angular and radial velocities of the flow. The Navier-Stokes equations are
taken together with the no-slip boundary conditions on the boundary {r = R0}. We suppose
that the disk of radius R0 is rotating counter-clockwise with a constant angular velocity of
ub > 0. The no slip boundary condition in our case is then
U |r=R0 = ub and V |r=R0 = 0. (1.3)
The boundary conditions at {ω = 0} and {ω = θ0} will be prescribed in the text. We study
the limit as → 0. Formally, one expects solutions to the above Navier-Stokes equations to
converge to solutions of the Euler equations with  = 0, but this does not happen due the
mismatch at the boundary between the no slip condition enforced for solutions to Navier
Stokes equations and the no normal flow condition enforced for solutions to Euler equations.
To account for this mismatch, in 1904 Ludwig Prandtl proposed the formation of a
boundary layer of size
√
 near the boundary, such that the Navier-Stokes flow can be
decomposed into the sum of the Euler flow and the boundary layer flow. This is regarded
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as one of the most important ideas in fluid mechanics in the last century, and the theory
has led to astounding developments in the applied sciences. Indeed, many phenomena in
fluids such as wake flows and plane jet flows are described by the Prandtl theory [Sch00].
Despite this, a rigorous mathematical justification of the boundary layer theory remains
open in general.
For unsteady flows, there are several interesting results, see for instance [SC98], [SC98],
[Mae14], [As91], [MT08]. The work of Guo and Nguyen, [GN14], is the first result establish-
ing validity of the boundary layer expansion for steady state flows in a rectangular domain
over a moving plate. They do so using a combination of energy estimates, elliptic estimates,
and a new positivity estimate obtained via the vorticity multiplier ∂y
(
v
us
)
− ∂x
(
v
us
)
.
The main goal of this paper is to generalize Guo and Nguyen’s method in the presence of
geometric curvature effects in order to establish the validity of the boundary layer theory
for steady flows over a rotating disk.
1.1 Boundary Layer Expansion
We denote by u0e to be an outer Euler shear flow which is radial:
u0e = u
0
e(r). (1.4)
Such a shear flow describes an Euler fluid which rotates counterclockwise. On the boundary
{r = R0}, we denote by ue = u0e(R0) and assume that ue > 0. We also suppose that the
disk of radius R0 is rotating at an angular velocity ub > 0. We now scale to boundary layer
variables in the following way:
Boundary Layer Scaling: Euler Scaling:
R = R(r) = R0 +
r−R0√

, r = r(R) = R0 +
√
(R−R0).
Note that r,R ≥ R0 > 0 and that ∂Rr(R) =
√
, ∂rR(r) = 1/
√
. We scale to boundary
layer velocities and pressure in the following way:
U (ω,R) = U(ω, r), V (ω,R) =
1√

V (ω, r), P (ω,R) = P (ω, r). (1.5)
The boundary layer velocities and pressure satisfy the following scaled Navier-Stokes
equations:
U U ω
r
+ V U R +
√

r
U V  +
1
r
P ω = U

RR +
√

U R
r
+ 
U ωω
r2
− U

r2
+ 23/2
V ω
r2
, (1.6)
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U V ω
r
+ V V R −
1√

(U )2
r
+
1

P R = V

RR +
√

V R
r
+ 
V ωω
r2
− V

r
− 2√U

ω
r2
,
U ω + ∂R(rV
) = 0.
We start with the following formal expansion:
U (ω,R) = u0e(ω, r) + u
0
p(ω,R) +
√
u1e(ω, r) +
√
u1p(ω,R) + 
γ+ 1
2u(w,R), (1.7)
V (ω,R) = v0p(ω,R) + v
1
e(w, r) +
√
v1p(ω,R) + 
γ+1/2v(ω,R), (1.8)
P (ω,R) = P 0e (r) + P
0
p (ω,R) +
√
P 1e (ω, r) +
√
P 1p (ω,R) + P
2
p (ω,R) + 
1
2
+γP (ω,R).
(1.9)
According to the expansions (1.7) - (1.8), the Prandtl decomposition up to leading order
is then:
U(ω, r) = U (ω,R) ≈ u0e(ω, r) + u0p(ω,R), (1.10)
V (ω, r) =
√
V (ω,R) ≈ √v0p(ω,R) +
√
v1e(ω, r). (1.11)
[u0p, u
1
e, u
1
p] and [v
0
p, v
1
e , v
1
p] are approximate boundary layers to be constructed, after which
the remainders u, v must be constructed and controlled. We insert the expansions
into the scaled Navier-Stokes equations, and obtain the different orders of the errors
Ru and Rv, which are detailed in equations (3.1) - (3.19). The scaled divergence free
condition is enforced at each stage of the expansion. So, for example, for the Prandtl-0
layer, we enforce u0pω = −∂R(rv0p) = −
√
v0p − rv0pR, and for the Euler-1 layer, we enforce
u1eω = −∂r(rv1e) = −v1e − rv1er. We define the following notation which will be in use
throughout the paper:
Definition 1.1. us = u
0
e + u
0
p +
√
u1e, vs = v
0
p +
√
v1e , and uapp = us + u
1
p, vapp = vs + v
1
p.
Once the velocities of each layer has been constructed, the pressures are defined using the
radial error contributions up to and including the 0 contributions. The −1 order equation,
(3.7), for instance, dictates that the initial Prandtl pressure is constant in R. The −1/2
order error, (3.8), is the Euler-0 pressure as given by the Euler equation for the shear radial
flow u0e(r). We then estimate the error caused by this definition in the angular equations.
1.2 Boundary Data
The no-slip boundary conditions at {r = R0} must be enforced for each order of the
expansion in (1.7, 1.8). Since the outer Euler flow u0e is given, we have:
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Boundary Conditions on {r = R0}:
u0e(R0) + u
0
p(ω,R0) = ub, u
1
e(ω,R0) + u
1
p(ω,R0) = 0, u
(ω,R0) = 0, (1.12)
v0p(ω,R0) + v
1
e(ω,R0) = 0, v
1
p(ω,R0) = 0, v
(ω,R0) = 0. (1.13)
Boundary Conditions on {ω = 0}:
u0p(0, R) = u¯0(R), u
1
p(0, R) = u¯1(R), u
1
e(0, r) = u
1
b(r), (1.14)
v1e(0, r) = Vb0(r), u
(0, R) = v(0, R) = 0. (1.15)
Boundary Conditions on {ω = θ0}:
v1e(θ0, r) = Vb1(r), (1.16)
vω + ru

R = 0 and P
r = 2uω. (1.17)
Boundary Conditions as r →∞:
u0p(ω,R), u
1
p(ω,R), [u
j
e, v
j
e](ω, r)→ 0 as r,R→∞. (1.18)
We impose the following compatibility conditions for the Euler boundary conditions:
Vb0(R0) = v
0
p(0, R0), Vb1(R0) = v
0
p(θ0, R0). (1.19)
The boundary conditions for the remainders (u, v) in (1.12) - (1.13) and (1.15) are the
no-slip conditions, and the condition in (1.17) is the stress-free condition.
1.3 Main Result
In order to state our main result, we must first define the norm Z, which is the Prandtl
layer norm in which we close our nonlinear analysis:
Definition 1.2.
||u, v||2Z =
∫ ∫
u2rδ + u2ωr
δ + u2Rr
1+δdωdR+
∫ ∫
v2ωr
δ + |∂R(rv)|2rδdωdR
+ γ
(∫ ∫
u2qR r
q+αdωdR
)1/q
+ γ
(∫ ∫
v2qR r
q+αdωdR
)1/q
+ γ
(∫ ∫
u2qω dωdR
)1/q
+ γ+1
(∫ ∫
v2qω r
− q
2pdωdR
)1/q
, (1.20)
where q = 1+δ′, δ′ arbitrarily small but positive, γ ∈ (0, 14). Let p be the Holder conjugate
of q, and 0 < qp ≤ α ≤ qδ2 . Most importantly, δ will be taken in the interval 1− 12p ≤ δ < 1.
The space Z depends on the weight δ, but we will refrain from depicting this explicitly.
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Theorem 1.3. Let ub > 0 and u
0
e(r) be a given Euler shear flow such that the derivatives
∂kr u
0
e(r), k ≥ 1 decay exponentially. Suppose the boundary data in (1.12 - 1.18) are
prescribed. Suppose that u¯0 and u¯1 decay exponentially fast in their arguments, that the
compatibility conditions (1.19) are satisfied, and that |Vb0− Vb1| . θ0 for small θ0. Suppose
further that min{ub, u0e + u¯0} > 0. There exists a positive angle θ0 which depends on the
prescribed data such that for γ ∈ (0, 14) and δ ∈ (0, 1) sufficiently close to 1, the asymptotic
expansions given in equations (1.7 - 1.9) are valid. The approximate solutions appearing in
the expansion are those constructed in Theorems 3.1, 3.5, and 3.16, and the Navier-Stokes
remainder satisfies ||u, v||Z ≤ C0.
Corollary 1.4 (Inviscid Lp convergence). Under the assumptions of Theorem 1.3, we have
the following inviscid Lp convergence:(∫ ∫
|U(ω, r)− u0e(r)|prδdrdω
) 1
p
+
(∫ ∫
|V (ω, r)|prδdrdω
) 1
p
≤ C 12p for 2 ≤ p < 4,
(1.21)
and for δ arbitrarily close to 1, and(∫ ∫
|U(ω, r)− u0e(r)|prdrdω
) 1
p
+
(∫ ∫
|V (ω, r)|prdrdω
) 1
p
≤ C 12p for 4 ≤ p <∞,
(1.22)
where U and V are the original Navier-Stokes flows appearing in equation (1.2). In L∞
we have the following convergence:
sup
(ω,r)∈Ω
|U(ω, r)− u0e(r)− u0p(ω,R)| . 
1
4
+ γ
2 , (1.23)
sup
(ω,r)∈Ω
|V (ω, r)−√v0p(ω,R)−
√
v1e(ω, r)| . 
1
4
+ γ
2 , (1.24)
Function Space Preliminaries
We briefly discuss the relevant function spaces in which we develop our analysis. Only basic
definitions are given here because they are required to follow the steps of the outline below.
The details of our functional analytic setup are presented in Section 2. The interaction
between the Prandtl scaling and the geometry of our domain manifests itself in the functional
framework of our analysis for the following reason:
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Consider an L2 function, u¯, in Euler coordinates. By definition, this means
∫ ∫
u¯2(ω, r)rdrdω <
∞. The corresponding scaled function in Prandtl coordinates is given by u(ω,R) = u¯(ω, r).
The Eulerian L2 norm scales down to:
||u||2L2(Euler) =
∫ ∫
u¯2rdrdω =
√

∫ ∫
u2(ω,R)rdRdω 6= √
∫ ∫
u2(ω,R)RdRdω.
Due to the mismatch between the scaled Euler L2 norm and the actual Prandtl L2 norm,
we must work in a new set of function spaces (notationally depicted as || · ||∗ and variants
thereof) which are natural to our problem, and build the corresponding analytic machinery
we require to do our nonlinear analysis. Motivated by this, we define the following Prandtl-
layer version of the L2 norm.
Definition 1.5. ||u||2L2∗ :=
∫ ∫
u2rdRdω.
Applying this same analysis to the derivative operator, ∇ = (∂ωr , ∂r), motivates the
following definition:
Definition 1.6. ||u||H1∗ := ||u||L2∗ + ||∇∗u||L2∗ where ∇∗ =
(
∂ω
r , ∂R
)
and similarly for H2∗
where ∇2∗ has components
(
∂ωω
r2
,
∂ωR
r
, ∂RR
)
. Occasionally we will refer to ∇∗, which
has components
(√
∂ω
r , ∂R
)
. The corresponding weighted variants of these norms will be
denoted with two subscripts: ||u||2L2∗,δ :=
∫ ∫
u2(ω,R)rδdRdω.
Whenever we write Lp without any subscripts, this means the usual Lp in either the
Prandtl layer or the Euler layer, which will be clear from context. The following are the
norms in which energy estimates will be obtained:
Definition 1.7. ||u||2A :=
∫ ∫ (
u2Rr
1+δ + u2ωr
−1+δ + u2r−1+δ
)
dRdω.
Definition 1.8. ||v||2B :=
∫ ∫ (
rδ|∂R(rv)|2 + v2ωrδ + v2rδ
)
dRdω.
By the Fundamental Theorem of Calculus and Holder’s inequality:
∫ ∫
u2rδdRdω ≤
θ20
∫ ∫
u2ωr
δdRdω if u|ω=0 = 0. This paired with the divergence-free condition, uω =
−∂R(rv), yields:
∫ ∫ (
u2ω + u
2
)
rδdRdω ≤ ||v||2B . Motivated by this, we define the following
norm:
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Definition 1.9. ||u||2X :=
∫ ∫
u2rδ + u2ωr
δ + u2Rr
1+δ.
With these definitions in hand, we detail the steps of our analysis.
Outline of Proof
Inserting the boundary layer expansions (1.7 - 1.9) into the scaled Navier-Stokes system
(1.6), we obtain the following system for the Navier-Stokes remainders (for the remainder
of this section, we replace u, v, P  by u, v, P for notational ease):
1
r
usuω +
1
r
usωu+ usRv + vsuR +
√

r
vsu+
√

r
usv +
1
r
Pω (1.25)
− uRR −
√

r
ur − 
r2
uωω +

r2
u− 2
r2
3/2vω = f,
1
r
usvω +
1
r
vsωu+ vsvR + vsRv − 2
r
1√

usu+
1

PR (1.26)
− vRR −
√

r
vR − 
r2
vωω +
2
√

r2
uω +

r2
v = g,
1
r
uω +
√

1
r
v + vR = 0. (1.27)
where
f(ω,R) = −−γ− 12Ru −√Ru,p − γ+ 12
(
1
r
uuω + vuR +
√

r
uv
)
, (1.28)
g(ω,R) = −−γ− 12Rv −√Rv,p − γ+ 12
(
1
r
uvω + vvR − 1√

u2
r
)
. (1.29)
Here, Ru, Rv are the remainders from the approximate solutions uapp, vapp, whose precise
definitions are given in (3.1) - (3.19). Ru,p, Rv,p are the linearizations of the Navier-Stokes
remainders around the Prandtl-1 layer, which precisely are given by:
Ru,p =
1
r
u1puω +
1
r
u1pωu+ u
1
pRv + v
1
puR +
√

r
v1pu+
√

r
u1pv, (1.30)
Rv,p =
1
r
u1pvω +
1
r
v1pωu+ v
1
pvR + v
1
pRv −
2
r
√

u1pu. (1.31)
The NS remainders u, v satisfy the following boundary conditions:
[u, v]|ω=0 = [u, v]|R=R0 = 0, vω + ruR = 0 and Pr = 2uω on {ω = θ0}. (1.32)
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Step I: Construction of Approximate Solutions
We first construct the approximate solutions uapp, vapp such that the resulting remainder
terms Ru and Rv are higher order in . This involves three stages: constructing the Prandtl-
0 layers (u0p, v
0
p) using equations (3.1, 3.7), the Euler-1 layers (u
1
e, v
1
e) using the equations
(3.2, 3.10), and the Prandtl-1 layers (u1p, v
1
p) using the equation (3.3). The divergence free
conditions are enforced at each stage, and the boundary conditions are given in (1.12 -
1.18).
The method of constructing the approximate solutions is as follows: the Prandtl-0 layer
angular velocity, u0p, is constructed via a von-Mises transformation, for which the assumption
min{ub, u0e + u¯0} > 0 is crucial. The radial velocity v0p is then obtained via the divergence
free condition: rv0p =
∫∞
R u
0
pω. This choice creates rapid decay as R→∞ for the Prandtl-0
layers, but as a consequence a boundary condition for v0p|R=R0 cannot be enforced.
The second stage of the construction addresses the Euler-1 layer, (u1e, v
1
e) which is designed
to correct for the normal boundary velocity of v0p|R=R0 by enforcing v0p|R=R0 + v1e |R=R0 = 0.
After passing to a vorticity formulation for v1e , this layer is obtained via standard methods
from the second order elliptic theory.
The last stage of the construction addresses the Prandtl-1 layer, (u1p, v
1
p). The boundary
conditions on {r = R0} are u1p|R=R0 = −u1e|R=R0 and v1p|R=R0 = 0. These are designed such
that uapp|R=R0 = 0 and vapp|R=R0 = 0. This construction relies on the positivity estimate,
which will be discussed in Step III.
After these three stages, we evaluate the remaining error,
∫ ∫ (|Ru|2 + |Rv|2) r2+δ. The
weight of r2+δ must be included because Ru, Rv are contained in f, g in the equations (1.28
- 1.29), and r2+δ accompanies f, g in the linear estimate (1.50). Interestingly, the angular
error term arising from equation (3.4),
∫ ∫ |u0e|2rδ−2, is infinite in the critical case of δ = 1,
which is the reason the convergence in Corollary 1.4 cannot include δ = 1 for p < 4, which
in turn would correspond to the usual Lp convergence. Despite this, we make use of the
delicate embedding theorems we prove in Section 2 in order to recover Lp convergence for
p ≥ 4.
The construction of the approximate solutions and evaluation of the resulting error
culminates in the following:
Theorem 1.10. Under the assumptions of Theorem 1.3, there exist approximate solutions
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such that
(∫ ∫
R2ur
2+δdRdω
) 1
2
+
√

(∫ ∫
R2vr
2+δdRdω
) 1
2
.  34−κ if 0 ≤ δ < 1 and
for κ > 0 but arbitrarily small. Moreover, the approximate solutions satisfy the various
estimates which appear in Theorems 3.1, 3.5, and 3.16.
Step II: Energy Estimate
In this step, we obtain the natural energy estimate associated to the linearized system (1.25)
- (1.27).
Theorem 1.11.
||u||2A . θ0||v||2B + δθ0||P ||2L2∗,δ + ||f ||
2
L2∗,2+δ
+ ||g||2L2∗,2+δ for δ ∈ [0, 1] and  << θ0. (1.33)
This estimate is generated by applying the multiplier (r1+δu, r1+δv) to equations (1.25 -
1.26). Once the weight r1+δ is fixed for the angular multiplier, the divergence free condition
(1.27) forces a loss of one factor of r. We illustrate this by multiplying the right-hand side
of (1.25) by r1+δu, yielding:∫ ∫
fr1+δu .
∫ ∫
f2r2+δ +
∫ ∫
u2rδ .
∫ ∫
f2r2+δ + θ20
∫ ∫
u2ωr
δ
.
∫ ∫
f2r2+δ + θ20
∫ ∫
|∂R(rv)|2rδ .
∫ ∫
f2r2+δ + θ20||v||2B. (1.34)
Thus ||v||B must appear in our estimate, which features an extra factor of r as compared
to ||v||A according to Definitions 1.7 and 1.8. The strongest weight for the radial multiplier
which is then consistent with the presence of ||v||B is r1+δv.
Step III: Positivity Estimate
In this crucial step, we estimate ||v||B in terms of ||u||A. Such an estimate must overcome
two difficulties. First and foremost, multiplying equation (1.26) by a multiplier which is
O(v), as in Step II, formally results in control over  ∫ ∫ |∇v|2, which is too weak in
the inviscid limit. This lack of a basic order-one estimate of v is the most fundamental
difficulty in the boundary layer theory. In the case of a rectangular geometry, Guo and
Nguyen overcame this difficulty by using the vorticity multiplier ∂y
(
v
us
)
− ∂x
(
v
us
)
[GN14].
Second, since ||v||B, which appears on the right-hand side of estimate (1.33), contains an
extra factor of r when compared to ||u||A, the positivity estimate must recover this factor.
This difficulty is new to our problem due to the geometry of our domain Ω.
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The starting point is the following calculation, which we use in Section 5 and throughout the
construction of the approximate solutions. We temporarily ignore boundary contributions
as we shall apply this calculation to functions v vanishing on relevant parts of the boundary.
Lemma 1.12 (Positivity Calculation).∫ ∫
rδ|∂R(rv)|2 .
∫ ∫
rδ|∂R(rv)|2 +
∫ ∫
rδ
(
rv
us
)2
ususRR + θ0||v||2B. (1.35)
Proof. For the sake of simplicity, we select the δ = 0 case to showcase initially. The case
for general δ which we shall need involves controlling a few more terms, and is proved
rigorously in Section 5.∫ ∫
|∂R(rv)|2 =
∫ ∫
|∂R(r v
us
us)|2 =
∫ ∫
|∂R(rv
us
)us + r
v
us
usR|2 (1.36)
=
∫ ∫
|∂R(rv
us
)|2|us|2 +
∫ ∫
r2
(
v
us
)2
u2sR + 2
∫ ∫
∂R
(
rv
us
)
rv
us
ususR
=
∫ ∫
|∂R
(
rv
us
)
|2u2s −
∫ ∫ (
rv
us
)2
ususRR,
∫ ∫
|∂R(rv)|2 =
∫ ∫
|∂R(r v
us
us)|2 .
∫ ∫
|∂R(rv
us
)|2u2s +
∫ ∫
r2v2
u2s
u2sR, (1.37)
∫ ∫
r2v2
u2s
u2sR =
∫ ∫
u2sR
(∫ R
R0
∂R(
rv
us
)
)2
≤
∫ ∫
u2sR(R−R0)
∫ R
R0
|∂R(rv
us
)|2 (1.38)
.
∫ ∫
|∂R(rv
us
)|2.
Recalling that minus > 0, and inserting (1.38) in (1.37) and then into (1.36) yields the
desired estimate.
The key calculation is that in estimate (1.38), in which we’ve used the rapid decay of usR
to conclude:
sup
ω∈[0,θ0]
∫ ∞
R0
u2sR(R−R0)dR <∞ (1.39)
This will be proven rigorously in equation (4.27). Moreover, as in [GN14], our positivity
estimate relies on the profile us > 0, which in turn relies upon our assumption that ub > 0.
This is the reason our analysis does not treat the case of a non-rotating boundary. This
lemma is used to prove the following:
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Theorem 1.13 (Positivity Estimate). For δ ∈ [0, 1],
||v||2B +
∫
ω=θ0
u2ωr
δ−1 .||u||2A + (θ0 +
√
)||v||2B + (1− δ)2||P ||2L2∗,δ + ||f ||
2
L2∗,2+δ
+ ||g||2L2∗,2+δ .
(1.40)
In particular for θ0 and  small enough, this establishes control of ||v||B in terms of ||u||A:
||v||2B +
∫
ω=θ0
u2ωr
δ−1 .||u||2A + (1− δ)2||P ||2L2∗,δ + ||f ||
2
L2∗,2+δ
+ ||g||2L2∗,2+δ . (1.41)
The essential mechanism behind the positivity estimate is to capitalize on the order 1
appearance of vR in the positive profile term
us
r uω in equation (1.25) through the divergence
free condition. We apply the multiplier (rδ∂R(
r2v
us
),−∂ω(r
1+δv
us
)) to equations (1.25 - 1.26),
which is formally a weighted vorticity multiplier. The weights are designed carefully to
capture the ||v||B norm using the profile terms from (1.25 - 1.26). We highlight this using
the three important profile terms below:∫ ∫
us
r
uωr
δ∂R(
r2v
us
) ≈
∫ ∫
rδuω∂R(rv) +
∫ ∫
r1+δ
usR
us
v∂R(rv)
≈ −
∫ ∫
rδ|∂R(rv)|2 + 1
2
∫ ∫
rδ
usR
us
∂R((rv)
2), (1.42)
− 
∫ ∫
usvωr
δ∂ω
(
v
us
)
≈ −
∫ ∫
rδv2ω, (1.43)∫ ∫
vusRr
δ∂R(
r2v
us
) ≈ 1
2
∫ ∫
rδ
usR
us
∂R((rv)
2)−
∫ ∫
r2+δ
u2sR
u2s
v2. (1.44)
Summing (1.42 - 1.44), integrating by parts, and using Lemma (1.12) yields:
(1.42− 1.44) ≈ −
∫ ∫
rδ|∂R(rv)|2 − 
∫ ∫
rδv2ω −
∫ ∫
r2+δ
usRR
us
v2 (1.45)
. −
∫ ∫
rδ|∂R(rv)|2 − 
∫ ∫
rδv2ω. (1.46)
Once the important quantities from ||v||B have been extracted, the rest of the proof
proceeds by estimating the remaining terms after the multiplier is applied to the equations
(1.25) - (1.26).
Step IV: Pressure Estimate
The pressure term ||P ||L2∗,δ must be included in Theorems 1.11 and 1.13 due to geometric
effects. The choice of δ = 0 for the energy estimate multiplier in Theorem 1.11 forces the
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pressure term to drop out whereas the choice of δ = 1 is required by Theorem 1.13 in order
for this term to vanish. The lack of a consistent choice of δ which simultaneously forces
the pressure to drop out of Theorems 1.11 and 1.13 requires us to estimate ||P ||L2∗,δ in the
following:
Theorem 1.14. For δ ∈ [0, 1] and  << θ0,
||P ||2L2∗,δ . C1(θ0, )||u||
2
A + C2(θ0, )||v||2B + ||f,
√
g||2L2∗,δ . (1.47)
Here, Ci(θ0, )→ 0 as either θ0 → 0 or → 0.
We emphasize that this estimate is new in our analysis due to the presence of geometric
effects, and therefore did not appear in [GN14]. Moreover, it is surprising that the ||u||A and
||v||B terms appearing on the right-hand-side of Theorem 1.14 are accompanied by small
parameters. The estimate relies on the existence of a vector field, A1 = (a(ω,R), b(ω,R))
such that div(A1) ≈ P , and ||A1||H1∗ . ||P ||L2∗ , which is guaranteed to exist for P ∈ L2 by
[Orlt98, Page 27] and the estimates we establish in Claims 6.2 - 6.5. Moreover, A1 can be
selected to vanish on the Dirichlet portions of the boundary, {R = R0} and {ω = 0}. Given
this vector field, we apply the multiplier (arδ, brδ) to (1.25 - 1.26). The weighted vector
field is used as our multiplier in order to estimate the correct weight on the Pressure term:∫ ∫
Pω
r
rδa+ PRbr
δ ≈ −
∫ ∫
P (
aω
r
+
√

b
r
+ bR)r
δ ≈ −
∫ ∫
Pdiv(A1)r
δ ≈ −
∫ ∫
P 2rδ.
(1.48)
Once ||P ||L2∗,δ has been extracted, the rest of the proof proceeds by controlling the terms
arising from applying the multiplier (arδ, brδ) to (1.25 - 1.26).
Summary of Linear Analysis in Steps II - IV:
Putting estimates (1.33), (1.41), (1.47) together yields the full energy estimate for the
linearized system in (1.25 - 1.27):
||u||2A + ||v||2B + ||P ||2L2∗,δ +
∫
ω=θ0
u2ωr
δ−1 . ||f,√g||2L2∗,2+δ . (1.49)
When paired with the divergence-free condition, we can upgrade u, uω from order
√
 to
order 1:
||u||2X + ||v||2B + ||P ||2L2∗,δ +
∫
ω=θ0
u2ωr
δ−1 . ||f,√g||2L2∗,2+δ . (1.50)
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The existence of a unique solution to the linear problem (1.25 - 1.27) is then given by an
application of Schaefer’s fixed point theorem:
Theorem 1.15. Let us and vs be the approximate solutions as defined in equations (1.7,
1.8). Then there exists a unique solution [u, v, P ] to the system in (1.25 - 1.27) on the
domain Ω together with the boundary conditions (1.32) which satisfies estimate (1.50)
uniformly in  and small θ0.
Step V: High Regularity Estimates
In this step, we obtain higher regularity estimates for solutions to the problem (1.25 - 1.27).
To do so, we rewrite the equations (1.25 - 1.27) by moving the profile-dependent terms to
the right-hand-side:
− uRR −
√

r
ur − 
r2
uωω +

r2
u− 2
r2
3/2vω +
1
r
Pω = f˜ , (1.51)
− vRR −
√

r
vR − 
r2
vωω +
2
√

r2
uω +

r2
v +
1

PR = g˜, (1.52)
where
f˜ = f −
(
1
r
usuω +
1
r
usωu+ usRv + vsuR +
√

r
vsu+
√

r
usv
)
, (1.53)
g˜ = g −
(
1
r
usvω +
1
r
vsωu+ vsvR + vsRv − 2
r
1√

usu
)
. (1.54)
From this point of view, we formally expect high regularity estimates using the standard
theory of the Stokes equation: ||u, v||H˙2∗ ≤ 
−M ||f˜ ,√g˜||L2∗ for some potentially large value
M . This is only a formal estimate, however, because the corners of Ω, (ω = 0, R = R0) and
(ω = θ0, R = R0), obstruct the H
2 regularity of the standard Stokes problem. To account
for this, we use the results of [Orlt98] to recover H3/2 regularity for the solutions near the
corners. Precisely, the main result of this section is:
Lemma 1.16. The solutions u and v can be decomposed into u = u1 + u2 and v = v1 + v2,
where u2, v2 are supported near the corners of the domain Ω in a region Ω2 satisfying
(ω,R) ∈ Ω2 implies R − R0 ≤ 1, r − R0 ≤
√
. The decomposition obeys the following
estimates:
|u1||H˙2∗,2+δ + ||v1||H˙2∗,2+δ + ||u2r
m, v2r
m||H3/2 . −M ||f˜ ,
√
g˜||L2∗,2+δ (1.55)
for some possibly large value of M , where the constant is independent of θ0, and for m
arbitrarily large.
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Step VI: Nonlinear Analysis
In the final step, we use a contraction mapping to obtain existence and uniqueness of
the nonlinear problem (1.25) - (1.32). Consider a sample nonlinear term, γ+
1
2 vuR, from
equation (1.28). According to the right-hand-side of estimate (1.50), we must estimate the
|| · ||L2∗,2+δ norm of the nonlinearity:
||γ+ 12 vuR||2L2∗,2+δ =
∫ ∫ (
γ+
1
2 vuR
)2
r2+δ ≤ 2γ+1
(∫ ∫
v2prp−1+δp
) 1
p
(∫ ∫
u2qR r
q+α
) 1
q
.
(1.56)
We have used Holder’s inequality and we suppose for this discussion that the technical
parameter α satisfies αq ≥ 1p in order to make the above inequality valid. We think of p as
being very large and so q = pp−1 is very close to 1. This calculation then motivates two
features of our norm Z.
First, Z must control
∫ ∫
u2p and
∫ ∫
(
√
v)2p for large p, together with the appropriate
choice of weights r. Typically, the H1(R2) ↪→ L2p(R2) embedding yields the desired control,
but cannot be applied in our setting for two reasons. First, the standard embeddings apply
to integrals taken against the usual measure RdRdω and for the usual gradient operator
∇ = (∂ωR , ∂R), whereas in our setting the measure is r(R)dRdω and ∇ is replaced by ∇∗.
Second, we must precisely determine the weight of r(R) that can be controlled by our
weighted energy norms, X and B. As such, we establish the required embeddings from
scratch.
The second ingredient which is built into Z are high regularity quantities, because as seen
in estimate (1.56), Z must control
∫ ∫ |∇u,∇v|2q. In order to close a contraction mapping
argument, we must in turn control these high regularity quantities (see Definition 1.2).
The main result in this direction, which serves as the driving force behind the contraction
mapping argument, is:
Theorem 1.17. For u, v solutions to the system (1.25 - 1.27), there exists a δ′ > 0 such
that if q = 1 + δ′ and p = qq−1 , we have:

γ
4 ||uR||L2q∗,q+α + 
γ
4 ||vR||L2q∗,q+α + 
γ
4 ||uω||L2q∗,0 + 
γ
4
+ 1
2 ||vω||L2q∗,−β . ||f˜ ,
√
g˜||L2∗,2+δ (1.57)
for all δ such that max{1− βq , 12} ≤ δ ≤ 1, where β > 0 and we can take 0 < qp ≤ α ≤ qδ2 .
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The essence of the proof of Theorem 1.17 is as follows: since 2q is only slightly larger than
2, we interpolate between the H1∗ estimate in (1.50) which is uniform in  and the high
regularity estimates in Lemma 1.16, which scale poorly in . Again, these interpolations
are highly sensitive to the weights r which can be controlled by ||f˜ ,√g˜||L2∗,2+δ , and are
also taking place in our ∗−spaces, and so must be developed from scratch. The required
embedding theorems are proven in Section 2, and Theorem 1.17 is proved in Section 8.
With Theorem 1.17 in hand, we are able to close a contraction mapping argument in the
space Z, which we do in Section 9:
Theorem 1.18 (Nonlinear Existence and Uniqueness in Z). For δ ∈ (0, 1) sufficiently close
to 1 there exists unique Navier-Stokes remainders (u, v, P ) to the system (1.25 - 1.31) such
that ||u, v||Z <∞.
From here, the main result in Theorem 1.3 follows immediately.
2 Function Spaces and Embedding Theorems
2.1 Basic Properties of ∗-spaces
Here we establish a few basic facts which will be in use throughout our analysis:
Lemma 2.1. Holder’s Inequality for Lp∗,δ: For p, q Holder conjugates, ||uv||L1∗,δ ≤ ||u||Lp∗,δ ||v||Lq∗,δ
Proof.
||uv||L1∗,δ =
∫ ∫
|uv|rδ =
∫ ∫
|uv|r
δ
R
RdRdω =
∫ ∫
|uv|
(
rδ
R
)1/p(
rδ
R
)1/q
RdRdω
≤
(∫ ∫
|u|p
((
rδ
R
)1/p)p
RdRdω
) 1
p
(∫ ∫
|v|q
((
rδ
R
)1/q)q
RdωdR
) 1
q
= ||u||Lp∗,δ ||u||Lq∗,δ .
The third inequality above is the usual Holder inequality against the standard measure
RdRdω.
Lemma 2.2. The space Lp∗,δ(Ω) endowed with the norm || · ||Lp∗,δ is a Banach Space for
1 ≤ p <∞.
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Proof. It is clear that
∫ ∫
uprδ = 0 ⇐⇒ u = 0 and that
∫ ∫
(cu)prδ =
∫ ∫
cpuprδ =
cp
∫ ∫
uprδ. We check the triangle inequality by using the corresponding triangle inequality
for the usual Lp norm which corresponds to the weight RdRdω:
||u+ v||Lp∗,δ = ||
u+ v
R1/p
rδ/p||Lp ≤ || u
R1/p
rδ/p||Lp + || v
R1/p
rδ/p||Lp = ||u||Lp∗,δ + ||v||Lp∗,δ .
We must argue that Lp∗,δ(Ω) is complete under this norm. Suppose {un} is a Cauchy
sequence ⇐⇒ { un
R1/p
rδ/p} is Cauchy in the usual Lp norm, so there exists a limit function
u¯ such that
un
R1/p
rδ/p → u¯ in Lp. Define u¯ = u rδ/p
R1/p
, so we have:
∫ ∫
|un − u|prδdRdω =
∫ ∫ ∣∣∣∣∣ unR1/p rδ/p − u rδ/pR1/p
∣∣∣∣∣
p
RdRdω → 0.
Lemma 2.3. The space L2∗,δ(Ω) is a Hilbert space, endowed with the inner product
(u, v) =
∫ ∫
uvrδdRdω.
Proof. By the Holder’s inequality (established above), the inner product is well defined
as a mapping L2∗,δ × L2∗,δ → R. Moreover, it is easy to see linearity, symmetry, and non-
degeneracy of the inner product. By the previous lemma, this inner product induces a
norm, and the space is complete with respect to this norm.
In general, many properties of the usual Lp will be inherited by Lp∗,δ because the map
T : Lp∗,δ → Lp given by T (f) = f r
δ/p
R1/p
is a linear isometry. For instance, the characterization
of the dual space to Lp∗,δ follows trivially from this observation:
Lemma 2.4.
(
Lp∗,δ
)∗
= Lq∗,δ where the superscript ∗ denotes (as always) the dual space.
Proof. Given a bounded linear functional I : Lp∗,δ → R, I ◦ T−1 is a bounded linear
functional Lp → R, and is therefore given by f¯ →
∫ ∫
f¯ g¯RdRdω for some g¯ ∈ Lq, where
f¯ = f r
δ
p
R1/p
. Letting g = g¯R1/qr
− δ
q , we readily check
∫ ∫
fgrδdRdω =
∫ ∫
f¯ g¯RdRdω and
that ||g||Lq∗,δ = ||g¯||Lq .
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This immediately implies reflexivity for 1 < p <∞, and thus we will be able to obtain
weak subsequential limits from sequences bounded uniformly in ∗,δ spaces in the usual
manner. We’ll need a few more facts:
Lemma 2.5. If un
Lp∗,κ−−−→ u for any 1 ≤ p < ∞ and any weight κ ∈ R, a subsequence
unk
a.e.−−→ u.
Proof. Define u¯n =
un
R1/p
r
κ
p and u =
u
R1/p
r
κ
p . Then u¯n
Lp−→ u¯, so a subsequence u¯nk a.e.−−→ u¯,
which immediately implies unk
a.e.−−→ u.
Lemma 2.6 (Density of C∞c in L
p
∗,κ). For 1 ≤ p <∞ and any weight κ ∈ R, we have that
C∞c is dense in L
p
∗,κ.
Proof. Given an f ∈ Lp∗,κ, define f¯ =
f
R1/p
r
κ
p which is now in the usual Lp. By density,
there exists φ¯n
Lp−→ f¯ ⇐⇒ ∫ ∫ ∣∣f¯ − φ¯n∣∣pRdRdω → 0. Now define φn
R1/p
rκ/p = φ¯n, which
immediately yields φn
Lp∗,κ−−−→ f and moreover φn ∈ C∞c (Ω) because R ≥ R0.
2.2 Properties of Z, I
In this subsection, we prove the first basic property of the space Z:
Lemma 2.7. The space Z together with the norm ||u, v||Z defined above is a Banach space.
Proof. Nondegeneracy and homogeneity of the || · ||Z follows from the definition. The
triangle inequality follows from applying it separately to each component, showing || · ||Z is
a norm. We must verify completeness. We first show that weak derivatives, when they are
elements of the space Lr∗,κ for any r ≥ 2 and weight κ, are unique within this space.
Suppose we have two weak radial derivatives u1R and u
2
R in L
r∗,κ of u. Then
∫ ∫ (
u1R − u2R
)
φdωdR =
0 for all φ ∈ C∞c (Ω). Since the support of φ is compact, we also have
∫ ∫
(u1R −
u2R)φr
κdωdR = 0 for all φ ∈ C∞c (Ω). Let s be the Holder conjugate to r, and select
an arbitrary f ∈ Ls∗,κ = (Lr∗,κ)∗. By Lemma 2.6 approximate f by φn in the norm Ls∗,κ.∫ ∫
(u1R − u2R)frκdωdR =
∫ ∫
(u1R − u2R)(Ls∗,κ lim)φnrκ = lim
∫ ∫
(u1R − u2R)φnrκ = 0.
18
We have exchanged the Ls∗,κ lim and
∫ ∫
by using Holder’s inequality:∣∣∣∣∫ ∫ (u1R − u2R) (φn − f) rκdωdR∣∣∣∣ ≤ (∫ ∫ ∣∣u1R − u2R∣∣r rκ) 1r (∫ ∫ |φn − f |s rκ) 1s
Since the right-hand side goes to zero in the above inequality, we are able to switch the
limit and integral. Thus, u1R − u2R has operator norm 0, and the only such element is the 0
element, showing radial derivatives are unique within the class Lrκ for any r and κ. The
choice of radial derivative as opposed to angular derivative was without loss of generality,
so the above uniqueness result holds for angular derivative as well.
Suppose {un} is Cauchy in Z. Then in particular {un} is Cauchy in L2∗,δ, so there exists
a limit u such that un
L2∗,δ−−→ u by completeness of L2∗,δ. By the same argument, unω
L2∗,δ−−→ v
and unR
L2∗,δ−−→ w. We must verify v = uω and w = uR. Let φ ∈ C∞C (Ω). Then:∫ ∫
wφdRdω = −
∫ ∫ (
L2∗,δ lim
)
unRφ = lim
∫ ∫
unRφ = − lim
∫ ∫
unφR
= −
∫ ∫ (
L2∗,δ lim
)
unφR = −
∫ ∫
uφR.
We can exchange the L2∗,δ limit and integral again by Holder’s inequality. Since uR is
the unique element in L2∗,δ satisfying the above equality, we have uR = w. The identical
argument shows uω = v.
We now turn to the ||uR||L2q∗,q+α term. Again by completeness, there exists some limit
function, w (we will abuse notation), such that unR
L2q∗,q+α−−−−→ w. By passing to a subsequence,
we can assume unR
a.e.−−→ w. But we know from earlier that unR
L2∗,δ−−→ uR so a further
subsequence must converge almost everywhere to uR. Since every subsequence of an a.e.
converging sequence must also converge a.e. to the same limit function, we have w = uR.
Since all of the weights above were done in full generality, we can repeat these arguments
for all of the terms in the norm. This proves completeness since we have exhibited a single
element u which serves as the Z−limit of the Cauchy sequence un.
Corollary 2.8. The spaces A,B, and X are individually Banach spaces.
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2.3 Properties of Z, II: Low Regularity Embeddings
We prove weighted embedding theorems which replace the usual H1 ↪→ Lp Sobolev em-
bedding in R2. This style of argument will be applied repeatedly in this paper. For this
section, we suppose that u, v satisfy the boundary conditions displayed in (1.32) and satisfy
the divergence free condition in (1.27).
Lemma 2.9. 1/2
(∫ ∫
vprp/2−1+
δp
2 dRdω
) 1
p
. ||v||B for 2 ≤ p <∞.
Proof. First consider the case p = 2. In this case the exponent on the weight r is δ, and so
we have the result by definition of ||v||B.
Next, consider the case p = 4. We express:
v4r1+2δ = v2rδv2r1+δ =
∫ ω
0
∂ω(v
2)rδ
∫ R
R0
∂y(v
2r(y)1+δ)
≈
∫ ω
0
vvωr
δ
∫ R
R0
vvRr(y)
1+δ +
∫ ω
0
vvωr
δ
∫ R
R0
v2
√
r(y)δ
.
∫ θ0
0
|vvω|rδ
∫ ∞
R0
|vvR|r1+δ +
√

∫ θ0
0
|vvω|rδ
∫ ∞
R0
v2rδ. (2.1)
Integrating both sides in dωdR and applying Holder yields:∫ ∫
v4r1+2δ .
∫ ∫
v2rδ
(∫ ∫
v2ωr
δ
)1/2(∫ ∫
v2Rr
2+δ
)1/2
+
√

(∫ ∫
v2rδ
) 3
2
(∫ ∫
v2ωr
δ
) 1
2
. (2.2)
We now have p/2 = 2 to distribute among the right hand side of the inequality, which
yields the desired result. For p ∈ (2, 4), we interpolate:(∫ ∫
vpr
p
2
−1+ δp
2 dRdω
) 1
p
=
(∫ ∫
|vr 12+ δ2 |pr−1dRdω
) 1
p
≤
(∫ ∫
|vr 12+ δ2 |2r−1dRdω
) θ
2
(∫ ∫
|vr 12+ δ2 |4r−1dRdω
) 1−θ
4
≤ ||v||B. (2.3)
Now for p ≥ 4 we can proceed inductively via the calculation:
vpr
p
2
−1+ δp
2 = v
p
2 r
p
4
−1+ δp
4 v
p
2 r
p
4
+ δp
4 =
∫ ω
0
v
p
2
−1vωr
p
4
−1+ δp
4
∫ R
R0
v
p
2
−1vRr(y)
p
4
+ δp
4
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+
√

∫ ω
0
v
p
2
−1vωr
p
4
−1+ δp
4
∫ R
R0
v
p
2 r(y)
p
4
+ δp
4
−1. (2.4)
Taking absolute value, integrating, and using Holder yields:
|
∫ ∫
vpr
p
2
−1+ δp
2 | ≤
∫ ∫
vp−2r
p−2
2
−1+ δ
2
(p−2)
(∫ ∫
v2ωr
δ
)1/2(∫ ∫
v2Rr
2+δ
)1/2
+
√

(∫ ∫
vp−2r
p−2
2
−1+ δ
2
(p−2)
)(∫ ∫
v2ωr
δ
) 1
2
(∫ ∫
v
p
2 r
p
4
+ δp
4
−1
)
.
(2.5)
If p is an even integer, the absolute values on the left-hand side can be removed. We
therefore establish the inequality for even integers successively starting at p = 6 (since p = 4
has been computed directly), and then interpolate in between.
Lemma 2.10.
(∫ ∫
upr
δp
2 r
1
2
) 1
p
. ||u||X for 4 ≤ p <∞ and
(∫ ∫
upr
δp
2
) 1
p
. ||u||X for
2 ≤ p < 4.
Proof. For p = 2, we have
∫ ∫
u2rδ ≤ ||u||2X by definition of the norm. We compute the
case p = 4:
u4r2δ+
1
2 = u2rδu2r
1
2
+δ ≈
∫ ω
0
uuωr
δ
(∫ R
R0
uuRr(y)
1
2
+δ +
√

∫ R
R0
u2r(y)δ−
1
2
)
≤
∫ θ0
0
|uuω|rδ
∫ ∞
R0
|uuR|r 12+δ +
∫ θ0
0
|uuω|rδ
∫ ∞
R0
u2rδ−
1
2 . (2.6)
Integrating both sides over dωdR and applying Holder’s inequality yields:∫ ∫
u4r2δ+
1
2 .
(∫ ∫
u2rδ
)1/2(∫ ∫
u2ωr
δ
)1/2(∫ ∫
u2rδ
)1/2(∫ ∫
u2Rr
1+δ
)1/2
+
(∫ ∫
u2rδ
)1/2(∫ ∫
u2ωr
δ
)1/2(∫ ∫
u2rδ−
1
2
)
≤ ||u||4X . (2.7)
We now interpolate for p ∈ (2, 4):(∫ ∫
|ur δ2 |pdRdω
) 1
p
≤
(∫ ∫
u2rδdRdω
) θ
2
(∫ ∫
u4r2δdRdω
) 1−θ
4
≤ ||u||X .
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Once the above estimate for p ∈ (2, 4) has been established, the desired estimate can be
inductively established via:
upr
1
2
+ δp
2 = u
p
2 r
δp
4 u
p
2 r
δp
4
+ 1
2 =
∫ ω
0
u
p
2
−1uωr
δp
4
∫ R
R0
∂R(u
p
2 r(y)
δp
4
+ 1
2 )
=
∫ ω
0
u
p
2
−1uωr
δp
4
∫ R
R0
u
p
2
−1uRr(y)
δp
4
+ 1
2 +
√

∫ ω
0
u
p
2
−1uωr
δp
4
∫ R
R0
u
p
2 r(y)
δp
4
− 1
2 .
(2.8)
Taking absolute values and applying Holder’s inequality yields:∫ ∫
upr
1
2
+ δp
2 .
∫ ∫
up−2r
δ
2
(p−2)
(∫ ∫
u2ωr
δ
)1/2(∫ ∫
u2Rr
1+δ
)1/2
+
√

∫ ∫
u
p
2 r
δp
4
− 1
2
(∫ ∫
u2ωr
δ
)1/2(∫ ∫
up−2r
δ
2
(p−2)
)1/2
. (2.9)
For p ≥ 4 all of the quantities in the above estimate are inductively controlled by powers
of ||u||X .
Remark 2.11. This argument is reminiscent of the proof of the classical Gagliardo-
Nirenberg-Sobolev inequality. This method can be used to yield a direct proof of the
standard H1 ↪→ Lp embedding in R2 by replacing the weights r by R. The advantages of
the direct approach above is the avoidance of defining the fractional Sobolev spaces Hs
and consequently the avoidance of appealing to the Fourier Transform. Indeed, in the
classical case, one must argue H1 ↪→ Hs ↪→ Lp for 0 ≤ s < 1 and 2 ≤ p <∞ because the
Sobolev exponent is critical. The drawbacks are that this method must take into account
the behavior of u on the boundary ∂Ω, and that it doesn’t directly apply to more complex
domains.
We now prove an embedding of the type Z ↪→ L∞, from which Corollary 1.4 follows
directly:
Lemma 2.12. Given δ′ > 0, let q = 1 + δ′. For 11+δ′ ≤ δ ≤ 1,

γ
2
+ 1
4q ||u||L∞ + 
γ
2
+ 1
4q
+ 1
2 ||v||L∞ . ||u, v||Z . (2.10)
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Proof. Since 2q = 2(1 + δ′) > 2, by Morrey’s Inequality:
|u(ω¯, R¯)| . ||∇u||L2q + ||u||L2q =
(∫ ∫
|∇u|2qRdRdω
) 1
2q
+
(∫ ∫
|u|2qRdRdω
) 1
2q
.
(2.11)
Multiplying by 
1
4q
+ γ
2 yields:

1
4q
+ γ
2 |u(ω¯, R¯)| .  γ2
(∫ ∫
|∇u|2qrdRdω
) 1
2q
+ 
γ
2
(∫ ∫
|u|2qrdRdω
) 1
2q
. 
γ
2
(∫ ∫
|∇∗u|2qrdRdω
) 1
2q
+ 
γ
2
(∫ ∫
|u|2qrdRdω
) 1
2q
. ||u||Z .
(2.12)
where we have used |∇u| = |
(uω
R
, uR
)
| . |
(uω
r
, uR
)
| = |∇∗u|. The condition 11+δ′ ≤ δ
ensures ||u||
L2q∗,1
≤ ||u||
L2q∗,δq
≤ ||u||Z by Lemma 2.10. The proof for v works identically,
where the extra factor of 
1
2 is required as the ||v||Z contains  12+
γ
2
(∫ ∫
v2qω r
− q
2p
) 1
2q
.
Remark 2.13. Note that the condition in Definition 1.2, 1 − 12p ≤ δ < 1, implies the
condition 11+δ′ ≤ δ ≤ 1.
2.4 Properties of Z, III: High Regularity Embeddings
In this subsection, we provide careful estimates which will yield control of the high regularity
quantities appearing in || · ||Z . Throughout this section, u, v are assumed to satisfy the
boundary conditions displayed in (1.32) and the divergence free condition in (1.27).
Lemma 2.14. Let δ ∈ [12 , 1]. There exists a δ′ > 0 such that if q = 1 + δ′, then
||uR||L4∗,2+2αq
. ||u||
1
2
X ||u||
1
2
H˙2∗,2+δ
; and ||vR||L4∗,2+2αq
. ||v||
1
2
X ||v||
1
2
H˙2∗,2+δ
(2.13)
for all 0 ≤ α ≤ qδ2 . Moreover, α can be selected such that qp = 1+δ
′
p ≤ α ≤ qδ2 , where p is
the Holder conjugate of q by taking δ′ small enough.
Proof. After noticing that v = vR = 0 on the boundary {ω = 0} and vR = −1r (uω+
√
v) = 0
on the boundary {R = R0}, the u and v estimates follow in an identical manner, so we
focus on u. We express:
u4Rr
2+2α
q = u4Rr
2+α′ = u2Rr
1
2
+α′u2Rr
3
2 . (2.14)
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Since δ ≥ 12 , the quantity u2Rr
3
2 is integrable and lies in the Sobolev space W 1,1(R+) for
each fixed ω by the definition of H˙2∗,2+δ, implying that this quantity decays at ∞. This
enables us to write:
u2Rr
3/2 = −
∫ ∞
R
∂R(u
2
R(y)r
3/2)dy ≤
∫ ∞
R0
|uRuRR|r3/2dy +
√

∫ ∞
R0
|u2R|r1/2dy. (2.15)
We also note that u = uR = 0 on the boundary ω = 0. Thus, we are able to write:
u2Rr
1
2
+α′ =
∫ ω
0
uRuRωr
1
2
+α′ ≤
∫ θ0
0
|uRuRω|r1/2+α′ . (2.16)
Multiplying the previous two inequalities, integrating and applying Holder’s inequality
yields:∫ ∫
u4Rr
2+α′ .
(∫ ∫
u2Rr
1+α′
)1/2(∫ ∫
u2RRr
2
)1/2(∫ ∫
u2Rωr
α′
)1/2(∫ ∫
u2Rr
)1/2
. ||u||2X ||u||2H˙2∗,2+δ , (2.17)
where we use that α′ = 2αq ≤ δ. Taking fourth roots yields the result.
Lemma 2.15. There exists a δ′ such that for q = 1 + δ′, ||uω||L4∗,0 . ||u||
1
2
X ||u||
1
2
H˙2∗,2+δ
for
δ ∈ [12 , 1].
Proof. Writing u4ω = u
2
ωu
2
ω = u
2
ωr
−δu2ωrδ and recalling that u = uω = 0 on R = R0, enables
us to write:
u2ωr
δ =
∫ R
R0
∂R(u
2
ωr
δ)dy =
∫ R
R0
rδuωuωR +
√

∫ R
R0
u2ωr
δ−1. (2.18)
Using the divergence free condition, uω = −∂R(rv), we have uω = 0 on ω = 0. Therefore
we can write:
u2ωr
−δ =
∫ ω
0
uωuωωr
−δ =
∫ ω
0
uωr
δ
2uωωr
− 3δ
2 .
Multiplying the two equalities above together, taking absolute values, and applying Holder
yields:∫ ∫
u4ω ≤
(∫ ∫
u2ωr
δ
)(∫ ∫
u2ωωr
−3δ
)1/2(∫ ∫
u2ωRr
δ
)1/2
≤ ||u||2X ||u||2H˙2∗,2+δ (2.19)
where we have used 12 ≤ δ ≤ 1⇒ −3δ ≤ −2 + δ.
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Lemma 2.16. There exists δ′ such that for q = 1 + δ′, we have
√
||vω||L4
∗,− 2βq
.
||v||
1
2
B||v||
1
2
H˙2∗,2+δ
for any β > 0 and 1− βq ≤ δ ≤ 1.
Proof. Temporarily writing β′ = 2βq , we proceed to write: v
4
ωr
−β′ = v2ωr−β
′
r−δv2ωrδ. Using
that v = vω = 0 on the boundary R = R0, we can write
v2ωr
δ =
∫ R
R0
∂y(v
2
ωr
δ)dy =
∫ R
R0
vωvωRr
δ +
√

∫ R
R0
r−1+δv2ω.
Next, we recall the boundary conditions at ω = θ0 are vω = −r

uR → v2ω(θ0, R) =
r2
2
uR(θ0, R)
2. As such, we write:
v2ωr
−β′r−δ =
r2−β′−δ
2
uR(θ0, R)
2 +
∫ θ0
ω
vωvωωr
−δ−β′ .
Taking absolute values and multiplying the previous two equalities together yields:
v4ωr
−β′ . r
2−β′−δ
2
uR(θ0, R)
2
∫ ∞
R0
|vωvωR|rδdy +
∫ θ0
0
|vωvωω|r−δ−β′dω
∫ ∞
R0
|vωvωR|rδdy
+
r2−β′−δ
2
uR(θ0, R)
2√
∫ ∞
R0
v2ωr
−1+δ +
∫ θ0
0
|vωvωω|r−δ−β′dω
√

∫ ∞
R0
v2ωr
−1+δdy.
Integrating over dω and dR yields:∫ ∫
v4ωr
−β′ . 1
2
∫ ∞
R0
r2−β
′−δuR(θ0, R)2dR
(∫ ∫
v2ωr
δ
)1/2(∫ ∫
v2ωRr
δ
)1/2
+
(∫ ∫
v2ωr
δ
)1/2(∫ ∫
vωωr
−3δ−2β′
)1/2(∫ ∫
v2ωr
δ
)1/2(∫ ∫
v2ωRr
δ
)1/2
+
1
3/2
∫ ∞
R0
r2−β
′−δu2R
∫ ∫
v2ωr
−1+δ
+
√

(∫ ∫
v2ωr
δ
) 1
2
(∫ ∫
v2ωωr
−3δ−2β′
) 1
2
∫ ∫
v2ωr
−1+δ. (2.20)
As u = uR on the boundary θ = 0, we can write uR(θ0, R) =
∫ θ0
0
uRω ⇒ uR(θ0, R)2 .∫ θ0
0
u2Rω. Inserting this into (2.20):∫ ∫
v4ωr
−β′ . 1
2
∫ ∞
R0
∫ θ0
0
r2−β
′−δu2Rω
(∫ ∫
v2ωr
δ
)1/2(∫ ∫
v2ωRr
δ
)1/2
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+(∫ ∫
v2ωr
δ
)1/2(∫ ∫
vωωr
−3δ−2β′
)1/2(∫ ∫
v2ωr
δ
)1/2(∫ ∫
v2ωRr
δ
)1/2
+
1
3/2
∫ ∫
r2−β
′−δu2Rω
∫ ∫
v2ωr
−1+δ
+
√

(∫ ∫
v2ωr
δ
) 1
2
(∫ ∫
v2ωωr
−3δ−2β′
) 1
2
∫ ∫
v2ωr
−1+δ. (2.21)
We multiply estimate (2.21) by 2, and according to the weights we are able to estimate
for the H˙2∗,2+δ terms, we require:
2− β′ − δ ≤ δ ⇐⇒ 2− β′ ≤ 2δ ⇐⇒ 1− β
′
2
≤ δ, (2.22)
and
−3δ − 2β′ ≤ δ − 2 ⇐⇒ 2− 2β′ ≤ 4δ ⇐⇒ 1
2
− β
′
2
≤ δ. (2.23)
The lemma has been proved.
Remark 2.17. The above estimate for vω is the most delicate of the high-order estimates
as it relies on the stress-free boundary condition placed at the boundary {ω = θ0}. For
our purposes in Section 9, we will take β = q2p in which case the valid interval for δ is
1
2p ≤ δ ≤ 1.
3 Construction of Approximate Solutions
In this section, we construct the approximate solutions in the expansion (1.7, 1.8), and
estimate the corresponding errors Ru and Rv. First, we record the errors Ru, Rv, which are
obtained by inserting the expansion (1.7 - 1.9) into the scaled NS system (1.6):
Angular Error, Ru:
0 order error:
1
r
(u0e + u
0
p)u
0
pω + (v
0
p + v
1
e)u
0
pR +
1
r
P 0pω − u0pRR; (3.1)
1/2order error, Euler:
u1eωu
0
e
r
+ v1eu
0
er +
u0ev
1
e
r
+
P 1eω
r
; (3.2)
1/2order error, BL:
1
r
(u1e + u
1
p)u
0
pω +
u0eu
1
pω
r
+
u0p
r
(u1eω + u
1
pω) + v
0
p(u
0
er + u
1
pR)
+ v1eu
1
pR +
√
u0erv
1
p + v
1
pu
0
pR +
u0ev
0
p
r
+
1
r
u0p(v
0
p + v
1
e) +
P 1pω
r
− u1pRR −
1
r
u0pR; (3.3)
26
1 order error:
1
r
(u1e + u
1
p)∂ω(u
1
e + u
1
p) + (v
0
p + v
1
e)u
1
er + v
1
pu
1
pR (3.4)
+
1
r
(u0e + u
0
p)v
1
p +
1
r
(u1e + u
1
p)(v
0
p + v
1
e) +
1
r
P 2Pω − u0err −
1
r
(u0er + u
1
pR)
− 1
r2
u0pωω +
1
r2
(u0e + u
0
p);
3/2 order error: v1pu
1
er +
1
r
(u1e + u
1
p)v
1
p − u1err −
1
r
u1er −
1
r
(u1eωω + u
1
pωω) (3.5)
+
1
r2
(u1e + u
1
p)−
2
r2
(v0pω + v
1
eω);
2 order error:
2
r2
v1pω. (3.6)
After splitting into Euler and Boundary Layer variables, we have the following errors for
the Radial component:
Radial Errors, Rv:
−1 order error, BL: P 0PR; (3.7)
−1/2 order error, Euler: P 0er −
(u0e)
2
r
; (3.8)
−1/2 order error, BL: P 1PR −
(u0p)
2
r
− 2u
0
eu
0
p
r
; (3.9)
0 order error, Euler: P 1er +
u0e
r
v1eω − 2
u1eu
0
e
r
; (3.10)
0 order error, BL: P 2PR +
1
r
(
u0ev
0
pω + u
0
p∂ω
(
v0p + v
1
e
))
+ (v0p + v
1
e)v
0
pR (3.11)
− 2
r
(
(u1e + u
1
p)u
0
p + u
1
pu
0
e
)− v0pRR; (3.12)
1/2 order error, Euler:
1
r
u1ev
1
eω + v
1
ev
1
er −
1
r
(u1e)
2; (3.13)
1/2 order error, BL:
1
r
(
u1ev
0
pω + u
1
p∂ω(v
0
p + v
1
e)
)
+
1
r
((u0e + u
0
p)v
1
pω) + v
1
pv
0
pR (3.14)
+ v0p(v
1
er + v
1
pR) + v
1
e(v
1
pR)−
1
r
(2u1eu
1
p + (u
1
p)
2)− 1
r
v0pR +
2
r2
(u0pω)− v1pRR; (3.15)
1 order error, Euler: − v1err −
1
r
v1er −
1
r2
v1eωω +
2
r2
(u1eω) +
v1e
r2
; (3.16)
1 order error, BL:
1
r
u1pv
1
pω +
1
r
u1ev
1
pω + v
1
pv
1
er + v
1
pv
1
pR −
1
r
v1pR −
1
r2
v0pωω +
2
r2
u1pω (3.17)
+
1
r2
v0p; (3.18)
3/2 order error: − 1
r2
v1pωω. (3.19)
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3.1 Prandtl-0 Layer
We obtain the Prandtl-0 layer equations from the 0 order angular error, equation (3.1), and
the −1 order radial error, equation (3.7) . We also enforce the divergence free condition.
Thus, after dropping the subscripts, the Prandtl-0 layer equations are the following:
(u0e + u)uω + r(v
1
e + v)uR + Pω = ruRR, (3.20)
uω +
√
v + rvR = 0,
PR = 0.
The boundary conditions we take are: u(ω,R0) = ub−ue; u(0, R) = u¯0(R); and v(ω,R0) =
−v1e(ω,R0). As will be shown rigorously in Theorem 3.1, the Prandtl-0 profiles u, v decay
sufficiently rapidly, and so evaluating the equation above at R =∞ yields Pω = 0. This
implies the Prandtl pressure is constant when coupled with PR = 0. We rewrite the first
equation as:
(ue + u)uω +
(
rv +R0v
1
e(ω,R0)
)
uR = R0uRR + e0 + e1 + e2 (3.21)
⇒ (ue + u)uω + (rv −R0v(ω,R0))uR = R0uRR + e0 + e1 + e2.
Here we have defined:
e0 :=
√
(R−R0)u0er(r)uω +
√
(R−R0)∂r(rv1e(ω, r))uR, (3.22)
e1 :=
√
(R−R0)uRR, (3.23)
e2 := uω
√

∫ R
R0
(
u0er(r(η))− u0er(r)
)
dη + uR
√

∫ R
R0
∂r(r(θ)v
1
e(ω, r(θ)))− ∂r(rv1e(ω, r))dθ
= uω
∫ R
R0
∫ η
R
u0err(r(θ))dθdη + uR
∫ R
R0
∫ η
R
∂2r (r(θ)v
1
e(ω, r(θ)))dθdη. (3.24)
e2 is high order in , as will be demonstrated in a later section. e0 and e1 will be put into the
Prandtl-1 layer, and so we are left with solving (ue + u)uω + (rv−R0v(ω,R0))uR = R0uRR
together with the divergence free condition and the boundary conditions described above.
To satisfy the divergence free condition, we take rv(ω,R) = −
∫ ∞
R
∂R(rv) =
∫ ∞
R
uω, which
ensures the profile v decays at ∞. We have the following:
Theorem 3.1. Suppose min{ub, ue + u¯0} ≥ c0 > 0. Then for θ0 sufficiently small, there
exists a unique solution u0p(ω,R) such that:
sup
[0,θ0]
||Rn/2∂kωu0p||L2(R+) + ||Rn/2∂kω∂Ru0p||L2(0,θ0),L2(R+) ≤ C. (3.25)
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Corollary 3.2.
sup
[0,θ0]
||Rn/2∂kω∂jR[u0p, v0p]||L2(R+) ≤ C. (3.26)
Proof. The proof follows exactly as in [GN14], using the von-Mises transformation. Let
ue := u
0
e(R0), and define η(ω,R) =
∫ R
R0
(ue +u
0
p(ω, y))dy, α(ω, η) = ue +u
0
p(ω,R(η)), where
we’ve used that for each fixed ω, the transformation (ω,R)→ (ω, η(ω,R)) is invertible by
appealing to the maximum principle. We now compute:
ηR = ue + u
0
p(ω,R) = α,
ηω =
∫ R
R0
u0pω = −
∫ R
R0
∂R(r(y)v)dy = R0v(ω,R0)− rv(ω,R),
u0pω = αω + αηηω = αω + αη(R0v(ω,R0)− rv(ω,R)),
u0pR = αηηR = ααη.
Inserting these identities into our equation:
ααω + ααη(R0v(ω,R0)− rv(ω,R)) + (rv −R0v(ω,R0))ααη = R0
(
αα2η + α
2αηη
)
(3.27)
⇒ αω = R0 (ααη)η .
On the parabolic boundary of our domain, α(0, η) = ue + u
0
p(0, R(η)), and α(ω, 0) =
ue + u
0
p(ω, 0) = ub, both of which are strictly positive by assumption. Using the Parabolic
maximum principle, α ≥ C > 0 for some constant C, and therefore our equation is
nondegenerate. The equation (3.27) along with the boundary conditions is identical (apart
from the constant R0) to that in [GN14], and so the rest of the proof follows in the same
manner.
e0, e1 will be solved for in the Prandtl-1 layer, and so the contribution to the angular error
is e2, given in (3.24).
3.2 Euler-1 Layer
The equations for the Euler-1 Layer arise from equations (3.2) and (3.10) together with
the divergence free condition. We drop the subscript for u, v and P within this section,
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with the understanding that the unknowns appearing are that of the Euler-1 layer. The
equations read:
u0e
r
vω − 2
r
u0eu+ Pr = 0,
u0e
r
uω + u
0
erv +
u0e
r
v +
1
r
Pω = 0, uω + v + rvr = 0. (3.28)
As described in (1.12) - (1.18), the boundary conditions are as follows:
v(ω,R0) = −v0p(ω,R0), v(0, r) = Vb0(r), v(θ0, r) = Vb1(r). (3.29)
We go to the vorticity formulation in order to eliminate the pressure term:
0 = ∂r
(
u0euω + ru
0
erv + u
0
ev + Pω
)− ∂ω(u0e
r
vω − 2
r
u0eu+ Pr)
= u0eruω + u
0
euωr + u
0
erv + ru
0
errv + ru
0
ervr + u
0
evr + u
0
erv + Pωr
− u
0
e
r
vωω +
2
r
u0euω − Prω
= u0euωr + ru
0
errv + u
0
evr + u
0
erv −
u0e
r
vωω +
2
r
u0euω
= u0e (−2vr − rvrr) + ru0errv + u0evr + u0erv −
u0e
r
vωω +
2
r
u0euω
= −u0er∆v +
(
ru0err + u
0
er
)
v + u0e
(
−2vr − 2
r
v
)
:= u0eLv, (3.30)
where we have defined the linear operator L through equation (3.30) for ease of notation,
and since u0e > 0, 0 = Lv if and only if 0 = u
0
eLv. Define the following boundary layer
corrector:
B(ω, r) =
(
1− ω
θ0
)
v0p(ω, 0)
v0p(0, 0)
Vb0(r) +
ω
θ0
v0p(ω, 0)
v0p(θ0, 0)
Vb1(r). (3.31)
Due to the compatibility conditions, B satisfies the same boundary conditions as v. Define
F (ω, r) = −r∆B +
(
ru0err
u0e
+
u0er
u0e
)
B +
(
−2Br − 2
r
B
)
= LB (3.32)
Since B and all of its derivatives decay exponentially fast, and since by assumption
|∂r(Vb0 − Vb1)| . θ0 we have ||〈r〉kF ||Wk,p ≤ C where C independent of θ0. Next, for χ a
cutoff function supported on [0, 1], define
Eb(ω, r) = χ(
w

)F (0, r) + χ(
θ0 − ω

)F (θ0, r), for  << θ0. (3.33)
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Since each differentiation of the cutoff function gives −1, it is easy to see that ||〈r〉n∂kωEb||Lq ≤
C
−k+ 1
q . We also record for future use that ∂kωEb|ω=0,θ0 = 0. Consider w = v − B, then
Lw = Lv − LB. In (3.67), v solves Lv = Eb instead of Lv = 0 and the error made by this
is accounted for in (3.72). Therefore
Lw = −r∆w+
(
r
u0err
u0e
+
u0er
u0e
)
w+
(
−2wr − 2
r
w
)
= Eb−F := f ; w = 0 on ∂Ω (3.34)
Since B is arbitrarily high regularity, obtaining estimates for w suffices to obtain estimates
for v. Eb = F on {ω = 0, θ0} implies f |ω=0,θ0 = 0.
3.2.1 H1 Estimates
Multiplying (3.34) by w and integrating by parts yields:∫ ∫
−r(wrr − wr
r
− wωω
r2
)w −
∫ ∫
2wwr =
∫ ∫
fw +
2
r
w2 −
(
ru0err
u0e
+
u0er
u0e
)
w2
⇒
∫ ∫
rw2r +
w2ω
r
≤ N(δ¯)
∫ ∫
f2r + δ¯
w2
r
+ ||u0err + u0errm||∞
∫ ∫
w2
r
≤ N(δ¯)
∫ ∫
f2r + (δ¯ + θ20)
∫ ∫
w2ω
r
. (3.35)
We have used the rapid decay of the derivatives of u0e. For θ0 sufficiently small, we obtain∫ ∫
rw2r +
w2ω
r
+
∫ ∫
w2
r
.
∫ ∫
f2r, where the constant does not depend on small θ0.
We obtain weighted estimates, ||rnw||H1 , for n ≥ 1 by testing the above equation against
rnw:∫ ∫
rn+1w2r + r
n−1w2ω =
∫ ∫
fwrn −
∫ ∫
(
ru0err
u0e
+
u0er
u0e
)rnw + 2
∫ ∫
wrwr
n + 2
∫ ∫
w2rn−1
.
∫ ∫
f2rn+1 + δ¯
∫ ∫
w2rn−1 + θ0
∫ ∫
w2ωr
n−1 ⇒∫ ∫
w2rr
n+1 + w2ωr
n−1 + w2rn−1 .
∫ ∫
f2rn+1. (3.36)
With H1 estimates in hand, we can establish existence and uniqueness. Again to ease
notation, we define
L˜w := −r∆w = f −
(
r
u0err
u0e
+
u0er
u0e
)
w +
(
2
r
w
)
+ 2wr := g. (3.37)
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Lemma 3.3. There exists a unique solution w ∈ H1 to Lw = f in Ω, w|∂Ω = 0.
Proof. First, consider the following problem posed on the bounded domain ΩN = {ω ∈
(0, θ0), R ∈ (R0, R0 +N)}:
L˜w(N) = g on ΩN , w
(N)|∂ΩN = 0, (3.38)
where ∂ΩN includes an additional boundary component, D = {R = R0 +N}. It is clear
that w(N) obeys H1 estimates given above uniformly in N , so once each w(N) has been
constructed, we can send N →∞. We first note the following version of the fundamental
positivity estimate:
∫ ∫
rw2r =
∫ ∫
r|∂r( w
u0e
u0e)|2 =
∫ ∫
r|∂r( w
u0e
)u0e +
w
u0e
u0er|2
=
∫ ∫
r|∂r( w
u0e
)|2(u0e)2 +
∫ ∫
rw2
(u0er)
2
(u0e)
2
+
∫ ∫
ru0eu
0
er∂r
(
(
w
u0e
)2
)
=
∫ ∫
r|∂r( w
u0e
)|2(u0e)2 −
∫ ∫ (
r
u0err
u0e
+
u0er
u0e
)
w2 (3.39)
which, due to an identical calculation to (1.38), yields:∫ ∫
rw2r .
∫ ∫
rw2r +
∫ ∫ (
r
u0err
u0e
+
u0er
u0e
)
w2. (3.40)
Define the bilinear forms K˜[w,ϕ] :=
∫ ∫ ∇w · ∇ϕrdrdω + ∫ ∫ (r u0err
u0e
+ u
0
er
u0e
)
wϕ, and
K[w,ϕ] := K˜[w,ϕ] − ∫ ∫ 2rwϕ. Using the positivity estimate, it is clear that K˜ satisfies
the hypothesis of Lax-Milgram, but due to lack of coercivity we cannot directly apply
Lax-Milgram to K.
Note K[w,ϕ] =
∫ ∫
fϕ ⇐⇒ K˜[w,ϕ] = ∫ ∫ fϕ+ ∫ ∫ 2rwϕ ⇐⇒ w = T−1(f + 2rw) where
T−1 is the solution operator to K˜ ⇐⇒ w − T−1(2wr ) = T−1(f). T−1 is compact and
self-adjoint, so the Fredholm alternative applied to the operator I − T−1(2 ·r ) enables us to
conclude there either exists a unique solution to the original problem K[w,ϕ] =
∫ ∫
fϕ or
there exists a nontrivial kernel. The latter option is ruled out by the H1 estimates given
above.
3.2.2 H2 -H4 Estimates
Our starting point is equation (3.37). The boundary layer corrector is defined such that:
wωω = 0 on {ω = 0, θ0}. (3.41)
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Differentiating (3.37) in ω gives the third-order equation with Neumann boundary condi-
tions:
− r∆wω = gω, wωω|∂Ω = 0. (3.42)
Applying the multiplier wω and noting that g|ω=0,θ0 = 0 yields:∫ ∫
rw2rω +
w2ωω
r
.
∫ ∫
gωwω = −
∫ ∫
gwωω . ||rw||H1 + ||rf ||L2 + δ¯
∫ ∫
w2ωω
r
.
(3.43)
Applying the weighted multiplier rnwω gives weighted estimates inductively. By using
(3.37) to express wrr in terms of the rest, we have the full H
2 estimate:
||rnw||H2 ≤ C. (3.44)
We differentiate the equation (3.42) again in ω, giving the Dirichlet problem for wωω:
− r∆wωω = gωω, wωω|∂Ω = 0. (3.45)
Multiplying (3.45) by wωω gives:∫ ∫
rw2ωωr +
w2ωωω
r
≤ ||w||2H2 −
∫ ∫
gωwωωω ≤ C + ||fωrn||2L2 . −1. (3.46)
Weighted estimates are obtained inductively via the multiplier rnwωω. The estimate for
wrrω is obtained via equation (3.42), and the estimate for wrrr is obtained by differentiating
equation (3.37) in r to write wrrr in terms of the other third order terms. This gives:
||rnw||H3 . −1/2. (3.47)
Evaluating (3.45) at ω = 0, θ0 gives the boundary condition
wωωωω = rFωω on {ω = 0, θ0}. (3.48)
Differentiating (3.45) gives the fifth-order equation:
− r∆wωωω = gωωω, (3.49)
to which we apply the multiplier wωωω:∫ ∫
−rwrrωωωwωωω −
∫ ∫
wωωωωωwωωω
r
=
∫ ∫
rw2rωωω +
∫ ∫
w2ωωωω
r
(3.50)
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−
∫
ω=θ0
1
r
wωωωwωωωω
∣∣∣ω=θ0
ω=0
(3.51)
For the boundary terms, we estimate:
∫
1
r
wωωωwωωωωdr
∣∣∣ω=θ0
ω=0
=
∫
wωωωFωωdr
∣∣∣ω=θ0
ω=0
=
∫ ∫
wωωωωFωω + wωωωFωωω (3.52)
. δ¯||1
r
wωωωω||2L2 + ||w||H3 + C (3.53)
On the right-hand side of (3.49), we have up to harmless factors:∫ ∫
wωωω
(
fωωω + wωωω + wωωωr
)
≤ −
∫ ∫
wωωωωfωω +
∫
wωωωFωωdr
∣∣∣ω=θ0
ω=0
(3.54)
+ δ¯||wωωωr||2L2 + ||w||2H3 ≤ δ¯||wωωωr||2L2 + δ¯||
1
r
wωωωω||2L2 + −3. (3.55)
Again, these calculations may be repeated using the weighted multiplier, rnwωωω, to
obtain weighted estimates. Putting the above calculations together gives:∫ ∫
rn−1w2ωωωω + r
n+1w2rωωω . −3. (3.56)
The estimate for wrrωω can be obtained from (3.45), the estimate for wrrrω may be
obtained by differentiating (3.42) in r, and finally the estimate for wrrrr may be obtained
by differentiating (3.37) twice in r, ultimately yielding:
||rnw||H4 . −3/2. (3.57)
3.2.3 W k,q Estimates
W k,q estimates are obtained using the framework of Agmon-Douglis-Nirenberg, [ADN59],
where k ≤ 4 and q ∈ (1,∞). To do so, cover the interior of the boundary {r = R0}
using one open set, Uc, the boundaries {ω = 0, θ0} using Ua,Ub and the interior of the
domain using Ud. Let ψa,b,c,d denote the partition of unity associated to this covering, and
wa,b,c,d := ψa,b,c,dw. wa,b,c,d satisfy the equation:
− r∆wX = −rwXrr − wXr −
wXωω
r
= ψXf +
(
r
u0err
u0e
+
u0er
u0e
)
wX +
(
2wXr +
2
r
wX
)
− 2rψXr wr − rψXrrw − 3ψXr w −
2
r
ψXω wω −
ψXωω
r
w =: fX , X = a, b, c, d. (3.58)
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The estimates for wd follow from the standard interior W k,q estimates:
||wd||W 2,q(Ud) . ||f ||Lq(Ω) + ||w||W 1,q(Ω) ≤ ||f ||Lq(Ω) + ||w||H2(Ω) ≤ C(θ0), (3.59)
||wd||W 3,q(Ud) . ||fω||Lq(Ω) + ||w||W 2,q(Ω) ≤ C(θ0)−1+
1
q , (3.60)
||wd||W 4,q(Ud) . ||fωω||Lq(Ω) + ||w||W 3,q(Ω) ≤ C(θ0)−2+
1
q . (3.61)
C(θ0) is a constant that could depend poorly on θ0. The weighted estimates, ||rnwd||Wk,q(Ud),
are obtained by using the weighted Hk estimates. wc is supported away from the corners
of the domain, and so we can repeat a similar analysis as for wc, remaining cognizant
of the boundary condition ∂kωw
c|r=R0 = 0 for k ≥ 0. It remains to estimate wa,b which
follow by taking odd angular extensions across the boundaries {ω = 0} and {ω = θ0}. For
concreteness, we proceed to treat the wa case, with the wb estimate being identical. Define:
w˜a(ω, r) = −wa(−ω, r) for ω ∈ (−θ0, 0), w˜a = wa for ω ∈ (0, θ0)
Applying a cutoff function:
w¯a = χ(ω)w˜a, supp(χ) ⊂ (−θ0
2
,
θ0
2
)× (R0,∞) (3.62)
ensures that w¯a satisfies the boundary-value problem:
−r∆w¯a = −r∆ (χ(ω)w˜a) = χ(ω)f˜a + χωω
r
w˜a + 2
χω
r
w˜aω, (3.63)
w¯a|R=R0 = w¯a|ω=−θ0,θ0 = 0, (3.64)
where f˜ c is the odd angular extension of f c. Moreover, w¯a ∈W 4,q whenever wa ∈W 4,q
by the condition w = wωω = 0 at ω = 0. Applying the standard W
2,q estimates to the
boundary-value problem in (3.63) gives:
||w¯a||W 2,q ≤ C(θ0). (3.65)
We can differentiate the equation (3.63) in ω twice as w¯a vanishes on a neighborhood of
{ω = −θ0, θ0}, and repeatedly apply the W 2,q estimates. The full W 3,q estimate is then
recovered using the same procedure as in estimate (3.47), and the full W 4,q estimate on wc
is recovered using the same procedure as in estimate (3.57). Combined with the estimates
on wc,d we have established:
Lemma 3.4 (W k,q estimates, q ∈ (1,∞)).
||w||W 2,q . C(θ0), ||w||W 3,q . C(θ0)−1+
1
q , ||w||W 4,q . C(θ0)−2+
1
q , (3.66)
where C(θ0) depends poorly on θ0.
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3.2.4 Construction of Euler-1 Layers
The Euler-1 layers are defined to solve:
− u0er∆v1e +
(
ru0err + u
0
er
)
v1e + u
0
e
(
−2vr − 2
r
v1e
)
= u0eEb, (3.67)
u1e(ω, r) = u
1
e(0, r)−
∫ ω
0
∂r(rv
1
e)dθ. (3.68)
The pressure P 1e is defined to solve equation with Pr in (3.28) exactly: P
1
e (ω, r) =
− ∫∞r 2ru0eu− u0er vω. The error made in the Pω equation in (3.28) is estimated as:
u0euω + ru
0
erv + u
0
ev + Pω (3.69)
= u0euω + ru
0
erv + u
0
ev −
∫ ∞
r
2
r
u0euω + u
0
eEb + u
0
e(rvrr) + 3u
0
evr +
(
2u0e
r
− ru0err − u0er
)
v.
By direct computation:
∂r(u
0
euω) = −u0erv − ru0ervr − 2u0evr − ru0evrr, (3.70)
∂r(ru
0
erv) = u
0
erv + ru
0
errv + ru
0
ervr,
∂r(u
0
ev) = u
0
erv + u
0
evr.
Each of the three terms above is known to be in H1, and therefore decay at infinity. We
can write:
u0euω + ru
0
erv + u
0
ev = −
∫ ∞
r
∂r(u
0
euω + ru
0
erv + u
0
ev). (3.71)
Matching these terms with those in the integral in equation (3.69), the only term remaining
is: ∫ ∞
r
u0e(θ)Eb(ω, θ)dθ. (3.72)
This represents the second contribution to the angular error. The estimates for the Euler-1
layer are summarized:
Theorem 3.5 (Euler-1 Profile Estimates).
||rnv1e ||∞ + ||rnv1e ||H2 ≤ C, ||rnv1e ||H3 ≤ C−
1
2 , ||rnv1e ||H4 ≤ C−
3
2 ; (3.73)
||rnv1e ||W 2,q ≤ C(θ0), ||rnv1e ||W 3,q ≤ C(θ0)−1+
1
q , ||rnv1e ||W 4,q ≤ C(θ0)−2+
1
q , (3.74)
where C(θ0) could depend poorly on θ0, for q = (1,∞). By definition of u1e, we have:
||rnu1e||H1 ≤ C, ||rnu1e||∞ ≤ C. (3.75)
36
Proof. Only the uniform bound on u1e must be proven. To do so, we use the following:
|u1e(ω, r)|2 =
∣∣∣∣∫ ω
0
∂r(rv)(θ, r)dθ
∣∣∣∣2 . ∫ θ0
0
|∂r(rv)|2 (θ, r)dθ ⇒
sup
[0,θ0]
∣∣u1e(ω, r)∣∣2 ≤ ∫ θ0
0
|∂r(rv)|2 (θ, r)dθ ⇒ ||u1e||2∞ ≤ sup
r∈[R0,∞)
∫ θ0
0
|∂r(rv)|2(θ, r)dθ. (3.76)
Calling ϕ(r) =
∫ θ0
0
|∂r(rv)|2 dθ, the Sobolev embedding in R1 gives:
sup
r∈[R0,∞)
|ϕ(r)| ≤ ||ϕ||L1 + ||∂rϕ||L1 .
∫ ∫
|∂r(rv)|2 +
∫ ∫
|∂rr(rv)|2 . ||rnv1e ||H2 ≤ C.
(3.77)
We can proceed inductively to obtain weighted estimates on ||rnu1e||∞. These estimates
are independent of small θ0.
3.3 Prandtl-1 Layer
3.3.1 Galerkin Formulation and a-Priori Estimates
In this subsection, we solve for the Prandtl-1 layers, u1p, v
1
p. For this subsection, we drop
the subscripts on u1p, v
1
p. The starting point is a modification of equation (3.3):
(u1e + u)u
0
pω + (u
0
e + u
0
p)uω + u
0
pu
1
eω + rv
0
pu
0
er + r(v
0
p + v
1
e)uR + ru
0
pRv+ (3.78)
(u0e + u
0
p)v
0
p + u
0
pv
1
e + P
1
pω + E0 + E1 +
√
u0erv = ruRR + u
0
pR,
where we have included E0 and E1, the contributions from the Prandtl-0 layer construction:
E0 := (R−R0)u0er(r)u0pω + (R−R0)∂r(rv1e(ω, r))u0pR, E1 := (R−R0)u0pRR. (3.79)
The boundary conditions are: v1p(ω,R0) = 0;u
1
p(ω,R0) = −u1e(ω,R0);u1p(0, R) = u¯1(R). In
order to solve the −1/2 order error in the radial equation, we take:
P 1P =
∫ ∞
R
(u0p)
2
r(t)
+ 2u0e
u0p
r(t)
dt⇒ P 1Pω =
∫ ∞
R
2
u0pu
0
pω
r(t)
+ 2u0e
u0pω
r(t)
dt. (3.80)
By the rapid decay of the u0p terms, we have |∂αP 1pω| ≤ R−n for arbitrarily large n and for
any multi-index α. Let u0(ω,R) = u0e(r) + u
0
p(w,R). We define
F = −u1eu0pω − u0pu1eω − rv0pu0er − u0v0p − u0pv1e + u0R − P 1Pω, (3.81)
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which gives:
u0ωu+ u
0uω + r(v
0
p + v
1
e)uR + ru
0
Rv − ruRR = F − E1 − E0. (3.82)
We take ∂R of the above equation, use the divergence-free condition, and divide by u
0 to
obtain:
−∂RR(rv) + 1
u0
ru0RRv −
1
u0
∂R(ruRR) =
1
u0
(FR − (E0 + E1)R) (3.83)
− 1
u0
(
u0ωRu+ u
0
ωuR + ∂R
(
r(v0p + v
1
e)uR
))
:= G.
Now we take ∂ω of the above equation and again use the divergence free condition:
−∂RR (rvω) + 1
u0
ru0RRvω +
1
u0
∂R (r∂RRR(rv)) v = Gω − ∂ω( 1
u0
ru0RR)v (3.84)
+∂ω
(
1
u0
)
∂R (ruRR) .
With an eye towards obtaining a weak formulation of the equation together with a-priori
estimates, we rewrite the third term on the left-hand side as follows:
1
u0
∂R
(
r∂3R(rv)
)
=r∂2R(
1
u0
∂2R(rv)) +
√

1
u0
∂3R(rv) + r∂
2
R(
1
u0
)∂2R(rv) (3.85)
− 2r∂R( 1
u0
)∂3R(rv).
Therefore, our equation now becomes:
− ∂RR(rvω) + 1
u0
ru0RRvω + r∂
2
R(
1
u0
∂2R(rv)) +
√

1
u0
∂3R(rv)
− r∂2R(
1
u0
)∂2R(rv)− 2r∂R(
1
u0
)∂3R(rv) = Gω − ∂ω(
1
u0
ru0RR)v
+ ∂ω
(
1
u0
)
∂R(ruRR) = (3.86.1)− (3.86.9), (3.86)
and so we must obtain a-priori estimates for the equation:
−∂RR(rvω) + 1
u0
ru0RRvω + r∂
2
R(
1
u0
∂2R(rv)) = fR + g. (3.87)
Lemma 3.6. There exists a unique solution v to Equation (3.87) on the domain (0, θ0)×
(R0, R0 +N) subject to the boundary conditions v, vR = 0 at {R = R0, R0 +N} and the
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initial condition v = v¯0 at {ω = 0}. This solution v satisfies the following estimate, uniform
in N : ∫ ∫
|∂R(rvω)|2 + sup
∫
r|∂RR(rv)|2 .
∫ ∫
f2 +
∫ ∫
g2〈R−R0〉3 (3.88)
+
∫
ω=0
r|∂RR(rv)|2.
Proof. Define an inner product by [[v, w]] :=
∫ N
R0
∂R(rv)∂R(rw) +
∫ N
R0
u0RR
u0
rvw. All of
the properties of inner-product follow from the properties of the integral, aside from non
degeneracy. Supposing [[v, v]] = 0, by the positivity estimate, (1.35),
∫ |∂R(rv)|2 = 0 ⇒
|∂R(rv)| = 0, coupled with the fact that v = vR = 0 at {R = R0, R0 + N} implies v = 0.
Let ej represent an orthonormal basis for H
1 with respect to this inner product. The weak
formulation of (3.87) reads:
[[vω, ej ]] +
∫
1
u0
∂RR(rv)∂RR(rej) = −
∫
fejR +
∫
gej . (3.89)
Define vk(ω,R) =
k∑
i=1
aik(ω)ei(R). Inserting this into the weak formulation above enables
us to solve the corresponding ODE for the coefficients aik. Multiplying the weak formulation
by ∂ωaik and summing over i yields:
[[vkω, v
k
ω]] +
∫
1
u0
∂RR(rv
k
ω)∂RR(rv
k) = −
∫
fvkωR +
∫
gvkω. (3.90)
In order to pass to the limit as k →∞, we must obtain a-priori estimates for the above
equation. We relabel vk by v for this purpose. In order to obtain the desired a-priori
estimate, we multiply equation (3.87) by rvω and integrate by parts:∫
−∂RR(rvω)rvω + 1
u0
r2u0RRv
2
ω ≥
∫
|∂R(rvω)|2 (3.91)
by the Positivity estimate, (1.35). Next, we have∫
∂2R(
1
u0
∂2R(rv))r
2vω = ∂ω
1
2
∫ ∞
R0
r
u0
|∂RR(rv)|2 + 2
√

∫ ∞
R0
1
u0
∂RR(rv)∂R(rvω). (3.92)
On the right-hand-side, we have:∫
fRrvω +
∫
grvω ≤
∫
f2 +
∫
g2〈R−R0〉3 + δ
∫
|∂R(rvω)|2. (3.93)
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Using Gronwall’s Inequality and integrating yields:∫ ∫
|∂R(rvω)|2 + sup
∫ ∞
R0
r|∂RR(rv)|2 .
∫ ∫
f2 +
∫ ∫
g2〈R−R0〉3 +
∫
ω=0
r|∂RR(rv)|2.
(3.94)
Next, the following high regularity estimate is established:
Lemma 3.7.∫ ∫
|∂R(rvωω)|2 + sup
∫
r|∂RR(rvω)|2 .
∫ ∫
f2 +
∫ ∫
g2〈R−R0〉3 +
∫ ∞
R0
r|∂RR(rv(0, ·))|2
+
∫ ∫
f2ω +
∫ ∫
g2ω〈R−R0〉3 +
∫ ∞
R0
r|∂RR(rvω(0, ·))|2. (3.95)
Proof. Differentiating the equation (3.87) once in ω yields:
−∂RR(rvωω) +
(
u0RR
u0
)
ω
rvω +
(
u0RR
u0
)
rvωω + r∂RR
(
∂ω
(
1
u0
)
∂RR(rv)
)
(3.96)
+ r∂RR
(
1
u0
∂RR(rvω)
)
= fRω + gω.
In order to obtain a-priori estimates of the equation (3.96), we multiply the above equation
by rvωω, remaining cognizant of the boundary condition that vR = 0⇒ vωωR = vωR = 0 at
{R = R0, R0 +N}:∫ [
− ∂RR(rvωω) +
(
u0RR
u0
)
ω
rvω +
(
u0RR
u0
)
rvωω + r∂RR
(
∂ω
(
1
u0
)
∂RR(rv)
)
(3.97)
+ r∂RR
(
1
u0
∂RR(rvω)
)]
rvωω =
∫ [
fRω + gω
]
rvωω.
First, applying the positivity estimate (1.35),
−
∫
∂RR(rvωω)rvωω +
(
u0RR
u0
)
r2v2ωω ≥
∫
|∂R(rvωω)|2. (3.98)
For the second term in (3.96), we have:∫ (
u0RR
u0
)
ω
r2vωvωω ≤
(∫
R−nv2ω
)1/2(∫
R−nv2ωω
)1/2
≤
(∫
|∂R(vω)|2
)1/2(∫
|∂R(vωω)|2
)1/2
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≤ N(δ¯)
∫
|∂R(vω)|2 + δ¯
∫
|∂R(vωω)|2. (3.99)
For the fourth term in (3.96), we have:∫
r∂RR
(
∂ω
(
1
u0
)
∂RR(rv)
)
rvωω = 2
√

∫ (
1
u0
)
ω
∂RR(rv)∂R(rvωω)
+
∫
r
(
1
u0
)
ω
∂RR(rv)∂RR(rvωω) = (3.100.1) + (3.100.2). (3.100)
For the fifth term in (3.96), we have:∫
∂RR
(
1
u0
∂RR(rvω)
)
r2vωω =
∫
1
u0
∂RR(rvω)∂RR(r
2vωω)
=
∫
1
u0
∂RR(rvω)
(
2
√
∂R(rvωω) + r∂RR(rvωω)
)
= ∂ω
∫
1
u0
|∂RR(rvω)|2 −
∫ (
1
u0
)
ω
|∂RR(rvω)|2 +
∫
1
u0
∂RR(rvω)(2
√
∂R(rvωω) (3.101)
= (3.101.1) + (3.101.2) + (3.101.3).
Finally, for the right-hand side,∫
fRωrvωω +
∫
gωrvωω ≤
∫
f2ω +
∫
g2ω〈R−R0〉3 + δ
∫
∂R(rvωω)
2. (3.102)
(3.101.3) and (3.100.1) are estimated through Young’s inequality. For (3.100.2) , we write:
∂RR(rv)∂RR(rvωω) = ∂ω [∂RR(rv)∂RR(rvω)]− ∂RR(rvω).
Applying Gronwall then yields:∫ ∫
|∂R(rvωω)|2+sup
∫
r|∂RR(rvω)|2 .
∫ ∫
f2+
∫ ∫
g2〈R−R0〉3+
∫ ∞
R0
r|∂RR(rv(0, ·))|2+∫ ∫
f2ω +
∫ ∫
g2ω〈R−R0〉3 +
∫ ∞
R0
r|∂RR(rvω(0, ·))|2 +
∫
ω=θ0
∂RR(rv)∂RR(rvω)
−
∫
ω=0
∂RR(rv)∂RR(rvω).
The final two terms are estimated through Young’s inequality, where we recall Lemma 3.6
to estimate N
∫
ω=0,θ0
|∂RR(rv)|2.
We now obtain the weighted variants of the above two lemmas. Notationally, depict the
weight by pm(R) = 〈R−R0〉m.
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Lemma 3.8.∫ ∫
pm|∂R(rvω)|2 + sup
∫
pmr|∂RR(rv)|2 .
∫ ∫
pmf
2 +
∫ ∫
g2pm+3 +
∫
ω=0
rpm|∂RR(rv)|2;
(3.103)
and∫ ∫
pm|∂ω∂R(rvω)|2 + sup
∫
pmr|∂RR(rvω)|2 .
∫ ∫
pmf
2 +
∫ ∫
g2pm+3 +
∫ ∫
pmf
2
ω
+
∫ ∫
g2ωpm+3 +
∫
ω=0
rpm|∂RR(rvω)|2 +
∫
ω=0
rpm|∂RR(rv)|2. (3.104)
We will proceed in several steps to establish Lemma 3.8. As these are a-priori estimates
and we eventually plan to send N → ∞, we work in the domain R ∈ (R0,∞). Define
w(R) = (R − R0)m on [R0, R0 + M ] and w(R) = Mm for R ≥ M + R0. Note also that
w(R0) = 0, which eliminates boundary contributions from {r = R0}.
Claim 3.9. sup
∫
w(R)|∂RR(rv)|2+
∫ ∫
rw(R)|∂3R(rv)|2 .
∫
ω=0
pm|∂RR(rv)|2+
∫ ∫
f2pm+∫ ∫
g2pm
Proof. Multiplying equation (3.87) by −w(R)∂RR(rv) yields:∫ [
∂RR(rvω)− ru
0
RR
u0
vω − r∂2R(
1
u0
∂2R(rv))
]
w∂RR(rv) =
∫
(fR + g)w∂RR(rv). (3.105)
Integrating (3.105) by parts yields:
∂ω
∫
w|∂RR(rv)|2 +
∫
∂R(wr)
u0
∂3R(rv)∂
2
R(rv) +
∫
rw
u0
|∂3R(rv)|2 ≤
∫
(f2 + g2)w + J,
(3.106)
where J contains:
J = −
∫
ru0RR
u0
vωw∂RR(rv) +
∫
R−N |∂3R(rv)||∂2R(rv)|+
∫
R−n|∂RR(rv)|2. (3.107)
Since ∂R(rw) = (m+ 1)
√
w +R0m(R−R0)m−1:∫
∂R(wr)
u0
∂3R(rv)∂
2
R(rv) =
∫
(m+ 1)
√
w
u0
∂3R(rv)∂
2
R(rv) +mR0
∫
(R−R0)m−1
u0
∂3R(rv)∂
2
R(rv)
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.
√

∫
1
u0
|∂3R(rv)|2 +
√

∫
1
u0
|∂2R(rv)|2 +
∫
(R−R0)m−1
u0
|∂3R(rv)|2 +
∫
(R−R0)m−1
u0
|∂2R(rv)|2.
(3.108)
The first two terms above can be absorbed into (3.106), and the third and fourth terms
above have been estimated inductively. Applying Gronwall and integrating yields the
desired lemma.
Claim 3.10. sup
∫
w|∂RR(rvω)|2 +
∫ ∫
rw|∂3R(rvω)|2 .
∫
ω=0
pm|∂RR(rv)|2 +
∫ ∫
f2pm+∫ ∫
g2pm +
∫
ω=0
pm|∂RR(rvω)|2 +
∫ ∫
f2ωpm +
∫ ∫
g2ωpm.
Proof. We apply the multiplier −w(R)∂RR(rvω) to the differentiated equation (3.96):∫
(Equation 3.96)× (−w(R)∂RR(rvω)) . (3.109)
On the left-hand-side, we have:
∂ω
∫
w|∂RR(rvω)|2 +
∫
rw
u0
|∂3R(rvω)|2 +
∫
∂R(rw)
u0
∂3R(rvω)∂
2
R(rvω) + J + I. (3.110)
Here J =
∫
∂R
((
1
u0
)
ω
∂RR(rv)
)
∂R(rw∂RR(rvω))+
∫ (
1
u0
)
R
∂RR(rvω)∂R(rw∂RR(rvω))
and I ≤ ∫ v2ωωR + |∂RR(rvω)|2. J and the third term of (3.110) can be treated through
Young’s inequality and induction after noticing that ∂R(rw) = (m+1)
√
w+R0m(R−R0)m−1
as in the previous lemma. The desired result now follows from Gronwall.
Claim 3.11.
∫ ∫
w|∂R(rvω)|2 + sup
∫
wr|∂2R(rv)|2 .
∫
ω=0
rpm|∂RR(rv)|2 +
∫ ∫
f2pm +∫ ∫
g2pm+3.
Proof. By Claim 3.10, the quantity ∂R
(
r
u0
∂RR(rv)
)
is integrable and so integrating equation
(3.87) from R to ∞ to yield:
−∂R(rvω) +
∫ ∞
R
ru0RR
u0
vω + ∂R
( r
u0
∂2R(rv)
)
−√ 1
u0
∂2R(rv) = f +
∫ ∞
R
g. (3.111)
Multiplying the left-hand side of 3.111 by −w(R)∂R(rvω) gives:∫ [
∂R(rvω)−
∫ ∞
R
ru0RR
u0
vω − ∂R
( r
u0
∂2R(rv)
)
+
√

1
u0
∂2R(rv)
]
w∂R(rvω)
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=∫
w|∂R(rvω)|2 +
∫
r
u0
∂2R(rv)w(R)∂
2
R(rvω) + J, (3.112)
where
J =
∫
r
u0
∂2R(rv)w
′(R)∂R(rvω) +
∫ √

u0
∂RR(rv)w∂R(rvω)−
∫
w∂R(rvω)
∫ ∞
R
ru0RR
u0
vω.
(3.113)
J can be controlled by Hardy’s inequality, Young’s inequality, and induction for the
rw′ =
√
mw + R0m(R − R0)m−1 factor in the
∫
r
u0
∂2R(rv)w
′(R)∂R(rvω) term, as in the
previous lemma. The result then follows from Gronwall.
Claim 3.12.
∫ ∫
w(R)|∂R(rvωω)|2+sup
∫
w(R)∂RR(rvω) .
∫
ω=0
pm|∂RR(rv)|2+
∫ ∫
f2pm+∫ ∫
g2pm +
∫
ω=0
pm|∂RR(rvω)|2 +
∫ ∫
f2ωpm +
∫ ∫
g2ωpm+3
Proof. We differentiate equation (3.111) in ω to obtain:
− ∂R(rvωω) +
∫ ∞
R
∂ω
(
ru0RR
u0
vω
)
+ ∂Rω
( r
u0
∂2R(rv)
)
−√∂ω
(
1
u0
∂2R(rv)
)
(3.114)
= fω +
∫ ∞
R
gω.
Multiplying (3.114) by −w(R)∂R(rvωω) yields on the left-hand-side:∫ [
∂R(rvωω)−
∫ ∞
R
∂ω
(
ru0RR
u0
vω
)
− ∂Rω
( r
u0
∂2R(rv)
)
+
√
∂ω
(
1
u0
∂2R(rv)
)]
w∂R(rvωω)
=
∫
w|∂R(rvωω)|2 + ∂ω
∫
r
u0
w|∂RR(rvω)|2 +
∫
rw′(R)
u0
∂RR(rvω)∂R(rvωω) + J (3.115)
= (3.115.1) + (3.115.2) + (3.115.3) + J,
where
J =
∫ (
1
u0
)
ω
rw′(R)∂RR(rv)∂R(rvωω) +
√

∫ (
1
u0
)
ω
∂RR(rv)w∂R(rvωω)
+
√

∫
w
u0
∂RR(rvω)∂R(rvωω) +
∫
w∂R(rvωω)
∫ ∞
R
∂ω
(
ru0RR
u0
vω
)
−
∫
∂R
((
1
u0
)
ω
rw(R)∂RR(rv)
)
. (3.116)
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Lastly, we use that rw′(R) = R0m(R−R0)m−1 +
√
mw(R) to estimate (3.115.3) induc-
tively, as in the previous lemma. The result of the claim now follows from an application of
Gronwall.
Proof of Lemma. The estimates in the claims above are uniform in M , enabling us to send
M →∞ to obtain:∫ ∫
(R−R0)m|∂R(rvω)|2 + sup
∫
(R−R0)mr|∂RR(rv)|2 .
∫ ∫
pmf
2 +
∫ ∫
g2pm+3
+
∫
ω=0
rpm|∂RR(rv)|2, (3.117)
and∫ ∫
(R−R0)m|∂ω∂R(rvω)|2 + sup
∫
(R−R0)mr|∂RR(rvω)|2 .
∫ ∫
pmf
2 +
∫ ∫
g2pm+3
+
∫ ∫
pmf
2
ω +
∫ ∫
g2ωpm+3 +
∫
ω=0
rpm|∂RR(rvω)|2 +
∫
ω=0
rpm|∂RR(rv)|2.
(3.118)
Writing pm . 1 + (R−R0)m, it follows by pairing (3.117) - (3.118) with the unweighted
estimates in (3.88) - (3.95), we can upgrade the weights on the left hand sides of (3.117)
and (3.118) to pm = 〈R−R0〉m, thereby establishing our lemma.
3.3.2 Boundary Estimates
In the following theorem, we use the stream function formulation to give estimates of v and
vω on the boundary {ω = 0}.
Lemma 3.13.
∫ ∞
R0
rn(R−R0)m|∂k+1R (rv(0, t)) |2dt ≤ C + ||rn/2+1(R−R0)m/2u¯1||2Hk+3 ,
and
∫ ∞
R0
rn(R−R0)m|∂k+1R (rvω)|2 . C+||rn/2+1(R−R0)m/2u¯1||2Hk+3+||(R−R0)−mu1eωω(0, r(·))||2Hk .
Proof. Our starting point is equation (3.82). Define the stream function ψ(ω,R) =∫ R
R0
u(ω, θ)dθ, so that ψω =
∫ R
R0
uω = −
∫ R
R0
∂θ(r(θ)v)dθ = −rv, and ψR = u. Now
define
w = −u0Rψ + u0ψR, (3.119)
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so that:
wω = −u0ωRψ − u0Rψω + u0ωψR + u0ψRω = −u0ωRψ − u0R(−rv) + u0ωu+ u0uω (3.120)
= −u0ωRψ + F − E1 − E0 + ruRR − r(v0p + v1e)uR.
According to the definitions of E0, E1, F in (3.79) and (3.81),
∫ ∞
R0
rnRm∂kRF (0, t)
2 +
E0(0, t)
2 + E1(0, t)
2dt ≤ C, where the constant C depends on the previously constructed
profiles. Now we estimate the boundary data of w in terms of u¯1 using (3.119):∫ ∞
R0
w(0, t)2dt ≤
∫ ∞
R0
(u0R)
2ψ2 +
∫ ∞
R0
(u0)2u¯21dt .
∫ ∞
R0
u¯21dt; and
∫ ∞
R0
∂kt w(0, t)
2 ≤ ||u¯1||2Hk ,
(3.121)
where we have used the rapid decay of u0R for Hardy’s inequality. We use (3.120) to do so
similarly for wω:∫ ∞
R0
wω(0, t)
2dt ≤ C + ||ru¯1||2H2 ; and (3.122)∫ ∞
R0
rn(R−R0)m∂kt wω(0, t)2dt ≤ C + ||rn/2+1(R−R0)mu¯1||2Hk+2 . (3.123)
Now we use (3.119) to express: ψ = u0
∫ R
R0
w(ω, t)
(u0)2
dt. Differentiating, taking the L2 norm
of both sides, and using Hardy yields:∫
rn(R−R0)m|∂k+1R ∂ωψ|2 ≤ ||rn/2(R−R0)m/2w(0, ·)||2Hk(R0,∞) + ||rn/2(R−R0)m/2wω(0, ·)||2Hk(R0,∞).
This yields:∫ ∞
R0
rn(R−R0)m|∂k+1R (rv(0, t)) |2dt =
∫ ∞
R0
rn(R−R0)m∂k+1R (ψω(0, t))2 dt (3.124)
≤ ||rn/2(R−R0)m/2w(0, ·)||2Hk + ||rn/2(R−R0)m/2wω(0, ·)||2Hk ≤ C + ||rn/2+1(R−R0)m/2u¯1||2Hk+3 .
We now estimate the Hk of vω norm on the boundary {ω = 0}. In particular, we start
with:
rvω = ψωω = ∂ωω
(
u0
∫ R
R0
w
(u0)2
)
⇒ ∂R(rvω) = ∂ωω
(
u0R
∫ R w
(u0)2
+
w
u0
)
⇒∫ ∞
R0
rn(R−R0)m|∂R(rvω)|2 .
∫
w2 +
∫
w2ω +
∫
rn(R−R0)mw2ωω
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. C(1 + ||ru¯1||2H2) +
∫ ∞
R0
rn(R−R0)mw2ωω. (3.125)
Differentiating (3.120):
wωω = −u0ωωRψ − u0ωRψω + Fω − (E0 + E1)ω + ruRRω − r∂ω
(
v0p + v
1
e
)
uR − r(v0p + v1e)uRω
(3.126)
= (3.126.1) + (3.126.2) + (3.126.3) + (3.126.4) + (3.126.5) + (3.126.6) + (3.126.7).
We estimate each of these terms:
(3.126.1) + (3.126.2) + (3.126.4) ≤
∫
u¯1
2 +
∫
(R−R0)−nψ2ω + C(u0p, v0p);
(3.126.3) =
∫
F 2ω ≤
∫
(u1eu
0
pω)
2 +
∫
(u1eu
0
pωω)
2 +
∫
(u0pωu
1
eω)
2 +
∫
r2(v0pωu
0
er)
2
+
∫
(u0ωv
0
p)
2 +
∫
(u0v0pω)
2 +
∫
(u0ωv
0
p)
2 +
∫
(u0v0pω)
2 +
∫
(u0pωv
1
e)
2 +
∫
(u0pv
1
eω)
2 +
∫
(u0Rω)
2
+
∫
(u0p)
2(u1eωω)
2 +
∫
(P 1pω)
2;
(3.126.5)− (3.126.7) ≤
∫
r2+n(R−R0)mu2RRω +
∫
r2+n(R−R0)mu2R + r2+n(R−R0)mu2ωR.
All of the terms in (3.126.3) above are bounded by a constant C, using the H2 estimate on
v1e , aside from the u
1
eωω term. For (3.126.5) - (3.126.7), we use the divergence free condition.
This establishes the desired result.
3.3.3 Construction of Prandtl Layer Solutions
We first define v¯(ω,R) = v(ω,R)− R−R0R0 χ(R−R0)u1eω(w,R0). Here χ is a cutoff function
near 0. Then v¯(ω,R0) = v(w,R0) = 0, and v¯R(ω,R0) = vR(ω,R0) − 1R0u1eω(ω,R0) = 0.
Since the equation (3.87) above is linear, we easily find:
− ∂RR(rv¯ω) + 1
u0
ru0RRv¯ω + r∂RR
(
1
u0
∂RR (rv¯)
)
= fR + g, (3.127)
where f and g are defined:
f = ∂ω(
1
u0
)ruRR −
√

1
u0
∂2R(rv) + 2r∂
2
R(rv)∂R(
1
u0
) +
1
u0
∂ω
(
r(v0p + v
1
e)uR
)
(3.128)
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+ ∂ω
(
1
u0
)
uRr(v
0
p + v
1
e) = (f.1)− (f.5),
g = −∂ω( 1
u0
ru0RR)v − ∂Rω(
1
u0
)ruRR −
√
∂R(
1
u0
)∂2R(rv)− 2r∂2R(rv)∂2R(
1
u0
)
− ∂R
(
1
u0
)
∂ω
(
r(v0p + v
1
e)uR
)− ∂ωR( 1
u0
)(
uRr(v
0
p + v
1
e)
)
+ ∂ω(
1
u0
)(FR − E1R − E0R) + 1
u0
(FRω − E1Rω − E0Rω)− ∂ω( 1
u0
)
(
u0ωRu+ u
0
ωuR
)
− 1
u0
(
∂ω
(
u0ωRu+ u
0
ωuR)
))− ∂RR(rR−R0
R0
χ(R−R0)u1eωω(ω,R0))
+
1
u0
ru0RR
R−R0
R0
χu1eωω + r∂RR
(
1
u0
∂RR
(
r
R−R0
R0
χu1eω
))
. (3.129)
We define |||v¯|||2 =
∫ ∫
|∂R(rv¯ω)|2 + sup
[0,θ0]
∫
1
u0
r|∂RR(rv¯)|2. According to estimate (3.88):
|||v¯|||2 ≤
∫ ∫
f2 +
∫ ∫
g2R3 +
∫ ∞
R0
r
u0(0, R)
|∂RR(rv¯)|2. (3.130)
Using the definition of v¯, we record the following consequence of the divergence free
condition:
u2ω . v¯2 +
(
R−R0
R0
)2
χ2(u1eω)
2 + r2v¯2R + r
2χ2(u1eω)
2 +
(
R−R0
R0
)2
(χ′)2(u1eω)
2, (3.131)
u2ωR ≤ v¯2R + ∂R (rv¯R)2 + ∂R
(
rχu1eω + r
R−R0
R0
χ′u1eω
)2
+ ∂R
(
R−R0
R0
χ(R−R0)u1eω(ω,R0)
)2
.
(3.132)
We must now give estimates on the terms in f in terms of |||v¯||| in order to apply the
contraction mapping principle. First, we relate u and v to |||v¯|||:∫ ∫
v2RR ≤
∫ ∫
v¯2RR +
∫ ∫
(u1eω)
2
∣∣∣∣∂RR(R−R0R0 χ
)∣∣∣∣2 ≤ θ0 sup∫ |v¯|2 + ||u1eω||2L2(0,θ0)
≤ θ0|||v¯|||2 + ||u1eω||2L2 , (3.133)∫ ∫
v2 ≤
∫ ∫
v¯2 + ||u1eω||2L2 ≤ θ20
∫ ∫
v2ω + ||u1eω||2L2 ≤ θ20|||v¯|||2 + ||u1eω||2L2 ,
(3.134)
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∫ ∫
u2R ≤
∫ ∫
u¯21R + θ0
∫ ∫
u2ωR ≤ C +
∫ ∫
|∂RR(v¯)|2 + ||u1eω||2L2 ≤ C + θ0|||v¯|||2 + ||u1eω||2L2 ,
(3.135)∫ ∫
u2ω . ||u1eω||2L2 +
∫ ∫
|∂R(rv¯)|2 ≤ ||u1eω||2L2 + θ0
∫ ∞
R0
|∂R(rv¯)(0, R)|2 (3.136)
+ θ20
∫ ∫
|∂R(rv¯ω)|2 . ||u1eω||2L2 + θ0|||v¯|||2,∫ ∫
u2 ≤
∫
u¯21 + θ0
∫ ∫
u2ω which has been estimated above; (3.137)∫ ∫
|vωR|2 ≤
∫ ∫
|∂R(rv¯ω)|2 + ||u1e||2L2 , (3.138)∫ ∫
|uωω|2 =
∫ ∫
|∂R(rvω)|2 ≤ ||u1eω||2L2 +
∫ ∫
|∂R(rv¯ω)|2. (3.139)
Now we turn to the terms in f , which are given in (3.128):
(f.1) For ruRR we use equation (3.82):∫ ∫
|∂ω( 1
u0
)|r2|uRR|2
≤
∫ ∫
| u
0
ω
|u0|2 |
2|u0ωu+ u0uω +
√
u0v + r(v0p + v
1
e)uR + ru
0
Rv + E1 + E0 − F |2
:= (f.1.1)− (f.1.8).
Each term in this equation is bounded by C + Cθ0|||v¯|||:
(f.1.1) :
∫ ∫
R−nu2 ≤
∫ ∫
R−n
(
u(0, R)2 + θ0
∫
u2ω
)
. θ0
(∫ ∞
R0
|u¯1|2 + ||u1eω||2L2(0,θ0) + |||v¯|||2
)
,
(f.1.2) :
∫ ∫
R−nu2ω ≤
∫ ∫
R−n
(
v¯2 + (u1eω)
2 + |v¯R|2
)
. ||u1eω||2L2(0,θ0) +
∫ ∫
v2RR .
||u1eω||2L2(0,θ0) + θ0 sup
∫
|vRR|2,
(f.1.3) :
∫ ∫
R−nv2 ≤
∫ ∫
R−nv¯2 +
∫ ∫
R−n|u1eω|2,
(f.1.4) :
∫ ∫
(v0p + v
1
e)
2u2R ≤
∫ ∫
u2R ≤
∫ ∫
u¯21R + θ0
∫ ∫
u2ωR
≤ C + θ0
(∫ ∫
|∂RR(rv¯)|2 +
∫
|u1eω|2
)
,
(f.1.5) :
∫ ∫
R−nv2 ≤
∫ ∫
R−nv¯2 +
∫
|u1eω|2,
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(f.1.6) - (f.1.8) : The forcing terms decay rapidly and therefore ≤
∫ ∫
R−n|F −E1−E0|2 ≤ C.
(f.2) 
∫ ∫
| 1
u0
|2|∂2R(rv)|2 ≤ |||v¯|||2 + 
∫ ∫
|∂RR
(
R−R0
R0
χu1eω
)
|2,
(f.3)
∫ ∫
r2|∂2R(rv)|2|∂R(
1
u0
)|2 ≤
∫ ∫
R−n|∂RR (rv¯) |2+
∫ ∫
R−n|∂RR
(
R−R0
R0
χu1eω
)
|2,
(f.4)
∫ ∫
| 1
u0
|2|∂ω
(
r(v0p + v
1
e)uR
) |2 . ||v1eω||∞ ∫ ∫ u2R,
(f.5)
∫ ∫
|∂ω( 1
u0
)|2u2Rr2(v0p + v1e)2 .
∫ ∫
R−nu2R|v0p|2 +
∫ ∫
R−nu2R(v
1
e)
2 .
∫ ∫
u2R.
Combining (f.1)− (f.5) with (3.133) shows that
∫ ∫
f2 . C + θ0|||v¯|||2 + ||u1eω||2L2(r=R0).
We now give estimates on
∫ ∫
g2〈R−R0〉3, recalling the definition (3.129):
(g.1)
∫ ∫
R−n
(
v2 + u2RR + |∂RR(rv)|2 + u2ω + u2R + u2 + u2Rω
) ≤ C+θ0|||v¯|||2+||u1eω||2L2(r=R0),
(g.2)
∫ ∫
|∂R
(
1
u0
)
|2|∂ω
(
r(v0p + v
1
e)uR
) |2 + ∫ ∫ |∂ωR( 1
u0
)uRr(v
0
p + v
1
e)|2 ≤
∫ ∫
u2R:
Here, we have used:
∫ ∫
R−n|v1eω|2u2R ≤ ||R−nv1eω||∞
∫ ∫
u2R, and ||R−nv1eω||∞ ≤
||R−nv1e ||H3 ≤ n||rmv1e ||H3 ≤ C.
(g.3)
∫ ∫
|∂ω( 1
u0
)|2|FR − E1R − E0R|2 +
∫ ∫
| 1
u0
|2|FRω − E1Rω − E0Rω|2 ≤ C by Euler
H2 bounds,
(g.4)
∫ ∫
|∂R(r∂R
(
R−R0
R0
χ(R−R0)u1eωω(ω,R0)
)
)|2:
∫
u1eωω(ω,R0)
2 ≤
∫ ∫
∂r(u
1
eωω)
2 =
∫ ∫
u1eωωu
1
eωωr =
∫ ∫ (
v1eω + rv
1
erω
) (
v1eωr + ∂r(rv
1
erω)
)
≤ ||rnv1e ||W 2,p ||rnv1e ||W 3,q . −κ for κ arbitrarily small.
The boundary terms in (3.129) can be estimated by
∫ θ0
0
|u1eω|2 +
∫ θ0
0
|u1eωω|2 ≤ C−2κ.
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Finally, it remains to give estimates on
∫ ∞
R0
r
1
u0
∂2R (rv¯(0, R))
2 from (3.130):
∫ ∞
R0
r
1
u0
∂2R (rv¯(0, R))
2 ≤
∫ ∞
R0
r|∂RR(rv)|2 +
∫ ∞
R0
r|∂RR
(
R−R0
R0
χ
)
|2|u1eω|2
≤ C + ||r3/2u¯1||2H4 + |u1eω(0, R0)|2 ≤ C + ||u¯1||H4 .
Therefore, we can close the contraction mapping argument. Because the estimates are
uniform in N , we can let N →∞ to obtain a global in R solution. We can repeat this same
argument with the weights of Rm. Indeed, the only terms above sensitive to a weight are
contained in f , and we treat them here:∫ ∫
Rm(v0p + v
1
e)
2u2R .
∫ ∫
Rmu2R ≤ C +
∫ ∫
Rm|∂RRrv¯|2 +
∫
|u1eω|2, (3.140)

∫ ∫
| 1
u0
|2Rm|∂RR(rv)|2 ≤ 
∫ ∫
Rm|∂RR(rv¯)|2 + 
∫
|u1eω|2, (3.141)∫ ∫
| 1
u0
|2Rm|∂ω(r(v0p + v1e)uR)|2 .
∫ ∫
Rmu2R +
∫ ∫
Rmu2Rω. (3.142)
Again through contraction mapping, this establishes:
Lemma 3.14.
∫ ∫
〈R − R0〉m|∂R(rvω)|2 + sup
∫
〈R − R0〉mr|∂RR(rv)|2 ≤ −κ for κ > 0,
arbitrarily small.
Uniform estimates are obtained via the calculation:
u(ω,R)2 = |u¯1(R)|2 +
(∫ ω
0
∂R(rv)
)2
≤ |u¯1|2 +
∫ θ
0
|∂R(rv)|2
≤ C +
∫ θ0
0
∫ R
R0
∂RR(rv)∂R(rv)
≤ C +
∫ ∫
R−n|∂R(rv)|2 +
∫ ∫
Rn|∂RR(rv)|2. (3.143)
Similarly, using the fact that v(ω,R0) = 0, we have
v(ω,R)2 =
∫ R
R0
vvR ≤
∫ ∞
R0
R−m|v|2dR+
∫ ∞
R0
Rm|vR|2
≤
∫ ∞
R0
R−mR3||vRR||2L2 + C +
∫ θ0
0
∫ ∞
R0
|vRω|2. (3.144)
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This yields: ||v||∞ + ||u||∞ ≤ C−κ. We now obtain higher-regularity estimates. The
starting point is (3.95), and as such we define
|||v|||2 =
∫ ∫
|∂R(rvωω)|2 + sup
∫
r|∂RR(rvω)|2. (3.145)
Since f and g have already been estimated, we compute fω and gω:
fω = ∂ωω(
1
u0
)ruRR + ∂ω(
1
u0
)ruRRω −
√

1
u0
∂2R(rvω) + 2r∂
2
R(rvω)∂R(
1
u0
)
+ 2r∂2R(rv)∂ωR(
1
u0
) +
1
u0
∂ωω
(
r(v0p + v
1
e)uR
)
+ ∂ωω
(
1
u0
)
uRr(v
0
p + v
1
e)
+ ∂ω
(
1
u0
)
uωRr(v
0
p + v
1
e) + ∂ω
(
1
u0
)
uRr∂ω(v
0
p + v
1
e) +
(
1
u0
)
ω
∂ω(r(v
0
p + v
1
e)uR).
(3.146)
gω = −∂2ω(
1
u0
ru0RR)v − ∂ω(
1
u0
ru0RR)vω − ∂Rω(
1
u0
)ruωRR − ∂Rωω( 1
u0
)ruRR
−√∂ωR( 1
u0
)∂2R(rv)−
√
∂R(
1
u0
)∂2R(rvω)− 2r∂2R(rvω)∂2R(
1
u0
)
− 2r∂2R(rv)∂RRω(
1
u0
)− ∂ωR
(
1
u0
)
∂ω
(
r(v0p + v
1
e)uR
)− ∂R( 1
u0
)
∂ωω
(
r(v0p + v
1
e)uR
)
− ∂ωωR
(
1
u0
)(
uRr(v
0
p + v
1
e)
)− ∂ωR( 1
u0
)
∂ω
(
uRr(v
0
p + v
1
e)
)
+ ∂ω
(
∂ω(
1
u0
)(FR − E1R − E0R) + 1
u0
(FRω − E1Rω − E0Rω)
)
− ∂ωω( 1
u0
)
(
u0ωRu+ u
0
ωuR
)− 2∂ω( 1
u0
)∂ω
(
u0ωRu+ u
0
ωuR
)− 1
u0
(
∂ωω
(
u0ωRu+ u
0
ωuR)
))
− ∂RR(rR−R0
R0
χ(R−R0)u1eωωω(ω,R0)) + ∂ω
(
1
u0
ru0RR
)
R−R0
R0
χu1eωω
+
1
u0
ru0RR
R−R0
R0
χu1eωωω + r∂ωRR
(
1
u0
∂RR
(
r
R−R0
R0
χu1eω
))
. (3.147)
We now treat the fω terms in (3.146)∫ ∫
f2ω ≤
∫ ∫
R−n
(
u2RR + u
2
RRω + |∂RR(rvω|2 + u2R + u2Rω
)
+
∫ ∫
| 1
u0
|2|∂ωω(v1euR)|2
+ 
∫ ∫
| 1
u0
|2|∂RR(rvω)|2. (3.148)
All of these terms can be estimated in terms of the norm, with uRRω being estimated by
taking ∂ω of Equation (3.82). We now address gω, bearing in mind that all of these terms
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are accompanied by rapid decay:∫ ∫
g2ω〈R−R0〉m ≤
∫ ∫
R−N
(
v2 + v2ω + u
2
ωRR + u
2
RR + |∂RR(rv)|2 + |∂RR(rvω)|2 + u2R
)
+
∫ ∫
R−N
(
|v1ωω|2u2R +
∣∣∣∣∂ω (∂ω( 1u0 )(FR − E1R − E0R) + 1u0 (FRω − E1Rω − E0Rω)
)∣∣∣∣2 + u2
)
.
(3.149)
All of the above can be estimated in terms of |||v¯|||2. The most delicate boundary terms
in gω is:
∫
r=R0
|u1eωωω|2 ≤ C(θ0)−2, and the most delicate interior term is:∫ ∫
|∂R( 1
u0
)|2|v1eωω|2|uR|2 ≤ ||R−nv1eωω||2∞
∫ ∫
R−nu2R ≤ ||R−nv1e ||2H4
∫ ∫
R−nu2R
≤ n||rmv1e ||2H4
∫ ∫
u2R. (3.150)
The latter boundary term in estimate (3.104) has been estimated before. Therefore, we
must estimate the vω boundary term:∫
ω=0
r〈R−R0〉m|∂RR(rv¯ω)|2 =
∫
ω=0
r〈R−R0〉m|∂RR
(
r∂ω
(
v +
R−R0
R0
χu1eω(0, R0)
))
|2
≤
∫
ω=0
r〈R−R0〉m|∂RR (rvω) |2 +
∫
ω=0
rRm|∂RR(R−R0
R0
χu1eωω(0, R0))|2
≤ C + ||r3/2Rm/2u¯1||2H3 + ||R−mu1eωω(0, r(·))||H1 + |u1eωω(0, R0)|2
≤ C(θ0)−3/2, (3.151)
where for the final inequality we use the same calculation as in [GN14, page 25]. Therefore,
we can close the contraction mapping argument, and again let N →∞ yielding:
Lemma 3.15.
∫ ∫
〈R − R0〉m|∂R(rvωω)|2 + sup
∫
〈R − R0〉mr|∂RR(rvω)|2 ≤ C(θ0)−2
where the constant C(θ0) could depend poorly on small θ0.
3.3.4 Cutoff Prandtl Layers
We define our Prandtl-1 layers (u1p, v
1
p) by cutting off the previously constructed layers
(u, v):
u1p(ω,R) := χ(
√
(R−R0))u+
√
χ′(
√
(R−R0))
∫ R
R0
u, (3.152)
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v1p(ω,R) := χ(
√
(R−R0))v.
Here, χ is a standard cutoff function which equals 1 on [0, 1]. (u1p, v
1
p) satisfy the divergence
free condition: ∂ωu
1
p + ∂R(rv
1
p) = 0. We also have the following estimate for u
1
p:
|√χ′(√(R−R0))
∫ R
R0
u1p| ≤
√
(R−R0)χ′||u1p||∞ ≤ C−κ. (3.153)
We have the following lower-order estimates of u1p and v
1
p:∫ ∫
rn(v1pωω)
2 ≤ −1/2
∫ ∫
Rm(v1pωωR)
2 ≤ −5/2, (3.154)∫ ∫
rn(v1pω)
2 ≤ −1/2
∫ ∫
Rm(v1pωR)
2 ≤ −1/2−κ, (3.155)∫ ∫
rn(v1pR)
2 ≤ −1/2
∫ ∫
Rm(v1pRR)
2 ≤ −1/2−κ, (3.156)∫ ∫
rn|u1pω|2 ≈
∫ ∫
|∂R(rv1p)|2 =
∫ ∫ ∫ 1√

R
∂R(rv
1
p)∂RR(rv
1
p)
≤ −1/2
∫ ∫
|∂R(rv)||∂RR(rv)|
≤ −1/2
(∫ ∫
R−m|∂R(rv)|2 +
∫ ∫
Rm|∂RR(rv)|2
)
. −1/2−κ, (3.157)∫ ∫
rn|u1pR|2 ≈
∫ ∫
|u¯R(R) +
∫ ω
0
u1pωR(θ,R)|2 ≤ C +
∫ ∫
|u1pωR|2 = C +
∫ ∫
|∂RR(rv1p)|2
≤ −κ, (3.158)∫ ∫
rn|u1p|2 ≈
∫
|u¯1|2 +
∫ ∫
|u1pω|2 ≤ −
1
2
−κ, (3.159)∫ ∫
rn|v1p|2 ≈
∫ ∫ R0+ 1√
R0
|v1p|2 . ||v1p||2L∞
∫ ∫ R0+ 1√
R0
dRdω . − 12−κ. (3.160)
The weight of rn can be added in because on the support of v1p and u
1
p, r is bounded
uniformly. For the same reason, these weights can be added in for the uniform estimates.
We summarize the results of the Prandtl-1 layer construction in the following:
Theorem 3.16. Let u1p, v
1
p denote the cutoff Prandtl layers described above. Then∫ ∫
Rm|∂R(rv1pω)|2 + sup
∫
Rmr|∂RR(rv1p)|2 ≤ C(θ0)−κ for κ > 0 arbitrarily small,∫ ∫
Rm|∂R(rv1pωω)|2 + sup
∫
Rm|∂RR(rv1pω)|2 ≤ C(θ0)−2, and ||rnu1p, v1p||∞ ≤ C(θ0)−κ,
where C(θ0) is a constant which could depend poorly on small θ0.
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3.4 Estimates on Profile Errors
3.4.1 Angular Errors, Ru:
There are three lower order error terms from the profile constructions, which come from
(3.22) for the Prandtl-0 layer and (3.72) for the Euler-1 layer and for the Prandtl-1 layer by
inserting (3.152) into the equation (3.78):
0(e2) + 
1/2(
∫ ∞
r
Eb(ω, θ)dθ) + 
1/2(Prandtl-1 contribution) = (3.161.1) + (3.161.2) + (3.161.3).
(3.161)
First, we have
(3.161.1) = ||rme2||L2 ≤ ||rmu0pRRn||L2 ||∂2r (rv1e)||L2 + ||rmu0pωRn||L2 ||u0err||∞ ≤ C.
(3.162)
Next, we have:∫ ∫
r(R)m
(∫ ∞
r(R)
Eb(ω, θ)dθ
)2
dRdω = −
1
2
∫ ∫
rm
(∫ ∞
r
Eb(ω, θ)dθ
)2
drdω
. − 12
∫
χ(
ω

)2dω .  12 . (3.163)
To estimate (3.161.3), we write:
Prandtl-1 angular error contribution =:
u0ω
(
χu1p +
√
χ′
∫ R
u1p
)
+u0
(
χu1pω +
√
χ′
∫ R
u1pω
)
+r(v0p+v
1
e)
(
χu1pR + 2
√
χ′u1p + χ
′′
∫ R
u1p
)
+
ru0Rχv
1
p − r
(
χu1pRR + χ
′′u1p + 2
√
χ′u1pR + 
3/2χ′′′
∫ R
u1p + 2χ
′′ +
√
χ′u1pR
)
− (F −E1−
E0)
= (1−χ)(F−E0−E1)+
√
χ′
(
u0ω
∫ R
u1p + u
0
∫ R
u1pω + 2(v
0
p + v
1
e)u
1
p + 2ru
1
pR
)
+χ′′
(
(v0p + v
1
e)
∫ R
u1p + 3u
1
p
)
+
3/2χ′′′
(∫ R
u1p
)
.
We give estimates on each of the terms in the above expression:∫ ∫
rm(1− χ)2|F − E0 − E1|2 ≤ n, (3.164)

∫ ∫
rm|χ′(√·)|2|(v0p + v1e)u1p + u1pR + u0ω
∫ R
u1p|2 ≤ 1−κ
∫ ∫
|χ′(√·)|2R−n ≤  12−κ,
(3.165)
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∫ ∫
|χ′(√·)|2|u0|2|
∫ R
u1pω|2 = 
∫ ∫
|χ′(√·)|2|u0|2|v1p|2 ≤ 1/2−κ, (3.166)∫ ∫
rm
[
χ′′
(
(v0p + v
1
e)
∫ R
u1p + 3u
1
p
)
+ 3/2χ′′′
(∫ R
u1p
)]2
. 2
∫ ∫ (
χ′′(
√
·))2(∫ R u1p)2 rm . 2−κ ∫ ∫ (χ′′(√·))2R2rm
. 1−κ
∫ ∫
χ′′(
√
·)2 ≤ 1/2−κ. (3.167)
Now, we must estimate the higher order terms from the expansions (3.1) - (3.7) :
1-order error:∫ ∫
rm|u1e + u1p|2|u1eω + u1pω)|2 ≤ ||u1e + u1p||2∞
∫ ∫
|u1e + u1pω|2 . −1/2−κ, (3.168)∫ ∫
rm|v0p + v1e |2|u1er|2 ≤ ||rm(v0p + v1e)||2∞
∫ ∫
|u1er|2 . −1/2, (3.169)∫ ∫
rm|v1p|2|u1pR|2 ≤ ||v1p||2∞
∫ ∫
|u0er + u1pR|2 ≤ −1/2−κ, (3.170)∫ ∫
rm(u0e + u
0
p)
2|v1p|2 . −κ
∫ ∫ 1√

(u0e + u
0
p)
2 . −κ−1/2, (3.171)∫ ∫
rm(u1e + u
1
p)
2(v0p + v
1
e)
2 . −1/2−κ, (3.172)∫ ∫
rm|P 2pω|2 : (3.173)
We define:
P 2P =
∫ ∞
R
1
r(t)
(
u0ev
0
pω + u
0
p∂ω(v
0
p + v
1
e)
)
+ (v0p + v
1
e)v
0
pR −
2
r(t)
(u1eu
0
p)− v0pRRdt
−
∫ R0+ 1√
R
2
r(t)
u1pu
0
pdt−
∫ R0+ 1√
R
1
r(t)
u1pu
0
edt.
Using the rapid decay of Prandtl-0 profiles, after taking ∂ω, the first integral is bounded
by R−n for arbitrarily large n. We must therefore treat the ∂ω of second and third integrals:∫ R0+ 1√
R
2
r(t)
u1pωu
0
pdt+
∫ R0+ 1√
R
2
r(t)
u1pu
0
pω +
∫ R0+ 1√
R
1
r(t)
u1pωu
0
e.
The middle term above is bounded by −κR−n. For the first and third terms, we use the
divergence free condition and integrate by parts, bearing in mind that v1p|R0+ 1√ = 0 due to
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the cutoff:
|
∫ R0+ 1√
R
2
r(t)
∂t(r(t)v
1
p)u
0
pdt| = | −
∫ R0+ 1√
R
r(t)v1p∂t(
2
r(t)
u0p)dt+ v
1
pu
0
p|
≤ −κ|u0p|+
∫ ∞
R
|r(t)v1p|t−ndt . −κ
(|u0p|+R−n) ,
|
∫ R0+ 1√
R
2
r(t)
u1pωu
0
e(r(t))dt| = |v1pu0e(r) +
∫ R0+ 1√
R
r(t)v1p∂t(
u0e(r(t))
r(t)
)dt|.
We place the terms above into integrals, the most delicate being:∫ ∫
rm
(∫ R0+ 1√
R
r(t)v1p∂t(
u0e
r(t)
)dt
)2
dRdω
. −κ
∫ ∫ R0+ 1√
R0
(∫ R0+ 1√
R
|∂t(u
0
e(r(t))
r(t)
)|dt
)2
dRdω
. −κ
∫ ∫ R0+ 1√
R0
(∫ R0+ 1√
R0
√
|u
0
er(r(t))
r(t)
|+√|u
0
e(r(t))
r(t)2
|dt
)2
dRdω
. −κ
∫ ∫ R0+ 1√
R0
(∫ R0+1
R0
|u0er(r)|+ |
u0e
r
|dr
)2
dRdω . −κ−1/2.
∫ ∫
rm|u0err|2 + |u0er|2 + |u1pR|2 + |u0pωω|2 + |u0p|2 . −1/2, (3.174)∫ ∫
(u0e)
2
r4
r2+δdR ≤ ||u0e||2∞
∫ ∫
1
r2−δ
dR . −1/2
∫ ∞
R0
dr
r2−δ
≤ −1/2 if δ < 1. (3.175)
We emphasize that estimate (3.175) is the most delicate and requires the weight parameter
δ of r2+δ to be strictly less than 1.
3/2-order error:∫ ∫
rm|v1p|2|u1er + u1e + u1p|2 +
∫ ∫
rm|u1e + u1p + v0pω + v1eω|2 . −κ−1/2, (3.176)∫ ∫
rm|u1err + u1er + u1eωω|2 ≤ −1/2||rmu1e||2H2 ≤ −1/2||rmv1e ||2H3 ≤ −3/2, (3.177)∫ ∫
rm|u1pωω|2 ≈
∫ ∫
|∂R(rvω)|2 ≤ −κ, (3.178)
2-order error:∫ ∫
rm|v1pω|2 . −1/2−κ. (3.179)
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3.4.2 Radial Errors, Rv:
The higher-order radial contributions must be estimated:
1/2 order error:∫ ∫
rm|u1ev1eω|2 +
∫ ∫
rm|v1e |2|v1er|2 +
∫ ∫
rm|u1e|4
+
∫ ∫
rm
(
u1ev
0
pω + u
1
p∂ω(v
0
p + v
1
e)
)2
+
∫ ∫
rm|v1p|2|v0pR|2+ ≤ −κ−1/2, (3.180)∫ ∫
rm
(|v1pω|2|u0e + u0p|2 + |v0p|2|v1er|2 + |v0p|2|v1pR|2 + |u1e|2|u1p|2 + |u1p|4 + |v1e |2|v1pR)2
≤ −κ−1/2, (3.181)∫ ∫
rm
(|v0pR|2 + |u0pω|2 + |v1pRR|2) ≤ −κ, (3.182)
 order error:∫ ∫
rm|v1err + v1er + v1eωω + u1eω + v1e |2 ≤ −1/2||v1e ||2H2 , (3.183)∫ ∫
rm|u1pv1pω + u1ev1pω + v1pv1er + v1pv1pR + v1pR + v0pωω + u1pω + v0p|2 ≤ −κ−1/2, (3.184)
3/2 order error:∫ ∫
rm|v1pωω|2 ≤ −5/2. (3.185)
We have established the main result of this section, Theorem 1.10.
4 Energy Estimates
In this section, the energy estimates in Theorem 1.11 are proven. We will need to work
with the restricted domain ΩN = (0, θ0)× (R0, R0 +N), and obtain estimates which are
uniform in N . The boundary conditions u = v = 0 on {(ω,R) : R = R0 +N} are enforced.
Step I: Laplacian and Lower Order Terms
By the divergence free condition:
0 = − 
r2
uωω +

r2
uωω = − 
r2
uωω +

r
∂ω
(
−
√

r
v − vR
)
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= − 
r2
uωω − 
3/2
r2
vω − 
r
vωR, (4.1)
0 = −vRR + vRR = −vRR + ∂R
(
−
√

r
v − uω
r
)
= −vRR −
√

r
vR +

r2
v − uωR
r
+
√

uω
r2
. (4.2)
In this step the terms in (1.25 - 1.26) which involve (u, v) but do not depend on the
profiles, (us, vs), are treated. After adding in (4.1) - (4.2) these terms are summarized:
− uRR −
√

r
uR − 2
r2
uωω +

r2
u− 3
r2
3/2vω − 
r
vωR, (4.3)
− 2vRR − 2
√

r
vR − 
r2
vωω +
3
√

r2
uω + 2

r2
v − uωR
r
. (4.4)
As described in the introduction, we proceed to multiply (4.3) by r1+δu and (4.4) by
r1+δv: ∫ ∫ [
− uRR −
√

r
uR − 2
r2
uωω +

r2
u− 3
r2
3/2vω − 
r
vωR
]
× r1+δu
+
∫ ∫ [
− 2vRR − 2
√

r
vR − 
r2
vωω +
3
√

r2
uω + 2

r2
v − uωR
r
]
× r1+δv. (4.5)
Integrating by parts the terms in (4.5) yields:
−
∫ ∫
(uRR −
√

r
uR − 2
r2
uωω +
u
r2
)ur1+δ =
∫ ∫
u2Rr
1+δ + 2u2ωr
−1+δ + ur−1+δ (4.6)
− 2
∫
ω=θ0
r−1+δuuω + J1,
∫ ∫
(−2vRR − 2
√
vR
r
− vωω
r2
+ 2
v
r2
)vr1+δ =
∫ ∫
2v2Rr
1+δ + 2v2ωr
−1+δ (4.7)
+ 22v2r−1+δ −
∫
ω=θ0
2r−1+δvvω + J2,
−
∫ ∫
uωRvr
δ − 
∫ ∫
vωRur
δ = 2
∫ ∫
uRvωr
δ + δ3/2
∫ ∫
r−1+δvωu (4.8)
−
∫
ω=θ0
uRvr
δ = J3 −
∫
ω=θ0
uRvr
δ,
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where J1 = δ
√

∫ ∫
uuRr
δ, J2 = C
3/2
∫ ∫
vvRr
δ, and J3 = 2
∫ ∫
uRvωr
δ+δ3/2
∫ ∫
r−1+δvωu.
Putting the remaining terms into J4 yields:
J4 = −3 32
∫ ∫
vωur
−1+δ + 3
3
2
∫ ∫
vuωr
−1+δ. (4.9)
Letting J = J1 + J2 + J3 + J4, it is easy to see that:
|J | ≤ C(, θ0)||v||2B, C(θ0, ) ∼ O(θ0,
√
). (4.10)
Using the stress-free boundary condition, (1.32), the boundary term from (4.7) cancels
with that of (4.8):
−
∫
ω=θ0
2r−1+δvvω −
∫
ω=θ0
uRvr
δ = 0. (4.11)
The only remaining boundary contribution is then that of (4.6):
β1 = −2
∫
ω=θ0
uuωr
−1+δ. (4.12)
The remaining interior terms from (4.6 - 4.7) are then:
I1 =
∫ ∫
u2Rr
1+δ + 2u2ωr
−1+δ + ur−1+δ + 2v2Rr
1+δ + 2v2ωr
−1+δ + 22v2r−1+δ. (4.13)
Summarizing the calculations from this step, we have:∫ ∫
r1+δu× (4.3) + r1+δv × (4.4) = I1 + β1 + J, (4.14)
where β1 is defined in (4.12), J is estimated in (4.10), and the interior terms I1 are defined
in (4.13).
Step II: Profile Terms
In this step, we treat the terms from (1.25 - 1.27) which contain us, vs. For clarity, we
display these terms here:
1
r
usuω +
1
r
usωu+ usRv + vsuR +
√

r
vsu+
√

r
usv, (4.15)
1
r
usvω +
1
r
vsωu+ vsvR + vsRv − 2
r
1√

usu. (4.16)
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Applying our multiplier to (4.15 - 4.16) yields:∫ ∫
r1+δu×
[
1
r
usuω +
1
r
usωu+ usRv + vsuR +
√

r
vsu+
√

r
usv
]
=
∫ ∫
usuωur
δ + usωu
2rδ + usRuvr
δ+1 + vsuRur
δ+1 +
√
vsr
δu2 +
√
usr
δuv
. θ0||v||2B + θ0||u||2A, (4.17)
∫ ∫
r1+δv ×
[
1
r
usvω +
1
r
vsωu+ vsvR + vsRv − 2
r
1√

usu
]
=
∫ ∫
usr
δvvω + vsωr
δuv + vsvRvr
1+δ + vsRv
2r1+δ − 2√usuvrδ
. C(θ0, )||v||2B where C(θ0, ) ∼ O(θ0,
√
). (4.18)
We have used the following uniform bounds on the profiles, recalling that us(ω,R) =
u0e(r) + u
0
p(ω,R) +
√
u1e(ω, r), and vs(ω,R) = v
0
p(ω,R) + v
1
e(ω, r).
||us||∞ ≤ C, (4.19)
||vsrn||∞ ≤ ||v0P rn||∞ + ||v1ern||∞ ≤ C + ||v1ern||H2 ≤ C, (4.20)
sup
ω∈[0,θ0]
∫ ∞
R0
u2sRr
n(R−R0) ≤ C as shown below in (4.27), (4.21)
||vsRrn||∞ ≤ ||rnv0pR||∞ +
√
||rnv1er||∞ ≤ C +
√
||rnv1e ||H3 ≤ C, (4.22)
||vsωrn||∞ ≤ C(θ0) by weighted Euler W 2,q bounds in estimate (3.74), (4.23)
||usωrn||∞ ≤ ||u0Pωrn||∞ +
√
||u1eωrn||∞ ≤ C +
√
||rn∂r(rv)||∞, (4.24)
≤ C +√||rnv1e ||∞ +
√
||rnv1er||∞ ≤ C, (4.25)
||usRrn||∞ ≤
√
||rnu0er||∞ + ||u0prn||∞ + ||rnu1er||∞ ≤ C + ||rnv1e ||H3 ≤ C. (4.26)
Of these, us(ω,R) = u
0
e(r)+u
0
p(ω,R)+
√
u1e(ω, r) is the term which cannot absorb factors
of r due to the outer Euler flow u0e being bounded below away from zero by assumption.
For this reason the estimate for
√

∫ ∫
usuvr
δ in (4.17) is the most sensitive to the weight
and forces the loss of one factor of r in the energy estimate.
The estimate ||u1er||∞ . ||v1e ||H3 from (4.26) is given below:(
u1e(ω, r)
)2
=
(∫ ω
0
∂r(rv)(θ, r)dθ
)2
⇒ (u1er(ω, r))2 ≤ θ0 ∫ ω
0
|∂rr(rv)(θ, r)|2dθ ≤ θ0
∫ θ0
0
|∂rr(rv)|2dθ,
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⇒ sup
ω
|u1er(ω, r)|2 ≤ θ0
∫ θ0
0
|∂rr(rv)|2(θ, r)dθ := θ0ϕ(r)⇒ ||u1er||∞ ≤ θ0 sup
r
|ϕ(r)|.
Since ϕ : [R0,∞)→ R, according to the 1-dimensional Sobolev embedding:
sup
r
|ϕ| ≤ ||ϕ||W 1,1 ≤
∫ ∞
R0
|ϕ(r)|dr +
∫ ∞
R0
|∂rϕ(r)|dr ≤
∫ ∞
R0
∫ θ0
0
|∂rr(rv)|2dθdr +
∫ ∞
R0
∫ θ0
0
|∂rrr(rv)|2drdθ.
Combining these gives ||u1er||∞ . ||rnv1e ||H3 for a constant independent of small θ0. We
can repeat the argument for a weight of rn.
The profile estimates in (4.19) - (4.26) are all independent of small θ0, with the exception
of ||vsω||∞. Any time ||vsω||∞ appears in our analysis, it must be accompanied by a power
of  to overcome the potentially poor dependence on θ0. For the uniform bounds, this
follows from the fact that the corresponding H2 estimates were independent of small θ0.
For the sup
ω∈[0,θ0]
∫ ∞
R0
u2sRr
n(R−R0) estimate, we have:
sup
[0,θ0]
∫ ∞
R0
(R−R0)rnu2sR ≤ C(u0e, u0p) + sup
∫ ∞
R0
(R−R0)rn2|u1er(r)|2dR
≤ C +  sup
∫ ∞
R0
rn+1|u1e(r)|2dr ≤ C + θ−10 ||rn+1v1e ||H2 . (4.27)
Step III: Pressure Term
Applying our multiplier to the two pressure terms in (1.25 - 1.27) yields:∫ ∫
Pωur
δ +
∫ ∫
PRvr
1+δ
= −
∫ ∫
Puωr
δ − (1 + δ)
∫ ∫ √
vPrδ −
∫ ∫
r1+δPvR +
∫
ω=θ0
Purδ
= −δ
∫ ∫
P
√
vrδ +
∫
ω=θ0
Purδ. (4.28)
Using the stress-free boundary condition at {ω = θ0}, which is Pr = 2uω, this boundary
contribution cancels the remaining boundary term β1 from (4.12):∫
ω=θ0
Purδ − 2
∫
ω=θ0
uuωr
−1+δ = 0. (4.29)
The interior term is estimated as follows:
|δ
∫ ∫
P
√
vrδ| ≤ δ
(∫ ∫
P 2rδ
) 1
2
(∫ ∫
v2rδ
) 1
2
≤ δθ0||v||B||P ||L2∗,δ . (4.30)
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Step IV: Right-Hand Side∫ ∫
fr1+δu ≤ N(δ¯)
∫ ∫
f2r2+δ + δ¯
∫ ∫
u2rδ ≤ N(δ¯)
∫ ∫
f2r2+δ + θ20||v||2B (4.31)

∫ ∫
gr1+δv ≤ N(δ¯)
∫ ∫
g2r2+δ + δ¯
∫ ∫
v2rδ ≤ N
∫ ∫
g2r2+δ + θ20||v||2B. (4.32)
Putting the calculations in (4.14), (4.17 - 4.18), (4.30), (4.31 - 4.32), together yields
Theorem 1.11.
5 Positivity Estimate
In this section, we establish the positivity estimate given in Theorem 1.13. First, we must
prove the positivity calculation in the generality we require, that is, using the weight of rδ:
Proof of Lemma 1.12 for general δ.∫ ∫
rδ|∂R(rv)|2 =
∫ ∫
rδ|∂R(rv
us
us)|2 =
∫ ∫
rδ|∂R(rv
us
)us + usR(
rv
us
)|2 (5.1)
=
∫ ∫
rδu2s|∂R(
rv
us
)|2 +
∫ ∫
rδ
(
rv
us
)2
u2sR +
∫ ∫
rδususR∂R((
rv
us
)2)
=
∫ ∫
rδ|∂R(rv
us
)|2u2s −
∫ ∫
δrδ−1(
rv
us
)2
√
ususR −
∫ ∫
rδ
(
rv
us
)2
ususRR,
∫ ∫
rδ|∂R(rvus
us
)|2 =
∫ ∫
rδ|us∂R(rv
us
) + usR(
rv
us
))|2 .
∫ ∫
rδ|∂R(rv
us
)|2u2s +
∫ ∫
rδ(
rv
us
)2u2sR
.
∫ ∫
rδ|∂R(rv
us
)|2u2s, (5.2)
where we used the Fundamental Theorem of Calculus, the hypothesis that minus > 0,
and estimate (4.27) for the rapid decay of usR. Lastly, we deal with the term:
δ
∫ ∫ √
rδ−1r2v2
usR
us
.
(∫ ∫
v2rδ
)1/2(∫ ∫
u2sRv
2r2+δ
)1/2
. θ0||v||B
(
sup
∫
u2sR(R−R0)rndR
)1/2(∫ ∫
v2R
)1/2
. θ0||v||2B. (5.3)
Estimates (5.1) - (5.3) immediately imply the desired positivity.
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Step I: Positive Profile Terms
As discussed in the introduction, we apply the multiplier (rδ∂R(
r2v
us
),−∂ω(r
1+δv
us
)) to the
system (1.25 - 1.27). Here we treat the three profile terms which enable us to obtain the
necessary control of ||v||B. Explicitly, we are computing:∫ ∫ (us
r
uω + vusR
)
rδ∂R
(
r2v
us
)
−
∫ ∫

usvω
r
r1+δ∂ω
(
v
us
)
. (5.4)
We now compute each of the terms in (5.4) individually:∫ ∫
usr
−1+δuω∂R(
r2v
us
) =
∫ ∫
usr
−1+δ(−∂R(rv))∂R
(
r2v
us
)
= −
∫ ∫ √
rδv∂R(rv)−
∫ ∫
rδ|∂R(rv)|2 +
∫ ∫
rδ
usR
us
rv∂R(rv)
= −
∫ ∫ √
rδv∂R(rv)−
∫ ∫
rδ|∂R(rv)|2 + 1
2
∫ ∫
rδ
usR
us
∂R((rv)
2). (5.5)
For the first term in (5.5), we estimate:
|
∫ ∫ √
rδv∂R(rv)| ≤ θ0
(∫ ∫
v2ωr
δ
) 1
2
(∫ ∫
rδ|∂R(rv)|2
) 1
2
≤ θ0||v||2B. (5.6)
The second term in (5.4) is:∫ ∫
vusRr
δ∂R(
r2v
us
) =
∫ ∫
vusRr
δ
(√

rv
us
+ r
∂R(rv)
us
− r2vusR
u2s
)
=
∫ ∫
vusRr
δ
(√

rv
us
− r2vusR
u2s
)
+
1
2
∫ ∫
rδ
usR
us
∂R
(
(rv)2
)
. (5.7)
Combining (5.5) - (5.7), integrating by parts the final terms in both (5.5) and (5.7), and
recalling estimate (5.3) yields:∫ ∫ (us
r
uω + vusR
)
rδ∂R
(
r2v
us
)
≤ θ0||v||2B −
∫ ∫
rδ|∂R(rv)|2 − rδ usRR
us
(rv)2. (5.8)
The third term in (5.4) is:
−
∫ ∫
rδusvω
(
∂ω(
v
us
)
)
= −
∫ ∫
rδv2ω + 
∫ ∫
rδ
usω
us
vvω = (5.9.1) + (5.9.2). (5.9)
We estimate (5.9.2):

∫ ∫
rδ
usω
us
vvω ≤ θ0||usω||∞
(∫ ∫
v2ωr
δ
)1/2(∫ ∫
v2ωr
δ
)1/2
. θ0||v||2B. (5.10)
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Putting (5.8 - 5.10) together and using the positivity estimate (1.35) yields:∫ ∫
r|∂R(rv)|2 + 
∫ ∫
rv2ω ≤ −(5.4) + θ0||v||2B. (5.11)
Step II: Remaining Profile Terms
We now apply the multiplier to the remaining profile terms and provide bounds on each
term, keeping in mind the estimates on the profiles we proved in (4.19 - 4.26). For reference,
we include the specific profile terms from equations (1.25 - 1.27) that we treat in this step:
1
r
usωu+ vsuR +
√

r
vsu+
√

r
usv, and (5.12)
1
r
vsωu+ vsvR + vsRv − 2
r
1√

usu. (5.13)
Applying the multiplier to (5.12 - 5.13) yields:∫ ∫ (
1
r
usωu+ vsuR +
√

r
vsu+
√

r
usv
)
rδ∂R
(
r2v
us
)
(5.14)
−
∫ ∫ (
1
r
vsωu+ vsvR + vsRv − 2
r
1√

usu
)
∂ω
(
r1+δv
us
)
. (5.15)
We estimate each of the eight terms appearing in (5.14) - (5.15) individually:∫ ∫
usωur
δ−1∂R
(
r2v
us
)
=
∫ ∫
r−1+δusωu
(√

rv
us
+ r
∂R(rv)
us
+ r2v∂R(
1
us
)
)
. θ0
(∫ ∫
rδu2ω
)1/2((∫ ∫
rδ|∂R(rv)|2
)1/2
+
(∫ ∫
rδv2
)1/2)
. θ0||v||2B, where the constant C = ||usω||∞ + sup
∫
u2sR(R−R0)rn. (5.16)
∫ ∫
vsuRr
δ∂R
(
r2v
us
)
=
∫ ∫
vsuRr
δ
(√

rv
us
+ r
∂R(rv)
us
+ r2v∂R(
1
us
)
)
.
(∫ ∫
r1+δu2R
)1/2((∫ ∫
v2rδ
)1/2
+
(∫ ∫
rδ|∂R(rv)|2
)1/2)
. θ0||v||B||u||A, where the constant is: C = ||vsrn||∞ + sup
∫
u2sRr
n(R−R0). (5.17)
∫ ∫ √
vsur
δ−1∂R
(
r2v
us
)
=
∫ ∫ √
vsr
−1+δu
(√

rv
us
+ r
∂R(rv)
us
+ r2v∂R(
1
us
)
)
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.
(∫ ∫
u2rδ
)1/2((∫ ∫
rδ|∂R(rv)|2
)1/2
+
(∫ ∫
rδv2
)1/2)
.
√
θ0||v||2B, where the constant C = ||vs||∞ + sup
∫
u2sR(R−R0). (5.18)
∫ ∫ √
usvr
δ−1∂R
(
r2v
us
)
=
∫ ∫ √

r
usvr
δ
(√

rv
us
+ r
∂R(rv)
us
+ r2v∂R(
1
us
)
)
(5.19)
= (5.19.1) + (5.19.2) + (5.19.3).
(5.19.1) =
∫ ∫
rδv2 ≤ θ0
∫ ∫
rδv2ω,
(5.19.2) =
∫ ∫ √
rδv∂R(rv) ≤ θ0
(∫ ∫
rδv2ω
)1/2(∫ ∫
rδ|∂R(rv)|2
)1/2
,
(5.19.3) =
∫ ∫ √
v2r1+δus∂R(
1
us
) ≤ θ0
(∫ ∫
rδv2ω
)1/2(∫ ∫
rnu2sRrv
)1/2
≤ θ0
(∫ ∫
rδv2ω
)1/2(
sup
∫
rnu2sR(R−R0)
)(∫ ∫
|∂R(rv)|2
)1/2
.
Thus, (5.19) . θ0||v||2B. We now individually compute the terms in (5.15):∫ ∫
−rδvsωu
(
vω
us
− vusω
u2s
)
≤ √ (||vsω||∞ + ||usω||∞) θ0||v||2B. (5.20)
Here again
√
||vsω||∞ is a good term despite the potentially poor dependence of ||vsω||∞
on θ0.∫ ∫
−r1+δvsvR
(
vω
us
− vusω
u2s
)
≤ √ (||rvs||∞ + ||rusω||∞) ||v||2B, (5.21)∫ ∫
−r1+δvsRv
(
vω
us
− vusω
u2s
)
≤ (||rvsR||∞ + ||rusω||∞) θ0||v||2B, (5.22)∫ ∫
2
√
rδusu
(
vω
us
− vusω
u2s
)
≤
(∫ ∫
rδu2
)1/2(∫ ∫
rδv2ω
)1/2
+ ||usω||∞
(∫ ∫
rδu2
)1/2(∫ ∫
rδv2
)1/2
. θ0||v||2B. (5.23)
Terms (5.19) and (5.23) require precision with regards to the weight rδ in our multipliers,
as the profile us cannot absorb any factors of r. The results of this step are summarized:
(5.14) + (5.15) . C(θ0, )||v||2B +N ||u||2A, C(θ0, ) ∼ O(θ0,
√
). (5.24)
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Step III: Laplacian and Lower Order Terms
In this step, we treat the terms which contain (u, v) and do not depend on the profiles
us, vs in equations (1.25) - (1.26). For clarity, these terms are summarized here:
− uRR −
√

r
ur − 
r2
uωω +

r2
u− 2
r2
3/2vω, and (5.25)
− vRR −
√

r
vR − 
r2
vωω +
2
√

r2
uω +

r2
v. (5.26)
Applying the multiplier then yields:∫ ∫
(Equation 5.25)× rδ∂R(r
2v
us
)− 
∫ ∫
(Equation 5.27)× ∂ω(r
1+δv
us
) =∫ ∫ (
−uRR −
√

r
ur − 
r2
uωω +

r2
u− 2
r2
3/2vω
)
rδ∂R(
r2v
us
) (5.27)
− 
∫ ∫ (
−vRR −
√

r
vR − 
r2
vωω +
2
√

r2
uω +

r2
v
)
∂ω
(
r1+δv
us
)
. (5.28)
We proceed to individually estimate all of the terms appearing in (5.27 - 5.28).∫ ∫
−uRRrδ∂R(r
2v
us
) = −
∫ ∫
uRRr
δ
(√

rv
us
+
r
us
∂R(rv) + r
2v∂R(
1
us
)
)
= (5.29.1) + (5.29.2) + (5.29.3). (5.29)
(5.29.1) =
√

∫ ∫
uR∂R(
r1+δv
us
) = 
∫ ∫
uR
rδv
us
+
√

∫ ∫
uR
rδ
us
∂R(rv)
+
√

∫ ∫
uRr
1+δv∂R(
1
us
) ≤ √||u||A||v||B,
(5.29.2) =
∫ ∫
uR∂R
(
r1+δ
∂R(rv)
us
)
= −
∫ ∫
uR∂R
(
r1+δ
uω
us
)
= −(1 + δ)√
∫ ∫
uR
rδuω
us
−
∫ ∫
uRr
1+δ uωR
us
−
∫ ∫
r1+δuRuω∂R(
1
us
)
= (5.29.2.1) + (5.29.2.2) + (5.29.2.3).
(5.29.2.1) .
√

(∫ ∫
rδu2R
)1/2(∫ ∫
rδu2ω
)1/2
.
√
||u||A||v||B,
(5.29.2.2) = −1
2
∫ ∫
r1+δ
1
us
∂ω
(
u2R
)
= +
1
2
∫ ∫
r1+δ∂ω
(
1
us
)
u2R −
1
2
∫
ω=θ0
r1+δ
1
us
u2R,
(5.29.3) =
∫ ∫
uR∂R(r
2+δv∂R(
1
us
)) = (2 + δ)
√

∫ ∫
uRr
1+δv∂R(
1
us
) +
∫ ∫
uRvRr
2+δ∂R(
1
us
)+
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∫ ∫
r2+δuRv∂RR
(
1
us
)
.
For the last term in (5.29.3), we use:
sup
∫ ∞
R0
rm(R−R0)u2sRR ≤ C + 3 sup
∫ ∞
R0
rm(R−R0)|u1err|2dR
≤ C + 2 sup
∫
rm|u1err|2dr
≤ C + 2θ−10 ||rnv1e ||2H3 ≤ C + θ−10 , (5.30)
sup
∫ ∞
R0
rm(R−R0)|usR|4 ≤ C + 4 sup
∫
rm(R−R0)|u1e|4dR ≤ C + C(θ0)3. (5.31)
Summarizing, we have shown (5.29) . δ¯||v||2A +N(δ¯)||u||2A −
1
2
∫
ω=θ0
r1+δ
1
us
u2R. The next
term in (5.25) is:∫ ∫
−√uRr−1+δ
(√

rv
us
+
r
us
∂R(rv) + r
2v∂R(
1
us
)
)
≤ √
(∫ ∫
r1+δu2R
)1/2(∫ ∫
rδv2
)1/2
+
√

(∫ ∫
r1+δu2R
)1/2(∫ ∫
|∂R(rv)|2
)1/2
+ θ0||usRrn||∞
(∫ ∫
u2Rr
1+δ
)1/2(∫ ∫
v2ωr
δ
)1/2
. (θ0 +
√
)||u||A||v||B. (5.32)
Next,∫ ∫
− 1
r2−δ
uωω∂R(
r2v
us
) =
∫ ∫

r2−δ
uω∂ω∂R(
r2v
us
)− 
∫
ω=θ0
uω
r2−δ
∂R(
r2v
us
). (5.33)
We treat the interior term in (5.33), and place the boundary terms in the boundary
contribution, β∆, which will be treated in the next subsection:∫ ∫

r2−δ
uω∂ω∂R(
r2v
us
) =
∫ ∫

r2−δ
uω∂ω
(√

rv
us
+ r
∂R(rv)
us
+ r2v∂R(
1
us
)
)
(5.34)
= (5.34.1) + (5.34.2) + (5.34.3),
(5.34.1) =
∫ ∫
3/2
us
uωvωr
δ−1 + 
3
2
∫ ∫
rδ−1uωv∂ω
(
1
us
)
.
√
||v||2B,
(5.34.2) = −
∫ ∫

us
uωuωωr
δ−1 = − 
2
∫ ∫
1
us
∂ω
(
u2ω
)
rδ−1 =

2
∫ ∫
u2ω∂ω
(
1
us
)
rδ−1
− 
2
∫
ω=θ0
u2ω
1
us
rδ−1 . ||v||2B −

2
∫
ω=θ0
u2ω
1
us
rδ−1,
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(5.34.3) =
∫ ∫
uωr
δvω∂R
(
1
us
)
+ 
∫ ∫
rδuωv∂ωR
(
1
us
)
.
For the final term in (5.34.3) , we have used:  sup
[0,θ0]
∫
(R−R0)|∂ωR( 1
us
)|2 . C, which can
be estimated in a similar way as (5.30) - (5.31), to obtain:

∫ ∫
rδuωv∂ωR
(
1
us
)
≤ √
(∫ ∫
u2ωr
δ
)1/2(∫ ∫
|∂ωR( 1
us
)|2v2rδ
)1/2
.
√
||v||2B.
(5.35)
This establishes term (5.34) .
√
||v||2B −

2
∫
ω=θ0
u2ω
1
us
rδ−1 − 
∫
ω=θ0
uω
r2−δ
∂R(
r2v
us
). We
now treat the second-order terms from (5.28):
2
∫ ∫
rδ−1vωω
(
vω
us
− vusω
u2s
)
= (5.36.1) + (5.36.2), (5.36)
(5.36.1) = 2
∫ ∫
rδ−1vωωvω
1
us
=
2
2
∫ ∫
rδ−1∂ω
(
v2ω
) 1
us
=
− 
2
2
∫ ∫
rδ−1v2ω∂ω
(
1
us
)
+
2
2
∫
ω=θ0
rδ−1v2ω
1
us
− 
2
2
∫
ω=0
rδ−1v2ω
1
us
,
(5.36.2) = 2
∫ ∫
rδ−1vω∂ω
(
v
usω
u2s
)
− 2
∫
ω=θ0
rδ−1vωv
usω
u2s
= 2
∫ ∫
rδ−1v2ω
usω
u2s
+ 2
∫ ∫
rδ−1vωv∂ωω
(
1
us
)
− 2
∫
ω=θ0
rδ−1vωv
usω
u2s
.
The middle term in (5.36.2) requires the following estimate on the profiles:
sup
∫
(R−R0)|usωω|2dR ≤ C +  sup
∫
|u1eωω|2(r)(R−R0)dR
≤ C + sup
∫
|u1eωω(r)|2rdr ≤ C + θ−10 ||v||2H3 ≤ θ−10 −1, (5.37)
sup
∫
|usω|4(R−R0)dR ≤ C + 2 sup
∫
|u1eω|4(r)(R−R0)dR
≤ C + θ−10
(∫ ∫
rn|u1eω|4 +
∫ ∫
rn|u1eωω|4
)
≤ C + θ−10 ||v1e ||W 2,4 . (5.38)
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Thus, we have term (5.36) .
√
||v||2B+
2
2
∫
ω=θ0
rδ−1v2ω
1
us
−
2
2
∫
ω=0
rδ−1v2ω
1
us
−2
∫
ω=θ0
rδ−1vωv
usω
u2s
.
The final second-order term from (5.28) is:

∫ ∫
r1+δvRR
(
vω
us
− vusω
u2s
)
= (5.39.1) + (5.39.2), (5.39)
(5.39.1) = −
∫ ∫
vR∂R
(
r1+δ
vω
us
)
= −
∫ ∫
vR
(
(1 + δ)
√
rδvω
us
+
r1+δvωR
us
+ r1+δ∂R(
1
us
)vω
)
.
√
||v||2B −
∫
ω=θ0

2
r1+δv2R
1
us
,
(5.39.2) = 
∫ ∫
vR∂R
(
r1+δv
usω
u2s
)
= 
∫ ∫
r1+δv2R
usω
u2s
+ (1 + δ)3/2
∫ ∫
vvRr
δ usω
u2s
+ 
∫ ∫
r1+δvRv∂ωR
(
1
us
)
.
For the final term in (5.39.2), we use that  sup
[0,θ0]
∫
rm(R − R0)|usωR|2 ≤ C. Thus,
(5.39) .
√
||v||2B −
∫
ω=θ0

2
r1+δv2R
1
us
. Finally, we have the low-order terms from (5.27) -
(5.28):
∫ ∫

r2−δ
u
(√

rv
us
+
r
us
∂R(rv) + r
2v∂R(
1
us
)
)
− 2
3/2
r2−δ
vω
(√

rv
us
+
r
us
∂R(rv) + r
2v∂R(
1
us
)
)
+ 3/2
∫ ∫
rδvR
(
vω
us
− vusω
u2s
)
− 2
∫ ∫
3/2rδ−1uω
(
vω
us
− vusω
u2s
)
−
∫ ∫
2rδ−1v
(
vω
us
− vusω
u2s
)
. C(, θ0)||v||2B +N ||u||2A, (5.40)
where C(, θ0)→ 0 as either θ0 → 0 or → 0. Summarizing the results of this step:
(5.27) + (5.28) ≤ C(, θ0)||v||2B +N ||u||2A + β∆, C(θ0, ) ∼ O(θ0,
√
), (5.41)
where β∆ contains the boundary terms from (5.29), (5.34), (5.36), (5.39):
β∆ = −1
2
∫
ω=θ0
r1+δ
1
us
u2R −

2
∫
ω=θ0
1
us
u2ωr
δ−1 − 
∫
ω=θ0
uωr
δ−2∂R(
r2v
us
) +
2
2
∫
ω=θ0
v2ω
us
rδ−1
− 2
∫
ω=θ0
vvω
usω
u2s
rδ−1 − 
2
2
∫
ω=0
rδ−1v2ω
1
us
− 
2
∫
ω=θ0
rδ+1
1
us
v2R. (5.42)
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Step IV: Pressure Terms
In this step, we apply our multiplier to the pressure terms from (1.25 − 1.27), which
immediately yield:∫ ∫
Pωr
δ−1∂R
(
r2v
us
)
−
∫ ∫
PRr
1+δ∂ω(
vω
us
) =
∫ ∫
Pωr
δ−1∂R(
r2v
us
)−
∫ ∫
PRr
δ−1∂ω(
r2v
us
)
=
∫
ω=θ0
rδ−1P∂R(
r2v
us
) + (δ − 1)
∫ ∫ √
rδP
(
vω
us
− usω
u2s
v
)
. (5.43)
The interior term is estimated:
|δ − 1||
∫ ∫ √
rδP
(
vω
us
− usω
u2s
v
)
| ≤ |δ − 1|
(∫ ∫
rδP 2
)1/2
||v||B. (5.44)
We estimate the boundary term from (5.43) using the stress-free boundary condition in
(1.32):
βP :=
∫
ω=θ0
rδ−1P∂R(
r2v
us
) = −2
∫
ω=θ0
rδ−1
us
u2ω + 2
3/2
∫
ω=θ0
rδ−1
uωv
us
+ 2
∫
ω=θ0
rδuωv∂R(
1
us
)
≤ −
∫
ω=θ0
rδ−1
us
u2ω +N
∫
ω=θ0
v2rδ−1. (5.45)
Step V: Boundary Terms
We rewrite the Boundary contributions of the Navier Stokes terms, starting with (5.42):
β∆ = −1
2
∫
ω=θ0
r1+δ
1
us
u2R −

2
∫
ω=θ0
1
us
u2ωr
δ−1 − 
∫
ω=θ0
uωr
δ−2∂R(
r2v
us
) +
2
2
∫
ω=θ0
v2ω
us
rδ−1
− 2
∫
ω=θ0
vvω
usω
u2s
rδ−1 − 
2
2
∫
ω=0
rδ−1v2ω
1
us
− 
2
∫
ω=θ0
rδ+1
1
us
v2R
= − 
2
∫
ω=θ0
rδ−1
us
u2ω − 
∫
ω=θ0
rδ−2uω∂R(
r2v
us
)− 2
∫
ω=θ0
rδ−1vvω
usω
u2s
− 
2
2
∫
ω=0
v2ω
rδ−1
us
− 
2
∫
ω=θ0
rδ+1
us
v2R (5.46)
=

2
∫
ω=θ0
rδ−1
us
u2ω + 
3/2
∫
ω=θ0
rδ−1
uωv
us
− 
∫
ω=θ0
rδuωv∂R(
1
us
)− 2
∫
ω=θ0
rδ−1vvω
usω
u2s
− 
2
∫
ω=θ0
rδ+1
us
v2R −
2
2
∫
ω=0
rδ−1
v2ω
us
. (5.47)
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In the equality yielding (5.46), the stress-free condition from (1.32) was used. Using the
divergence free condition: uω −
√
v = rvR ⇒ r2v2R = u2ω + v2 − 2
√
vuω, we can rewrite
two of the terms in (5.47):

2
∫
ω=θ0
rδ−1
us
u2ω −

2
∫
ω=θ0
rδ+1
us
v2R = −
2
2
∫
ω=θ0
rδ−1
us
v2 + 
3
2
∫
ω=θ0
rδ−1
us
vuω. (5.48)
We also note that the
∫
ω=0 in (5.47) is of a beneficial sign, and so we only keep treating
the
∫
ω=θ0
contributions. Summarizing, we have:
β∆ = 
3/2
∫
ω=θ0
rδ−1
uωv
us
− 
∫
ω=θ0
rδuωv∂R(
1
us
)− 2
∫
ω=θ0
rδ−1vvω
usω
u2s
− 
2
2
∫
ω=θ0
rδ−1
us
v2
+ 
3
2
∫
ω=θ0
rδ−1
us
vuω − 
2
2
∫
ω=0
rδ−1
v2ω
us
. (5.49)
We now note that:
∫
ω=θ0
v2rδ−1 ≤ θ20
∫ ∫
v2ωr
δ−1. Using Young’s inequality we can
absorb all of the terms in (5.49) and (5.45) into either −
∫
ω=θ0
u2ωr
δ−1 or
∫
ω=θ0
v2rδ−1
terms except for the third term in (5.49), which we now estimate:
− 2
∫
ω=θ0
rδ−1vvω
usω
u2s
= 
∫
ω=θ0
rδuRv
usω
u2s
= −
∫
ω=θ0
u∂R(r
δv
usω
u2s
)
= −
∫
ω=θ0
uδrδ−1
√
v
usω
u2s
− 
∫
ω=θ0
rδuvR
usω
u2s
+ 
∫
ω=θ0
rδuv∂ωR
(
1
us
)
(5.50)
= (5.50.1) + (5.50.2) + (5.50.3).
First, we have:
(5.50.1) .  32
(∫
ω=θ0
u2
) 1
2
(∫
ω=θ0
v2
) 1
2
≤ θ20
(∫ ∫
u2ω
) 1
2
(∫ ∫
v2ω
) 1
2
. θ20||v||2B.
For the second term, we use the divergence free condition vR = −
√
1rv − 1ruω, yielding:
(5.50.2) = 3/2
∫
ω=θ0
rδ−1
usω
u2s
uv + 
∫
ω=θ0
rδ−1uuω
usω
u2s
. 3/2
(∫
ω=θ0
u2
) 1
2
(∫
ω=θ0
v2
) 1
2
+ 
(∫
ω=θ0
u2
) 1
2
(∫
ω=θ0
u2ω
) 1
2
. θ20
(∫ ∫
u2ω
) 1
2
(∫ ∫
v2ω
) 1
2
+ θ0
(∫ ∫
u2ω
) 1
2
(∫
ω=θ0
u2ω
) 1
2
72
. θ20||v||2B + δ¯θ0
∫
ω=θ0
u2ω +N(δ¯)θ0
∫ ∫
u2ω . δ¯θ0
∫
ω=θ0
u2ω + θ0||v||2B.
For the third term, we have:
(5.50.3) .
√
||∂ωR
(
1
us
)
||∞
(∫ ∫
u2ωr
δ
) 1
2
θ0
(∫ ∫
v2ωr
δ
) 1
2
. θ0||v||2B. (5.51)
We have used that
||∂ωR
(
1
us
)
||∞ . ||usωR||∞ + ||usω||∞||usR||∞ . C + ||v1e ||H4 . −1/2.
The results of this step may be summarized as:
|β∆|+ |βP | . −
∫
ω=θ0

rδ−1
us
u2ω + C(θ0, )||v||2B, C(θ0, ) ∼ O(θ0,
√
). (5.52)
Step VI: Right-Hand Side
∫ ∫
frδ∂R(
r2v
us
) =
∫ ∫
frδ
(√

rv
us
+ r∂R(rv)
1
us
+ r2v∂R(
1
us
)
)
≤ N(δ¯)
∫ ∫
f2r2+δ + δ¯
∫ ∫
v2rδ + δ¯
∫ ∫
rδ|∂R(rv)|2, (5.53)

∫ ∫
gr1+δ
vω
us
≤ N(δ¯)
∫ ∫
g2r2+δ + δ¯
∫ ∫
v2ωr
δ, (5.54)

∫ ∫
gr1+δv
usω
u2s
≤ N(δ¯)
∫ ∫
g2r2+δ + δ¯
∫ ∫
v2rδ. (5.55)
Placing the above steps together finishes the proof of Theorem 1.13.
6 Pressure Estimate
Given P (ω,R) ∈ L2(ΩN ), there is a corresponding scaled p(ω, r) = P (ω,R), whose domain
is Ω√N = (0, θ0)× (R0, R0 +
√
N). Abusing notation, denote the Euclidean counterpart
to p(ω, r) by p(x, y).
Definition 6.1. L20 denotes the mean-zero subspace of L
2: q0 ∈ L20 iff
∫ ∫
q0dxdy =∫ ∫
q0rdrdω = 0.
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Claim 6.2 (Mean-zero solvability of div). Denote the annular domain Ωθ0 = (0, θ0) ×
(R0, R0 + θ0). For each q0 ∈ L20(Ωθ0), there exists a vector field v0 ∈ H10 (Ωθ0) such that
div(v0) = q0 ,||v0||H10 (Ωθ0 ) ≤ C0||q0||L2(Ωθ0 ), where C0 is independent of small θ0.
Proof. The solvability of div : H10 → L20 is well known (see [Orlt98, pp. 26-28]). The
important point for our analysis is that the constant C0 is independent of small θ0. This is
guaranteed by [Galdi11, p. 162, estimate III.3.4], in which it is shown C0 .
(
diam(Ωθ0 )
R
)2
,
where R is the radius of a ball BR ⊂ Ωθ0 with respect to which Ωθ0 is starlike. In our case,
R ≈ diam(Ωθ0). The claim is proven.
Claim 6.3. For each q ∈ L2(Ωθ0), there exists a vector field v such that v = 0 on
{R = R0, R0 + θ0}, {ω = 0}, and ||v||H1(Ωθ0 ) ≤ C||q||L2(Ωθ0 ), where C is independent of
small θ0.
Proof. Similar to [Orlt98, page 27], define the mean-zero function q0 = q−
( ∫ ∫
Ωθ0
qrdrdω
)
div(w),
where w =
(
6θ−40 (r −R0)(θ0 − r +R0)ω, 0
)
. By direct computation,∫ ∫
Ωθ0
div(w)rdrdω = 1, ||div(w)||L2 . θ−10 , ||w||H1 . θ−10 . (6.1)
Denoting by v0 the vector field guaranteed by Claim 6.2 for the function q0,
||v0||H1 . ||q0||L2 . ||q||L2 +
(∫ ∫
|q|rdrdω
)
||div(w)||L2 . ||q||L2 + ||q||L2θ0θ−10 . ||q||L2 .
(6.2)
The factor of θ in the final inequality in (6.2) arises from Holder’s inequality:∫ ∫
Ωθ0
|q|rdrdω ≤ ||q||L2
(∫ θ0
0
∫ R0+θ0
R0
rdrdω
) 1
2 . ||q||L2θ0. (6.3)
The desired vector field is now v = v0 +
( ∫ ∫
qrdrdω
)
w. Clearly v vanishes on the
required components of the boundary, and we have:
||v||H1 ≤ ||v0||H1 +
(∫ ∫
|q|r
)
||w||H1 . ||q||L2 + ||q||L2θ0θ−10 = ||q||L2 . (6.4)
The claim is proven.
Claim 6.4. There exists a vector field F(x, y) = (f(x, y), g(x, y)) such that div(F) = p(x, y),
and:
||F||H1(Ω√N ) ≤ C||p||L2(Ω√N ), (6.5)
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where the constant C is independent of ,N , small θ0, and where F vanishes on the
Dirichlet portions of the boundary {R = R0}, {ω = 0}, {R = R0 +
√
N}.
Proof. Divide the domain Ω√N into Ωk = {0, θ0}×{R0 +kθ0, R0 +(k+1)θ0}. By Claim 6.3,
there exists a vector field, Fk, such that div(Fk) = p on Ω
k, Fk(ω,R0 + θ0k) = Fk(ω,R0 +
(k+1)θ0) = Fk(0, r) = 0, and ||Fk||H1(Ωk) ≤ C||p||L2(Ωk), where C does not depend on small
θ0. Define F =
∑
k
Fk. Then ||F||H1(Ω) =
∑
k
||Fk||H1(Ωk) ≤ C
∑
k
||p||L2(Ωk) = C||p||L2 ,
and div(F) = p. Finally F satisfies the required boundary conditions. The claim is
proven.
The vector field F can be expressed in the polar coordinate basis eθ and er, and as
functions of ω, r, in which case div(F) = φωr +
ψ
r + ψr = p(ω, r). Converting estimate (6.5)
to polar coordinates reads:∫ ∫
Ω√N
(
φ2 + ψ2 +
φ2ω
r2
+
ψ2ω
r2
+ φ2r + ψ
2
r
)
rdrdω .
∫ ∫
Ω√N
p2(ω, r)rdrdω. (6.6)
Define a(ω,R) = φ(ω, r) and
√
b(ω,R) = ψ(ω, r), so aω(ω,R) = φω(ω, r),
1√

aR(ω,R) =
φr(ω, r). Also,
√
bω(ω,R) = ψω(ω, r), bR(ω,R) = ψr(ω, r). Note that this scaling is the
same as the Prandtl scaling. Scaling all of the terms in (6.6) yields:∫ ∫
ΩN
(
a2 + b2 +
a2ω
r2
+ 
b2ω
r2
+
1

a2R + b
2
R
)
rdRdω .
∫ ∫
ΩN
P (ω,R)2rdRdω, (6.7)
and the scaled divergence equation:
aω
r
+
√

b
r
+ bR = P. (6.8)
The admissible weights in (6.7) must be generalized to rδ for δ ∈ [0, 1]. The next claim
shows this is possible as long as a small error is made in the scaled divergence equation
(6.8).
Claim 6.5. Given P ∈ L2(ΩN ) there exists a vector field A1 = (a, b) such that∫ ∫
ΩN
(
a2 + b2 +
a2ω
r2
+ 
b2ω
r2
+
1

a2R + b
2
R
)
rδdRdω .
∫ ∫
ΩN
P (ω,R)2rδdRdω, (6.9)
where the constant is independent of N, , and small θ0. A1 vanishes on {R = R0, R0 +N},
{ω = 0}, and satisfies the scaled divergence equation:
aω
r
+
√

b
r
+ bR = P +
(1− δ
2
)√
br−1. (6.10)
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Proof. Given P , define P¯ = Pr
δ
2
− 1
2 . Applying the procedure culminating in estimate (6.7)
to P¯ gives a vector field (a¯, b¯) satisfying:
∫ ∫
ΩN
(
a¯2 + b¯2 +
a¯2ω
r2
+ 
b¯2ω
r2
+
1

a¯2R + b¯
2
R
)
rdRdω .
∫ ∫
ΩN
P¯ 2r =
∫ ∫
ΩN
P 2rδ, (6.11)
and
a¯ω
r
+
√

b¯
r
+ b¯R = P¯ = Pr
δ
2
− 1
2 . (6.12)
Define A1 = (a, b) = (a¯r
1
2
− δ
2 , b¯r
1
2
− δ
2 ). One readily computes the scaled divergence of A1
to check equation (6.10), as well as the desired estimates (6.9). It is also clear that A1
vanishes on {R = R0, R0 +N}, {ω = 0} because (a¯, b¯) vanishes on those components. The
claim is proven.
We now test against our equation against the multiplier (arδ, rδb) in several steps.
Step I: Pressure Terms
Applying the the multiplier (arδ, rδb) to the terms in equation (1.25 - 1.27) containing the
pressure, P , yields:∫ ∫
Pωar
δ−1 +
∫ ∫
PRbr
δ = −
∫ ∫
Paωr
δ−1 +
∫
ω=θ0
Parδ−1 −
∫ ∫
PrδbR − δ
∫ ∫
rδ−1
√
bP
=
∫ ∫
−P 2rδ + 3
2
(1− δ)
∫ ∫ √
brδ−1P +
∫
ω=θ0
Parδ−1. (6.13)
We have used the relation (6.10). Using (6.9), the middle term above can be estimated:
|31− δ
2
|
∫ ∫
|Prδ−1√b| . |1− δ|
(∫ ∫
P 2rδ
) 1
2
(∫ ∫
b2rδ−2
) 1
2
. |1− δ|θ0
(∫ ∫
P 2rδ
) 1
2
(∫ ∫
b2ωr
δ−2
) 1
2
. (1− δ)θ0
∫ ∫
P 2rδ. (6.14)
Step II: Laplacian Terms and Lower Order Terms
In order to obtain the proper boundary cancellation, we use the representation of the
Laplacian given in (4.3), (4.4). Applying our multiplier then yields:∫ ∫ [
− uRR −
√

r
uR − 2
r2
uωω +

r2
u− 3
r2
3/2vω − 
r
vωR
]
arδ
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+∫ ∫ [
− 2vRR − 2
√

r
vR − 
r2
vωω +
3
√

r2
uω + 2

r2
v − uωR
r
]
brδ. (6.15)
We successively treat each term in (6.15), starting with the important, high order terms:
−
∫ ∫
uRRr
δa =
∫ ∫
rδuRaR +
∫ ∫
δrδ−1
√
auR
≤
(∫ ∫
rδa2R
)1/2(∫ ∫
rδu2R
)1/2
+
∫ ∫
δrδ−1
√
auR
≤ √
(∫ ∫
P (ω,R)2rδ
)1/2(∫ ∫
rδu2R
)1/2
+
∫ ∫
δrδ−1
√
auR
≤ √||P ||L2∗,δ||u||A, (6.16)
−2
∫ ∫
rδ−2auωω = 2
∫ ∫
rδ−2aωuω − 2
∫
ω=θ0
rδ−2auω
≤ 
(∫ ∫
a2ωr
δ−2
)1/2(∫ ∫
u2ωr
δ−2
)1/2
− 2
∫
ω=θ0
rδ−2auω
≤ ||P ||L2∗,δ||v||B − 2
∫
ω=θ0
rδ−2auω, (6.17)
−2
∫ ∫
vRRr
δb = 2
∫ ∫
rδvRbR + 2
3/2
∫ ∫
δrδ−1bvR
≤ 
(∫ ∫
rδv2R
)1/2(∫ ∫
rδb2R
)1/2
+ 23/2
∫ ∫
δrδ−1bvR
≤ ||v||B||P ||L2∗,δ, (6.18)
−
∫ ∫
2vωωbr
δ−2 = 2
∫ ∫
vωbωr
δ−2 −
∫
ω=θ0
2vωbr
δ−2
≤ 
(∫ ∫
v2ωr
δ−2
)1/2(∫ ∫
b2ωr
δ−2
)1/2
−
∫
ω=θ0
2rδ−2vωb,
≤ ||v||B||P ||L2∗,δ − 2
∫
ω=θ0
rδ−2vωb, (6.19)
−
∫ ∫
uωRbr
δ−1 = 
∫ ∫
rδ−1uRbω − 
∫
ω=θ0
rδ−1uRb
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≤ √
(∫ ∫
rδu2R
)1/2(∫ ∫
b2ωr
δ−2
)1/2
− 
∫
ω=θ0
uRbr
δ−1
≤ √||u||A||P ||L2∗,δ − 
∫
ω=θ0
uRbr
δ−1. (6.20)
The remaining terms can be estimated through Young’s inequality:
∫ ∫
−√uRarδ−1 + aurδ−2 − 33/2rδ−2vωa+ vωRarδ−1 + 23/2bvRrδ−1 + 33/2buωrδ−2 + 2rδ−2bv
≤ C(, θ0)||P ||L2∗,δ (||u||A + ||v||B) , (6.21)
where C(θ0, )→ 0 as , θ0 → 0. Summarizing the results from this step,∫ ∫
(Equation 4.3)× arδ + (Equation 4.4)× brδ ≤ C(θ0, )||P ||L2∗,δ (||u||A + ||v||B)
− 2
∫
ω=θ0
rδ−2auω − 2
∫
ω=θ0
rδ−2vωb− 
∫
ω=θ0
uRbr
δ−1,
(6.22)
where C(θ0, )→ 0 as either argument → 0.
Step III: Boundary Contributions
We now treat the boundary contributions from the previous two steps. From (6.13) and
(6.22), all of the boundary terms are:
−
∫
ω=θ0
uRbr
δ−1 − 2
∫
ω=θ0
rδ−2vωb− 2
∫
ω=θ0
rδ−2auω +
∫
ω=θ0
Parδ−1 = 0. (6.23)
We have used the stress free boundary conditions from (1.32).
Step IV: Profile Terms
In this step, we give estimates on the terms from (1.25) - (1.26) which depend on the profiles
us, vs. Precisely, we successively treat:∫ ∫ [
1
r
usuω +
1
r
usωu+ usRv + vsuR +
√

r
vsu+
√

r
usv
]
arδ (6.24)
+
∫ ∫ [
1
r
usvω +
1
r
vsωu+ vsvR + vsRv − 2
r
1√

usu
]
brδ. (6.25)
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Throughout the following estimates, we use the bounds on the profiles us, vs that were
proven in (4.19) - (4.26).∫ ∫
usuωar
δ−1 ≤ θ0||us||∞
(∫ ∫
u2ωr
δ
)1/2(∫ ∫
a2ωr
δ−2
)1/2
. θ0||v||B||P ||L2∗,δ,
(6.26)∫ ∫
usωuar
δ−1 ≤ ||usω||∞
(∫ ∫
u2rδ
)1/2(∫ ∫
rδ−2a2
)1/2
≤ θ20
(∫ ∫
u2ωr
δ
)1/2(∫ ∫
rδ−2a2ω
)1/2
≤ θ20||v||B||P ||L2∗,δ, (6.27)∫ ∫
usRvar
δ ≤ θ0
(
sup
∫
u2sRr
n(R−R0)
)1/2(∫ ∫
rδv2R
)1/2(∫ ∫
a2ωr
δ−2
)1/2
. θ0||v||B||P ||L2∗,δ, (6.28)∫ ∫
vsuRr
δa ≤ ||vsr||∞
(∫ ∫
rδu2R
)1/2(∫ ∫
a2rδ−2
)1/2
. θ0||u||A||P ||L2∗,δ, (6.29)∫ ∫ √
vsuar
δ−1 .
√

(∫ ∫
u2rδ
)1/2(∫ ∫
a2rδ−2
)1/2
. θ0
√
||v||B||P ||L2∗,δ, (6.30)∫ ∫ √
usvar
δ−1 .
(∫ ∫
v2rδ
)1/2(∫ ∫
a2rδ−2
)1/2
. θ0||v||B||P ||L2∗,δ, (6.31)

∫ ∫
usvωbr
δ−1 = ||us||∞
(∫ ∫
v2ωr
δ
)1/2(∫ ∫
b2rδ−2
)1/2
. θ0||v||B||P ||L2∗,δ, (6.32)

∫ ∫
vsωubr
δ−1 .
√

(∫ ∫
u2rδ
)1/2(∫ ∫
b2rδ−2
)1/2
.
√
θ20||v||B||P ||L2∗,δ, (6.33)

∫ ∫
vsvRbr
δ ≤ √
(∫ ∫
r2+δv2R
)1/2(∫ ∫
b2rδ−2
)1/2
.
√
θ0||v||B||P ||L2∗,δ, (6.34)

∫ ∫
vsRvbr
δ ≤ θ0||v||B||P ||L2∗,δ, (6.35)
2
∫ ∫ √
usubr
δ−1 .
(∫ ∫
u2rδ
)1/2(∫ ∫
b2rδ−2
)1/2
≤ θ20||v||B||P ||L2∗,δ. (6.36)
We summarize the results of this step:∫ ∫
(Equation 4.15)× arδ + (Equation 4.16)× brδ . C(θ0, )||P ||L2∗,δ (||u||A + ||v||B) ,
(6.37)
where C(θ0, )→ 0 as either θ0, → 0.
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Remark 6.6. The choice of weight on the multiplier (arδ, brδ) is delicate in the sense that
it is “critical” in several of the profile estimates given above. Specifically, in calculation
(6.26), ||us||L∞ is unable to absorb any factors of r, and so the weight after applying the
multiplier (which in this case is usuωar
δ−1) must exactly match those of ||v||B and ||P ||L2∗,δ .
Step V: Right-Hand-Side
Finally, we apply our multiplier (arδ, brδ) to the right hand side of the system (1.25) -
(1.27), which immediately yields:∫ ∫
farδ + grδb .
∫ ∫
f2rδ + g2rδ + δ¯
∫ ∫
rδb2 + δ¯
∫ ∫
rδa2
.
∫ ∫
f2rδ +
∫ ∫
g2rδ + δ¯||P ||2L2∗,δ. (6.38)
Putting the above steps together yields the desired Pressure estimate in Theorem 1.14.
7 Linearized Existence and Uniqueness for Navier-Stokes
Remainders
In this section, we prove Theorem 1.15. The full estimate for the linear problem, given in
(1.50) is uniform in N , , and small θ0. It was established in Corollary 2.8 that the spaces
X and B endowed with their respective norms are Banach spaces, and so we can establish
existence and uniqueness of the linear problem by applying Schaefer’s Fixed Point Theorem.
We must apply the fixed point theorem for each fixed N , obtaining a solution uN , vN . We
can subsequently send N →∞ as estimate (1.50) is uniform in N .
For the following discussion, we fix an  and an N <∞. Denote the Prandtl-layer version
of the Stokes operator as S∗, so S∗[u, v, P ] = (f, g) ⇐⇒ [u, v, P ] satisfy the linear system:
u− uRR −
√

r
ur − 
r2
uωω +

r2
u− 2
r2
3/2vω +
1
r
Pω = f˜ , (7.1)
v

− vRR −
√

r
vR − 
r2
vωω +
2
√

r2
uω +

r2
v +
1

PR = g˜, (7.2)
uω + ∂R(rv) = 0. (7.3)
Claim 7.1. S−1∗ : L2(ΩN )→ L2(ΩN ) is compact.
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Proof. The usual Stokes solution operator, S−1, is compact on bounded domains from
L2 → L2. Suppose we take a sequence {fn, gn} ∈ L2∗,δ(ΩN ) which is uniformly bounded
in the norm. Then define [f¯ , g¯]n(ω, r) = [fn, gn](ω,R(r)), which are uniformly bounded
in L2(ΩN ′) where N
′ = R0 +
√
N . This implies [u¯n, v¯n] = S(fn, gn) has a subsequence
which converges in L2(ΩN ′). Define [un(ω,R), vn(ω,R)] = [u(ω, r),
1√

v(ω, r)]. un, vn solve
the Stokes−∗ operator, so [un, vn] = S−1∗ (fn, gn). Moreover, by scaling, un, vn also have a
convergent subsequence. Therefore S−1∗ is compact on L2(ΩN ).
We will need a version of Korn’s Inequality using the polar coordinate basis, for which we
adapt the proof given in [Cia10].
Claim 7.2 (Lions’ Lemma). Let U be a bounded, open set with Lipschitz boundary.
Suppose a distribution u ∈ D′(U) has ∇u = (∂ωr u, ∂ru) ∈ H−1(U). Then u ∈ L2(U).
Proof. Expressing uωr = cosωuy − sinωux and ur = cosωux + sinωuy, and the obvious
inverse relationships, we have that (ux, uy) ∈ H−1 ⇐⇒
(
∂ω
r u, ∂ru
) ∈ H−1. From here, the
claim follows from Lions’ Lemma, found in [Cia10, Thm 1.1].
Definition 7.3. Let e(u¯, v¯) be the symmetric gradient:
e(u¯, v¯) =
(
u¯ω
r
1
2
(
v¯ω
r + u¯r
)
1
2
(
v¯ω
r + u¯r
)
v¯r
)
. (7.4)
Denote the norm ||u¯, v¯||Eκ = ||u¯, v¯||L2 + ||e(u¯, v¯)||L2 + κ|| u¯ωr2 , v¯ωr2 ||L2 .
Claim 7.4 (Korn-type Inequality). For the solutions (u, v), we have the variant of Korn’s
inequality:
||u¯, v¯||H1(U) . ||u¯, v¯||Eκ , (7.5)
where the constant depends on the domain, U , but is independent of small κ.
Remark 7.5. As noted in [Cia10], these Korn-type inequalities do not make any restrictions
on the behavior of (u, v) on the boundary ∂U .
Proof. Using standard arguments, Eκ is a Banach space. We now show that Eκ(U) coincides
with H1(U). Clearly, H1(U) ⊂ Eκ(U) continuously: ||u¯, v¯||Eκ ≤ C||u¯, v¯||H1(U) where the
constant is independent of small κ. The reverse direction is delicate and requires a use of
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Lions’ Lemma. We suppose ||u¯, v¯||Eκ <∞, so eij ∈ L2 ⇒ ∇eij ∈ H−1. The components of
∇2(u¯, v¯) can be expressed in terms of ∇eij via:
u¯ωω
r2
, v¯rr,
v¯ωr
r
,
u¯ωr
r
= ∂r(
u¯ω
r
) +
u¯ω
r2
,
v¯ωω
r2
= 2
∂ω
r
e12(u¯, v¯)− u¯rω
r
, u¯rr = 2∂r(e12(u¯, v¯)) +
v¯ω
r2
− v¯ωr
r2
Thus, ∇2(u¯, v¯) ∈ H−1, so by Lions’ Lemma, ∇(u¯, v¯) ∈ L2, so (u¯, v¯) ∈ H1. The identity
map i : H1(Ω) ↪→ Eκ is continuous and bijective, with bound independent of small κ, and
therefore by Banach’s inverse mapping the inverse map i−1 : Eκ ↪→ H1 is also bounded.
By observing that ||1||Eκ = ||1||H1 = ||1||L2(U), we see that the operator norm ||i−1||op
independent of small κ.
Claim 7.6.
2
[∫ ∫
u2r + 
u2ω
r
+ u2Rr +
∫ ∫
2v2r + 2
v2ω
r
+ v2Rr
]
. 2
∫ ∫
(u2 + 2v2)r +
∫ ∫
2
u2ω
r
+ 2v2Rr + u
2
Rr + 
2 v
2
ω
r
+
∫ ∫
2uRvω. (7.6)
Proof. Expanding the definition of eij in (7.5), multiplying by 2 yields, and absorbing the
κ|| u¯ω
r2
, v¯ω
r2
||L2 term to the left-hand-side gives:
2||u¯, v¯||2H1 . 2
∫ ∫
(u¯2 + v¯2) +
∫ ∫
2
u¯2ω
r
+ 2v¯2rr +
v¯2ω
r
+ u¯2rr + 2
∫ ∫
u¯rv¯ω. (7.7)
Given our solutions (u, v), we define
u¯(ω, r) = u(ω,R), v¯(ω, r) =
√
v(ω,R). (7.8)
Scaling back to (ω,R) coordinates yields the desired result:
2
[∫ ∫
u2r + 
u2ω
r
+ u2Rr +
∫ ∫
2v2r + 2
v2ω
r
+ v2Rr
]
. 2
∫ ∫
(u2 + 2v2)r +
∫ ∫
2
u2ω
r
+ 2v2Rr + u
2
Rr + 
2 v
2
ω
r
+
∫ ∫
2uRvω. (7.9)
Proof of Theorem 1.15. Consider the following map T (u, v) = (T 1(u, v), T 2(u, v)),
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T 1(u, v) := f − [1
r
usuω +
1
r
usωu+ usRv + vsuR +
√

r
vsu+
√

r
usv] + u, (7.10)
T 2(u, v) := g − [1
r
usvω +
1
r
vsωu+ vsvR + vsRv − 2
r
1√

usu] +
v

.
T is a bounded, affine map from H1∗ → L2∗. Our solution is a fixed point of S−1∗ T , which
is a compact map from H1∗ → H1∗ . Let uλ, vλ denote solutions to:
(1− λ)uλ − uλRR −
√

r
uλR −

r2
uλωω +

r2
uλ − 2
r2
3/2vλω +
P λω
r
= λf − λ[1
r
usu
λ
ω +
1
r
usωu
λ + usRv
λ + vsu
λ
R +
√

r
vsu
λ +
√

r
usv
λ], (7.11)
(1− λ)v
λ

− vλRR −
√

r
vλR −

r2
vλωω +
2
√

r2
uλω +

r2
vλ +
P λR

= λg − λ[1
r
usv
λ
ω +
1
r
vsωu
λ + vsv
λ
R + vsRv
λ − 2
r
1√

usu
λ]. (7.12)
We obtain bounds uniform in λ in the following way. Select some 0 < λ0 <<  < 1. For
λ0 ≤ λ ≤ 1, the energy, positivity, and pressure estimates in the previous sections can be
repeated to obtain uniform bounds (where the size will depend on λ0). For 0 ≤ λ < λ0 << ,
we must only perform an energy estimate by applying the multiplier (ru, rv) to (7.11 -
7.12). For the upcoming calculation we drop the superscript on uλ, vλ.
∫ ∫ (
−uRR −
√

r
uR − 2uωω
r2
)
ru =
∫ ∫
u2Rr + 2
u2ω
r
−
∫
ω=θ0
2
uuω
r
, (7.13)∫ ∫
(−2vRR −
√

r
vR − vωω
r2
)vr = 2
∫ ∫
v2Rr + 
2 v
2
ω
r
− 2
∫
ω=θ0
vvω
r
, (7.14)
(1− λ)
∫ ∫
(u2 + v2)r +
∫ ∫
22v2 + u2
r
, (7.15)
− 33/2
∫ ∫
vωu
r
≤ √
(∫ ∫
2
v2ω
r
) 1
2
(∫ ∫
u2
r
) 1
2
, (7.16)
3
∫ ∫
3/2
uωv
r
− 3/2vvR ≤
√

(∫ ∫
v2r
) 1
2
[(∫ ∫

u2ω
r
) 1
2
+
(∫ ∫

v2R
r
) 1
2
]
, (7.17)∫ ∫
−vωRu− uωRv = 2
∫ ∫
uRvω −
∫
ω=θ0
uRv, (7.18)∫ ∫
Pωu+ PRrv =
∫
ω=θ0
Pu. (7.19)
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The boundary contributions from (7.13, 7.14, 7.18, 7.19) cancel, using the same calculation
as (4.11) and (4.29):
∫
ω=θ0
Pu−
∫
ω=θ0
uRv −
∫
ω=θ0
2
uuω
r
− 2
∫
ω=θ0
vvω
r
= 0. (7.20)
Summarizing the interior terms, and applying (7.6)∫ ∫
u2Rr + 2
u2ω
r
+ 2v2Rr + 
2 v
2
ω
r
+ 2uRvω + (1− λ)(u2 + v2)r + 2
2v2 + u2
r
+ J
≥ 2
[∫ ∫
u2r + 
u2ω
r
+ u2Rr +
∫ ∫
2v2r + 2
v2ω
r
+ v2Rr
]
+
(1− λ)
2
∫ ∫
(u2 + v2)r + J,
(7.21)
where
J = 33/2
∫ ∫ (uωv
r
− vωu
r
)
≤ √
(∫ ∫
2
v2ω
r
) 1
2
(∫ ∫
u2
r
) 1
2
+ 
(∫ ∫

u2ω
r
) 1
2
(∫ ∫
v2
r
) 1
2
.
(7.22)
On the right-hand-side, we have∫ ∫ [
λf − λ[1
r
usuω +
1
r
usωu+ usRv + vsuR +
√

r
vsu+
√

r
usv]
]
ur
. λ
∫ ∫
f2r + λ
∫ ∫
u2r +
u2ω
r
+ u2Rr + v
2r, (7.23)
∫ ∫ [
λg − λ[1
r
usvω +
1
r
vsωu+ vsvR + vsRv − 2
r
1√

usu]
]
vr
. λ
∫ ∫
g2r + λ
∫ ∫
v2ω
r
+ u2r + v2Rr + v
2r, (7.24)
and therefore since 0 ≤ λ ≤ λ0 << , we have∫ ∫
(u2 + v2)r +
∫ ∫ (
|∇u|2 + |∇v|2
)
r .
∫ ∫ (
f2 + g2
)
r, (7.25)
uniformly in λ. An application of Schaefer’s fixed point theorem then shows there exists
a solution uN , vN in the function space with the weak norm which we estimated (weak
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in the sense of weights and in ), and by linearity of our equation, applying the estimate
above implies uniqueness of this solution. With existence and uniqueness in the weak space
in hand, we can bootstrap: each (uN , vN ) is also an element of the space X(ΩN ), B(ΩN )
because ΩN is a bounded domain. Because this solution is an element of X,B, we can apply
the strong estimate [1.50] which is uniform in , N , and small θ0. We can therefore send
N →∞ to obtain a global in R solution which also obeys estimate (1.50). This argument
results in the proof of Theorem 1.15.
8 High Regularity Estimates
In this section we prove Lemma 1.16, the high regularity estimate for the solution u, v to the
problem (1.51 - 1.54). Notationally, we will keep the −M , where M > 0, as a large negative
exponent for , not taking care to rename different exponents as it is inconsequential to the
estimate we are proving.
Proof of Lemma 1.16. We rescale via:
u¯(ω, r) = u(θ0ω, θ0R(r)); v¯(ω, r) =
√
v(θ0ω, θ0R(r)); P¯ (ω, r) =
θ0

P (θ0ω, θ0R(r)). (8.1)
The equation satisfied by the normalized profiles is:
−u¯rr − θ0 u¯
r
− u¯ωω
r2
+ θ20
u¯
r2
− 2
r2
θ0v¯ω +
Pω
r
=
θ20

f˜ := f¯(ω, r), (8.2)
−v¯rr − θ0 v¯
r
− vωω
r2
+
2
r2
θ0u¯ω +
θ20
r2
v¯ + P¯r =
θ20√

g˜ := g¯(ω, r). (8.3)
H˙2∗ Estimates
Using the standard regularity theory for Stokes equation, we can obtain H˙2 estimates for u¯
and v¯ away from the corners of Ω. Let χ(ω, r) denote a cutoff function which is supported
near the corners of the domain in such a way that (ω, r) ∈ supp(χ)⇒ r −R0 ≤ 1. Define
χ1(ω, r) = 1− χ(ω, r−R0√ ). Then the equation for
(
u¯1, v¯1, P¯1
)
:= χ1 ·
(
u¯, v¯, P¯
)
is given by:
−∆u¯1 − u¯1
r2
− 2
r2
v¯1ω +
P¯1ω
r
= χ1f¯ − 2∇χ1 · ∇u¯−∆χ1u¯− 2
r2
χ1ωv¯ +
1
r2
χ1ωP¯
− (1− θ20)
u¯1
r2
− 2− 2θ0
r2
v¯1ω, (8.4)
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−∆v¯1 + 2
r2
u¯1ω +
1
r2
v¯1 + P¯1r = χ1g¯ − 2∇χ1 · ∇v¯ −∆χ1v¯ + ∂r(χ1)P¯ + 2
r2
θ0∂ω(χ1)u¯1
+ (1− θ20)
v¯1
r2
+ (
2− 2θ0
r2
)u¯1ω. (8.5)
As (ω, r) ∈ supp∇χ1 ∪ supp ∆χ1, we have r −R0 ≤
√
, and so by the standard Stokes
estimate (with inhomogeneous divergence, see Remark 8.1):
||2∇χ1 · ∇u¯−∆χ1u¯− 2
r2
χ1ωv¯ +
1
r2
χ1ωP¯ − (1− θ20)
u¯1
r2
− 2− 2θ0
r2
v¯1ω||L2 . −1||f¯ , g¯||L2 ,
(8.6)
|| − 2∇χ1 · ∇v¯ −∆χ1v¯ + ∂r(χ1)P¯ + 2
r2
θ0∂ω(χ1)u¯1 + (1− θ20)
v¯1
r2
+ (
2− 2θ0
r2
)u¯1ω||L2 . −1||f¯ , g¯||L2 .
(8.7)
The −1 in estimate (8.6 - 8.7) arises from ∆χ1 = ∆
(
χ(ω, r−R0√

)
)
. Thus using the
standard H˙2 Stokes estimate:
||u¯1||H˙2 + ||v¯1||H˙2 + ||P¯1||H˙1 . −1
(||f¯ ||L2 + ||g¯||L2) . −M (||f˜ ||L2∗ +√||g˜||L2∗) , (8.8)
for some potentially large power M . We have used the calculation, according to the
definition of f¯ in (8.2)
||f¯ ||2L2 =
∫ ∫
f¯2rdrdω =
√

∫ ∫
f¯2rdRdω = θ20
−3/2
∫ ∫
f˜2rdRdω = θ20
−3/2||f˜ ||2L2∗ ,
(8.9)
and analogously for g. Defining the corresponding profiles in Prandtl variables by inverting
(8.1) above: u1(θ0ω, θ0R) = u¯1(ω, r), v1(θ0ω, θ0R) =
1√

v¯1(ω, r), P1(θ0ω, θ0R) =

θ0
P¯1(ω, r),
we have:
||u1, v1||H˙2∗ ≤ 
−M ||u¯1, v¯1||H˙2 . −M ||f˜ ,
√
g˜||L2∗ . (8.10)
Since M can be arbitrarily large, the quantity appearing on the left of (8.10) above is
independent of . We can also obtain weighted estimates by repeating the above analysis
for the equation for u¯1r
δ
2
+ 1
2 , v¯1r
δ
2
+ 1
2 :
||r1/2+δ/2 (u1, v1) ||H˙2∗ . 
−M ||r1/2+δ/2
(
f˜ ,
√
g˜
)
||L2∗ . (8.11)
For the weighted estimate (8.11), we use that r ≤ C on supp ∂kχ1, k ≥ 1. This establishes
the desired estimate for u1, v1.
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Remark 8.1. We apply the Stokes estimate with inhomogeneous divergence because the
weighted, cutoff vector field (u¯1r
δ
2
+ 1
2 , v¯1r
δ
2
+ 1
2 ) has divergence:
∂ω
r
(r
1
2
+ δ
2 u¯1) +
r
1
2
+ δ
2
r
v¯1 + r
δ
2
+ 1
2 v¯1r + r
δ
2
− 1
2 v¯1 = r
1
2
+ δ
2
(
χ1ω
u
r
+ χ1rv
)
+ r
δ
2
− 1
2 v¯1. (8.12)
Therefore, a term −M ||u, v||L2∗,δ appears on the right-hand side of the estimate (8.8),
which is in turn controlled by −M ||f˜ ,√g˜||L2∗,2+δ by our uniform energy estimates.
H3/2 Estimates:
Let χ2 = χ(ω,
r−R0√

), so
(ω, r) ∈ supp(χ2)⇒ r −R0 ≤
√
 and R−R0 ≤ 1. (8.13)
Define (u¯2, v¯2, P¯2) = χ2 · (u, v, P ). By [OS93], the Stokes problem has an H3/2 estimate:
||u¯2, v¯2||H3/2 + ||P¯2||H1/2 . −M
(
||f˜ ||L2∗ +
√
||g˜||L2∗
)
. (8.14)
We must relate the H3/2 norm of u¯2, v¯2 to that of its scaled counterpart [u2, v2](ω,R),
given again by inverting transformation in equation (8.1).
Claim 8.2. Define the transformation Ψ : R2 → R2 to be defined in polar coordinates via
Ψ(ω,R) = (ω, r). Denote by u(ω,R) = u¯(ω, r) = u¯ ◦ Ψ. Then ||u||H3/2 = ||u¯ ◦ Ψ||H3/2 .
||u¯||H3/2 . Here the constant depends on the derivatives of Ψ (which in turn depend on ).
Proof. The transformation Ψ : (ω,R) → (ω, r) is bijective and has derivatives which are
bounded above and below as a map from Ω ⊂ R2 → Ω ⊂ R2. Indeed, in the polar coordinate
basis:
∇Ψ(ω,R) =
(
Ψ1ω
R Ψ
1
R
Ψ2ω
R Ψ
2
R
)
=
(
1 0
0
√

)
.
From here it is easy to see that Ψ is Bilipschitz, and |det Ψ|, |det Ψ|−1 are bounded above
and below, keeping in mind that the coordinate basis are functions of ω.
We may decompose ||u||H3/2 = ||u||H1 + ||u||H1/2 . Using the definition of weak derivative
and an approximation argument, it is easy to see the usual chain rule holds, namely
∇u(x) = ∇u¯T (Ψ(x))DΨ(x). Moreover, since the derivatives of Ψ are bounded above and
below, we have by the change of variables formula: ||u||H1 = ||u¯ ◦Ψ||H1 . ||u¯||H1 .
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We must now treat the H1/2 portion. As shown in [DPV12], the H1/2 norm of any
function u is equivalent to the Gagliardo semi norm, which is defined as follows (where we
calculate n+ sp = 2 + 122 = 3):
[u]2 =
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|3 dxdy.
Therefore,
[u]2 = [u¯ ◦Ψ]2 =
∫
Ω
∫
Ω
|u¯(Ψ(x))− u¯(Ψ(y))|2
|x− y|3 dxdy =
∫
Ω
∫
Ω
|u¯(x′)− u¯(y′)|2
|Ψ−1(x′)−Ψ−1(y′)|3 |detDΨ|
−1dx′dy′
≤ ||detDΨ||∞
∫
Ω
∫
Ω
|u¯(x′)− u¯(y′)|2
|Ψ−1(x′)−Ψ−1(y′)|3dx
′dy′ .
∫
Ω
∫
Ω
|u¯(x′)− u¯(y′)|2
|x′ − y′|3 dx
′dy′ = [u¯]2.
We have used that |detDΨ| is bounded above and below and that Ψ is Bilipschitz.
By using Claim 8.2, we have: ||u2, v2||H3/2 . −M ||u¯2, v¯2||H3/2 . −M
(
||f˜ ,√g˜||L2∗
)
. We
can arbitrarily weight these norms due to (8.13). This concludes the proof of Lemma 1.16.
We are now able to control the high-regularity quantities appearing in || · ||Z given in
equation (1.20):
Proof of Theorem 1.17. We first address the uR term in term (1.20). Using interpolated
Holder and the uniform energy estimates from estimate (1.50):
||uR||L2q∗,q+α ≤ ||uR||
θ
L2∗,1+αq
||uR||1−θL4∗,2+2αq
. ||f˜ ,√g˜||θL2∗,2+δ ||uR||
1−θ
L4∗,2+2αq
. (8.15)
We have used that α/q ≤ δ/2 in order to apply the uniform energy estimates. Here
θ = θ(δ′), where θ → 1 as δ′ → 0. To estimate the L4∗ term (8.15), we decompose
u = u1 + u2 as in Lemma 1.16:
||uR||L4∗,2+2αq
≤ ||u1R||L4∗,2+2αq
+ ||u2R||L4∗,2+2αq
. ||u1R||L4∗,2+2αq
+ ||u2R||L4 (8.16)
≤ ||u1R||L4∗,2+2αq
+ ||u2||H3/2 ≤ −M ||f˜ ,
√
g||L2∗,2+δ . (8.17)
In the second inequality of (8.16), we have used that R is order 1 on the support of u2
and so L4 is equivalent to L4∗. In the first inequality in (8.17), we have used the H1/2 ↪→ L4
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embedding in R2. In the second inequality in (8.17), we used Lemma 1.16 to estimate
||u2||H3/2 . By observing u1|r=R0 = u1ω|r=R0 = 0, and u1|ω=0 = u1R|ω=0 = 0, we use
estimate (2.13) for u1R to yield:
||u1R||L4∗,2+2αq
. ||χ1u||
1
2
X ||χ1u||
1
2
H˙2∗,2+δ
. −M ||f˜ ,√g||L2∗,2+δ . (8.18)
Inserting (8.17) into (8.15) and multiplying by 
γ
4 :

γ
4 ||uR||L2q∗,q+α ≤ 
γ
4
−M(1−θ)||f˜ ,√g˜||L2∗,2+δ . (8.19)
We can take δ′ small enough such that γ4 −M(1 − θ) > 0. The uω and vR terms in
(1.20) are treated in an identical manner, after observing the relevant boundary conditions
are respected by the cutoff quantity: v1R|r=R0 = v1|r=R0 = 0, v1|ω=0 = v1R|ω=0 = 0,
u1|r=R0 = u1ω|r=R0 = 0, and u1|ω=0 = u1ω|ω=0 = 0. We now treat vω, which is slightly
different from the previous terms. Recall from Theorem 1.17 that the parameter β > 0.
Through interpolated Holder, we have:
||√vω||L2q∗,−β ≤ ||
√
vω||θL2
∗,−βq
||√vω||1−θL4
∗,− 2βq
≤ ||f˜ ,√g˜||θL2∗,2+δ ||
√
vω||1−θL4
∗,− 2βq
. (8.20)
Again we decompose v = v1 + v2 where v2 is supported near the corner of the domain as
in Lemma 1.16, and so:
||√vω||L4
∗,− 2βq
≤ ||√v1ω||L4
∗,− 2βq
+ ||√v2ω||L4
∗,− 2βq
. ||√v1ω||L4
∗,− 2βq
+ −M ||f˜ ,√g˜||L2∗,2+δ .
(8.21)
We cannot immediately apply Lemma 2.16 to the ||√v1ω||L4
∗,− 2βq
term because v1 =
χ1(ω,R)v does not necessarily satisfy the stress-free boundary condition at {ω = θ0}.
However, v1ω(θ0, R) = χ1(θ0, R)vω(θ0, R) +χ1ω(θ0, R)v(θ0, R), and so a trivial modification
of the proof of Lemma 2.16 yields the required result.
9 Nonlinear Existence and Uniqueness for Navier-Stokes Re-
mainders
We now apply contraction mapping on the space Z. For this section, call L the linear
operator in the linearized problem appearing in equation (1.25).
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Theorem 9.1. Suppose Lu¯, v¯ = f(u, v), g(u, v). Select the δ′ > 0 guaranteed by Theorem
[1.17], and let p = 1+δ
′
δ′ , the Holder conjugate to q = 1 + δ
′. Then for δ ∈ (0, 1) sufficiently
close to 1, and for 2γ + κ < 12 , we have
||u¯, v¯||Z ≤ C(us, vs)
[
1 + 
1
2
− γ
2
−κ||u, v||Z + 
γ
2 ||u, v||2Z
]
. (9.1)
Thus, the solution operator to the nonlinear problem (1.25) - (1.32) maps the ball of radius
2C(us, vs) in Z to itself.
Proof. We apply Theorem 1.17, after choosing the parameter β = q2p and subsequently δ in
the interval 1− 12p ≤ δ < 1, which yields ||u¯, v¯||Z . ||f˜ ,
√
g˜||L2∗,2+δ . f˜ , g˜ are given by:
f˜ = f −  γ4
(
1
r
usu¯ω +
1
r
usωu¯+ usRv¯ + vsu¯R +
√

r
vsu¯+
√

r
usv¯
)
, (9.2)
g˜ = g −  γ4
(
1
r
usv¯ω +
1
r
vsωu¯+ vsv¯R + vsRv¯ − 2
r
1√

usu¯
)
, (9.3)
where f, g are defined in (1.28) - (1.29). f, g are used to estimate the ||u||X , ||v||B
components of ||u, v||Z according to the linear estimate (1.50), and the profile terms in (9.2)
- (9.3) are required to estimate the high-regularity components of ||u, v||Z , according to
Theorem 1.17. The factor of 
γ
4 accompanies these profile terms because 
γ
2 was used in the
definition of the norm || · ||Z , while only a factor of 
γ
4 was required in Theorem 1.17. We
now proceed to estimate ||f˜ ,√g˜||L2∗,2+δ in terms of ||u, v||Z .
From Theorem 1.10, we have:
−2γ−1
(∫ ∫
R2ur
2+δdRdω + 
∫ ∫
R2vr
2+δdRdω
)
≤ −2γ−13/2−κ =  12−2γ−κ. (9.4)
Here we use that 2γ + κ < 12 . Next we have
√
Ru,p, as defined in (1.30):

∫ ∫
rδ(u1p)
2u2ω ≤ ||u1p||2L∞
∫ ∫
u2ωr
δ ≤ C(u1p)1−κ|||u, v|||2Z , (9.5)

∫ ∫
rδ(u1pω)
2u2 . 
(
sup
∫
(u1pω)
2(R−R0)
)∫ ∫
u2R ≤ 1−κ|||u, v|||2Z , (9.6)

∫ ∫
r2+δ(u1pR)
2v2 .
(
sup
∫
(R−R0)(u1pR)2
)∫ ∫
v2R ≤ 1−κ|||u, v|||2Z , (9.7)

∫ ∫
r2+δ(v1p)
2u2R . ||v1p||2∞
∫ ∫
u2R ≤ 1−κ|||u, v|||2Z , (9.8)
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2
∫ ∫
rδ
(
v1p
)2
u2 . 2||v1p||2L∞
∫ ∫
u2 ≤ 2−κ|||u, v|||2Z , (9.9)
2
∫ ∫
rδ
(
u1p
)2
v2 . ||u1p||2∞
∫ ∫
v2 ≤ 1−κ|||u, v|||2Z . (9.10)
We now estimate
√
Rv,p, as defined in (1.31):

∫ ∫
rδ(u1p)
2v2ω . ||u1p||2∞
∫ ∫
v2ω ≤ −κ|||u, v|||2Z , (9.11)

∫ ∫
rδ(v1pω)
2u2 ≤ ||u||2L∞ ||v1pω||2L2 ≤ −γ−κ|||u, v|||2Z , (9.12)

∫ ∫
r2+δ(v1p)
2v2R . ||v1p||2∞
∫ ∫
v2R ≤ 1−κ|||u, v|||2Z , (9.13)∫ ∫
rδ(u1p)
2u2 . ||u1p||2∞
∫ ∫
u2 ≤ −κ|||u, v|||2Z , (9.14)

∫ ∫
r2+δ(v1pR)
2v2 . 
(
sup
∫
(R−R0)(v1pR)2
)∫ ∫
v2R ≤ −κ|||u, v|||2Z . (9.15)
For (9.12) we use that ||v1pω||2L2 ≤ −
1
2
−κ and ||u||2L∞ . −γ−
1
2 ||u||2Z , according to (2.10).
For (9.15) we have used the bound:
 sup
∫
(R−R0)(v1pR)2 ≤
√
 sup
∫ (
v1pR
)2 ≤ √
θ0
(∫ ∫
(v1pR)
2 +
∫ ∫
(v1pRω)
2
)
≤ 
−κ
θ0
.
Summarizing the linear components of f, g,
−γ−
1
2 ||Ru,
√
Rv||L2∗,2+δ +
√
||Ru,p,√Rv,p||L2∗,2+δ . C(us, vs) + 
1
2
− γ
2
−κ||u, v||Z . (9.16)
For the nonlinear terms we recall the definition of || · ||Z in (1.20), where q = 1 + δ′,
p = qq−1 , and 0 <
q
p ≤ α ≤ qδ2 . We also recall the low regularity embeddings in Lemmas 2.9
and 2.10.
2γ+1
∫ ∫
rδu2u2ω ≤ 2γ+1
(∫ ∫
u2qω
) 1
q
(∫ ∫
u2prδp
) 1
p
. γ+1||u||4Z , (9.17)
2γ+1
∫ ∫
r2+δv2u2R ≤ 2γ+1
(∫ ∫
v2prp−1rδp
) 1
p
(∫ ∫
u2qR r
q+α
) 1
q
. γ ||u, v||4Z . (9.18)
Here the inequality holds because we have selected δ′ > 0 so that αq ≥ 1p .
2γ+2
∫ ∫
rδu2v2 ≤ 2γ+2
(∫ ∫
r2δv4
) 1
2
(∫ ∫
u4
) 1
2
≤ 2γ+1||u, v||4Z . (9.19)
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Nonlinear terms in g:
2γ+1
∫ ∫
rδu2v2ω ≤ 2γ+1
(∫ ∫
u2prδpr
1
2
) 1
p
(∫ ∫
r
− q
2p v2qω
) 1
q
≤ γ ||u, v||4Z , (9.20)
2γ+1
∫ ∫
r2+δv2v2R ≤ 2γ+1
(∫ ∫
v2prp−1rδp
) 1
p
(∫ ∫
v2qR r
q+α
) 1
q
. γ ||u, v||4Z , (9.21)
2γ
∫ ∫
u4rδ . 2γ ||u||4Z . (9.22)
Combined with (9.16), we now have:
||f,√g||L2∗,2+δ . C(us, vs) + 
1
2
− γ
2
−κ||u, v||Z + 
γ
2 ||u, v||2Z . (9.23)
We now provide estimates for the profile terms in (9.2) - (9.3).

γ
2
∫ ∫
rδusu¯
2
ω ≤ ||us||∞
γ
2
∫ ∫
u¯2ωr
δ, (9.24)

γ
2
∫ ∫
u2sωu¯
2rδ ≤ ||usω||2∞
γ
2
∫ ∫
u¯2rδ, (9.25)

γ
2
∫ ∫
r2+δv2s u¯
2
R ≤ 
γ
2 ||vsr||2∞
∫ ∫
u¯2Rr
δ, (9.26)
1+
γ
2
∫ ∫
rδv2s u¯
2 ≤ 1+ γ2 ||vs||2∞
∫ ∫
u¯2rδ, (9.27)
1+
γ
2
∫ ∫
rδu2s v¯
2 ≤  γ2 ||us||∞
∫ ∫
v¯2rδ, (9.28)

γ
2
∫ ∫
u2sRr
2+δ v¯2 ≤  γ2
(
sup
∫
u2sRr
2(R−R0)
)∫ ∫
v¯2R, (9.29)
1+
γ
2
∫ ∫
rδu2s v¯
2
ω ≤ 
γ
2 ||us||2∞
∫ ∫
rδ v¯2ω, (9.30)
1+
γ
2
∫ ∫
r2+δv2s v¯
2
R ≤ 1+
γ
2 ||vs||2∞
∫ ∫
r2+δ v¯2R, (9.31)
1+
γ
2
∫ ∫
r2+δv2sRv¯
2 ≤ ||vsRr||2∞
γ
2
∫ ∫
rδ v¯2, (9.32)

γ
2
∫ ∫
rδu2su¯
2 ≤ ||us||2∞
γ
2
∫ ∫
rδu¯2, (9.33)
1+
γ
2
∫ ∫
rδv2sωu¯
2 ≤ ||vsω||2∞1+
γ
2
∫ ∫
rδu¯2. (9.34)
Thus, (9.24) + ...+ (9.34) . 
γ
2
−κ||f,√g||2L2∗,2+δ . This concludes the proof.
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Corollary 9.2. For δ sufficiently close to 1, the solution operator of the nonlinear equation
is a contraction map on the space Z, satisfying:
||u¯1 − u¯2, v¯1 − v¯2||Z ≤C(us, vs)
[

γ
2
(||u1, v1||Z + ||u2, v2||Z) ||u1 − u2, v1 − v2||Z
+ 
1
2
− γ
2
−κ||u1 − u2, v1 − v2||Z
]
. (9.35)
By applying the contraction mapping theorem, we have proven Theorem 1.18 and therefore
the main result, Theorem 1.3.
Acknowledgements: The author thanks Yan Guo for many valuable discussions regard-
ing this research.
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