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Avec l’apparition de périphériques mobiles tels que les assistants personnels ou encore les
Tablet PC et les cahiers électroniques, il est nécessaire de prendre en compte les spécificités de
ces terminaux afin de proposer des applications appropriées. Dans ce type de périphérique, l’in-
terface est orientée stylo, l’interface classique clavier/souris étant à la fois plus encombrante et
moins adaptée à l’utilisation de ces périphériques. En effet, ces terminaux peuvent être utilisés
pour la prise de notes ou le dessin de schémas, par exemple : l’utilisation d’interfaces orientées
stylo est alors plus naturelle que celle d’un clavier et d’une souris, puisqu’elle se rapproche du
dessin sur une feuille de papier. De plus, ce type de périphérique permet également la prise de
notes en environnement contraint, en station debout, par exemple.
Afin de pouvoir tirer partie des documents ainsi produits, il est nécessaire de proposer des
méthodes de traitement adaptées, parmi lesquelles se trouve la reconnaissance d’écriture ma-
nuscrite. La reconnaissance d’écriture manuscrite consiste à transformer un signal numérique
en sa représentation symbolique (voir figure 1).
Système
d’écriture manuscrite
de reconnaissance le vent souffle 
FIG. 1 – Principe de la reconnaissance d’écriture manuscrite.
Cette thèse se place dans le cadre de la reconnaissance d’écriture manuscrite et plus parti-
culièrement dans celui de la reconnaissance de textes manuscrits, saisis en-ligne sur des péri-
phériques tels que des Tablet PC.
La reconnaissance d’écriture manuscrite est une tâche complexe, à-cause de la variabilité
des styles d’écriture. La difficulté de cette tâche est d’autant plus importante au niveau de la re-
connaissance de textes puisqu’il s’agit d’une des étapes ultimes de la reconnaissance. En effet,
la reconnaissance de textes s’appuie sur de nombreux processus pour faire face à un enchaî-
nement de problématiques allant de la segmentation de la phrase en mots à la reconnaissance
de mots, en passant par la reconnaissance de lettres. . . Dans tous ces processus, le contexte




Nous pouvons distinguer la reconnaissance de l’écriture manuscrite, qui s’appuie unique-
ment sur la reconnaissance de formes, de son interprétation, qui utilise également des informa-
tions sur le contexte de l’écriture. En ce qui concerne le contexte linguistique, il est utilisé aux
deux derniers niveaux de la reconnaissance, à savoir celui des mots et enfin celui des phrases.
La reconnaissance de mots isolés utilise généralement des dictionnaires pour pouvoir lever
des ambiguïtés sur la reconnaissance des caractères, en ne considérant comme réponse que les
mots appartenant au dictionnaire. L’utilisation de ces informations linguistiques se situe donc
au niveau lexical.
Il est aussi intéressant de tirer partie des connaissances linguistiques au niveau syntaxique.
Dans ce cas, les informations concernent le contexte du mot écrit et notamment les mots qui
l’entourent. Ces connaissances linguistiques sont généralement représentées grâce à des mo-
dèles de langage : ils permettent de définir les suites de mots possibles d’une langue donnée.




(a) Reconnaissance de formes
veut 
vent 
(b) Ajout de connaissances lexicales
le vent souffle 
(c) Ajout de connaissances syntaxiques
FIG. 2 – Importance de la prise en compte du contexte des mots.
Dans la figure 2(a), seule la forme du mot est prise en compte. Trois mots peuvent alors être
proposés, comme résultat : vent, verrt et veut. En prenant en compte le contexte lexical (voir
figure 2(b)), grâce à un dictionnaire de la langue française, le « mot » verrt peut être écarté
puisqu’il ne s’agit pas d’un mot correct, dans la langue française. Enfin, lorsque le contexte
dans lequel a été écrit le mot est pris en compte (voir figure 2(c)), comme ici la phrase entière,
il est possible de désambiguïser le résultat de reconnaissance, en ne conservant que le mot vent.
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Cadre et objectifs de la thèse
L’objectif de nos travaux est de construire un système complet de reconnaissance de phrases,
en se basant sur le système de reconnaissance de mots RESIFMot, existant dans l’équipe Ima-
doc [Anq97, Car05]. Durant nos travaux, le système de reconnaissance de mots RESIFMot n’a
pas été remis en cause mais les méthodes proposées pour la reconnaissance de phrases devront
être facilement adaptables à une évolution de ce système.
Ce travail de thèse s’est focalisé sur le processus de reconnaissance de phrases, en étudiant
les problématiques suivantes :
– la segmentation de la phrase en mots ;
– l’interprétation des mots en contexte de phrase, en intégrant différents types de modèles
de langage.
Nous nous sommes donc intéressées à la recherche de méthodes permettant d’intégrer des
connaissances linguistiques de manière efficace, dans le système de reconnaissance de phrases.
La figure 3 illustre les différentes étapes du système de reconnaissance de phrases proposé,
en indiquant également le numéro du chapitre dans lequel chacune des étapes est décrite.
Nous proposons, tout d’abord, une méthode d’extraction explicite des mots des phrases,
basée sur la caractérisation des espaces entre les lettres et les mots. À l’issue de cette première
étape, un graphe de mots est construit et permet de représenter les différentes hypothèses de
segmentation de la phrase en mots.
Afin de tirer partie des informations linguistiques au niveau des phrases, nous étudions dif-
férentes méthodes d’intégration des modèles de langage, dans le processus de reconnaissance.
Nous considérons également deux approches de reconnaissance de phrases :
– l’approche MAP (Maximum A Posteriori) qui cherche à maximiser la probabilité a pos-
teriori de la phrase résultat ;
– l’approche consensus, une approche particulièrement originale qui cherche à maximiser
les probabilités a posteriori des mots de la phrase résultat et qui a été introduite en
reconnaissance automatique de la parole.
La reconnaissance de phrases s’abstrait plus ou moins de la représentation initiale des mots,
puisque nous nous basons sur leur reconnaissance. Nous pouvons alors tirer partie de tech-
niques utilisées en reconnaissance automatique de la parole, pour intégrer des connaissances
linguistiques afin de désambiguïser le résultat de la reconnaissance des mots. Cependant, il faut
adapter ces approches aux spécificités de la reconnaissance d’écriture manuscrite.
L’utilisation de connaissances linguistiques n’est cependant pas suffisante pour résoudre
tous les problèmes de reconnaissance. Il est alors intéressant d’identifier les erreurs restantes,
afin de les signaler à l’utilisateur ou encore pour pouvoir les corriger ensuite.
Nous proposons enfin une stratégie pour détecter les potentielles erreurs de reconnaissance,
sur la phrase obtenue par l’approche MAP. Nous proposons ensuite de corriger ces erreurs
potentielles, lorsque cette correction est possible. Quand la correction n’est pas possible, nous











































FIG. 3 – Principe du système complet de reconnaissance de phrases.
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Pour réaliser cette approche complète de détection et correction des erreurs potentielles
de reconnaissance, nous nous appuyons sur les probabilités a posteriori des mots, issues de
l’approche consensus, ainsi que sur des classifieurs dédiés (SVMs, pour Séparateurs à Vaste
Marge) et sur la notion de rejet.
Organisation du manuscrit
Ce manuscrit est composé d’une partie introductive puis de deux parties, basées sur des
représentations différentes de l’ensemble des hypothèses de phrases. Nous considérons tout
d’abord une représentation standard, sous la forme d’un graphe de mots, puis nous utilisons
une représentation plus originale, basée sur des réseaux de confusion.
Les chapitres 1 et 2 présentent les états de l’art nécessaires tout au long de la thèse. Les états
de l’art plus spécifiques seront présentés dans les chapitres concernés.
Dans le chapitre 1, nous nous focalisons plus particulièrement sur l’état de l’art lié à la
reconnaissance de textes manuscrits, en introduisant tout d’abord les différences au niveau des
représentations en-ligne et hors-ligne du signal. Cela permet de situer les étapes de la recon-
naissance qui sont dépendantes de cette représentation et celles qui en sont plus décorrélées.
Nous présentons ensuite un état de l’art plus spécifique aux parties de la reconnaissance de
textes abordées dans la thèse, afin de situer nos travaux par rapport à l’existant. Enfin, comme
nous nous basons sur le système de reconnaissance de mots RESIFMot, nous le présentons, en
détaillant plus particulièrement les informations qui seront utiles par la suite.
Le chapitre 2 présente un état de l’art sur les techniques de modélisation du langage. Nous
introduisons tout d’abord différents domaines d’application utilisant des modèles de langage,
pour montrer l’apport de telles informations.
Nous comparons ensuite deux approches de modélisation (structurelle et statistique) pour
nous focaliser finalement sur l’approche statistique, qui est celle que nous avons choisie dans
nos travaux. Nous présentons alors le principe général de la modélisation statistique du langage,
en nous intéressant plus particulièrement aux modèles n-grammes et n-classes, qui sont les
modèles de langage que nous utilisons.
Nous présentons également d’autres modèles de langage, utilisés plus récemment et repré-
sentant des perspectives intéressantes.
La première partie concerne la reconnaissance de phrases, en se basant sur une représenta-
tion des hypothèses de phrases, sous la forme d’un graphe de mots [ONA97].
Dans le chapitre 3, nous présentons notre approche de segmentation des phrases en mots,
qui se base sur la caractérisation des espaces entre les différentes parties du tracé manuscrit.
Pour pouvoir permettre la proposition d’hypothèses de segmentation additionnelles, nous
ajoutons un indice de confiance sur le résultat de la caractérisation des espaces. Nous proposons
alors d’étendre l’approche précédente, en utilisant cet indice de confiance pour ajouter des
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hypothèses supplémentaires de segmentation, dans le graphe de mots généré. Cet ajout est
réalisé en prenant en compte la combinatoire liée à la taille du graphe.
Enfin, nous présentons les expérimentations menées pour trouver la meilleure stratégie de
segmentation.
Dans le chapitre 4, nous présentons l’intégration de modèles de langage, dans le cadre d’une
reconnaissance basée sur l’approche Maximum A Posteriori (MAP). Dans cette approche, la
phrase résultat de la reconnaissance correspond à la phrase ayant la probabilité la plus éle-
vée, parmi les phrases représentées dans le graphe de mots. Pour identifier la phrase résultat,
nous utilisons des connaissances sur la forme graphique des mots, ainsi que des informations
lexicales et syntaxiques. Nous détaillons deux approches permettant d’intégrer des modèles de
langage de manière efficace, pour apporter des informations syntaxiques lors de la reconnais-
sance de phrases.
La première approche proposée intègre les modèles de langage directement lors de l’ex-
ploration du graphe de mots, en pondérant leur importance vis-à-vis des autres informations
utilisées (graphiques et lexicales) et en considérant les éventuels problèmes de segmentation.
Dans la deuxième approche proposée, des modèles de langage sont combinés et utilisés à la
fois pendant l’exploration du graphe de mots et pour réordonner les hypothèses de phrases pro-
duites par cette exploration. Cela permet de tirer partie des spécificités des différents modèles
(plus grande précision de la modélisation, connaissances différentes modélisées, par exemple).
Nous étudions enfin l’intégration de différents modèles de langage, pour chacune des deux
approches d’intégration, afin de trouver le meilleur tant au point de vue des performances
obtenues que de la place mémoire occupée.
La seconde partie s’appuie sur une représentation originale des hypothèses de phrases, sous
la forme d’un réseau de confusion [Man00]. Cette technique est issue de la reconnaissance
automatique de la parole et permet de mettre en évidence les positions de la phrase où se situent
des ambiguïtés. La reconnaissance des phrases s’effectue alors selon cette approche consensus.
Le chapitre 5 présente l’approche originale de reconnaissance basée sur les réseaux de
confusion et qui s’appuie pour cela sur les probabilités a posteriori des mots, en cherchant
à maximiser celles-ci. La probabilité a posteriori d’un mot correspond à la somme des proba-
bilités de tous les chemins auxquels il appartient.
Nous introduisons tout d’abord un état de l’art sur l’utilisation des réseaux de confusion en
reconnaissance automatique de parole, en expliquant le calcul des probabilités a posteriori des
mots ainsi que la recherche de la meilleure phrase à partir de ces probabilités.
Nous proposons ensuite des modifications pour nous adapter à notre tâche de reconnais-
sance d’écriture, après avoir expliqué les différences liées à la reconnaissance d’écriture.
Enfin, nous présentons les expérimentations menées, en comparant notamment la nouvelle
tâche de reconnaissance avec l’approche MAP, plus classique.
Dans le chapitre 6, nous présentons une approche originale de détection d’erreurs poten-
tielles, au niveau des mots de la phrase résultat de la reconnaissance par approche MAP. Cette
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détection s’appuie sur l’exploitation des probabilités a posteriori de ces mots, utilisées comme
indices de confiance : cela permet de tirer partie des spécificités des deux approches de recon-
naissance déjà présentées.
Nous introduisons tout d’abord un état de l’art sur les mesures de confiance utilisées en
reconnaissance d’écriture manuscrite mais aussi en reconnaissance automatique de parole, no-
tamment celles basées sur les probabilités a posteriori des mots.
Nous détaillons ensuite l’approche de détection proposée, en considérant deux cas d’er-
reurs potentielles. Nous présentons alors une approche de correction basée sur l’utilisation de
classifieurs de type SVM (dédiés à chacun des deux cas d’erreurs potentielles), pour confirmer
ou remettre en cause le résultat de la reconnaissance.
Nous ajoutons ensuite un mécanisme de rejet basé lui aussi sur des classifieurs dédiés, pour
rejeter le résultat de la reconnaissance s’il est considéré comme non correct et qu’il ne pourra
pas être corrigé par l’étape de correction proposée.
Nous présentons enfin des résultats sur les apports de cette approche, dans chacun des deux
cas d’erreurs potentielles considérés, puis en considérant ces deux cas conjointement ainsi
qu’en ajoutant le mécanisme de rejet. Nous comparons notamment les taux d’erreur obtenus
avec ceux atteints en effectuant la reconnaissance avec l’approche MAP.
La conclusion générale clôt ce manuscrit, en dressant un bilan du travail effectué et en
présentant également des perspectives liées aux différentes approches proposées.
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Chapitre 1
État de l’art pour la reconnaissance de
textes manuscrits
1.1 Introduction
L’objectif de ce chapitre est de situer la thèse par rapport au domaine de l’écriture manus-
crite et plus particulièrement celui de la reconnaissance de textes en-ligne.
Dans la section 1.2, nous introduisons les deux représentations du signal manuscrit et nous
montrons l’impact de cette représentation sur les différentes étapes de la reconnaissance. Nous
présentons ensuite, dans la section 1.3, un état de l’art sur la reconnaissance de textes manus-
crits, en nous focalisant plus particulièrement sur les problèmes de la segmentation de textes
en mots ainsi que sur l’intégration efficace de connaissances linguistiques. Enfin, dans la sec-
tion 1.4, nous détaillons le principe du système de reconnaissance de mots, RESIFMot, sur
lequel est basé notre système de reconnaissance de phrases.
1.2 Représentation de l’écriture manuscrite
Il existe deux représentations possibles du signal manuscrit [PS00] : la représentation hors-
ligne ou la représentation en-ligne.
La figure 1.1 illustre ces deux types de représentation du signal manuscrit.
Dans un document hors-ligne (voir figure 1.1(a)), le texte est représenté par une image, ob-
tenue par numérisation du document original. Le signal d’entrée du système de reconnaissance
est alors une matrice de pixels en niveau de gris. Pour la reconnaissance, il faut au préalable
identifier les parties de l’image qui correspondent aux zones d’écriture.
Un document en-ligne (voir figure 1.1(b)) est produit en utilisant un stylet sur un dispo-
sitif électronique (tablette, assistant personnel, par exemple). Le signal consiste en une suite
de points, ordonnés temporellement. Les informations dynamiques de ce signal en font une
représentation plus riche que le signal hors-ligne. Cela permet de pouvoir connaître la vitesse
ou l’accélération, par exemple, mais surtout le sens et l’ordre du tracé.
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FIG. 1.1 – Représentations du signal du mot age.
Bien que le cadre de cette étude soit la reconnaissance d’écriture manuscrite en-ligne, cet
état de l’art recouvre également des travaux sur la reconnaissance hors-ligne. En effet, plus la
reconnaissance se trouve à un haut niveau (lettre puis mots puis textes), moins il existe de dif-
férences entre les approches de reconnaissance hors-ligne et en-ligne. Les domaines applicatifs
sont cependant différents.
Les approches utilisées pour l’intégration de connaissances linguistiques seront alors qua-
siment indépendantes de la représentation du signal manuscrit. De même, nous pourrons nous
inspirer des approches de segmentation hors-ligne, malgré les différences entre les approches
de segmentation, car les recherches dans le domaine de la reconnaissance hors-ligne sont gé-
néralement plus avancées que celles en reconnaissance en-ligne.
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1.3 État de l’art sur la reconnaissance de textes manuscrits
La reconnaissance d’écriture manuscrite est bien avancée en ce qui concerne la reconnais-
sance de caractères et de mots mais elle est relativement récente concernant celle des textes.
Cette tâche de reconnaissance de textes est plus complexe puisqu’il s’agit de l’étape ultime
d’une chaîne complète de reconnaissance. Il est notamment nécessaire de prendre en compte la
segmentation du texte en mots ainsi que d’utiliser des connaissances linguistiques pour amé-
liorer la reconnaissance des mots de ces textes.
Nous présentons tout d’abord le principe général de la reconnaissance de textes. Ensuite,
nous nous focalisons plus particulièrement sur l’étape de segmentation du texte en ses mots
ainsi que sur l’étape d’intégration de connaissances linguistiques, comme ce sont ces deux
étapes qui nous intéressent dans la suite de cette thèse.
1.3.1 Principe général de la reconnaissance de textes
En utilisant une formalisation statistique issue de la théorie de l’information, le problème de
la reconnaissance de textes manuscrits consiste à trouver la séquence de mots Ŵ qui maximise
la probabilité a posteriori parmi toutes les phrases W : cette approche est l’approche MAP
(Maximum A Posteriori). La phrase Ŵ est définie par :
Ŵ = argmax
W
P (W |S) (1.1)
avec S le signal correspondant au texte (une image, dans le cas de la reconnaissance hors-ligne
ou une suite de points ordonnés temporellement, dans le cas de la reconnaissance en-ligne). En
utilisant le théorème de Bayes, l’équation 1.1 peut être réécrite de la façon suivante :
Ŵ = argmax
W
P (S|W ) P (W )
P (S)
(1.2)
et, comme le signal S est constant, il n’intervient pas dans le choix de Ŵ . L’équation 1.2 se
réécrit finalement en :
Ŵ = argmax
W
P (S|W ) P (W ) (1.3)
avec P (S|W ) la probabilité que le signal S ait été généré par le modèle de phrase W et P (W )
la probabilité a priori de la phrase W . Le premier terme est estimé à partir du système de
reconnaissance des mots de la phrase et le deuxième terme est généralement estimé par un
modèle de langage.
Nous présentons tout d’abord un état de l’art sur la segmentation de textes en mots, ce qui
permet d’utiliser le système de reconnaissance de mots sur chacun des mots ainsi identifiés.
1.3.2 Extraction de mots
Le cadre de nos travaux étant la reconnaissance de textes, la tâche de segmentation consiste
à retrouver les lignes puis les mots. C’est pourquoi nous ne détaillerons pas les travaux de [BSH04,
BA04, JNS01, SWR+03, YSR+05] qui concernent plutôt la segmentation de pages de notes
manuscrites pouvant contenir des dessins ou encore l’analyse de la structure des pages.
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Il existe alors deux grandes approches pour la segmentation de textes en mots. Celle-ci
peut être faite de manière implicite, conjointement à la reconnaissance du texte, ou de manière
explicite. Dans ce dernier cas, elle est généralement réalisée lors d’une première étape afin de
réduire la complexité de la tâche de reconnaissance.
Comme c’est cette approche que nous avons choisie, afin de pouvoir utiliser notre système
de reconnaissance de mots RESIFMot (voir section 1.4), nous présentons plus particulièrement
les travaux liés à cette tâche de segmentation. Nous nous attacherons également à regarder si
les méthodes proposées permettent de s’appliquer à une segmentation à la volée, c’est-à-dire
au fur et à mesure de l’écriture. Nous souhaitons en effet avoir la possibilité de faire évoluer le
système vers ce type de reconnaissance.
La segmentation d’une phrase en-ligne consiste à extraire chacune des listes de traces cor-
respondant aux différents mots de la phrase, à partir du tracé manuscrit de la phrase. C’est
pourquoi nous parlerons indifféremment d’extraction de mots ou de segmentation de phrases.
La principale approche utilisée consiste à identifier les espaces entre chacune des traces,
afin de savoir s’il s’agit d’un espace entre deux mots ou d’un espace à l’intérieur d’un même
mot. Le problème principal est alors de trouver la méthode la plus appropriée pour calculer la
distance entre deux traces : cette distance doit tenir compte des variations de style d’écriture
telles que l’inclinaison de la ligne d’écriture, l’inclinaison des caractères ou encore leur taille.
Dans [Oud03], la reconnaissance est effectuée sur de l’écriture scripte et la tâche de détec-
tion d’espaces consiste à classer les espaces entre traces consécutives, à l’aide d’un réseau de
neurones. Pour cela, la distance horizontale entre boîtes englobantes des traces est utilisée mais
celle-ci est sujette aux variations de style d’écriture.
[LSB06] utilisent également la distance horizontale entre boîtes englobantes mais après
avoir effectué une phase de pré-traitement du signal, qui le normalise par rapport aux inclinai-
sons de ligne d’écriture et de caractères. De plus, les lignes de bases sont également déterminées
pour pouvoir normaliser la taille des caractères. Un algorithme de segmentation itératif permet
ensuite d’identifier les espaces inter-mot et intra-mot. Néanmoins, cette méthode considérant
la ligne de texte entière, elle n’est pas utilisable pour la reconnaissance à la volée, ce que nous
souhaitons prendre en compte dans notre tâche de segmentation.
1.3.3 Intégration de connaissances linguistiques au niveau des phrases
Il existe peu de systèmes de reconnaissance de textes ou de phrases, qu’ils soient hors-ligne
ou en-ligne, mais ils s’appuient tous des connaissances linguistiques. Les modèles de langage
utilisés permettent de représenter ces informations et viennent essentiellement du domaine de la
reconnaissance automatique de la parole. L’objectif de cette section est de présenter les travaux
utilisant des modèles de langage (un état de l’art sur les modèles de langage sera donné dans le
chapitre 2).
Comme cette utilisation des modèles de langage est relativement indépendante de la repré-
sentation du signal manuscrit (hors-ligne ou en-ligne), nous considérerons indifféremment les
travaux en reconnaissance de textes hors-ligne ou en-ligne, d’autant plus qu’il existe peu de
travaux en reconnaissance en-ligne [LB07, Mar04, Per05, PVGM06].
État de l’art sur la reconnaissance de textes manuscrits 13
Types de modèles de langage utilisés Les modèles de langage les plus couramment utilisés
sont les modèles bigrammes [LB07, MB01, Mar04, Per05, VBB04, ZB04a]. Ces modèles de
langage reposent sur l’estimation des probabilités d’apparition des suites de 2 mots (pour plus
de détails, voir chapitre 2, section 2.4.3). L’utilisation de ces modèles de langage permet une
réduction importante du taux d’erreur sur les mots, pouvant aller jusqu’à plus de 50 %.
Dans [Per05, VBB04, ZB04a], des modèles trigrammes (basées sur des suites de 3 mots)
sont également considérés mais ils n’apportent pas beaucoup d’améliorations, comparé aux
modèles bigrammes.
Des modèles de langage basés cette fois sur l’estimation des probabilités de suites de
classes sont utilisés dans [Per05]. Les classes représentent des regroupements de mots et elles
peuvent être créées en se basant sur des critères statistiques ou encore à partir de la nature
grammaticale des mots, par exemple (pour plus de détails, voir chapitre 2, section 2.4.5).
Dans [Per05], ces deux types de modèles n-classes sont utilisés et permettent d’obtenir des
performances proches de celles obtenues avec les modèles n-grammes. Ces modèles n-classes
présentent l’avantage d’être de plus petite taille que les modèles n-grammes. De plus, la combi-
naison des deux types de modèles n-classes permet de surpasser légèrement les performances
obtenues avec le modèle n-gramme.
Intégration des modèles de langage Il existe deux façons d’intégrer le modèle de langage.
La façon la plus simple consiste à l’utiliser lors d’une phase de post-traitement, pour réordon-
ner une liste d’hypothèses de phrases obtenue lors de la reconnaissance simple [Mar04, Per05].
Cependant, la deuxième approche est plus efficace puisqu’elle intègre le modèle de langage
directement durant la phase de reconnaissance, ce qui permet d’en tirer partie le plus tôt pos-
sible [LB07, MB01, PVGM06, VBB04, ZB04a].
Ces deux approches peuvent également être combinées. Ainsi, un modèle bigramme est uti-
lisé dans [ZCB06], durant la reconnaissance, pour produire une liste d’hypothèses de phrases,
alors qu’un modèle de langage basé sur une grammaire hors-contexte probabiliste (pour plus
de détails, voir chapitre 2, section 2.4.7.6) permet de réordonner cette liste. Cette étape de post-
traitement ne permet cependant pas d’obtenir d’amélioration supplémentaire significative.
Optimisation de l’intégration des modèles de langage Dans [BB05, LB07, ZB04b], des
pondérations sont utilisées pour intégrer efficacement les modèles de langage et prendre en
compte les éventuels problèmes de segmentations. L’équation 1.3 est alors modifiée :
Ŵ = argmax
W
P (S|W ) P (W )γ δ
′N (1.4)
avec N le nombre de mots de la phrase W , γ le poids linguistique (GSF , pour Grammar
Scale Factor) utilisé pour compenser l’impact du modèle de langage vis-à-vis du système de
reconnaissance de mots et δ′ le poids pour gérer les problèmes de sur- et sous-segmentation
(WIP , pour Word Insertion Penalty). Lorsque δ′ < 1, les phrases courtes sont favorisées
(compensation des sous-segmentations) et lorsque δ′ > 1, ce sont les phrases longues qui sont
préférées (compensation des sur-segmentations).
Comme les probabilités sont généralement faibles, il est plus fréquent d’utiliser des log-
probabilités plutôt que les probabilités (ce qui permet aussi de diminuer la charge de calcul, les
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additions étant moins coûteuses que les multiplications). L’équation 1.4 devient alors :
Ŵ = argmax
W
log(P (S|W )) + γ log(P (W )) + δ N. (1.5)
L’optimisation des poids γ et δ permet d’obtenir une réduction plus importante du taux
d’erreur sur les mots que lorsque le modèle de langage a la même importance que le système
de reconnaissance de mots (c’est-à-dire quand γ = 1 et δ = 0).
Dans [BB05], différentes valeurs de ces pondérations sont utilisées pour générer plusieurs
hypothèses de phrases. Celles-ci sont ensuite combinées grâce à l’approche ROVER [SG00]
(utilisée en reconnaissance automatique de la parole) : le choix final des mots est alors fonction
du nombre d’occurrences des mots, dans l’ensemble des hypothèses de phrases. Cela permet
encore d’améliorer le taux de reconnaissance (de 70,7 % à 72,3 %).
Dans nos travaux, nous considérerons l’intégration de modèles n-grammes et n-classes pour
la reconnaissance, en cherchant à les utiliser le plus tôt possible et en étudiant également des
combinaisons de ces modèles de langage. Nous nous attacherons également à optimiser leur
intégration par rapport au système de reconnaissance de mots.
1.4 Principe du système de reconnaissance de mots : RESIFMot
RESIFMot est un système de reconnaissance de mots cursifs isolés omni-scripteur, utilisant
des connaissances lexicales [Anq97, Car05] (voir figure 1.2).
Ce système est basé sur une approche analytique explicite et sur un système de reconnais-
sance de caractères, RESIFCar [Anq97], s’appuyant sur une modélisation des caractères par
des Systèmes d’Inférence Floue (SIF). Le système peut également être qualifié d’hybride car il
utilise des informations globales (corps du mot, traits proéminents). Les caractères modélisés
pour notre étude sont les vingt-six lettres de l’alphabet dans leur forme minuscule et quelques
symboles spéciaux.
La reconnaissance d’un mot manuscrit est décomposée en plusieurs étapes (voir figure 1.2) :
1. Analyse physique : détection des traits descendants fondamentaux du tracé et des signes
diacritiques, estimation du corps du mot et des limites des zones ascendantes et descen-
dantes et segmentation du mot en allographes1 ;
2. Reconnaissance des allographes ;
3. Analyse logique : organisation des allographes dans un treillis de segmentation et par-
cours du treillis pour rechercher les meilleurs chemins ;
4. Post-traitement lexical : correction des propositions de parcours du treillis.
Nous détaillons les étapes permettant une compréhension globale du système et utiles pour
les chapitres suivants.






































































FIG. 1.2 – Principe du système de reconnaissance de mots RESIFMot.
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1.4.1 Analyse physique
RESIFMot génère une sur-segmentation progressive du mot à reconnaître. Le principe de
cette segmentation est basé sur des connaissances spécifiques à la structure des caractères ma-
nuscrits. La structure fondamentale correspond aux traits descendants des caractères. Chaque
caractère peut ainsi contenir un, deux ou trois traits descendants fondamentaux, indépendam-
ment du style d’écriture. Par exemple, les caractères c, e et j sont composés d’un seul trait
descendant fondamental alors que a, d et g sont composés de deux traits descendants fonda-
mentaux et que m est composé de trois traits descendants fondamentaux (voir figure 1.3).
FIG. 1.3 – Traits descendants fondamentaux de certains caractères.
Le tracé du mot peut ensuite être découpé en portions contenant un, deux ou trois traits
descendants. Une segmentation à trois niveaux est alors proposée, chaque niveau i contenant
toutes les portions à i traits descendants du mot (voir figure 1.4). Chacune de ces portions est
potentiellement un allographe.
Les traits descendants sont aussi utilisés pour déterminer le corps du mot. Il correspond en
fait à une zone plus restreinte et incluse dans le corps du mot utilisé classiquement (correspon-
dant à la zone où sont écrites les lettres a, e, m. . .) : cette zone est plus stable et moins sensible
au problème d’inclinaison de la ligne d’écriture. Le corps du mot ainsi défini correspond à la
zone verticale qui recouvre le plus de traits descendants fondamentaux.
1.4.2 Reconnaissance des allographes
Le système de reconnaissance de caractères RESIFCar est utilisé pour identifier chaque
hypothèse d’allographe en proposant une liste de couples (caractère, taux d’adéquation), où le
taux d’adéquation donne la similarité entre l’hypothèse d’allographe et un modèle de caractère.
1.4.3 Analyse logique
Les résultats de la phase de reconnaissance des caractères sont organisés dans un treillis
composé d’un nœud par allographe (voir figure 1.4). Les arcs orientés relient les nœuds de
façon à représenter toutes les segmentations possibles du mot (chaque chemin contient le mot

















































FIG. 1.4 – Exemple de treillis de segmentation, pour le mot simple.
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d’après les taux d’adéquation fournis par la reconnaissance de caractères et des informations
contextuelles (ligne de base, caractères adjacents, signes diacritiques).
Le parcours du treillis permet de générer la liste des meilleures chaînes de caractères, or-
données d’après leur taux d’adéquation global. Ce taux d’adéquation global correspond à la
fusion des taux d’adéquation de reconnaissance de caractères, de la mesure de la cohérence
spatiale entre allographes consécutifs et des probabilités des suites de caractères constituant
la chaîne. Ce taux (appelé scoregraphique dans la suite de cette thèse) est une valeur positive
entière et correspond à une mesure d’adéquation permettant de qualifier la distance entre la
chaîne et le signal d’entrée. Cela signifie que plus sa valeur est proche de 0 et plus la chaîne
correspond à la transcription du signal d’entrée, d’après le système de reconnaissance de mots
(les valeurs des taux d’adéquation sont comprises entre 1 000 et 300 000).
Nous désignons par la suite par propositions de reconnaissance les chaînes de caractères
issues de l’analyse logique du mot manuscrit (voir figure 1.2). Elles correspondent à des hypo-
thèses de travail pour la phase de post-traitement lexical et ne sont pas (encore) des mots.
1.4.4 Post-traitement lexical
Le rôle du post-traitement lexical est de déterminer le mot du lexique le plus proche des
meilleures propositions issues du parcours du treillis de segmentation. En fait, il s’agit d’ordon-
ner les mots du lexique par rapport à leur ressemblance aux propositions de reconnaissance. Le
traitement lexical est basé sur une distance d’édition dont les opérations d’édition et leurs coûts
ont été appris automatiquement, afin de corriger les erreurs spécifiques à la reconnaissance
d’écriture en contexte de mot.
Le lexique utilisé pour le calcul de la distance est composé de sous-lexiques provenant
d’une réduction statique du lexique global. Cette réduction correspond à une sélection d’un
ou plusieurs lexiques constitués a priori, qui contiennent des mots visuellement proches des
propositions de reconnaissance. La sélection est réalisée par comparaison des mots avec les
descripteurs des sous-lexiques. La proximité visuelle introduite est basée sur une représentation
des mots par une silhouette générale (voir figure 1.5).
La silhouette générale utilise des caractéristiques globales aux mots, détectées de manière
fiable par RESIFMot et quasiment indépendantes du style d’écriture : les signes diacritiques
(points sur les i et j, barres de t, accents), la structure physique (composée des traits descendants
les plus stables) et la longueur physique (le nombre de traits descendants fondamentaux).
Pour chaque proposition de reconnaissance, le mot le plus proche du lexique est ensuite
recherché, en utilisant la distance d’édition ainsi définie. Les mots résultats, appartenant au
lexique réduit, sont alors triés par rapport à la valeur minimale de leur distance à une propo-
sition de reconnaissance. Dans la suite, nous appellerons scorelexique, la distance minimale
associée à un mot et calculée à partir d’une proposition de reconnaissance. La valeur de ce
score est positive et, de la même façon que pour le scoregraphique, plus cette valeur est proche
de 0 et plus le mot est proche d’une proposition de reconnaissance (les valeurs de ce score









FIG. 1.5 – Exemple de silhouette générale, pour le mot simple.
1.5 Bilan
Dans ce chapitre, nous avons présenté un état de l’art relatif à notre tâche de reconnaissance
de textes manuscrits en-ligne.
Après avoir introduit les différences au niveau de la représentation du signal manuscrit
(hors-ligne ou en-ligne), nous nous sommes plus particulièrement focalisées sur deux aspects
de la reconnaissance de textes, à savoir la segmentation des phrases en mots ainsi que l’utilisa-
tion de connaissance linguistiques pour guider la reconnaissance de phrases.
Comme nous nous basons sur un système de reconnaissance de mots existant, nous avons
choisi d’effectuer une segmentation explicite de la phrase en ses mots. La segmentation choisie
se base sur la caractérisation des espaces entre traces successives de la phrase manuscrite. Le
calcul de la distance horizontale entre deux traces sera fait de telle façon qu’une extension vers
une segmentation à la volée soit possible.
Nous avons vu que les systèmes de reconnaissance de textes, qu’ils soient hors-ligne ou
en-ligne, tirent partie de l’utilisation de modèles de langage pour introduire des connaissances
linguistiques. Dans le chapitre suivant, nous présentons un état de l’art sur les modèles de lan-
gage utilisés en reconnaissance d’écriture ainsi qu’en reconnaissance automatique de la parole.
Enfin, nous avons présenté le système de reconnaissance de mots RESIFMot, sur lequel
s’appuie notre système de reconnaissance de phrases. Nous nous sommes plus particulièrement
intéressées aux informations utilisées dans la suite de cette thèse.
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Chapitre 2
État de l’art sur la modélisation du
langage
2.1 Introduction
Les applications qui traitent des données appartenant au langage naturel, sous diverses
formes (écrite ou orale, par exemple), nécessitent une représentation des caractéristiques de
la langue traitée. Par exemple, dans le cas où les données sont des phrases, cette représenta-
tion donne les associations possibles de mots. Un modèle de langage correspond à une telle
représentation et son utilisation permet de capter les régularités d’une langue.
Dans ce chapitre, nous présentons tout d’abord quelques domaines exploitant des modèles de
langage. Nous comparons ensuite la modélisation structurelle du langage (représentation sous
forme de règles de composition des phrases) et la modélisation statistique du langage (repré-
sentation sous forme de probabilités d’apparition de suites de mots), ces deux approches consti-
tuant les deux principales approches permettant de modéliser le langage naturel. Enfin, nous
nous focalisons plus particulièrement sur la modélisation statistique du langage, puisqu’elle est
plus adaptée à notre problématique, et nous comparons notamment différentes techniques de
modélisation statistique.
2.2 Domaines d’application
Afin de montrer différentes possibilités d’exploitation des modèles de langage, nous com-
mençons par présenter plusieurs domaines dans lesquels ils sont couramment utilisés.
Correction orthographique Les méthodes automatiques pour la correction orthographique
sont principalement utilisées dans les systèmes de traitement de texte [Kuk92]. Deux types
d’erreurs peuvent être distingués.
Nous trouvons tout d’abord les erreurs conduisant à des « non-mots » c’est-à-dire que le
mot écrit n’est pas valide dans le langage considéré (par exemple, en français, pra au lieu de
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par). Un lexique peut être utilisé pour détecter ces erreurs. Il peut aussi être associé avec une
distance d’édition permettant de retrouver le mot qui aurait vraisemblablement dû être écrit.
Le second type d’erreur concerne les mots dont la mauvaise écriture conduit à un mot
différent mais qui est valide dans le langage considéré (par exemple, en français, lange au lieu
de langue). Un modèle de langage (donnant la formation des phrases à partir des mots) peut
être utilisé, à la fois pour détecter ces mots en erreur et pour les corriger.
Ces deux niveaux d’informations peuvent ensuite être utilisés conjointement, de façon com-
plémentaire. En effet, le premier type d’erreur se situe au niveau lexical, sur la formation des
mots, alors que le deuxième se place au niveau syntaxique, sur la formation des phrases.
Traduction automatique La traduction automatique d’une phrase d’un langage source vers
un langage cible fait intervenir deux types de modèles [BCP+90]. Un modèle de traduction
permet tout d’abord d’exprimer, dans la langue cible, les idées présentées dans la phrase source.
Un modèle de langage de la langue cible est aussi utilisé afin de prendre en compte les structures
grammaticales correctes de cette langue, en permettant notamment la réorganisation des mots
dans la phrase cible.
Étiquetage de corpus Les corpus sont de grandes collections de textes représentatifs d’une
langue. Pour exploiter ces corpus dans d’autres applications, il peut être nécessaire d’associer
des informations à chacun de leurs mots (catégorie grammaticale, lemme1. . .). C’est ce que
réalise la tâche d’étiquetage d’un corpus.
Le plus couramment, cette tâche d’étiquetage consiste à associer sa classe grammaticale
à chacun des mots du corpus [MS99]. Comme la plupart des mots peuvent avoir plusieurs
classes grammaticales (par exemple, en français, souris peut être un verbe ou un nom), il est
nécessaire d’utiliser un modèle de langage, lors de cette phase d’étiquetage, afin de résoudre
les ambiguïtés en se basant sur les dépendances entre les mots de la phrase.
Recherche d’informations Avec notamment l’essor d’Internet, la recherche d’informations
devient un domaine de plus en plus important. Pour répondre plus efficacement aux requêtes
des utilisateurs, des modèles de langage peuvent être utilisés afin d’incorporer des connais-
sances linguistiques dans les moteurs de recherche. Certains de ces moteurs de recherche per-
mettent ainsi la saisie de requête en langage naturel [Owe00], ce qui permet une meilleure
interprétation des requêtes des utilisateurs.
Saisie contrainte de texte Que ce soit pour la saisie de texte sur des périphériques mobiles
comme les téléphones portables ou pour la saisie de texte pour des langues ayant un alphabet
de taille importante (comme le chinois, par exemple), le clavier utilisé ne permet pas d’associer
directement une touche à un caractère. Des modèles de langage peuvent ainsi être utilisés afin
de suggérer ou prédire les lettres ou les mots, au fur et à mesure de la saisie du texte.
Sur les téléphones mobiles, l’algorithme T9 est ainsi le plus répandu pour cette tâche [MS02].
De la même façon, des modèles de langage sont utilisés pour la saisie de textes chinois, par
1Forme « simple » d’un mot. Par exemple, le lemme d’un verbe conjugué sera la forme infinitive de ce verbe.
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exemple. En effet, la manière la plus simple de saisir de tels textes est la saisie pinyin qui per-
met d’entrer phonétiquement les caractères. Comme plusieurs caractères se prononcent de la
même façon, le modèle de langage intervient alors pour choisir celui qui a vraisemblablement
été écrit [CL00].
Reconnaissance automatique de la parole La reconnaissance de la parole est un domaine
qui emploie de nombreux modèles de langage [Jel00, MS99]. Ceux-ci permettent en effet d’ob-
tenir des informations sur la langue considérée, afin de choisir la phrase la plus vraisemblable
parmi celles proposées par le système de reconnaissance, à partir du signal acoustique en entrée
de celui-ci. L’équation 1.3 (présentée dans le chapitre 1) s’applique également pour combiner
les informations acoustiques et les informations linguistiques.
Comme l’utilisation de modèles de langage en reconnaissance de la parole est très proche
de notre utilisation en reconnaissance d’écriture, de nombreuses techniques, que nous présen-
terons dans la suite, sont ainsi applicables dans notre domaine.
2.3 Approche structurelle et approche statistique
Le langage naturel peut être modélisé selon deux principales approches : structurelle ou
statistique. Dans cette section, nous présentons ces deux approches et nous comparons leurs
avantages et inconvénients, pour justifier notre choix de se tourner vers une de ces approches
plus particulièrement.
Dans l’approche structurelle, un modèle de langage s’exprime le plus souvent sous forme
de règles qui définissent une grammaire du langage. L’ensemble de telles règles définit les
possibilités d’association de mots, selon leurs catégories lexicales, et permet de modéliser la
structure d’une phrase donnée [Cho57]. Ces règles permettent ainsi de déterminer la validité
d’une phrase : s’il existe une séquence de règles permettant de décrire la phrase alors celle-ci
est acceptée, sinon elle est rejetée.
Dans l’approche statistique, la langue est représentée par les fréquences d’apparition de cha-
cune des suites de mots pouvant être formées. Pour cela, de grands corpus, considérés comme
représentatifs de la langue et de ces phénomènes, sont utilisés pour l’apprentissage des modèles
de langage, par inférence statistique [MS99].
Un des avantages des approches statistiques est leur indépendance vis-à-vis de l’expertise
de linguistes, comme les modèles de langage sont appris automatiquement à partir de corpus.
La modélisation du langage suivant cette approche est par conséquent dépendante des données
utilisées et peut également attribuer une probabilité non nulle à des phrases syntaxiquement
incorrectes. Un des avantages des modèles construits sur une approche structurelle est donc de
pouvoir exprimer la nature grammaticale des phrases. Néanmoins, une des principales difficul-
tés de ces méthodes d’analyse structurelle restent la conception des grammaires, c’est-à-dire
la définition des règles. En effet, celles-ci doivent être suffisamment robustes pour prendre en
compte tous les phénomènes syntaxiques d’une langue.
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De part la nature statistique des modèles de langage construits selon l’approche statistique,
leur intégration dans un système de reconnaissance se révèle plus efficace. Les modélisations
statistiques du langage permettent également une plus grande souplesse dans la réponse puis-
qu’ils associent une probabilité aux phrases. Cette probabilité évalue le fait que la phrase soit
ou non correcte, contrairement aux approches structurelles qui associent un booléen acceptant
ou rejetant la phrase.
Cependant, il existe des modèles de langage associant à la fois approche structurelle et
statistique, comme les grammaires probabilistes hors-contexte (voir section 2.4.7.6), qui per-
mettent une réponse plus souple en associant une probabilité exprimant la validité de la phrase
considérée. L’utilisation de ces derniers modèles est plutôt indiquée pour des tâches dont le
domaine est limité (à-cause de l’approche structurelle), comme la reconnaissance d’adresses
postales manuscrites [SK97] ou la reconnaissance de la parole avec un vocabulaire spécifique
et limité [JWS+95], par exemple.
Dans le cas d’un domaine avec un vocabulaire plus large, ces modèles structurels du lan-
gage peuvent être utilisés lors d’une deuxième passe de reconnaissance, pour réorganiser une
liste de phrases [HW01] ou en combinaison d’un modèle statistique du langage [ZCB06]. Dans
ces derniers cas, un modèle statistique du langage est alors utilisé conjointement.
De part les avantages de l’approche statistique concernant l’efficacité de l’intégration de
modèles de langage basés sur cette approche, dans un système de reconnaissance, et de la plus
grande simplicité de l’apprentissage de ces modèles, nous avons choisi de nous tourner vers
une modélisation statistique du langage, dans nos travaux. C’est pourquoi nous nous focalisons
plus particulièrement sur cette approche, dans la section suivante. Nous reviendrons par la suite
sur les modèles de langage intégrant également des informations de nature structurelle.
2.4 Modélisation statistique du langage
Nous présentons tout d’abord le principe général de la modélisation statistique du langage.
Nous décrivons ensuite les mesures permettant d’évaluer la qualité des différents modèles de
langage. Nous nous focalisons enfin sur différents modèles de langage et sur des techniques
permettant de combiner des modèles de langage.
2.4.1 Principe général
La modélisation statistique du langage a pour but de capter les régularités d’une langue par
inférence statistique sur de très grands corpus d’apprentissage (ensembles de textes), composés
de données exprimées dans la langue étudiée [MS99].
Un modèle de langage statistique permet ainsi d’évaluer la probabilité a priori d’une suite
de N mots W = w1 . . . wN . Cette probabilité est égale au produit des probabilités des mots en
contexte la composant :
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avecP (wi|hi) la probabilité d’apparition du motwi sachant que la suite de mots hi = w1 . . . wi−1
précède directement wi : ces probabilités P (wi|hi) constituent les paramètres du modèle de
langage. La suite de mots hi est appelée historique du mot wi.
Afin que P (wi|hi) puisse être calculée pour i = 1, nous ajoutons un marqueur de début
de phrase <s> ; nous avons ainsi h1 = <s>. De plus, pour que la somme des probabilités de
toutes les phrases W soit égale à 1, un marqueur de fin de phrase </s> est ajouté et inclus au
produit des probabilités des mots, l’équation 2.1 devenant ainsi :




avec wN+1 = </s>.
2.4.2 Évaluation de la qualité des modèles de langage
Le rôle d’un modèle de langage est d’estimer la probabilité a priori d’une séquence de
mots. Ainsi, plus une séquence de mots W sera vraisemblablement conforme au modèle de
langage, plus sa probabilité sera élevée. La mesure la plus simple pour évaluer la qualité d’un
modèle de langage est donc de mesurer la probabilité donnée par ce modèle de langage, sur
un ensemble de test T le plus représentatif de la langue considérée et composé des phrases
(W1 . . .Wt). À partir des probabilités P (wi|hi) données par le modèle de langage ML, la pro-
babilité des phrases peut être calculée en utilisant l’équation 2.2 et la probabilité de l’ensemble
de test T est alors donnée par :




Ainsi, le modèle de langage attribuant la probabilité la plus élevée à l’ensemble T sera consi-
déré comme le meilleur modèle.
De part sa meilleure expressivité et son indépendance vis-à-vis de la taille de l’ensemble de
test, la mesure d’entropie croisée est la plus couramment utilisée. Elle vient de la relation entre
prédiction et compression, issue de la théorie de l’information [Sha48] : étant donné un modèle
de langage ML qui assigne une probabilité P (T ) à un ensemble de test T , un algorithme de
compression peut être créé pour encoder le texte sur − log2 (P (T )) bits. L’entropie croisée
HML d’un modèle de langage ML, sur un ensemble de test T , est ainsi définie par :
HML(T ) = −
1
|T |w
log2 (P (T )) (2.4)
avec |T |w la longueur du texte T , mesurée en nombre de mots. Cette valeur peut être interprétée
comme le nombre moyen de bits nécessaires pour encoder chacun des |T |w mots de l’ensemble
de test, en utilisant l’algorithme de compression associé au modèle ML. Le meilleur modèle
de langage sera alors celui dont l’entropie croisée est la plus faible.
La perplexité, mesure dérivée de l’entropie croisée, est en fait la plus utilisée pour évaluer
les performances d’un modèle de langage. La perplexité PPLML d’un modèle de langage
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ML, sur un ensemble de test T , correspond à la réciproque de la probabilité moyenne donnée
à chacun des mots de l’ensemble de test T . Elle est reliée à l’entropie croisée par l’équation :
PPLML(T ) = 2
HML(T ). (2.5)
Cette quantité rend compte du pouvoir prédictif du modèleML. Ainsi, PPLML(T ) = k signi-
fie que le modèle de langage ML hésite en moyenne entre k mots. Ainsi, à l’instar de l’entropie
croisée, plus la perplexité est faible et meilleur est le modèle de langage associé.
Dans le cadre de la reconnaissance d’écriture, il peut aussi être intéressant de mesurer les
taux de reconnaissance obtenus sur un ensemble de test, en utilisant différents modèles de
langage dans un système de reconnaissance. En réalité, nous évaluerons plutôt le taux d’erreur
sur les mots (voir section 3.4.1.2), obtenu sur l’ensemble de test, cet indicateur étant bien
corrélé avec la perplexité [KP02] : plus il est faible et meilleures sont les performances du
système de reconnaissance.
2.4.3 Modèles n-grammes
Le principal problème de l’équation 2.2 est le nombre élevé d’historiques différents exis-
tant, ce qui conduit à un nombre très important de probabilités à estimer. De plus, la plupart de
ces historiques apparaissent trop peu de fois dans le corpus pour que leur probabilité soit esti-
mée de manière suffisamment fiable. Une solution pour résoudre ce problème est de regrouper
les historiques dans des classes d’équivalence :
P (wi|hi) ≈ P (wi|Φ(hi)) (2.6)
avec Φ(hi) qui associe sa classe d’équivalence à chaque historique hi.
Les modèles de langage de type n-gramme sont les plus utilisés [MS99]. Ils se basent sur
des suites de n mots, la valeur n étant appelée ordre du modèle n-gramme : les historiques qui
se terminent par les mêmes n− 1 mots sont ainsi considérés comme équivalents. L’appellation
des modèles n-grammes vient du domaine des modèles de Markov dont ces modèles sont une
instance. Un modèle n-gramme peut ainsi être vu comme un modèle de Markov d’ordre n− 1.
À partir de l’équation 2.6, nous obtenons alors :
P (wi|Φ(hi)) = P (wi|w
i−1
i−n+1). (2.7)
avec wi−1i−n+1 = wi−n+1 . . . wi−1 l’historique réduit aux n− 1 mots précédant wi.
Les probabilités P (wi|wi−1i−n+1) de l’équation 2.7 sont généralement estimées au maximum








avec N(.) le nombre d’occurrences de la suite de mots en paramètre, dans le corpus d’appren-
tissage, et V le vocabulaire.
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Considérons un exemple simple2 de modèle bigramme (n = 2). Le corpus d’apprentissage
est composé de trois phrases : « Antoine écoute Thom », « Denis écoute une autre chanson » et


































Avec les équations 2.9 à 2.13, nous obtenons :
P (Antoin écoute une chanson) = P (Antoine|<s>)× P (écoute|Antoine)× P (une|écoute)
× P (chanson|une)× P (</s>|chanson)
≈ 0, 06.
(2.14)
En pratique, l’ordre n des modèles n-grammes utilisés est généralement égal à 2 (modèle
bigramme) ou 3 (modèle trigramme) voire 4 ou 5 mais rarement au-delà puisque les perfor-
mances du modèle de langage ne sont pas ou peu améliorées [Goo01] alors qu’il y a beaucoup
de paramètres à estimer. En effet, pour un modèle trigramme avec un vocabulaire de 20 000
mots, le nombre de probabilités à estimer est 8.1012. Cette limitation de l’ordre n rend ainsi
difficile la prise en compte des dépendances longues dans les phrases.
Une autre limite de cette approche est qu’une probabilité non nulle peut être assignée à des
n-grammes impossibles d’un point de vue linguistique. Réciproquement, des n-grammes pos-
sibles d’un point de vue linguistique peuvent avoir une probabilité nulle s’ils n’apparaissent pas
dans le corpus d’apprentissage. En reprenant le corpus d’apprentissage de l’exemple précédent
et en considérant la phrase « Lionel écoute une chanson », nous obtenons ainsi :






L’équation 2.15 nous donneP (Lionel écoute une chanson) = 0, le bigramme « Lionel écoute »
n’étant pas présent dans l’ensemble d’apprentissage. Ceci est une mauvaise estimation car il
est possible d’obtenir cette phrase, celle-ci étant correcte en français.
2Exemple adapté de [CG98].
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2.4.4 Problème du manque de données
Malgré la réduction du nombre de probabilités à estimer, grâce au regroupement des histo-
riques dans des classes d’équivalence (modèles n-grammes), certaines suites de mots possibles
peuvent ne pas apparaître dans le corpus d’apprentissage : leur probabilité d’apparition sera es-
timée comme nulle alors qu’elle ne l’est pas. Pour traiter ce problème, une technique consiste à
assigner une probabilité non nulle aux suites n’apparaissant pas dans le corpus d’apprentissage,
en utilisant un modèle de lissage.
Pour ce faire, une solution générale, repose sur l’estimation de la probabilité conditionnelle
P̂ (wi|w
i−1
i−n+1) en combinant deux composantes : un modèle de décompte et un modèle de
redistribution (en anglais, ces deux composantes sont regroupées sous le terme smoothing).
Les probabilités d’apparition des suites de mots présentes dans l’ensemble d’apprentissage
sont alors réduites, puis la probabilité résultante est ensuite redistribuée.
Nous présentons tout d’abord les modèles de décompte et de redistribution existants puis
trois exemples de techniques de lissage, combinant chacune un modèle de décompte et un
modèle de lissage.
2.4.4.1 Décompte des probabilités
Le modèle de décompte est utilisé pour prélever une partie des probabilités allouées aux
suites de mots présentes dans l’ensemble d’apprentissage. Deux techniques permettent d’ex-
traire cette masse de probabilités.
Le décompte linéaire (en anglais, Linear Discounting) consiste à prélever une partie de la
probabilité d’un n-gramme, relativement à son nombre d’occurrences dans l’ensemble d’ap-







si N(wii−n+1) > 0
0 sinon
(2.16)









i−n+1) = 1 − r (2.17)
avec N(wii−n+1) le nombre d’occurrences du n-gramme wii−n+1, dans l’ensemble d’appren-
tissage, et r le facteur de décompte relatif au nombre d’occurrences du n-gramme (0 < r < 1).
Le décompte absolu (en anglais, Absolute Discounting) consiste à extraire une valeur fixe
de la probabilité d’un n-gramme, indépendante de son nombre d’occurrences. La probabilité







si N(wii−n+1) > 0
0 sinon
(2.18)
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∣∣{wi−1i−n+1 : N(wii−n+1) > 0}∣∣ le nombre d’historiques distincts wi−1i−n+1, précédant le
mot wi et D le facteur de décompte fixe sur les n-grammes.
2.4.4.2 Redistribution des probabilités
Une fois que la masse de probabilités a été extraite des n-grammes présents, il faut en-
suite la redistribuer. Cette redistribution se fait généralement en considérant la probabilité du
n-gramme à l’ordre n− 1 et éventuellement récursivement aux ordres inférieurs. Ainsi, l’esti-
mation de la probabilité du trigramme inconnu « le miroir casse » est réalisée à partir de celle
du bigramme correspondant « miroir casse ». Une fois encore, deux techniques existent pour
la redistribution des probabilités.
Le repli (en anglais, back-off ) redistribue la masse précédemment extraite, aux seuls n-














avec P̂Dec correspondant soit à P̂DecLin soit à P̂DecAbs, λ(wi−1i−n+1) un poids dit de repli (dé-
pendant de l’historique wi−1i−n+1) et wii−n+2 le n-gramme d’ordre inférieur correspondant au
n-gramme wii−n+1. Lors de l’utilisation d’un modèle de langage basé sur une redistribution
par repli, si la probabilité d’un trigramme, par exemple, n’est pas estimée dans ce modèle, c’est
celle du bigramme correspondant qui sera utilisée (ou celle de l’unigramme, si la probabilité
du bigramme n’est pas estimée).
L’interpolation, quant à elle, redistribue les probabilités sur l’ensemble des n-grammes,

















Avec les modèles à redistribution par interpolation, et contrairement aux modèles avec redis-
tribution par repli, la probabilité d’un trigramme, par exemple, est combinée avec celles du
bigramme et de l’unigramme correspondants, que la probabilité du trigramme soit ou non esti-
mée dans le modèle de langage.
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2.4.4.3 Trois exemples de techniques de lissage
Nous présentons maintenant 3 techniques de lissage [CG98], combinant chacune un mo-
dèle de décompte et un modèle de redistribution.
Repli de Katz Ce modèle [Kat87] (en anglais, Katz backing-off ) s’appuie sur l’estimation
de Good-Turing (modèle de décompte linéaire). Celui-ci repose sur le fait qu’un n-gramme
apparaissant r fois apparaît en réalité r∗ fois, où r∗ est défini par :




avec r le nombre d’occurrences du n-gramme wii−n+1 et nr le nombre de n-grammes appa-
raissant exactement r fois dans l’ensemble d’apprentissage. Le modèle de redistribution utilisé
est de type repli.


































le poids de repli et dr un ratio de décompte, utilisé pour diminuer le nombre d’occurrences des
n-grammes apparaissant dans l’ensemble d’apprentissage. En réalité, les n-grammes apparais-
sant plus de k fois sont jugés fiables et leur nombre d’occurrences n’est pas modifié. Ce ratio





si r ≤ k
1 sinon.
(2.25)
Katz suggère de fixer la valeur de k à 5.
Repli avec décompte absolu Ce modèle (en anglais, Absolute Discounting backing-off ) uti-
lise un modèle de décompte absolu et une redistribution de type repli [NEK94]. La probabilité
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le poids de repli, N1+(wi−1i−n+1•) =
∣∣{wi : N(wii−n+1) > 0}∣∣ le nombre de mots distincts qui
suivent l’historique wi−1i−n+1 et qui apparaissent une fois ou plus et D un décompte fixe dont la





avec n1 (respectivement n2) le nombre total de n-grammes apparaissant exactement une fois
(respectivement deux fois), dans l’ensemble d’apprentissage.
Interpolation de Kneser-Ney modifiée Cette dernière technique, proposée par Chen et Good-
man [CG98] (en anglais, Kneser-Ney modified interpolated), est une modification du lissage de
Kneser-Ney [KN95]. Nous expliquons tout d’abord cette technique se basant sur un décompte
absolu et une redistribution par interpolation, avant d’exposer les modifications apportées par
Chen et Goodman.
Prenons l’exemple d’un modèle bigramme dans lequel le mot Elysées est très fréquent mais
n’apparaît qu’après un seul des mots du corpus d’apprentissage, le mot Champs. La probabilité
de l’unigramme Elysées est élevée et le décompte absolu attribuera alors une forte probabilité
au mot Elysées apparaissant après un nouveau mot (différent de Champs). Il serait plus raison-
nable de ne pas lui donner une probabilité aussi élevée puisqu’à chaque fois qu’il est présent, il
suit Champs, auquel cas sa probabilité est bien modélisée par le modèle bigramme. Ainsi, pour
Kneser et Ney, la probabilité unigramme ne devrait pas être proportionnelle au nombre d’occur-
rences d’un mot mais au nombre de mots différents qu’il suit ; le nombre de comptes attribué
à chacun des unigrammes sera alors simplement le nombre de mots qu’il suit. La probabilité























le poids de repli, PMLE(wi−1i−n+1) la probabilité initiale de wii−n+1 et N1+(• w
i−1
i−n+2wi) le
nombre de mots wi−n+1 tel que wii−n+1 apparaît une fois ou plus.
La modification apportée consiste à utiliser trois paramètres de décompte, D1, D2 et D3+,
appliqués aux n-grammes apparaissant respectivement une, deux et trois fois ou plus. Ainsi, le




i−n+1•) + D2 × N2(w
i−1










i−n+1•) définis de la même façon que N1(w
i−1
i−n+1•), pour des
fréquences d’apparition égales soit à deux fois, soit à trois fois ou plus, respectivement.
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Les valeurs optimales des paramètres D1, D2 et D3+ sont définies par les relations :
D1 = 1 − 2Y ×
n2
n1
D2 = 2 − 3Y ×
n3
n2




avec Y = n1
n1 + 2n2
et n1, n2, n3 et n4 le nombre total de n-grammes apparaissant, respective-
ment, exactement une fois, deux fois, trois fois et quatre fois, dans l’ensemble d’apprentissage.
2.4.5 Modèles n-classes
Le principe des modèles n-classes est de considérer des séquences de n classes et non plus
de n mots, comme c’est le cas pour les modèles n-grammes. Les mots sont ainsi regroupés
en classes, de telle façon que des mots appartenant à une même classe ont un comportement
similaire. Ces modèles comportent alors moins de probabilités à estimer que les modèles n-
grammes. De plus, le regroupement des mots en classes permet aussi de pouvoir estimer la
probabilité d’une suite de mots qui n’est pas présente dans le corpus d’apprentissage si la
séquence de classes correspondantes est, elle, présente dans le corpus.
Il existe différentes variantes des modèles n-classes, dépendant de la façon de calculer
la probabilité P (wi|Φ(hi)) ainsi que du choix de la classification des mots. Nous détaillons
différentes approches dans les sous-sections suivantes.
2.4.5.1 Calcul des probabilités à partir des classes
La probabilité P (wi|Φ(hi)) est calculée à partir de la classe du mot wi et de celles des
mots de son historique hi. Il existe alors plusieurs façons de prendre en compte les classes des
mots [Goo01], la plus utilisée étant l’approche ibm [BPdSL92]. Dans ce cas, un mot ne peut
appartenir qu’à une seule classe : cette classification est alors dite déterministe. La probabilité
P (wi|Φ(hi)) est alors donnée par l’équation suivante :
PClassDeterm(wi|w
i−1
i−n+1) = P (wi|ci)× P (ci|c
i−1
i−n+1) (2.33)
avec ci la classe à laquelle appartient le mot wi et ci−1i−n+1 la séquence de classes correspondant
à l’historique wi−1i−n+1. Les probabilités P (wi|ci) et P (ci|c
i−1
i−n+1) peuvent être estimées au













avec C l’ensemble des classes.
Comme dans le cas des modèles n-grammes, un modèle de lissage peut être utilisé pour
calculer ces probabilités (voir section 2.4.4).
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Dans le cas de la classification stochastique [Nie97], un mot peut appartenir à plusieurs
classes. Il faut alors tenir compte de toutes les séquences de classes pouvant correspondre à la











avecC(wi) l’ensemble des classes auxquelles appartient le motwi etC(wi−n+1)× . . .×C(wi−1)
l’ensemble de toutes les séquences de classes correspondant à la séquence de mots wi−1i−n+1.
Les modèles multiclasses [YIS03] se situent entre les deux modèles précédents. En effet,
chaque mot possède deux classes : l’une appelée classe prédictive, quand il est en position wi
dans le calcul de la probabilité P (wi|Φ(hi)), et l’autre appelée classe conditionnelle, lorsqu’il
fait partie de l’historique hi. L’équation 2.33 devient alors :
PMulticlasse(wi|w
i−1
i−n+1) = P (wi|cp(wi))× P (ci|cc(w
i−1
i−n+1)) (2.37)
avec cp(wi) la classe prédictive du mot wi et cc(wi−1i−n+1) la séquence de classes conditionnelles
correspondant à la séquence de mots wi−1i−n+1.
Cette classification permet de faire la distinction entre les voisinages gauche et droit d’un
mot, comme ces voisinages peuvent être différents. Par exemple, les articles français le et l’
ont des voisinages gauches similaires et appartiennent donc à la même classe prédictive. En
revanche, leur voisinage droit est différent puisque le précède un mot commençant par une
consonne alors que l’ précède un mot commençant par une voyelle : leurs classes condition-
nelles seront donc différentes.
2.4.5.2 Choix des classes
Classes prédéfinies Les classes peuvent tout d’abord être construites manuellement. Ainsi,
les couleurs ou encore les jours de la semaine peuvent constituer des classes. Afin de pouvoir
apprendre les probabilités du modèle de langage, le corpus doit être étiqueté, c’est-à-dire que
chacun des mots du corpus doit être associé avec sa classe. Cette approche n’est cependant pos-
sible que si le nombre de classes est réduit. Ainsi, dans [Ros94], des classes ont été construites
pour les compagnies d’aviation ou encore les villes.
Le modèle de langage le plus utilisé parmi ceux à base de classes prédéfinies est le
modèle POS (Part Of Speech) [MS99, Nie97]. Dans ce modèle de langage, les classes utili-
sées correspondent aux catégories morpho-syntaxiques des mots, c’est-à-dire leurs catégories
grammaticales telles que nom, verbe. . .. Dans ce cas, un mot peut appartenir à plusieurs classes,
ce qui correspond à une classification stochastique. Par exemple, le mot souris peut être soit un
nom, soit un verbe.
Bien qu’étant basé sur une approche statistique, ce type de modèle exprime des connais-
sances syntaxiques. Néanmoins, les modèles à base de classes construites automatiquement se
révèlent généralement plus performants, ce que nous présentons dans le paragraphe suivant.
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Construction automatique des classes Lors de la construction automatique des classes, le
regroupement se fait à l’aide d’un critère statistique à maximiser. Ces méthodes procèdent de
manière itérative : à chaque étape, la meilleure classification est recherchée, en partant de la
classification obtenue à l’itération précédente et en la modifiant. La classification finale obtenue
est déterministe puisque chacun des mots n’appartient qu’à une seule classe. Il reste cependant
à choisir le nombre optimal de classes qui permet d’obtenir le meilleur compromis entre les
performances du modèle de langage et la taille de celui-ci. Il existe deux principaux algorithmes
pour construire cette classification, que nous détaillons par la suite.
Dans l’algorithme d’échange [NEK94, MLN98], donné par l’algorithme 2.1, les mots
du vocabulaire sont tout d’abord classés selon leur fréquence d’apparition décroissante, dans le
corpus d’apprentissage. Ensuite, une classe est créée pour chacun des C − 1 premiers mots et
les mots restants sont regroupés dans une même classe. À chaque itération, l’algorithme tente
de déplacer chacun des mots de sa classe vers une des autres et le déplacement choisi pour
chaque mot est celui qui permet d’obtenir la classification qui minimise la perplexité sur le
corpus d’apprentissage. La complexité de cet algorithme, en terme de nombre de calculs de
perplexité, est alors O(V CK), avec V le nombre de mots du vocabulaire, C le nombre de
classes et K le nombre maximal d’itérations.
Dans l’algorithme de Brown [BPdSL92], présenté par l’algorithme 2.2, les mots sont
aussi ordonnés selon leur fréquence d’apparition décroissante et une classe est créée, cette fois,
pour chacun des C premiers mots. Chacune des itérations correspond à la création d’une classe
pour un des mots restants, puis à la recherche de la fusion de deux classes qui permette de mi-
nimiser également la perplexité sur le corpus d’apprentissage. La complexité de cet algorithme,
toujours en terme de nombre de calculs de perplexité, est alors O(V C2).
Dans l’algorithme de Brown, la classification finale de tous les mots du vocabulaire ne
sera réalisée qu’à la fin de l’algorithme alors que dans l’algorithme d’échange chacune des
classifications intermédiaires correspond à une classification de tous les mots du vocabulaire.
2.4.5.3 Bilan
Un des avantages des modèles n-classes est leur compacité. En effet, comme il y a moins
d’historiques différents à considérer, ces modèles de langage comportent moins de paramètres.
Cela permet aussi de considérer des historiques plus longs, pour un nombre de paramètres com-
parable à celui d’un modèle n-gramme traitant d’historiques plus courts. Les modèles n-classes
permettent aussi de parer au problème du manque de données. En effet, ils permettent d’esti-
mer la probabilité d’une séquence de mots non présente dans le corpus d’apprentissage si la
séquence de classes correspondante était présente dans ce corpus d’apprentissage. L’utilisation
de ces modèles de langage est ainsi bien indiquée lorsque les données d’apprentissage sont en
quantité limitée.
Toutefois, ces modèles de langage sont moins précis que les modèles n-grammes puisque
les mots sont regroupés en classes et que des informations sont ainsi perdues.
Modélisation statistique du langage 35
Algorithme 2.1 : Algorithme d’échange, pour la création de classes [NEK94].
Données :
V mots correspondant au vocabulaire;
Résultat :
C classes qui représentent le partitionnement des mots;
début
ordonner les mots selon leur fréquence décroissante;
créer une classe pour chacun des (C − 1) premiers mots;
créer une classe regroupant les (V − C + 1) mots restants;
tant que critère de fin non satisfait faire
pour i = 1 à V faire
pour j = 1 à C faire
calculer la perplexité obtenue sur le corpus d’apprentissage lorsque le
mot wi est déplacé de sa classe ci vers la classe cj ;
changer le mot wi de sa classe ci vers la classe cj qui permette d’obtenir la
perplexité minimale sur le corpus d’apprentissage;
fin
Algorithme 2.2 : Algorithme de Brown, pour la création de classes [BPdSL92].
Données :
V mots correspondant au vocabulaire;
Résultat :
C classes qui représentent le partitionnement des mots;
début
ordonner les mots selon leurs fréquences décroissantes;
créer une classe pour chacun des C premiers mots;
pour i = C + 1 à V faire
créer une classe pour le ie mot (classe CC+1);
pour j = 1 à C + 1 faire
pour k = 1 à C + 1 faire
calculer la perplexité obtenue sur le corpus d’apprentissage lorsque les
classes cj et ck sont fusionnées;
regrouper les deux classes cj et ck qui permettent d’obtenir la perplexité
minimale sur le corpus d’apprentissage;
fin
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2.4.6 Combinaison de modèles de langage
L’intérêt de combiner des modèles de langage est de tirer partie des spécificités de chacun
d’eux et ainsi de surpasser le meilleur d’entre eux [Goo01]. En effet, les informations représen-
tées par différents modèles de langage peuvent être de nature différente et complémentaire et
la combinaison de ces modèles permet alors de disposer de plus d’informations. Par exemple,
les modèles à base de classes morpho-syntaxiques regroupent les mots selon leur nature gram-
maticale alors que les modèles à base de classes statistiques les regroupent selon des critères
de similarité statistique : ces deux types d’informations peuvent se révéler complémentaires.
La méthode la plus simple pour combiner des modèles de langage est l’interpolation linéaire.
Le modèle de langage correspondant à l’interpolation linéaire de K modèles de langage est





avec λk le poids du modèle de langage MLk, tel que 0 ≤ λk ≤ 1. Les valeurs de ces poids sont
réglées de façon à optimiser la qualité du modèle de langage MLInterpolLin (voir section 2.4.2
pour une présentation des différentes mesures permettant d’évaluer la qualité d’un modèle de
langage) et tel que :
K∑
k=1
λk = 1. (2.39)
L’interpolation log-linéaire [Kla98] permet d’obtenir de meilleurs résultats que la simple
interpolation linéaire. En effet, cette méthode permet une meilleure synthèse des modèles de
langage, surtout lorsqu’ils ont des ordres de grandeur différents [BM05], c’est-à-dire que les
probabilités estimées dans chacun de ces modèles peuvent varier dans des plages de valeurs








avec Z(Φ(hi)) une constante de normalisation utilisée pour assurer :∑
wi∈V
P˜InterpolLogLin(wi|Φ(hi)) = 1. (2.41)
En utilisant les log-probabilités des modèles de langage et en omettant la constante de nor-
malisation (ce qui est souvent le cas en reconnaissance de la parole, à-cause de son faible
effet [BM05]), l’équation 2.40 peut se réécrire en une somme pondérée des log-probabilités








λk log (Pk(wi|Φ(hi))) . (2.42)
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2.4.7 Autres modèles de langage
Les modèles de langage n-grammes ou à base de classes, qu’elles soient de nature statis-
tique ou morpho-syntaxique essentiellement, sont parmi les plus couramment utilisés. Il existe
néanmoins d’autres modèles de langage qui ont suscité de l’intérêt dans des travaux plus ré-
cents. Nous présentons, dans cette section, d’autres techniques de modélisation statistique du
langage et plus particulièrement les avantages et inconvénients de chacune d’elles.
2.4.7.1 Modèles à historique variable
Comme présenté dans la section 2.4.3, l’ordre n des modèles n-grammes est généralement
inférieur à 4 ou 5, ce qui ne permet pas de prendre en compte des dépendances longues dans
les phrases. Lorsque l’ordre d’un modèle n-gramme augmente, la probabilité de rencontrer
exactement chacun des historiques existants diminue. En revanche, la possibilité d’observer
des contextes similaires, c’est-à-dire ayant en commun la plupart des mots, augmente.
Les modèles n-grammes distants [HAH+93] (skipping, en anglais) s’appuient sur cette ob-
servation, en ignorant certains mots de l’historique, dans un modèle n-gramme. Ces modèles
sont généralement utilisés en combinaison d’un modèle n-gramme standard, afin de tenir
compte à la fois d’un contexte proche et d’un contexte plus lointain. Un modèle n-gramme
peut ainsi être combiné avec des modèles n-grammes distants du même ordre ou d’ordre su-
périeur. Ainsi, l’interpolation linéaire d’un modèle 5-grammes avec des modèles 5-grammes
distants peut donner le modèle suivant :
P˜ (wi|Φ(hi)) = λ1 P (wi|w
i−1
i−4) + λ2 PDist(wi|wi−4wi−3wi−1) + λ3 PDist(wi|wi−4wi−2wi−1)
(2.43)
alors que l’interpolation linéaire d’un modèle trigramme avec des modèles 5-grammes distants
peut être de la forme suivante :
P˜ (wi|Φ(hi)) = λ1 P (wi|w
i−1
i−2) + λ2 PDist(wi|wi−4wi−3wi−1) + λ3 PDist(wi|wi−4wi−2wi−1)
(2.44)
avec λi le poids de chaque modèle de langage. Un des avantages de ces modèles de langage est
donc la prise en compte d’historiques similaires mais non strictement identiques au contexte
courant. Néanmoins, l’ajout de modèles n-grammes distants s’accompagne d’une augmenta-
tion du nombre de paramètres du modèle de langage global, ce qui peut être un inconvénient.
Une autre extension des modèles n-grammes repose sur la variation de la longueur de l’his-
torique, de façon à ne garder un historique long seulement si l’information qu’il apporte est
pertinente : ces modèles sont appelés modèles varigrammes [SO00]. Leur principe est ainsi
d’assurer un compromis entre la pertinence du modèle de langage (en gardant les historiques
les plus informatifs) et son nombre de paramètres. Les n-grammes de ce modèle sont ainsi re-
présentés sous la forme d’un arbre dont la profondeur varie selon ses branches (voir figure 2.1).
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FIG. 2.1 – Exemple de représentation d’un modèle varigramme, sous forme d’arbre.
Comme chaque nœud représente un contexte, des nœuds proches et associés à des proba-
bilités conditionnelles similaires sont ainsi fusionnés. Dans le cas de modèles n-grammes clas-
siques, l’arbre aurait une profondeur fixe égale à n − 1. L’avantage des modèles varigrammes
est ainsi la diminution du nombre de paramètres, tout en gardant des performances similaires.
Il existe d’autres modèles de langage dans lesquels l’historique est modifié afin que sa lon-
gueur puisse être augmentée. Nous pouvons citer les modèles permugrammes [STHKN95]
dans lesquels les historiques considérés correspondent à une permutation des mots du contexte
courant ou encore les modèles multigrammes [DB95] dans lesquels l’historique est considéré
comme une suite de groupes de mots. La plupart de ces approches n’ont cependant permis d’ob-
tenir que peu d’améliorations par rapport aux modèles n-grammes. De plus, ils augmentent la
taille du modèle de langage résultant puisqu’ils sont souvent combinés avec un modèle n-
gramme.
2.4.7.2 Modèles à base de cache
Un scripteur qui écrit un mot est susceptible de l’écrire de nouveau, dans un futur proche.
Cette observation est la base des modèles à base de cache [KM90]. Ces modèles prennent en
compte un historique allant de plusieurs dizaines à plusieurs centaines de mots. Les probabilités
P (wi|Φ(hi)) sont alors évaluées à partir des fréquences d’apparition des mots, non plus dans
le corpus d’apprentissage mais dans le cache. Toutefois, les modèles à base de cache sont
généralement combinés avec des modèles n-grammes, dont les probabilités sont calculées à
partir d’un corpus d’apprentissage :
P˜ (wi|Φ(hi)) = λP (wi|w
i−1
i−n+1) + (1− λ)PCache(wi|w
i−1
i−K+1) (2.45)
avec K la longueur du cache, telle que K  n. Il existe plusieurs stratégies pour traiter les
mots du cache afin de calculer PCache(wi|wi−1i−K+1).
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Dans un modèle à base de cache régulier [KM90], la probabilité d’un mot est proportionnelle








δ(wj , wi) (2.46)
avec δ(wj , wi) = 1 si wj = wi, 0 sinon.
Dans un modèle à base de cache à oubli exponentiel [Cla99] (en anglais, history decay),
la position du mot dans le cache est prise en compte : plus un mot est loin dans le cache,
moins il est susceptible d’être écrit de nouveau. Ainsi, la contribution d’un mot wi décroît de
manière exponentielle avec l’augmentation de la distance entre ce mot wj et le mot courant wi,








δ(wj , wi) × exp(−α(i− j)) (2.47)




i−K+1) = 1. (2.48)
Bien que les modèles à base de cache permettent de diminuer considérablement la perplexité,
le taux d’erreur des systèmes de reconnaissance de parole utilisés dans [KM90, Cla99] ne dimi-
nue que très peu. Ce problème vient essentiellement de la présence d’erreurs de reconnaissance
parmi les mots du cache. En effet, le système de reconnaissance à tendance à répéter les erreurs
présentes dans le cache. Par exemple, si le scripteur a écrit « efface tous les souvenirs » et que
le système a reconnu « efface tous les sourires » alors, si le scripteur écrit « mes souvenirs sont
loin », le système reconnaîtra plutôt « mes sourires sont loin », comme la probabilité de sou-
rires est plus élevée que celle de souvenirs. L’utilisation d’un modèle à base de cache, dans un
système de reconnaissance, doit ainsi s’accompagner d’un mécanisme de correction des erreurs
par l’utilisateur, afin que les performances du système puissent être améliorées [Goo01].
2.4.7.3 Modèles à entropie maximale
Les modèles à entropie maximale [DD72] ont récemment été utilisés pour modéliser le
langage [Ros94, BPP96]. Ces modèles permettent d’incorporer différentes sources d’informa-
tions (n-grammes, n-classes, n-grammes distants. . .), en exprimant celles-ci sous forme de
contraintes. Ces contraintes sont représentées par des fonctions caractéristiques qui sont appli-
quées à un mot wi et à son historique wi−11 . Une fonction de caractéristique fc retourne 1 si
la contrainte c qu’elle exprime est vérifiée par le mot wi et son historique wi−11 , 0 sinon. Par





1 si wi−2 = le et wi−1 = miroir et wi = casse
0 sinon.
(2.49)
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avec λc des paramètres réels obtenus par un algorithme d’apprentissage comme l’algorithme
GIS (Generalized Iterative Scaling) [DD72, BPP96] ; ces paramètres fixent le poids de chaque




1 ) = 1. (2.51)
Ces modèles permettent ainsi de combiner différents types d’informations de manière élé-
gante. En effet, le modèle combiné est appris directement, au lieu d’être obtenu par combinai-
son de modèles appris séparément. Néanmoins, l’inconvénient majeur de ce type de modèle
est le temps de calcul élevé, aussi bien lors de son apprentissage que lors de son utilisation, le
nombre de fonctions caractéristiques pouvant atteindre plusieurs millions. De plus, ces modèles
n’ont pas encore permis d’obtenir de réduction significative de la perplexité [Goo01].
2.4.7.4 Modèles à base de réseaux de neurones
Il peut être intéressant de pouvoir exprimer une similarité entre mots. En effet, si la phrase
« les fantômes dansent entre les arbres » est présente dans le corpus d’apprentissage, il devrait
être possible de généraliser la phrase « des lutins courent dans la forêt » en lui donnant une
probabilité voisine, en s’appuyant sur le fait que fantômes et lutins ont des rôles grammaticaux
et sémantiques similaires (il en est de même pour arbres et forêt ainsi que pour dansent et
courent ou encore les et des). L’approche basée sur des réseaux de neurones [BDVJ03] permet
d’exprimer une similarité entre mots. Dans cette approche, chacun des mots du vocabulaire est
représenté par un vecteur de m caractéristiques, avec m  |V | (m = 30, dans [BDVJ03]).
Deux mots ayant des rôles syntaxiques et sémantiques similaires auront ainsi des vecteurs de
caractéristiques proches.
La probabilité P (wi|wi−1i−n+1) est représentée par une fonction f(wi, . . . , wi−n+1). Cette
fonction se décompose en deux parties et est illustrée par la figure 2.2.
Une matrice C de dimension |V | ×m permet tout d’abord d’obtenir le vecteur de carac-
téristiques de taille m, pour chacun des |V | mots du vocabulaire. Ensuite, le réseau de neu-
rones prend en entrée m × (n − 1) valeurs, correspondant aux vecteurs de caractéristiques
(C(wi−n+1), . . . , C(wi−1)) des mots de l’historique wi−1i−n+1. La couche de sortie comporte
|V | neurones, soit un pour chaque mot du vocabulaire. Ainsi, pour un historiquewi−1i−n+1 donné,
la je sortie correspond à la probabilité P (wij |wi−1i−n+1), wij étant le je mot du vocabulaire. Le
réseau de neurones comporte également une ou plusieurs couches cachées ainsi que d’éven-
tuelles connexions directes des neurones de la couche d’entrée vers ceux de la couche de sortie.
La projection des mots dans le nouvel espace de représentation, c’est-à-dire leurs vecteurs
de caractéristiques (représentés par la matrice C), ainsi que les poids du réseau de neurones
sont appris de manière simultanée.













FIG. 2.2 – Architecture du modèle de langage à base de réseau de neurones.
Parmi les premiers résultats obtenus avec ces modèles de langage à base de réseaux de neu-
rones, [SG04] ont obtenu une baisse du taux d’erreur de 22,6 % à 21,8 %, le premier taux étant
obtenu avec un modèle 4-gramme. Ces modèles de langage permettent aussi de prendre en
compte un historique plus long, le nombre de neurones en entrée du réseau étant proportionnel
à la longueur de l’historique. Malgré les améliorations apportées par [MB05] pour diminuer le
temps de calcul lors de l’apprentissage du modèle de langage ainsi que lors de son utilisation,
ces temps de calcul restent trop élevés. Ces modèles de langage constituent néanmoins une
approche prometteuse.
2.4.7.5 Modèles à base de mélange de phrases
Il existe généralement différents types de phrases, dans un corpus. Il peut alors être in-
téressant de regrouper les phrases en fonction de leur thème, de leur style. . . et de modéliser
séparément chacun d’entre eux, sur une sous-partie du corpus d’apprentissage [IOR94, IO99].
La probabilité d’une phrase est alors calculée en utilisant chacun des sous-modèles de
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avec Pt(wi|Φ(hi)) la probabilité donnée par le modèle de langage correspondant au type de
phrase st et σt les paramètres d’interpolation des phrases, correspondant aux probabilités
a priori de chacun des types de phrases, et calculés afin d’obtenir :
T∑
t=1
σt = 1. (2.53)
Ce modèle de langage peut aussi être interpolé avec un modèle de langage appris sur le




σt [λt Pt(wi|Φ(hi)) + (1− λt)P (wi|Φ(hi))] (2.54)
avec λt les poids d’interpolation.
L’identification des types de phrases présents dans le corpus d’apprentissage se fait généra-
lement de manière automatique [Goo01, IO99], en minimisant la perplexité des phrases. Lors
de cette classification, les probabilités a priori des types st sont calculées simultanément.
La séparation des phrases selon leur type permet une estimation plus fine des probabilités et
permet d’obtenir de meilleurs résultats qu’avec un modèle n-gramme global [Cla99]. Toutefois,
le modèle de langage obtenu est de taille plus importante, proportionnelle au nombre de types
de phrases qui peut aller de plusieurs dizaines à plusieurs centaines. De plus, cette approche est
surtout bénéfique lorsque la taille des corpus d’apprentissage est importante [Goo01].
Les deux derniers types de modèles de langage que nous présentons maintenant sont ba-
sés sur une approche statistique mais s’appuient plus particulièrement sur des connaissances
structurelles. Ils offrent ainsi un compromis entre les deux approches structurelle et statistique.
2.4.7.6 Grammaires probabilistes hors-contexte
Comme présenté dans la section 2.3, une grammaire peut représenter un langage par des
règles, l’enchaînement de celles-ci permettant de décrire la structure des phrases. Les gram-
maires hors-contexte permettent de décrire des langages réguliers. Ces langages sont relati-
vement simples et non-ambigüs. Les langages naturels, quant à eux, sont d’une nature plus
complexe et peuvent présenter de nombreuses ambiguïtés. Ainsi, une phrase peut être décrite
par plusieurs suites de règles. L’approche probabiliste des grammaires hors-contexte [MS99,
JWS+95] permet de prendre en compte les différentes dérivations possibles d’une phrase.
Une grammaire probabiliste hors-contexte GPHC (en anglais, Probabilist Context-Free
Grammar) est définie par :
– un ensemble de terminaux, correspondant aux mots du langage : {wk} avec wk ∈ V ;
– un ensemble de non-terminaux, correspondant aux objets grammaticaux : {Ni} ;
– un symbole de départ : N1 ;
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– un ensemble de règles de dérivation : {Ni → ξj} avec ξj une séquence de terminaux et
de non-terminaux ;
– un ensemble de probabilités (évaluées automatiquement sur des corpus étiquetés) asso-




P (Ni → ξj) = 1. (2.55)
Une probabilité est associée à chaque dérivation possible d’une phrase et correspond au
produit des probabilités de toutes les règles qui composent la dérivation d. La probabilité d’une
phrase W est alors calculée à partir des probabilités de l’ensemble des dérivations DW qui lui





La table 2.1 présente un exemple de grammaire probabiliste hors-contexte dans laquelle S,
GV, GP, GN, V et P sont des non-terminaux et regarde, les gens, avec, dans et des fleurs sont
des terminaux. Dans cette table, les règles de la grammaire sont données avec leur probabilité.
S → GV GP 0,7 V → regarde 1
S → V GN 0,3 GN → les gens 0,3
GV → V GN 1,0 P → avec 0,6
GP → P GN 1,0 GN → des fleurs 0,2
GN → GN GP 0,5 P → dans 0,4
TAB. 2.1 – Exemple de règles d’une grammaire probabiliste hors-contexte.
En utilisant cette grammaire, la phrase « regarde les gens avec des fleurs » peut être associée
à deux dérivations, qui sont représentées par les arbres syntaxiques d1 et d2 (voir figure 2.3).
La probabilité associée à l’arbre d1 est alors :
P (d1) = P (S→ GV GP)
×P (GV→ V GN)× P (V→ regarde)× P (GN→ les gens)
×P (GP→ P GN)× P (P→ avec)× P (GN→ des fleurs)
= 0, 0252.
(2.57)
La probabilité associée à l’arbre de dérivation d2 est calculée de la même façon :
P (d2) = 0, 0054. (2.58)
La probabilité finale de la phrase est alors :
P (regarde les gens avec des fleurs) = P (d1) + P (d2) = 0, 0306. (2.59)
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(a) Arbre de dérivation d1.








(b) Arbre de dérivation d2.
FIG. 2.3 – Arbres de dérivation correspondant aux successions possibles de règles appliquées,
pour la phrase « regarde les gens avec des fleurs ».
Ces modèles de langage à base de grammaires probabilistes hors-contexte permettent de
prendre en compte des dépendances plus longues ainsi que des informations sur la structure
syntaxique des phrases. Cependant, cette modélisation est relativement coûteuse en termes de
calculs. De plus, il est difficile de déterminer l’ensemble des règles décrivant le langage et per-
mettant d’obtenir une grammaire suffisamment robuste. C’est pourquoi, ils sont plutôt adaptés
à des tâches dont la grammaire associée est relativement simple. Par exemple, en reconnais-
sance de parole, pour un système d’interrogation de noms de restaurants, [JWS+95] diminuent
le taux d’erreur sur les mots de 34,6% (en utilisant un modèle bigramme) à 29,6 % en uti-
lisant une grammaire probabiliste hors-contexte. En revanche, pour une tâche plus complexe
de reconnaissance de phrases manuscrites, [ZCB06] n’obtiennent qu’une faible réduction du
taux d’erreur sur les mots (de 20,7 % à 20,6 %), en combinant une grammaire probabiliste
hors-contexte avec un modèle bigramme.
2.4.7.7 Modèles de langage structurés
Les modèles de langage structurés [CJ00, Cha01] sont basés sur des grammaires lexicali-
sées. Dans ce type de grammaire, un mot joue le rôle de tête, pour chaque constituant détecté.
L’exemple illustré par la figure 2.4 donne l’arbre de la dérivation partielle de la phrase
« des enfants construisent un bonhomme de neige dans le jardin pendant que la radio passe ta
chanson préférée ».



































constituant 1 constituant 2
FIG. 2.4 – Arbre de dérivation partielle, pour la phrase « des enfants construisent un bonhomme
de neige dans le jardin pendant que la radio passe ta chanson préférée ».
Dans cette dérivation, les mots associés aux feuilles sont accompagnés de leur étiquette
POS et les nœuds sont annotés avec la tête et le type (groupe nominal, groupe verbal. . .) du
constituant auquel ils sont associés. Par exemple, pour le premier constituant, des est un déter-
minant pluriel, enfants est un nom pluriel et la tête de ce constituant est enfants, ce constituant
étant un groupe nominal (noté GN dans le type associé à la tête enfants).
Le mot pendant est alors prédit à partir des têtes des deux constituants qui le précèdent,
c’est-à-dire enfants et construisent, et non à partir des mots le et jardin, comme ce serait le cas
si un modèle trigramme était utilisé.
Le calcul des probabilités, dans ce type de modèle, est ainsi conditionné par les têtes des












avec d la dérivation associée à wi1 et h−1,d et h0,d les têtes des deux derniers constituants de la
dérivation d.
Les modèles de langages structurés permettent de prendre en compte des dépendances à
longue distance. Néanmoins, ces modèles de langage sont aujourd’hui encore trop coûteux en
termes de temps de calcul pour qu’ils puissent être utilisés de manière efficace dans un système
de reconnaissance.
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2.5 Bilan
Nous avons présenté quelques unes des techniques principales de modélisation du lan-
gage parmi les nombreuses techniques existantes. Cependant, comparativement aux modèles
n-grammes qui sont les modèles de langage standards de la littérature, la plupart des autres
techniques ne permettent d’obtenir que peu d’amélioration des performances. De plus, cette
relative amélioration s’accompagne généralement d’une augmentation considérable de la com-
plexité du modèle de langage ou encore du temps de calcul nécessaire pour son utilisation.
Dans notre système de reconnaissance d’écriture manuscrite, pour l’informatique nomade,
nous souhaitons utiliser des modèles de langage peu coûteux aussi bien en termes de temps de
calcul qu’au niveau de leur complexité (qui peut s’exprimer par leur nombre de paramètres,
notamment). C’est pourquoi, dans le cadre de cette thèse, nous avons choisi de nous focaliser
sur les modèles n-grammes ainsi que sur les modèles n-classes, ceux-ci permettant d’obtenir
un compromis intéressant entre les performances obtenues et la taille du modèle de langage.
Dans la suite, nous étudierons la manière de coupler ces modèles de langage le plus ef-
ficacement possible avec le système de reconnaissance, en considérant également des com-
binaisons de ces modèles de langage afin de tirer partie de leurs spécificités, tout en tenant
compte de l’intégration la plus pertinente avec le système de reconnaissance. Nous les utilise-
rons également en association avec d’autres informations, dans le cadre de premiers travaux
sur la vérification de la validité des résultats de reconnaissance et la correction éventuelle de
ceux-ci, en se basant sur une nouvelle représentation des hypothèses de reconnaissance, sous
la forme de réseaux de confusion.
Première partie




Dans cette partie, nous nous intéressons au développement d’un système de reconnaissance
de phrases manuscrites. Cette reconnaissance se décompose en deux étapes : la segmentation de
la phrase en mots puis la reconnaissance, à partir des segmentations proposées et en utilisant des
connaissances linguistiques pour prendre en compte le contexte de la phrase. Ces connaissances
linguistiques sont représentées par des modèles de langage.
Pour pouvoir, d’une part, représenter l’ensemble des segmentations possibles et, d’autre
part, exploiter au mieux ces différentes alternatives, nous utilisons des graphes de mots [ONA97].
Ces graphes permettent de représenter, de façon compacte, les différentes hypothèses de seg-
mentation qui correspondent également aux différentes hypothèses de mots. La reconnaissance
de phrase consistera alors à trouver le meilleur chemin, dans ce graphe (chacun des chemins
correspond à une phrase possible). Cette approche est appelée Maximum A Posteriori (MAP)
car elle cherche à maximiser la probabilité de la phrase résultat.
Pour pouvoir exploiter au mieux cette représentation, il faut veiller à ce que le graphe
conserve une taille raisonnable. En effet, des graphes de mots de trop grande taille occuperont
une place trop importante en mémoire et, de plus, leur exploitation sera également plus coû-
teuse en terme de temps de calcul. Nous nous attacherons à prendre en compte la combinatoire
liée à la taille des graphes de mots, dans les approches que nous proposerons.
Cette partie est composée de deux chapitres.
Nous présentons tout d’abord notre approche de segmentation des phrases en mots, dans le
chapitre 3. Elle se base sur la caractérisation des espaces entre les différentes parties du tracé
manuscrit. Pour pouvoir permettre la proposition d’hypothèses de segmentation alternatives,
nous ajoutons également un indice de confiance sur le résultat de la caractérisation des espaces.
Nous proposons alors d’étendre l’approche précédente, en utilisant cet indice de confiance pour
ajouter des hypothèses supplémentaires de segmentation, dans le graphe de mots généré. Cet
ajout est réalisé en prenant en compte la combinatoire liée à la taille du graphe.
Dans le chapitre 4, nous présentons l’intégration de modèles de langage, dans le cadre d’une
reconnaissance basée sur l’approche Maximum A Posteriori (MAP). Pour cela, nous utilisons
des connaissances sur la forme graphique des mots, ainsi que des informations lexicales et
syntaxiques. Nous détaillons deux approches permettant d’intégrer, de manière efficace, des
modèles de langage, pour apporter des informations syntaxiques lors de la reconnaissance de
phrases. La première approche proposée intègre les modèles de langage directement lors de
l’exploration du graphe de mots, en prenant en compte son importance vis-à-vis des autres
informations utilisées (graphiques et lexicales) et en considérant les éventuels problèmes de
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segmentation. Dans la deuxième approche proposée, des modèles de langage sont combinés et
utilisés à la fois pendant l’exploration du graphe de mots et pour réordonner les hypothèses de
phrases produites par cette exploration. Cela permet de tirer partie des spécificités des différents
modèles (plus grande précision de la modélisation, connaissances différentes modélisées, par
exemple). Nous étudions enfin l’intégration de différents modèles de langage, pour chacune des
deux approches d’intégration, afin de trouver le meilleur tant au point de vue des performances
obtenues que de la place mémoire occupée.
Chapitre 3
Extraction automatique des mots
3.1 Introduction
La reconnaissance de phrases manuscrites se déroule généralement en deux étapes. La
première étape consiste en l’extraction de ses mots (ou segmentation de la phrase en ses mots)
de manière automatique : celle-ci peut être effectuée implicitement ou explicitement.
L’objectif de l’extraction explicite des mots, proposée dans ce chapitre, est d’extraire les
mots manuscrits, du signal correspondant à la phrase manuscrite à reconnaître. Nous souhaitons
également proposer plusieurs hypothèses de segmentation de la phrase, pour s’assurer de la
présence de la bonne segmentation. Cet ajout devra se faire en contrôlant la combinatoire liée
au nombre d’hypothèses de segmentation. De plus, notre stratégie d’extraction de mots est
définie de manière à pouvoir être facilement étendue pour une utilisation « à la volée ».
La figure 3.1 illustre ces deux étapes. Le graphe de mots permet de représenter les diffé-









FIG. 3.1 – Principe de l’extraction de mots proposée.
Les travaux, présentés dans ce chapitre, ont été réalisés en collaboration avec François
Bouteruche, de l’équipe IMADOC [QBA07].
Dans ce chapitre, nous présentons notre méthode d’extraction explicite des mots. Dans la
section 3.2, nous détaillons son principe, qui se base sur la caractérisation des espaces inter-
traces. Nous présentons ensuite la construction du graphe de mots permettant de représenter
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les différentes hypothèses de mots ainsi extraites. Dans la section 3.3, nous étendons notre
méthode pour pouvoir traiter d’éventuelles sur- et sous-segmentations, en remettant en cause
la classification de certains espaces inter-traces, tout en contrôlant la complexité du graphe de
mots. Enfin, dans la section 3.4, nous présentons les résultats des expérimentations menées.
3.2 Extraction simple des mots
L’objectif de l’extraction explicite des mots consiste à isoler chacun des sous-ensembles de
traces correspondant aux mots de la phrase manuscrite considérée.
Notre tâche d’extraction de mots s’appuie sur la caractérisation des espaces inter-traces
du signal en-ligne représentant la phrase manuscrite à traiter. Nous considérons trois types
d’espaces inter-traces :
– espace intra-mot : espace entre deux traces, à l’intérieur d’un même mot ;
– espace inter-mot : espace entre deux traces de deux mots consécutifs ;
– espace inter-ligne : espace entre deux traces de deux mots consécutifs et situés sur deux
lignes consécutives.
La figure 3.2 donne un exemple de phrase manuscrite à traiter. Des exemples d’espaces
inter-ligne, inter-mot et intra-mot sont aussi illustrés. Nous constatons ainsi que la distance





FIG. 3.2 – Exemple de phrase manuscrite.
À partir du résultat de la classification des espaces inter-traces, un graphe de mots est
ensuite construit, pour représenter la segmentation obtenue.
Nous détaillons ces deux étapes, dans les sections suivantes.
3.2.1 Caractérisation des espaces inter-traces
L’algorithme de caractérisation des espaces inter-traces, donné par l’algorithme 3.1, ana-
lyse les traces au fur et à mesure de leur écriture : cela permet une extension aisée à une
reconnaissance d’écriture « à la volée », ce qui constituait un de nos objectifs.
Pour chaque trace Tnouv nouvellement écrite, l’espace entre cette trace et la trace précé-
demment écrite Tref (aussi appelée trace de référence) est caractérisé en l’un des trois types
d’espaces. Cette caractérisation est basée sur le calcul de la distance ∆xnouvref entre deux traces.
En fait, le calcul de cette distance ne s’appuie pas seulement sur la trace précédemment écrite
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Algorithme 3.1 : Algorithme de caractérisation des espaces inter-traces.
Données :
les traces manuscrites de la phrase à reconnaître;
Résultat :
les espaces inter-traces classés en espaces intra-mot, inter-mot ou inter-ligne;
début
Initialisation
GRB initialisé avec les premières traces écrites, ordonnées temporellement;
tant que nouvelle trace Tnouv écrite faire
détection des lignes de base de l’écriture;
calcul de la distance ∆xnouvref entre les traces Tref et Tnouv;
classification de l’espace Enouvref entre Tref et Tnouv;
mise à jour de GRB;
fin
Tref mais également sur un groupe de traces précédemment écrites, appelé Groupe Référence
de Base (GRB) : ce groupe de traces représente un contexte spatial relatif, par rapport auquel
la distance ∆xnouvref peut être comparée. La figure 3.3 illustre le calcul de la distance ∆xnouvref ,
ainsi que le GRB correspondant utilisé. Un classifieur est enfin utilisé pour caractériser l’es-















FIG. 3.3 – Exemple de calcul de distance ∆xnouvref entre deux traces.
Dans les sous-sections suivantes, nous détaillons les différentes étapes de l’algorithme de
caractérisation des espaces inter-traces.
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3.2.1.1 Initialisation
Au début de la tâche d’extraction de mots, le Groupe Référence de Base GRB est initialisé
avec les premières traces écrites de la phrase manuscrite (voir sous-section suivante).
3.2.1.2 Détection des lignes de base inférieure et supérieure
L’algorithme utilisé pour détecter ces deux lignes de base est le même que celui utilisé pour
la détection du corps des mots, dans notre système de reconnaissance de mots (voir chapitre 1,
section 1.4). Notre algorithme utilise, pour cela, un groupe de traces représentant au moins trois
ou quatre caractères : ce groupe de traces correspond au GRB précédemment présenté.
Afin de déterminer le nombre de traces à conserver dans le GRB, nous nous appuyons
sur les traits descendants fondamentaux (voir chapitre 1, section 1.4). Comme un caractère
est composé de un à trois traits descendants fondamentaux, nous conservons suffisamment de
traces pour que le GRB courant contienne au moins dix traits descendants fondamentaux.
Le processus de détection des lignes de base, et ainsi celui de caractérisation des espaces
inter-traces, peut débuter dès que le nombre de traces écrites correspond au moins à dix traits
descendants fondamentaux : cela permet d’initialiser GRB. Ce premier GRB est aussi celui
utilisé pour la caractérisation des premiers espaces inter-traces, bien que les premières traces
appartiennent à celui-ci.
3.2.1.3 Calcul de la distance ∆xnouvref
Comme nous travaillons sur de l’écriture latine, la première trace d’un nouveau mot est le
plus vraisemblablement située à la droite de la dernière trace du mot précédent. Pour calculer
la distance ∆xnouvref (voir figure 3.3) entre la dernière trace écrite Tref (appelée aussi trace de
référence) et la trace qui vient d’être écrite Tnouv, nous proposons d’utiliser la distance en x
entre le point le plus à droite de la trace Tref et le point le plus à gauche de la trace Tnouv :





nouv le point le plus à gauche de Tnouv et P pdref le point le plus à droite de Tref .
Comme l’algorithme de caractérisation des espaces inter-traces est conçu de manière à pou-
voir être étendu à la reconnaissance « à la volée », nous voulons éviter des étapes de pré-
traitements qui sont généralement effectuées sur le signal afin de corriger des problèmes d’in-
clinaison des caractères ou de la ligne d’écriture ou encore de taille des caractères. Notre dis-
tance ∆xnouvref doit ainsi être insensible à ces variations d’écriture.
Afin de traiter le problème de l’inclinaison des caractères (en anglais, slant), nous ne consi-





ref seront choisis parmi les points contenus entre ces lignes de base. Dans l’exemple
donné par la figure 3.4, si le point le plus à droite du mot said était choisi, un espace intra-mot
serait détecté comme ce point est à droite du point P pgnouv.











FIG. 3.4 – Choix des points P pgnouv et P pdref pour traiter le problème d’inclinaison des caractères.
Afin de pallier au problème de l’inclinaison de la ligne d’écriture (en anglais, skew), seules
les dernières traces écrites avant Tnouv sont conservées dans le GRB, qui est ensuite utilisé
pour effectuer la détection des lignes de base.
3.2.1.4 Classification de l’espace Enouvref
Une fois que la distance ∆xnouvref a été calculée, nous utilisons un réseau de neurones à
fonction à base radiale (RBFN) pour classer l’espace inter-trace. Les entrées de ce réseau sont
les suivantes :
– la longueur de l’espace inter-traces courant, relativement aux traces précédentes : cela
correspond à la distance ∆xnouvref ;
– des informations sur les tailles relatives des espaces inter-traces précédents : cela corres-
pond aux distances ∆xnouvref maximale et médiane, dans le groupe de référence courant
GRB ;
– des informations pour l’identification des espaces inter-lignes : cette information est don-
née par la distance entre le haut de la boîte englobante de la trace Tnouv et la ligne de
base inférieure.
Les sorties du RBFN sont les scores associés à chacune des trois classes, c’est-à-dire l’es-
pace intra-mot, l’espace inter-mot et l’espace inter-ligne. Le type de l’espace inter-trace consi-
déré est ainsi celui associé à la classe ayant obtenu le score le plus élevé.
3.2.1.5 Mise à jour du GRB
Une fois l’espace Enouvref classé, la trace Tnouv est ajoutée au groupe GRB. La trace la plus
ancienne temporellement, dans le GRB, peut ensuite être supprimée s’il reste au moins dix
traits descendants fondamentaux après sa suppression du GRB.
La gestion du GRB peut être vue comme une fenêtre glissante, qui se déplace au fur et à
mesure de l’écriture et du traitement des traces. Cette gestion est alors particulièrement adaptée
pour une extraction des mots « à la volée ».
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3.2.2 Construction du graphe de mots
À partir des résultats de la caractérisation des espaces inter-traces, nous construisons un
graphe de mots. À chaque fois qu’un espace inter-ligne ou inter-mot est détecté, un nœud est
construit : chaque nœud représente ainsi une frontière de segmentation entre deux mots. Les
arcs, quant à eux, regroupent les traces telles que les espaces inter-traces entre chacune des
traces d’un arc sont des espaces intra-mots. Ils représentent ainsi les mots manuscrits détectés.
La figure 3.5 donne un exemple de graphe de mots construit à partir de la caractérisation
des espaces inter-traces de la phrase « generally the same level of living costs less in the country
than in the city ». Nous constatons que les mots living et country sont sur-segmentés alors que




FIG. 3.5 – Exemple de graphe de mots, construit à partir de l’extraction simple des mots d’une
phrase manuscrite.
Pour pouvoir gérer les éventuelles sur- et sous-segmentations en ajoutant des hypothèses
alternatives d’extraction de mots, tout en contrôlant la taille du graphe, nous étendons notre
algorithme de caractérisation des espaces inter-traces.
3.3 Prise en compte de plusieurs hypothèses d’extraction
Pour s’assurer de la présence des extractions correctes des mots, une solution pourrait être
de considérer toutes les hypothèses d’extraction possibles des traces d’une phrase. La com-
plexité du graphe serait alors en O(T 2), en termes de nombre d’arcs, avec T le nombre de
nœuds (qui correspond aussi au nombre de traces composant la phrase).
Pour des problèmes de stockage du graphe en mémoire ainsi que de temps de calcul lors
de l’exploitation du graphe, cette solution n’est pas raisonnable. De plus, la prise en compte
d’un trop grand nombre d’hypothèses de segmentation ajoute surtout du bruit, c’est-à-dire des
segmentations incorrectes. Cela risque d’apporter des erreurs, lors de la phase de reconnais-
sance de phrases sur le graphe de mots. Les expérimentations présentées dans la section 3.4
confirment cette idée.
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Il est donc important de choisir les hypothèses d’extraction de mots ajoutées dans le graphe,
afin qu’elles soient les plus pertinentes possibles. Pour cela, nous nous appuyons sur un indice
évaluant la confiance en le résultat de la caractérisation des espaces inter-traces.
Nous détaillons, dans les sous-sections suivantes, le calcul de cet indice de confiance ainsi
que son utilisation pour créer de nouvelles hypothèses d’extraction de mots visant à traiter les
éventuels problèmes de sur- et sous-segmentation.
3.3.1 Ajout d’un indice de confiance sur la caractérisation des espaces
Afin d’évaluer la fiabilité de la première réponse de la classification des espaces inter-
traces, nous associons un indice de confiance au résultat du RBFN. Si cet indice de confiance
est trop faible, la seconde réponse du classifieur est aussi considérée.
L’indice de confiance utilisé correspond à la différence relative difftop2 entre les scores
des deux meilleures classes. Nous apprenons un seuil σreconsider sur cet indice de confiance, en
utilisant un rejet d’ambiguïté [MA06]. Ce type de rejet permet d’apprendre un seuil en fixant
le pourcentage d’éléments qui doivent être rejetés c’est-à-dire, ici, le pourcentage d’espaces
inter-traces qui doit être reconsidéré. Si l’indice de confiance difftop2 est inférieur à ce seuil
appris, la première réponse du RBFN peut être reconsidérée et des hypothèses additionnelles
d’extraction de mots peuvent être générées.
3.3.2 Extension du graphe de mots
Les indices de confiance associés à chacun des espaces inter-traces permettent maintenant
d’ajouter des hypothèses additionnelles d’extraction de mots (représentées par des arcs, dans
le graphe de mots).
Afin de contrôler la taille du graphe de mots, lors de ces ajouts d’arcs, nous nous imposons
des limitations. Tout d’abord, les espaces inter-lignes sont considérés comme étant correcte-
ment détectés et ne seront pas remis en cause. Les autres restrictions concernent les éventuelles
sur- et sous-segmentations, dont nous détaillons le traitement dans les paragraphes suivants.
Ces limitations ne sont pas trop restrictives puisqu’elles permettent d’identifier correctement
99,54 % des segmentations correctes, dans l’ensemble de test.
3.3.2.1 Traitement des éventuelles sous-segmentations
Pour limiter la création d’arcs supplémentaires, nous considérons que le nombre de mots
potentiellement sous-segmentés (représentés par un même arc) ne peut pas être supérieur à
trois. Un arc du graphe de mots initial sera ainsi séparé en au plus trois parties. Cette approxi-
mation est raisonnable puisque, dans la base de test, seules 4,8 % des sous-segmentations ne
pourront pas être corrigées.
Afin de choisir les potentiels points de séparation d’un arc donné, ses espaces intra-mot qui
ont une distance ∆xnouvref positive et un indice de confiance difftop2 inférieur au seuil de re-
considération σreconsider sont ordonnés selon leur indice de confiance croissant. Ensuite, seuls
au plus les deux premiers espaces intra-mot ainsi classés sont considérés comme de potentiels
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espaces inter-mot. Des arcs et des nœuds additionnels sont alors créés, à partir des traces de
l’arc courant considéré, comme illustré en pointillé sur la figure 3.6.
génération
d’arcs et de nœuds
FIG. 3.6 – Exemple de création d’arcs et de nœuds, pour traiter une sous-segmentation.
3.3.2.2 Traitement des éventuelles sur-segmentations
De la même façon que pour le traitement des éventuelles sur-segmentations, nous considé-
rons qu’un mot ne peut pas être sur-segmenté en plus de trois parties. Les arcs ajoutés regrou-
peront au plus trois mots. Avec cette limitation, nous ne pourrons pas remettre en cause 2,4 %
des sur-segmentations, présentes dans la base de test.
Afin de traiter ces éventuelles sur-segmentations, nous considérons chaque groupe de trois
arcs consécutifs. Si un ou deux espaces inter-mot (représentés par les nœuds du graphe) ont
leur indice de confiance difftop2 inférieur au seuil de reconsidération σreconsider, des arcs
additionnels sont créés, comme illustré en pointillé sur la figure 3.7.
génération
d’arcs
FIG. 3.7 – Exemple de création d’arcs, pour traiter une sur-segmentation.
De plus, ces arcs ne peuvent être créés que si le nombre de traits descendants fondamentaux
qu’ils contiennent est inférieur à 25. Cette limite correspond au nombre de traits descendants
fondamentaux du mot le plus long de notre vocabulaire.
3.3.2.3 Création du graphe de mots final
Le graphe final est obtenu après avoir traité chacune des sur- et sous-segmentations.
La figure 3.8 donne le graphe de mots complet résultat de l’extraction des mots, pour la
phrase manuscrite déjà présentée par la figure 3.5. Les arcs et nœuds représentés en pointillé
rouge correspondent aux ajouts effectués pour traiter les sur- et sous-segmentations initiales.
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Nous remarquons ainsi qu’il existe maintenant un chemin correspondant à la bonne segmenta-
tion de la phrase en ses mots.
FIG. 3.8 – Exemple de graphe de mots complet, construit en reconsidérant certaines classifica-
tions d’espaces inter-traces (en pointillé, arcs et nœuds ajoutés).
3.4 Expérimentations
Dans cette section, nous présentons les expérimentations menées sur l’extraction automa-
tique des mots. L’approche proposée s’appuie sur la génération d’hypothèses additionnelles en
se basant sur un seuil σreconsider. L’objectif de ces expérimentations est de trouver le seuil qui
permet d’assurer la présence de la segmentation correcte de la phrase dans le graphe de mots
généré, tout en contrôlant la taille de ce graphe.
Nous introduisons tout d’abord les données manuscrites utilisées, ainsi que les différents
indicateurs qui nous permettent de comparer les différentes stratégies étudiées.
3.4.1 Cadre expérimental
3.4.1.1 Bases manuscrites
Les phrases manuscrites ont été saisies sur un TabletPC à l’aide d’une interface de saisie
développée pour cette campagne de saisie. Le protocole de saisie n’impose aucune contrainte
sur le style d’écriture. Cependant, les phrases ne comportent que des lettres minuscules.
Chaque saisie comporte au maximum 20 phrases, choisies aléatoirement parmi celles du
corpus Brownsaisie (voir section 4.5.1.1).
La base complète est constituée de 942 phrases, saisies par 42 scripteurs. Cette base est
séparée en une base d’apprentissage et une base de test. Les caractéristiques de ces deux bases
sont données dans la table 3.1.
La base d’apprentissage Saisieapp est utilisée pour optimiser les paramètres liés à l’extrac-
tion des mots, c’est-à-dire pour apprendre le RBFN utilisé pour la classification des espaces
inter-traces ainsi que pour calculer les seuils σreconsider correspondant au pourcentage de clas-
sifications d’espaces inter-traces à remettre en cause. La base de test Saisietest est utilisée pour
l’évaluation des stratégies proposées.
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TAB. 3.1 – Caractéristiques des bases de phrases manuscrites d’apprentissage et de test.
Statistiques Base Saisieapp Base Saisietest
Nombre de scripteurs 25 17
Nombre de phrases 517 425
Nombre de mots 8 047 6 362
Nombre de traces 32 288 24 987
3.4.1.2 Mesures de performance
Pour évaluer l’extraction automatique des mots (ainsi que la reconnaissance des phrases,
dans les chapitres suivants), nous présentons des indicateurs sur les graphes de mots construits.
Densité du graphe (DG) Elle permet d’évaluer la taille du graphe de mots, en nombre d’arcs,





avec nbarcs le nombre d’arcs présents dans le graphe et nbmots le nombre de mots à reconnaître.
Taux de présence des arcs (TPA) Il évalue le pourcentage des arcs du graphe qui corres-









arcs le nombre d’arcs du graphe correspondant à des mots à reconnaître.
Taux de présence des mots (TPM ) Ce taux permet de mesurer le taux de reconnaissance









mots le nombre de mots à reconnaître présents parmi les m mots des listes de mots
candidats, données par le système de reconnaissance de mots RESIFMot et associées aux arcs
du graphe de mots.
Taux de reconnaissance des mots (TRM ) Pour évaluer la reconnaissance de phrases (pré-
sentée dans les chapitres suivants), nous n’utilisons pas le taux de reconnaissance sur les
phrases. En effet, il suffit qu’un mot ne soit pas correctement reconnu pour que la phrase ne
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le soit pas, elle aussi ; les phrases longues se trouvent alors particulièrement pénalisées. Nous









avec nbsubstmots le nombre de substitutions de mots entre la phrase à reconnaître et la phrase ré-
sultat et nbsupprmots le nombre de suppressions de mots de la phrase à reconnaître. Pour calculer
le nombre minimal de substitutions et de suppressions pour passer de la phrase à reconnaître à
celle en résultat, nous utilisons une distance d’édition (distance de Damerau-Levenshtein [Dam64]).
Le coût de chacune de ces opérations est fixé à 1. Classiquement, l’opération d’insertion d’un
mot dans la phrase résultat n’intervient pas dans ce calcul mais il intervient dans celui de la
précision des mots, indicateur que nous n’utilisons pas ici.
Taux d’erreur sur les mots (TEM ) Ce taux donné par rapport au taux de reconnaissance
des mots et correspond à :
TEM = 100 − TRM. (3.6)
3.4.2 Choix de la meilleure stratégie d’extraction des mots
Notre tâche d’extraction de mots, présentée dans ce chapitre, comporte une étape qui
permet l’ajout d’hypothèses de segmentation supplémentaires, par rapport à notre extraction
simple. L’ajout de ces hypothèses est contrôlé par le seuil σreconsider, appris automatiquement
à partir du pourcentage d’hypothèses de segmentation initiales à remettre en cause.
L’objectif des expérimentations présentées est de trouver le seuil σreconsider qui correspond
à la stratégie permettant d’obtenir le meilleur compromis entre l’augmentation de la taille du
graphe et la présence de la bonne segmentation dans ce graphe. Pour cela, nous comparons
différentes stratégies de segmentation, qui ne diffèrent que par leur seuil σreconsider.
La figure 3.9 illustre la comparaison de 5 stratégies de segmentation, entre elles et par rapport
à la segmentation manuelle, qui correspond à la vérité terrain. Nous identifions ces stratégies
par le pourcentage de classifications d’espaces inter-traces remises en cause. La comparaison
est effectuée sur la base Saisieapp. Cette comparaison est effectuée en termes de DG, TPA
ainsi que de TPM et TRM , pour évaluer l’impact des stratégies de segmentation sur la re-
connaissance des phrases, qui constitue le but final. Pour le taux de reconnaissance des mots,
les résultats ont été obtenus en utilisant un modèle de langage bigramme (pour les détails
concernant l’intégration des modèles de langage ainsi que les résultats des expérimentations
correspondantes, voir le chapitre 4).
Nous observons une augmentation significative des trois taux présentés en passant d’une
extraction automatique simple des mots à une segmentation ajoutant des hypothèses alterna-
tives, à partir de 10 % de résultats de classification inter-traces remis en cause. Cette augmenta-
tion des taux se stabilise ensuite assez rapidement et le taux de reconnaissance des mots décroît
même légèrement. Cette petite baisse peut s’expliquer par le fait que l’ajout d’hypothèses alter-
natives d’extraction de mots ne rajoute vraisemblablement que du bruit, les hypothèses ajou-
tées représentant essentiellement des mauvaises segmentations. Lors de l’ajout d’hypothèses

































FIG. 3.9 – Comparaison des différentes stratégies d’extraction de mots.
alternatives de segmentation, nous constatons également que la densité du graphe augmente
quasiment linéairement, sans stabilisation.
La meilleure stratégie d’extraction automatique des mots correspond donc à celle qui ap-
proche le plus les résultats obtenus avec une extraction manuelle, maximisant ainsi les trois
taux présentés et minimisant la densité du graphe de mots, pour contrôler la taille de celui-ci.
Nous considérons alors que la meilleure stratégie d’extraction automatique de mots correspond
à celle reconsidérant 20 % des classifications des espaces inter-traces (correspondant à un seuil
σreconsider = 0,84) : cette stratégie de segmentation sera utilisée dans les différentes expérimen-
tations sur la reconnaissance des phrases, présentées dans les chapitres suivants. Nous aurions
pu choisir la stratégie reconsidérant 10 % des classifications des espaces inter-traces mais,
comme la densité du graphe n’augmente pas beaucoup en passant à 20 % de reconsidération
des classifications, le choix de cette stratégie basée sur la reconsidération de 20 % des classi-
fications pourrait permettre de plus grandes améliorations des performances, lors de l’étape de
reconnaissance des phrases.
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Nous comparons maintenant les mêmes stratégies que précédemment mais sur la base de test,
pour montrer le pouvoir de généralisation de la base d’apprentissage. La base d’apprentissage
est utilisée pour choisir la meilleure stratégie d’extraction des mots et nous voulons vérifier que
c’est aussi la meilleure, sur la base de test. La table 3.2 regroupe ainsi les résultats obtenus en
comparant les mêmes stratégies que précédemment, en utilisant les mêmes indicateurs.
TAB. 3.2 – Comparaison des différentes stratégies d’extraction de mots, sur la base de test.
Stratégie d’extraction des mots DG TPA TPM TRM
Manuelle 1,00 100,00 % 93,70 % 88,48 %
0 % 0,99 89,86 % 84,38 % 79,77 %
Automatique 10 % 1,58 97,94 % 91,92 % 86,20 %
avec 20 % 2,04 98,85 % 92,72 % 86,52 %
reconsidération 40 % 2,71 99,21 % 93,05 % 86,53 %
60 % 3,19 99,20 % 93,05 % 86,44 %
Nous obtenons les mêmes conclusions que sur la base d’apprentissage, en remarquant que
l’ajout d’hypothèses de segmentation permet d’augmenter de 7 à 9 % les différents taux (TPA,
TPM et TRM ), par rapport à une extraction automatique simple des mots. Pour la stratégie
avec 20 % de reconsidération, le taux de reconnaissance des mots passe de 79,77 % (avec une
extraction simple des mots) à 86,52% : cela correspond à une réduction relative de 33,4 % du
taux d’erreur sur les mots. De plus, ces trois taux sont relativement proches de ceux obtenus
avec l’extraction manuelle qui constitue la vérité terrain (taux en moyenne 1 à 2 % inférieurs).
Enfin, la densité moyenne des graphes de mots reste raisonnable.
Ces trois indicateurs permettent aussi d’identifier différents types d’erreurs qui pourront
ensuite être corrigées en optimisant différentes parties du système de reconnaissance : le TPA
permet de détecter les erreurs issues de la génération des hypothèses de segmentation alors que
le TPM permet de mettre en évidence les erreurs du système de reconnaissance de mots et que
le TRM permet la détection d’erreurs provenant du système de reconnaissance de phrases.
3.5 Bilan
Dans ce chapitre, nous avons présenté une approche pour l’extraction automatique des mots
des phrases manuscrites, de manière explicite. L’approche que nous avons proposée est basée
sur la classification des espaces inter-traces de la phrase, à l’aide d’un RBFN. Cela permet
d’identifier les traces de chacun des mots de celle-ci.
Afin de pouvoir éventuellement remettre en cause les résultats de cette classification, nous
avons introduit une stratégie de reconsidération des espaces inter-traces ainsi caractérisés. Cette
remise en cause est basée sur des seuils appris automatiquement. Cette étape permet d’ajouter
des hypothèses alternatives d’extraction de mots, dans le graphe de mots, tout en contrôlant sa
taille. L’ajout de ces hypothèses permet d’augmenter significativement le taux d’arcs corres-




linguistiques pour la reconnaissance
de phrases
4.1 Introduction
La reconnaissance de phrases manuscrites permet de reconnaître chacun des mots d’une
phrase, segmentée au préalable (la segmentation peut aussi être effectuée conjointement à la
tâche de reconnaissance). Pour ce faire, des connaissances linguistiques sont associées aux
informations de nature plutôt graphique, issues du système de reconnaissance de mots.
Nous nous intéressons ici aux informations au niveau syntaxique. L’utilisation de ces connais-
sances permet de tirer partie du contexte des mots pour lever des ambiguïtés sur leur reconnais-
sance isolée. Pour intégrer ces informations, nous nous appuyons sur une représentation des
hypothèses de segmentation sous forme de graphe de mots, comme illustré par la figure 4.1.
Le graphe de mots est obtenu à l’issue de l’extraction des mots (voir chapitre 3). Le mo-
dule de reconnaissance de phrases recherche ensuite le meilleur chemin dans le graphe de
mots, en utilisant notre système de reconnaissance de mots RESIFMot, pour reconnaître cha-
cun des mots manuscrits associés aux arcs du graphe, et en intégrant également des connais-
sances linguistiques grâce aux modèles de langage. Le résultat de cette étape est une liste de
M -meilleures phrases correspondant à la phrase manuscrite. Une étape éventuelle de post-
traitement syntaxique, utilisant de nouveaux modèles de langage, permet de réordonner cette
liste d’hypothèses de phrases. Le résultat final de la reconnaissance est alors une liste de M
phrases, la première phrase de cette liste étant la phrase résultat.
Dans ce chapitre, nous exposons notre approche pour la reconnaissance de phrases manus-
crites en-ligne. Dans la section 4.2, nous introduisons le principe général de la reconnaissance
de phrases s’appuyant sur des modèles de langage. Nous détaillons ensuite les deux approches
basées, d’une part, sur l’intégration des modèles de langage lors de l’exploration du graphe
de mots (voir section 4.3) et, d’autre part, sur la combinaison de modèles de langage lors
d’une phase de post-traitement syntaxique (voir section 4.4). Enfin, dans la section 4.5, nous
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présentons nos résultats issus de l’étude de modèles n-grammes et n-classes (statistiques ou
























FIG. 4.1 – Principe du système de reconnaissance de phrases manuscrites.
4.2 Principe général
Comme nous l’avons vu dans la section 1.3 du chapitre 1 (exprimé par l’équation 1.5), le but
de la reconnaissance de phrases manuscrites est de trouver la phrase Ŵ qui correspond la mieux
au signal manuscrit S, en utilisant un système de reconnaissance ainsi que des connaissances
linguistiques sur les phrases. Comme nous effectuons une extraction explicite des mots de la





log(P (si|wi)) + γ log(P (wi|φ(hi))) + δ (4.1)
avec log(P (si|wi)) le score donné par le système de reconnaissance de mots qui prend en en-
trée la partie si du signal S correspondant à l’hypothèse d’extraction du motwi et log(P (wi|φ(hi)))
le score donné par le modèle de langage au mot wi, étant donné son contexte φ(hi) (voir
chapitre 2, sur la modélisation du langage). Pour rappel, les paramètres γ et δ sont utilisés,
respectivement, pour pondérer l’importance du modèle de langage vis-à-vis du système de re-
connaissance et pour compenser les éventuelles sur- et sous-segmentations. En fait, comme
notre système de reconnaissance de mots RESIFMot n’est pas probabiliste (voir chapitre 1),





score(si|wi) + γ log(P (wi|φ(hi))) + δ (4.2)
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avec score(si|wi) un score associé à chacun des mots résultats wi et calculé à partir d’in-
formations données par notre système de reconnaissance RESIFMot (voir le chapitre 1 pour
une explication plus détaillée de ces informations). L’information principalement utilisée est le
score donné à l’issue du post-traitement lexical, scorelexique. Dans le cas où plusieurs mots de
la liste de mots candidats li = listemots(si) ont des scores lexicaux égaux, nous utilisons en
plus leur score graphique, scoregraphique. Le score score(si|wi) est ainsi donné par :
score(si|wi) =
{
scorelexique(wi) si scorelexique(wi) unique dans li
scorelexique(wi) + α(wi) sinon
(4.3)












avec scoremingraphique(li) (respectivement scoremaxgraphique(li)) le score graphique minimal (res-
pectivement maximal) parmi ceux associés aux mots de la liste li et scoresuivlexique(wi) le pre-
mier score lexical différent de celui de wi, parmi les mots de la liste li qui suivent le mot wi.
L’ajout de ce cœfficient permet d’associer un score unique à chacun des mots de la liste tout en
conservant leur ordonnancement initial dans cette liste, dans le cas où plusieurs mots candidats
ont le même score lexical.
4.3 Intégration de modèles de langage pendant l’exploration du
graphe de mots
Afin que l’intégration du modèle de langage soit la plus efficace, en participant le plus tôt
possible à la reconnaissance, celui-ci est utilisé au moment de l’exploration du graphe de mots,
en conjonction du score de chacun des mots candidats du graphe.
4.3.1 Modèles de langage de type modèle bigramme
La reconnaissance de phrases est réalisée par la recherche du meilleur chemin dans le
graphe de mots qui représente les différentes hypothèses d’extraction de mots. L’algorithme de
reconnaissance, donné par l’algorithme 4.1, s’appuie sur l’algorithme de Viterbi [For73] (basé
sur la programmation dynamique) pour effectuer efficacement cette recherche qui correspond
au calcul de l’équation 4.2.
Les informations utilisées par cet algorithme sont celles présentes dans le graphe de mots
et illustrées par la figure 4.2. Le système de reconnaissance de mots est utilisé pour donner la
liste de mots candidats correspondant au signal (c’est-à-dire l’ensemble des traces) associé à
chacun des arcs du graphe. Un score score(si|wi) (voir équation 4.3) est donné à chacun des
mots de cette liste ordonnée. Le modèle de langage donne enfin une probabilité à chacun des
couples de mots candidats qui appartiennent à des listes associées à des arcs consécutifs. La
figure 4.2 illustre, en pointillé, les probabilités associées aux couples de mots formées du mot
keen et de chacun des mots appartenant à la liste d’un des arcs précédents.
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Algorithme 4.1 : Algorithme de reconnaissance de phrases.
Données :
G : le graphe de mots composé de T nœuds nt et des arcs at+xt (ou att−y) définis par leur
nœud de début nt (ou nt−y avec y ∈ {1, 2, 3}) et leur nœud de fin nt+x avec
x ∈ {1, 2, 3} (ou nt);
scoremax(wi) : le score du meilleur chemin allant jusqu’au mot wi;
predmax(wi) : le mot meilleur prédécesseur sur le meilleur chemin allant jusqu’à wi;
score(si|wi) : le score du mot wi (donné par le système de reconnaissance de mots);
log(P (wi|wj)) : la probabilité du bigramme wjwi (donné par le modèle de langage);
Résultat :
Ŵ : la phrase résultat, qui a le score maximal dans le graphe de mots G;
début
pour chaque nœud nt du graphe G, dans un ordre topologique faire
pour chaque arc at+xt successeur du nœud nt faire
pour chaque mot candidat wi de l’arc at+xt faire
pour chaque arc att−y prédécesseur du nœud nt faire
pour chaque mot candidat wj de l’arc att−y faire
score =
scoremax(wj) + (score(si|wi) + γ log(P (wi|wj)) + δ);
si score > scoremax(wi) alors
scoremax(wi) = score;
predmax(wi) = wj ;
Ŵ = ŵN ;
wi = ŵN ;
tant que wi 6= ŵ1 faire
wi = predmax(wi);
Ŵ = wi . Ŵ ;
fin





































FIG. 4.2 – Exemple de sous-graphe de mots avec les probabilités donnés par le modèle de
langage bigramme, pour le mot keen (en pointillé), ainsi que les mots candidats et leur score
score(si|wi) associé, pour chaque arc.
Ainsi, pour chacun des mots candidats de ces listes, le meilleur chemin allant jusqu’à cha-
cun des mots considérés est mémorisé ainsi que le score associé à ce chemin et dont le calcul
est donné dans l’algorithme 4.1. Lorsque le dernier nœud du graphe est atteint et que le dernier
mot du meilleur chemin est identifié, la séquence de mots qui mène jusqu’à ce mot peut-être
reconstituée. Cette séquence correspond alors à la phrase résultat.
4.3.2 Extension aux modèles n-grammes d’ordre supérieur
Afin d’étendre l’utilisation des modèles de langage à des modèles d’ordre supérieur à 2,
lors de la reconnaissance, il faut prendre en compte le fait que la probabilité d’un mot n’est
plus conditionnée par le seul mot qui le précède mais par une séquence de n− 1 mots (dans le
cas des modèles n-grammes et n-classes). L’incorporation d’un tel modèle de langage nécessite
donc une modification de l’espace de recherche, représenté par le graphe de mots [ONA97].
En effet, les mots qui apparaissent dans différents contextes doivent être dupliqués et associés
avec leur contexte (composé des n− 2 mots les précédant).
La figure 4.3 illustre la modification du graphe de mots, dans le cas où un modèle trigramme
est utilisé. Chacun des mots candidats est dupliqué autant de fois qu’il a de contextes différents.
Ainsi, dans cet exemple, le mot keen est dupliqué 6 fois et associé à chaque fois avec un de ses
contextes. Le calcul du score du meilleur chemin menant à chacun des mots du graphe peut
alors être effectué en utilisant l’algorithme de reconnaissance, en restreignant maintenant la
sélection des mots prédécesseurs à ceux possédant un contexte commun avec le mot considéré.
L’algorithme 4.1 est ainsi étendu par l’algorithme 4.2.
En reprenant l’exemple de la figure 4.3, pour calculer le meilleur chemin menant au mot
keen d’historique associé candy, seuls les mots des arcs prédécesseurs dont le bigramme (consti-
tué d’un mot et de son historique) se termine par le mot candy seront considérés dans ce calcul.
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Algorithme 4.2 : Extension de l’algorithme 4.1, pour tous les modèles de langage.
Données :
G : le graphe de mots;
scoremax(wi) : le score du meilleur chemin allant jusqu’au mot wi;
predmax(wi) : le mot meilleur prédécesseur sur le meilleur chemin allant jusqu’à wi;
score(si|wi) : le score du mot wi;
log(P (wi|hjwj)) : la probabilité du n-gramme hjwjwi;
Résultat :
Ŵ : la phrase résultat, qui a le score maximal dans le graphe de mots G;
début
pour chaque nœud nt du graphe G, dans un ordre topologique faire
pour chaque arc at+xt successeur du nœud nt faire
pour chaque mot candidat wi (avec son historique hi) de l’arc at+xt faire
pour chaque arc att−y prédécesseur du nœud nt faire
pour chaque mot candidat wj (avec son historique hj) de l’arc att−y
faire
si hi ⊂ hjwj alors
score = scoremax(wj) +
(score(si|wi) + γ log(P (wi|hjwj)) + δ);
si score > scoremax(wi) alors
scoremax(wi) = score;
predmax(wi) = wj ;
Ŵ = ŵN ;
wi = ŵN ;
tant que wi 6= ŵ1 faire
wi = predmax(wi);
Ŵ = wi . Ŵ ;
fin














































































































FIG. 4.3 – Extension du sous-graphe de mots de la figure 4.2, pour intégrer un modèle de
langage trigramme.
L’extension donné par l’algorithme 4.2 permet aussi de considérer des modèles de langage
d’ordre supérieur à 3.
Cette modification dans le graphe de mots entraîne une augmentation de sa taille puisque
la taille des listes de mots candidats est fonction de l’ordre du modèle de langage. En effet,
la taille d’une liste de mots li, en nombre de mots (avec leur historique associé), est alors
|li|w = m
n−1
, avec m le nombre de mots candidats de la liste de mots initiale donnée par le
système de reconnaissance de mots et n l’ordre du modèle de langage. Cette augmentation de
la taille de l’espace de recherche entraîne également une augmentation du temps de calcul pour
trouver le meilleur chemin dans le graphe, c’est-à-dire la phrase résultat.
La complexité de l’algorithme de reconnaissance de phrases, en terme de nombre de calculs
de scores de chemins, est en O(mnT ), avec m le nombre de mots candidats de la liste de mots
initiale donné par le système de reconnaissance de mots, n l’ordre du modèle de langage et T
le nombre de nœuds du graphe.
En pratique, les modèles de langage intégrés directement lors de la reconnaissance des
phrases peuvent difficilement être d’ordre supérieur à 3.
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4.4 Intégration et combinaison de modèles de langage en post-traitement
Comme nous l’avons vu dans la section précédente, il est trop coûteux en terme de temps
de calcul (dû à la taille du graphe de mots) d’utiliser des modèles de langage d’ordre supérieur
à 3, en les intégrant directement lors du parcours du graphe de mots. Afin de pouvoir utiliser
ce type de modèle de langage, nous les intégrons lors d’une phase de post-traitement, comme














FIG. 4.4 – Principe de la combinaison des modèles de langage.
Un premier modèle de langage ML est utilisé pour générer une liste de M -meilleures
hypothèses de phrases lors d’une reconnaissance, comme présenté dans la section 4.3.2. Le
modèle de langage MLpost (d’ordre 4 ou 5 voire plus) permet ensuite de réordonner cette liste
de phrases, en attribuant un nouveau score à chacune des phrases.
4.4.1 Génération de listes de M -meilleures phrases
Afin de générer une liste deM -meilleures hypothèses de phrases, au lieu d’une seule phrase
résultat, l’algorithme 4.2 est modifié. Ce nouvel algorithme est donné par l’algorithme 4.3.
Pour limiter la taille de l’espace de recherche, la liste de phrases conservée pour chacun
des mots candidats est réduite auxM hypothèses de phrases les plus vraisemblables. Seules ces
hypothèses pourront ensuite être étendues pour continuer l’exploration du graphe de mots : cela
explique l’étape d’élagage des listes. Cet algorithme s’appuie sur l’algorithme de recherche en
faisceau (en anglais, beam search), qui est une approximation de l’algorithme de Viterbi.
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Algorithme 4.3 : Extension de l’algorithme 4.2, pour générer une liste de M meilleures
phrases résultats.
Données :
G : le graphe de mots;
listewi : la liste des M meilleures hypothèses de phrases se terminant par wi;
ma`j(listewi , wi, listewj , score) : la fonction qui met à jour la liste listewi en y ajoutant
les phrases de la liste listewj , étendues avec le mot wi et le score score;
e´lague(listewi) : la fonction qui élague la liste listewi , pour ne conserver que les M





: la liste des M meilleures phrases résultats, ayant les scores maximaux dans le
graphe de mots G;
début
pour chaque nœud nt du graphe G, dans un ordre topologique faire
pour chaque arc at+xt successeur du nœud nt faire
pour chaque mot candidat wi (avec son historique hi) de l’arc at+xt faire
pour chaque arc att−y prédécesseur du nœud nt faire
pour chaque mot candidat wj (avec son historique hj) de l’arc att−y
faire
si hi ⊂ hjwj alors
score = (score(si|wi) + γ log(P (wi|hjwj)) + δ);
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4.4.2 Combinaison avec un modèle de langage de type n-gramme











score(si|wi) + γ log(P (wi|φ(hi))) + γpost log(Ppost(wi|φpost(hi))) + δ
(4.5)
avec log(P (wi|φ(hi))) la log-probabilité donnée par le modèle de langage ML au mot wi
associé à l’historique φ(hi) (de poids correspondant γ) et log(Ppost(wi|φpost(hi))) la log-
probabilité donnée par le modèle de langage MLpost au mot wi associé à l’historique φpost(hi)
(de poids correspondant γpost). Les historiques φ(hi) et φpost(hi) peuvent être différents et, en
général, nous avons :
|φpost(hi)|w > |φ(hi)|w (4.6)
avec |φ(hi)|w (respectivement |φpost(hi)|w) la longueur de l’historique φ(hi) (respectivement
φpost(hi)), en nombre de mots.
La liste des M -meilleures phrases est ensuite réordonnée en fonction de ce nouveau score
et la phrase résultat correspond à celle qui se trouve en tête de la liste.
L’utilisation du premier modèle de langage ML, pour générer la liste des M -meilleures
hypothèses de phrases, permet de sélectionner des phrases qui bénéficient déjà de l’apport d’un
modèle de langage. La qualité de ces phrases est importante puisque les performances du post-
traitement utilisant le modèle de langage MLpost dépendent des phrases à réordonner.
Pour réordonner les phrases, nous pourrions simplement utiliser la probabilité donnée par le
modèle de langage MLpost. En combinant la probabilité du modèle MLpost à celle du modèle
ML (ainsi qu’au score graphique de la phrase), cela permet aussi de tirer partie des spécificités
des deux modèles de langage. En effet, le modèle de langage MLpost peut ne pas simplement
être du même type que le modèleML et avoir un ordre plus grand : il peut également s’appuyer
sur d’autres informations. Par exemple, un modèle bigramme peut être utilisé pour générer la
liste des M -meilleures phrases et cette liste sera ensuite réordonnée en utilisant un modèle
n-classe à base de classes morpho-syntaxiques. Dans ce cas, des modifications doivent être
apportées, ce que nous présentons dans la sous-section suivante.
4.4.3 Combinaison avec un modèle à base de classes morpho-syntaxiques
Les modèles n-classes à base de classes morpho-syntaxiques (voir chapitre 2, section 2.4.5)
se basent sur les séquences de classes morpho-syntaxiques correspondant à une phrase pour es-
timer la probabilité de celle-ci (voir section 2.4.5.2). Cependant, plusieurs séquences de classes
peuvent correspondre à une phrase donnée. Ainsi, pour calculer la probabilité de la phrase, il
faut soit prendre en compte toutes les séquences de classes possibles, soit trouver la séquence
de classes la plus probable.
C’est la deuxième approche que nous avons choisie ici.
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L’approche utilisée pour trouver la meilleure séquence de classes morpho-syntaxiques a été
proposée par [HGS07], avec qui nous avons travaillé en collaboration durant cette thèse.
Dans cette approche, un étiqueteur est utilisé pour désambiguïser la phrase et ainsi obtenir
la séquence de classes morpho-syntaxiques la plus probable. La probabilité donnée par le mo-
dèle de langage à base de classes morpho-syntaxiques est ensuite combinée à celle du modèle
de langage initial, en utilisant de nouveau l’équation 4.5. La liste des M -meilleures phrases est
alors réordonnée en se basant sur le nouveau score de chacune des phrases.
Après avoir exposé deux approches permettant de tirer partie des informations apportées par
des modèles de langage lors de la reconnaissance de phrases, nous présentons les résultats des
expérimentations mises en œuvre pour étudier et comparer l’impact de modèles n-grammes et
de modèles n-classes statistiques et morpho-syntaxiques.
4.5 Expérimentations
L’objectif des expérimentations que nous présentons est de trouver le ou les modèles de
langage permettant d’obtenir les meilleures performances lors de la reconnaissance de phrases.
Pour cela, nous étudions et comparons l’impact des modèles n-grammes et n-classes (à base de
classes statistiques ou de classes morpho-syntaxiques), en termes de performances au niveau
de la reconnaissance des phrases mais aussi en fonction de leur nombre de paramètres. Nous
prenons également en compte l’influence de la segmentation des mots sur les résultats obtenus.
Nous étudions et comparons tout d’abord l’impact de modèles n-grammes et de modèles n-
classes intégrés directement lors de l’exploration du graphe de mots. Nous présentons ensuite
des résultats sur la combinaison de modèles de langage, en les utilisant pour réordonner des
listes de phrases. Nous introduisons tout d’abord les corpus que nous utilisons pour construire
les modèles de langage étudiés ainsi que des indicateurs permettant de comparer ces modèles,
indépendamment de leur utilisation pour la reconnaissance.
4.5.1 Cadre expérimental
4.5.1.1 Bases linguistiques
Corpus Nous utilisons deux corpus de langue anglaise, pour construire les modèles de lan-
gage étudiés : les corpus Susanne [Sam95] et Brown [FK79]. Le corpus Susanne corres-
pond en fait à un sous-ensemble de phrases du corpus Brown. L’utilisation de ces deux corpus
permet d’évaluer l’impact de la taille du corpus sur l’apprentissage des modèles de langage.
La première étape, pour utiliser un corpus, est une étape de nettoyage. Durant cette étape,
les abréviations sont remplacées par les mots complets qu’elles abrègent. De plus, différentes
balises d’indication de fonte ou d’autres informations ainsi que les signes de ponctuation sont
supprimés. Enfin, chacune des phrases présentes est entourée des marqueurs de début et fin de
phrase, <s> et </s>.
Nous découpons ensuite chacun de ces corpus en un corpus d’apprentissage (pour créer
les modèles de langage) et un corpus de test, dont un sous-ensemble correspond aux phrases
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utilisées pour la saisie des données manuscrites. La table 4.1 présente les caractéristiques de
ces différents sous-corpus.
TAB. 4.1 – Caractéristiques des corpus d’apprentissage et de test, créés à partir des corpus
Susanne et Brown.
Corpus Susanne Corpus Brown
Statistiques Susanneapp Susannetest Brownapp Browntest Brownsaisie
Nombre de phrases 5 645 1 250 46 836 6 118 2 598
Nombre de mots 113 025 16 435 900 109 102 567 34 563
Nous avons de choisi d’utiliser un lexique fermé, c’est-à-dire que tous les mots du corpus
de test sont présents dans le lexique utilisé (d’autres mots complètent également le lexique).
Il alors faut que tous les mots des phrases saisies (appartenant à Brownsaisie) aient leurs pro-
babilités estimées dans les modèles de langage construits et donc qu’ils soient présents dans
les corpus d’apprentissage. Les phrases des corpus de test sont ainsi sélectionnées afin que
chacun des mots de ces phrases apparaissent au moins une fois dans le corpus d’apprentissage
correspondant. Les corpus Brownapp et Browntest sont alors créés afin d’avoir :
Susanneapp ⊂ Brownapp et Susannetest ⊂ Browntest. (4.7)
Lexique Le lexique utilisé est l’intersection des vocabulaires des corpus Susanne etBrown :
il correspond donc au vocabulaire du corpus Susanne, restreint aux mots composés unique-
ment des 26 lettres de l’alphabet (les nombres, par exemple, en sont donc exclus). Il comporte
ainsi 13 748 mots.
Construction des modèles de langage Nous utilisons l’outil SRILM (SRI Language Mo-
deling Toolkit) [Sto02] pour construire les modèles de langage étudiés. Cet outil permet de
construire des modèles n-grammes utilisant différentes techniques de lissage des probabilités
(voir chapitre 2, sur les différents modèles de langage) ainsi que des modèles n-classes à base
de classes statistiques, à l’aide d’un outil permettant de construire automatiquement les classes
en spécifiant le nombre de classes souhaitées.
Nous utilisons l’interpolation de Kneser-Ney modifiée (voir section 2.4.4.3) comme tech-
nique de lissage, pour chacun des modèles de langage créés ; cette technique a été présentée
dans [CG98] comme étant la meilleure technique de lissage.
4.5.1.2 Mesures de performance
Perplexité (PPLML) Pour évaluer la qualité des modèles de langage, le premier indicateur
utilisé est la perplexité (voir section 2.4.2).
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Couverture des phrases saisies (CouvMLn ) Pour évaluer les informations pouvant être ap-
portées par les modèles de langage, nous mesurons la couverture de l’ensemble des phrases
saisies, à un ordre donné. Dans le cas d’un modèle trigramme, par exemple, la couverture à
l’ordre 3 représente le taux de trigrammes du corpus Brownsaisie qui sont effectivement es-
timés par le modèle de langage à cet ordre (et donc sans utiliser de lissage vers l’ordre 2 ou
1). Cela permet, par exemple, de mesurer l’apport pouvant être obtenu en passant d’un modèle










avec V le vocabulaire utilisé, SAISIE le corpus Brownsaisie, ML le modèle de langage





1 si le n-gramme wii−n+1 est présent dans l’ensemble E
0 sinon (4.9)
avecE l’ensemble contenant les n-grammes ou n-classes d’ordre n considéré : SAISIE∩ML
correspond alors aux n-grammes des phrases de la base de test qui sont estimés par le modèle de
langage et SAISIE correspond aux n-grammes présents dans la base de test (Brownsaisie).
Nombre de paramètres (NbMLparam) Pour mesurer la taille des modèles de langage, nous
calculons leur nombre de paramètres, qui correspond en fait aux probabilités estimées par














i−k+1) définie comme précédemment.
Dans le cas des modèles n-classes, des paramètres supplémentaires sont ajoutés, correspon-
dant aux probabilités des mots dans leurs classes respectives et le nombre total de paramètres























1 si le n-classe cii−k+1 est estimé par le modèle de langage
0 sinon (4.12)
et δcj (wi) définie par :
δcj (wi) =
{
1 si cj est une classe de wi
0 sinon. (4.13)
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4.5.2 Intégration d’un modèle de langage pendant l’exploration du graphe
Dans cette section, nous présentons les résultats obtenus en étudiant l’intégration de mo-
dèles n-grammes et de modèles n-classes statistiques durant l’exploration du graphe de mots,
pour la reconnaissance des phrases.
L’optimisation des différents paramètres (poids γ et δ et nombre de classes statistiques) est
réalisée sur la base d’apprentissage Saisieapp (voir section 3.4.1.1) et les résultats donnés sont
obtenus sur la base de test Saisietest, en utilisant ces paramètres optimaux.
4.5.2.1 Étude des modèles n-grammes
Nous étudions tout d’abord l’intégration de modèles unigrammes, bigrammes et trigrammes,
en comparant les apports du passage de l’ordre 1 (modèles unigrammes) à l’ordre 2 (modèles
bigrammes) puis de l’ordre 2 à l’ordre 3 (modèles trigrammes) ainsi que l’impact de la taille
du corpus sur la qualité des modèles de langage. Nous revenons ensuite sur l’importance des
poids γ et δ, utilisés pour pondérer, respectivement, l’impact du modèle de langage et des sur-
et sous-segmentations.
Influence de la taille du corpus Dans la table 4.2, nous présentons des statistiques sur
les modèles unigrammes, bigrammes et trigrammes, construits sur les corpus Brownapp et
Susanneapp, indépendamment de leur utilisation pour la reconnaissance de phrases.
TAB. 4.2 – Influence de la taille du corpus sur les modèles n-grammes.
Modèle Corpus Susanne Corpus Brown
de langage NbMLparam CouvMLn PPLML NbMLparam CouvMLn PPLML
Unigramme 13 750 100,00 % 757 13 750 100,00 % 760
Bigramme 81 893 52,23 % 259 274 625 66,11 % 268
Trigramme 87 491 6,19 % 247 333 185 18,88 % 243
Le calcul de la couverture à l’ordre n (CouvMLn ) permet essentiellement d’avoir une idée du
bénéfice apporté par le passage des modèles bigrammes aux modèles trigrammes, en donnant
le pourcentage de n-grammes de l’ordre n qui apparaissent dans le corpus Brownsaisie et
qui sont aussi estimés dans le modèle de langage. La couverture des modèles unigrammes est
de 100 % puisque le corpus Brownsaisie a été construit de façon à ce que tous les mots des
phrases appartiennent au lexique, c’est-à-dire qu’ils ont tous une probabilité unigramme.
En passant du modèle bigramme au modèle trigramme (estimés sur le corpus Brown),
l’augmentation du taux de reconnaissance sur les mots risque d’être limitée car seuls 18,88 %
des trigrammes sont estimés dans le modèle trigramme correspondant et pourront donc tirer
partie de ce passage à l’ordre supérieur. La couverture des trigrammes est encore plus faible
pour le modèle trigramme construit sur le corpus Susanne.
La couverture des bigrammes est relativement bonne et son augmentation absolue, en pas-
sant du corpus Susanne au corpus Brown, est à peu près la même que dans le cas des tri-
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grammes, soit une augmentation d’environ 13 %. L’augmentation de la couverture (pour les
bigrammes et les trigrammes), en passant du corpus Susanne au corpus Brown, aurait pu
être meilleure puisque le nombre de paramètres (NbMLparam) des modèles créés sur le corpus
Brown est environ 3 fois supérieur à celui des modèles créés sur le corpus Susanne.
Le calcul de la perplexité (PPLML) et de la couverture aux ordres supérieurs est réalisé
en prenant, comme corpus de test, le corpus Brownsaisie (les phrases manuscrites des bases
d’apprentissage et de test sont saisies à partir de ces phrases). Les perplexités des modèles n-
grammes construits sur les corpus Susanne et Brown sont relativement proches les unes des
autres, surtout en ce qui concerne les modèles unigrammes et les modèles trigrammes.
Nous considérons maintenant les taux de reconnaissance obtenus avec les modèles bigramme
et trigramme, présentés dans la table 4.2.
TAB. 4.3 – Taux de reconnaissance obtenus en intégrant des modèles n-grammes.
Extraction des mots Modèle de langage Corpus Susanne Corpus Brown
Aucun 79,27 %
Manuelle Unigramme 84,08 % 84,17 %
Bigramme 87,66 % 88,48 %
Trigramme 88,10 % 88,87 %
Aucun 71,44 %
Automatique Unigramme 81,25 % 81,42 %
Bigramme 85,66 % 86,51 %
Trigramme 86,06 % 86,86 %
Les résultats obtenus, lorsque la segmentation est manuelle, permettent de mesurer l’im-
pact des modèles de langage, indépendamment du biais pouvant être dû à de mauvaises extrac-
tions de mots. Nous constatons tout d’abord l’amélioration apportée par un modèle de langage
puisque l’utilisation ne serait-ce que d’un modèle unigramme (construit sur le corpus Brown)
permet de réduire le taux d’erreur sur les mots de 23,64 %, relativement à une reconnaissance
de phrases sans utilisation de modèle de langage. L’utilisation de modèles de langage d’ordre
supérieur permet de diminuer encore le taux d’erreur sur les mots. En effet, l’intégration d’un
modèle de langage bigramme (construit sur le corpus Brown) permet de réduire le taux d’er-
reur sur les mots de 44,43 %, relativement à une reconnaissance de phrases sans utilisation de
modèle de langage, alors que l’intégration d’un modèle trigramme (construit aussi sur le corpus
Brown) permet de diminuer ce taux d’erreur de 46,31 %.
Nous observons également l’importance de la taille du corpus utilisé pour l’apprentis-
sage des modèles de langage puisque les taux de reconnaissance obtenus avec les modèles
n-grammes construits sur le corpus Brown sont environ 0,8 % au-dessus de ceux obtenus
avec les modèles de langage construits sur le corpus Susanne, excepté pour les modèles uni-
grammes où les taux de reconnaissance obtenus sont très proches.
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En considérant maintenant les résultats obtenus lorsque les mots des phrases sont extraits au-
tomatiquement, les mêmes conclusions peuvent être tirées même si l’augmentation du taux de
reconnaissance est encore plus forte, par rapport à une reconnaissance sans modèle de langage.
Cela est dû au fait que l’ajout de connaissances linguistiques aide dans le choix du chemin
passant par la segmentation correcte alors que, sans modèle de langage, le chemin choisi ne
peut pas passer par une des hypothèses alternatives de segmentation qui ont été générées.
La réduction du taux d’erreur, relativement à une reconnaissance sans modèle de langage,
est alors de 34,94 % en utilisant le modèle unigramme, de 52,77 % avec le modèle bigramme
et de 53,99 % avec le modèle trigramme (ces modèles sont construits sur le corpus Brown).
Influence des poids linguistique et de segmentation (γ et δ) Dans l’équation 4.2, corres-
pondant à la tâche de reconnaissance de phrases, deux paramètres sont utilisés, pour pondérer
l’importance du modèle de langage vis-à-vis du système de reconnaissance et pour gérer les
problèmes de sur- et de sous-segmentation. Nous revenons maintenant sur leur importance.
La figure 4.5 illustre tout d’abord l’évolution du taux de reconnaissance, sur la base Saisieapp,
en fonction de la variation du poids linguistique γ, et en utilisant un modèle bigramme, dans le
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FIG. 4.5 – Évolution du taux de reconnaissance sur les mots extraits manuellement, pour les
modèles bigrammes, en fonction du poids γ.
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La valeur optimale de ce facteur γ est choisie en le faisant varier entre 0 et 1, par pas
de 0,1 et en choisissant la valeur permettant de maximiser le taux de reconnaissance sur les
mots de la base Saisieapp. Nous remarquons l’importance de ce facteur linguistique puisque,
quand les informations fournies par le modèle de langage et par le système de reconnaissance
ont la même importance (γ = 1), le taux de reconnaissance obtenu avec chacun des modèles
bigrammes est environ 3 % en-dessous du taux obtenu avec une valeur optimale pour γ.
La figure 4.6 illustre, quant à elle, l’évolution du taux de reconnaissance sur les mots lorsque
l’on fait varier les deux facteurs γ et δ, en utilisant le modèle bigramme construit sur le corpus
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FIG. 4.6 – Évolution du taux de reconnaissance sur les mots extraits automatiquement, pour le
modèle bigramme du corpus Brown, en fonction des poids γ et δ.
Ces deux facteurs sont optimisés conjointement, en faisant varier leur valeur par pas de 0,1,
entre 0 et 1, pour γ et entre -2 et 2, pour δ. La valeur optimale de δ étant positive, les phrases
longues seront favorisées et, comme présenté dans la sous-section 1.3.3, cela signifie que notre
approche de segmentation automatique a tendance à sur-segmenter les mots.
Comme dans le cas de la segmentation manuelle, l’optimisation de ces deux poids est
importante. En effet, la différence entre les taux de reconnaissance des mots, obtenus avec et
sans optimisation, est de 4 % (sans optimisation, γ = 1 et δ = 0).
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4.5.2.2 Étude des modèles n-classes statistiques
Nous nous intéressons maintenant aux modèles n-classes à base de classes statistiques.
Ces modèles de langage sont intéressants car ils sont plus compacts, en terme de place mé-
moire utilisée. De plus, ils permettent une meilleure généralisation des séquences de mots non
rencontrées à l’apprentissage. Ils sont néanmoins moins précis que les modèles n-grammes.
Nous étudions ainsi le compromis entre la taille des modèles n-classes (en terme de nombre
de paramètres) et la précision de ceux-ci (mesurée par la perplexité ou encore le taux de recon-
naissance sur les mots).
Choix du nombre de classes La première étape, pour construire un tel modèle de langage,
est de créer les classes, en utilisant un des algorithmes présentés dans la section 2.4.5.2. L’al-
gorithme disponible dans l’outil SRILM est l’algorithme de Brown (voir algorithme 2.2) : c’est
celui que nous utilisons. Pour créer les classes, il faut fixer a priori le nombre de classes que
l’on souhaite obtenir à l’issue de l’algorithme. Nous comparons l’impact de ce nombre de
classes, en termes de taux de reconnaissance sur les mots et de perplexité, ce qui est illustré par
la figure 4.7.
Dans la sous-figure 4.7(a), nous comparons les taux de reconnaissance obtenus sur les mots
de la base Saisieapp avec des modèles biclasses construits sur les corpus Susanne et Brown,
lorsque l’on fait varier le nombre de classes de ces modèles de langage.
L’augmentation du taux de reconnaissance est plus forte pour le modèle biclasse créé sur
le corpus Susanne que pour celui créé sur le corpus Brown, lorsque l’on passe de 150 à 500
classes, quelle que soit la stratégie d’extraction des mots. Cela peut être dû à la plus petite taille
du corpus Susanne : ainsi, en augmentant le nombre de classes, la précision du modèle aug-
mente, ce qui est plus bénéfique pour les corpus de petite taille. À partir de 1 000 classes (voire
même de 500, pour le modèle biclasse estimé sur le corpus Brown), le taux de reconnaissance
se stabilise, aussi bien dans le cas de l’extraction manuelle des mots que dans celui de leur
extraction automatique.
Dans la sous-figure 4.7(b), nous comparons aussi les modèles biclasses construits sur chacun
des deux corpus, mais en terme de perplexité. La perplexité permet en effet d’estimer la qualité
d’un modèle de langage, indépendamment de son utilisation dans une tâche de reconnaissance.
Nous constatons que la perplexité se stabilise aussi à partir de 1 000 classes, pour le modèle
biclasse estimé sur le corpus Brown, alors qu’elle ne cesse de décroître pour le modèle estimé
sur le corpus Susanne. Cela montre effectivement une corrélation entre la perplexité et le taux
de reconnaissance, bien que le taux de reconnaissance permette de mieux choisir le modèle de
langage le plus adéquat pour la reconnaissance. C’est pour cette raison que nous optimisons
les taux de reconnaissance des mots sur la base Saisieapp, pour choisir le meilleur modèle de
langage, au lieu d’utiliser leur perplexité. Néanmoins, le calcul du taux de reconnaissance est
plus coûteux en termes de données (il faut disposer d’une base de données manuscrites, en plus
de celle de test) et de coût de calcul (il faut effectuer la reconnaissance, en optimisant à chaque
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FIG. 4.7 – Évolution du taux de reconnaissance et de la perplexité, pour les modèles biclasses
statistiques, en fonction du nombre de classes.
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Influence de la taille du corpus et du nombre de classes Pour étudier l’influence de la taille
du corpus ainsi que du nombre de classes considéré, nous nous intéressons aux modèles à base
de 150 classes ainsi qu’à ceux à base de 1 000 classes. Au vu des résultats précédents, nous
considérons que le modèle à base de 1 000 classes statistiques est le meilleur modèle n-classe.
Dans la table 4.4, nous présentons les statistiques sur les modèles de langage, indépendam-
ment de leur utilisation pour la reconnaissance des phrases.
TAB. 4.4 – Influence de la taille du corpus sur les modèles n-classes.
Modèle Corpus Susanne Corpus Brown
de langage NbMLparam CouvMLn PPLML NbMLparam CouvMLn PPLML
Biclasse1000 38 701 54,45 % 316 144 198 77,05 % 264
Triclasse1000 49 251 11,01 % 294 218 653 26,14 % 240
Biclasse150 12 056 74,75 % 390 18 195 97,36 % 297
Triclasse150 27 113 23,42 % 364 100 115 57,88 % 271
Le nombre de paramètres permet tout d’abord de connaître le nombre de probabilités esti-
mées dans un modèle de langage et ainsi la place mémoire qu’il occupera.
Les modèles n-classes150 comportent en moyenne 2 à 3 fois moins de paramètres que les
modèles n-classes1000. Cette différence est encore plus importante lorsque l’on compare les
modèles biclasse150 et biclasse1000, construits tous les deux sur le corpus Brown. Cela est
dû au fait qu’il y a plus de biclasses à estimer pour le modèle biclasse1000. Ainsi, le passage
du corpus Susanne au corpus Brown permet de rencontrer des biclasses qui n’étaient pas
présents dans le corpus Susanne.
En passant des modèles biclasses aux modèles triclasses correspondants, le nombre de pa-
ramètres augmente assez significativement. La couverture à l’ordre 3 est aussi assez importante
et meilleure que dans le cas des modèles trigrammes (nous revenons sur la comparaison des
modèles n-grammes et n-classes, dans la sous-section 4.5.2.3). De plus, le passage du cor-
pus Susanne au corpus Brown permet d’augmenter la couverture, ce qui profite surtout aux
modèles triclasses.
La différence entre les perplexités obtenues par les modèles n-classes150 et celles obte-
nues par les modèles n-classes1000 est plus importante sur le corpus Susanne (70 points, en
moyenne) que sur le corpus Brown (en moyenne, 30 points). Cela peut s’expliquer par le fait
que les modèles n-classes150 sont moins précis que les modèles n-classes1000. Ainsi, le pas-
sage à un corpus plus grand permet d’affiner les probabilités de ces modèles, ce qui a un plus
gros impact sur leur qualité. Cependant, lors du passage des modèles biclasses aux modèles
triclasses, la taille du corpus a peu d’influence sur l’amélioration. En effet, l’amélioration est
en moyenne de 20 points, quel que soit le corpus.
Nous comparons maintenant les taux de reconnaissance obtenus, pour voir si les mêmes
conclusions peuvent être tirées : ces résultats sont présentés dans la table 4.5.
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TAB. 4.5 – Taux de reconnaissance obtenus en utilisant des modèles n-classes.
Extraction des mots Modèle de langage Corpus Susanne Corpus Brown
Aucun 79,27 %
Biclasse1000 87,60 % 88,37 %
Manuelle Triclasse1000 87,80 % 88,42 %
Biclasse150 86,70 % 88,26 %
Triclasse150 86,67 % 88,67 %
Aucun 71,44 %
Biclasse1000 85,68 % 86,47 %
Automatique Triclasse1000 85,87 % 86,50 %
Biclasse150 84,53 % 86,26 %
Triclasse150 84,66 % 86,47 %
Le passage du corpus Susanne au corpus Brown est bénéfique pour tous les modèles de
langage puisque le taux de reconnaissance augmente en moyenne de 1,5 à 2 %, en utilisant un
modèle n-classe estimé sur le corpus Brown au lieu du modèle correspondant estimé sur le
corpus Susanne. Cette amélioration absolue est indépendante de la stratégie de segmentation
utilisée (manuelle ou automatique). En revanche, le passage des modèles biclasses aux modèles
triclasses correspondants n’apporte pas d’amélioration significative.
En ce qui concerne le passage des modèles n-classes150 aux modèles n-classes1000, cette
amélioration de la précision des modèles n-classes est plus importante sur le corpus Susanne.
En effet, comme vu précédemment, le passage au corpus Brown est plus bénéfique pour les
modèles n-classes150. Cela entraîne une différence moins importante entre les taux de recon-
naissance obtenus par les deux types de modèles n-classes, construits sur le corpus Brown.
4.5.2.3 Bilan : comparaison des modèles n-grammes et n-classes
Nous revenons maintenant sur les résultats obtenus par les modèles n-grammes et par les
modèles n-classes, en les comparant afin de trouver le modèle de langage qui assure le meilleur
compromis entre ses performances et sa taille.
Les taux de reconnaissance obtenus avec les modèles biclasses1000 sont très proches de ceux
obtenus avec les modèles bigrammes, quel que soit le corpus utilisé. Cependant, les modèles
trigrammes sont meilleurs que les modèles triclasses1000 et cette différence est plus importante
sur le corpus Susanne.
Ces résultats sont indépendants de la stratégie de segmentation utilisée. Néanmoins, le
bénéfice des modèles de langage est plus important lorsque l’extraction des mots est automa-
tique. En effet, bien que les taux de reconnaissance soient en moyenne 2 % inférieur à ceux
obtenus avec une segmentation manuelle, la réduction relative moyenne du taux d’erreur est de
53 % (contre 44 % dans le cas de la segmentation manuelle), avec les modèles bigramme et
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trigramme construits sur le corpus Brown. En fait, avec la segmentation automatique, le taux
de reconnaissance initial est 8 % inférieur à celui obtenu avec la segmentation manuelle : les
modèles de langage participent donc au choix de la meilleure segmentation.
En revanche, le nombre de paramètres des modèles n-classes1000 est plus de 2 fois inférieur
à celui des modèles n-grammes.
Les performances obtenues avec le modèle biclasse à base de 1 000 classes statistiques sont
proches de celles réalisées avec le modèle bigramme, en terme de taux de reconnaissance, et
le modèle biclasse contient moins de paramètres. C’est pour ces raisons que nous choisissons
d’utiliser ce modèle biclasse1000 (construit sur le corpus Brown), dans la suite des expérimen-
tations sur la combinaison de modèles de langage.
4.5.3 Combinaison de modèles de langage en post-traitement
Nous étudions maintenant les résultats obtenus en combinant des modèles n-grammes ou
des modèles n-classes (à base de classes statistiques ou morpho-syntaxiques) avec le modèle
biclasse1000, pour réordonner des listes d’hypothèses de phrases.
4.5.3.1 Choix du nombre de phrases
Le post-traitement est réalisé à partir de la liste des M -meilleures phrases, issue d’une
première étape de reconnaissance utilisant le modèle de langage biclasse1000. Le nombre de
phrases ainsi considérées lors du post-traitement a une influence sur le taux de reconnaissance
obtenu à l’issue de ce post-traitement : si trop peu de phrases sont prises en compte, l’intérêt
de l’étape de post-traitement est limité mais, si trop de phrases sont prises en compte, elles
risquent d’apporter du bruit et augmentent aussi le temps de post-traitement global.
La figure 4.8 montre l’évolution du taux de présence des mots à reconnaître, sur la base
Saisieapp, en fonction du nombre de phrases considérées.
Le taux de présence des mots à reconnaître donne le pourcentage de mots à reconnaître qui
sont présents dans au moins une des phrases de la liste, en ne considérant que les k premières
phrases. Par exemple, en considérant 100 phrases, ce taux signifie que les mots à reconnaître
se trouvent dans au moins une des 100 premières phrases de la liste des M -meilleures phrases.
Nous constatons qu’à partir d’un certain nombre de phrases, le taux de présence se stabilise,
pour l’extraction manuelle comme pour l’extraction automatique des mots. Nous choisissons
donc de restreindre la taille des listes considérées à leurs M=200 meilleures phrases.
4.5.3.2 Combinaison avec un modèle de langage de type n-gramme
Nous utilisons maintenant des modèles n-grammes et des modèles n-classes d’ordres 4 et
5 pour réordonner les 200 meilleures phrases, en combinant chacun de ces modèles avec le
modèle biclasse1000. Nous indiquons tout d’abord les statistiques sur ces modèles de langage
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FIG. 4.8 – Évolution du taux de présence des mots à reconnaître, en fonction du nombre de
phrases considérées.
La table 4.6 donne les statistiques sur les modèles de langage qui seront considérés pour le
post-traitement.
TAB. 4.6 – Comparaison des modèles n-grammes et n-classes d’ordres 4 et 5.
Modèle de langage NbMLparam CouvMLn PPLML
4-gramme 347 601 4,04 % 242
5-gramme 350 496 0,68 % 242
4-classe1000 239 002 5,37 % 238
5-classe1000 242 747 0,86 % 238
Nous constatons que les modèles d’ordre 5 n’apportent pas beaucoup plus d’informations
que les modèles correspondants d’ordre 4. En effet, la perplexité est la même et la couverture,
à l’ordre 5, des phrases de Brownsaisie est très faible. De plus, le nombre de paramètres est
aussi relativement stable.
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La table 4.7 donne les taux de reconnaissance obtenus en combinant des modèles n-grammes
et des modèles n-classes d’ordres 4 et 5, avec le modèle biclasse1000. Nous rappelons également
les taux de reconnaissance obtenus avec le modèle biclasse1000 seul ainsi que ceux obtenus avec
les modèles trigrammes et triclasses correspondants.
TAB. 4.7 – Combinaison du modèle biclasse1000 avec des modèles n-grammes et n-classes
d’ordres 4 et 5.
Extraction des mots Modèle de langage TRM
Biclasse1000 88,37 %
Trigramme 88,87 %
Biclasse1000 + 4-gramme 88,93 %
Manuelle Biclasse1000 + 5-gramme 88,93 %
Triclasse1000 88,42 %
Biclasse1000 + 4-classe1000 88,56 %
Biclasse1000 + 5-classe1000 88,55 %
Biclasse1000 86,47 %
Trigramme 86,86 %
Biclasse1000 + 4-gramme 87,06 %
Automatique Biclasse1000 + 5-gramme 87,06 %
Triclasse1000 86,50 %
Biclasse1000 + 4-classe1000 86,81 %
Biclasse1000 + 5-classe1000 86,73 %
L’utilisation des modèles 4-grammes et des modèles 4-classes permet d’améliorer le taux
de reconnaissance, par rapport à celui obtenu avec le modèle biclasse (correspondant à une
baisse relative du taux d’erreur de près de 5 %). En revanche, le passage à l’ordre 5 ne permet
pas d’augmenter encore le taux de reconnaissance, ce qui pouvait déjà être supposé au vu de la
faible couverture des 5-grammes et 5-classes sur Brownsaisie.
Néanmoins, le taux de reconnaissance obtenu avec le modèle 4-gramme (respectivement
4-classe) est relativement proche de celui obtenu lorsque le modèle trigramme (respective-
ment triclasse) est utilisé directement lors de la reconnaissance. La différence entre le taux de
reconnaissance obtenu avec un modèle trigramme et le taux obtenu en combinant le modèle
biclasse1000 avec un modèle 4-gramme est un peu plus élevée lorsque l’extraction des mots est
réalisée de manière automatique.
Il peut être intéressant de combiner le modèle biclasse1000 avec le modèle 4-gramme. En
effet, cela permet de faire une première passe de reconnaissance plus rapide, en utilisant le
modèle biclasse directement pendant l’exploration du graphe de mots. Ensuite, le modèle 4-
gramme est utilisé pour affiner le résultat de la reconnaissance, en réordonnant les phrases
résultats. Un exemple d’application de cette approche peut être la saisie de phrases à la volée.
Ainsi, une première reconnaissance est effectuée durant la saisie, puis cette reconnaissance est
améliorée avec une étape de post-traitement.
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Apport respectif des modèles de langage combinés Nous revenons sur la combinaison des
deux modèles de langage et plus particulièrement sur leur impact relatif dans la décision finale.
En effet, comme présenté dans l’équation 4.5, l’impact de chacun de ces modèles de langage
est pondéré par un poids linguistique (γ et γpost).
Lorsqu’un modèle n-gramme (d’ordre 4 ou 5) est combiné avec le modèle biclasse1000, le
poids associé au modèle biclasse1000 est 0,2 et celui associé au modèle n-gramme est 0,3 (ces
poids sont optimisés sur la base d’apprentissage, en prenant des valeurs entre 0 et 1). Comme
aucun des deux modèles de langage n’a un poids prédominant, nous pouvons penser qu’ils
doivent apporter des informations complémentaires.
Lorsqu’un modèle n-classe (d’ordre 4 ou 5) est utilisé, le poids de ce modèle est 0,4 alors
que celui du modèle biclasse1000 est 0,1. Cela est normal puisque ces deux modèles de langage
modélisent les mêmes informations, le modèle 4-classe (ou 5-classe) étant plus précis que le
modèle biclasse1000.
4.5.3.3 Combinaison avec un modèle de langage morpho-syntaxique
Nous étudions maintenant la combinaison avec un modèle 7-classe à base de classes morpho-
syntaxiques. Généralement, ces classes représentent des informations différentes de celles mo-
délisées par des classes statistiques. Comme précédemment, ce modèle est utilisé en combinai-
son du modèle biclasse1000, pour réordonner les listes de 200 meilleures hypothèses de phrases.
Dans la table 4.8, nous présentons les taux de reconnaissance obtenus : nous n’avons consi-
déré ici que le cas où l’extraction des mots est réalisée de manière automatique.
TAB. 4.8 – Combinaison avec un modèle à base de classes morpho-syntaxiques.
Modèle de langage TRM
Biclasse1000 86,47 %
Biclasse1000 + 7-classePOS 87,11 %
Le modèle 7-classePOS construit contient 308 577 paramètres et est basé sur 152 classes
morpho-syntaxiques (ou POS). Son utilisation, en combinaison avec le modèle biclasse1000,
permet d’améliorer le taux de reconnaissance, par rapport à celui obtenu lorsque le modèle
biclasse1000 est utilisé seul.
Les informations apportées par ce modèle de langage (de nature plutôt syntaxique) sont
complémentaires à celles apportées par le premier. En effet, ces deux modèles de langage
prennent part de manière relativement égale à la décision finale, puisque le poids du modèle
biclasse1000 est 0,3 et celui du modèle 7-classePOS est 0,2.
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4.6 Bilan
Dans ce chapitre, nous avons présenté deux approches basées sur l’exploration du graphe de
mots, pour améliorer la reconnaissance de phrases en utilisant des connaissances syntaxiques.
La première stratégie permet d’utiliser les modèles de langage directement lors de l’explo-
ration du graphe de mots. Ils participent alors au choix de la segmentation de la phrase résultat.
Nous avons comparé les apport de modèles n-grammes et de modèles n-classes, en terme
de performances mais aussi de place mémoire utilisée. Nous avons tout d’abord observé que
l’utilisation d’un modèle unigramme permettait d’augmenter le taux de reconnaissance sur les
mots, tout en occupant peu de place mémoire. Nous avons ensuite constaté qu’un modèle bi-
classe avec 1 000 classes statistiques permettait d’obtenir un taux de reconnaissance proche
de celui obtenu par un modèle bigramme, tout en étant plus compact. Le passage aux mo-
dèles trigrammes ou triclasses n’a pas énormément amélioré les performances par rapport à
l’augmentation de la taille du graphe de mots, nécessaire pour mémoriser le contexte des mots.
Nous avons aussi montré l’importance des poids γ et δ qui pondèrent l’impact du modèle
de langage et celui des sur- et des sous-segmentations, respectivement. En effet, lorsque ces
paramètres ne sont pas optimaux, les taux de reconnaissance obtenus sont 3 à 4 % inférieurs à
ceux obtenus avec un réglage optimal des poids. La taille du corpus a aussi une influence sur les
performances réalisées par les modèles de langage puisque les modèles de langage construits
sur le corpus Brown ont permis d’obtenir des taux de reconnaissance 1,5 à 2 % supérieurs à
ceux obtenus avec les modèles créés sur le corpus Susanne.
Ainsi, le modèle de langage considéré comme le meilleur compromis entre place mémoire
utilisée et performances obtenues est le modèle biclasse1000, construit sur le corpus Brown.
Son utilisation, durant la reconnaissance, a permis de diminuer de 43,9 % le taux d’erreur sur
les mots, quand la segmentation est effectuée manuellement, et de 52,6 %, lorsque l’extraction
des mots est automatique (relativement à une reconnaissance sans modèle de langage).
Afin d’utiliser des modèles de langage plus précis mais aussi de combiner des modèles de
langage basés sur des informations complémentaires, nous avons proposé une approche pour
réordonner une liste d’hypothèses de phrases. Pour ce faire, un modèle de langage de type
bigramme (ou biclasse statistique) est utilisé pour générer les listes d’hypothèses de phrases,
comme présenté précédemment. Puis, un autre modèle de langage (typiquement d’ordre supé-
rieur à 3) est utilisé pour donner une nouvelle probabilité à chacune des phrases. Cette proba-
bilité est combinée avec le score de chaque phrase et la liste de phrases est ensuite réordonnée.
L’utilisation d’un modèle 4-gramme, en combinaison du modèle biclasse1000 a permis de
réduire de nouveau le taux d’erreur sur les mots de 0,5 % (en absolu). L’utilisation d’un mo-
dèle 7-classe à base de classes morpho-syntaxiques (à la place du modèle 4-gramme) permet
d’obtenir une réduction similaire du taux d’erreur.
De plus, nous avons observé que les deux modèles de langage combinés participaient de
manière égale à la décision finale puisque leurs poids respectifs sont proches.
L’approche basée sur cette combinaison de modèles de langage permet d’utiliser un premier
modèle de langage d’ordre 2 durant la reconnaissance puis d’affiner le résultat de la reconnais-
sance avec un modèle de langage plus précis, lors d’une phase de post-traitement syntaxique.
Deuxième partie
Exploitation de réseaux de confusion
pour la reconnaissance de phrases
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Introduction
Dans cette partie, nous nous appuyons cette fois sur une représentation originale issue de la
reconnaissance automatique de la parole : les réseaux de confusion [Man00]. Cette représenta-
tion permet de mettre en évidence les confusions entre les mots, à chacune des positions de la
phrase à reconnaître : ces zones sont appelées ensembles de confusion.
Cette représentation se base sur les probabilités a posteriori des mots. La probabilité a
posteriori d’un mot correspond à la somme des probabilités de tous les chemins auxquels il
appartient. Ces probabilités a posteriori peuvent alors être utilisées pour trouver la phrase ré-
sultat de la reconnaissance (aussi appelée hypothèse consensus), en cherchant à maximiser les
probabilités a posteriori des mots de cette phrase. Les probabilités a posteriori peuvent égale-
ment être utilisées comme indices de confiance sur la reconnaissance des mots, pour détecter
d’éventuelles erreurs, par exemple.
Les travaux, que nous présentons dans cette partie, s’intéressent à ces deux cas d’utilisation.
Cette partie se compose de deux chapitres.
Dans le chapitre 5, nous présentons l’approche originale de reconnaissance basée sur les
réseaux de confusion et qui s’appuie pour cela sur les probabilités a posteriori des mots,
en cherchant à maximiser celles-ci. Nous expliquons tout d’abord le calcul des probabilités
a posteriori des mots ainsi que la recherche de la meilleure phrase à partir de ces probabilités,
dans le cadre de la reconnaissance automatique de la parole.
Nous expliquons ensuite les différences liées à la reconnaissance d’écriture manuscrite
et nous proposons des modifications, pour pouvoir s’adapter à notre tâche de reconnaissance
d’écriture. Nous comparons alors cette nouvelle tâche de reconnaissance avec l’approche MAP,
plus classiquement utilisée en reconnaissance d’écriture.
Dans le chapitre 6, nous présentons une approche originale de détection d’erreurs poten-
tielles au niveau des mots de la phrase résultat, obtenue par une phase de reconnaissance uti-
lisant l’approche MAP. Cette détection s’appuie sur les probabilités a posteriori des mots ré-
sultats, utilisées comme indices de confiance. Nous proposons ensuite de corriger ces erreurs
potentielles détectées, lorsque cette correction est possible. Lorsque la correction n’est pas pos-
sible, nous le signalons en rejetant le résultat de la reconnaissance.
Pour réaliser cette approche complète de détection et de correction des erreurs potentielles
de reconnaissance, nous nous appuyons sur les probabilités a posteriori des mots ainsi que sur
des classifieurs dédiés, de type SVM, et sur l’utilisation du rejet.
Nous comparons enfin les résultats obtenus avec cette approche, à ceux obtenus avec l’ap-




Utilisation de réseaux de confusion
pour la reconnaissance de phrases
5.1 Introduction
Dans le chapitre 4, nous avons utilisé une méthode pour la reconnaissance de phrases,
basée sur la maximisation de la probabilité de la phrase résultat. Cependant, le but de la recon-
naissance de phrases est plutôt de maximiser le nombre de mots reconnus, en tirant partie des
connaissances linguistiques sur la phrase.
Une nouvelle approche a été introduite pour la reconnaissance automatique de la parole ;
elle est basée sur la minimisation du taux d’erreur sur les mots. Elle s’appuie, pour cela, sur
une représentation des hypothèses de phrases sous la forme d’un réseau de confusion.















a posteriori des mots
FIG. 5.1 – Principe de la reconnaissance de phrases, basée sur un réseau de confusion.
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À partir du graphe de mots construit à l’issue de l’extraction des mots de la phrase, les pro-
babilités a posteriori de chacun des mots de ce graphe sont calculées. Ces probabilités consti-
tuent la base de la représentation sous forme de réseau de confusion. Elles sont notamment
utilisées pour trouver la meilleure hypothèse de phrase, aussi appelée hypothèse consensus.
Dans ce chapitre, nous présentons notre approche de reconnaissance de phrases manuscrites,
exploitant une représentation des phrases sous la forme d’un réseau de confusion.
Dans la section 5.2, nous introduisons l’état de l’art sur la reconnaissance de phrases ba-
sée sur des réseaux de confusion, en détaillant les différentes étapes de la construction et de
l’exploitation de ces réseaux. Dans la section 5.3, nous proposons ensuite des modifications,
à la fois sur la construction et sur l’exploitation des réseaux de confusion, afin d’adapter cette
approche pour notre tâche de reconnaissance de phrases manuscrites. Enfin, dans la section 5.4,
nous présentons les résultats des expérimentations menées.
5.2 État de l’art sur les réseaux de confusion
Dans cette section, nous présentons le principe général de la reconnaissance de phrases
basée sur des réseaux de confusion, puis nous détaillons les différentes étapes de la construc-
tion d’un tel réseau de confusion. Nous finissons par donner les limites de cette approche, en
indiquant également une extension proposée pour l’améliorer.
5.2.1 Principe général
Dans [Man00], une nouvelle approche pour la reconnaissance de phrases a été proposée
en reconnaissance automatique de la parole. Contrairement à l’approche MAP (voir chapitre 1,
section 1.3), couramment employée pour la reconnaissance de phrases et qui vise à maximiser
la probabilité de la phrase résultat, cette nouvelle approche est basée sur la minimisation du
taux d’erreur sur les mots. Elle est alors plus proche du but de la reconnaissance de phrases qui
n’est pas d’obtenir la phrase ayant la probabilité la plus élevée mais plutôt celle qui contient
le plus de mots correctement reconnus (ou encore de minimiser les erreurs de substitution, de
suppression et d’insertion).
Dans cette approche, l’ensemble des hypothèses de phrases est représenté par un réseau de
confusion (voir figure 5.2(b)). Les nœuds d’un tel réseau représentent des classes d’équivalence,
appelées ensembles de confusion, qui correspondent à des confusions entre des hypothèses de
mots, à une position donnée de la phrase à reconnaître. Des nœuds adjacents sont alors reliés
par autant d’arcs que d’hypothèses de mots. Par exemple, dans la figure 5.2(b), les mots that,
is, does et  (correspondant à une suppression) appartiennent au même ensemble de confusion.
À chacun des mots du réseau de confusion est associée une probabilité a posteriori, qui
correspond à la somme de tous les chemins du graphe initial auxquels ce mot appartient. Ces
probabilités a posteriori sont ensuite utilisées pour retrouver la meilleure hypothèse de phrase.

































(b) Réseau de confusion
FIG. 5.2 – Graphe de mots et réseau de confusion correspondant.
Un réseau de confusion est en fait obtenu à partir d’un graphe de mots. Dans la sous-section
suivante, nous présentons les différentes étapes de la construction d’un réseau de confusion, à
partir d’un graphe de mots, ainsi que le choix de la meilleure phrase, à partir des probabilités
a posteriori des mots du réseau de confusion.
5.2.2 Construction du réseau de confusion
L’algorithme 5.1 présente les différentes étapes pour construire un réseau de confusion
(voir figure 5.2(b)) à partir d’un graphe de mots (voir figure 5.2(a)) et pour retrouver la phrase
qui minimise le taux d’erreur sur les mots.
Nous présentons ici l’algorithme utilisé en reconnaissance automatique de la parole. Nous
verrons, dans la section 5.3, les modifications apportées pour la reconnaissance d’écriture.
Les étapes de cet algorithme sont détaillées dans les sous-sections suivantes.
5.2.2.1 Calcul des probabilités a posteriori des arcs
Les probabilités a posteriori de chacun des arcs du graphe de mots sont tout d’abord
calculées. La probabilité du ke arc associé au mot wi correspond à la somme des proba-
bilités des chemins qui passent par cet arc. Elle peut être calculée efficacement en utilisant
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Algorithme 5.1 : Algorithme de construction du réseau de confusion et de reconnais-
sance de phrase [Man00].
Données :
G : le graphe de mots;
Résultat :
CG : le réseau de confusion construit à partir du graphe G;
Wconsensus : l’hypothèse consensus, correspondant à la phrase résultat;
début
§ 5.2.2.1 calcul des probabilités a posteriori des arcs du graphe G;
§ 5.2.2.2 création des ensembles de confusion;
§ 5.2.2.3 calcul des probabilités a posteriori des mots des ensembles de confusion;
§ 5.2.2.4 choix de l’hypothèse consensus Wconsensus;
fin











i le ke arc correspondant au mot wi, α(nt−1) la probabilité forward du nœud nt−1,
β(nt) la probabilité backward du nœud nt, P (wi|wj) la probabilité donnée par le modèle de
langage au bigramme wjwi (de pondération associée γ) et P (si|wi) la probabilité acoustique
donnée par le système de reconnaissance de parole au mot wi, à partir du signal acoustique si
(de pondération associée ζ).
La probabilité forward d’un nœud correspond à la somme des probabilités de tous les
chemins entre le nœud initial et ce nœud, alors que la probabilité backward correspond à la
somme des probabilités de tous les chemins entre ce nœud et le nœud final. La probabilité
Ppost(w
(k)
i ) est normalisée par la somme des probabilités de tous les chemins du graphe de
mots, représentée par α(nT ) (où T est le nombre de nœuds du graphe).
5.2.2.2 Création des ensembles de confusion
La création des ensembles de confusion est réalisée en alignant les hypothèses du graphe
de mots initial.
Initialisation Tout d’abord, les ensembles de confusion sont initialisés de telle sorte que
chacun ne contienne que les arcs ayant des temps de début et de fin ainsi que des étiquettes de
mots identiques.
Regroupement intra-mot Cette étape a pour but de fusionner les ensembles de confusion
qui ont la même étiquette de mot mais des temps de début et/ou de fin qui se chevauchent. Une
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des difficultés de cette étape réside dans le fait qu’un même mot peut apparaître plusieurs fois
dans la phrase à reconnaître. En effet, il ne faut pas regrouper des arcs ayant la même étiquette
de mot mais correspondant à des positions différentes dans la phrase à reconnaître. La mesure
de similarité, utilisée pour ce regroupement, s’appuie sur le chevauchement temporel des arcs.
Regroupement inter-mot Cette étape permet de regrouper les ensembles de confusion cor-
respondant à des mots différents, c’est-à-dire qui sont des hypothèses de reconnaissance de mot
différentes, à la même position donnée de la phrase à reconnaître. Pour cela, le calcul de simi-
larité entre arcs se base également sur un chevauchement temporel ainsi que sur une similarité
phonétique entre les mots qu’ils représentent.
Élagage des arcs Avant la création de ces classes d’équivalence, une étape d’élagage peut
être utilisée afin de supprimer les arcs dont la probabilité a posteriori est trop faible. La proba-
bilité de ces arcs est négligeable mais ils peuvent avoir une mauvaise incidence sur l’alignement
des hypothèses de phrases. Leur suppression permet ainsi d’obtenir un meilleur alignement des
hypothèses, tout en diminuant également la taille du graphe.
5.2.2.3 Calcul des probabilités a posteriori des mots
Une fois les ensembles de confusion créés, la probabilité a posteriori de chacun des mots









i ) la probabilité a posteriori du ke arc correspondant au mot wi, calculée par
l’équation 5.1.
5.2.2.4 Choix de l’hypothèse consensus
Le réseau de confusion est maintenant entièrement construit. L’hypothèse de phraseWconsensus
qui maximise le nombre de mots correctement reconnus peut alors être choisie : elle est appelée
hypothèse consensus. Il a été montré dans [Man00] que l’hypothèse de phrase qui minimise le
taux d’erreur sur les mots peut être obtenue, en choisissant dans chaque ensemble de confusion,





consensus . . . w
L
consensus (5.3)
avec L le nombre d’ensembles de confusion et wlconsensus le mot défini par :
wlconsensus = arg max
wi∈Cl
Ppost(wi) (5.4)
avec Cl le le ensemble de confusion.
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5.2.3 Limitations de l’approche initiale
L’alignement des arcs est effectué en considérant qu’un arc ne peut être aligné qu’avec un
seul autre arc. Cependant, si un arc est long, il peut être préférable de l’aligner avec deux arcs
courts car il peut correspondre à une sous-segmentation (ou les deux arcs courts à une sur-
segmentation). Par exemple, dans le réseau de confusion de la figure 5.2(b), le mot sometimes
devrait plutôt être aligné avec les mots some et times, ce qui est plus cohérent au niveau de la
similarité acoustique.
Pour prendre en compte ce cas, [XZ05] ont proposé une modification dans la création des
ensembles de confusion, afin de pouvoir aligner un arc avec deux autres arcs. Ainsi, le graphe
de mots donné à la figure 5.2(a) permet d’obtenir le réseau de confusion de la figure 5.3, où le
















FIG. 5.3 – Réseau de confusion étendu.
Après avoir présenté l’état de l’art sur les réseaux de confusion, en reconnaissance automa-
tique de la parole, nous décrivons maintenant leur utilisation pour la reconnaissance d’écriture
ainsi que les modifications que nous avons apportées.
5.3 Extension pour la reconnaissance d’écriture manuscrite
Nous présentons les différences entre la reconnaissance de la parole et celle de l’écriture
manuscrite, en ce qui concerne la représentation des hypothèses de phrases dans le graphe de
mots. Ces différences entraînent des modifications dans le calcul des probabilités a posteriori
des mots ainsi que dans celui de l’hypothèse consensus.
5.3.1 Différences liées à la reconnaissance d’écriture
Étant donné la structure de notre graphe de mots, l’étape de création des ensembles de
confusion est immédiate. En effet, les listes de mots candidats associées à chacun des arcs
(et données par notre système de reconnaissance de mots) correspondent aux ensembles de
confusion. En réalité, c’est le cas lorsqu’il n’y a qu’une seule hypothèse de segmentation de la
phrase : il n’existe alors qu’un seul arc entre deux nœuds consécutifs du graphe de mots.
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Lorsque plusieurs hypothèses de segmentation sont présentes dans le graphe, nous obte-
nons un graphe de mots comme celui illustré par la figure 5.4(a) (en fait, seule une partie du
graphe est donnée). Nous souhaitons alors obtenir l’ensemble de confusion correspondant à la
figure 5.4(b).















(b) Ensemble de confusion correspondant
FIG. 5.4 – Exemple de partie d’un graphe de mots, obtenu en la reconnaissance d’écriture, et
l’ensemble de confusion associé.
Dans cet ensemble de confusion, chacun des mots associés aux arcs correspond à un des
mots candidats donnés par le système de reconnaissance de mots. Ces mots sont obtenus à
partir du signal manuscrit correspondant aux arcs du graphe de mots (dans cet exemple, nous
limitons à deux le nombre de réponses du système de reconnaissance de mots).
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Afin de pouvoir considérer des ensembles de confusion comme ceux présentés par la fi-
gure 5.4(b), nous modifions le calcul des probabilités a posteriori des mots, en étendant les
travaux présentés dans [XZ05] (voir aussi sous-section 5.2.3).
Dans les sous-sections suivantes, nous présentons tout d’abord les modifications apportées
au niveau du calcul de la probabilité a posteriori des mots. Ces probabilités sont directement
associées aux mots du graphe de mots puisque le graphe correspond au réseau de confusion,
dans notre cas. Nous donnons ensuite les modifications que cela engendre, lors du calcul de
l’hypothèse consensus.
5.3.2 Nouveau calcul des probabilités a posteriori des mots
Comme le réseau de confusion correspond au graphe de mots et que les ensembles de
confusion s’obtiennent immédiatement (voir sous-section 5.3.1), les probabilités a posteriori
sont directement associées aux mots du graphe. Comme précédemment, le calcul des probabi-
lités a posteriori s’appuie sur l’algorithme forward-backward.
Nous donnons tout d’abord le nouveau calcul des probabilités forward et backward, sur les
ensembles de confusion étendus, et permettant également de prendre en compte la longueur
des chemins. Ces probabilités seront ensuite utilisées pour calculer les nouvelles probabilités
a posteriori de chacun des mots du graphe.
5.3.2.1 Calcul des probabilités forward α
L’algorithme 5.2 donne le calcul de la probabilité forward de chacun des mots du graphe.
Le score score(si|wi) est normalisé par rapport aux scores minimal et maximal parmi ceux
des mots ayant le même nombre de traits descendants que wi. Comme ce score correspond es-
sentiellement au score scorelexique(wi) du mot wi, il correspond à la distance d’édition mini-
male pour obtenir ce mot (voir chapitre 1, section 1.4). Il est donc dépendant de la longueur du
mot puisqu’un mot long nécessite généralement plus d’opérations d’édition qu’un mot court.
D’où cette normalisation.
Pour rappel, la probabilité forward d’un mot wi correspond à la somme des probabilités
des chemins allant du début du graphe jusqu’au mot wi considéré. La figure 5.5 indique les
mots pris en compte dans le calcul de la probabilité forward du mot straight.
La probabilité forward d’un mot wi est ainsi calculée à partir de celle de chacun des mots
wj , appartenant à une des listes de mots candidats d’un des arcs at−yt−y−x. Comme, dans notre
méthode de génération du graphe de mots, un nœud ne peut pas avoir plus de 3 arcs prédé-
cesseurs et plus de 3 arcs successeurs (voir chapitre 3), les valeurs de x et y sont telles que
x, y ∈ {1, 2, 3}. Néanmoins, comme l’algorithme présenté est générique, il peut s’appliquer
aux cas où plus de 3 arcs successeurs ou prédécesseurs sont présents.
Les arcs at−yt−y−x considérés sont les prédécesseurs du nœud nt−y, qui correspond au nœud
de début de l’arc att−y auquel appartient le mot wi (straight, dans l’exemple de la figure 5.5).
Nous souhaitons également prendre en compte la longueur des chemins (calculée en nombre
de mots), afin de ne pas défavoriser les chemins comportant beaucoup de mots. Pour cela, lors
du calcul de la probabilité a posteriori du mot wi, nous décomposons les probabilités forward
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Algorithme 5.2 : Algorithme de calcul des probabilités forward des mots.
Données :
G : le graphe de mots;
P (wi|wj) : la probabilité du bigramme wjwi, donnée par le modèle de langage;
scorenorm(si|wi) : le score normalisé du mot wi;
Résultat :
α : les probabilités forward des mots du graphe G;
début
pour chaque nœud nt du graphe G, dans un ordre topologique faire
pour chaque arc att−y prédécesseur du nœud nt faire
pour chaque mot candidat wi de l’arc att−y faire
pour chaque arc at−yt−y−x prédécesseur du nœud nt−y faire
pour chaque mot candidat wj de l’arc at−yt−y−x faire
pour chaque longueur de chemin lk de α[t− y][x][j] faire
α[t][y][i][k + 1] + =











FIG. 5.5 – Mots pris en compte dans le calcul de la probabilité forward α du mot straight.
selon les différentes longueur de chemins allant du nœud de début du graphe jusqu’au nœud nt
pour lequel la probabilité forward α est calculée.
5.3.2.2 Calcul des probabilités backward β
L’algorithme 5.3 donne le calcul des probabilités backward des mots du graphe.
Le calcul s’effectue de manière similaire à celui des probabilités forward. Cependant,
comme la probabilité backward d’un mot correspond à la somme des probabilités des chemins
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Algorithme 5.3 : Algorithme de calcul des probabilités backward des mots.
Données :
G : le graphe de mots;
P (wi|wj) : la probabilité du bigramme wjwi, donnée par le modèle de langage;
scorenorm(si|wi) : le score normalisé du mot wi;
Résultat :
β : les probabilités backward des mots du graphe G;
début
pour chaque nœud nt du graphe G, dans un ordre topologique inverse faire
pour chaque arc att−y prédécesseur du nœud nt faire
pour chaque mot candidat wi de l’arc att−y faire
pour chaque arc at+xt prédécesseur du nœud nt faire
pour chaque mot candidat wj de l’arc at+xt faire
pour chaque longueur de chemin lk de β[t+ x][x][j] faire
β[t][y][i][k + 1] + =
β[t+ x][x][j][k] ∗ P (wj |wi)
γ ∗ scorenorm(sj |wj)
ζ ;
fin
allant de ce mot jusqu’à la fin du graphe, nous parcourons les nœuds du graphe, en commençant
par celui de fin. Le calcul de la probabilité backward d’un mot wi s’effectue alors à partir des
probabilités backward des mots wj , appartenant à une des listes de mots candidats d’un des






nt−y nt nt+1 nt+2 nt+3
FIG. 5.6 – Mots pris en compte dans le calcul de la probabilité backward β du mot straight.
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Comme pour les probabilités forward, les probabilités backward sont décomposées selon les
différentes longueurs de chemins allant du nœud nt considéré jusqu’au nœud de fin du graphe.
5.3.2.3 Calcul des probabilités a posteriori Ppost(wi)
En utilisant les probabilités forward et backward calculées précédemment, l’algorithme 5.4
donne le calcul des probabilités a posteriori de chacun des mots du graphe.
Algorithme 5.4 : Algorithme de calcul des probabilités a posteriori des mots.
Données : G : le graphe de mots;
P (wi|wj) : la probabilité du bigramme wjwi, donnée par le modèle de langage;
scorenorm(si|wi) : le score normalisé du mot wi;
α : les probabilités forward des mots du graphe G;
β : les probabilités backward des mots du graphe G;
denom : la somme des probabilités de tous les chemins du graphe;
Résultat :
Ppost(wi) : la probabilité a posteriori associée à chacun des mots wi du graphe G;
début
pour chaque nœud nt du graphe G, dans un ordre topologique faire
pour chaque arc att−y prédécesseur du nœud nt faire
pour chaque mot candidat wi de l’arc att−y faire
pour chaque arc at−yt−y−x prédécesseur du nœud nt−y faire
pour chaque mot candidat wj de l’arc at−yt−y−x faire
pour chaque longueur de chemin lk de α[t− y][x][j] faire
pour chaque longueur de chemin ll de β[t][y][i] faire
Ppost(wi) + = α[t− y][x][j][k] ∗ P (wi|wj)
γ ∗
scorenorm(si|wi)






En reprenant la figure 5.5, la probabilité a posteriori du mot straight est obtenue en com-
binant la probabilité backward de ce mot aux probabilités forward de chacun des mots wj ,
appartenant aux arcs précédant l’arc auquel appartient straight. Cela permet ainsi de prendre
en compte tous les chemins passant par le mot straight, à partir des chemins arrivant à ce mot et
de ceux y commençant. La longueur de chacun des chemins considérés est alors la somme des
longueurs des sous-chemins se terminant par le mot straight et des longueurs de ceux débutant
par ce mot. La longueur des chemins pondère le paramètre δ, qui permet de prendre en compte
les sur- et les sous-segmentations.
Les probabilités a posteriori de chacun des mots sont enfin obtenues en normalisant la
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somme des probabilités des chemins auxquels ils appartiennent par rapport à la somme de tous
les chemins du graphe de mots (représentée par la variable denom, dans l’algorithme 5.4).
Il reste alors à choisir l’hypothèse consensus, à partir des probabilités a posteriori des mots.
5.3.3 Nouveau calcul de l’hypothèse consensus
Les ensembles de confusion ayant été modifiés, il n’est plus toujours possible de choisir,
dans chacun d’eux, le mot ayant la probabilité a posteriori la plus élevée. En effet, quand les
ensembles de confusion sont de la forme de celui donné par la figure 5.4, ils représentent,
non plus des confusions sur des mots, mais des confusions sur une sous-partie de la phrase à
reconnaître. Il faut alors identifier le meilleur chemin dans chacun des ensembles de confusion,
en s’appuyant sur les probabilités a posteriori des mots qui le composent.
Pour retrouver le meilleur chemin dans un ensemble de confusion, nous utilisons l’algo-
rithme de Viterbi qui génère la liste des M meilleurs chemins. Nous prenons alors, comme
score d’un chemin, le produit des probabilités a posteriori des mots qui le compose.
L’hypothèse consensus est ainsi obtenue en choisissant, dans chacun des ensembles de confu-





consensus . . .W
L
consensus (5.5)
avec L le nombre d’ensembles de confusion et W lconsensus la sous-partie de la phrase définie
par :







avec Cl le le ensemble de confusion et W l = w(l)1 . . . w
(l)
N un chemin (composé de N mots) de
l’ensemble de confusion Cl.
Après avoir détaillé les extensions apportées à la construction et à l’exploitation des réseaux
de confusion, nous présentons, dans la section suivante, les expérimentations menées sur leur
utilisation pour la reconnaissance de phrases manuscrites.
5.4 Expérimentations
L’objectif des expérimentations présentées dans cette section est de comparer la recon-
naissance de phrases basée sur le consensus (détaillée dans ce chapitre) avec celle utilisant
l’approche MAP (introduite au chapitre 4).
Nous reviendrons également sur l’influence de la longueur des phrases, dans le calcul des
probabilités a posteriori des mots, puisqu’une partie des modifications que nous avons appor-
tées au calcul de ces probabilités est destinée à prendre en compte la longueur des phrases.
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5.4.1 Comparaison avec la reconnaissance basée sur l’approche MAP
La table 5.1 donne les taux de reconnaissance (TRM ) obtenus avec chacune des deux
approches considérées, sur les mots de la base de test Saisietest (les différents paramètres
ont été préalablement optimisés sur la base d’apprentissage Saisieapp, indépendamment pour
chacune des deux approches). De plus, le modèle de langage utilisé dans ces deux algorithmes
est un modèle bigramme appris sur le corpus Brownapp.
TAB. 5.1 – Comparaison des tâches de reconnaissance basées soit sur un réseau de confusion,
soit sur un graphe de mots.
Extraction des mots Approche de reconnaissance TRM
Manuelle MAP 88,48 %
Consensus 88,23 %
MAP 86,51 %
Automatique Consensus (δopt) 85,38 %
Consensus (δ = 0) 83,86 %
Quand l’extraction des mots est réalisée manuellement, la différence entre les deux taux
de reconnaissance est assez faible (0,25 %). Cette différence pourrait être expliquée par la
normalisation du score scorenorm(si|wi) qui n’est peut-être pas optimale. De plus, ce score
n’étant pas de nature probabiliste, sa combinaison avec les probabilités données par le modèle
de langage n’est peut-être pas non plus optimale.
Lorsque l’extraction des mots est réalisée de manière automatique, la stratégie de segmenta-
tion utilisée correspond à la meilleure stratégie présentée dans le chapitre 3.
Nous considérons alors deux variantes de l’approche consensus. Dans le premier cas, le
nombre de mots dans les phrases n’est pas considéré, ce qui correspond à un poids δ = 0.
dans le second cas, la prise en compte du nombre de mots dans les phrases (pour le calcul des
probabilités a posteriori des mots) est optimisée, ce qui correspond à δopt.
Les taux de reconnaissance obtenus avec les deux approches utilisant le consensus sont
inférieurs à celui obtenu en utilisant l’approche MAP. Cette plus grande différence entre les
taux de reconnaissance, par rapport aux résultats obtenus dans le cas de la segmentation ma-
nuelle, est due à la plus grande complexité des ensembles de confusion. En effet, lorsque la
segmentation est effectuée manuellement, les ensembles de confusion sont simples puisqu’ils
correspondent aux listes de mots candidats associées à chaque arc du graphe de mots. De plus,
comme toutes les phrases ont la même longueur, les éventuels problèmes de sur- et de sous-
segmentations n’entrent pas en compte.
Néanmoins, la prise en compte du nombre de mots dans les phrases permet d’améliorer le
taux de reconnaissance sur les mots, d’un peu plus de 1 %. Dans la sous-section suivante, nous
revenons sur l’influence de ce paramètre.
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5.4.2 Prise en compte de la longueur des phrases
La figure 5.7 montre l’évolution du taux de reconnaissance sur les mots de la base d’ap-
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δ
FIG. 5.7 – Influence de la prise en compte de la longueur des phrases, dans le calcul des
probabilités a posteriori des mots.
Nous constatons plus particulièrement l’impact du paramètre δ, qui permet de pondérer
les sur- et sous-segmentations, en prenant en compte le nombre de mots dans les phrases. En
effet, l’optimisation de ce dernier permet d’améliorer le taux de reconnaissance d’un peu plus
de 1 %, comme nous l’avions déjà vu sur la base de test, dans la sous-section précédente. Les
résultats obtenus sur la base d’apprentissage, avec les paramètres optimaux appris sur celle-
ci, sont confirmés sur la base de test : cela montre les bonnes capacités de généralisation de
l’optimisation sur la base d’apprentissage.
La prise en compte du nombre de mots dans les phrases permet de ne pas favoriser les mots
appartenant à des phrases courtes. En effet, les scores des phrases courtes étant généralement
plus élevés que ceux des phrases plus longues (comme le score d’une phrase est calculé à partir
de celui des mots la constituant), les phrases courtes peuvent avoir une trop grande importance
dans le calcul des probabilités a posteriori des mots (pour rappel, la probabilité a posteriori
d’un mot est la somme des probabilités des phrases auxquelles il appartient). Ainsi, en péna-
lisant les phrases courtes, cela permet d’obtenir une plus grande indépendance du score des
phrases vis-à-vis du nombre de mots qu’elles comportent.
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5.5 Bilan
Dans ce chapitre, nous avons présenté une nouvelle approche pour la reconnaissance de
phrases. Cette approche est basée sur une représentation des phrases sous la forme d’un réseau
mettant en évidence les confusions existantes entre les mots présents dans un graphe de mots
initial. La reconnaissance s’appuie alors sur le calcul des probabilités a posteriori des mots,
correspondant à la somme des probabilités des phrases auxquelles chacun des mots appartient.
La phrase résultat, appelée aussi hypothèse consensus, est alors obtenue en minimisant le taux
d’erreur sur les mots et non plus en minimisant le taux d’erreur sur les phrases, comme c’est le
cas dans l’approche MAP classique.
Cette technique ayant été introduite pour la reconnaissance automatique de la parole, nous
avons proposé des modifications pour l’adapter à notre tâche de reconnaissance de phrases
manuscrites. Ces modifications ont concerné le calcul des probabilités des mots en étendant ce
calcul afin de prendre en compte les confusions entre plusieurs segmentations possibles d’une
même partie du signal manuscrit de la phrase. Le calcul des probabilités a posteriori proposé
permet également de prendre en compte le nombre de mots dans les phrases considérées. Le
choix de l’hypothèse consensus a lui aussi été étendu, pour s’adapter au nouveau calcul des
probabilités a posteriori.
Les résultats obtenus en utilisant l’approche proposée sont inférieurs à ceux obtenus avec
l’approche MAP. Cependant, les modifications apportées pour la prise en compte de la longueur
des phrases, dans le calcul des probabilités a posteriori des mots, permettent d’améliorer les
résultats par rapport à l’approche initiale basée sur les réseaux de confusion.
Il n’est pas très intéressant d’utiliser l’approche consensus pour effectuer la reconnaissance
des phrases. Cependant, comme cette stratégie de reconnaissance de phrases s’appuie sur une
approche différente de l’approche MAP, il peut être intéressant de l’utiliser pour détecter des
risques de confusion ou pour affiner la reconnaissance réalisée avec l’approche MAP. C’est ce
que nous présentons dans le chapitre suivant.
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Chapitre 6
Détection et correction d’erreurs de
reconnaissance
6.1 Introduction
Malgré l’ajout de connaissances linguistiques pour améliorer la reconnaissance des phrases,
les systèmes de reconnaissance ne sont pas parfaits et il reste des erreurs dans la phrase résultat,
c’est-à-dire la phrase en sortie du système de reconnaissance. Il peut alors être intéressant de
mesurer la confiance que l’on a en chacun des mots résultats, pour pouvoir identifier ceux sur
lesquels il subsiste un doute. Cela permet alors de mettre ces mots en évidence, pour un utilisa-
teur (pour faciliter sa tâche de relecture), ou encore d’essayer de corriger les erreurs potentielles
détectées.
Dans ce chapitre, nous proposons une approche originale pour détecter les risques d’erreurs
de reconnaissance, en s’appuyant sur les probabilités a posteriori des mots de la phrase résultat,
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FIG. 6.1 – Principe de la détection et de la correction des erreurs de reconnaissance.
Une phase de correction permet ensuite de confirmer le résultat de la reconnaissance du
mot considéré ou de remettre en cause sa reconnaissance, en lui préférant un autre mot. Pour
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cela, des classifieurs dédiés à cette tâche sont utilisés. Enfin, nous ajoutons un mécanisme de
rejet, pour mesurer la confiance sur le classifieur de correction. Cela permet alors de rejeter
la reconnaissance des mots si la confiance en le résultat du classifieur de correction n’est pas
assez élevée. Ainsi, nous n’essaierons pas de corriger les erreurs que les classifieurs dédiés ne
peuvent pas corriger.
Dans ce chapitre, nous exposons notre approche permettant la détection et la correction
d’erreurs de reconnaissance, en utilisant les probabilités a posteriori des mots comme indices
de confiance.
Nous présentons tout d’abord un rapide état de l’art sur les mesures de confiance pouvant
être utilisées sur les mots, dans la section 6.2. Puis, nous introduisons notre approche, dans
la section 6.3, en nous focalisant notamment sur les étapes de détection et de correction des
erreurs. Nous présentons finalement, dans la section 6.4, le mécanisme permettant de rejeter les
erreurs potentielles que nous ne pourrons pas corriger, avant de détailler, dans la section 6.5,
les résultats obtenus sur les expérimentations menées pour valider l’approche proposée.
6.2 État de l’art sur les mesures de confiance au niveau des mots
Les mesures de confiance utilisées pour la reconnaissance de phrases portent généralement
sur les mots de ces phrases. Elles intègrent en général des informations sur le contexte des mots
dans la phrase.
Peu de mesures de confiance sont utilisées en reconnaissance de phrases manuscrites.
Dans [Mar04], des anti-modèles de mots sont construits à partir des anti-modèles de lettres,
pour rejeter les mots de la phrase résultat en s’appuyant sur un seuil fixé. Aucune phase de
reconnaissance supplémentaire n’est réalisée sur les mots ainsi rejetés.
La mesure de confiance utilisée dans [BZB06] s’appuie sur l’intégration d’un modèle de
langage durant le processus de reconnaissance. Différentes valeurs des paramètres γ et δ (utili-
sés pour pondérer l’apport du modèle de langage et compenser les problèmes de segmentation,
respectivement) sont utilisées pour générer des hypothèses de phrases. La mesure de confiance
des mots est alors directement déduite de leur nombre d’occurrences, parmi les hypothèses
ainsi générées. Les mots sont alors rejetés si leur indice de confiance est inférieur à un seuil
fixé a priori.
Enfin, le système de reconnaissance de textes hors-ligne présenté dans [BHB06] utilise le
vote de plusieurs systèmes de reconnaissance, comme mesure de confiance sur les mots. Si un
des systèmes n’est pas d’accord avec les autres, le mot est rejeté. Les mots rejetés sont alors
soumis à une nouvelle étape de reconnaissance, en utilisant pour cela les mêmes systèmes de
reconnaissance.
D’autres mesures de confiance plutôt basées sur des mots isolés (ou au niveau des carac-
tères) sont discutées dans [PSP06]. Ces mesures de confiance se basent essentiellement sur des
travaux en reconnaissance automatique de la parole, ce que nous présentons maintenant.
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En reconnaissance automatique de la parole, beaucoup de systèmes associent une mesure de
confiance aux mots de la phrase résultat. Ces mesures sont généralement basées sur le graphe
de mots ou la liste des M -meilleures hypothèses de phrases [WSMN01].
Les probabilités a posteriori des mots sont ainsi souvent utilisées [EW00]. Elles peuvent
aussi être combinées à d’autres informations telles que la densité du graphe [KS97] ou encore
des caractéristiques acoustiques et linguistiques [WBR+97]. Un réseau de neurones peut alors
être utilisé pour combiner ces informations.
Dans [HO06], des informations telles que la position du mot dans la phrase résultat, le
nombre de mots de cette phrase ou encore la moyenne et la variance des probabilités a poste-
riori des mots sont combinées aux probabilités a posteriori, en utilisant des SVMs.
6.3 Détection et correction d’erreurs basées sur les probabilités
a posteriori des mots
Nous avons choisi d’utiliser les probabilités a posteriori des mots de la phrase résultat,
comme mesure de confiance pour détecter et corriger d’éventuelles erreurs de reconnaissance.
Dans cette section, nous présentons tout d’abord le principe général de notre approche
(voir sous-section 6.3.1). Nous nous focalisons ensuite sur les deux types d’erreurs de recon-
naissance considérées (voir sous-sections 6.3.2 et 6.3.3), en précisant pour chacune les étapes
de détection et de correction.
6.3.1 Principe général
La détection des erreurs est basée, d’une part, sur le calcul de la meilleure phrase en uti-
lisant l’approche MAP (voir algorithme 4.1, chapitre 4) et, d’autre part, sur l’utilisation des
probabilités a posteriori des mots de cette phrase. Le calcul de ces probabilités a posteriori est
le même que celui décrit par l’algorithme 5.4, dans le chapitre 5.
L’algorithme 6.1 détaille notre approche de détection et de correction des erreurs.
La probabilité a posteriori de chacun des mots de la phrase résultat est utilisée pour détecter
une éventuelle erreur de reconnaissance. Nous considérons deux cas d’erreurs potentielles,
pouvant se produire pour le mot wi :
– un autre mot de la liste de mots candidats li (à laquelle il appartient) a une probabilité a
posteriori plus élevée que celle de wi (§ 6.3.2) ;
– la probabilité a posteriori de wi est considérée comme trop faible (§ 6.3.3).
Nous associons alors, à chaque type d’erreur détectée, une fonction de correction, qui vise
à choisir entre le mot résultat et un des autres mots de la liste li à laquelle il appartient.
La phrase corrigée est alors obtenue à partir de chacun de ses mots corrigés.
Dans cette approche, nous ne remettons pas en cause la segmentation de la phrase résultat ;
cela fera notamment partie des perspectives envisagées pour ces travaux.
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Algorithme 6.1 : Algorithme de détection et de correction des erreurs de reconnaissance.
Données :
ŴMAP : la phrase résultat, obtenue en utilisant l’approche MAP;
Ppost(wi) : la probabilité a posteriori du mot wi;
σpost : le seuil sur les probabilités a posteriori des mots;
wmax : le mot qui a la probabilité maximale, dans la liste de mots candidats li (liste à
laquelle le mot wi appartient);
wmax2 : le mot ayant la deuxième probabilité la plus élevée, dans la liste li;
correction1,2(wi, wk) : les fonctions de correction pour choisir entre les mots wi et wk;
Résultat :
Ŵ : la phrase résultat corrigée;
début
pour chaque mot wi de la phrase ŴMAP faire
§ 6.3.2 si Ppost(wi) 6= Ppost(wmax) alors
ŵi = correction1(wi, wmax);
§ 6.3.3 sinon si Ppost(wi) < σpost alors
ŵi = correction2(wi, wmax2);
Ŵ = ŵ1 ŵ2 . . . ŵN ;
fin
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6.3.2 Mots de probabilité a posteriori non-maximale
6.3.2.1 Détection
Dans ce premier cas, nous considérons qu’il peut y avoir une erreur de reconnaissance si la
probabilité a posteriori du mot résultat wi n’est pas la probabilité la plus élevée, parmi celles
des mots appartenant à la liste de mots candidats li (liste à laquelle appartient le mot résultat
wi). Cela signifie qu’il existe au moins un autre mot de la liste li dont l’indice de confiance est
plus élevé que celui de wi.
Pour détecter ce type d’erreur, nous comparons la probabilité a posteriori du mot résultat
wi avec celle du mot wmax, qui a la probabilité la plus élevée. La figure 6.2 illustre un exemple







FIG. 6.2 – Exemple d’erreur potentielle détectée, pour un mot de probabilité a posteriori non-
maximale.
Dans cet exemple, le mot a est le mot résultat (appelé aussi motMAP , sur la figure) alors
que le mot correct est or (encadré en pointillé, sur la figure), ce dernier ayant une probabilité
a posteriori plus élevée.
6.3.2.2 Correction
Pour proposer une correction du mot détecté comme potentiellement en erreur, nous consi-
dérons que le mot correct est soit le mot résultat wi, soit le mot wmax qui a la probabilité a
posteriori maximale (voir figure 6.2). Les expérimentations montrent que, dans environ 85 %
des cas, lorsque le mot correct est présent dans la liste, il correspond à l’un de ces deux mots.
Pour choisir parmi ces deux mots, un classifieur dédié est appris. Il comporte 6 entrées (3
caractéristiques pour chacun des deux mots) et 2 sorties (chacune représente un des mots).
Les 3 caractéristiques utilisées pour chaque mot sont les suivantes :
– sa probabilité a posteriori Ppost(wi) ;
– son score lexical normalisé scorelexique_norm ;
– son score graphique normalisé scoregraphique_norm.
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Le score lexical (voir chapitre 1, sous-section 1.4) est normalisé par rapport aux scores lexicaux
minimal et maximal des mots ayant le même nombre de traits descendants. Cette normalisa-
tion est effectuée parce que ce score est dépendant du nombre de traits descendants du mot
(voir chapitre 1, sous-section 1.4). Le score graphique (voir chapitre 1, sous-section 1.4) est
normalisé de la même façon.
Ces caractéristiques permettent de considérer à la fois des informations globales sur le
graphe (les probabilités a posteriori des mots, qui correspondent à la somme des probabilités
des chemins auxquels appartiennent les mots) et des informations locales sur les mots (leurs
scores lexicaux et graphiques).
6.3.3 Mots de probabilité a posteriori faible
6.3.3.1 Détection
Dans ce deuxième cas, le mot résultat wi est considéré comme potentiellement en erreur si
sa probabilité a posteriori est jugée trop faible (sa probabilité est la probabilité maximale de
sa liste de mots li). Nous considérons ainsi que la confiance en le résultat de la reconnaissance
n’est pas assez fiable.
Pour détecter ce type d’erreur, nous comparons la probabilité a posteriori du mot wi par
rapport à un seuil σpost. Si la probabilité est inférieure à ce seuil, le mot est alors considéré








FIG. 6.3 – Exemple d’erreur potentielle détectée, pour un mot de probabilité a posteriori faible.
Dans cet exemple, le mot paint est le mot résultat mais sa probabilité a posteriori est en-
dessous du seuil σpost, fixé à 0,8 (voir sous-section 6.5.3).
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6.3.3.2 Correction
La proposition de correction de l’erreur détectée est réalisée de la même façon que dans le
cas précédent, en utilisant un nouveau classifieur dédié, permettant de choisir entre deux mots.
Le choix se porte alors soit sur le mot résultat wi, soit sur le mot wmax2 ayant la deuxième
probabilité a posteriori la plus élevée (voir figure 6.3). En effet, le mot résultat a la probabilité
a posteriori la plus élevée de la liste li, dans ce cas d’erreur détectée. De même que précé-
demment, les expérimentations ont montré que, lorsque le mot correct se trouve dans la liste, il
correspond à un de ces deux mots dans à peu près 83 % des cas.
Les caractéristiques utilisées pour chacun de ces mots sont les mêmes que précédemment ;
le classifieur appris possède également 6 entrées et 2 sorties.
Dans l’approche de correction que nous avons présentée, nous avons considéré que le mot
correct se trouvait parmi les deux mots en entrée du classifieur de correction. En fait, dans
environ 15 % des cas, le mot correct ne correspond à aucun de ces deux mots. Nous ajoutons
alors un mécanisme de rejet qui permet de détecter ces cas de figure et ainsi de ne pas essayer
de corriger les mots qui ne pourront pas l’être.
Nous expliquons cette extension, dans la section suivante.
6.4 Ajout d’un mécanisme de rejet des mots absents
Pour justifier l’introduction du mécanisme de rejet de certains mots détectés, nous commen-
çons par présenter les restrictions introduites pour le traitement des erreurs, dans l’approche
précédente. Nous expliquons ensuite l’utilisation du rejet pour étendre cette approche.
6.4.1 Limitations de l’approche précédente
Dans les deux stratégies de correction présentées, nous supposons que le mot correct se
trouve parmi les deux mots donnés en entrée de chacun des classifieurs dédiés. En fait, le mot
correct peut soit être parmi les autres mots de la liste li (voir figure 6.4(a)), soit ne pas être dans
cette liste (voir figure 6.4(b)). Ainsi, au vu des expérimentations, dans 40 % des cas, le mot
correct correspond à un des autres mots de la liste alors que, dans 60 % des cas, il est absent de
cette liste de mots candidats.
Dans l’exemple donné par la figure 6.4(a), it est le mot correct mais les deux mots utilisés
pour la correction sont i et to. De même, dans l’exemple donné par la figure 6.4(b), le mot
correct but n’est pas un des deux mots utilisés pour la correction (qui sont took et back). De
plus, le mot but n’apparaît même pas parmi les mots de la liste.
Cette simplification a été faite car la majorité des mots corrects se trouve parmi les deux
mots utilisés pour la correction. Ainsi, si nous ne considérons que les mots détectés en erreur
pour lesquels la liste li contient le mot correct, dans 71,35 % des cas, le mot correct est un des
deux mots utilisés pour la correction, dans le cas de la segmentation manuelle. Ce pourcentage
est de 85,08 % lorsque la segmentation est automatique.
















(b) Mot but absent de la liste
FIG. 6.4 – Exemples de mots à rejeter.
Une solution, pour corriger plus d’erreurs, serait alors de considérer plus de mots parmi
lesquels trouver le mot correct. Cela se traduit par une augmentation du nombre d’entrées et de
sorties des classifieurs utilisés pour la correction. Il est alors nécessaire de disposer de plus de
données afin d’apprendre des classifieurs suffisamment fiables. Comme le volume de données
dont nous disposons et correspondant aux mots détectés est assez faible, il n’est actuellement
pas envisageable d’augmenter le nombre de mots à considérer. Cela pourra néanmoins faire
partie des perspectives concernant l’amélioration de la correction des erreurs potentielles.
Une seconde voie complémentaire consiste à utiliser un mécanisme de rejet. Ce mécanisme
permet de mesurer la confiance, non plus sur les mots résultats, mais sur le classifieur utilisé
pour la correction. En effet, s’il est jugé que ce classifieur ne pourra pas corriger le mot résultat,
le mot est rejeté.
Nous présentons maintenant les modifications que cela entraîne.
6.4.2 Principe de l’approche utilisant le rejet
L’algorithme 6.2 étend l’algorithme 6.1, pour inclure le mécanisme de rejet des mots qui
ne pourront a priori pas être corrigés.
Dans chacun des deux cas d’erreurs détectées, nous regardons d’abord si le mot pourra être
corrigé, en utilisant la fonction de rejet. Si le mot n’est pas rejeté, la correction peut avoir lieu
comme précédemment (en utilisant les mêmes classifieurs).
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Algorithme 6.2 : Algorithme de détection et de correction des erreurs de reconnaissance,
incluant un mécanisme de rejet.
Données :
ŴMAP : la phrase résultat en utilisant l’approche MAP;
Ppost(wi) : la probabilité a posteriori du mot wi;
σpost : le seuil sur les probabilités a posteriori des mots;
wmax : le mot qui a la probabilité maximale dans la liste de mots candidats li;
wmax2 : le mot ayant la deuxième probabilité la plus élevée, dans la liste de mots
candidats li;
correction1,2(wi, wk) : les fonctions de correction pour choisir entre les mots wi et wk;
rejet1,2(wi, wk) : les fonctions qui rejettent éventuellement le mot wi, à partir des
informations sur les mots wi et wk;
Résultat :
Ŵ : la phrase résultat corrigée et pouvant comporter des mots rejetés;
début
pour chaque mot wi de la phrase ŴMAP faire
si Ppost(wi) 6= Ppost(wmax) alors
si rejet1(wi, wmax) alors
ŵi = REJET ;
sinon
ŵi = correction1(wi, wmax);
sinon si Ppost(wi) < σpost alors
si rejet2(wi, wmax2) alors
ŵi = REJET ;
sinon
ŵi = correction2(wi, wmax2);
Ŵ = ŵ1 ŵ2 . . . ŵN ;
fin
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Pour rejeter les mots qui ne pourront pas être reconnus, nous utilisons à nouveau deux clas-
sifieurs dédiés à chacun des deux types d’erreurs considérées. Cela correspond à l’architecture
SC (classifieur spécialisé), présentée dans [Mou07]. Ce choix permet de pouvoir utiliser les
classifieurs dédiés aux corrections des erreurs et déjà appris, pour l’approche précédente.
Chacun des deux classifieurs de rejet comporte 6 entrées, correspondant aux 3 caractéris-
tiques de chacun des deux mots considérés (soit wi et wmax, soit wi et wmax2). Ce sont donc
les mêmes entrées que précédemment.
En ce qui concerne les sorties, bien qu’il y en ait également 2, elles ne correspondent pas
aux classes utilisées précédemment. En effet, la première sortie correspond à une classe de
rejet et la deuxième à une classe d’acceptation. Ainsi, la décision de rejeter un mot est prise en
fonction de la classe attribuée au mot wi, par le classifieur de rejet correspondant.
Après avoir détaillé notre approche pour détecter et corriger des erreurs sur la phrase résultat
(obtenue avec l’approche MAP), nous présentons maintenant les résultats des expérimentations
menées pour valider cette approche.
6.5 Expérimentations
L’objectif des expérimentations menées, et présentées dans cette section, est d’améliorer les
performances du système de reconnaissance, en diminuant le taux d’erreur sur les mots. Pour
cela, nous utilisons l’approche de détection et de correction des erreurs, à laquelle nous ajoutons
également le mécanisme de rejet. Ce dernier mécanisme permet d’augmenter la fiabilité du
système de reconnaissance, en rejetant les mots qui ne peuvent pas être corrigés.
Nous mentionnons tout d’abord les classifieurs permettant la correction des mots ainsi que
ceux servant au rejet et nous présentons également les mesures de performance utilisées.
6.5.1 Cadre expérimental
6.5.1.1 Classifieurs utilisés
Pour la correction comme pour le rejet, nous avons utilisé des systèmes à vastes marges [CV95]
(SVM, pour Support Vector Machines) avec des noyaux gaussiens. Nous avons choisi ces clas-
sifieurs pour leur efficacité et leur fiabilité ainsi que pour leur capacité d’apprentissage lorsque
les classes sont déséquilibrées (en terme de nombre d’exemples d’apprentissage).
La table 6.1 détaille les bases d’apprentissage extraites à partir de la base Saisieapp et
utilisées pour l’apprentissage des classifieurs de correction et de rejet, pour chacun des deux
types d’erreurs potentielles considérées.
Les mots des bases utilisées pour l’apprentissage des classifieurs dédiés à la correction sont
les mots de la base Saisieapp (voir chapitre 3, sous-section 3.4.1.1), tels que le mot correct est
un des deux mots utilisés pour la correction (cela correspond aux nbmots_pre´sents mots, définis
dans la sous-section suivante). De même, pour l’apprentissage des classifieurs dédiés au rejet,
la base Saisieapp est également utilisée, en ne considérant cette fois que les mots à rejeter.
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TAB. 6.1 – Nombre de mots dans les bases, pour l’apprentissage des classifieurs dédiés à la
correction et au rejet des erreurs potentielles de reconnaissance.
Extraction Détection par probabilité non-maximale Détection par probabilité faible





Manuelle 108 60 341 270
Automatique 118 81 417 334
6.5.1.2 Mesures de performance
Taux de reconnaissance sur les mots détectés pour la correction (TRMD) Il donne le
pourcentage de mots correctement reconnus, parmi les mots qui ont été détectés comme poten-





avec nbmots_de´tecte´s le nombre de mots détectés comme potentiellement en erreur et nbrecosmots_de´tecte´s
le nombre de ces mots qui sont correctement reconnus.
Taux de reconnaissance sur les mots présents dans la correction (TRMP ) Il mesure le
pourcentage de mots correctement reconnus mais cette fois seulement parmi les mots détectés
pour lesquels le mot correct correspond à un des deux mots utilisés pour la correction (c’est-à-





avec nbmots_pre´sents le nombre de mots détectés, pour lesquels le mot correct se trouve parmi
les mots utilisés pour la correction, et nbrecosmots_pre´sents le nombre de ces mots qui sont correcte-
ment reconnus.
Taux de rejet sur les mots (TRjM ) Ce taux permet de connaître le pourcentage de mots









mots le nombre de mots rejetés, en utilisant les classifieurs de rejet, et nbmots le
nombre de mots de la base de test Saisietest.
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Taux d’erreur sur les mots (TEMrej) Pour pouvoir prendre en compte la notion de re-
jet, ce taux est modifié par rapport à celui présenté précédemment (voir chapitre 3, sous-
section 3.4.1.2) :
TEMrej = 100 − TRM − TRjM (6.4)
avec TRM le taux de reconnaissance sur tous les mots de la base de test Saisietest et TRjM
le taux de rejet défini précédemment et calculé également sur la base Saisietest.
Performance (Perf ) Nous l’utilisons pour mesurer les taux de reconnaissance obtenus avec
les classifieurs de correction, lorsque ceux-ci sont combinés avec les classifieurs de rejet corres-
pondants. Comme la performance mesure le taux de reconnaissance parmi les mots en entrée
des classifieurs de correction, les mots considérés sont tels que le mot correct se trouve parmi
les deux mots en entrée du classifieur. La performance Perf correspond alors au taux de re-
connaissance sur les mots présents TRMP , précédemment défini.
Taux de vraie acceptation (TAR) Ce taux est utilisé pour évaluer le rejet introduit. Le taux
de vraie acceptation (True Acceptance Rate, en anglais) permet de connaître le pourcentage de
mots qui doivent être acceptés et qui le sont réellement. Ce taux doit donc être élevé.









mots_pre´sents le nombre de mots présents qui sont acceptés par le classifieur de rejet.
Taux de fausse acceptation (FAR) À l’instar du TAR, le FAR (False Acceptance Rate, en
anglais) permet d’évaluer le rejet utilisé. Il mesure, cette fois, le pourcentage de mots à rejeter
mais qui sont acceptés. Ce taux doit ainsi être le plus bas possible.
Dans notre cas, les mots à rejeter sont les mots détectés pour lesquels le mot correct ne se











mots_de´tecte´s le nombre de mots détectés qui sont acceptés par le classifieur de rejet et
nb
accepte´s
mots_pre´sents le nombre de mots présents qui sont acceptés par ce classifieur.
6.5.2 Correction des mots de probabilité a posteriori non-maximale
Dans ce premier cas d’erreur, près de 3 % des mots de la base de test Saisietest sont
détectés (2,64 % des mots, dans le cas de la segmentation manuelle, et 3,13 % des mots, pour
la segmentation automatique). Cela permet la détection de près de 15 % des erreurs, en utilisant
l’approche MAP pour la reconnaissance (14,46 % des erreurs, pour l’extraction manuelle des
mots, et 14,92 % des erreurs, pour l’extraction automatique).
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Dans la table 6.2, nous présentons les taux de reconnaissance obtenus sur les mots détectés
ainsi que sur les mots présents, afin d’évaluer la correction sur les mots concernés par cette
stratégie de détection.
TAB. 6.2 – Taux de reconnaissance pour la correction des mots non-maximaux.
Extraction des mots Approche de reconnaissance TRMD TRMP
Manuelle MAP 36,90 % 57,41 %
Détection/correction 46,43 % 72,22 %
Automatique MAP 35,68 % 60,17 %
Détection/correction 42,71 % 72,03 %
L’amélioration obtenue dans le cas de la segmentation manuelle est un peu au-dessus de
celle obtenue pour la segmentation automatique. Ainsi, le taux d’erreur parmi les mots présents
est réduit de 34,77 %, pour l’extraction manuelle des mots, et de 29,78 %, lorsqu’ils sont
extraits automatiquement.
6.5.3 Correction des mots de probabilité a posteriori faible
Dans ce deuxième cas d’erreur, 9,60 % des mots de la base Saisietest sont détectés, pour
la segmentation manuelle, et 11,80 % de ces mots, pour la segmentation automatique. Pour
l’extraction manuelle des mots, cela permet de détecter 49,11 % des erreurs alors que, pour
leur extraction automatique, 47,20 % des erreurs sont ainsi sélectionnées.
Dans la table 6.3, nous présentons les taux de reconnaissance obtenus, pour la correction
des erreurs de ce type qui ont été détectées.
TAB. 6.3 – Taux de reconnaissance pour la correction des mots faibles.
Extraction des mots Approche de reconnaissance TRMD TRMP
Manuelle MAP 41,08 % 73,61 %
Détection/correction 44,52 % 79,77 %
Automatique MAP 46,07 % 82,97 %
Détection/correction 47,80 % 86,09 %
L’augmentation relative des taux de reconnaissance est meilleure pour la segmentation ma-
nuelle. La réduction du taux d’erreur sur les mots présents est alors de 23,34 %, pour cette
extraction manuelle des mots, et de 18,32 %, pour leur extraction automatique.
Une des raisons des performances plus faibles, dans le cas de la segmentation automatique,
peut être expliquée par la segmentation de la phrase. D’une part, cette segmentation peut ne
pas être entièrement correcte. D’autre part, les ensembles de confusion sont maintenant plus
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complexes, pour prendre en compte les différentes segmentations alternatives présentes dans le
graphe de mots (voir chapitre 5).
















FIG. 6.5 – Exemple de graphe de mots avec un ensemble de confusion étendu.
Dans cet exemple, il y a plus de chemins alternatifs considérés que s’il y avait seulement
les trois ensembles de confusion correspondant à la meilleure hypothèses de segmentation (arcs
en trait plein, sur la figure). Ainsi, comme la probabilité a posteriori d’un mot correspond à
la somme des probabilités de tous les chemins auxquels appartient ce mot, normalisée par la
somme des probabilités de tous les chemins, la probabilité a posteriori des mots sera plus faible
dans ce type d’ensemble de confusion.
Par exemple, nous supposons que tous les chemins du graphe de mots de la figure 6.5 sont
équiprobables : ce graphe en compte 34 (8 lorsque seuls les arcs de la meilleure segmentation
sont considérés). Comme 14 chemins passent par le mot credo, sa probabilité a posteriori est
0,29, alors qu’elle aurait été égale à 0,5 (4 chemins) si seuls les ensembles de confusion simples
étaient considérés (en trait plein, sur la figure).
Les mots longs sont encore plus désavantagés. En effet, la probabilité a posteriori du mot
sometimes, par exemple, est 0,06 puisque seuls 2 chemins passent par ce mot.
En conséquence, même si les mots de ces ensembles de confusion complexes sont correc-
tement reconnus, leur probabilité sera généralement inférieure au seuil σpost. Il faudrait alors
modifier l’étape de détection pour ne pas les sélectionner, en n’utilisant plus un seuil absolu
mais peut-être un seuil relatif à la probabilité a posteriori du mot wmax2 ayant la deuxième
probabilité a posteriori la plus élevée. Cet affinement des seuils fera l’objet de perspectives,
concernant la détection des potentielles erreurs.
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6.5.4 Ajout du mécanisme de rejet des mots absents
Avant de présenter les résultats sur l’ajout de classifieurs de rejet dédiés à chacun des cas,
nous expliquons tout d’abord la manière dont se fait le choix des meilleurs classifieur de rejet.
6.5.4.1 Choix des classifieurs de rejet
Pour ajouter le mécanisme de rejet présenté, il faut tout d’abord choisir le classifieur de rejet
le plus performant pour notre tâche, parmi ceux qui ont été appris. Les différents classifieurs
appris diffèrent par les valeurs des paramètres propres aux SVMs ainsi que par la proportion
de mots à reconnaître et à rejeter qui sont considérés lors de l’apprentissage [Mou07]. En effet,
faire varier la taille des bases d’exemples (c’est-à-dire les mots à accepter) et des bases de
contre-exemples (c’est-à-dire les mots à rejeter) permet de donner plus ou moins d’importance
à l’une ou l’autre de ces deux classes.
Pour choisir le classifieur de rejet le plus adapté à notre tâche, nous utilisons des courbes
ROC (donnant le TAR en fonction du FAR) ainsi que des courbes indiquant la performance
en fonction du FAR, comme proposé dans [Mou07].
La courbe ROC permet de trouver le meilleur compromis entre les vraies et les fausses
acceptations, l’idéal étant de n’avoir aucune fausse acceptation (FAR=0 %) et d’avoir toutes
les vraies acceptations (TAR=100 %).
La courbe Perf /FAR est utilisée pour choisir le classifieur de rejet en considérant le taux
de reconnaissance obtenu par la classifieur de correction associé. En effet, les performances de
ce classifieur de correction peuvent être dégradées s’il y a des faux rejets (FRR), c’est-à-dire
des mots qui sont rejetés alors qu’ils devraient être acceptés.
Sur les courbes utilisées par la suite, seuls les meilleurs classifieurs (parmi plus de 1 000
classifieurs appris) seront représentés.
Nous utilisons ces deux courbes pour trouver les classifieurs de rejet qui permettent le
meilleur compromis entre le TAR et le FAR, tout en ne diminuant pas trop les performances
des classifieurs de correction associés ; cela permet de considérer également le meilleur com-
promis entre la performance et le FAR.
6.5.4.2 Mots de probabilité a posteriori non-maximale
La figure 6.6 donne les courbes ROC (voir figure 6.6(a)) et Perf /FAR (voir figure 6.6(b)),
utilisées pour choisir le classifieur de rejet associé aux erreurs du premier type. Sur chacune des
courbes, les classifieurs choisis sont encadrés et étiquetés M et A, selon que la segmentation
est manuelle ou automatique.
Le FAR est meilleur pour la segmentation manuelle (56,62 %, contre 61,52 % pour la
segmentation automatique) mais le TAR est moins bon (87,06 % contre 90,68 %). Néanmoins,
comme les performances sont proches, le fait que le TAR soit inférieur n’a pas d’influence sur
le taux de reconnaissance parmi les mots présents (ce taux correspond à la performance). Cela
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(b) Courbe Perf /FAR
FIG. 6.6 – Rejet sur les mots de probabilité non-maximale.
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peut s’expliquer par le fait que les mots qui ont été rejetés, alors qu’ils auraient dû être acceptés,
ne sont vraisemblablement pas correctement reconnus par la suite.
Cela montre l’intérêt d’utiliser conjointement la courbe ROC et la courbe Perf /FAR, pour
choisir les classifieurs de rejet.
6.5.4.3 Mots de probabilité a posteriori faible
La courbe ROC (voir figure 6.7(a)) et la courbe Perf /FAR (voir figure 6.7(b)), utilisées
pour choisir le classifieur de rejet associé aux erreurs du deuxième type, sont illustrées par la
figure 6.7. Comme précédemment, les classifieurs choisis sont encadrés et étiquetés M et A,
selon le type de segmentation considéré.
La différence entre les performances obtenues avec chacun des types de segmentation est
plus importante que précédemment. Le fait que la performance soit plus élevée pour l’extrac-
tion automatique des mots vient de la présence d’une majorité de mots correctement reconnus,
parmi les mots détectés (dû aux ensembles de confusion plus complexes, comme discuté dans
la sous-section 6.5.3).
Les TAR obtenus sont plus élevés que précédemment (95,02 % pour la segmentation ma-
nuelle et 98,57 % pour la segmentation automatique) mais les FAR sont moins bons (71,40 %
en extraction manuelle et 83,40 % en extraction automatique).
6.5.5 Bilan : combinaison des corrections avec rejet des mots absents
Nous présentons maintenant les résultats globaux, obtenus en combinant les deux stratégies
de détection et de correction des erreurs, associées ou non avec leur stratégie de rejet corres-
pondante. La détection cumulée des deux types d’erreurs permet tout d’abord de sélectionner
63,57 % des erreurs de reconnaissance, pour la segmentation manuelle, et 62,12 % des erreurs,
pour la segmentation automatique (sur la base Saisietest).
La table 6.4 regroupe les différents taux obtenus.
TAB. 6.4 – Taux de reconnaissance pour la correction des erreurs.
Extraction des mots Approche de reconnaissance TRM TRjM TEMrej
MAP 88,48 % 0,00 % 11,52 %
Manuelle Détection/correction 89,06 % 0,00 % 10,94 %
Détection/correction avec rejet 88,79 % 2,37 % 8,84 %
MAP 86,51 % 0,00 % 13,49 %
Automatique Détection/correction 86,94 % 0,00 % 13,06 %
Détection/correction avec rejet 86,77 % 1,71 % 11,52 %
En ce qui concerne les taux de reconnaissance, l’augmentation absolue est de 0,6 %, pour
la segmentation manuelle, et un peu plus de 0,4 %, pour la segmentation automatique : cela
représente une baisse du taux d’erreur sur les mots de 5,03 % et 3,19 %, respectivement.
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FIG. 6.7 – Rejet sur les mots de probabilité faible.
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Le taux de reconnaissance atteignable correspond à une bonne correction de toutes les
erreurs détectées, en ne considérant que les erreurs qui peuvent être corrigées. Ainsi, pour
l’extraction manuelle des mots, il est de 90,62 % alors qu’il est de 88,37 %, pour l’extraction
automatique. Comparativement à ces taux de reconnaissance atteignables, les taux de recon-
naissance sont améliorés d’environ 25 %.
Lorsque les stratégies de rejet sont prises en compte, nous constatons que l’amélioration
du taux de reconnaissance est plus faible (de 0,3 % et 0,25 %, en absolu). Cependant, les
mots rejetés sont distingués des mots en erreur, les deux taux de rejet étant 2,37 % et 1,71 %,
respectivement pour la segmentation manuelle et la segmentation automatique. Ainsi, le taux
d’erreur est diminué : la baisse relative est alors importante, puisqu’elle est de 23,26 %, pour
la segmentation manuelle, et de 14,60 %, pour la segmentation automatique.
6.6 Bilan
Dans ce chapitre, nous avons présenté une approche permettant de détecter et de corriger
des erreurs restantes, à l’issue de la reconnaissance de phrases basée sur une approche MAP.
Pour cela, nous utilisons les probabilités a posteriori des mots de la phrase MAP, en tant qu’in-
dices de confiance sur le résultat de leur reconnaissance.
Nous avons pris en compte deux types d’erreurs potentielles. La première concerne le cas
où la probabilité a posteriori du mot résultat ne correspond pas à la probabilité a posteriori
maximale, dans la liste de mots candidats à laquelle le mot appartient. Dans le second cas, la
probabilité a posteriori du mot résultat est maximale mais elle est inférieure à un seuil fixé a
priori : elle est donc jugée comme non suffisamment fiable.
La correction des erreurs ainsi détectées est effectuée grâce à des SVMs, appris pour cor-
riger chacun des deux types d’erreurs. Pour cela, des informations locales et globales sur les
mots sont utilisées. Le résultat final consiste alors à choisir entre le mot résultat et un des autres
mots de la liste de mots candidats à laquelle il appartient.
Nous avons finalement introduit un mécanisme de rejet afin de pouvoir identifier les erreurs
de reconnaissance qui ne pourront pas être corrigées par l’approche proposée. Cela permet
également de pouvoir mettre en évidence ces mots, pour effectuer un traitement supplémentaire
(mise en évidence dans une interface de saisie ou encore nouvelle passe de reconnaissance).
Nous avons comparé l’apport de l’approche proposée par rapport à l’approche MAP uti-
lisée pour la reconnaissance. Quelle que soit la méthode de segmentation utilisée (manuelle
ou automatique), notre approche a permis de corriger des erreurs de reconnaissance et ainsi
de diminuer le taux d’erreur sur les mots : la baisse relative est proche de 5 % (segmentation
manuelle) et de 3 % (segmentation automatique).
Les résultats obtenus se sont révélés meilleurs lorsque la segmentation est effectuée ma-
nuellement. En effet, comme dans ce cas il n’y a pas d’erreurs sur la segmentation, le mot
correct se trouve parmi les mots candidats de la liste à laquelle appartient le mot résultat consi-
déré. En revanche, lorsque la segmentation est effectuée automatiquement, il peut y avoir des
erreurs de segmentation, lesquelles ne sont pas corrigées par notre approche. Le mot résultat
ne peut alors pas être corrigé car le mot correct n’apparaît pas dans sa liste de mots associée.
130 Chapitre 6. Détection et correction d’erreurs de reconnaissance
L’utilisation du mécanisme de rejet permet de diminuer de nouveau le taux d’erreur sur
les mots, même si cela entraîne une légère baisse du taux de reconnaissance (par rapport à la
correction sans rejet). La baisse relative, par rapport à la reconnaissance avec l’approche MAP
sans correction, est relativement intéressante puisqu’elle est proche de 23 % (segmentation
manuelle) et de 15 % (segmentation automatique).
Nous avons également dégagé des perspectives tout au long de l’étude de cette approche de
détection et de correction d’erreurs de reconnaissance. Tout d’abord, nous pourrons inclure la
détection des mauvaises segmentations, soit directement lors de l’étape de détection, soit en
utilisant les classifieurs de rejet. En effet, les erreurs de segmentation correspondent typique-
ment aux cas où le mot correct ne se trouve pas dans la liste de mots candidats. De plus, pour
la détection des erreurs potentielles liées à une probabilité a posteriori faible, nous avons vu
qu’un seuil fixe n’était pas adapté au cas de la segmentation automatique. Il faudra alors affiner
ce seuil, afin de ne pas détecter trop de fausses erreurs. Enfin, lors de la phase de correction,
il pourrait être intéressant de considérer plus de deux mots en entrée des classifieurs dédiés.
Comme nous l’avons déjà mentionné, cela nécessitera l’augmentation des bases d’exemples,
afin de pouvoir apprendre les classifieurs dédiés de manière fiable.
Ces différentes perspectives permettront d’affiner et d’approfondir l’approche présentée
pour la détection et la correction d’erreurs potentielles.
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Conclusion
Dans cette thèse, nous avons abordé la reconnaissance d’écriture manuscrite, en nous pla-
çant au niveau de la reconnaissance de textes manuscrits en-ligne. L’objectif était alors de
proposer un système complet de reconnaissance de phrases, en se basant sur le système exis-
tant de reconnaissance de mots, RESIFMot. Pour cela, nous avons étudié deux problématiques,
liées à la reconnaissance de phrases :
– la segmentation des phrases en mots ;
– l’interprétation des mots en contexte de phrase, en intégrant des informations linguis-
tiques grâce à des modèles de langage.
Durant notre étude, nous avons pris en compte la combinatoire liée à ces deux problé-
matiques afin de limiter, d’une part, le nombre d’hypothèses de segmentation considérées et,
d’autre part, la taille des modèles de langage utilisés.
Nous avons également proposé des méthodes pouvant facilement s’adapter à une évolution
du système de reconnaissance de mots. De plus, les méthodes proposées sont généralisables à
l’utilisation d’autres systèmes de reconnaissance de mots.
Dans la première partie de cette thèse, nous avons utilisé une représentation des phrases sous
forme de graphe de mots. Ces graphes rassemblent à la fois les hypothèses de segmentation et
les hypothèses de mots correspondant aux segmentations.
Nous nous sommes d’abord intéressées à l’extraction des mots des phrases, afin de construire
les graphes de mots. Dans la première étape de cette segmentation, nous avons proposé une mé-
thode basée sur la caractérisation des espaces entre traces consécutives du tracé de la phrase
manuscrite. Cette caractérisation s’appuie sur le calcul d’une distance qui permet d’absorber les
variations de style d’écriture et ainsi de s’affranchir d’une phase coûteuse de pré-traitements.
Dans une deuxième étape, nous avons ajouté un indice de confiance sur le résultat de la
caractérisation des espaces inter-traces, afin de pouvoir proposer des hypothèses de segmen-
tation alternatives. Cela nous a permis d’étendre l’approche précédente, en utilisant cet indice
de confiance pour ajouter des hypothèses supplémentaires de segmentation afin de pouvoir
résoudre d’éventuels problèmes de sur- et de sous-segmentation de la phrase. La stratégie pro-
posée permet d’ajouter les hypothèses de segmentation les plus pertinentes, tout en contrôlant
la combinatoire liée à la taille du graphe de mots.
Les expérimentations menées ont montré que l’approche présentée respectait ces dernières
contraintes puisque les segmentations correctes sont quasiment toutes présentes dans les graphes
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de mots (à près de 99 %), ces graphes ayant une taille raisonnable (en moyenne, deux alterna-
tives de segmentation sont présentes pour chacun des mots de la phrase à reconnaître).
Pour pouvoir exploiter au mieux les graphes de mots ainsi construits, nous avons présenté
deux approches permettant de tirer partie de l’utilisation de modèles de langage, au cours de
la reconnaissance de phrases. Ces deux approches reposent sur l’approche MAP, qui cherche à
maximiser la probabilité de la phrase résultat de la reconnaissance.
La première approche proposée permet de combiner les informations syntaxiques (don-
nées par les modèles de langage) avec les informations graphiques et lexicales (données par
le système de reconnaissance de mots), directement lors de l’exploration du graphe de mots,
en prenant en compte l’importance relative de chacune de ces informations ainsi que celle des
éventuels problèmes de segmentation.
Dans la deuxième approche proposée, nous avons chercher à tirer partie de la spécificité
de différents modèles de langage (plus grande précision, modélisation de connaissances dif-
férentes. . .). Pour cela, nous avons utilisé des modèles de langage, à la fois lors de l’explo-
ration du graphe de mots (comme dans l’approche précédente) mais aussi dans une phase
de post-traitement, pour réordonner les hypothèses de phrases issues de cette exploration du
graphe. Cela permet l’utilisation de modèles de langage avec des historiques plus longs et qui
ne peuvent être intégrés directement durant la reconnaissance sur le graphe de mots.
Les expérimentations menées sur l’intégration des modèles de langage ont permis de com-
parer des modèles unigrammes, bigrammes et trigrammes ainsi que des modèles biclasses et
triclasses, basés sur des classes construites à partir de critères statistiques. Cette comparai-
son a été faite tant au niveau de la qualité de ces modèles que de leur apport dans la phase de
reconnaissance. Nous avons ainsi montré l’influence de la taille du corpus utilisé pour l’appren-
tissage des modèles de langage ainsi que l’importance de la prise en compte du poids respectif
des différentes informations (graphiques, lexicales et syntaxiques) ainsi que des éventuels pro-
blèmes de segmentation. L’optimisation de ces paramètres a permis de réduire de moitié le taux
d’erreur sur les mots. Nous avons également mis en évidence l’intérêt des modèles biclasses
puisqu’ils permettent d’obtenir des performances proches de celles obtenues avec des modèles
bigrammes tout en étant plus compacts (en moyenne, deux fois plus petits).
Nous avons finalement étudié l’apport de modèles 4-grammes et de modèles 7-classes à
base de classes morpho-syntaxiques, pour réordonner des hypothèses de phrases produites en
intégrant un modèle biclasse (à base de classes statistiques) durant la reconnaissance. La com-
binaison de chacun de ces deux modèles de langage, avec le modèle biclasse, a encore permis
d’améliorer les performances du système de reconnaissance (réduction relative du taux d’erreur
de près de 5 %). Nous avons également constaté que les deux modèles de langage combinés
participaient de manière égale à la reconnaissance finale.
Les travaux concernant l’approche de segmentation des phrases ont été réalisés en colla-
boration avec François Bouteruche et ont été publiés dans [QBA07]. Les travaux portant sur
l’étude de l’intégration de modèles de langage ont été présentés dans [QAC05, QA06].
Dans la deuxième partie de cette thèse, nous avons exploré une nouvelle voie pour aborder
l’intégration de connaissances linguistiques, en reconnaissance d’écriture.
Nous nous sommes alors basées sur une représentation originale des hypothèses de phrases,
sous la forme d’un réseau de confusion. Cette technique, issue de la reconnaissance automa-
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tique de la parole, permet de mettre en évidence les ambiguïtés sur les mots des hypothèses
de phrases. La reconnaissance s’appuie alors sur le calcul des probabilités a posteriori des
mots et la phrase résultat (appelée hypothèse consensus) est celle qui maximise les probabilités
a posteriori de ses mots.
Nous avons tout d’abord proposé des modifications et des extensions de l’approche initia-
lement utilisée en reconnaissance automatique de la parole, pour pouvoir l’adapter aux spécifi-
cités de la reconnaissance d’écriture et de notre tâche de reconnaissance, plus particulièrement.
Cette approche de reconnaissance par consensus s’est révélée légèrement moins performante
que l’approche MAP. Cependant, nous avons observé que les erreurs commises par les deux
approches étaient différentes. Nous avons donc cherché à tirer partie de leurs spécificités.
Pour cela, nous avons alors proposé une approche permettant de détecter de potentielles er-
reurs de reconnaissance sur les mots de la phrase, résultat de la reconnaissance par l’approche
MAP, en utilisant les probabilités a posteriori de ses mots en tant qu’indices de confiance.
Nous avons considéré deux cas dans lesquels des erreurs potentielles de reconnaissance pou-
vaient apparaître. Nous avons alors proposé une stratégie de correction, basée sur l’utilisation
de classifieurs de type SVM dédiés à chacun de ces deux cas, permettant de confirmer le résultat
de la reconnaissance ou de le remettre en cause.
Nous avons finalement ajouté un mécanisme de rejet, basé lui aussi sur des classifieurs
dédiés, pour cette fois rejeter le résultat de la reconnaissance s’il est considéré comme non
correct et qu’il ne pourra pas être corrigé par l’étape de correction précédemment présentée.
Les expérimentations menées ont tout d’abord permis de réduire le nombre d’erreurs de
reconnaissance, en utilisant seulement la correction sur les erreurs potentielles détectées (en
moyenne, baisse relative du taux d’erreur sur les mots de 4 %). L’utilisation de l’étape de rejet a
permis de réduire encore ces erreurs, en rejetant également certains résultats de reconnaissance
qui peuvent alors être mis en évidence ou soumis à une nouvelle étape de reconnaissance (en
moyenne, baisse relative du taux d’erreur de 20 %, par rapport à l’approche MAP).
Les travaux exploitant une représentation des hypothèses sous la forme d’un réseau de
confusion ont été publiés dans [QA07, QA08].
Perspectives
Nous proposons maintenant des perspectives d’extension du système actuel de reconnais-
sance de phrases manuscrites.
Lors de la segmentation des phrases, nous détectons la zone du corps des mots, pour pou-
voir calculer la distance entre deux traces d’une phrase considérée. Il pourrait être intéressant
d’utiliser cette zone de corps, dans le système de reconnaissance de mots (qui se base aussi sur
une zone de corps mais calculée seulement sur le mot considéré). Cela permettrait, également
au niveau de la reconnaissance des formes, de tirer partie du contexte de phrase dans lequel est
écrit le mot, ce qui serait en particulier bénéfique pour les mots courts.
Une des contraintes sur la segmentation concernait une extension possible vers une ap-
proche « à la volée », c’est-à-dire au fur et à mesure de l’écriture. De même, nous pourrions
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étendre la reconnaissance de phrases à une reconnaissance « à la volée », en étudiant plus par-
ticulièrement les modifications nécessaires au niveau de l’intégration des modèles de langage.
Concernant l’intégration de connaissances linguistiques au niveau syntaxique, il pourrait
être intéressant d’utiliser des approches plus structurelles, en complément des approches sta-
tistiques. En l’occurrence, des techniques issues notamment du traitement automatique des
langues (TAL) commencent à être utilisées dans des systèmes de reconnaissance automatique
de la parole [HSG06].
L’utilisation de telles informations linguistiques serait encore plus bénéfique dans le cadre
de la reconnaissance de textes complets, c’est-à-dire composés de plusieurs phrases. Dans ce
cas, il peut aussi être intéressant de tirer partie d’informations sur le thème du texte, en utili-
sant alors des modèles de langage spécialisés pour un thème donné [IO99] ou en utilisant des
modèles de langage à base de cache [KM90]. En effet, ces modèles de langage permettent de
prendre en compte dynamiquement ce qui a déjà été écrit mais il faut alors être capable de gérer
les éventuelles erreurs de reconnaissance qui peuvent s’introduire dans le cache.
Pour pouvoir bénéficier encore plus de l’apport des informations graphiques (sur la forme
des tracés) et linguistiques (au niveaux lexical et syntaxique), nous pourrions nous intéresser à
une meilleure combinaison de ces données, en étudiant des méthodes de fusion d’informations.
Ces méthodes seraient bénéfiques à la fois pour la reconnaissance par approche MAP et pour
la reconnaissance par approche consensus. Dans l’approche consensus, cela permettrait ainsi
de mieux combiner les informations, lors du calcul des probabilités a posteriori des mots.
En ce qui concerne l’approche consensus utilisée pour la reconnaissance de phrases, nous
pourrions également envisager d’autres méthodes de calcul de la probabilité des phrases, à
partir des probabilités a posteriori des mots. Cela pourrait permettre d’améliorer les résul-
tats, notamment lorsque la segmentation est réalisée automatiquement et que les ensembles de
confusion, sur lesquels se base le calcul des probabilités des phrases, sont plus complexes.
Nous pouvons finalement améliorer, à différents niveaux, la méthode de détection et de
correction des erreurs potentielles de reconnaissance. Nous pourrions tout d’abord affiner la
détection des erreurs potentielles, dans le cas où les probabilités a posteriori des mots sont
comparées à un seuil fixé a priori. En effet, il pourrait être plus efficace d’utiliser une détection
plus souple, peut-être de manière plus locale au contexte des mots considérés. Cela éviterait de
détecter un trop grand nombre de fausses erreurs.
Concernant maintenant la phase de correction des éventuelles erreurs détectées, nous pour-
rions également remettre en cause le résultat en considérant cette fois plus de deux mots, en
entrée des classifieurs dédiés et utilisés pour cette tâche.
Finalement, en plus de remettre en cause des éventuelles erreurs de reconnaissance, nous
pourrions également reconsidérer la segmentation de la phrase résultat (obtenue par l’approche
MAP). Pour cela, les mots rejetés peuvent être utilisés puisque les erreurs de segmentation se
trouvent parmi les cas d’erreurs potentielles détectées et qui doivent être rejetées. Il faudrait
alors trouver une méthode pour discriminer, parmi les erreurs potentielles rejetées, celles qui
correspondent à des erreurs de segmentation de celles qui correspondent à des erreurs de re-
connaissance. Les erreurs de reconnaissance pourraient également faire l’objet d’un traitement
particulier, que ce soit une mise en évidence pour faciliter la relecture du résultat à un utilisateur





φ(hi) : Classe d’équivalence de l’historique hi
CouvMLn : Couverture des phrases saisie, à l’ordre n du modèle de langage ML
ci : Classe du mot wi
C : Nombre de classes de mots
HML : Entropie croisée du modèle de langage ML
hi : Historique d’un mot wi
ML : Modèle de langage
n : Ordre d’un modèle de langage
NbMLparam : Nombre de paramètres du modèle de langage ML
P (wi|w
i−1
i−n+1) : Probabilité donnée par un modèle n-gramme à la suite de n mots wii−n+1
POS : Partie du discours (part of speech)
PPLML : Perplexité du modèle de langage ML
V : Vocabulaire
Reconnaissance de mots manuscrits
li : Liste de mots candidats donnée par RESIFMot, pour le signal manuscrit si
m : Nombre de mots candidats dans les listes données par RESIFMot
scoregraphique : Taux d’adéquation global donné à un mot candidat, par RESIFMot
scorelexique : Distance d’édition minimale donné à un mot candidat, par RESIFMot
score(si|wi) : Score donné au mot wi résultat de la reconnaissance du signal manuscrit si
Reconnaissance de phrases manuscrites
γ : Poids associé au modèle de langage
δ : Poids pour gérer les problèmes de sur- et sous-segmentation
M : Nombre de phrases dans les listes résultat de la reconnaissance de phrases
nbarcs : Nombre d’arcs dans le graphe de mots
nb
pre´sents
arcs : Nombre d’arcs du graphe correspondant à des mots à reconnaître
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nbmots : Nombre de mots à reconnaître
nb
pre´sentsm
mots : Nombre de mots présents parmi les m mots des listes de RESIFMot
nbrecosmots : Nombre de mots correctement reconnus dans les phrases résultat
nbsubstmots : Nombre de substitutions de mots entre les phrases à reconnaître et résultat
nb
suppr
mots : Nombre de suppressions de mots entre les phrases à reconnaître et résultat
Saisieapp : Base d’apprentissage des phrases manuscrites
Saisietest : Base de test des phrases manuscrites
nbtraces : Nombre de traces manuscrites
Wˆ = wN1 : Phrase de N mots, résultat de la reconnaissance par approche MAP
TEM : Taux d’erreur sur les mots
TPM : Taux de présence des mots à reconnaître, dans le graphe de mots
TRM : Taux de reconnaissance sur les mots
Extraction de mots manuscrits
∆xnouvref : Distance en x entre les traces Tref et Tnouv
σreconsider : Seuil pour la reconsidération de la classification des espaces inter-traces
DG : Densité du graphe de mots
difftop2 : Indice de confiance sur la classification d’un espace inter-traces Enouvref
Enouvref : Espace entre les traces Tref et Tnouv
GRB : Groupe référence de base, composé de traces précédemment écrites
P
pg
nouv : Point le plus à gauche de la trace nouvellement écrite
P
pd
ref : Point le plus à droite de la trace de référence
Tnouv : Trace nouvellement écrite
Tref : Trace de référence
TPA : Taux de présence des arcs à reconnaître, dans le graphe de mots
Graphes de mots
at+xt : Arc du graphe de mots, entre les nœuds nt et nt+x
G : Graphe de mots
nt : Nœud du graphe de mots, d’indice t
T : Nombre de nœuds du graphe de mots
Réseaux de confusion
α(nt) : Probabilité forward du nœud nt
β(nt) : Probabilité backward du nœud nt
ζ : Poids associé à la probabilité P (si|wi), dans le calcul de la probabilité
a posteriori du mot wi
CG : Réseau de confusion construit à partir du graphe de mots G
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L : Nombre d’ensembles de confusion
Ppost(wi) : Probabilité a posteriori du mot wi
Wconsensus : Hypothèse consensus
Détection et correction d’erreurs
σpost : Seuil sur les probabilités a posteriori des mots, pour la détection d’erreurs
BasenonMaxcorrect : Base d’apprentissage du classifieur de correction, quand une erreur est dé-
tectée par la probabilité a posteriori non maximale du mot résultat
BasenonMaxrejet : Base d’apprentissage du classifieur de rejet, quand une erreur est détectée
par la probabilité a posteriori non maximale du mot résultat
Base
faible
correct : Base d’apprentissage du classifieur de correction, quand une erreur est dé-
tectée par la probabilité a posteriori trop faible du mot résultat
Base
faible
rejet : Base d’apprentissage du classifieur de rejet, quand une erreur est détectée
par la probabilité a posteriori trop faible du mot résultat
FAR : Taux de fausses acceptations (false acceptance rate)
motMAP : Mot de la phrase résultat de la reconnaissance par approche MAP
nbmots_de´tecte´s : Nombre de mots détectés comme potentielles erreurs de reconnaissance
nbrecosmots_de´tecte´s : Nombre de mots détectés qui sont correctement reconnus
nb
accepte´s
mots_de´tecte´s : Nombre de mots détectés qui sont acceptés par le classifieur de rejet
nbmots_pre´sents : Nombre de mots détectés et pour lesquels le mot correct est présent parmi
les mots utilisés pour la correction
nbrecosmots_pre´sents : Nombre de mots présents qui sont correctement reconnus
nb
accepte´s
mots_pre´sents : Nombre de mots présents qui sont acceptés par le classifieur de rejet
nb
rejete´s
mots : Nombre de mots rejetés
Perf : Performance correspondant au TRMP
TAR : Taux de vraies acceptations (true acceptance rate)
TEMrej : Taux d’erreur sur les mots, lorsqu’un mécanisme de rejet est présent
TRjM : Taux de rejet sur les mots
TRMD : Taux de reconnaissance sur les mots détectés à corriger
TRMP : Taux de reconnaissance sur les mots présents dans ceux à corriger
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Annexe A
Interface de saisie de phrases
manuscrites
FIG. A.1 – Écran d’accueil de l’application de saisie de phrases manuscrites.
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Résumé
Avec l’émergence des périphériques mobiles tels que les assistants personnels ou les Tablet
PC, le besoin de reconnaître l’écriture manuscrite est apparu, afin d’exploiter au mieux ces
périphériques qui remplacent l’usage de la souris et du clavier par un stylet. La tâche de recon-
naissance d’écriture est cependant complexe et la reconnaissance de textes manuscrits ne peut
pas se limiter à la reconnaissance de ses caractères. Il est nécessaire d’utiliser des connaissances
linguistiques tant au niveau des mots (grâce à des dictionnaires) qu’au niveau des phrases (à
l’aide de modèles de langage).
L’objectif de ces travaux est de construire un système complet de reconnaissance de phrases,
en se basant sur un système existant de reconnaissance de mots. Pour cela, deux axes de re-
cherche sont abordés : d’une part, la segmentation de la phrase en mots et, d’autre part, l’in-
tégration de connaissances linguistiques au niveau de la phrase, pour prendre en compte le
contexte syntaxique des mots.
La première étape consiste à extraire les mots de la phrase. Pour ce faire, nous présentons
une méthode basée sur la caractérisation des espaces entre les tracés manuscrits : cette ca-
ractérisation est apprise de manière automatique. Nous étendons cette méthode pour pouvoir
considérer des segmentations alternatives, tout en tenant compte de la combinatoire liée au
nombre total d’hypothèses de segmentation. Nous utilisons pour cela des indices de confiance
sur le résultat de la caractérisation précédente, afin de pouvoir remettre en cause certaines de
ces caractérisations d’espaces inter-traces.
La deuxième étape concerne la phase de reconnaissance des mots des phrases. L’objectif
est d’utiliser des connaissances linguistiques pour prendre en compte des informations sur le
contexte syntaxique des mots. Nous utilisons pour cela des modèles de langage statistiques,
permettant de représenter les enchaînements possibles de mots.
Nous cherchons tout d’abord à intégrer ces modèles de langage le plus efficacement pos-
sible, lors de la phase de reconnaissance. Nous avons ainsi étudié l’impact de différents mo-
dèles de langage puis nous avons combiné ces différents modèles, afin de tirer partie de leurs
spécificités.
Afin de pouvoir identifier les erreurs de reconnaissance restantes, nous présentons finale-
ment une méthode originale permettant la détection puis la correction ou le rejet de ces erreurs.
L’approche proposée s’appuie sur une représentation des phrases sous forme de réseaux de
confusion (technique issue de la reconnaissance automatique de la parole).
L’utilisation des techniques présentées permet de réduire de façon importante le nombre
d’erreurs de reconnaissance, parmi les mots des phrases.
