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to allow natural representations and abstractions of complex tasks. Multi-agent sys-
tems are characterized by their relational structure and present a good example of
a complex task. In this paper, we show how relational reinforcement learning could
be a useful tool for learning in multi-agent systems. We study this approach in more
detail on one important aspect of multi-agent systems, i.e., on learning a communi-
cation policy for cooperative systems (e.g., resource distribution). Communication
between agents in realistic multi-agent systems can be assumed costly, limited and
unreliable. We perform a number of experiments that highlight the conditions in
which relational representations can be beneficial when taking the constraints men-
tioned above into account.
1 Introduction
Relational reinforcement learning (RRL) has emerged in the machine learning com-
munity as a promising subfield of reinforcement learning (RL) (e.g., [4,6,25,28]). It
upgrades RL techniques by using relational representations for states, actions, and
learned value-functions or policies to allow natural representations and abstractions
of complex tasks. RRL offers a state space representation that is much richer than
the one used in classical (or propositional) methods. This leads to a serious state
space reduction, allowing the use of generalized prior knowledge and inferring gen-
eral new knowledge as a result.
So far, most of the work in RRL has focused on single agent situations, i.e.,
environments in which only one agent operates and learns. Because multi-agent
problems contain, besides a complex environment, also interactions between the
agents, it is reasonable to assume that this new paradigm can also contribute to the
multi-agent systems (MAS) domain.
An important source of complexity in MAS is the fact that agents only have
partial information about the environment. Because of the inherent generalization
and abstraction that comes with relational representations, agents can more naturally
generalize over unseen parts of the environment. Also, in complex MAS, agents can
interfere with each others actions, plans or goals. Hence, agents need to take these
external influences into account and need to learn which other agents to keep in
mind when optimizing ones own behavior. The latter can, for example, be achieved
through communication . Through communication, agents can limit the influence of
partial observability, and obtain valuable information about other agents. Harmful
interactions with agents can be avoided, while on the opposite, agents with common
interest can work together to achieve a higher reward. However, communication
in complex MAS is not free. Communicating with other agents comes with a cost
(e.g., the communication medium may not be free and/or have a limited bandwidth),
is often limited (e.g., communication is only possible with agents within a certain
range) or unreliable (e.g., messages may not always arrive error free or even not at
all).
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In the current paper we investigate the effect of using a relational representa-
tion with respect to agent communication. We define an abstract cooperative MAS,
wherein agents can learn to communicate with each other to achieve a higher reward.
More precisely, we consider a population of agents that each have to learn how to
complete a number of tasks. The agents can have some prior knowledge about tasks,
which allows them to complete the task more easily. Additionally, agents may ask
other agents for advice. Hence, they can learn to complete a task not only by find-
ing a solution themselves but also by asking an agent that already knows how to
complete it. Therefore, it is important that agents have a good idea of who is good
at which task, and as such obtain a good impression of the agent relationships. We
perform a number of experiments that illustrate the benefit of using RRL for agent
communication in MAS. More specifically, we empirically validate if (relational)
communication is beneficial compared to no communication, and whether relational
representations can cope with issues such as limited and unreliable communication.
We also test whether our relational communication approach is scalable in terms
of agents and task complexity. Our results illustrate that when using a relational
communication approach, agents can learn to complete tasks faster through advice
seeking.
The remainder of this paper is structured as follows: in Section 2 and 3 we explain
RL and RRL respectively. The application of RRL in MAS, along with existing
work, is discussed in Section 4. In Section 5 we describe our experiments that must
empirically validate the advantages of using relational communication in MAS. We
conclude in Section 6.
2 Reinforcement learning
Most RL research is based on the framework of Markov decision processes (MDP)
[19]. MDP are sequential decision making problems for fully observable worlds.
They are defined by a tuple (S,A,T,R). Starting in an initial state s0 at each dis-
crete time-step t = 0,1,2, . . . an adaptive agent observes an environment state st
contained in a finite set of states S = {s1,s2, . . . ,sn}, and executes an action a
from a finite set of admissible actions A = {a1,a2, . . . ,am}. The agent receives
an immediate reward R : S → R, that assigns a value or reward for being in that
state, and moves to a new state s′ depending on a probabilistic transition function
T : S×A× S → [0,1]. The probability for ending up in state s′ after doing action a
in state s is denoted as T (s,a,s′). For all actions a, and all states s and s′, we have
that T (s,a,s′) ≥ 0 and ∑s′∈S T (s,a,s′) = 1. An MDP respects the Markov property:
the future dynamics, transitions and rewards fully depend on the current state, i.e.,
T (st+1|st ,at ,st−1,at−1, . . .)= T (st+1|st ,at) and R(st |st−1, . . .)=R(st). The transition
function T and reward function R together are often referred to as the model of the
environment. The learning task in MDP is to find a policy pi : S → A for selecting
actions with maximal expected (discounted) future reward. The quality of a policy
is indicated by a value function V pi . The value V pi(s) specifies the total amount of
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reward which an agent may expect to accumulate over the future, starting from state
s and following the policy pi . Informally, the value function indicates the long-term
desirability of states after taking into account the states that are likely to follow
and the rewards available in those states. In a discounted infinite horizon MDP, the
expected cumulative reward (i.e., the value function) is defined as:
V pi(s) = E
[
∞
∑
t=0
γ tR(St)|s0 = s
]
(1)
A discount factor γ ∈ [0,1〉 is introduced to ensure that the rewards returned are
bounded (finite) values. The variable γ determines the relevance of future rewards.
Setting γ to 0 results in a myopic view on rewards (i.e., only the immediate reward
is optimized), whereas values closer to 1 will increase the contribution of future
rewards to the sum.
The value for a given policy pi , expressed by Equation 1, can be iteratively com-
puted by the so-called Bellman Equation [1]. In value iteration approaches, one
starts with arbitrarily chosen value function V pi0 and, during each iteration t, for each
state s ∈ S the value function is updated based on the immediate reward and the
current estimates of V pi :
V pit+1(s) = R(s)+ γ ∑
s′∈S
T (s,pi(s),s′)V pit (s′) (2)
The process of updating state value functions based on current estimates of suc-
cessor state values is referred to as bootstrapping. The depth of successor states con-
sidered in the update can be varied, i.e., one can perform a shallow update where
one only looks at immediate successor states or a deep update where successors
of successors are also considered. The value function estimates of successor states
are used to update the value function estimate of the current state. This is called
a backup operation. Different algorithms use different backup strategies, e.g., sam-
ple backups (sample a single successor state) or full backups (sample all successor
states).
The goal of an MDP is to find the optimal policy, i.e., the policy that receives the
most reward. The optimal policy pi∗(s) is such that V pi∗(s)≥V pi(s) for all s ∈ S and
all policies pi . It is proven that the optimal value function, often abbreviated as V ∗,
satisfies the following Bellman optimality criterion:
V ∗(s) = R(s)+ γ max
α∈A
[
∑
s′∈S
T (s,a,s′)V ∗(s′)
]
(3)
Solving Equation 3 can be done in an iterative manner, similar to the computa-
tion of the value function for a given policy such as expressed in Equation 2. The
Bellman optimality criterion is turned into an update rule:
V pit+1(s) = R(s)+ γ max
α∈A
[
∑
s′∈S
T (s,a,s′)V pin (s′)
]
(4)
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The optimal action can then be selected as follows:
pi∗(s) = argmax
a
[
R(s)+ γ ∑
s
′∈S
T (s,a,s′)V ∗(s′)
]
(5)
Besides learning state-values, one can also define state-action value functions, or
so-called Q-functions. Q-functions map state-action pairs to values, Q : S×A→ R.
They reflect the long term desirability of performing action a in state s, and then
performing policy pi thereafter. The Q-function is defined as follows:
Q∗(s,a) = R(s,a)+ γ ∑
s′∈S
T (s,a,s′)V ∗(s′) (6)
The optimal policy pi∗ selects the action which maximizes the optimal action
value function Q∗(s,a) for each state s ∈ S:
pi∗(s) = argmax
a
Q∗(s,a) (7)
Solutions for and properties of state value functions can be straightforwardly
translated to state-action values.
When an environment’s model (i.e., transition T function and reward R func-
tion) is known, the optimal policy can be computed using a dynamic programming
approach, as for example with policy iteration or value iteration. When the model
of the environment is unknown, as it usually is, we can use sampling based tech-
niques such as temporal difference learning as an alternative. These techniques do
not depend on a model but rather collect samples of interactions with the envi-
ronment and update the value estimates based on these interactions. An important
issue is the used sampling strategy, better known in RL literature as the exploration-
exploitation dilemma, i.e., when to explore the environment and when to exploit
acquired knowledge. Various exploration and exploitation strategies exist, such as
ε-greedy and Boltzmann exploration. For a thorough overview, we refer to [30].
Temporal difference learning methods such as Q-learning [29] and SARSA [20] are
model-free solution methods. The algorithms are described in detail in [23]. The
update rule for the most popular algorithm, one-step Q-learning is denoted as:
Q(a,s)→ (1−α)Q(a,s)+α
[
r+ γ max
a′
Q(a′,s′)
]
(8)
where α is the step-size parameter, and γ the discount-rate. Both algorithms are
proven to converge to optimal policies under loose conditions, given that no abstrac-
tions have been applied. Unfortunately for complex, real-world problems, solving
MDPs is impractical and complexity must be reduced in order to keep learning
tractable. In the following section we will discuss the benefit of relational reinforce-
ment learning for generalizing over the state, action, and policy space.
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3 Relational reinforcement learning
Relational reinforcement learning (RRL) combines the RL setting with relational
learning or inductive logic programming (ILP) [14] in order to represent states, ac-
tions, and policies using the structures and relations that identify them. These struc-
tural representations allow abstraction from and generalization over specific goals,
states, and actions. Because RRL algorithms try to solve problems at an abstract
level, the solutions will often carry to different instantiations of that abstract prob-
lem. For example, resulting policies learned by an RRL system often generalize over
domains with varying number of existing objects.
A straightforward example is the blocks world. A number of blocks with different
properties (size, color, . . . ) is placed on each other or on the floor. It is assumed that
an infinite number of blocks can be put on the floor and that all blocks are neatly
stacked onto each other, e.g., a block can only be on one other block at the same
time. The possible actions consist of moving one clear block (e.g., a block with no
other block on top of it) onto another clear block or onto the floor. It is impossible
to represent such blocks world states with a propositional representation without an
explosion of the number of states. Consider as an example the right-most state in
Figure 1. In First-Order Logic (FOL), this state can be represented, presuming this
state is called s, by the conjunction
{on(s,c, f loor)∧ clear(s,c)∧on(s,d, f loor)∧on(s,b,d)∧on(s,a,b)∧ clear(s,a)∧
on(s,e, f loor)∧ clear(s,e)},
which is obtained through executing the move-action (indicated by the arrow),
noted as move(r,s,a,b), in the previous state r.
ed
a b
c e
a
d
b
c
Fig. 1 The blocks world
One of the most important benefits of the relational learning approach is that one
can generalize over states, actions, objects selectively. One can abstract away only
those parts of the state-space that are less important. As an example, in the blocks
world scenario, one can say “there exists a small block which is on a large block”
(∃B1,B2 : block(B1,small,_),block(B2,large,_),on(B1,B2)). Objects B1 and B2 are
free variables, and can be instantiated by any block in the environment. Hence,
RRL can generalize over blocks, and learn policies for a variable number of objects
without causing an explosion of the number of states.
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Algorithm 1 The Relational Reinforcement Learning Algorithm
Input: initialize Q(s,a) and s0 arbitrarily
Input: e← 0
repeat
Examples←⊘
i← 0
repeat
take a for s using policy pi(s) and observe r and s′
Q(a,s)→ (1−α)Q(a,s)+α
[
r+ γ max
a′
Q(a′,s′)
]
Examples← Examples∪{a,s,Q(s,a)}
i← i+1
until ( si is terminal )
Update ˆQe using Examples and a relational regression algorithm to produce ˆQe+1
e← e+1
until ( no more episode )
Although, RRL is a relatively new domain, several approaches have been pro-
posed during the last few years. One of the first methods developed within RRL, was
relational Q-learning [6]. A high level description of the algorithm is given in Table
1. Relational Q-learning behaves similar to standard Q-learning, with the exception
of the agent’s representation of the states S, actions A and learned value-function. In
relational reinforcement learning, this representation contains structural or relational
information about the environment. Furthermore, it employs a relational regression
algorithm to generalize over the value function (and policy) space. Learning exam-
ples, stored as a tuple < a,s,Q(s,a) > are processed by an incremental relational
regression algorithm to produce a relational value-function (or policy) as a result.1
So far, a number of different relational regression learners have been developed.2
In the current work, we employ the incremental first-order regression tree algo-
rithm RRL−T G [5] as our chosen regression algorithm. The algorithm is denoted
in Table 2. Given a set of examples, the algorithm incrementally builds up a tree (us-
ing top down induction). It starts with an empty tree with one leaf, which contains
all stored examples. Then, when the algorithm reaches a leaf node, candidate tests
defined in the so-called language bias are evaluated. The tree may be expanded by
candidate tests that reduce variance among Q-values sufficiently. The best among
these candidate tests is then selected to expand the tree.
4 Multi-agent relational reinforcement learning
During the 1990’s multi-agent systems (MAS) have become a popular approach in
solving computational problems of distributed nature as for instance load balancing
1 An example of such a relational Q-function is illustrated in Figure 3.
2 A thorough discussion and comparison can be found in [4].
52 Marc Ponsen et al.
Algorithm 2 TG Algorithm
Input: input is a collection of examples < a,s,Q(s,a)>
Input: initialize tree with single leaf with empty statistics
i← 0
repeat
sort down Examplei in tree until it reaches leaf and update statistics
if statistics in leaf indicate new split then
generate new internal node using indicated test and grow 2 new leafs with empty statistics
end if
i← i+1
until (no more examples)
or distributed planning systems. They are a conceptually proved solution method for
problems of this nature. However, designing a cooperative MAS with both a global
high reward for the system and high individual rewards for the different agents is
still a difficult problem, see e.g., [9,17,18,26]. The general goal is therefore to have
a good system performance where all individual agents in the MAS contribute to
some part of the collective through their individual actions.
Several approaches have been proposed, ranging from joint action learners [10]
to individual local Q-learners. All of these approaches have their own merits as
drawbacks in a multi-agent context. In the first approach, i.e., the joint action space
approach, the state and action space are defined as the Cartesian product of the
agent’s individual state and action spaces. This implies that the state information is
shared amongst the agents and actions are taken and evaluated synchronously. It is
obvious that this approach leads to very big state-action spaces, and assumes instant
communication between the agents. Clearly this approach is in contrast with the
basic principles of many contemporary multi-agent applications such as distributed
control, asynchronous actions, incomplete information, cost of communication, etc.
In the local or selfish Q-learners setting, the presence of the other agents is totally
neglected, and agents are considered to be selfish reinforcement learners. The effects
caused by the other agents also acting in that same environment are considered as
noise. In between these approaches we can find examples which try to overcome the
drawbacks of the joint action approach [2, 13, 15, 21, 22, 27]. There has also been
quite some effort to extend these RL techniques to Partially Observable MDPs and
non-Markovian settings [11].
The complexity of designing a MAS and modeling the behavior of agents within,
stems from three important sources. First, partial observability is all but unavoidable
in MAS because even if the environment is fully observable, the intentions and plans
of other agents cannot be assumed to be known, especially when multiple agents
in the MAS are updating their behavior through learning. Local decision making,
and therefore inherently partial observability, is a key requirement to make MAS
expandable both in the number of agents and in the size of the environment they
work in. Agents can more naturally generalize over unseen parts of the environment
using a rich relational language. Second, agents in a MAS can interfere with each
other’s actions, plans or goals. This is yet another reason why joint-action learners
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and individual Q-learners mentioned previously are not appropriate for MAS. One
needs to take external influences into account when optimizing locally. The problem
then translates into learning which other agents to keep in mind when optimizing
one’s own behavior. Relational representations can be of great help when trying
to define (and eventually learn) important relations between agents in MAS, for
example in learning with whom to communicate.
Communication is major component of MAS, which can potentially overcome
the previously mentioned complexities. Namely, through communication agents can
limit the influence of partial observability, and obtain valuable information about
other agents. Harmful interactions with agents can be avoided, while on the oppo-
site, agents with common interest can work together to achieve a higher reward.
However, communication in MAS is often assumed to be either limited, unreliable,
or costly. Consider, for example, the situation where agents can only communicate
with agents that are located within a certain range or the cost could be dependent
on the distance between agents. Hence, deciding when to communicate with whom
adds a layer of complexity to the behavior of agents in a MAS. Therefore, we be-
lieve that Multi-Agent Relational Reinforcement Learning (MARRL) applied to the
problem of efficient communication can be a valuable contribution to creating scal-
able, complex MAS.
So far, all work on RRL has focused on the single agent case. To our knowledge,
there is almost no existing work on applying RRL in a MAS. Earlier, van Otterlo
et al. [16] already mentioned the possible benefits of using RRL in MAS. They
state that cognitive and sapient agents especially need a learning component where
the RL paradigm is the most logical choice for this. Since these agents are (usu-
ally) logic-based, RRL is indicated as a very suitable learning method for intelligent
agents. Letia and Precup [12] present a system where multiple agents, represented
by GOLOG programs, act in the same environment. The GOLOG programs can sup-
ply initial plans and prior knowledge. The agents however can not communicate.
There also exist a game-theoretic extension of GOLOG that can be used to imple-
ment different agents and compute Nash policy pairs [7]. Hernández et al. [8] use
logical decision trees to add a learning factor to BDI (Belief, Desire, Intension)
agents. Only Croonenborghs et al. [3] present an approach of using RRL in MAS.
They show that when using a relational learner, agents can induce knowledge by
observing other agents. However they do not consider the issue of communication
between agents. As we consider communication to be one of the crucial aspects of
MARRL, we will focus in this paper on using RRL to learn with whom to commu-
nicate. In the next Section we describe experiments in an cooperative MAS wherein
agents learn an communication policy under several conditions.
5 Empirical evaluation
In this section, we will empirically investigate the benefits of using RRL for com-
munication between agents in an abstract cooperative MAS. More specifically, we
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will investigate the influence on the learning performance when allowing agents to
seek advice, both in a relational and propositional system. Furthermore, we will
vary the quality of the prior knowledge of agents (i.e., agents may not always have
the right answer), limit the communication capabilities of agents and finally vary
the number of agents and task difficulty in our system. We will also apply relational
communication to a challenging multi-state task.
Since we would like to study the effects and benefits of efficient communication,
we do not consider the aspects of agent action interference and partial observability
in our test environment. Hence, all agents are working on their own task without
the possibility to interfere with each other. Not only is this still a challenging prob-
lem, an isolated study of the relations between the agents and methods that gain
maximally from this, are necessary to handle more complex problems.
5.1 Learning task
The learning task of the agents consists of learning how to complete a number of
different tasks. Tasks and agents can be characterized by a number of properties
(e.g., color, size etc.) . Every agent is assigned to a random task in the beginning
of an episode. An agent receives a positive reward if it completes his task and the
episode is ended when all agents completed their tasks. The number of possible ac-
tions (henceforth called primitive actions) an agent can execute for solving a certain
task can vary from task to task. To complete a task the agent has to execute the
optimal action, a single action from the possible primitive actions for that task.
Some agents have a priori knowledge about certain tasks, these agents are called
experts for that task. A pure expert only has access to the task’s optimal action,
and therefore has no need for exploring the action space for this particular task.
Besides pure experts we also introduce different levels of expertise: agents may have
some knowledge about the task at hand, i.e., they know that the optimal action is in
some subset of all primitive actions for that task and consequently need to explore
a constrained part of the action space. Non-experts must learn a policy to complete
the task. Determining if an agent is expert for a task can be done in many ways.
For example, we can define an agent as expert if a certain property, or all, match for
both task and agent. Seeking advice from an expert immediately completes the task,
since its action space only contains the optimal action. However, it may also prove
useful seeking advice from an agent that has a high degree of expertise for a task,
since it can be expected that this agent learns to complete the task faster.
To evaluate whether communication can improve learning performance, we will
run a series of experiments with and without communication. For the first, agents
can seek advice from other agents by asking them which action they would execute
according to their current policy in the current task of the inquirer. Therefore, the
action space of an agent for some task consists of the number of the primitive actions
for this task and the advice actions, one for every agent in the environment.
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5.2 Experimental results
All agents are relational Q-learners that use the incremental relational tree learner
RRL-TG [5] to learn a generalized Q-function (we refer to Section 3 for details). To
guide this tree building a declarative bias is specified. This declarative bias contains
a language bias to specify the predicates that can be used as tests to partition the tree.
For all agents this language bias contains predicates that identify the task and the
action taken by the agent. Furthermore, it contains candidate tests that check certain
properties of the task at hand and properties of the other agents. The candidate tests
are listed in Table 1.
Candidate Test Explanation
primitive_action(A,B) primitive action A has id B
advice_action(A,B) advice action A is suggested by agent B
task_has_id(A,B) task A has id B
task_has_property(A,B) task A has a certain property B
agent_has_property(A,B) agent A has a certain property B
Table 1 The candidate tests collected in the language bias for building up the tree.
We use two versions for the language bias: one to mimic a propositional learner
(i.e., standard Q-learning) and a relational variant. The propositional variant straight-
forwardly uses the first three candidate tests, wherein agents try out every instanti-
ation of primitive and advice actions until they find the optimal one (e.g., the one
that produces a reward of 1). The relational variant of the language bias includes all
tests, thereby allowing agents to generalize over properties for the agents and tasks.
Given these properties, relational learning agent might discover for a certain task it
is smart to seek advice from an agent with certain properties.
During learning, the agents follow a Boltzmann exploration policy [24]. Each
agent is maximally allowed 100 actions per episode. Each agent receives a reward of
1.0 if he completes the task and neither reward nor punishment otherwise. Every 100
episodes, the learned policies are tested by freezing the Q-function approximation
following a greedy policy on 100 test-episodes to check for optimality. Unless men-
tioned otherwise, all results are averaged over 5 runs. We assume that the transition
function is fully deterministic, and that agents have full observability (e.g., agents
can see all the other agents, and their properties). Although this is a restricted setting
in terms of RL, this is not important for our learning task since we are investigating
the effect of communication under several conditions.
We want to investigate whether RRL can generalize over agent and task proper-
ties, and therefore can quickly discover experts in the population (if any), so they
can communicate (i.e, seek advice) with these experts. We expect this can poten-
tially accelerate the learning process. To validate this claim empirically, we compare
the average learning performance for agents in two situations, namely (1) learning
with and (2) learning without means for communication. The learning task without
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advice boils down to selecting the optimal primitive action for a task. If we add ad-
vice actions to the action space, agents do not necessary need to learn to locate the
optimal primitive action for each task, it may be much better to seek advice from an
expert. This is especially true in our experimental setup, since we do not yet con-
sider communication costs or constraints (although this is certainly possible in our
task, and we will elaborate on this in our future work).
5.2.1 Seeking advice
agent(A),task(B),action(C)
task_has_id(B,1),primitive_action(C,1)
task_has_id(B,2), advice_action(C,6)Q-value = 1.0
Q-value = 1.0
Fig. 2 Example policy learned using the
propositional language bias
agent(A),task(B),action(C)
advice_action(C,D),agent_has_property(D,E),task_has_property(B,E)
agent_has_property(A,F),task_has_property(B,F)Q-value = 1.0
Q-value = 1.0
Fig. 3 Example policy learned using the re-
lational language bias
Consider the following experimental setting: we use a MAS containing 10 agents
and 10 different tasks. Both agents and tasks are described by one property with a
number of possible values (e.g., the property is shape and possible values are circle,
square etc.). The tasks all have a different difficulty. In the first task their are only
5 primitive actions available, for the second task this is doubled to 10 primitive
actions and so forth until 2560 actions for the tenth task. In this setting, each agent
is an expert for a certain task if he shares the property with that task. The experiment
is set up in such a way that every agent is expert for exactly one different task and
hence there is exactly one expert for every task.
Figure 4 presents the result for the basic setting. It clearly shows the gain that
agents with the capability of communication have over agents without this capa-
bility. Learning performance is increased by communication, both using a propo-
sitional and relational language bias. An example policy learned with the proposi-
tional language bias is showed in Figure 2. As we can see, this approach mimics a
standard Q-learner where for each instantiation of a task, the optimal action must
be located (albeit through personal exploration or by asking a specific agent for
advice). No benefit is taking from the fact that certain agents (with a matching prop-
erty with the task) are experts for solving this particular task. Figure 3 illustrates the
learned policy using the relational language bias. This learned policy concisely and
elegantly illustrates the optimal policy: for a particular task one should seek advice
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from its corresponding expert, otherwise the agent itself is expert. From Figure 4
we may conclude that the generalization of relational learning is essential to take
optimal advantage of the added communication.
5.2.2 Influence of restricted communication
We also investigate the influence of restricted communication on the performance of
the agents. Figure 5 shows the result when agents can no longer communicate with
every other agent. The percentages indicated in the labels reflect the percentage of
possible advice actions at every step. The setting no advice-actions corresponds
to the setting without communication in the previous experiments. In the setting
pure experts, agents may communicate with all other agents. The uncertainty of
communication causes a drop in performance, but due to the generalization in the
agents’ policy, the possibility of communication still has a beneficial effect.
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Fig. 4 Communication vs No Communication Fig. 5 Influence of restricted communication
5.2.3 Influence of prior knowledge
In these experiments, we want to evaluate the influence of the quality of prior knowl-
edge. To investigate this, we extended the possible actions the agents can execute in
a task when they are expert for that task. Figure 6 shows the influence of the prior
knowledge that agents have3. As previously explained, in the setting pure experts
the action space of an expert only includes the optimal action. As a result experts
always give optimal advice. This is clearly the most ideal setting in terms of agent
communication. In the setting optimal + advice, the experts can also execute ad-
vice actions and hence they still have to learn to select the primitive action instead
of asking for advice. In the worst possible setting no experts, the agents have no
3 The results of the pure experts and the agents without communication are repeated for clarity
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prior knowledge, i.e., the possible actions for the agents are all primitive actions and
advice actions. We also investigated two intermediate settings where a subset of all
primitive actions is selected, namely 50% and 75% of the possible primitive actions.
We may conclude from the graph that when using relational learning communica-
tion, learning performance is improved even when prior knowledge is limited. In
the early stages of learning, the extra possibility of seeking advice does not hurt the
agent, only in the very beginning the performance is slightly worse due to the bigger
action space. Once some agents learned to complete some tasks, this knowledge is
distributed through the population resulting in a performance gain.
Fig. 6 The influence of prior knowledge
5.2.4 Influence of task difficulty and number of agents
To determine the influence of the task difficulty and the number of agents, we sam-
pled tasks with varying difficulty (i.e., varying the size of action space) restricted by
a maximum value. Furthermore, agent and task property values are now randomly
sampled and unlike the previous experiments we lose the guarantee that an expert is
present in the population. We performed experiments with an increasing maximum
value for the action space (this shifts the balance between advice and primitive ac-
tions) and with an increasing number of agents compared to tasks (this way we
increase the likelihood of finding an exert in the population, but also increases the
number of advice actions).
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Fig. 7 Influence of the task difficulty Fig. 8 Influence of the number of agents
In Figure 7 we see that for learning without communication (the experiments
denoted with ’NC’, the number following this represents the maximum number of
actions for this task), agents are steadily moving towards an optimal policy as the
number of episodes increases. The convergence rate is determined by the difficulty
of the randomly generated tasks. We can also see that for the experiments with
advice (denoted with ’C’), agents perform better, in particular in situations where
agents are faced with more complex tasks. It seems that when tasks are relatively
easy (i.e., see ’NC-50’ and ’C50’ in Figure 7), it can be at least as efficient to learn
to complete the task individually, rather than seeking advice. Only when generating
complex tasks, does communication significantly improve learning performance.
Figure 8 shows the results for different sizes of the agent population using the
same setting as in the previous paragraph with the maximal number of actions set
to 200. The number of agents is denoted by the number behind ‘NC’ (no communi-
cation) or ‘C’ (communication). The plot shows that the number of agents is irrel-
evant to the learning performance of the setting without communication. This was
expected since agents are learning individually and can not benefit from the knowl-
edge of others. When we allow agents to seek advice, we see much faster learning
in particular when many agents are present in the system. A likely explanation is
that more agents increases the likelihood of an expert in the population, no matter
what task is randomly generated.
5.2.5 Application to complex learning task
In the last series of experiments, we will show that the earlier discussed results also
apply for more difficult environments. We extended the number of properties: we
provide both agent and task with 3 properties, with respectively 4, 3 and 2 pos-
sible values. Therefore, a total of 24 different agent types and task types can be
assembled. More precisely, agents and tasks all have a color (with values green, red,
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yellow or blue), shape (square, cube or sphere) and size (small or large). The prop-
erty values for tasks have a weight value associated with them that determine the
difficulty of a task. For example, a blue task is 4 times more difficult compared to a
yellow task (i.e., has 4 times more possible actions). We vary the task difficulty by
setting a minimum and maximum number of allowed actions.
Additionally, we limit both the quality of prior knowledge of agents and move to
a multi-state task. Now tasks have to be completed by sequentially solving a number
of subtasks (an analogy can be made with an agent moving through a 1-dimensional
grid-world to reach a certain goal location). When all subtasks are successfully com-
pleted, the agent is rewarded with a reward of 1.0. The latter can be seen as a first
step towards multi-state dispersion and cooperation games and is a similar environ-
ment as the one used in [3]. We sample random tasks and agents out of the 24 types
uniformly. Whereas in the previous settings, pure experts were defined by a single
property, now all 3 properties are taken into account. A pure expert (i.e., an agent
that can immediately complete the task) must have all properties matched with those
of the task. If only a subset of the properties match, the agent will have a certain de-
gree of expertise, depending on the number of matching properties and their type
(e.g., a matching color property may have a larger influence than a matching shape
property). Given a set of agent and task properties, a degree of expertise can be
calculated. If an agent is, let us say 80% expert of a task, the agent only needs to
explore 20% of the action space. Of course, if no properties match, the agent has no
expertise at all and must explore the whole action space for this task. Again, in this
setting it is possible that no, or very few experts are generated for the tasks at hand.
Figure 9 presents the result obtained for a multi-state task consisting of four
subtasks. It can be noted that when using RRL, communication clearly helps the
agent to learn a better policy faster.
6 Conclusions
In this paper we introduced the novel idea of cross-fertilization between relational
reinforcement learning and multi-agent systems to perform well complex multi-state
dynamic planning tasks. We proposed to use a relational representation of the state
space in multi-agent reinforcement learning as this has many proved benefits over
the propositional one, as for instance handling large state spaces, a rich relational
language, modeling of other agents without a computational explosion, and gener-
alization over new derived knowledge.
We started this paper with a short introduction to relational reinforcement learn-
ing and multi-agent learning. Furthermore, we investigated the positive effects of
relational reinforcement learning applied to the problem of agent communication in
MAS. More precisely, we investigated the learning performance of RRL given some
communication constraints. Based on our empirical results in our abstract coopera-
tive MAS we make the following conclusions:
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Fig. 9 Multi-state task
1. Communication in general pays off in MAS, and in particular when employing
a relational representation of the MAS (see Figure 4).
2. Communication is still beneficial to the learning performance, even when com-
munication is limited (see Figure 5) or unreliable (see Figure 6).
3. Communication is in particular useful for MAS with large number of agents
(see Figure 8), and complex tasks (see Figure 7). Therefore, our approach scales
well to more complex MAS.
4. Rapid convergence is achieved in more complex multi-state problem (see Figure
9).
In our future work we plan to continue along this track and gradually extend
our approach to even more complex and realistic settings e.g. including more elab-
orate communication possibilities, a cost model, and interference between agents
since this is an important part of every multi-agent system. Furthermore, a thorough
theoretical study of the described properties and settings will be part of our future
research.
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