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We consider using optomechanical accelerometers as resonant detectors for ultralight dark matter. As a
concrete example, we describe a detector based on a silicon nitride membrane fixed to a beryllium mirror,
forming an optical cavity. The use of different materials gives access to forces proportional to baryon (B) and
lepton (L) charge, which are believed to be coupling channels for vector dark matter particles (“dark photons”).
The cavity meanwhile provides access to quantum-limited displacement measurements. For a centimeter-scale
membrane pre-cooled to 10 mK, we argue that sensitivity to vector B-L dark matter can exceed that of the
Eo¨t-Wash experiment in integration times of minutes, over a fractional bandwidth of ∼ 0.1% near 10 kHz
(corresponding to a particle mass of 10−10 eV/c2). Our analysis can be translated to alternative systems such as
levitated particles, and suggests the possibility of a new generation of table-top experiments.
The absence of evidence for dark matter’s most popular
candidates—WIMPS, axions, and sterile neutrinos—has led
to a “growing sense of crisis” in the astronomy community
[1]. Unlike gravitational waves, whose recent detection [2]
was the culmination of decades of focused effort, the chal-
lenge of detecting dark matter (DM) remains complicated by
a basic uncertainty of what to look for. (For example, the mass
of DM particles/objects remains unknown to within 90 orders
of magnitude.) In response to this crisis, a growing consensus
is advocating a rethinking of DM candidates and the develop-
ment of a more comprehensive experimental approach [1].
Mechanical DM detectors are of interest for two reasons.
First, various models predict that DM produces a force on
standard model (SM) particles, for example, a strain due to
coupling to fundamental constants [3–5]. Second, advances
in the field of cavity optomechanics—largely driven by gravi-
tational wave (GW) astronomy—have seen the birth of a new
field of quantum optomechanics, in which high-Q mechanical
resonators are probed at the quantum limit using laser fields
[6]. This has given access to exquisite force sensitivities over
a range of frequencies (1 kHz - 10 GHz) which is relatively
unexplored, but well-motivated, in the search for DM, corre-
sponding to wave-like “ultralight” DM (ULDM).
Here we consider searching for ULDM with optomechan-
ical accelerometers, a technology being pursued in a di-
versity of platforms ranging from levitated microspheres to
whispering gallery mode resonators [7–10]. The concept of
accelerometer-based ULDM detection is also well-established
[11–13], forming the basis for searches based on GW intefer-
ometer [14], atom interferometer [15], and precision torsion-
balance experiments [11]. From a theoretical viewpoint, it is
motivated by the possibility—conceivable by various produc-
tion mechanisms [16–25]—that ULDM is composed of a mas-
sive vector field [16, 17], which could couple to SM through
channels such as baryon (B) or baryon-minus-lepton (B-L)
number. This coupling would manifest as an equivalence-
principle-violating [11] (material dependent) force on uniform
bodies, or a differential acceleration of bodies separated by a
distance comparable to the ULDM’s de Broglie wavelength.
We wish to emphasize in this Letter that optomechanical
accelerometers can also be operated resonantly, enabling high
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Figure 1. Concept for an optomechanical accelerometer sensitive
to vector B or B-L ultralight dark matter. (a) Lumped mass model.
(b) Membrane-mirror example. Colors represent masses (materials)
with different B or B-L charge (charge density), qi (ρi).
sensitivity at frequencies (1 - 100 kHz) where current broad-
band ULDM searches are limited, in a form-factor amenable
to array-based detection [12]. As an illustration, we consider a
detector based on a silicon nitride membrane fixed to a beryl-
lium mirror, forming a Fabry-Pe´rot cavity (Fig. 1). Through
a combination of high mechanical Q, cryogenic pre-cooling,
and quantum-limited displacement readout, we find that this
detector can probe vector B-L and B ULDM with sensitivity
rivaling the Eo¨t-Wash experiments [26] in an integration time
of minutes, over a fractional bandwidth of ∼ 0.1%. Address-
ing challenges such as frequency tunability (to increase band-
width) and scalability could enable these and similar optome-
chanical detectors to occupy a niche in the search for DM.
Before describing the detector, it is useful to recall some
basic features of ULDM. First, ultralight refers to particles
of mass mDM . 1 eV/c2, which, if virialized within our So-
lar Neighborhood (at an average speed of vvir ∼ 10−3c [27])
would have a de Broglie wavelength of λDM = h/(mDMvvir) &
1 mm. Given the local DM energy density, ρDM ≈ 0.4
GeV/cm3 [28], the number of ULDM particles would be large
with a volume λ3DM, implying that they behave like a coher-
ent field. This field would oscillate at Compton frequency
ωDM = mDMc2/~ . 2pi × 1014 Hz with a Doppler-broadened
linewidth of ∆ωDM = ωDM (∆vvir/c)2 ∼ 10−6ωDM. As such, a
linear detector for ULDM should look for a narrowband signal
with an effective quality factor of QDM = ωDM/∆ωDM ∼ 106.
Moreover, terrestrial ULDM detectors should anticipate a spa-
tially uniform signal at frequencies ωDM . 2pi × 10 kHz, for
which λDM & 104 km exceeds the radius of the Earth.
ar
X
iv
:2
00
7.
04
89
9v
1 
 [q
ua
nt-
ph
]  
9 J
ul 
20
20
210-26
10-24
10-22
10-20
10-18
10-16
10-13 10-12 10-11 10-10
101 102 103 104
10 cm
 5 cm
 L = 20 cm
 2.5 cm
fDM (Hz)
MICROSCOPE
Eöt-Wash
g B
-L
mDM (eV/c²)
 LIGO
fDM (kHz)
10-24
10-22
10-20
1.5 2.0
9876
mDM (         eV/c²)10
-12
1 day scan
 = 1 yearτ
 ≈ 90 sτDM
 = 1 year
 Multi-mode, L = 20 cm, 1 year
τ
τDMτ =
 L
Black hole superradiance
Figure 2. Centimeter-scale Si3N4 membranes as vector B-L dark matter detectors. Dashed gray and solid blue curves are models for the
acceleration sensitivity of four different membranes, expressed as a minimum B-L coupling strength gB−L (Eq. 12), for a measurement time
equal to the DM coherence time (τDM = 2QDM/ωDM) and one year, respectively. Each model assumes a mechanical quality factor of Q0 = 109,
an operating temperature of T = 10 mK, a displacement sensitivity of 2 × 10−17 m/√Hz, and a suppression factor of f12 = 0.05 relative to a
Be reference mass. A full multimode spectrum for the 20 cm membrane is shown in green. Pink, red, and blue regions are bounds set by the
Eo¨t-Wash experiments, LIGO, and MICROSCOPE, respectively. At right, we zoom in on the resonance of the 20 cm membrane and illustrate
a day-long scan (gray region) made in intervals τDM ≈ 1.5 min with a step size equal to the detection bandwidth ∆ωdet ≈ 2pi × 0.2 Hz.
The ULDM candidates we focus on are vector (spin-1)
bosons, also known as “dark photons,” coupled to B-L charge.
Composing a vector field analagous to an electromagnetic
field, B-L dark photons would accelerate free-falling atoms
in proportion to their charge-mass (neutron-nucleon) ratio
a(t) = g
A − Z
A
a0 cos (ωDMt + θDM), (1)
where a0 = 3.7 × 1011 m/s2 [29], A (Z) is the mass (atomic)
number and g is a dimensionless coupling strength. Current
constraints from torsion balance equivalence principle tests
(specifically, the Eo¨t-Wash experiments [26]) imply g . 10−22
for ωDM . 2pi × 10 kHz. To exceed this bound, it is necessary
to resolve accelerations at the level of
√
S aa ∼ ga0
√
QDM
ωDM
. 10−11
√
10 kHz
ωDM/2pi
g0√
Hz
(2)
(g0 = 9.8 m/s2), a task which is extreme for most accelerom-
eters because it requires a displacement sensitivity of
√
S xx =
√
S aa
ω2DM
. 10−20
√(
10 kHz
ωDM/2pi
)5 m√
Hz
. (3)
Optomechanical accelerometers employ a mechanical res-
onator as a test mass and an optical cavity for displacement-
based readout. To illustrate how this can be used to detect dark
photons, we first consider a lumped-mass model (Fig. 1a) in
which two mirrors made of different materials, forming a cav-
ity of length L λDM, are attached by a massless spring. Dark
photons would produce a differential mirror acceleration
a(t) = g f12a0 cos (ωDMt + θDM), (4)
where f12 is a purely material-dependent suppression factor
f12 =
∣∣∣∣∣Z1A1 − Z2A2
∣∣∣∣∣. (5)
The resulting cavity length change, x, which is the experimen-
tal observable, can be expressed in spectral density units as
S xx[ω] =
1
(ω2 − ω02)2 + ω02ω2/Q02
S aa[ω], (6)
where ω0 and Q0 are the frequency and quality factor of the
mass-spring system, respectively.
The advantage of the optomechanical approach is two-fold.
First, cavity enhanced readout can achieve high displacement
sensitivities—an extreme case being the Laser Interferometer
Gravitational-Wave Observatory (LIGO), which has achieved
sensitivities of 10−20 m/
√
Hz at ω ∼ 2pi×100 Hz, sufficient to
satisfy Eq. 3 [14]. Second, displacement sensitivity require-
ments are relaxed on resonance by a factor of Q0, giving ac-
cess to thermal noise limited acceleration sensitivities [8, 10]
S thaa =
4kBTω0
mQ0
. (7)
where T (m) is the resonator temperature (effective mass).
While resonant operation is not typically exploited in optome-
chanical accelerometers,
√
S thaa < 10−11 g0/
√
Hz might be re-
alized in a variety of current platforms translated to cryogenic
3temperatures. The trade-off, as is well known, is a Q0-fold
reduction in bandwidth, such that the sensitivity-bandwidth
product is (in the ideal case of T = 0) preserved.
Modern cavity optomechanical systems provide numerous
platforms for realizing an ULDM detector. As an illustration,
we consider the system sketched in Fig. 1b, consisting of a
silicon nitride (Si3N4) membrane rigidly attached to a beryl-
lium (Be) mirror. It bears emphasis that special care must
be taken to ensure that such an extended system is faithful
to the lumped mass model. In particular, the use of different
materials (represented by charge densities ρi in Fig. 1b) is
necessary to ensure that the suppression factor f12 is non-zero
( f12 = 0.053 for Si3N4-Be). The system must also be placed in
free-fall. This can be simulated, for example, by suspending
the device from a pendulum with corner frequency ω0.
The use of a Si3N4 membrane is motivated by a set of fea-
tures that represent the generic strengths of modern optome-
chanical devices, and several that make them specifically com-
pelling for on-resonance accelerometry. Among these are the
ability to achieve ultra-high quality factors, approaching 1 bil-
lion, using phononic engineering [30, 31]; the ability to tune
resonance frequencies (to enhance bandwidth) using radiation
pressure [32], thermal [33, 34], and electrostatic forces [35];
parts-per-million optical loss [36]; and the ability to operate as
a high reflectivity mirror by photonic crystal (PtC) patterning
[37, 38]. Specific to accelerometry, a peculiar feature of mem-
branes is their Q0 versus mass scaling: due to an effect called
dissipation dilution [31], the Q0 of tensily stressed membranes
increases with their area, enabling large Q0×m factors in a rel-
atively compact (in one dimension) form factor.
We thus envision, without loss of generality, a finesse F =
100 cavity formed by a Be mirror and a 200-nm-thick Si3N4
membrane with an embedded PtC micromirror [38]. Probed
by a coherent laser (power P, wavelength λ) using an ideal
homodyne receiver, the detector output can be modeled as
S totxx = S
imp
xx + |χxa(ω)|2
(
S baaa + S
th
aa + S
DM
aa
)
, (8)
where
S impxx =
pi~cλ
64F 2P (9)
is the apparent displacement (imprecision) due to laser phase
shot noise [6, 29],
S baaa =
~2
m2S impxx
(10)
is the acceleration (backaction) due to radiation pressure shot
noise [29], and χxa[ω] = (ω2−ω02+iω02/Q0)−1 is the mechan-
ical susceptibility (here assuming structural damping [39]).
In essence, ULDM detection is a parameter estimation
problem. To estimate g, we model the dark photon signal
(aDM) as a Lorentzian noise peak [29]
S DMaa [ωDM] ≈
4〈a2DM〉
∆ωDM
≈ 2
3
(βg f12a0)2
QDM
ωDM
, (11)
here assuming a randomly polarized DM field (〈a2〉 → 〈a2〉/3)
and introducing a spatial overlap factor β = (4/pi)2 for the
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Figure 3. Detector sensitivity near resonance, versus optical power,
for the 10 cm membrane in Fig. 2, indicating sensitivity-bandwidth
tradeoffs due to thermal, backaction, and imprecision noise. Log-log
(above) and log-linear (below) plots are shown for emphasis. The
standard quantum limit (pink line) is achieved when backaction and
imprecision noise are equal, and can dominate thermal noise (dotted
red line) off-resonance. The width of ULDM signal is shaded blue.
fundamental membrane mode [29]. By feedback damping
[40, 41] or optimal filtering [41–43], the narrow transfer
function |χxa|2 can be inverted from the detector signal and
S DMaa [ωDM] can be estimated, for example, by averaging peri-
odograms [29]. Equating S DMaa [ωDM] with the variance in the
detector noise S detaa [ω] = |χxa(ω)|−2S impxx + (S baaa + S thaa) yields a
lower bound of [29, 44]
gmin[ω] =
√
3
β f12a0
√
S detaa [ω]
τDM
×

(
τDM
τ
)1/2
τ . τDM(
τDM
τ
)1/4
τ  τDM
(12a)
≥
√
3/2
β f12a0
√
4kBTω2DM
mQ0QDM
×

(
τDM
τ
)1/2
τ . τDM(
τDM
τ
)1/4
τ  τDM,
(12b)
where τDM = 2QDM/ωDM and τ are the DM coherence time
and total measurement time, respectively.
In Fig. 2, we plot gmin for the fundamental mode of square
membranes ranging from 2.5 − 20 cm wide, with resonance
frequencies spanning from 2 − 25 kHz. We assume Q0 = 109,
T = 10 mK, λ = 1 µm, and P = 0.3 mW, corresponding
to a displacement sensitivity of
√
S impxx ≈ 2 × 10−17 m/
√
Hz.
We compare measurements spanning the dark matter coher-
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Figure 4. Projected sensitivity to B-coupled dark photons. Blue
curves are for centimeter-scale membranes as in Fig. 2, with the
suppression factor f12 adjusted for B coupling. Black, red, and light
blue curves are constraints set by the Eo¨t-Wash experiments, LIGO,
and MICROSCOPE experiments, respectively.
ence time τ = τDM ∼ 10 − 100 sec (dashed-gray curves) to
measurements spanning one year (blue curves) and find that
bounds set by the Eo¨t-Wash experiments can be exceeded by
more than an order of magnitude. Comparison is made to re-
cent constraints from LIGO in its 10 Hz - 1 kHz detection
band (red curve) [14]. Despite the large difference in dis-
placement sensitivity between LIGO and our model system,
the main difference is that LIGO’s test masses are made of
the same material, so that differential acceleration is produced
only by the field gradient ( f12 ≈ piL/λDM ∼ 10−4 − 10−6 [29]).
Interestingly, the bandwidth and sensitivity of our model
detector is limited by quantum-back-action [12]. To visualize
this tradeoff, in Fig. 3 we focus on the “10 cm” peak in Fig.
2, and vary the optical power between 0.1 and 10 mW. At 0.1
mW, thermal and back-action noise are equivalent, and the de-
tection bandwidth (∆ωdet) corresponds to the frequency range
over which the total motion is resolved (S impxx < S thxx + S
ba
xx).
At higher powers, bandwidth is increased proportionately;
however, sensitivity is simultaneously reduced due to quan-
tum back-action (S baxx > S
th
xx). This well known limit to
the sensitivity-bandwidth product corresponds to the standard
quantum limit for a force measurement, illustrated by the pink
lines in Fig. 3. In our example, evidently, maintaining sensi-
tivity below the Eo¨t-Wash bound (g ∼ 10−22) requires limiting
the fractional detection bandwidth to ∆ωdet/ω0 ∼ 10%.
Several techniques could improve the bandwidth of op-
tomechanical DM detectors. For example, a “xylophone” de-
tector could be realized by simultaneously monitoring multi-
ple higher-order modes, taking advantage of the high band-
width of optical readout. (In our case, a L ∼ 1 mm cavity
length would yield a readout bandwidth of c/(2LF ) ∼ 1 GHz,
encompassing ∼ 1011 modes of a 10 cm membrane.) A full
multimode spectrum [29], shown as a green curve in Fig. 2,
indicates that a single membrane can in this way yield the
same performance as an array of (single mode) membranes
with different sizes. A more direct approach, similar to axion
haloscope experiments [45], would be to sweep the mechan-
ical resonance frequency. Considering the reduced efficiency
of signal averaging for times τ > τDM (Eq. 12), a natural strat-
egy would be to step in intervals of the detection bandwidth
∆ωdet for a total of N = τ/τDM steps. For the “10 cm” exam-
ple in Fig. 2, this approach would yield an octave (a fractional
bandwidth of ∆ωdetN/ω0 = 100%) in τ ∼ QDM/∆ωdet ∼ 1
week. Since membrane frequency scanning methods [32–35]
are typically limited to ∼ 10% fractional bandwidth, realiz-
ing a broadband detector might in practice require a combina-
tion of xylophone, scanning, and array-based techniques. For
example, an array of 10 membranes as shown in Fig. 2, ap-
propriately separated in resonance frequency from 2 kHz - 4
kHz, and capable of 10% fractional sweeps, could allow for
an effectively broadband, thermal-noise-limited search above
ωDM > 2pi × 1 kHz, exceeding Eo¨t-Wash bounds between 2
kHz and 20 kHz in approximately 1 week.
(In motivating such a search, it is interesting to note that
ωDM = 2pi × (1 − 10) kHz dark photons, besides having well-
motivated production mechanisms [16–25], can be indepen-
dently constrained by black hole population statistics, since
the corresponding Compton wavelength is comparable to the
event horizon of stellar-mass black holes [46–49].)
Finally, we point out that the differential accelerometer
approach is not limited to B-L coupling. For example, B-
coupled dark photons, for which f12 = |A1/µ1 − A2/µ2| [29],
where µi is the mass in atomic mass units, would give rise to a
differential acceleration between SiN and Be with a suppres-
sion factor of f12 = 0.0018. In Fig. 4, we plot the predicted
sensitivity of our detector to B-coupled dark photons com-
pared to the constraints set by the Eo¨t-Wash experiments [50],
LIGO [14], and MICROSCOPE [51, 52], suggesting a similar
advantage at 1-10 kHz Compton frequencies.
In summary, we have discussed the use of optomechani-
cal accelerometers as resonant detectors for ULDM, focusing
on B or B-L coupled dark photons, which produce an oscil-
lating acceleration between masses made of different materi-
als. We considered an example based on a centimeter-scale
Si3N4 membrane coupled to a Be mirror, and argued that, by
combining quantum-limited displacement readout with cryo-
genic operating temperatures, the sensitivity of this detector
can exceed current bounds, set by the Eo¨t-Wash experiments,
in measurement time of minutes, over a fractional bandwidth
of ∼ 0.1% in the mass range 10−11 − 10−10 eV/c2. We also de-
scribed scanning techniques that could broaden the bandwidth
of this detector to more than an octave. Looking forward, we
anticipate that a variety of optomechanical accelerometer plat-
forms can perform similarly as vector ULDM detectors. Op-
tically or magnetically levitated test masses seem particularly
promising, as in addition to ultra-high Q0 ×m factors they can
be frequency-scanned over a wide bandwidth [7, 53, 54].
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I. VECTOR B-L DARKMATTER
A. Motivation and Production Mechanisms
It has been hypothesized that dark matter is composed
of non-thermally produced ultralight particles with mDM .
10 eV/c2 [1]. This hypothesis is motivated by considerations
from high-energy theory (in particular, a surfeit of new scalar
and pseudo-scalar axion-like particles, related to the physics
controlling the size of extra dimensions[2–16]) and astronom-
ical measurements [indicating some tension between canoni-
cal cold dark matter (CDM) theory and small scale measure-
ments of galaxy properties].
Another interesting scenario hypothesis is that DM is com-
posed of a massive vector field, also known as a “dark photon”
[17, 18]. Ultralight vector DM would have different (from
scalars/pseudoscalars) cosmological production scenarios and
gravitational imprints on the inhomogeneous universe, as dis-
cussed in Refs. [17–26].
If vector DM couples to B-L, the force signature on
neutron-rich elements enables direct detection, as explored in
Refs. [27–29]. Similar effects could also be induced by a
Higgs with Yukawa couplings to neutrons without equal cou-
plings to protons and other baryons [28].
There is a wide range of early-universe models for vector
DM production [17–19, 21–26]. If the vector field A′µ has a
non-zero vacuum expectation value in our Hubble volume, co-
herent oscillations could produce an adequate DM abundance
[17, 18]. This requires some fine tuning due to the initial dilu-
tion of the field [18], motivating alternate suggestions for en-
hanced production from non-minimal couplings of A′µ to the
gravitational sector or SM gauge fields.
Alternatively, coherent oscillations of a scalar/pseudoscalar
during inflation could cause resonant production of vector
DM [21–24]. In another novel scenario, inflationary quantum
fluctuations in A′µ could generate a sufficient DM abundance,
all while suppressing large-scale isocurvature fluctuations and
thus evading cosmic microwave-background constraints to the
ultra-light DM parameter space [19].
This work considers the possibility of dark matter being
entirely composed of massive gauge bosons coupled to B-
L charge. The mass term for vector DM could in princi-
ple arise either from a novel dark Higgs sector (via spon-
taneous symmetry breaking) or the Stueckelberg mechanism
[17, 18, 30]. The former is difficult to reconcile with con-
straints of adequate DM abundances and naturalness consid-
erations [17, 18].
B. DM-Induced Acceleration of Atoms
In this section, we provide a brief derivation of the DM-
induced acceleration signal (Eq. 1 of the main text), assuming
DM to be composed of massive gauge bosons. For concrete-
ness, we assume coupling only to B-L charge.
The Proca Lagrangian density for a massive B-L gauge field
reads [31]
L′ = −c
2′
4
F′µνF′µν +
c2′
2oc2
A′νA′ν − J′νA′ν. (I.1)
Here, F′µν is the field strength tensor corresponding to the
gauge field’s 4-potential A′µ →
(
V ′
c , −A′
)
. The fermionic (B-
L) 4-current density is J′µ, oc =
~
mDMc
is the gauge boson’s
Compton wavelength, and ′ is a quantity analogous to the
vacuum permittivity of standard electromagnetics.
From (I.1), the field equations for the B-L gauge field are
∂µ∂
µA′ν +
1
oc2
A′ν =
1
c2′
J′ν. (I.2)
Modeling dark matter as a B-L-coupled gauge field in vac-
uum, (I.2) yields the solutions
A′ν = A′ν0 sin (ωt − k · r), (I.3)
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2where ω is the DM’s Doppler-shifted Compton frequency,
ωDM =
mDMc2
~
, and
k2 =
ω2
c2
− 1
oc2
=
(
2pi
λDM
)2
. (I.4)
The DM field oscillates in time at its Compton frequency
and oscillates in space over its de Broglie wavelength λDM =
h
mDMvDM
.
We define the dark electric and dark magnetic fields analo-
gously to electromagnetics,
E′ ≡ −∇V ′ − ∂A
′
∂t
, B′ ≡ ∇ × A′. (I.5)
The force exerted on a point particle with B-L charge takes the
same form as the Lorentz force in electromagnetism. Consid-
ering a particle moving at non-relativistic speed vp on earth,
the magnetic contribution to the B-L force due to the DM
is suppressed relative to the electric contribution by a fac-
tor of vpvDMc2 . Assuming the dark matter to have virialized,
vDM = vvir ≈ 10−3c, the dark magnetic force is negligible.
To quantify the dark electric force exerted on the particle
due to DM, we introduce the coupling strength gB-L, which
compares the strength of the B-L force to that of electromag-
netism. We recover a force of the form
F (t, x) ≈ gB-LNB-LF0 cos (ωt − k · r). (I.6)
NB-L counts the baryon minus lepton number of the particle,
and
F0 ≡
√
2
e2ρDM
0
≈ 6 × 10−16 N (I.7)
is found by equating the energy density of the gauge field to
the energy density of DM ρDM.
In a displacement-sensing experiment, acceleration is a
more useful quantity than force. Considering a single atom,
NB−L = A − Z, where A (Z) is the mass (atomic) number. The
mass is roughly A times the mass of a nucleon, mn, so the
acceleration due to the DM force in (I.6) is
a (t, x) ≈ gB-L A − ZA a0 cos (ωt − k · r), (I.8)
where a0 =
F0
mn
= 3.7×10−11 m/s2. In the main text we neglect
spatial variation, and approximate ω ≈ ωDM.
C. Suppression Factor
In this section, we discuss the suppression factor f12 that
is referenced throughout the main text when comparing the
DM-induced accelerations of reference and test masses.
Since an experiment is only sensitive to the differential ac-
celeration between reference and test masses, the acceleration
signal we are searching for is suppressed relative to the ab-
solute acceleration of either mass. We use the quantity f12 to
describe this suppression.
Objects in a DM field are accelerated in proportion to their
charge-to-mass ratio. In a spatially uniform field, objects
composed of different materials experience a differential ac-
celeration
a(t) = g f12a0 cos (ωDMt), (I.9)
where the dimensionless quantity f12 is the difference of
charge-to-mass ratio (mass given in atomic mass units [amu])
between the two objects.
For coupling to B-L, the charge is A − Z, so
f12 =
∣∣∣∣∣A2 − Z2µ2 − A1 − Z1µ1
∣∣∣∣∣, (I.10)
where µi is the mass in amu. Here, f12 is primarily due to the
difference in neutron fraction. In the main text, we approxi-
mate µi ≈ Ai to get f12 ≈
∣∣∣∣ Z1A1 − Z2A2 ∣∣∣∣.
For coupling to B, the charge is A, so
f12 =
∣∣∣∣∣A1µ1 − A2µ2
∣∣∣∣∣. (I.11)
Here, f12 is due to the difference in mass defect.
It is worth mentioning that a differential acceleration can
exist between objects of the same material. If the distance
d separating the objects is large enough (as for LIGO [32]),
there is an appreciable phase difference in the DM field at each
object; the differential acceleration effectively couples to the
gradient of the DM field. To first order, considering a small
phase difference ∆θDM = 2pid/λDM, the differential accelera-
tion between two objects of the same material is
a(t) = gB−La0
(A − Z
A
)
∆θDM sin (ωDMt), (I.12)
where we are considering coupling to B-L, for concreteness.
In the main text, we simply quote f12 =
(
A−Z
A
)
∆θDM ≈
pid/λDM for gradient coupling. We ignore the fact that the
measurable acceleration signal is now out of phase with the
DM field in contrast to our definition of f12 in (I.9)), as this
detail has no effect on a measurement of the signal PSD.
D. DM Polarization
Here we discuss how the unknown polarization of the DM
field affects the signal strength seen by a detector.
If the DM is a vector field, it could have a preferred direc-
tion and thus polarization (with relative proportions of longi-
tudinal and transverse modes determined by the precise pro-
duction scenario [17–19, 21–26]), which will vary over a co-
herence time in the galactic frame [27]. Here we consider this
effect on a measurement taken over many coherence times.
The maximum signal occurs when the force is parallel to
the normal vector for the membrane’s surface. The power in
the DM signal is modified by
S DMaa = S
DM
aa,max cos
2 θ, (I.13)
3where θ is the angle between the force and the surface normal.
Over many measurements where θ is random, the average ac-
celeration noise is
〈S DMaa 〉θ =
1
4pi
∫ 2pi
0
∫ pi
0
S DMaa,max cos
2 θ sin θ dθdφ
=
1
3
S DMaa,max.
(I.14)
E. DM Lineshape Model
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Figure 1. Comparison of DM signal lineshape. Red: PSD derived
in Ref. [33]. Blue: Lorentzian approximation used in this work.
Here, ωDM is considered to be the Doppler shifted Compton fre-
quency. Both curves are normalized such that
∫ ∞
−∞ S
DM
aa (ω) = 1 in
the plot.
In this section we justify modeling the DM signal PSD with
a Lorentzian lineshape (Eq. 11 of the main text), which plays
a role in determining how gmin scales with integration time.
The polarization-averaged, spatially uniform, monochro-
matic DM acceleration signal may be written as
a(t) = aDM cos (ωDMt + θDM(t)) =
aDM
2
ei(ωDMt+θDM(t)) + c.c.
(I.15)
where aDM ≡ βg f12√3 a0. β is the spatial overlap factor – dis-
cussed in II B – between the DM signal and the detector’s vi-
brational modes. The factor of
√
3 accounts for polarization,
as discussed in I D.
By modeling the phase θDM(t) appropriately, a heuristic
model of the spectral shape may be obtained. We consider
a random phase jump model: θDM remains constant up to time
t when it changes randomly (and uniformly) to [0, 2pi). Defin-
ing the coherence time τDM as the average time between phase
jumps, the probability of a phase change at time t is given by
p(t) =
1
τDM
e−t/τDM . (I.16)
Consider the auto-correlation term:
G(td) ≡ 〈e−i(ωDMt′+θDM(t′))ei(ωDM(t′+td)+θDM(t′+td))〉t′
= eiωDMtd〈ei(θDM(t′+td)−θDM(t′))〉t′
≡ eiωDMtd〈ei∆θDM〉t′ ,
(I.17)
at time delay td > 0 when averaging over times t′. If the
phase jump occurs at time t such that t′ ≤ t < t′ + td , ∆θDM is
randomly distributed. Since ∆θDM is a distribution, we replace
the term ei∆θDM with its expected value ei∆θDM over all possible
∆θDM. ei∆θDM = 0, so the correlation G(td) is erased. However,
when jumps occur at t ≥ td with probability p(t), θDM(t′) =
θDM(t′ + td), and ei∆θDM = 1. Therefore,
G(td) = eiωDMtd
∫ ∞
td
dtp(t)
= eiωDMtde−td/τDM .
(I.18)
This argument may be extended to negative delays (td < 0)
as well, giving the time auto-correlation of the acceleration
signal
R(td) ≡ 〈a(t′)a(t′ + td)〉t′
=
a2DM
2
e−|td |/τDM
eiωDMtd
2
+ c.c.
=
a2DM
2
e−|td |/τDM cos(ωDMtd).
(I.19)
According to the Wiener-Khinchine theorem, the power
spectral density of the signal is the Fourier transform of R(td),
S DMaa (ω) =
∫ ∞
−∞
dtde−iωtdR(td)
=
a2DM
2
 τDM1 + τ2DM (ω − ωDM)2 + τDM1 + τ2DM (ω + ωDM)2
 ,
(I.20)
which is a double-sided spectrum comprising both positive
and negative frequencies, with two Lorentzian sidebands cen-
tered at ω = ±ωDM. In a detection experiment that cannot
distinguish between positive and negative frequency compo-
nents, the detected power at each frequency ω has contribu-
tions from both S (ω) and S (−ω). Allowing only non-negative
frequencies, we re-define S (ω) as the detected, single-sided
PSD: the total signal power detectable in a narrow-band filter
centered at ω ≥ 0,
S (ω ≥ 0) ≡ S (ω) + S (−ω). (I.21)
Accordingly,
S DMaa (ω ≥ 0) = a2DM
 τDM1 + τ2DM (ω − ωDM)2
 , (I.22)
This is a Lorentzian with quality factor QDM ≡ ωDMFWHM =
ωDM
2/τDM
≈ 5 × 105 (Fig. 1), so, the coherence time in terms
4of QDM is τDM =
2QDM
ωDM
≈ 106
ωDM
. The DM spectrum assumes a
peak signal power of
S DMaa (ωDM) =
(βg f12a0)2
3
τDM, (I.23)
from which the DM coupling strength g may be inferred:
g =
√
3
β f12a0
√
S DMaa (ωDM)
τDM
=
√
3/2
β f12a0
√
ωDMS DMaa (ωDM)
QDM
.
(I.24)
II. COUPLING OF EXTERNAL SIGNAL TOMEMBRANE
RESONATOR
A. Modes of a square, homogeneous membrane
Let x(y, z, t) the transverse displacement of the membrane
(with respect to the frame) at a point (y, z) of the membrane
(origin at the center). x(y, z, t) can be decomposed into the
normal modes of the membrane (L × L)
x(y, z, t) =
∑
i j
xi j(t)φi j(y, z), (II.1)
where ∫
dydz φi′ j′ (y, z)φi j(y, z) ∝ δii′δ j j′ . (II.2)
The mode shape φi j(y, z) and time-dependent amplitude xi j(t)
are determined by the 2D Helmholtz equation. Assuming uni-
form 2D stress T and uniform density ρ, in the absence of an
external force,
∂2x
∂t2
=
(T
ρ
)
∇2x ≡ v2∇2x; (II.3a)
x¨i j
v2xi j
=
∇2φi j
φi j
= −k2i j; (II.3b)
x¨i j = −(vki j)2xi j ≡ −ω2i jxi j; (II.3c)
∇2φi j = −k2i jφi j, (II.3d)
where we v is the phase velocity in the membrane. ωi j = 2pi fi j
are the mode frequencies corresponding to the spatial frequen-
cies ki j, such that ωi j = vki j. The fixed boundary condi-
tions (φi j(±L/2,±L/2) = 0) lead to the solutions φi j(y, z) =
φi(y)φ j(z), where
φn(u) =
cos
(
npi uL
)
n ∈ {1, 3, 5, . . . }
sin
(
npi uL
)
n ∈ {2, 4, 6, . . . } , u ∈ {y, z}
(II.4a)
ki j =
√
2pi
L
√
i2 + j2
2
; (II.4b)
ωi j = vki j =
√
i2 + j2
2
ω11; (II.4c)
xi j(t) = xi j,0 cos
(
ωi jt + Φi j
)
, (II.4d)
where xi j,0 is the maximum displacement at the center for the
(i, j) mode, and Φi j is some phase depending on the choice of
time origin. Typical f11 ∼ (1 − 10kHz) for ∼ (10cm)2 Si3N4
membranes. Note that, in theory, frequency degeneracies exist
for different sets of (i, j). We incorporate these degeneracies
in our multi-mode sensitivity analysis (equation II.17); at de-
generate resonances, contributions from more than one mode
improves sensitivity vis-a`-vis non-degenerate resonances (see
Fig. 2 of the main text). In practice, true degeneracies are
difficult to achieve in high-Q mechanical sensors due to local
inhomogeneities, for example, in density and stress.
The effective mass of each mode mi j is defined in terms of
the modal energy and amplitude:
Ui j ≡ mi jω2i j maxy,z (φi j(y, z)) = mi jω
2
i j. (II.5)
Additionally, if mphys =
∫
ρhdydz denotes the physical mass
of the membrane of thickness h, Ui j may be written as
Ui j =
∫
dydz hρω2i jφ
2
i j(y, z) =
mphys
4
ω2i j, (II.6)
giving the effective modal mass
mi j =
mphys
4
≡ m, (II.7)
which turns out to be mode-independent in this case.
B. Mode spectrum of a spatially uniform signal
The displacement of the center of the membrane x(0, 0, t) ≡
x0(t) is measured. Only those modes (i, j) with non-zero dis-
placement at (0, 0) contribute to x0(t), such that there are no
contributions for even i or j. For modes that do contribute,
φi j(0, 0) = 1, and
x0(t) =
∑
i j
xi j(t),
x0(ω) =
∑
i j
xi j(ω),
(II.8)
where x0(t) and x0(ω) are related by the Fourier transform. In
the presence of an external acceleration that couples to mode
(i, j), the equation of motion for that mode is
x¨i j + γi j(ω)x˙i j + ω2i jxi j = ai j(t). (II.9)
ai j (defined below) is the effective acceleration experienced
by the individual mode, such that
xi j(ω) =
ai j(ω)
(ω2 − ω2i j) + iγi j(ω)ω
≡ χxa,i j(ω)ai j(ω),
(II.10)
where χxa,i j is the acceleration susceptibility of the (i, j) mode.
γi j is the damping rate for each mode. We assume that
5the damping is mode-independent, but frequency-dependent
(“structural damping”):
γi j ≡ γ(ω) = ωQ0 . (II.11)
The mechanical quality factor Q0 is assumed constant across
modes.
ai j(t) is the fraction of the external signal that couples to a
particular mode, and is given by the overlap integral between
signal shape and mode shape:
ai j(t) =
∫
dydz a(y, z, t)φi j(y, z)∫
dydz φ2i j(y, z)
. (II.12)
If a(y, z, t) retains a constant shape: a(y, z, t) = a(y, z)a(t), we
may write
ai j(t) = βi ja(t), (II.13)
where βi j ≡
∫
dydz a(y,z)φi j(y,z)∫
dydz φ2i j(y,z)
. Given a spatially uniform signal
(a(y, z) = 1, as is true locally for the DM acceleration), the
spatial overlap factor for the (i, j) mode is
βi j =

(
4
pi
)2 ( 1
i j
)
(−1)
(
i+ j
2 −1
)
i ∧ j ∈ {1, 3, 5, . . . }
0 i ∨ j ∈ {2, 4, 6, . . . }. (II.14)
C. Multi-mode Noise
Phase imprecision noise S impxx (see IV) is a mode-
independent displacement noise. For each of the other sources
of membrane displacement – DM signal, thermal noise, and
radiation pressure back-action noise – the total detected power
in each frequency bin is the sum of contributions from each
independently oscillating resonator mode. The total detected
PSD is
S totxx = S
imp
xx +
∑
i j
∣∣∣χxa,i j∣∣∣2 (S thaa + S baaa + S DMaa )
≡ S n,totxx +
∑
i j
∣∣∣χxa,i j∣∣∣2β2i j (βg f12a0)23 τDM
≡ S n,totxx + S DM,totxx ,
(II.15)
where S n,totxx (S
DM,tot
xx ) represent the net multi-mode noise (DM)
spectra.
For the DM signal to have S NR ≡ S DM,totxx
∆S n,totxx
= 1 (where ∆S n ≈
S n is the standard deviation of the noise floor discussed in III),
it is required that S DM,totxx ≈ S n,totxx . Therefore,
g =
√
3
β f12a0
√
S DM,effaa (ωDM)
τDM
, (II.16)
where
S DM,effaa ≡
S impxx +
∑
i j
∣∣∣χxa,i j∣∣∣2 (S thaa + S baaa)∑
i j
∣∣∣χxa,i j∣∣∣2β2i j (II.17)
is the effective noise floor after including multi-modal spatial
overlaps βi j.
III. FINITE DURATION ESTIMATES OF COHERENT
SIGNALS
The power spectrum is measured by a periodogram esti-
mate. A periodogram obtained from a signal a(t) is an average
of N independent measurements of a( f ) or a(ω) using a DFT.
The periodogram Paa(ω)∆ f ≡ 〈|a(2pi f )|2〉N over a frequency
bin ∆ f converges to the single-sided detected PSD in the limit
S aa(ω)∆ f = lim
N→∞Paa(ω)∆ f = limN→∞〈|a(2pi f )|
2〉N . (III.1)
In other words, a periodogram is an accurate estimate of the
true power spectrum if it is measured over an infinitely long
time duration. In practice, if a signal has a finite coherence
time τDM corresponding to a spectral feature of line-width
∆ fDM ∼ 1τDM , a periodogram duration ∆t = τDM is sufficiently
long to resolve the PSD peak.
A periodogram of a white noise process, Pnaa(ω) (whether
displacement or acceleration noise), has the property that, the
standard deviation in the periodogram estimate is approxi-
mately as large as the mean: ∆Pnaa . Pnaa [34]. In or-
der to distinguish a coherent tone from a random fluctua-
tion of the noise floor quantified by ∆Pnaa, the signal-to-noise,
S NR ≡ PDMaa
∆Pnaa ≈
PDMaa
Pnaa , must exceed 1. So, the detection sensitiv-
ity of small signals PDMaa is improved by minimizing the noisePnaa, which in turn minimizes the fluctuations in that noise
floor.
We discuss the impact of varying integration times on signal
sensitivity. Consider the two cases where the total signal ob-
servation time – or integration time, denoted by τ – is shorter
or longer than τDM:
1. τ < τDM
In this regime, the frequency resolution ∆ f ∼ 1
∆t of a
single periodogram improves with increased ∆t up to
τDM. Therefore, the optimal strategy is to maximize
∆t by maximizing the periodogram duration, that is, by
measuring only one periodogram of ∆t = τ. The power
in the periodogram Paa∆ f measured in the frequency
bin ∆ f must match the total power in the true spectrum
S aa∆ fDM in a bin of size ∆ fDM, such that
S aa(ω)
τDM
=
Paa(ω)
τ
. (III.2)
Therefore, the sensitivity of the g measurement in terms
of a periodogram estimate of the DM signal PDMaa (ω)
is g ∝
√
S DMaa (ωDM)
τDM
=
√
PDMaa (ωDM)
τDM
√
τDM
τ
, such that the
minimum coupling measureable from an SNR of 1 is
gmin =
√
Pnaa(ωDM)
τDM
√
τDM
τ
. (III.3)
2. τ > τDM
A periodogramPaa(ω) of duration ∆t > τDM samples an
incoherent signal, and the signal appears flat in the fre-
quency domain. The knowledge about a flat spectrum
6is not improved by improving the resolution 1
∆t . There-
fore, the periodogram duration that conveys useful in-
formation about a signal is upper bounded by the sig-
nal’s coherence time τDM. Since SNR is not improved
by longer ∆t, the alternative is to reduce the variance
in the noise floor by averaging multiple periodogram
measurements, each of duration ∆t = τDM over a total
integration time τ. At worst, N = τ
τDM
statistically inde-
pendent periodograms can be acquired. Therefore, the
standard deviation in the periodogram of the accelera-
tion noise, ∆Pn, is decreased:
∆Pnaa(ω) =
Pnaa(ω)√
N
=
Pnaa(ω)√
τ/τDM
. (III.4)
This means that averaging improves upon the single-
periodogram sensitivity
√Pnaa by a factor N 14 , so,
gmin ∝
√
Pnaa(ωDM)
τDM
(
τDM
τ
) 1
4
. (III.5)
Since all measurements of the true PSD S aa involve the
periodogram estimate Paa, we re-label Paa as S aa in the
rest of the paper; the periodogram estimation is implied.
IV. DISPLACEMENT IMPRECISION NOISE
In a Fabry-Perot cavity of length L, free-spectral range
ωFSR = 2pi c2L , finesse F = ωFSRκ (κ is the cavity’s output
power coupling rate), and coupling constant G = ωcavL (where
ωcav = qωFSR, q ∈ {1, 2, 3, . . . } is a cavity resonance fre-
quency), the single-sided imprecision noise in the displace-
ment is given by [35]
S impxx =
1
8
κ
n¯cavG2
(IV.1)
in the limit κ  ωcav. Here, n¯cav is the average number of
circulating photons in the cavity. We have assumed a single-
sided optical cavity and a laser field that is in resonance (0
detuning) with the cavity. In steady state, n¯cav is related to the
laser power P as
n¯cav =
4P
κ~ωcav
. (IV.2)
Noting that, for wavelength λ = 2pic
ωcav
,
κ
G
=
(
ωFSR
F
) ( L
ωcav
)
=
(
2pi
c
2L
1
F
) ( Lλ
2pic
)
=
λ
2F .
(IV.3)
The detected imprecision noise depends on the detector effi-
ciency 0 ≤ η ≤ 1 such that Pdet = ηP. Therefore,
S impxx =
1
8
~ωcav
4Pdet
κ2
G2
=
~
32
(
2pic
λ
) (
λ
2F
)2 1
ηP
=
pi~cλ
64
(
1
ηF 2P
)
.
(IV.4)
We assume η = 1.
[1] D. J. E. Marsh, Phys. Rept. 643, 1 (2016).
[2] A. Arvanitaki, S. Dimopoulos, S. Dubovsky, N. Kaloper,
and J. March-Russell, Phys. Rev. D81, 123530 (2010),
arXiv:0905.4720 [hep-th].
[3] D. B. Kaplan and M. B. Wise, J. High Energy Phys. 2000, 037
(2000).
[4] B. de Carlos, J. A. Casas, F. Quevedo, and E. Roulet, Phys.
Lett. B 318, 447 (1993).
[5] J. P. Conlon, JHEP 05, 078 (2006), arXiv:hep-th/0602233 [hep-
th].
[6] E. Witten, Phys. Lett. 149B, 351 (1984).
[7] P. Svrcek and E. Witten, JHEP 06, 051 (2006), arXiv:hep-
th/0605206 [hep-th].
[8] T. R. Taylor and G. Veneziano, Phys. Lett. B213, 450 (1988).
[9] M. Cicoli, arXiv preprint arXiv:1111.0790 (2011).
[10] T. Damour and A. M. Polyakov, Gen. Relativ. Gravit. 26, 1171
(1994).
[11] T. Damour, F. Piazza, and G. Veneziano, Phys. Rev. Lett. 89,
081601 (2002).
[12] T. Damour and J. F. Donoghue, Phys. Rev. D 82, 084033
(2010).
[13] C. P. Burgess, A. Maharana, and F. Quevedo, JHEP 05, 010
(2011), arXiv:1005.1199 [hep-th].
[14] T. Damour and A. M. Polyakov, Nucl. Phys. B 423, 532 (1994).
[15] M. Cicoli, M. Goodsell, and A. Ringwald, JHEP 10, 146
(2012), arXiv:1206.0819 [hep-th].
[16] B. S. Acharya, K. Bobkov, and P. Kumar, JHEP 11, 105 (2010),
arXiv:1004.5138 [hep-th].
[17] A. E. Nelson and J. Scholtz, Phys. Rev. D. 84, 103501 (2011).
[18] P. Arias, D. Cadamuro, M. Goodsell, J. Jaeckel, J. Redondo,
and A. Ringwald, JCAP 06, 013 (2012).
[19] P. W. Graham, J. Mardon, and S. Rajendran, Phys. Rev. D 93,
103520 (2016).
[20] J. Cembranos, A. Maroto, and S. J. Nez Jareo, JHEP 02, 064
(2017).
[21] J. A. Dror, K. Harigaya, and V. Narayan, Phys. Rev. D 99,
035036 (2019).
7[22] R. T. Co, A. Pierce, Z. Zhang, and Y. Zhao, Phys. Rev. D 99,
075002 (2019).
[23] M. Bastero-Gil, J. Santiago, L. Ubaldi, and R. Vega-Morales,
JCAP 04, 015 (2019).
[24] P. Agrawal, N. Kitajima, M. Reece, T. Sekiguchi, and F. Taka-
hashi, Phys. Lett. B. 801, 135136 (2020).
[25] K. Nakayama, JCAP 10, 019 (2019).
[26] K. Nomura, A. Ito, and J. Soda, Eur. Phys. J. C80, 419 (2020).
[27] P. W. Graham, D. E. Kaplan, J. Mardon, S. Rajendran, and
W. A. Terrano, Phys. Rev. D 93, 075029 (2016).
[28] D. Carney, A. Hook, Z. Liu, J. M. Taylor, and Y. Zhao, (2019),
arXiv:1908.04797 [hep-ph].
[29] A. Pierce, K. Riles, and Y. Zhao, Phys. Rev. Lett. 121, 061102
(2018).
[30] H. Ruegg and M. Ruiz-Altaba, Int. J. Mod. Phys. A 19, 3265
(2004).
[31] M. Schambach and K. Sanders, Reports on Mathematical
Physics 82, 203 (2018).
[32] H.-K. Guo, K. Riles, F.-W. Yang, and Y. Zhao, Commun. Phys.
2, 1 (2019).
[33] A. Derevianko, Phys. Rev. A 97, 042506 (2018).
[34] D. Budker, P. W. Graham, M. Ledbetter, S. Rajendran, and
A. O. Sushkov, Phys. Rev. X 4, 021030 (2014).
[35] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt, Rev. Mod.
Phys. 86, 1391 (2014).
