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The average time required for an open quantum system to reach a steady state (the steady-
state time) is generally determined through a competition of coherent and incoherent (dissipative)
dynamics. Here, we study this competition for a ubiquitous central-spin system, corresponding to a
‘central’ spin-1/2 coherently coupled to ancilla spins and undergoing dissipative spin relaxation. The
ancilla system can describe N spins-1/2 or, equivalently, a single large spin of length I = N/2. We
find exact analytical expressions for the steady-state time in terms of the dissipation rate, resulting
in a minimal (optimal) steady-state time at an optimal value of the dissipation rate, according to
a universal curve. Due to a collective-enhancement effect, the optimized steady-state time grows
only logarithmically with increasing N = 2I, demonstrating that the system size can be grown
substantially with only a moderate cost in steady-state time. This work has direct applications to
the rapid initialization of spin qubits in quantum dots or bound to donor impurities, to dynamic
nuclear-spin polarization protocols, and may provide key intuition for the benefits of error-correction
protocols in quantum annealing.
I. INTRODUCTION
The interplay of coherent and incoherent dynamics
for a quantum system plays an important role, both in
fundamental studies of thermalization and in the oper-
ation of a quantum processor (for example, a universal
quantum computer or a specialized quantum simulator).
While the state of a quantum computer can be manipu-
lated via coherent dynamics to perform the actual com-
putation, dissipation can be used to drive the system
toward a certain target state, either for fast preparation
of pure ancilla qubits or, e.g., to prepare the ground state
of some more complicated local Hamiltonian. For these
applications, it may be important to tune experimental
parameters in order to reach the target state as quickly
as possible, or with the highest possible fidelity [1, 2].
Reaching a particular target state may only be possible
in some cases in the presence of a finite dissipation rate.
On the other hand, when the dissipation rate is too large,
evolution toward a target state may be suppressed alto-
gether (the quantum Zeno regime [3, 4]). The quantum
Zeno regime has been studied in various settings, includ-
ing circuit quantum electrodynamics (QED) [5], caviy
QED [6, 7], and in models with spin-bath interactions
[8]. In this paper, we study the interplay of coherent dy-
namics and dissipation leading to a quantum Zeno regime
for a particular central-spin model.
A central-spin system (Fig. 1) may model a collection
of coupled qubits or a single qubit exposed to a spin en-
vironment. In this paper, we consider a model where a
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FIG. 1. (Color online) A central-spin system, describing a
spin S (S=1/2) coupled to N ancilla spins Il (Il = 1/2).
When the central spin is coupled equally to every ancilla, the
total angular momentum of the ancillas is fixed (e.g., I =
N/2), and the ancilla is described by a single large spin I =∑
l I
l.
spin-1/2, the central spin, interacts with an ancilla spin
I ≥ 1/2. The central spin-1/2 may describe an electron
spin, a hole spin, or some other qubit. When the central
spin describes an electron, the ancilla spin may describe a
second (exchange-coupled) electron in a double quantum
dot [9, 10] (I = 1/2), the nuclear spin of a donor impurity
(I ≥ 1/2) [11–14], or many nuclear spins locked in a total
angular momentum eigenstate [15–18] (I  1/2) [Fig. 1].
The central-spin system can be related to a class of dis-
sipative quantum walks [19] and to the Tavis-Cummings
model [20, 21] for an ensemble of two-level systems cou-
pled to a common cavity mode, provided the cavity is oc-
cupied by at most one photon. Evolution of this central-
spin system has been studied in the context of dynami-
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2cal nuclear-spin polarization [22–26], nuclear-spin cooling
and coherent electron-nuclear-spin coupling [27], and in
transport settings where the nuclear spins are polarized
using a spin-polarized current [28, 29]. Another intrigu-
ing application of central-spin dynamics is to quantum
annealing [30]. Quantum annealing correction protocols
[31] make direct use of a version of the central-spin system
[32]; understanding how to optimally drive a central-spin
system to its steady state could improve these protocols.
Equilibration dynamics of the central-spin system are of
special interest, since this system is expected to show a
collective enhancement effect [28, 33, 34], related to Dicke
superradiance [35].
In this paper, we study the dissipative dynamics of a
central-spin system when the central spin undergoes spin
flips, causing it to relax to its local ground state on a time
scale set by the dissipation rate. Through a combination
of incoherent central-spin flips and a coherent coupling to
the ancilla system, the ancilla spins will polarize, even-
tually reaching a steady state. When the dissipation is
too strong, frequent central-spin flips can be regarded as
a projective measurement performed on the central spin,
inhibiting unitary dynamics of the coupled system, and
preventing ancilla polarization (quantum Zeno effect).
We will consider a central-spin/ancilla-spin coupling that
preserves the total angular momentum along one direc-
tion. For this choice of coupling, ancilla-spin polarization
is possible only if the central spin has a finite dissipa-
tion rate, allowing angular momentum to be carried away
from the ancilla system as it polarizes. The competition
between the required angular-momentum transfer due to
dissipation and the Zeno effect indicates that there is an
optimal dissipation rate that minimizes the ancilla-spin
polarization time. Establishing this optimal dissipation
rate is a central focus of this paper.
The rest of this paper is organized as follows: in Sec. II
we introduce the central-spin Hamiltonian and discuss
the dissipative model used to describe dynamics of the
ancilla-spin polarization. In Sec. III, we consider the
special case of I = 1/2, relevant for, e.g., two exchange-
coupled electron spins. In Sec. IV, we generalize the
I = 1/2 result and find an expression for the polariza-
tion time for any value of I. We find a universal relation
between the polarization time and the dissipation rate.
In Sec. V, we apply the model [Eq. (1)] to the problem
of fast initialization for two electron-spin qubits in a sili-
con double quantum dot. Finally, we draw conclusions in
Sec. VI. Further technical details are given in Appendices
A and B.
II. MODEL
A central-spin system can be described in terms of a
spin-1/2 (the central spin, operator S), and a spin-I (the
ancilla spin, operator I), as illustrated in Fig. 2(a). In
some realizations of this model, the ancilla spin may de-
scribe the collective angular momentum of an ensemble
(b)
(a)
FIG. 2. (Color online) (a) The central spin S couples to the
ancilla I with flip-flop coupling α, and undergoes spin-flips
(↓→↑) with rate Γ. (b) The ancilla spin reaches the fully-
polarized steady-state (Iz = I), on average, at the steady-
state time τ .
of smaller spins Il with uniform coupling: I =
∑
l I
l (see
Fig. 1). In other cases, the ancilla may result from a
single large spin, giving a (2I + 1)-dimensional Hilbert
space. Several specific physical realizations of this model
are discussed in detail in Section V. The central spin and
ancilla spin are coupled with a flip-flop coupling α, al-
lowing the coherent exchange of angular momentum. In
addition to this coherent coupling, the central spin can
also undergo incoherent energy relaxation with a spin-flip
rate Γ arising, e.g., from coupling to a low-temperature
bath [Fig. 2(a)]. The angular momentum transferred to
the central spin via the incoherent spin flip can then be
exchanged via coherent coupling with the ancilla spin.
Through this sequence of incoherent spin flips and co-
herent exchanges, the ancilla spin will eventually reach
the fully polarized steady state, Iz = I, on a character-
istic time scale τ [Fig. 2(b)]. The interplay of coherent
exchanges (coupling α) and incoherent relaxation (rate
Γ) in determining the steady-state time τ is the main
subject of this work. In particular, when the relaxation
rate can be tuned, we would like to establish the optimal
choice for Γ to minimize the steady-state time τ .
The state of the combined central spin and ancilla spin
is given by the density matrix ρ, with evolution governed
3by the master equation (setting h¯ = 1):
ρ˙(t) = −i [HCS, ρ(t)] + ΓD[S+]ρ(t). (1)
Here, D [S+] is the usual dissipator:
D[S+]ρ = S+ρS− − 1
2
{S−S+, ρ} , (2)
where S± = Sx ± iSy. The Hamiltonian is taken to be
HCS = −∆SSz−∆IIz+J [SzIz + α(SxIx + SyIy)] , (3)
where ∆S(∆I) gives the splitting of the central (ancilla)
spin and J sets the overall interaction strength. We will
work in dimensionless units where J = 2 and in a rotat-
ing frame, taking advantage of the fact that [HCS, Jz] = 0
(Jz = Sz+Iz). In this rotating frame, the effective Hamil-
tonian is (J = 2):
H = HCS + ∆IJz = −∆Sz + 2SzIz + α(S−I+ + S+I−),
(4)
with
∆ = ∆S −∆I . (5)
The independent parameters of the model are thus the
dissipation rate Γ, the flip-flop coupling α, the detun-
ing ∆, and the number of ancilla spins N (or equiva-
lently, the length of the large spin, I = N/2). Equa-
tion (4) generally describes an arbitrary XXZ-like inter-
action. Depending on the choice of α, this Hamiltonian
describes a pure Ising-like coupling (α = 0), Heisenberg
interaction (α = 1), or an XY-like interaction (α→∞).
The XY-limit is well behaved provided we simultaneously
take Γ → ∞,∆ → ∞, while maintaining finite ratios,
α/Γ = const., ∆/Γ = const.. In what follows, the par-
ticular form of dissipator in [Eq. (1)] will be important.
This form can be justified from a microscopic derivation
under a generic, but nevertheless restricted, set of condi-
tions (see Appendix A).
The states |σm〉 ≡ |σ〉⊗|I,m〉 form a convenient basis,
where σ =↑, ↓ gives the state of the central spin (eigen-
state of Sz) and m is the eigenvalue of Iz labelling the
state of the ancilla spin. An initial (non-stationary) state
will evolve through a sequence of incoherent central-spin
flips (quantum jumps) and coherent angular-momentum
exchanges, eventually reaching the final steady state,
|↑ I〉. The probability per unit time to reach the state
|↑ I〉 at time t is given by
dp↑I(t)
dt
= Γp↓I(t), (6)
where
pσm(t) = 〈σm| ρ(t) |σm〉 (7)
gives the probability to be in state |σm〉 and Eq. (6)
follows from the master equation, Eq. (1). The average
time required to reach the steady state is then
τ = Γ
∫ ∞
0
dt t p↓I(t). (8)
The steady-state is reached through a sequence of inco-
herent quantum jumps, so the total time τ [Eq. (8)] can
be re-expressed in terms of a sum over independent av-
erage jump times τm:
τ =
I−1∑
m=−I
τm, (9)
τm = Γ
∫ ∞
0
dt t P (↓ m+ 1, t| ↑ m, 0). (10)
Here, we have introduced the conditional probability,
P (A, t|B, 0), to occupy state A at time t, for the ini-
tial state B at time t = 0. In Appendix B, we find
a closed-form analytical expression for the probability
p↓m+1(t) for an arbitrary initial state in the subspace
of Jz = m + 1/2. Specializing to the initial condition
p↑m(0) = 1 gives p↓m+1(t) = P (↓ m+ 1, t| ↑ m, 0), allow-
ing for an exact calculation of τm as given in Eq. (10).
Using Eq. (9) we obtain an analytical expression for τ
which can be minimized for the optimal choice of dissi-
pation rate Γ.
For the special case of N = 1 ancilla (I = 1/2), we
evaluate Eq. (8) directly for an initial state having Jz = 0
in Sec. III. In Sec. IV, we address the case of multiple
ancillas (N = 2I > 1), where a simple choice is to prepare
the system in the state |↑ −I〉. We evaluate the sum in
Eq. (9) explicitly for any N ≥ 1 (I ≥ 1/2), analyzing the
scaling for a large number of ancillas (large ancilla spin
I).
III. SINGLE ANCILLA SPIN (N = 1; I = 1/2)
The simplest case of a single ancilla spin-1/2 (N =
1, I = 1/2) is directly relevant to, e.g., two electron spins
in a double quantum dot [Fig. 3(b)] coupled by a Heisen-
berg exchange coupling J (α = 1), or to an electron spin
bound to a phosphorus donor impurity in silicon, cou-
pled to the 31P nuclear spin via the Fermi contact inter-
action A (α = 1, J → A). Both of these systems show
promise as elements for quantum information process-
ing [9, 10, 36, 37], where it is important to have a fast
and high-fidelity reset to the fiducial initial state |↑1↑2〉
for both the central-spin (σ1) and the ancilla (σ2), even
when only the central spin undergoes direct spin relax-
ation [Fig. 3(b)]. By optimizing the dissipation rate Γ,
the time scale for this reset (the steady-state time τ) can
be minimized, improving the rate at which fresh ancillas
can be prepared.
Before analyzing the steady-state time, we consider the
ancilla-spin dynamics:
〈Iz(t)〉 =
∑
σm
mpσm(t). (11)
In Appendix B, we show that pσm(t) can be found exactly
analytically for this model, whenever the initial state lies
in a subspace of fixed Jz. Here, we consider the singlet
4(a)
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FIG. 3. (Color online) (a) Ancilla-spin polarization 〈Iz(t)〉
for the single-ancilla-spin model (N = 1, I = 1/2). Here,
we have taken ∆ = ∆S − ∆I = 0 and α = 1. For these
parameters, the three values of Γ indicated correspond to the
underdamped regime (Γ < Γopt = 4α, blue dotted line), the
optimal value (Γ = Γopt = 4α, orange solid line), and the
overdamped (quantum Zeno) regime (Γ > Γopt = 4α, green
dashed line). (b) A double quantum dot. The central spin
S (right dot) decays to its ground state with rate Γ while
exchanging angular momentum with the ancilla spin I (left
dot) with a flip-flop coupling α.
initial state, which can be prepared efficiently for two
electron spins in a double quantum dot, taking advantage
of Pauli exclusion [38]:
ρ(0) = |S〉 〈S| ; |S〉 = 1√
2
(|↓1↑2〉 − |↑1↓2〉) . (12)
The resulting dynamics are shown for ∆ = 0, α = 1,
and three values of Γ in Fig. 3(a). There are two strik-
ing features: (i) the dynamics are qualitatively differ-
ent for weak dissipation (showing oscillations) and for
strong dissipation (showing no oscillations), and (ii) the
steady-state time (time to reach 〈Iz(t)〉 /I = 1) is a non-
monotonic function of the dissipation rate Γ. In partic-
ular, there is an optimal choice for the dissipation rate,
Γ = Γopt, that minimizes the steady-state time [orange
curve in Fig. 3(a)].
To better understand the dynamics, it is useful to con-
sider one of the terms entering Eq. (11). Following the
procedure described in Appendix B, and for the singlet
initial state, we find (for ∆ = 0):
p↓I(t) =
e−
Γ
2 t
8Ξ2
[
Γ2 cosh (Ξt)− 2ΓΞ sinh (Ξt)− 16α2] ,
(13)
Ξ =
1
2
√
Γ2 − 16α2. (14)
The qualitative behavior of this function changes from
oscilliatory when Γ < 4α [Im (Ξ) 6= 0] to purely damped
when Γ > 4α [Im (Ξ) = 0]. We can therefore distinguish
three different regimes in analogy with the damped har-
monic oscillator: (i) the underdamped regime (Γ < 4α),
where the ancilla spin undergoes many oscillations before
reaching the steady state, (ii) the overdamped regime
(Γ > 4α), where the dissipation drives the system into
the quantum Zeno regime and where the steady state is
reached without any oscillations, and (iii) the critically
damped regime (Γ = 4α).
For an arbitrary initial state in the subspace Jz = 0,
the steady-state time is given by Eq. (B22) in Appendix
B when we set m = −1/2, I = 1/2, resulting in:
τ =
2
Γ
+
(
Γ2 + 4∆2
)
P↑↓
4α2Γ
+
Im [(Γ− i2∆)Ω]
αΓ
, (15)
where
P↑↓ = 〈↑1↓2| ρ(0) |↑1↓2〉 , (16)
Ω = 〈↓1↑2| ρ(0) |↑1↓2〉 , (17)
and for a physical (positive) state, det [ρ(0)] ≥ 0 implies
|Ω| ≤
√
P↑↓(1− P↑↓). (18)
From Eq. (15), we have τ → ∞ as Γ → ∞ for any ini-
tial state with P↑↓ 6= 0 and for any finite α, since the
central spin will be continuously projected onto its local
ground state |↑〉, inhibiting coherent exchange with the
ancilla (quantum Zeno effect [3, 4]). In the opposite limit
(Γ → 0), the steady-state time still diverges, τ → ∞,
since angular momentum cannot be carried away with-
out dissipation in this model. There will be an optimal
intermediate value of Γ that minimizes τ . The resulting
optimal steady-state time τopt and optimal choice for the
rate Γopt are:
τopt = 2
(
2α2 + ∆2P↑↓
)
α2Γopt
+
Im [(Γopt − i2∆) Ω]
αΓopt
, (19)
Γopt = 2
{
2α [α−∆Re (Ω)] + ∆2P↑↓
P↑↓
}1/2
. (20)
For specific pure-state initial conditions ρ(0) =
|ψ(0)〉 〈ψ(0)|, Eqs. (19) and (20) give simple results. For,
e.g., |ψ(0)〉 = |↑1↓2〉, we find
τopt =
√
∆2 + 2α2
α2
; Γopt = 2
√
∆2 + 2α2. (21)
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FIG. 4. (Color online) (a) Central-spin decay cascade, con-
trolled by the flip-flop coupling α and spin-flip rate Γ. The
average time to reach the state |↑,m+ 1〉 from |↑,m〉 is τm.
(b) Decay cascade for an ensemble of N = 2J two-level atoms
with cavity coupling g and cavity decay rate κ. The state
|n,J − s〉 describes n photons in the cavity and an atomic
Dicke state having collective angular momentum Jz = J − s
after s photons are emitted. The time for the sth photon to
be emitted is ts. (c) In the bad-cavity limit, κ  J g, the
dynamics are approximated by a sequence of independent in-
coherent jump events, with an effective rate Γeff ∝ g2/κ [35].
Consistent with the analogy to a damped oscillator, the
optimal (minimial) steady-state time is found when the
dissipation rate is resonantly synchronized with the co-
herent dynamics, Γopt ∝ max (α, |∆|).
Alternatively, for |ψ(0)〉 = (|↑1↓2〉+ eiφ |↓1↑2〉) /√2,
we have (for ∆ = 0):
τopt =
2 + sinφ
2α
; Γopt = 4α (∆ = 0). (22)
For either the singlet (φ = pi) or triplet (φ = 0) initial
states, the optimal steady-state time is τopt = 1/α, but
this time is reduced by half (τopt = 1/2α) for an initial
state with φ = −pi/2. For electron spin qubits, it is often
possible to prepare an arbitrary state in the Jz = 0 sub-
space by rapidly preparing a spin singlet via Pauli exclu-
sion, followed by a controlled phase gate [9, 10, 39]. Equa-
tion (22) shows that the local ground state |↑1↑2〉 (the
fiducial initial state for a computation) can be reached
twice as fast by first preparing the ‘correct’ initial state
when only one spin undergoes direct spin relaxation.
IV. MULTIPLE ANCILLA SPINS (N ≥ 1; I ≥ 1/2)
The case of N = 2I ≥ 1 ancilla spins results in
the decay cascade illustrated in Fig. 4(a). As described
above, the decay proceeds through a sequence of coherent
angular-momentum exchanges (due to the flip-flop cou-
pling α) and incoherent central-spin flips (with rate Γ).
There is a direct correspondence between this (central-
spin) model and the well-studied model of Dicke super-
radiance leading to a decay cascade for a collection of
N two-level atoms coupled to a cavity via a coherent
coupling g and with a cavity decay rate κ [Fig. 4(b)].
The correspondence becomes exact if the cavity only
ever contains n = 0, 1 photons, in which case we make
the identification |0/1,J − s〉 ↔ |↑ / ↓,−I + s〉, with
s = 0, 1, 2 . . . 2I (2J ). Here, |n,J − s〉 describes a state
with n cavity photons and a collective (Dicke) state of
the atomic ensemble having collective angular momen-
tum Jz = J − s [40]. In the bad-cavity limit (κ gJ ),
photons leak out of the cavity as quickly as they are
produced through the decaying atomic ensemble, so the
state with n = 2 photons is never reached. In this limit,
the photon emission dynamics can be found in terms of
an equivalent decay cascade that incorporates the cou-
pling g and decay rate κ into a single rate Γeff ∝ g2/κ
[Fig. 4(c)]. The dynamics of photon emission for the
model shown in Fig. 4(c) have been analyzed in detail,
showing interesting collective-enhancement effects that
lead to an accelerated approach to the steady state due
to superradiance (see, e.g., Ref. 35 for a review). Analo-
gous collective-enhancement effects are inherited by the
central-spin model [17, 20, 28, 33, 41], but the scaling
with large N = 2I can be fundamentally different. As
we will show below, the bad-cavity limit is analogous
to the quantum Zeno regime for the central-spin model
(Γ  Iα), where the steady-state time increases as the
associated dissipation rate (κ or Γ) is increased. Working
in this limit allows for a convenient controlled description
of superradiance, but it misses the potential to further
accelerate the decay cascade by optimizing Γ.
The average time τm for the transition |↑ m〉 →
|↑ m+ 1〉 can be found directly by integrating the Bloch
equations resulting from Eq. (1). This analysis is carried
out explicitly in Appendix B. Inserting the initial con-
dition p↑m(0) = 1 into Eq. (B22) from Appendix B, we
find
τm =
2
Γ
+
Γ2 + 4δ2m
4α2mΓ
. (23)
The parameters αm, δm are given in Appendix B, but we
rewrite them here for convenience:
αm = α
√
I(I + 1)−m(m+ 1), (24)
δm = ∆− (2m+ 1) . (25)
We can sum the individual jump times, given by Eq. (23),
to find the total steady-state time τ [as in Eq. (9)]. The
result is given by an exact analytic expression:
τ = 2
[
(Γ/2)2 + (2I + 1)2 + ∆2
]
α2Γ
h(2I)
2I + 1
+
+
4I(α2 − 2)
α2Γ
, (26)
where h(2I) is the harmonic series:
h(N0) =
N0∑
n=1
1
n
. (27)
6In the large-I limit, the harmonic series has the asymp-
totic expression
h(2I) ∼ ln 2I + γ; (I →∞) , (28)
where γ ≈ 0.57 is the Euler-Mascheroni constant.
A. Scaling with N = 2I
We can recover the result applicable to the decay cas-
cade for an atomic ensemble [shown in Fig. 4(b)] by
first taking the limits Γ → ∞, α → ∞, |∆| → ∞,
α/Γ = const., α/∆ = const. [appropriate for an XY-
like interaction in Eq. (4)], then setting α/Γ → g/κ,
α/∆ → g/∆. In the limit 2I = 2J = N → ∞, this
gives:
τ ∼
(
κ2 + ∆2
)
2g2κ
lnN
N
; N →∞. (29)
For ∆ = 0, this result matches, e.g., with the analysis of
Ref. 35 for the model of Dicke superradiance. A strik-
ing feature of this model is that the steady-state time
actually decreases with increasing N (a consequence of
the collective enhancement). For any nonzero detuning
∆ 6= 0, the steady-state time τ can be minimized by
choosing κ = ∆. In most contexts, however, it is likely
to be simpler to arrange for ∆ = 0 to minimize τ for any
fixed κ.
The situation is quite different for a central-spin sys-
tem with a finite Ising-like contribution ∼ SzIz. This
contribution is unavoidable for, e.g., spins coupled via a
Heisenberg-like interaction through exchange or a Fermi
contact hyperfine coupling. In this case, the large-I limit
of Eq. (26) gives
τ ∼ 4I ln(2I)
α2Γ
+O(I); I →∞. (30)
In stark contrast with the decay cascade for an atomic en-
semble (or central-spin system with an XY-coupling), the
more general central-spin system will show a steady-state
time that grows super-linearly with 2I = N (assuming
that the coupling parameters J and α are independent
of N). This is even worse than what one would expect for
uncorrelated incoherent spin-flips with each of the N an-
cilla spins. The situation improves, however, if we treat
the spin-flip rate Γ as a parameter that can be optimized
for each fixed I.
Minimizing Eq. (26) with respect to variations in Γ
gives:
τopt =
h(2I)
α2(2I + 1)
Γopt(α,∆, I), (31)
Γopt = 2
[
2I(2I + 1)(α2 − 2)
h(2I)
+ (2I + 1)2 + ∆2
]1/2
.(32)
In the limit of large N = 2I, Eqs. (31) and (32) then
give:
τopt ∼ 2
α2
ln(2I)+
2γ
α2
; Γopt ∼ 2(2I+1); (I →∞). (33)
FIG. 5. (Color online) The steady-state time τ [Eq. (26)] for
α = 1, ∆ = 0, with fixed spin-flip rate Γ = Γopt(α,∆, I =
1/2) (blue dots) and the optimized steady-state time τ = τopt
[Eqs. (31),(32)] for α = 1, ∆ = 0 (red dots) and for α =
1, ∆ = 10 (green dots). Each dot corresponds to a different
value of I in half-integer steps (I = 1/2, 1, 3/2, . . .) and the
dashed lines are a linear interpolation between adjacent dots.
The optimized steady-state time grows only very slowly
(logarithmically) with N = 2I. This optimization is only
practical as long as the spin-flip rate can be increased in
proportion with I [restoring to dimensionful units, Γopt ∼
(2I + 1)/J ]. The scaling improves substantially if the
detuning ∆ is large:
τopt ∼ 2|∆|
α2
ln(2I)
2I
; Γopt ∼ 2|∆|, (34)[
|∆|  2I  max
(
1, e|α
2−2|
)]
. (35)
Thus, the central-spin system will show a decreasing
steady-state time with increasing N = 2I over some in-
termediate regime.
To summarize, the interesting scaling limits for τ (and
τopt) are illustrated in Fig. 5. For ∆ = 0, α = 1,
the unoptimized steady-state time τ grows super-linearly
with increasing N = 2I [blue points, Eq. (26), with
asymptotics described by Eq. (30)]. In contrast, choosing
Γ = Γopt for each I leads to a slow logarithmic increase
in τ = τopt [red points, Eq. (31), with asymptotics given
in Eq. (33)]. For ∆ = 10, α = 1, there is an intermedi-
ate regime where τopt initially decreases with increasing
I [green points, Eq. (31), with the decreasing portion
described by Eq. (34)].
B. Universal relation
It follows directly from the form of τ given in Eq. (26)
that we can write the Γ-dependence as a universal curve
in terms of the scaled parameters τ/τopt and Γ/Γopt (see
7FIG. 6. (Color online) Universal relation for τ vs. Γ [Eq (36)].
For Γ  Γopt, the system is in the weak-dissipation regime,
while for Γ Γopt the system is in the quantum Zeno regime.
The optimal steady-state time τ = τopt is found for Γ = Γopt.
Fig. 6):
τ
τopt
=
1
2
(
Γ
Γopt
+
Γopt
Γ
)
. (36)
V. PHYSICAL APPLICATIONS
Here, we establish the conditions for the initial master
equation [Eq. (1), derived in Appendix A] in a physical
context. In particular, we revisit the case described in
Sec. III of two electron-spin qubits in a double quantum
dot, where one spin serves as the ancilla and the other
spin (the central spin) may undergo spin flips. In this
case, the universal curve depicted in Fig. 6 can be real-
ized by measuring the spin-flip time τ of the ancilla for a
range of dissipation rates Γ. When the rate Γ can be opti-
mized, the ancilla- and central-spin qubits can be rapidly
intialized, even when the ancilla does not undergo direct
spin relaxation.
The Hamiltonian for this two-spin model, assuming an
isotropic (Heisenberg) exchange (α = 1), is given by:
HCS = g
∗
1µBB1S
1
z + g
∗
2µBB2S
2
z + JS
1 · S2, (37)
where µB is the Bohr magneton, g∗1 (g∗2) is the g-factor
of the first (second) electron, B1 (B2) is the local mag-
netic field acting on the first (second) spin, and J is the
Heisenberg exchange coupling.
Equation (37) maps onto the Hamiltonian given in
FIG. 7. (Color online) (a) A cotunneling transition leading
to a central-spin flip. An electron with spin down in the dot
excited state tunnels into an empty state in the lead, and a
spin-up electron from the lead tunnels into the dot ground
state. Here, Γ0 is the bare tunneling rate, and ∆µ is the
difference between the dot and lead chemical potential. (b)
An electron spin in a quantum dot in the Coulomb-blockade
regime. The coupling with the drain D allows the electron to
tunnel out of the dot only when in the excited state. Once the
dot is emptied, another electron from the source S can tunnel
in, with rate Γin. When the tunneling rate Γin is fast com-
pared to other energy scales of the system, the two successive
processes of tunneling out with spin down and tunneling in
with spin up give rise to an effective central-spin flip with rate
Γ.
Eq. (3) for:
∆S = −g∗1µBB1, (38)
∆I = −g∗2µBB2, (39)
S = S1, (40)
I = S2. (41)
The master equation [Eq. (1)] is recovered when a spin-
relaxation process acts only on the central spin S = S1.
This situation can be realized if, e.g., only one of the
dots is strongly tunnel-coupled to a lead. This tunnel
coupling may give rise to inelastic spin-flip cotunneling
transitions. Here, an electron in a spin excited state tun-
nels out into a lead, creating a virtual intermediate state.
8The electron is then replaced from the lead by an elec-
tron having the opposite spin [Fig. 7(a)]. Having a double
quantum dot with only one dot strongly coupled to a lead
may be favorable for high-fidelity spin-to-charge conver-
sion schemes for spin read-out [42–44], and is therefore
important in many spin-qubit devices.
For an exchange-coupled pair of electron spins (as con-
sidered here), the inelastic cotunneling process may gen-
erally describe transitions between correlated (e.g., sin-
glet and triplet) eigenstates, rather than the single-spin
states shown in Fig. 7(a). However, even for a finite ex-
change coupling J , there is a regime of applicability for
the process shown in Fig. 7(a) involving a single spin
flip [this leads to the master equation, Eq. (1)]. This
regime can be reached when the level broadening 1/τc,
due to a correlation time τc, is large compared to the ex-
change, J (the wide-band limit introduced in Appendix
A). The correlation time τc may be set by the lifetime of
the intermediate state due, e.g., to a finite quasiparticle
lifetime in the lead, electron-phonon coupling, or cou-
pling to electric-field noise. In the low-temperature limit
(kBT <∼ ∆S), the spin-flip cotunneling rate Γ, within
the range of applicability of a Markov approximation
(Γτc  1), is then given by [45]:
Γ =
Γ20
2pi∆µ2
∆S, (42)
where Γ0 is the direct dot-lead tunnel rate, and where
∆µ = µ − (µ↑ + µ↓)/2, with lead chemical potential µ,
and dot chemical potentials µσ, for spin σ = {↑, ↓}. Im-
portantly, the parameters Γ0 and ∆µ can be tuned exper-
imentally by controlling a tunnel barrier to the lead (in
the case of Γ0) or by controlling the local dot potential
(for ∆µ).
Excitation processes [leading to spin flips ↑→↓ in
Fig. 7(a)] will be exponentially suppressed relative to
the relaxation processes considered here in the low-
temperature limit (kBT < ∆S), provided the broadening
of the lead levels ∼ 1/τc is small compared to the spin
splitting, i.e. ∆Sτc >∼ 1 (this is the quasi-secular limit
described in Appendix A).
In summary, under the following conditions, we ex-
pect the analysis here starting from the master equation
[Eq. (1)] to be valid:
Γτc  1, Markov, (43)
Jτc  1, wide−band, (44)
∆Sτc >∼ 1, quasi−secular. (45)
In the analysis given above, we have also neglected the
effect of spin dephasing on a time scale T ∗2 . We expect
the effect of dephasing to be negligible provided the de-
phasing time is long compared to the time scale for spin
flips, i.e.:
ΓT ∗2  1. (46)
To establish the experimental relevance of Fig. 6, and
to show that rapid initialization to the state |↑1↑2〉 can
be achieved, we now consider explicit parameters for a
silicon double quantum dot. Assuming a uniform mag-
netic field and equivalent g-factors, we set ∆ = ∆S −
∆I = 0. The singlet state of two electron spin qubits,
(|↑1↓2〉−|↓1↑2〉)/
√
2, can be rapidly prepared electrically
[38]. With this initial condition [Eq. (12)], the optimal
value for Γ given by Eq. (22) is h¯Γopt = 2J and the opti-
mal polarization time is given by τopt = 2h¯/J . Assuming
common experimental conditions for two spin qubits in
a silicon double quantum dot, we choose ∆S = ∆I = 100
µeV (corresponding to B ' −1 T for g∗1 = g∗2 = g∗ = 2
and h¯/∆S = 7 ps) and ∆µ = 1 meV. For a direct tunnel-
ing rate Γ0 = 50 µeV/h¯ (corresponding to 1/Γ0 = 0.013
ns), we find the spin-flip cotunneling time 1/Γ = 16
ns from Eq. (42). A comparable value for Γ0 has been
measured for a silicon double-quantum-dot device, where
leakage current due to inelastic cotunneling has been ob-
served [46]. At the optimal point, for Γ ≡ Γopt = 2J/h¯,
this gives h¯/J = 32 ns (corresponding to an exchange
coupling J = 0.021 µeV) and τopt = 64 ns. For these
parameters, provided the correlation time τc satisfies
10−8 s τc >∼ 10−11 s, the conditions given in Eqs. (43)-
(45) are satisfied. In Si/SiGe quantum dots, the dephas-
ing time T ∗2 exceeds 300 ns [47], so that the condition
given in Eq. (46) is also satisfied for the chosen param-
eters. The dephasing time T ∗2 can be much longer for
isotopically purified 28Si, leading to T ∗2 > 100 µs [48].
Thus, an ancilla electron-spin qubit can be rapidly ini-
tialized in 10’s of nanoseconds provided the spin-flip rate
Γ is tuned to its optimal value.
An effective spin-flip rate Γ can also arise from a se-
quence of two direct tunneling processes, rather than
from a two-step cotunneling process [see Fig. 7(b)]. In
this setup, an electron in the spin excited state (|↓〉) may
tunnel out to the drain (D) with tunnel rate Γout, leav-
ing the dot in an empty state |0〉. A second electron may
then tunnel into either spin state (|↑〉 , |↓〉) with rate Γin.
If the excited state |↓〉 is occupied, the cycle continues,
but eventually the spin ground state |↑〉 will be loaded.
When Γin  Γout, the state |0〉 is only populated for a
short time τc ∼ 1/Γin, and the transition from |↓〉 to |↑〉
can be described by an effective spin-flip rate Γ = Γout/2.
In addition to the example of two electron spin qubits
in a double quantum dot (N = 1, I = 1/2), there are
several other physical systems where the more general
model (I > 1/2) can be realized. One such example is
provided by an electron interacting with a single nuclear
spin in a donor impurity coupled to leads (e.g. 123Sb,
for which I = 7/2, see Ref. 49). Another possibility is
to contact a spin impurity with a scanning tunneling mi-
croscope (STM) tip. With a driven current through the
impurity, this could realize Fig. 7(b). A similar setup
has recently been used to explore the dynamics of a 63Cu
or 65Cu impurity spin (S = 1/2) in contact with a nu-
clear spin I = 3/2 [29]. For nuclear spin I > 1/2, in
general a quadrupolar interaction must also be added
to the Hamiltonian HCS. This quadrupolar interaction
can, however, be zero or negligible in situations of high
9symmetry [16]. In all these examples, the conditions for
the Markov, wide-band, and quasi-secular limits must
be checked, to ensure that the master equation given in
Eq. (1) can be applied. These conditions are given in
Eqs. (43)-(45) for I = 1/2. The analogous conditions for
a general I are given in Appendix A.
VI. DISCUSSION AND CONCLUSIONS
In this paper, we have analyzed dissipative dynam-
ics of a central-spin system. For this model, dissipation
acts directly to polarize only the central spin. Together
with a coherent interaction between the central and an-
cilla spins, dissipation drives the ancilla spins toward a
non-equilibrium (fully-polarized) steady-state. A set of
physical conditions for the dynamical master equation de-
scribing this model [Eq. (1)] is established in Appendix
A. When these conditions are satisfied, the model will
give an accurate description for some physical system.
Outside of this regime of validity we do not expect this
master equation to hold, and the steady-state will in gen-
eral be different.
The central quantity of interest in this paper is the time
to reach a steady state τ . For the model given in Eq. (1)
(where central-spin flips can only occur in one direction),
the dynamics can be broken up into subspaces. In this
case, the total steady-state time can be written as a sum
of steady-state times associated with independent quan-
tum jumps [Eq. (9), Fig. 8 in Appendix B]. We then find
a closed-form exact analytical expression for τ [Eq. (26)].
This exact solution is valid over a wide range of the dis-
sipation rate Γ. In particular, this analysis goes beyond
the strong-dissipation (quantum-Zeno) limit (analogous
to the bad-cavity limit of the Dicke model of superradi-
ance). The analytical solution for τ shows a nonmono-
tonic behavior, with a minimum as a function of Γ. This
minimum is described by the universal curve shown in
Fig. 6. After scaling τ and Γ by their optimal values, this
curve is independent of the ancilla-spin length I and the
detuning ∆, indicating the universal character of the dy-
namics. An experimental realization of the curve shown
in Fig. 6 would be an interesting demonstration of the
interplay between coherent and dissipative dynamics.
There are many physical realizations of this model.
One candidate, discussed in Sec. IV, is given by the Dicke
model of superradiance (a single leaky cavity mode cou-
pled to an ensemble of two-level systems). Another im-
portant example is provided by two exchange-coupled
spin qubits (N = 1, I = 1/2), only one of which can
undergo spin relaxation with rate Γ. As discussed in
Sec. V, the analysis presented here provides a strategy
to optimally initialize an ancilla qubit (e.g., an electron
spin in a quantum dot), even when the ancilla does not
undergo direct spin relaxation. Physical examples for
a larger ancilla-spin system (N > 1, I > 1/2) include
electron spins bound to donor impurities or to adatoms
interacting via the Fermi contact hyperfine interaction
with a nuclear spin I > 1/2. In these cases, it may be
important to minimize the time to reach a fully-polarized
nuclear-spin state by tuning the associated electron-spin
relaxation rate Γ.
In addition to the “natural” physical realizations given
above, it may be advantageous to design collections of
qubits to follow the equation of motion derived here
[Eq. (1)]. One example where this could be important is
quantum-annealing correction [31]. Quantum-annealing
correction is a type of repetition code applied to quantum
annealers. A quantum annealer is designed to approxi-
mately reach the ground state of a target Hamiltonian, by
evolving from the trivial ground state of a known Hamil-
tonian [30]. In practice, physical quantum annealers are
subject to both coherent unitary evolution and nonuni-
tary dissipation [50]. In quantum-annealing correction,
several (N) instances of the same Hamiltonian are simu-
lated in parallel on independent sets of ‘problem’ qubits.
All equivalent problem qubits are coupled across the N
instances via a many-to-one interaction with an addi-
tional ‘penalty’ qubit. The mean-field phase diagram for
the steady state of this problem has been studied in de-
tail [51, 52]. In the context of our central-spin model, the
penalty qubit is provided by the central spin and each of
N = 2I equivalent problem qubits is an ancilla spin. For
this code, it is especially important that the time scale
to reach the steady state τ does not increase too quickly
with the number of instances (ancillas), N = 2I. As we
have shown in Fig. 5 and in Eq. (33), when the dissipa-
tion rate is optimized, and for large N = 2I  1, τ does
indeed increase only logarithmically with N = 2I. This
logarithmic dependence is a consequence of the same col-
lective behavior that gives rise to a τ ∝ lnN/N depen-
dence for Dicke superradiance [Eq. (29)]. It remains an
interesting question for future work whether the results
derived here can be used to directly improve quantum
annealing protocols. There are several interesting ques-
tions to address before this would be possible. One issue
to address is the best method to properly engineer/tune
the dissipation rate Γ in a given physical quantum an-
nealer. Another issue is whether the quantum-annealer
steady state is robust to variations in the master equa-
tion describing the dynamics (e.g., when the conditions
derived in Appendix A are not perfectly satisfied).
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Appendix A: Derivation of the central-spin master
equation
The goal of this appendix is to establish the range of
validity for the master equation, Eq. (1) in the main text.
This is an important question since Eq. (1) does not ap-
ply, e.g., in the case of a vanishingly weak coupling to a
dissipative bath, where we expect golden-rule type transi-
tions between HCS eigenstates (states that are correlated
between the central and ancilla spins). Instead, Eq. (1)
describes quantum jumps of the central spin, independent
of the ancilla. Although there may be a less-restrictive
regime for which this master equation is applicable, here
we focus on sufficient conditions.
The total Hamiltonian of the central-spin system (in-
cluding spins S and I) as well as an external bath (envi-
ronment) is given by:
Htot = HCS +HB +HV , (A1)
where HCS is the Hamiltonian of the central spin system
defined in Eq. (3),
HCS = HS +HI +HSI , (A2)
HS = −∆SSz; HI = −∆IIz, (A3)
HSI = J (SzIz + αS⊥ · I⊥) . (A4)
HB is the bath Hamiltonian and HV is the Hamiltonian
describing the interaction between the bath and the cen-
tral spin:
HV = S+B
† + S−B, (A5)
where B is an operator that acts on the bath alone. Here,
we will perform a formal derivation without specifying
the detailed form for the operators B.
For product-state initial conditions, ρtot(0) = ρ(0) ⊗
ρB, the Nakajima-Zwanzig generalized master equation
(GME) gives an equation-of-motion for the reduced den-
sity matrix of the central-spin system after tracing out
the bath, ρ(t) = TrB [ρtot(t)] [53]:
ρ˙(t) = −iLCSρ(t)− i
∫ t
0
dt′Σ(t− t′)ρ(t′), (A6)
where the action of the Liouvillian superoperator Lα on
an arbitrary operator ‘·’ is given by
Lα· = [Hα, ·], (A7)
for any α = S, SI, etc., and the self-energy superoperator
is defined by
Σ(t)· = −iTrB{LVQe−iLtotQtQLV ρB·}. (A8)
The superoperator Q is the complement of another pro-
jection superoperator P: Q = 1− P with
P· = ρBTrB{·}. (A9)
Equation (A6) is exact for the evolution of the reduced
density operator ρ(t), but to make analytical progress, it
is common to reduce the integro-differential equation to
a simpler (time-local) differential equation under a pair
of approximations (the Markov and secular approxima-
tions). These approximations take advantage of the sep-
aration in time scales for the fast bath degrees of freedom
relative to the slow system evolution time (Markov ap-
proximation), or the slow system-bath interaction time
relative to the time scale for rapid averaging of system
observables given by the inverse system level spacing (sec-
ular approximation). To perform these approximations,
we first eliminate the system evolution with the change
of variables
ρ(t) = e−iLCStρ˜(t), (A10)
and introduce the new integration variable τ = t− t′:
˙˜ρ(t) = −ieiLCSt
∫ t
0
dτΣ(τ)eiLCSτe−iLCStρ˜(t− τ). (A11)
The basic assumptions of our model are that: (i) The
matrix elements of Σ(τ)eiLCSτ decay to zero sufficiently
quickly (meaning the integral above converges to a fi-
nite value) over the bath correlation time τc, and (ii)
The matrix elements of ρ˜(t) vary slowly up to the self-
consistently determined system decay time, t <∼ Γ−1. To
simplify the presentation, we assume here that the sys-
tem energy shifts (Lamb shifts) due to the bath are small
compared to the self-consistently determined decay rate
Γ. If this were not the case, we could incorporate the
Lamb shifts directly in the transformation of Eq. (A10)
(see, e.g., Chapter 13.3.2 of Ref. 53). Under these ap-
proximations, we set
ρ˜(t− τ) ' ρ˜(t) (Γτc  1, Markov) (A12)
in the integrand of Eq. (A11). Provided we are interested
in dynamics on a time scale t ∼ Γ−1  τc, we extend the
upper limit of integration to t → ∞, giving a time-local
master equation:
˙˜ρ(t) = −iL˜(t)ρ˜(t), (A13)
L˜(t) = eiLCStLe−iLCSt, (A14)
L =
∫ ∞
0
dτΣ(τ)eiLCSτ . (A15)
Rewriting Eq. (A13) in terms of ρ,
ρ˙(t) = −iLCSρ(t)− iLρ(t). (A16)
The superoperator L describes energy shifts as well as
excitation/relaxation of the central-spin system due to
its interaction with the bath. In the extreme limit where
Σ(τ) decays instantly, τc → 0, we could take LCSτ → 0 in
Eq. (A15), but this could lead to an L that is insensitive
to all spectral features ofHCS. In this limit, there may be
no distinction between excitation/relaxation processes,
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and the assumption of our model (that only central-
spin relaxation processes are active) would be invalid.
In the opposite limit, all spectral features of HCS are
relevant, and the associated dissipator would describe
energy-conserving transitions between HCS eigenstates,
rather than flips of the central spin S, independent of
the ancilla I. In this paper, we consider an intermediate
regime, where the relevant dissipator may be sensitive
to the Zeeman term, Lz = LS + LI , but is insensitive to
the spectral features generated by LSI . This (wide-band)
limit is realized for a bandwidth (inverse correlation time
τ−1c ) that satisfies:
||LSI ||τc  1 (wide−band), (A17)
where || · · · || indicates a superoperator norm, e.g., the
largest eigenvalue. In the weak-coupling (Born) approx-
imation, Σ(τ) ' Σ(2)(τ), only the leading-order system-
bath interaction HV is taken into account, giving
Σ(2)(τ) = −iTrBLV e−i(LCS+LB)τLV ρB. (A18)
We now set LCSτ ' Lzτ in Eqs. (A15), (A18), consistent
with the regime given in Eq. (A17), and further note that
[LI ,LV ] = 0, since HV only acts on the central spin S.
In this case, Eqs. (A15) and (A18) give:
L ' −i
∫ ∞
0
dτTrBLV e−i(LS+LB)τLV ρBeiLSτ ,
||LSI ||τc  1, Γτc  1. (A19)
Under the conditions described above, the resulting
super operator L acts only on the central spin S. Its
action can be evaluated directly from the expression in
Eq. (A19), giving (neglecting frequency shifts):
− iLρ ' Γ+D[S+]ρ+ Γ−D[S−]ρ, (A20)
where
Γ± =
∫ ∞
−∞
dτe±i∆SτC±(τ), (A21)
C+(τ) =
〈
B(τ)B†
〉
, C−(τ) =
〈
B†(τ)B
〉
, (A22)
where 〈·〉 ≡ TrB {·ρB}. Throughout this paper, we work
in the limit where the excitation rate (Γ−) vanishes:
Γ− = 0; Γ+ = Γ. (A23)
This limit is realized for a low-temperature environment
(kBT < ∆S) provided the central-spin splitting ∆S > 0
is resolvable over the correlation time of the bath:
∆Sτc >∼ 1 (quasi−secular). (A24)
In summary, noting that ||LSI || ∼ JImax (1, |α|), we
have the following conditions for the central-spin master
equation:
Γτc  1, Markov, (A25)
JI ·max (1, |α|) τc  1, wide−band, (A26)
∆Sτc >∼ 1, quasi−secular. (A27)
The analysis above should be contrasted with a com-
mon weak-coupling (small Γ) and secular approximation.
This pair of approximations would lead to distinct dy-
namics from that considered here, where transitions go
between eigenstates of HCS with rates given by Fermi’s
golden rule. To evaluate these approximations, superop-
erator matrix elements are first evaluated with respect to
a basis formed from eigenstates of HCS: HCS|µ〉 = µ|µ〉:
L(γδ|µν) = Tr{|δ〉〈γ|L|µ〉〈ν|}. (A28)
Further introducing ωαβ = α − β :
L˜(γδ|µν)(t) = ei(ωγδ−ωµν)tL(γδ|µν). (A29)
When the time scale of interest is long compared to the
typical inverse system level spacing, t ∼ Γ−1 > |ωγδ −
ωµν |−1, the phase factors above lead to rapid averaging
of certain matrix elements, resulting in the usual secular
approximation:
L˜(γδ|µν)(t) ' δωγδ,ωµνL(γδ|µν), (A30)
Γ < |ωγδ − ωµν | (secular). (A31)
Under the secular approximation [Eq. (A31)], and ne-
glecting Lamb-shift terms, Eq. (A13) reduces to a mas-
ter equation that describes quantum jumps between HCS
eigenstates:
˙˜ρ(t) =
∑
µν
Γµ→νD[|ν〉〈µ|]ρ˜(t). (A32)
For such a master equation, HCS eigenstates are steady-
state solutions. This is qualitatively distinct from the
behavior of central-spin master equation, Eq. (1) in the
main text.
The secular master equation, Eq. (A32), is valid for
a sufficiently weak Γ [Eq. (A31)], but will not generally
be valid when Eq. (A31) is not satisfied. In this paper,
we are especially interested in situations where the op-
timal central-spin flip rate Γ ' Γopt is comparable to
(or larger than) the scale of ||LCS||, where the equilibra-
tion time is minimized. In this limit, it is impossible
to apply the common secular approximation [Eq. (A31)],
leading instead to the less restrictive conditions given in
Eqs. (A25), (A26), (A27).
Appendix B: Bloch equations
Here we find an exact solution to the set of Bloch equa-
tions arising from Eq. (1) of the main text. The equations
can be solved exactly provided the initial state lies within
a fixed subspace of Jz = m+ 1/2 (see Fig. 8). Given this
initial condition at t = 0, 〈↓ m| ρ(t) |↓ m〉 = 0 for all t > 0
and the Bloch equations for each Jz = m+ 1/2 subspace
decouple (m = −I,−I + 1, . . . , I). We then solve the re-
maining coupled equations for each subspace in terms of
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FIG. 8. (Color online) The central-spin decay cascade corre-
sponds to quantum jumps between 2 × 2 blocks, labelled by
the total angular momentum Jz = m+1/2 (dashed rectangle).
four real parameters:
p↑m(t) = 〈↑ m| ρ(t) |↑ m〉 , (B1)
p↓m+1(t) = 〈↓ m+ 1| ρ(t) |↓ m+ 1〉 , (B2)
ΩIm(t) = Im {〈↓ m+ 1| ρ(t) |↑ m〉} , (B3)
ΩRm(t) = Re {〈↓ m+ 1| ρ(t) |↑ m〉} . (B4)
The Bloch equations are
v˙(t) = Λ · v(t); v = (p↑m, p↓m+1,ΩIm,ΩRm)T , (B5)
Λ =
 0 0 2αm 00 −Γ −2αm 0−αm αm −Γ/2 −δm
0 0 δm −Γ/2
 , (B6)
where we have introduced
αm = α
√
I(I + 1)−m(m+ 1), (B7)
δm = ∆− (2m+ 1). (B8)
The secular equation, det (Λ− λj1) = 0, is a quartic
equation for the eigenvalues λj , but this can be rewritten
as a quadratic equation in terms of x = (λj + Γ/2)
2,
which can be solved directly giving the four eigenvalues
of Λ:
λ1,2 = −1
2
(
Γ±
√
2
√√
Ξ4m + Γ
2δ2m + Ξ
2
m
)
, (B9)
λ3,4 = −1
2
(
Γ± i
√
2
√√
Ξ4m + Γ
2δ2m − Ξ2m
)
,(B10)
with
Ξ2m = (Γ/2)
2 − 4α2m − δ2m. (B11)
The eigenvalues λ1,2 are always purely real, leading to
pure exponential decay for any Γ 6= 0. For Γδm 6= 0, λ3,4
will always have a finite imaginary component, leading
to oscillatory behavior. A special case occurs for δm = 0,
where λ3,4 become purely real for Γ > 4αm. This case
is realized, e.g., for I = 1/2, m = −1/2, ∆ = 0 [see
Eq. (B8)]. This particular case is discussed in Sec. III of
the main text.
The right (left) eigenvectors vR(L)j can be found from
Λ · vRj = λjvRj , (B12)
vTLj · Λ = λjvTLj , (B13)
vTLi · vRj = δij ; j = 1, 2, 3, 4. (B14)
With the normalization given in Eq. (B14), we can define
projection matrices Πj in terms of an outer product:
Πj = vRj · vTLj . (B15)
The formal solution to Eq. (B5) is then
v(t) =
∑
j
eλjtΠj · v(0), (B16)
and we can find, e.g., p↓m+1, from
p↓m+1(t) =
∑
j
eλjtpT↓m+1 · Πj · v(0), (B17)
with
p↓m+1 = (0, 1, 0, 0)
T
. (B18)
For a given initial condition, v(0), we can use Eq. (B17)
to evaluate the average time to reach the state |↑ m+ 1〉
[see the discussion leading to Eq. (8) of the main text]:
τm =
∫ ∞
0
dtΓtp↓m+1(t). (B19)
When Γ 6= 0, we have Re [λj ] < 0 for all eigenvalues
[see Eqs. (B9) and (B10)]. In this case, the integral in
Eq. (B19) is well defined and we insert Eq. (B17) into
Eq. (B19) to find
τm =
∑
j
1
λ2j
pT↓m+1 ·Πj · v(0). (B20)
A general initial state, restricted to the subspace of
Jz = m+ 1/2 (dashed box in Fig. 8) is given by
v(0) = (p↑m(0), 1− p↑m(0),ΩIm(0),ΩRm(0))T . (B21)
Inserting this initial state into Eq. (B20) gives the average
time required to reach the state |↑ m+ 1〉:
τm =
2
Γ
+
Γ2 + 4δ2m
4α2mΓ
p↑m(0) +
ΩIm(0)
αm
− 2δm
αmΓ
ΩRm(0).
(B22)
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