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Abstract
In this paper, we propose a conservative local discontinuous Galerkin method
for a one-dimensional nonlinear Schro¨dinger equation. By using special general-
ized alternating numerical fluxes, we establish the optimal rate of convergence
O(hk+1), with polynomial of degree k and grid size h. Meanwhile, we show
that this method preserves the charge conservation law. Numerical experiments
verify our theoretical result.
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1. Introduction
In this paper, we present a local discontinuous Galerkin (LDG) method with
alternative numerical fluxes for focusing or defocusing nonlinear Schro¨dinger
(NLS) equation
iut + uxx + λ|u|2u = 0, (t, x) ∈ (0, T ]×O, (NLS)
with initial datum u(0, x) = u0(x), x ∈ O := (0, 1), λ ∈ R. We will mainly focus
on the periodic boundary condition u(t, 0) = u(t, 1), t ∈ [0, T ]. It is well-known
that Eq. (NLS) possesses the charge conservation law, i.e.,
‖u(t)‖2 = ‖u0‖2, ∀ t ∈ (0, T ].
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Our main observation is that the proposed LDG method preserves the charge
and possesses an optimal convergence rate. We call it a conservative local dis-
continuous Galerkin (CLDG) method.
The discontinuous Galerkin (DG) method is a class of finite element methods
using discontinuous, piecewise polynomials as the solution and the test spaces
in the spatial direction. For a detailed description of the method as well as
its implementation and applications, we refer the readers to the review paper
[4]. The LDG method is an extension of the DG method aimed at solving
partial differential equations (PDEs) containing higher than first order spatial
derivatives. The idea of the LDG method is to rewrite the equations with
higher order derivatives into a first order system, then apply the DG method on
the system. The design of the numerical fluxes is the key ingredient to ensure
stability. The LDG techniques have been developed for various high order PDEs,
including convection diffusion equations [3] and nonlinear one-dimensional and
two-dimensional KdV-type equations [11, 13]. More details about the LDG
methods for high order time-dependent PDEs can be found in the review paper
[11].
Since the basis functions can be completely discontinuous, the LDG meth-
ods have certain flexibilities and advantages. It can be easily designed for any
order of accuracy. In fact, the order of accuracy can be locally determined in
each cell, thus for efficient h-p adaptivity. It is easy to handle complicated ge-
ometry and boundary conditions. It can be used on arbitrary triangulations,
even those with hanging nodes. It is extremely local in data communications.
The evolution of the solution in each cell needs to communicate only with its
immediate neighborhoods, regardless of the order of accuracy. The methods
have excellent parallel efficiency. Finally, there is provable cell entropy inequal-
ity and L2 stability, for arbitrary scalar equations in any spatial dimension and
any triangulation, for any order of accuracy, without limiters.
Some recent attempts have been made to apply the DG discretization to
solve the Schro¨dinger equation, see [6, 10, 14, 15] and references therein. In [10],
Xu and Shu developed an LDG method to solve the generalized NLS equation.
For linear Schro¨dinger equation, they obtained an error estimate of order k+ 12
for polynomials of degree k. In [6], Lu, Cai and Zhang presented an LDG
method for solving one-dimensional linear Schro¨dinger equation so that the
mass is preserved numerically. Zhang, Yu and Feng presented a mass preserving
direct discontinuous Galerkin method in [14] for the one-dimensional coupled
NLS equations, and in [15] for both one and two dimensional NLS equations.
Particularly, in [15] the conservation property is verified, and further validated
by some long time simulation results.
Compared with the status of optimal L2-error estimates for LDG methods
solving time-dependent diffusive PDEs, for example, the convection diffusion
equations [3, 8], optimal L2-error estimates for LDG methods solving high order
time-dependent wave equations are much more elusive. The main technical
difficulty is the lack of coercivity and hence the control on the auxiliary variables
in the LDG method which are approximations to the derivatives of the solution
and the lack of control on the interface boundary terms. When these issues are
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not addressed carefully, optimal L2-error estimates could not be obtained. In
[10, 13], a priori L2-error estimates with suboptimal order k + 12 for the LDG
method with Pk elements for the linearized KdV equations and the linearized
Schro¨dinger equation in one spatial dimension were obtained. For high order
linear wave equations, [12] proposed a general approach for proving optimal
error estimates k + 1 by utilizing the LDG method and its time derivatives
with different test functions and fully making use of the so-called Gauss-Radau
projections. In [9], the authors developed an energy conserving LDG method
for solving the second order linear wave equation and showed an optimal error
estimate. In [1], the authors consider the LDG method for solving the linear
convection-diffusion equations and obtain directly the optimal L2-norm error
estimate in a uniform framework. Recently, [7] presented an optimal L2-error
estimate of the LDG method based on upwind-biased numerical fluxes for linear
hyperbolic problems.
The aim of this paper is to obtain the optimal rate of convergence order
k + 1 for the CLDG method with a generalized numerical flux and a special
projections on the auxiliary variables. The optimal error estimates hold not
only for the solution itself but also for the auxiliary variables in the CLDG
method approximating the various order derivatives of the solution. To our best
knowledge, this is the first successful optimal L2-error estimates of the CLDG
methods for such high order equations when not purely upwind numerical fluxes
are considered. We also note that the arguments in the present paper can be
adapted to general NLS equation
iut + uxx + f(|u|2)u = 0 in (0, T ]×O (1)
with sufficiently smooth, real-valued function f .
The paper is organized as follows. In Section 2, we present the CLDG
method for Eq. (NLS) and their well-posedness and a priori estimations. In
Section 3, we show the CLDG method possesses the charge conservation law and
optimal convergence rate results as well as generalization of Eq. (1). Numerical
experiments confirming the optimality of our theoretical results are given in
Section 4. Concluding remarks are given in Section 5.
2. CLDG Method for NLS Equation
In this section we introduce notations and definitions to be used later in the
paper and propose a CLDG method for Eq. (NLS).
2.1. Basic Notations
Define ZN := {1, 2, · · · , N} for an integer N ≥ 1. We denote by Ih a
resellation of O = (0, 1) devided into N cells Oj = (xj− 12 , xj+ 12 ), and denote
by xj =
1
2 (xj− 12 + xj+ 12 ) its center, j ∈ ZN . Let hj = xj+ 12 − xj− 12 and
h = maxj∈ZN hj . Assume that the mesh is quasi-uniform in the sense that
there exists a positive constant γ such that γh ≤ hj for any j ∈ ZN .
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For an positive integer k, we define a finite-element space consisting of piece-
wise polynomials
V kh := {v ∈ L2(O) : v
∣∣
Oj ∈ P
k(Oj), j ∈ ZN},
where Pk(Oj) denotes the space of polynomials of the degree up to k in each cell
Oj . Note that functions in V kh are allowed to be discontinuous across element
interfaces. The solution of the numerical method is denoted by uh which belongs
to V kh . We denote by (uh)
−
j+ 12
and (uh)
+
j+ 12
the left and right limits of uh at
xj+ 12 , respectively.
2.2. CLDG Method
In order to construct the CLDG method, we rewrite (NLS) as the first-order
system
iut + vx + λ|u|2u = 0,
v − ux = 0.
(2)
The LDG method for solving (2) is defined as follows: find uh, vh ∈ V kh such
that for all test functions αh, βh ∈ V kh and all j ∈ ZN ,
i
∫
Oj
(uh)tαhdx−
∫
Oj
vh(αh)xdx+ (v̂hα
−
h )j+ 12 − (v̂hα
+
h )j− 12
+λ
∫
Oj
|uh|2uhαhdx = 0,∫
Oj
vhβhdx+
∫
Oj
uh(βh)xdx− (ûhβ−h )j+ 12 + (ûhβ
+
h )j− 12 = 0.
(3)
In this paper, instead of using the purely upwind flux, we adopt a generalized
alternating numerical flux. To be more specific, we choose
ûh = θu
−
h + (1− θ)u+h at xj+ 12 , j = {0} ∪ ZN ,
v̂h = (1− θ)v−h + θv+h at xj+ 12 , j = {0} ∪ ZN ,
(4)
where θ ∈ [0, 1].
We decompose the complex function u(t, x) into real and imaginary parts:
u(t, x) = r(t, x) + is(t, x), (t, x) ∈ [0, T ]×O,
where r and s being real-valued functions. Under the new notation, Eq. (NLS)
can be written as
rt + sxx + λ(r
2 + s2)s = 0,
st − rxx + λ(r2 + s2)r = 0,
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which is equivalent to the first-order system
p− sx = 0,
rt + px + λ(r
2 + s2)s = 0,
q − rx = 0,
st − qx + λ(r2 + s2)r = 0.
The LDG method (3) is equivalent to find rh, ph, sh, qh ∈ V kh such that for any
γh, ωh, αh, βh ∈ V kh ,∫
Oj
(rh)tγhdx−
∫
Oj
ph(γh)xdx+
[
(p̂hγ
−
h )j+ 12 − (p̂hγ
+
h )j− 12
]
+λ
∫
Oj
(r2h + s
2
h)shγhdx = 0,∫
Oj
phωhdx+
∫
Oj
sh(ωh)xdx−
[
(ŝhω
−
h )j+ 12 − (ŝhω
+
h )j− 12
]
= 0,∫
Oj
(sh)tαhdx+
∫
Oj
qh(αh)xdx−
[
(q̂hα
−
h )j+ 12 − (q̂hα
+
h )j− 12
]
−λ
∫
Oj
(r2h + s
2
h)rhαhdx = 0,∫
Oj
qhβhdx+
∫
Oj
rh(βh)xdx−
[
(r̂hβ
−
h )j+ 12 + (r̂hβ
+
h )j− 12
]
= 0,
(CLDG1)
and the numerical fluxes become
r̂h = θr
−
h + (1− θ)r+h at xj+ 12 , j = {0} ∪ ZN ,
p̂h = (1− θ)p−h + θp+h at xj+ 12 , j = {0} ∪ ZN ,
ŝh = θs
−
h + (1− θ)s+h at xj+ 12 , j = {0} ∪ ZN ,
q̂h = (1− θ)q−h + θq+h at xj+ 12 , j = {0} ∪ ZN .
(CLDG2)
2.3. Well-posedness and A Priori Estimations
We denote by Hk(O) the standard Sobolev space endowed with the norm
‖u‖Hk(O) :=
k∑
l=0
‖u(l)(x)‖L2(O).
To derive the optimal convergence rate of the CLDG method (CLDG1)–(CLDG2),
we need the following a priori estimations for Eq. (NLS).
Lemma 2.1. Assume that u0 ∈ Hk+3. Eq. (NLS) exists a unique solution u
such that
u ∈ C([0, T ];Hk+3(O)) and ut ∈ C([0, T ];Hk+1(O)).
As a consequence, u ∈ C([0, T ];L∞(O)).
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Proof. It is known that u ∈ C([0, T ];Hk+3(O)) and ut ∈ C([0, T ];Hk+1(O))
(see [5], Proposition 1.2). By Sobolev embedding H1 ↪→ L∞, it follows that
u ∈ C([0, T ];L∞(O)).
3. Main Results
3.1. Charge Conservation Law
In this subsection, we present the charge conservation law of LDG method
(3).
Proposition 3.1. There exist numerical entropy fluxes φˆj+ 12 such that the so-
lution to the method (3)–(4) satisfies
d
dt
[∫
Oj
|uh|2dx
]
+ φˆj+ 12 − φˆj− 12 = 0. (5)
Proof. First, we take the complex conjugate for every term in (3) and obtain
−i
∫
Oj
(u∗h)tα
∗
hdx−
∫
Oj
v∗h(α
∗
h)xdx+ (v̂
∗
hα
∗−
h )j+ 12 − (v̂
∗
hα
∗+
h )j− 12
+λ
∫
Oj
|uh|2u∗hα∗hdx = 0,∫
Oj
v∗hβ
∗
hdx+
∫
Oj
u∗h(β
∗
h)xdx− (û∗hβ∗−h )j+ 12 + (û
∗
hβ
∗+
h )j− 12 = 0,
(6)
where u∗h denotes the complex conjugate of uh. Since (3) and (6) hold for any
test functions in V kh , we choose αh = u
∗
h, βh = v
∗
h. With these choices of test
functions, it follows that
i
∫
Oj
(uh)tu
∗
hdx−
∫
Oj
vh(u
∗
h)xdx+ (v̂hu
∗−
h )j+ 12 − (v̂hu
∗+
h )j− 12
+λ
∫
Oj
|uh|4dx = 0,∫
Oj
vhv
∗
hdx+
∫
Oj
uh(v
∗
h)xdx− (ûhv∗−h )j+ 12 + (ûhv
∗+
h )j− 12 = 0.
(7)
and
−i
∫
Oj
(u∗h)tuhdx−
∫
Oj
v∗h(uh)xdx+ (v̂
∗
hu
−
h )j+ 12 − (v̂
∗
hu
+
h )j− 12
+λ
∫
Oj
|uh|4dx = 0,∫
Oj
v∗hvhdx+
∫
Oj
u∗h(vh)xdx− (û∗hv−h )j+ 12 + (û
∗
hv
+
h )j− 12 = 0.
(8)
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Adding the two equalities in (7), we get
0 = i
∫
Oj
(uh)tu
∗
hdx−
∫
Oj
vh(u
∗
h)xdx+
∫
Oj
vhv
∗
hdx+
∫
Oj
uh(v
∗
h)xdx
+ λ
∫
Oj
|uh|4dx+ (v̂hu∗−h )j+ 12 − (v̂hu
∗+
h )j− 12 − (ûhv
∗−
h )j+ 12 + (ûhv
∗+
h )j− 12 .
Similarly, for (8), it yields
0 = −i
∫
Oj
(u∗h)tuhdx−
∫
Oj
v∗h(uh)xdx+
∫
Oj
v∗hvhdx+
∫
Oj
u∗h(vh)xdx
+ λ
∫
Oj
|uh|4dx+ (v̂∗hu−h )j+ 12 − (v̂
∗
hu
+
h )j− 12 − (û
∗
hv
−
h )j+ 12 + (û
∗
hv
+
h )j− 12 .
Then taking the difference between the above two equalities leads to
0 =i
∫
Oj
[(uh)tu
∗
h + (u
∗
h)tuh] dx
−
∫
Oj
[vh(u
∗
h)x − v∗h(uh)x − uh(v∗h)x + u∗h(vh)x] dx
− (ûhv∗−h )j+ 12 + (û
∗
hv
−
h )j+ 12 − (v̂
∗
hu
−
h )j+ 12 + (v̂hu
∗−
h )j+ 12
+ (ûhv
∗+
h )j− 12 − (û
∗
hv
+
h )j− 12 + (v̂
∗
hu
+
h )j− 12 − (v̂hu
∗+
h )j− 12 .
(9)
For the second term, we have∫
Oj
[vh(u
∗
h)x − v∗h(uh)x − uh(v∗h)x + u∗h(vh)x] dx
= (u−h v
∗−
h )j+ 12 − (u
+
h v
∗+
h )j− 12 − (v
−
h u
∗−
h )j+ 12 + (v
+
h u
∗+
h )j− 12 .
Substituting it into Eq. (9), we obtain
d
dt
[∫
Oj
|uh|2dx
]
+ φˆj+ 12 − φˆj− 12 = 0,
where the numerical entropy flux is given by
φˆ = 2Im
(
θv+h u
∗−
h + (1− θ)v−h u∗+h
)
.
This completes the proof.
Theorem 3.1. The solution to the LDG method (3)–(4) possesses the charge
conservation law, i.e.,
‖uh(t)‖2 = ‖u0‖2, ∀ t ∈ (0, T ]. (10)
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Proof. Summing up Eq. (5) with j over ZN and using the periodic boundary
condition, we have
d
dt
[∫
O
|uh|2dx
]
= 0,
from which we obtain (10).
Remark 3.1. We call the LDG method (3)–(4) the CLDG method. The charge
conservation law trivially implies an L2-stability of the numerical solution.
3.2. Optimal Error Estimates
In this subsection, we obtain the optimal error estimates for the approxima-
tions rh, sh ∈ V kh , which are given by the CLDG method (CLDG1)–(CLDG2).
3.2.1. Projection and Interpolation Properties
In what follows, we consider two special projections of a function u with
k + 1 continuous derivatives into the space V kh . The special projections P, Q
are defined as follows. Given a function u ∈ H1(Ih) and any subinterval Oj , it
holds that ∫
Oj
[Pu(x)− u(x)]ωdx = 0 ∀ ω ∈ Pk−1(Oj),
P̂uj+ 12 = ûj+ 12 , j ∈ ZN
(11)
and ∫
Oj
[Qu(x)− u(x)]ωdx = 0 ∀ ω ∈ Pk(Oj),
Q̂uj+ 12 = ûj+ 12 , j ∈ ZN .
(12)
Here and below, we denote ωˆ := θω−+(1−θ)ω+ for any ω ∈ H1(Ih). In partic-
ular, when θ = 1, P, Q are Gauss-Radau projection P− and Q−, respectively.
It is well-known that (see e.g. [2], Theorem 3.1.6) there holds for any j ∈ ZN
that
‖u− P−u‖L∞(Oj) ≤ Chk+1‖u‖Hk+1(Oj),
‖u−Q−u‖L∞(Oj) ≤ Chk+1‖u‖Hk+1(Oj).
(13)
The projections mentioned above are shown in [7, Lemma 2.6] to be well-
defined. Indeed, denote by P− the Gauss-Radau projection and E := P − P−.
Since P− is unique, the existence and uniqueness of P are equivalent to those of
E. [7] has proved that Ej , the restriction of E to each Oj , can be represented
as
Ej(x) =
k∑
l=0
αj,lPj,l(x) =
k∑
l=0
αj,lPl(ξ),
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where Pl(ξ) are the l-order Legendre polynomials and are orthogonal on [−1, 1]
with ξ = 2(x− xj)/hj and on each element, Pj,l(x) := Pl(ξ) for x ∈ Oj and the
coefficients satisfy
αj,l = 0, l = 0, 1, · · · , k − 1; j = 1, · · · , N.
Moreover, if we define ηj+1 := (u−P−u)+j+ 12 for j = {0}∪ZN−1 with ηN+1 = η1,
η = (η2, η3, · · · , ηN+1)T and αk = (α1,k, α2,k, · · · , αN,k)T , then
Aαk = (1− θ)η,
where A = circ(θ, (1 − θ)(−1)k, 0, · · · , 0) is an N × N circulant matrix. The
determinant of A is
|A| = θN (1− qN ) with q = (1− θ)(−1)
k+1
θ
, (14)
from which we conclude A is always invertible for all k and N whenever θ 6= 1/2.
This establishes existence and uniqueness of P.
Moreover, [1] obtains the following estimates of these projections. The proof
is similar to [1], Lemma 3.2, and we omit the details.
Lemma 3.1. Assume that u ∈ Hk+1(Ih). For any θ 6= 1/2, there exists C =
C(θ) which is independent of h such that
‖u− Pu‖L2(O) ≤ Chk+1‖u‖Hk+1(O),
‖u−Qu‖L2(O) ≤ Chk+1‖u‖Hk+1(O).
(15)
Remark 3.2. When θ = 1/2, then by (14) we have |A| = 2−N (1−(−1)N(k+1)),
which shows that A is invertible if and only if N is odd and k is even. In this
case, q = −1 and βN = 1. Then
|αj,k| ≤ CNhk+1‖u‖Hk+1(O) ≤ Chk‖u‖Hk+1(O),
and thus
‖u− Pu‖L2(O) ≤ Chk‖u‖Hk+1(O),
‖u−Qu‖L2(O) ≤ Chk‖u‖Hk+1(O).
Compared with the estimate (3.1) for θ 6= 1/2, the order of projection for θ = 1/2
reduces one. However, it should be noted that in the numerical experiments we
observe that the case θ = 1/2 also achieves the optimal error estimate.
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3.2.2. Notations for the CLDG Discretization
To facilitate the proof of the error estimate, we define the CLDG descretiza-
tion operator B, i.e., for each subinterval Oj ,
Bj(r, p, s, q; γ, ω, α, β)
=−
∫
Oj
pγxdx+
∫
Oj
sωxdx+
∫
Oj
qαxdx+
∫
Oj
rβxdx
+ (p̂γ−)j+ 12 − (p̂γ
+)j− 12 − (ŝω
−)j+ 12 + (ŝω
+)j− 12
− (q̂α−)j+ 12 + (q̂α
+)j− 12 − (r̂β
−)j+ 12 + (r̂β
+)j− 12 ,
and
B(r, p, s, q; γ, ω, α, β) :=
∑
j
Bj(r, p, s, q; γ, ω, α, β).
According to the periodic boundary condition and the definitions of the
operator B and the projections P, Q, we have
Lemma 3.2. For any γh, ωh, αh, βh ∈ V kh , it holds
B(r − Pr, p−Qp, s− Ps, q −Qq; γh, ωh, αh, βh) = 0, (16)
where P, Q are the projections defined in section 3.2.1. 2
In addition, we define the LDG discretization operator H for the nonlinear
term, i.e., for each subinterval Oj ,
Hj(r, s; γ, α) := λ
∫
Oj
(r2 + s2)rαdx− λ
∫
Oj
(r2 + s2)sγdx
and
H(r, s; γ, α) :=
∑
j
Hj(r, s; γ, α).
3.2.3. Optimal Error Estimates
With these notations and equalities (CLDG1)–(CLDG2), we have∫
Oj
(rh)tγhdx+
∫
Oj
(sh)tαhdx+
∫
Oj
phωhdx+
∫
Oj
qhβhdx
+ Bj(rh, ph, sh, qh; γh, ωh, αh, βh)−Hj(rh, sh; γh, αh) = 0.
Notice that the CLDG method (CLDG1)–(CLDG2) is also satisfied when the
numerical solutions rh, ph, sh, qh are replaced by the exact solutions r, p = rx,
s, q = sx. This yields the following cell error equation:∫
Oj
(r − rh)tγhdx+
∫
Oj
(s− sh)tαhdx+
∫
Oj
(p− ph)ωhdx
+
∫
Oj
(q − qh)βhdx+ Bj(r − rh, p− ph, s− sh, q − qh; γh, ωh, αh, βh)
−Hj(r, s; γh, αh) +Hj(rh, sh; γh, αh) = 0, γh, ωh, αh, βh ∈ V kh .
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Summing over j, we get the error equation∫
O
(r − rh)tγhdx+
∫
O
(s− sh)tαhdx+
∫
O
(p− ph)ωhdx
+
∫
O
(q − qh)βhdx+ B(r − rh, p− ph, s− sh, q − qh; γh, ωh, αh, βh)
= H(r, s; γh, αh)−H(rh, sh; γh, αh), γh, ωh, αh, βh ∈ V kh .
Theorem 3.2. Assume that u0 ∈ Hk+3. Let u and uh be the solutions of Eq.
(NLS) and Eq. (CLDG1)–(CLDG2), respectively, with θ 6= 1/2. There exists a
constant C = C(T, u0, θ) such that
‖u− uh‖L2(O) ≤ C(1 + ‖uh‖L∞(O))hk+1. (17)
Proof. Denote
er = r − rh = r − Pr + Per,
es = s− sh = s− Ps+ Pes,
ep = p− ph = p−Qp+Qep,
eq = q − qh = q −Qq +Qeq.
Taking the test functions
γh = Pr − rh, ωh = Qp− ph, αh = Ps− sh, βh = Qq − qh,
we obtain
1
2
d
dt
[∫
O
(Per)2dx
]
+
1
2
d
dt
[∫
O
(Pes)2dx
]
+
∫
O
(r − Pr)tPerdx
+
∫
O
(s− Ps)tPesdx+
∫
O
(p− ph)Qepdx+
∫
O
(q − qh)Qeqdx
+ B(r − Pr, p−Qp, s− Ps, q −Qq; Per,Qep,Pes,Qeq)
+ B(Per,Qep,Pes,Qeq; Per,Qep,Pes,Qeq)
= H(r, s; Per,Pes)−H(rh, sh; Per,Pes).
It follows from (16) in Lemma 3.2 that
B(r − Pr, p−Qp, s− Ps, q −Qq; Per,Qep,Pes,Qeq) = 0.
By the same argument as that used for the charge conservation law,
B(Per,Qep,Pes,Qeq; Per,Qep,Pes,Qeq) = 0.
The above two equations imply
1
2
d
dt
[∫
O
(Per)2dx
]
+
1
2
d
dt
[∫
O
(Pes)2dx
]
+
∫
O
(r − Pr)tPerdx
+
∫
O
(s− Ps)tPesdx+
∫
O
(p− ph)Qepdx+
∫
O
(q − qh)Qeqdx
= H(r, s; Per,Pes)−H(rh, sh; Per,Pes).
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An application of the Cauchy-Schwarz inequality and Young inequality gives
d
dt
‖Per‖2L2(O) +
d
dt
‖Pes‖2L2(O) + ‖Qep‖2L2(O) + ‖Qeq‖2L2(O)
≤ ‖Per‖2L2(O) + ‖Pes‖2L2(O) + ‖(r − Pr)t‖2L2(O) + ‖(s− Ps)t‖2L2(O)
+ ‖p−Qp‖2L2(O) + ‖q −Qq‖2L2(O) + 2I,
with
I = |H(r, s; Per,Pes)−H(rh, sh; Per,Pes)|
≤
∫
O
|(r2 + s2)r − (r2h + s2h)rh| · |Pes|dx
+
∫
O
|(r2 + s2)s− (r2h + s2h)sh| · |Per|dx =: I1 + I2.
Now, we give the error estimations of I1 and I2, respectively.
Since u is bounded, it holds
|(r2 + s2)r − (r2h + s2h)rh|
= |(r2 + s2 + rrh + r2h)er + (rhs+ rhsh)es|
≤ ‖r2 + s2 + rrh + r2h‖L∞(O) · |er|+ ‖rhs+ rhsh‖L∞(O) · |es|
≤ C(1 + ‖uh‖L∞(O))(|er|+ |es|).
Then Ho¨lder and Cauchy-Schwarz inequalities yield
I1 ≤ C
(
1 + ‖uh‖L∞(O)
)(∫
O
|erPes|dx+
∫
O
|esPes|dx
)
≤ C
(
1 + ‖uh‖L∞(O)
)(
‖s− Ps‖2L2(O) + ‖r − Pr‖2L2(O)
+ ‖Per‖2L2(O) + ‖Pes‖2L2(O)
)
.
In a similar manner, I2 has analogous estimate. Thus
I ≤ C
(
1 + ‖uh‖L∞(O)
)(
‖s− Ps‖2L2(O) + ‖r − Pr‖2L2(O)
+ ‖Per‖2L2(O) + ‖Pes‖2L2(O)
)
.
Applying the interpolation properties (15) in Lemma 3.1, we obtain
d
dt
‖Per‖2L2(O) +
d
dt
‖Pes‖2L2(O)
≤ C(1 + ‖uh‖L∞(O))(‖Per‖2L2(O) + ‖Pes‖2L2(O))
+ C(1 + ‖uh‖L∞(O))h2k+2
(
‖r‖2Hk+1(Ih) + ‖s‖2Hk+1(Ih)
+ ‖rt‖2Hk+1(Ih) + ‖st‖2Hk+1(Ih) + ‖p‖2Hk+1(Ih) + ‖q‖2Hk+1(Ih)
)
.
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Finally, we conclude by Gronwall inequality and Lemma 2.1 that
sup
t∈[0,T ]
‖Per‖L2(O) + sup
t∈[0,T ]
‖Pes‖L2(O)
≤ C
(
1 + ‖uh‖L∞(O)
)
hk+1
(
sup
t∈[0,T ]
‖u‖Hk+2(Ih) + sup
t∈[0,T ]
‖ut‖Hk+1(Ih)
)
≤ C
(
1 + ‖uh‖L∞(O)
)
hk+1.
(18)
Combining (15) and (18) and applying triangle inequality, we obtain the desired
optimal error estimates (17).
Remark 3.3. For linear Schro¨dinger equation, the estimate (17) becomes
‖u− uh‖L2(O) ≤ Chk+1. (19)
For nonlinear case, the above result is valid only when uh can be proved to be
bounded. It is not easy to be verified due to the discontinuity of the numerical
solution. It seems that some technical strategies are needed to derive the uniform
boundedness of the numerical solution, and we will prove this claim in future
work.
Remark 3.4. We also note that the arguments in the present paper can be
adapted to general NLS equation
iut + uxx + f(|u|2)u = 0 in (0, T ]×O (20)
with sufficiently smooth, bounded together with its first derivative, real-valued
function f . The main step in the proof of the optimal convergence rate (Theorem
3.2) is the estimation of I1. In this case, set g(r, s) = f(r
2 + s2)r, then g′r =
2f ′(r2 + s2)r2 + f(r2 + s2) and g′s = 2f
′(r2 + s2)s2 + f(r2 + s2). Since f , f ′
are assumed to be bounded, under appropriate assumptions on u0, the solutions
u and uh of Eq. (NLS) and Eq. (20), respectively, can be shown to be bounded
similarly to Lemma 2.1. Applying Taylor expansion and Ho¨lder and Cauchy-
Schwarz inequalities yield
I1 ≤
∫
O
|(g1)′r(ξ, η)||erPes|dx+
∫
O
|(g1)′s(ξ, η)||esPes|dx
≤ C1
(
1 + ‖uh‖L∞(O)
)(
‖s− Ps‖2L2(O) + ‖r − Pr‖2L2(O)
+ ‖Per‖2L2(O) + ‖Pes‖2L2(O)
)
,
where ξ and η lie between r and rh and between s and sh, respectively.
4. Numerical Experiments
In this section, we will present some detailed numerical investigations of the
CLDG method (CLDG1)–(CLDG2) to the following NLS equation
iut + uxx + 2|u|2u = 0. (21)
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Time discretization is by the implicit midpoint scheme. In particular, we will
focus on the charge conservation law and accuracy of the method.
4.1. The evolution of single soliton
Consider Eq. (21) with a single soliton solution
u(t, x) = sech(x+ x0 − 4t)e2i(x+x0−3t/2).
In the following experiments, we take the temporal step-size τ = 0.001, the
spatial meshgrid-size h = 0.5, and the time interval [0, 5], the numerical spatial
domain O = [−25, 25] with the periodic boundary condition.
The intensity profiles of the exact solution and numerical solution are shown
in Fig. 1. We observe a very good behavior of our method and a good agreement
with the theoretical solution.
Space x
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Figure 1: Comparison of the analytic solution and the numerical solution with x0 = 10, θ =
1, h = 0.5, τ = 0.001 and k = 2.
As is stated in Theorem 3.1, the LDG method (3)-(4) could preserve the
discrete charge conservation law exactly. We consider this phenomenon numer-
ically in Fig. 2, where the figure shows the global error. We can see that the
global residual of the discrete charge conservation law reaches the magnitude of
10−15. Thus, we observe a good agreement with the theoretical result.
4.2. The Interaction of Double Soliton
In this experiment, we show the double soliton collision of Eq. (21) with the
initial condition
u0(x) = sech(x− x1)e2ic1(x−x1) + sech(x− x2)e2ic2(x−x2).
The global error of the discrete charge conservation law is shown in Fig. 3.
Again, we observe the phenomena which agrees with the theoretical result.
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Figure 2: The global error of the discrete charge conservation law of single soliton with
x0 = 10, θ = 1, h = 0.5, τ = 0.001 and k = 2.
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Figure 3: The global error of the discrete charge conservation law of double soliton with
c1 = 1, c2 = −1, x1 = −10, x2 = 10, θ = 1, h = 0.5, τ = 0.001 and k = 2.
The evolution on the interval [0; 5] is shown in Fig. 4 and the profiles at
different instants in Fig. 5. We observe that the interaction is elastic and the
two waves emerges without any changes in their shapes and they conserve the
energy almost exactly.
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Figure 4: Collision of two solitons whose parameters are c1 = 1, c2 = −1, x1 = −10, x2 =
10, θ = 1, h = 0.2, τ = 0.001 and k = 2.
4.3. The Birth of Mobile Soliton
In this experiment, we show the birth of soliton using a square well initial
condition
u0(x) = Ae
−x2+2ix.
In Figs. 6-7, the mobile soliton is observed.
4.4. Optimal Convergence Estimates
We show an accuracy test for Eq. (21) with the soliton solution
u(t, x) = sech(x+ x0 − 4t)e2i(x+x0−3t/2).
We take the temporal step-size τ = 0.00001, and the time interval [0, 1], the
numerical spatial domain O = [−30, 30] with the periodic boundary condition.
Table 1 lists the L2-errors and their numerical orders with different values
of θ at T = 1. From the table we conclude that, for all values of θ ∈ [0, 1], one
can always observe (k+ 1)-th order of accuracy in L2-norm.
5. Conclusion
In this paper, we develop an LDG method to solve the one-dimensional
nonlinear Schro¨dinger equation. The charge conservation law is shown to be
16
Figure 5: Profiles at time t = 0, 2, 2.5 and 5 of Fig. 4.
preserved for LDG method proposed in this paper. The CLDG method, when
applied to NLS equation, is shown to have the optimal (k + 1)-th order of
accuracy for polynomial elements of degree k. The numerical tests demonstrate
both accuracy and capacity of the method.
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Figure 6: The birth of mobile soliton. A = 2, θ = 1, h = 0.2, τ = 0.001 and k = 2. Periodic
boundary condition in [−30, 30].
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