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1. Introduction
We consider a spatial random graph which at the same time is scale-free and has a nested community
structure, and study Reed-Frost SIR epidemic ([19], [25]) on it. We find that with a natural transmission
mechanism, in which transmissions occur independently with rates related to community sizes, the critical
threshold is trivial or not depending on the relation between community sizes, distribution of number of
communities to which each individual belongs and rate of the decay of the transmission probability as the
community size increases. Scale-free networks ([6], [2], [13]) have been widely studied in the context of
1
ar
X
iv
:1
10
7.
15
32
v1
  [
ma
th.
PR
]  
7 J
ul 
20
11
2epidemics (see [28] and [10]) suggesting at first that this might lead to triviality of the critical threshold
([24], [17], [18], [34]). On the other hand, most scale-free networks lack a spatial dimensionality, which is
quite relevant to make the models more realistic (see e.g. [9]): one of the few prosed networks possessing
both features has been suggested by Yukich [33]. Yukich’s network is, however, missing network modularity,
i.e. the gathering of individuals in communities with faster transmission rates (see [7], [8], [3], [4] and [5]),
a feature which has gained recent interest due to its relevance in infectious transmission. The formation of
communities can be described by several mechanisms, such as random intersection in which extra vertices
randomly connect to the vertices of the graph and links are then generated between vertices connected to a
common extra vertex (see [11] for a description of random intersection and a review of other mechanisms).
However, most real community structures are nested (see, e.g., [30], [32] and [12]) unlike the networks
generated by random intersection and similar mechanisms.
The class of random networks discussed here have spatial features, are scale-free and possess a nested
community structure. The networks are based on a connectivity graph, which, for simplicity, is here taken
to be Zd endowed with a hierarchical structure of partitions into larger and larger communities. To generate
the network each vertex v ∈ Zd is assigned a random integer value Xv, where the Xv’s are i.i.d. random
variables. Each vertex v identifies an individual, which belongs to all communities up to level Xv in the
hierarchical structure. The basic random connectivity graph is obtained by adding to the nearest neighbor
edges of Zd all the edges between pairs of vertices belonging to at least one common community. For a wide
class of distributions of the Xv’s the connectivity graph is scale-free.
We then consider Reed-Frost SIR epidemics on the connectivity network, in which infected individuals
at time t contact each neighbor independently with some transmission probability, and if the neighbor
is susceptible it becomes infected. To complete the model, it is natural to consider basic transmission
probabilities for nearest neighbor vertices, and then an additional probability, decreasing with the size of
the community, of independent transmission for any community shared by two individuals. In this way, the
transmission probabilities do not depend only from the connectivity graph, but directly from the shared
classes, and give rise to a very realistic mechanism. The set of individuals ultimately affected by the Reed-
Frost SIR epidemic is the set of vertices belonging to a percolation graph with connection probabilities given
by the transmission probabilities ([21]); for natural choices of the probabilities of infection through shared
communities the phase diagram of the percolation graph exhibits a transition from nontrivial to trivial
percolation threshold.
In summary, the model depends on five parameters:
• d, indicating space dimension;
• z, determining the growth factor zd of community sizes;
• α ≥ 1, determining the distribution of the number of communities to which an individual belongs;
• p, indicating the transmission probabilities to neighbors;
• ρ, modulating the decrease in transmission probabilities for large communities.
Several random networks can be generated along the indicated lines. In particular, the construction must
specify the form of each partition and the interconnections between partitions. To illustrate the mathematical
properties of the networks, we discuss in Section 2 a very simple and schematic structure, in which at each
level k the space is partitioned into hypercubes of linear size zk, which are then packed into hypercubes
of linear size zk+1 and so on. To keep things simple one can think to z = 2. For simplicity, we also limit
3ourselves to just one single parameter α to generate the connectivity graph, although this is excessively
simplified, as the inclusion in small communities is likely to follow a different pattern from that of inclusion
in large communities. In Section 2 we give a detailed description of the construction of the connectivity
network.
In Section 3 we show that the degree distribution Dv of any vertex v in the connectivity network satisfies
lim
h→∞
P (Dv ≥ h) h−γ+1 ∈
[
1
2α
,
dd/2+1ωd
d− logz α
]
where ωd is the volume of the d-dimensional unit ball and γ − 1 = logz αd−logz α , so that the network is scale-free
for all α ∈ (1, zd); in particular, for z d2 ≤ α ≤ z 2d3 the network exhibits the typical value of γ ∈ (2, 3).
In Section 4 we complete the description of the Reed-Frost epidemic and begin the description of the phase
diagram in the α− ρ variables; such description is completed in Section 5 by dominating the probability of
transmission in certain sets by those in a long range percolation model extending a recent result in [22]; it is
remarkable that although we use edge variables to bound a model based on site variables the result is still
sharp and we identify the exact phase diagram.
(1) For α ≥ zd the network has short range behavior, and the hierarchical communities structure is
irrelevant for the existence of critical threshold: there is a critical epidemic threshold pc for all ρ.
(2) For 1 ≤ α < zd the behavior depends on ρ: if ρ < α
zd
there is still a nontrivial epidemic critical
threshold pc ∈ (0, 1) while pc = 0 for ρ > αzd . This means that percolation, and thus an infinite
outbreak, occurs at all values of p in the parameter range we just identified. In the scale-free region,
determined by α ∈ (1, zd), pc is thus trivial or not depending on the transmission rate in large
communities. It is trivial if the transmission rates are constant (ρ = 1) or with a not too fast rate;
on the other hand it is not trivial for ρ below a critical curve in the phase diagram.
(3) On the line α = 1 each vertex belongs to all communities: the model is similar to long-range
percolation (see [27]) and is studied in [23]: pc = 0 or pc > 0 for the same parameter range as in
long-range percolation.
In a sense the proposed model interpolates between short (α ≥ zd) and long (α = 1) range percolation. A
summary of the phase diagram is in figure 1.
2. The connectivity graph
Consider a random graph Gα,z = (Zd, Eα,z) with Zd as set of vertices and a random set of edges Eα,z to be
specified. In the first place, Ed1 ⊆ Eα,z, where Ed1 is the set of nearest neighbor edges of Zd. Then, consider
i.i.d. random variables Xv, v ∈ Zd, with a nonnegative integer distribution µα,v such that µα,v(Xv ≥ k) =
α−k, k = 0, 1, . . . , where α > 1 is a parameter. We let µα =
∏
v∈Zd µα the joint product distribution of
the Xv’s on the Borel σ-algebra in X = NZ
d
. By this choice there is only one parameter determining the
distribution of the number of communities to which individuals belong; the average number of communities to
which an individual belongs, a measure called group membership (see [14] and [26]), is
∑
k α
−d = (α− 1)−1.
This is a realistic number especially for α ∈ [5/4, 2).
4Next, let z ≥ 2 be an integer and for each k partition Zd into blocks
Bz,k(i) = Bz,k(i1, . . . , id) = {v = (v1, . . . , vd) ∈ Zd : zkij ≤ vj ≤ (ij + 1)zk − 1, for all j = 1, . . . , d}.
Blocks represent a system of nested communities. Note that vertices separated by coordinate hyperplanes
lie always in different communities; the community structure is thus confined to orthants, and vertices in
different orthants are connected only through nearest neighbor connections: this is not an unrealistic feature,
however, as it might represent very rigid borders or seas.
Given ρα and the Bz,k(i)’s, the random connectivity graph Gα,z is completed by including into the edge
set Eα,z, next to the nearest neighbor edges, also all pairs {u, v} such that ∃k ∈ N, i ∈ Zd with Xu, Xv ≥
k and u, v ∈ Bz,k(i). In other words, given α, z, µα and Bz,k(i)’s, the random graph Gα,z is defined by a
map φz : X → H = {0, 1}Ed , where Ed = {{u, v} : u, v ∈ Zd}, with
φz(x){u,v} = I{∃k∈N, i∈Zd|xu,xv≥k and u,v∈Bz,k(i)} ∨ I{|u−v|=1}
by Pα,z = µα(φ
−1
z ). Later we are interested not only in the connectivity graph but also in the set of
communities joining each pair of vertices: this leads to further specify the map φz, as done in section 4
below, but we first study the connectivity properties of Gα,z.
For v ∈ Zd and η ∈ H, let Dv = Dv(η) = |{u ∈ Zd : {u, v} ∈ Eα,z}| be the degree of v.
Lemma 2.1. For all v ∈ Zd and α, z such that α < zd
(1) lim
h→∞
Pα,z(Dv ≥ h) · hγ−1 ≥ 1
2α
,
where
γ − 1 = logz α
d− logz α
Proof. Given v ∈ Zd and h ∈ N consider the block Bz,l(h) = Bz,l(h)(i) such that v ∈ Bz,l(h) with l(h) =
b 1d−logz α logz h+ 1c. Then
Eµα
( ∑
u∈Bz,l(h)
I{Xu≥l(h)}
)
= zl(h)dµα(Xu ≥ l(h))
=
(zd
α
)l(h)
≥
(zd
α
) logz α
d−logz α
= h.
By the CLT, limh µα(
∑
u∈Bz,l(h) I{Xu≥l(h)} ≥ h) ≥ 1/2. Hence,
hγ−1 Pα,z(Dv ≥ h) ≥ hγ−1 µα(Xv ≥ l(h)) Pα,z
( ∑
u∈Bz,l(h)
I{{v,u}∈Eα,d} ≥ h | Xv ≥ l(h)
)
≥ hγ−1 α−l(h) µα
( ∑
u∈Bz,l(h)
I{Xu≥l(h)} ≥ h
)
→ 1
2α

To get the corresponding upper bound on the degree distribution we compare the connectivity graph
to Yukich’s network, which has vertex heights based on uniform distributions and connections related to
5distance. As first step, we compare the connectivity graph to a network based only on distances but retaining
the distribution of the Zv’s for the vertex heights: for δ > 0 consider G
′
α,z,δ = (Zd, E′α,z,δ) such that
(2) (u, v) ∈ E′α,z,δ ⇔ ∃k s.t. Xu, Xv ≥ k and d(u, v) ≤ δzk;
more precisely, let φ′z,δ : X → H such that
(3) φ′z,δ(x){u,v} = I{∃k∈N | Xu,Xv≥k and d(u,v)≤δzk}(x)
and let P ′α,z,δ = µα((φ
′
z,δ)
−1). Note that for δ =
√
d and for every increasing A ⊂ H
(4) Pz,α(A) ≤ P′α,z,√d(A).
In fact, taking k = min(Xu, Xv), if d(u, v) ≥
√
d zk then {u, v} /∈ Eα,z. Therefore, if {u, v} ∈ Eα,z then
zk ≥ d(u, v)/√d, so that {u, v} ∈ E′
α,z,
√
d
, i.e. φz(x) ≤ φ′z,√d(x). This implies that if A is increasing, x ∈ X
and φz(x) ∈ A then also φ′z,√d(x) ∈ A, i.e. (φz)−1(A) ⊆
(
φ′
z,
√
d
)−1
(A).
Note also that
(5) φ′z,δ(x){u,v} = I{zXu ,zXv≥ d(u,v)δ }(x).
3. Comparison with Yukich network
Let {Uv}v∈Zd be i.i.d. uniform [0, 1] random variables with distribution PU on [0, 1]Zd and consider Yukich
network G¯s,δ = (Zd, E¯s,δ) defined for s, δ > 0 by
(6) {u, v} ∈ E¯s,δ ⇔ d(u, v) ≤ δmin(U−su , U−sv )
As before one can take W = [0, 1]Z
d
, define φ¯′s,δ : W → H such that
(7) φ¯′s,δ(w){u,v} = I{wu,wv≤ d(u,v)δ
−1/s}
and let P¯′s,δ = PU ((φ¯′s,δ)−1). We need to slightly reformulate Theorem 1.1 in Yukich ([33]) to incorporate
the constant δ.
Proposition 3.1. For all d, δ and s ∈ ( 1d ,∞)
(8) lim
t→∞ t
1
sd−1 P¯′s,δ(Ds(v) ≥ t) =
(
δdsdωd
sd− 1
) 1
sd−1
for all v ∈ Zd, where ωd denotes the volume of the unit ball in Rd.
Proof. Yukich proves the same result for δ = 1. The conclusion is achieved by taking the origin v = 0,
conditioning on U0 = τ and using translation invariance. The basis of Yukich proof is Lemma 2.1 in [33],
which states that
E(Ds(0)|U0 = τ) ≈
∫
|x|≤τ−s
|x|− 1s dx = dωd
∫ τ−s
0
td−1−
1
s dt =
sdωd
sd− 1 τ
−(sd−1)
6When a generic δ is considered we get
E(Ds(0)|U0 = τ) ≈
∫
|x|≤δτ−s
|x|− 1s δ 1s dx
= dωdδ
1
s
∫ δτ−s
0
td−1−
1
s dt =
δdsdωd
sd− 1 τ
−(sd−1)
The rest of the proof in [33] is still valid with the constant β = sdωdsd−1 replaced by
δdsdωd
sd−1 
Then we can deduce the following upper bound for the power law distribution of the network Gα,z.
Theorem 3.1. For all z and α ∈ (1, zd)
(9) lim
h→∞
Pα,z(D(v) ≥ h) hγ−1 ≤
(
d
d
2+1ωd
d− logz α
)γ−1
where γ − 1 = logz αd−logz α
Proof. First recall that
(10) Pz,α(D ≥ h) ≤ P′z,α,√d(D ≥ h)
since {D ≥ h} is increasing. We want to compare G′α,z,δ to the Yukich’s network G¯′s,δ. For m = zk
µα(z
Xv ≥ m) = µα(Xv ≥ k) = α−k = α− logzm = m− logz α.
On the other hand PU (U
−s
v ≥ m) = PU (Uv ≤ m−1/s) = m−1/s so that taking logz α = 1/s we have
PU (U
−s
v ≥ m) = µα(zXv ≥ m) for m = zk
and
PU (U
−s
v ≥ m) = α− logzm ≥ αd− logzme = µα(Xv ≥ dlogzme) = µα(Xv ≥ logzm) = µα(zXv ≥ m)
for all other m ∈ R. Therefore, Uv and zXv can be coupled by the following joint distribution. Let PUv be
the distribution of Uv and νv be a probability on the σ-algebra in [0, 1] × N such that for A ⊆ [0, 1] and
k ∈ N it holds
νv(A, k) = PUv
(
A ∩ (z−(k+1)/s, z−k/s]
)
.
We have
• νv(A,N) = PUv (A);
• νv([0, 1], k) = PUv ((z−(k+1)/s, z−(k)/s]) = α−k − α−(k+1) = µα(Xv = k);
• νv{(u, k) : u−s ≥ zk} = νv{(u, k) : u ≤ z−k/s} = 1.
The product distributions µα and PU can be coupled by the product distribution ν =
∏
v∈Zd νv, under which
U−sv ≥ zXv for all v ∈ Zd with probability one.
If w ∈W and x ∈ NZd are such that w−sv ≥ zxv for all v then
φ¯′s,δ(w){u,v} = I{w−1u ,w−1v ≥ d(u,v)δ }
≥ I{zxu ,zxv≥ d(u,v)δ } = φ
′
z,δ(x){u,v}.
7Thus, if A ⊆ H is increasing, x ∈ (φ′z,δ)−1(A) and w−sv ≥ zxv then w ∈ (φ¯′s,δ)−1(A). Hence, for A increasing
P ′α,z,δ(A) = µα
(
(φ′z,δ)
−1(A)
)
= ν
(
W, (φ′z,δ)
−1(A)
)
= ν
(
(φ¯′(logz α)−1,δ)
−1(A), (φ′z,δ)
−1(A)
)
≤ ν
(
(φ¯′(logz α)−1,δ)
−1(A),NZ
d
)
= PU
(
(φ¯′(logz α)−1,δ)
−1(A)
)
= P¯ ′(logz α)−1,δ(A).
Since A = {D ≥ h} is increasing
Pz,α(D ≥ h) ≤ P ′α,z,√d(D ≥ h) ≤ P¯ ′(logz α)−1,√d(D ≥ h).
If we take s = (logz α)
−1 and α ∈ (1, zd) then s ∈ (1/d,∞) and the result follows from Proposition 3.1 with
δ =
√
d. 
From lemma 2.1 and theorem 3.1, for large h it holds Pz,α(D = h) ≈ h−γ where γ − 1 = logz αd−logz α .
Thus the hierarchical model is scale free for each α ∈ [1, zd). Typically, in the scale free region−3 ≤ −γ ≤ −2,
which is then equivalent to z
d
2 ≤ α ≤ z 2d3 .
We end this section by commenting on the relation between the scale free region and the average number
of communities to which an individual belongs. As we have seen, there is a realistic average number of
communities for α ∈ [5/4, 2], which has no intersection with the typical scale-free region even for d = 2 and
z = 2. It is, however, quite simple to realign the parameter ranges by introducing some more parameters more
realistically describing small group membership. This is reminiscent of long range percolation in dimension
1, in which the probability of nearest neighbor connection can, by itself, determine phase transition for a
critical value of the main parameter ([1]). We do not pursue this direction here.
4. Epidemics
We consider a Reed-Frost dynamics to describe the spread of an infection on the connectivity network (see,
for instance, [11], section 3, for a detailed description). In such dynamics, at discrete times each infected
individual contacts each one of its neighbors with some probability, and if the neighbor is susceptible it
becomes infected; in the meantime the infected recovers. Differently from usual, we assume, however,
that the probability of infectious contact depends on the communities shared by the two neighbors: in
particular, we assume that there is a probability of independent transmission for each community shared by
two individuals, and we are interested in the set of individual eventually affected by the epidemics started
from one single vertex, the origin for instance. Such set can be identified with the cluster V
(d)
0 containing
the origin in an edge percolation process on Gα,z described by the following probability measure: for each
value x ∈ Rd of the Xv’s, consider a (conditional) Bernoulli probability distribution Px,z,ρ,p on {0, 1}Ex,z
such that
(11) Px,z,ρ,p(η{u,v} = 1) = 1−
∞∏
k=0
(1− pρk I{{u,v}| ∃i∈Zd: xu,xv≥k and u,v∈Bk,z(i)}).
8Our main interest here is in studying for which values of the parameters there is a finite or an infinite set
of infected individuals, or, equivalently, a finite or infinite cluster, i.e. we are interested in the probability
Px,z,ρ,p(|V (d)0 | =∞). The joint probability distribution which describes percolation and epidemics is defined
on the Borel σ-algebra in H by Pα,z,ρ,p =
∫
X
Px,z,ρ,p µα(dx).
For a given x let Gx,z be the realization of the connectivity graph with value x of the Xv variables. Since
Gx,z contains all the nearest neighbor edges and they are open with probability at least p, if p > pi
(d)
c ,
the critical point for d-dimensional bond percolation, then percolation occurs regardless of the value of the
other parameters and of the realization x. Notice that pi
(d)
c < 1 by Peierls argument, and, more precisely,
pi
(2)
c = 1/2 ([16]) and pi
(d)
c ∼ 1/2d ([20]). Moreover, for any fixed x and ρ, the probability in (11) is increasing
in p, and the random variables η{u,v} are independent. Thus, it follows by a standard FKG inequality (see,
e.g., [15]) that for any p ≥ p′ and any increasing event A ⊆ {0, 1}Ex,z we have Px,z,ρ,p(A) ≥ Px,z,ρ,p′(A).
Since A
(x)
0,∞ = {η : V (d)0 | =∞} is increasing it follows that there exists a critical pc(x, ρ) < 1 for the onset of
an infinite percolation cluster.
It could happen that pc(x, ρ) = 0. If α = 1 then we are assuming Xv =∞ for all v, and the percolation
model is quite close to long range percolation ([27]) in which the critical threshold pic has a transition at
some value of a parameter which corresponds to ρ: for small values of ρ we have pic > 0 and for large ρ it is
instead pic = 0. After showing that, in fact, the critical threshold pc(x, ρ) = 0 is almost surely constant in x,
we see that a similar transition occurs in the hierarchical model for all values of α ∈ [1, zd]. To this purpose
we introduce a more detailed description of the model: consider Σ = NZd × {0, 1}Ed×N and parameters α, ρ
and p. Then take a Bernoulli probability distribution P˜α,ρ,p on the Borel σ-algebra A in Σ such that
• P˜α,ρ,p(σv ≥ k) = α−k for all v ∈ Zd;
• P˜α,ρ,p(σ{u,v},k = 1) = pρk for all {u, v} ∈ Ed and k ∈ N
One then retrieves the probability Pα,z,ρ,p by considering the map ψz : Σ→ H such that
ψz = I{∃k∈N, i∈Zd: u,v∈Bz,k(i); σu,σv≥k; σ({u,v},k)=1}
and observing that Pα,z,ρ,p = P˜α,ρ,p(ψ
−1
z ). Notice that while P˜α,ρ,p is Bernoulli, the distribution Pα,z,ρ,p on
H is not independent since, for instance, if u, u′ ∈ Bz,k(0) \Bz,k−1(0) then Pα,z,ρ,p(η{0,u′} = 1|η{0,u} = 1) =
α−k 6= α−2k = Pα,z,ρ,p(η{0,u′} = 1). Pα,z,ρ,p is actually one-dependent. xxxx
Lemma 4.1. pc(x, ρ) is almost everywhere constant in x
Proof. Under P˜α,ρ,p the variables σu’s and σ({u,v},k)’s are collectively independent. Consider the σ-algebra
A¯n generated by the variables with index in {(v, {v, u}, k) : v ∈ ([−n, n]d∩Zd)c; {u, v} ∈ Ed, u, v ∈ ([−n, n]d∩
Zd)c; k ≥ n}; then A∞ = ∩nA¯n is trivial under P˜α,ρ,p.
Since the event A∞ = {η|∃v ∈ Zd : |V (d)v | = ∞ in η} is such that ψ−1z (A∞) ∈ A¯n for all n ∈ N, then
ψ−1z (A∞) ∈ A∞ and P˜α,ρ,p(ψ−1z (A∞)) = 0, 1. Thus, A∞ has probability zero or one for Pα,z,ρ,p-a.a. η ∈ H.
Hence, Px,z,ρ,p(A∞) = 0, 1 for µα-a.a. x ∈ X. Since pc(x, ρ) exists for all x ∈ X, it is µα almost surely
constant. 
9We can define pc(α, ρ) = inf{p : P˜α,ρ,p(ψ−1z (A∞)) = 1}. We already know that pc(α, ρ) < 1. We see now
that pc(α, ρ) = 0 when the transmission probabilities for large communities do not decrease fast enough.
Lemma 4.2. For α ∈ [1, zd) and ρ > α
zd
we have pc = pc(α, ρ) = 0.
Proof. The joint probability P˜α,ρ,p suggests several dynamic constructions of the epidemics together with the
reference graph; one is the following. Starting from the origin 0 consider the sequence of boxes Bz,k = Bz,k(0),
k = 1, . . . and sequentially generate the following variables:
(0) σ0;
(1a) σv, v ∈ Bz,1;
(1b) σ{0,v},1, v ∈ Bz,1;
. . .
(ka) σv, v ∈ Bz,k \Bz,k−1;
(kb) σ{v,u},j , u, v ∈ Bz,k−1 \Bz,k−2, j = 1, . . . , k − 1;
(kc) σ{v,u},k, u ∈ Bz,k−1, v ∈ Bz,k;
. . .
(Last) σ{u,v},0 for all nearest neighbor pairs {u, v}.
Note that at every step only new σ variables are generated, that the last step can be performed at any time,
possibly subdivided in several steps, and that the procedure generates all relevant σ variables in the positive
orthant: in fact, if v′, u′ ∈ Bz,k \ Bz,k−1 then σ{v,u},j is generated at step (((k + 1)b) for j = 1, . . . , k and
(jc) for all j ≥ k + 1; if, instead, v′ ∈ Bz,k \ Bz,k−1 and v′ ∈ Bz,k+r \ Bz,k+r−1, r ≥ 1, then σ{v,u},j for
j = 1, . . . , k + r − 1 is not generated but it is also not relevant in the process and for j ≥ k + r is generated
at step (jc).
Following this construction we can show that for α ∈ [1, zd), ρ > α
zd
and any p > 0 there is an infinite
cluster. We generate a sequence ik, k ∈ N, of vertices in Bz,k \ Bz,k−1 or empty sets with the following
procedure, in which the definition of ik depends on 3 events which may occur depending on the status of
ik−1:
• if σ0 ≥ 1 then i0 = 0, else i0 = ∅;
• if ik−1 ∈ Bz,k−1 \ Bz,k−2 and ∃v ∈ Bz,k \ Bz,k−1 such that σv ≥ k + 1 and σ{ik−1,v},k = 1 then ik
equals one of such vertices v (the first in some fixed order);
• if ik−1 ∈ Bz,k−1 \Bz,k−2 and ∃v ∈ Bz,k \Bz,k−1 : σv ≥ k+ 1 but for all such v’s σ{ik−1,v},k = 0 then
ik equals one of vertices v with the first two properties (the first in some fixed order);
• if ik−1 ∈ Bz,k−1 \Bz,k−2 and for all v ∈ Bz,k \Bz,k−1 we have σv < k + 1 then ik = ∅;
• if ik−1 = ∅ and ∃v ∈ Bz,k \ Bz,k−1 : σv ≥ k + 1 then ik equals one of such vertices v (the first in
some fixed order);
• if ik−1 = ∅ and for all v ∈ Bz,k \Bz,k−1 we have σv < k + 1 then ik = ∅;
Given the vertices ik’s we can define the events:
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• Ak = {∃v ∈ Bz,k \Bz,k−1 : σv ≥ k + 1, σ{ik−1,v},k = 1}
• Ck = {∃v ∈ Bz,k \Bz,k−1 : σv ≥ k + 1 but either ik−1 = ∅ or for all such v’s σ{ik−1,v},k = 0}
• Ek = {for all v ∈ Bz,k \Bz,k−1 it holds σv < k + 1}
where clearly Ak is not defined if ik−1 = ∅. Notice that all the events Ak, Ck and Ek are defined in terms
of the variables at steps (ka) and (kc) of the construction outlined above. This implies that such events
are defined in terms of variables which, once ik−1 is given, are independent from those involved in defining
Ai, Ci and Ei for i = 1, . . . , k − 1. Moreover, for each k the three events form a partition of the probability
space. Therefore, the sequence Zk = ak(ck, ek respectively ) if Ak(Ck, Ek respectively ) occurs, is a (non-
homogeneous) Markov chain, whose transition matrix can be estimated in terms of the σ variables. In
fact,
P (Zk = ak|Zk−1 = ak−1) = 1−
(
1− pρ
k
αk+1
)zdk−zd(k−1)
≥ 1− e− pρ
k(zdk−zd(k−1))
αk+1(12)
P (Zk = ck|Zk−1 = ek−1) = 1−
(
1− 1
αk+1
)zdk−zd(k−1)
≥ 1− e− (z
dk−zd(k−1))
αk+1(13)
and all other conditional probabilities are smaller than e−
pρk(zdk−zd(k−1))
αk+1 if Zk−1 = ak−1 or Zk−1 = ck−1 and
smaller than e−
(zdk−zd(k−1))
αk+1 if Zk−1 = ek−1.
We have
P (Zk = ek) =
∑
z=ak−1,ck−1,ek−1
P (Zk = ek|Zk−1 = z) P (Zk−1 = z) ≤ e−
pρk(zdk−zd(k−1))
αk+1
and
P (Zk = ck) =
∑
z=ak−1,ck−1,ek−1
P (Zk = ck|Zk−1 = z) P (Zk−1 = z) ≤ 2 e−
pρk−1(zd(k−1)−zd(k−2))
αk+1
so that if ρ > α/zd
∞∑
k=1
P (Zk = ek) <∞,
∞∑
k=1
P (Zk = ck) <∞.
By the first Borel-Cantelli Lemma Ek and Ck occur only a finite number of times, so that with probability
one the sequence terminates with one Ck and then Ah for h > k. In such case the vertex ik is connected
to an infinite cluster containing all vertices ih for h > k. Since there are countably many vertices there
must be one k and one vertex v ∈ Bz,k \Bz,k−1 which is starting vertex of an infinite cluster using edges in
communities at level at least k with probability c1 > 0. Such vertex can be connected to the origin using
nearest neighbor edges, which are independent from the previous construction as they were involved only in
the last step of the dynamic joint generation of graph and epidemic, with some probability c2 > 0. In the
end, the probability of percolation from the origin is at least c1c2 > 0. 
5. Domination by long-range percolation
The description of the α− ρ phase diagram is completed by the following result.
Theorem 5.1. For α > zd or α ∈ [1, zd] and ρ < α/zd we have pc > 0.
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This amounts to prove that, with the parameters α and ρ in the indicated region, there exists p > 0 such
that percolation does not occur for that value of p > 0. To show this, we actually bound the probability
of existence of an infinite percolation cluster or infinite infected area in the nested model with that in a
long-range percolation, for which it is easy to show that percolation does not occur for some values of the
parameter by bounding it with a subcritical Galton-Watson process.
A long-range percolation model is defined as a probability on the Borel σ-algebra inH such thatQβ,s(η{u,v} =
1) = β(d(u,v))s .
Theorem 5.2. When s = logz(α/ρ) and β
′ = p1−ρ (
α
ρ )
1
2 logz d, it holds that
Pα,z,ρ,p(|V (d)0 | =∞) = P˜α,ρ,p(ψ−1z (|V (d)0 | =∞)) ≤ Qβ′,s(|V (d)0 | =∞).
The main difficulty lies in the fact that in the nested hierarchical model the distribution on the edges is
one dependent: we face this problem later on. Initially, we once again compare the percolation network to
G′α,z,δ endowed with slightly larger infection probabilities than in the nested model.
Let u, v ∈ Zd, define
k1,δ(u, v) = dlogz
d(u, v)
δ
e,
and consider a Bernoulli probability distribution P˜′α,z,ρ,p,δ on the Borel σ-algebra A in Σ′ = RZd × {0, 1}Edn
such that
• P˜′α,ρ,p,δ (σ′v ≥ k) = α−k for all v ∈ Zd;
• P˜′α,ρ,p,δ (σ′{u,v} = 1) = p1−ρ ρk1,δ(u,v) for all {u, v} ∈ Ed.
Consider then the map ψ′z,δ : Σ
′ → Ed such that
(ψ′z,δ(σ
′)){u,v} = I{σ′u,σ′v≥k1(u,v); σ′{u,v}=1)}
Lemma 5.1. For all increasing events A ⊆ H, P˜α,ρ,p(ψ−1z,δ(A)) ≤ P˜′α,z,ρ,p,δ((ψ′z,δ)−1(A))
Proof. Consider the σ-algebra AX generated by the variables σu, u ∈ Zd, and let P˜x,ρ,p = P˜α,ρ,p(·|x) and
P˜′x,ρ,p,δ be the conditional probabilities of P˜α,ρ,p and P˜′α,z,ρ,p,δ, respectively, given AX . Notice that the
conditional probabilities no longer depend on α and that P˜x,ρ,p(ψ−1z ) and P˜′x,z,ρ,p,δ((ψ′z,δ)−1) are Bernoulli
distributions on (the Borel σ-algebra of) H under which
P˜x,ρ,p
(
ψ−1z (σ{u,v} = 1)
)
= 1−
∏
k∈Ix(u,v)
(1− pρk)
where
Ix(u, v) = {k| ∃i ∈ Zd : u, v ∈ Bk,z(i) and xu, xv ≥ k},
and
P˜′x,z,ρ,p,δ
(
(ψ′z,δ)
−1(σ′{u,v} = 1)
)
=
p
1− ρ ρ
logz
d(u,v)
δ
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Note also that Ix(u, v) ⊂ {k1,√d(u, v), k1,√d(u, v) + 1, . . . ,min(xu, xv)} so that
1−
∏
k∈Ix(u,v)
(1− pρk) ≤ 1−
∏
k≥k1,√d(u,v)
(1− pρk)
= p
∑
k≥k1,√d(u,v)
ρk − p
∑
h>k≥k1,√d(u,v)
ρk+h + . . .
≤ p
1− ρ ρ
logz
d(u,v)√
d
since the series in the second line is alternating with decreasing coefficients. Therefore,
P˜x,ρ,p(ψ−1z (σ{u,v} = 1)) ≤ P˜′x,ρ,p,√d ((ψ′z)−1(σ{u,v} = 1))
and P˜′x,ρ,p,√d ((ψ
′
z)
−1) dominates in the FKG sense P˜x,ρ,p(ψ−1z ).
Therefore, if A ⊆ H is increasing then
P˜α,ρ,p(ψ−1z (A)) =
∫
X
P˜x,ρ,p(ψ−1z (A)) µα(dx) ≤
∫
X
P˜′x,z,ρ,p,√d((ψ
′
z,
√
d
)−1(A)) µα(dx) = P˜′α,ρ,p,√d((ψ
′
z)
−1(A))

To compare the percolation network P˜′α,z,ρ,p,√d((ψ
′
z,
√
d
)−1) with a long-range percolation network we are
going to prove an analogue of Theorem 3.1 in [22]. In this direction there are two main problems. On one
side, [22] applies to directed paths; on the other side, connectivities in [22] are described by convex functions
k(Xv, Xu) and for values of Xu = xu the connectivities are bounded by expected values x¯v = E(k(Xv, xu)).
In that paper the reason why the connections become independent in different directions is that the x¯v’s are
constant.
The directionality of the paths is easy to fix: paths under P˜ ′α,z,ρ,p are not directed, but can trivially
be considered so by fixing an order along each path. Paths are instead ordered under P˜ ′α,ρ,p,√d((ψ
′
z)
−1)
since the involved edge variables are defined according to an order. Theorem 3.1 of [22] applies to hoppable
collections of paths, such as the collection of all self-avoiding paths starting at the origin and reaching the
boundary of some fixed set; since from each path one can extract a self-avoiding one, Theorem 3.1 applies
to the occurrence of a connection from the origin to the boundary as well.
As to the connectivity functions, the analogous in the present context would be k(Xv, Xu) = (φz(X)){v,u}
which is not convex and cannot be easily related to any constant value. To proceed, we introduce families
of i.i.d. random variables, one family for each v ∈ Zd, of the form X ′′(v,u), u ∈ Zd \ {v}, and then bound
P˜′α,z,ρ,p,√d((ψ
′
z)
−1) by a network based on the X ′′(v,u)’s. Connections in different directions are independent
and depend only on distances, thus the network based on X ′′(v,u)’s is actually a long-range percolation model.
This is possible if we take the probability that X ′′(v,u) ≥ k greater than or equal to the square root of the
probability that X ′v ≥ k. This, in turn, implies that in the long-range model the presence of a vertex is
equivalent, in distribution, to the fact that X ′v ≥ k for one of its end-points, say the smallest in some fixed
order. While this implies that the probability that the infection travels a self-avoiding path is larger in the
long-range model, Theorem 5.4 below shows the same inequality holds for the probability that at least one
paths is travelled among those in a fixed suitable collection.
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Consider β > 0 and a Bernoulli probability distribution P˜′′β,z,ρ,p,δ on the Borel σ-algebra A in Σ′′ =
NZd×Zd\{(i,i),i∈Zd} × {0, 1}Ed such that
• P˜′′β,z,ρ,p,δ(σ′′(u,v) ≥ k) = β−k for all (u, v) ∈ Zd × Zd \ {(i, i), i ∈ Zd};
• P˜′′β,z,ρ,p,δ(σ′′{u,v} = 1) = pρ
k1,δ(u,v)
1−ρ for all {u, v} ∈ Ed.
Consider then the map ψ′′z,δ : Σ
′′ → H such that
ψ′′z,δ(σ
′′){u,v} = I{σ′′
(u,v)
, σ′′
(v,u)
≥k1,δ(u,v); σ′′{u,v}=1}
and let P ′′β,z,ρ,p,δ = P˜′′β,z,ρ,p,δ((ψ′′z,δ)−1). We denote by P˜′′x′′,z,ρ,p,δ((ψ′′z,δ)−1) the conditional probability
given x′′ ∈ X ′′ = NZd×Zd\{(i,i),i∈Zd}. Note that in passing from P˜′α,z,ρ,p,δ to P˜′′β,z,ρ,p,δ we have changed the
network mechanism and kept the same transmission rates.
We introduce an interpolation between P˜′α,z,ρ,p,δ and P˜′′β,z,ρ,p,δ. To this purpose we select an ordering of
Zd = {v1, v2, . . . } and, for h = 0, 1, . . . , we consider the sequence of sets V (0) = ∅, . . . , V (h) = {v1, . . . , vh}.
For later purposes we take the order such that V (nd) = Bn = [0, n− 1]d ∩ Zd. Then we take a sequence of
Bernoulli distributions P˜h defined on the Borel σ-algebras A(h) of Σ(h) = NZd\V (h)×NV (h)×Zd\{(i,i),i∈Zd}×
{0, 1}Ed by
P˜h(σv ≥ k) = 1
αk
v ∈ Zd \ V (h)
P˜h(σ(v,u) ≥ k) = 1
βk
v ∈ V (h), u ∈ Zd \ v
P˜h(σ{v,u} = 1) =
p
1− ρ ρ
k1,δ(u,v)
Furthermore, define the map ψz,h : Σ(h)→ H given by
(ψz,δ,h(σ)){u,v} = I{σt(v,u)≥k1,δ(u,v), σt(u,v)≥k1,δ(u,v), σ{u,v}=1}
where t(u, v) = u if u ∈ Zd \ V (h) and t(u, v) = (u, v) if u ∈ V (h). We have P˜0(ψ−1z,0) = P˜ ′α,z,ρ,p,δ((ψ′z)−1).
Fix now a box Bn = [0, n − 1]d ∩ Zd and consider the variables σ|Bn , which are the σ’s restricted to
Bn, i.e. to the index set {(v), (v, u), {v, u} : v, u ∈ Bn}. For v, u ∈ Bn and h ≤ nd, (ψ′′z,δ,h(σ′′)){v,u} and
(ψz,δ(σ)){v,u} depend only from σ′′|Bn and σ|Bn , respectively. Therefore, P˜nd(ψ−1z,nd) = P˜ ′′β,z,ρ,p,δ((ψ′′)−1z,δ)
by the definition of P˜h.
Given a box Bn ⊆ Zd and v ∈ Bn, let Ev,n = {{v, u} : u ∈ Bn ∩Zd} and consider now a pair of (possibly
empty) sets A,B ⊆ Ev,n, which in our case coincides with both E′v and E∗v of [22], any |A|-dimensional
vector x = (x1, . . . , x|A|) ∈ (R+)|A| and any |B|-dimensional vector y = (y1, . . . , y|B|) ∈ (R+)|B|. For a fixed
h, the values x and y are interpreted as realizations of Xu if u ∈ V (h) or X(u,v) if u /∈ V (h), respectively.
For A ⊆ Ev,n we indicate by ZA the event {η : η{v,u} = 0 for all {v, u} ∈ A} ⊆ H that none of the edges
of A is open, and for any probability P on H we define the zero functions zv(P ;n;A,B;x, y) = P (ZA ∪ZB)
as the probability that either none of the edges of A is open or none of the edges of B is open; for any
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pair of probabilities P (a) and P (b) denote by zv(P
(a), n) ≤ zv(P (b), n) the fact that zv(P (a);n;A,B;x, y) ≤
zv(P
(b);n;A,B;x, y) for all pairs of disjoint and possibly empty sets of endpoints A,B ⊆ Ev,n, all x ∈ R|A|
and y ∈ R|B|. The extension of Theorem 3.1 in [22] that we are going to prove uses the following inequality.
Theorem 5.3. If β2 = α then for all n, h ∈ N such that vh ∈ Bn, zvh(P˜h−1(ψ˜−1z,δ,h−1), n) ≥ zvh(P˜h(ψ˜−1z,δ,h), n).
Proof. For fixed Bn ⊂ Zd and v = vh ∈ Bn, notice that the events ψ˜−1z,δ,h(ZA) and ψ˜−1z,δ,h(ZB) are measurable
with respect to the variables σv, σ(v,u) and σ{v,u} which are indexed in the set Zv,n = {v} ∪ {{v, u}, u ∈
Bn \ {v}} ∪ {(v, u), u ∈ Bn \ {v}}. Then let A,B ⊆ Ev,n, disjoint, with |A| = r and |B| = m, and x ∈ R|A|
and y ∈ R|B| be fixed; we identify each edge in A or B by its endpont different from v. We then let
(14) A ∪B = (u1, u2, . . . , um+r)
indicate the vertices wihch are endpoints (different from v) of edges in A ∪ B, ordered according to the
distance of the endpoint from v, which is d(v, ui) ≤ d(v, ui+1). We also indicate A = {v1, v2, . . . , vr} and
B = {w1, w2, . . . , wm}. For simplicity of notation denote by dui = d(v, ui) the distance from v to ui and by
αui , βui the following probabilities
αui = µα
(
Xv ≥ logz
dui√
d
)
= α
− logz(
du1√
d
)
(15)
βui = µβ
(
Xv,ui ≥ logz
dui√
d
)
= β
− logz(
du1√
d
)
Thus αvi = (βvi)
2. Furthermore, let qui =
pρk1,δ(v,ui)
1−ρ and P1 = P˜h−1 and P2 = P˜h; we want to prove that
P1(ZA ∪ ZB) ≥ P2(ZA ∪ ZB).(16)
Let’s proceed by induction on the cardinality of A and B. Note that if |A| = 0 or |B| = 0 then P1(ZA∪ZB) =
P2(ZA ∪ ZB) = 1.
(i) Suppose A = {u}, B = {w}. By symmetry we can assume that dw < du; then αw > αu and βw > βu.
We have
P1(ZA ∪ ZB) = 1− P1(ZcA ∩ ZcB)
= 1− αuquqw
P2(ZA ∪ ZB) = 1− P2(ZcA ∩ ZcB)
= 1− P2(ZcA) P2(ZcB)
= 1− βuqu βwqw
Since βw > βu then βuβw > β
2
u = αu and
P1(ZA ∪ ZB) ≥ P2(ZA ∪ ZB) if |A| = |B| = 1.
In particular, equality holds if du = dw.
(ii) Now consider {u1, u2, . . . um+r} = {v1, v2, . . . vr} ∪ {w1, w2, . . . wm} = A ∪ B such that du1 ≤ du2 ≤
. . . ≤ dum+r . Note that for any probability P
P(ZA ∪ ZB) = P(ZA) + P(ZB)− P(ZA ∩ ZB)
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As before, consider the probability of ZA∪ZB . With respect to P1, if Xv < logz dv1δ then ZA occurs. Instead,
if logz
dvi
δ ≤ Xv < logz
dvi+1
δ then there exist i connections in the basic graph and ZA occurs if at least one
of them is open. Thus
P1(ZA) = (1− αv1) +
r−1∑
j=1
(αvj − αvj+1)
j∏
i=1
(1− qvi) + αvn
r∏
i=1
(1− qvi)
P1(ZB) = (1− αw1) +
m−1∑
j=1
(αwj − αwj+1)
j∏
i=1
(1− qwi) + αwm
m∏
i=1
(1− qwi)
P1(ZA ∩ ZB) = (1− αu1) +
r+m−1∑
j=1
(αuj − αuj+1)
j∏
i=1
(1− qui) + αun+m
m+r∏
i=1
(1− qui).
With respect to P2, since edges are open independently of each other, we have
P2(ZA) =
r∏
i=1
(1− βviqvi)
P2(ZB) =
m∏
i=1
(1− βwiqwi)
P2(ZA ∩ ZB) =
r∏
i=1
(1− βviqvi)
m∏
i=1
(1− βwiqwi).
We proceed by induction on m+ r: we show that if (16) holds for m+ r−1 then it holds also for m+ r. The
vertex um+r can be either in A or in B and we assume with no loss of generality that um+r = vr ∈ A. Then
we show that if P1(ZA′ ∪ZB) ≥ P2(ZA′ ∪ZB) with |A′| = r− 1, |B| = m then P1(ZA ∪ZB) ≥ P2(ZA ∪ZB)
with A = A′ ∪ {v} and thus |A| = r, |B| = m. This is equivalent to show that
(17) P1(ZA ∪ ZB)− P1(ZA′ ∪ ZB) ≥ P2(ZA ∪ ZB)− P2(ZA′ ∪ ZB).
By elementary calculation it turns out that
P1(ZA)− P1(ZA′) = −αvnqvn
r−1∏
i=1
(1− qvi)
P1(ZA ∩ ZB)− P1(ZA′ ∩ ZB) = −αvrqvr
r−1∏
i=1
(1− qvi)
m∏
j=1
(1− qwj )
thus
P1(ZA ∪ ZB)− P1(ZA′ ∪ ZB) = −αvrqvr
r−1∏
i=1
(1− qvi)
[
1−
m∏
j=1
(1− qwj )
]
Similarly, with respect to P2 we have
P2(ZA)− P2(ZA′) = −βvrqvr
r−1∏
i=1
(1− βviqvi)
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P2(ZA ∩ ZB)− P2(ZA′ ∩ ZB) = −βvrqvr
r−1∏
i=1
(1− βviqvi)
m∏
j=1
(1− βwjqwj )
so that
P2(ZA ∪ ZB)− P2(ZA′ ∪ ZB) = −βvrqvr
r−1∏
i=1
(1− βviqvi)
[
1−
m∏
j=1
(1− βwjqwj )
]
In order to prove inequality (17) we must show
−αvrqvr
r−1∏
i=1
(1− qvi)
[
1−
m∏
j=1
(1− qwj )
]
≥ −βvrqvr
r−1∏
i=1
(1− βviqvi)
[
1−
m∏
j=1
(1− βwjqwj )
]
Since αvr = β
2
vr , this is equivalent to show that
βvr
r−1∏
i=1
(1− qvi)
[
1−
m∏
j=1
(1− qwj )
]
≤
r−1∏
i=1
(1− βviqvi)
[
1−
m∏
j=1
(1− βwjqwj )
]
Since βwi ≤ 1, 1− qwi ≤ 1− βwiqwi , thus
(18)
r−1∏
i=1
(1− qvi) ≤
r−1∏
i=1
(1− βviqvi)
Moreover, we see now that
(19) βvr
[
1−
m∏
j=1
(1− qwj )
]
≤
[
1−
m∏
j=1
(1− βwjqwj )
]
proceeding by induction on m. If m = 1 then
βvrqw ≤ βwqw
because vr is the vertex at maximal distance from u, so that βvr ≤ βw. Next we evaluate the increment
between the (m− 1)-th and m-th term.
βvr
[
1−
m∏
j=1
(1− qwj )
]
− βvr
[
1−
m−1∏
j=1
(1− qwj )
]
= βvrqwm
m−1∏
j=1
(1− qwj )
[
1−
m∏
j=1
(1− βwjqwj )
]
−
[
1−
m−1∏
j=1
(1− βwjqwj )
]
= βwmqwm
m−1∏
j=1
(1− βwjqwj )
thus inequality (19) follows from inequality (18) and βvn ≤ βwm . 
Now we are able to follow Meester and Trapman’s work [22] to bound from above the probability of
large outbreak, i.e. the existence of an infinite open path, by the corresponding quantity in the long-range
model. In order to prove the results below we need to recall some definitions; the detailed definitions are in
[22]. An ordered set of edges in some E ⊆ Zd × Zd of the form ξ = (v0v1, v1v2, . . . , vn−1vn) is a (directed)
path from v0 to vn. A path ξ = (v0v1, v1v2, . . . , vn−1vn, . . . ) with infinitely many different edges is an
infinite path. Given a finite or infinite path ξ = (v0v1, v1v2, . . . , vn−1vn) we indicate the truncation after
k edges as ξs(k) = (v0v1, v1v2, . . . , vk−1vk) and the tail starting after k edges as ξt(k) = (vkvk+1, . . . ); for
two paths ξ1 = (v0v1, v1v2, . . . , vn−1vn) and ξ2 = (vnvn+1, . . . ) we denote the conjunction by (ξ1, ξ2) =
(v0v1, v1v2, . . . , vn−1vn, vnvn+1, . . . ). Next, let Ξ be a collection of paths; if E(n) is the collection of the first
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n edges of E according to some given enumeration of E then we indicate by Ξn the set of finite paths of Ξ
all of which edges are in E(n) together with all the infinite paths of Ξ truncated at the first instance they
leave E(n).
Furthermore, given a configuration η ∈ H = {0, 1}E we say that ξ is open in η if for all edges {vk, vk+1}
we have η{vk,vk+1} = 1. And we indicate by C
Ξ the event that at least one path in Ξ is open. We say that
Ξ is hoppable if
• for any v ∈ Zd and any two paths ξ and φ of Ξ going through v, where v is the end vertex of the
i-th edge of ξ and the starting vertex of the j-th edge of φ, then (ξs(i), φt(j)) ∈ Ξ.
• limn CΞn = CΞ
Theorem 5.4. For every hoppable collection of paths Ξ in Ed
(20) P˜ ′α,z,ρ,p,δ((ψ′z,δ)
−1(CΞ)) ≤ P˜ ′′√α,z,ρ,p,δ((ψ′′z,δ)−1(CΞ))
Proof. We mimic the proof of Theorem 3.1 of [22], dividing the argument into 3 steps. Since P˜ ′α,z,ρ,p,δ and
P˜ ′′√
α,z,ρ,p,δ
are not defined on the same space, we use the interpolating distributions P˜h, which are such that
two consecutive ones differ only in the variables related to a single vertex. Fix a box Bn = [−n, n]d ∩ Zd.
(i) The first step is to show that for all n and h such that vh ∈ Bn, P˜h−1(ψ−1z,δ,h−1(CΞn)) ≤ P˜h(ψ−1z,δ,h(CΞn)).
Since β2 = α, by Theorem 5.3, zvh(P˜h−1, n) ≤ zvh(P˜h, n). Denote by Σ′(h) = NZ
d\V (h)×N(V (h)\vh)×Zd\{(i,i),i∈Zd}×
{0, 1}Ed\Ev,n = NZd\(V (h)∪vh) × N(V (h−1))×Zd\{(i,i),i∈Zd} × {0, 1}Ed\Ev,n ; by Σ′n(h) its restriction to Bn, and
A′h and A′h,n the Borel σ-algebras generated by the variables in Σ′(h) and Σ′n(h) respectively. For all h
P˜h(ψ
−1
z,δ,h(C
Ξn)) =
∫
Σ′n(h)
P˜h(ψ
−1
z,δ,h(C
Ξn)|σ′Σ′n(h))dP˜h(σ
′
Σ′n(h)
)
=
∫
Σ′n(h)
P˜h,(ψ
−1
z,δ,h(C
Ξn)|σ′Σ′n(h))dP˜h−1(σ
′
Σ′n(h)
),
where for σ′ ∈ Σ′n(h), P ( |σ′) is the conditional probability given A′h,n; the last equality holds since P˜h
coincides with P˜h−1 on A′h,n. Therefore,
P˜h(ψ
−1
z,δ,h(C
Ξn)) − P˜h−1(ψ−1z,δ,h−1(CΞn))
=
∫
Σ′n(h)
(P˜h(ψ
−1
z,δ,h(C
Ξn)|σ′Σ′n(h))− P˜h−1(ψ
−1
z,δ,h−1(C
Ξn)|σ′Σ′n(h)))dP˜h−1(σ
′
Σ′n(h)
).
Now one can follow the proof of Theorem 3.1 in [22]: if the event CΞn occurs in σ′Σ′n(h) regardless of the
variables in ZVh,n, then the integrand is 0. Otherwise, one can follow verbatim case 3. of the proof of Theorem
3.1 in [22] to conclude that P˜h−1(ψ−1z,δ,h−1(C
Ξn |σ′Σ′n(h))) ≤ P˜h(ψ
−1
z,δ,h(C
Ξn |σ′Σ′n(h))) for all h = 0, . . . , n
d − 1
and thus the unconditional inequality holds.
(ii) By iteration,
P˜ ′α,z,ρ,p,δ((ψ′z,δ)
−1(CΞn)) = P˜0(ψ−1z,δ,0(C
Ξn)) ≤ P˜nd(ψ−1z,δ,nd(CΞn)) = P˜ ′′α,z,ρ,p,δ((ψ′′z,δ)−1(CΞn)).
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(iii) In the last step we consider a general hoppable collection of paths Ξ. By definition of hoppable
collection of paths, since CΞn is decreasing in n, it follows that
P˜ ′α,z,ρ,p,δ((ψ′z,δ)
−1(CΞ)) = lim
n→∞ P˜
′
α,z,ρ,p,δ((ψ
′
z,δ)
−1(CΞn))
P˜ ′′α,z,ρ,p,δ((ψ′′z,δ)
−1(CΞ)) = lim
n→∞ P˜
′′
α,z,ρ,p,δ((ψ
′′
z,δ)
−1(CΞn))
and using the previous steps the proof is completed. 
Proof. (of Theorem 5.2). For all hoppable collections of paths Ξ, CΞ is an increasing event in H; moreover,
{|V (d)0 | =∞} = CΞ when Ξ is the collection of all infinite paths containing the origin. If s = logz(α/ρ) and
β′ = p1−ρ (
α
ρ )
1
2 logz d then
P˜ ′′√α,z,ρ,p,δ((ψ
′′
z,δ)
−1(η{u,v} = 1)) = P˜ ′′√α,z,ρ,p,δ(σ(v,u) ≥ k1,δ(u, v), σ(u,v) ≥ k1,δ(u, v), σ′′{v,u} = 1)
= (
√
α)−2k1,δ(u,v)
pρk1,δ(u,v)
1− ρ
=
p
1− ρ
( p
α
)dlogz d(u,v)√d e
≤ p
1− ρ
(α
ρ
) logz d
2
d(u, v)− logz(
α
ρ )
=
β′
(d(u, v))s
= Qβ′,s(η{u,v} = 1)
for a long-range percolation model Qβ′,s. Combining Lemma 5.1 and Theorem 5.4, we have
Pα,z,ρ,p(|V (d)0 | =∞) = P˜α,ρ,p(ψ−1z (|V (d)0 | =∞))
≤ P˜′α,z,ρ,p,δ((ψ′z,δ)−1(|V (d)0 | =∞))
≤ P˜ ′′√α,z,ρ,p,δ((ψ′′z,δ)−1(|V (d)0 | =∞))
≤ Qβ′,s(|V (d)0 | =∞)

Proof. (of Theorem 5.1) In order to establish for which values of the parameters α, p, ρ, z no percolation
occurs, it’s now sufficient to dominate the long-range percolation model Qβ′,s by a subcritical Galton Watson
tree. Recall that a GW tree is subcritical, i.e. the probability of extinction is one, if the expected value of
the descendants of any vertex is less or equals to one. If Rv denotes the number of neighbors of a vertex v
we have
EQβ′,s(Rv) = 2dp+
∑
u∈Zd
p
1− ρ (
α
ρ
)
logz d
2
1
d(u, v)logz(
α
ρ )
≤ 2dp+
∑
k∈N
2dkd−1
p
1− ρ (
α
ρ
)
logz d
2
1
klogz(
α
ρ )
<∞
for all ρ ∈ [0, 1] if α > zd or for α ∈ [1, zd] and ρ < α
zd
. 
19
Figure 1. The phase space of the nested model in the α− ρ plane.
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