The Random K-Satisfiability Problem, consisting in verifying the existence of an assignment of N Boolean variables that satisfy a set of M = αN random logical clauses containing K variables each, is studied using the replica symmetric framework of disordered systems. The detailed structure of the analytical solution is discussed for the different cases of interest K = 2, K ≥ 3 and K ≫ 1. We present an iterative scheme allowing to obtain exact and systematically improved solutions for the replica symmetric functional order parameter. The caculation of the number of solutions, which allowed us [Phys. Rev. Lett. 76, 3881 (1996)] to predict a first order jump at the threshold where the Boolean expressions become unsatisfiable with probability one, is thoroughly displayed. In the case K = 2, the (rigourously known) critical value (= 1) of the number of clauses per Boolean variable is recovered while for K ≥ 3 we show that the system exhibits a replica symmetry breaking transition. The annealed approximation is proven to be exact for large K.
I. INTRODUCTION
The emergent collective behaviour observed in a variety of models of statistical mechanics and in particular in frustrated disordered systems, have been recognized to play a relevant role also in apparently distant fields such as theoretical computer science, discrete mathematics and complex systems theory [1] [2] [3] . Computationally hard problems, characterized by exponential running time scaling of their algorithms or memory requirements, the so called NP-complete problems [4] , are known to be in one-to-one correspondence with the ground state properties of spin-glass like models (see [3] and references therein) and the tools and concepts of statistical physics have shed some new light onto the notion of complexity of NP-complete problems and have lead to the definition of new search algorithms as the Simulated Annealing algorithm based on the introduction of an artificial temperature and some cooling procedures [5] .
Very recently, other techniques inspired from statistical mechanics, namely finite size scaling analysis, have been applied [6] also to the study of universal behaviour in the computational cost (running time) of some classes of algorithms in the course of searching for solutions of random realizations of the prototype of NP-complete problems, the satisfiability (SAT) problem we shall discuss. More generally, phase transition concepts are starting to play a relevant role in theoretical computer science (see [7] and references therein), where the analysis of general search methods applied to various classes of hard computational problems characterized by a large number of relevant variables is of crucial importance. In turn, computer science is a source of highly non-trivial models containing all the paradigms necessary to a deeper undestanding of the physical properties of disordered frustrated systems, in particular diluted models for which the theoretical framework is still to be completed [8] .
One of the major theoretical open questions in this context would be to understand how algorithmic complexity and spin-glass transition, the so-called replica symmetry breaking transition [3] , are related.
Among the known NP-complete problems, the SAT problem is at the same time the root problem of complexity theory [4] and a prototype model for phase transition in random combinatorial structures [1, 9] . SAT was the first problem proved to be NP-complete by S. Cook in 1971 [10] and opened the way to the identification of a vast family of other NP-complete problems for which a polynomial reduction to SAT became available [4] . In particular the K-satisfiability (K-SAT) problem, a version of SAT we shall discuss in great detail in what follows, beside playing a central role in NP-completeness proving procedures [4] , is a widespread test for the evaluation of performance of combinatorial search algorithms, due the intractability concentration phenomena taking place in random samples generated near criticality.
In a recent work [2] , we have shown that the methods of statistical mechanics of random systems allow to compute some algorithmically relevant quantities such as the typical entropy of the problem, i.e. the typical number of its solutions, and to clarify the nature of the threshold behaviour. The scope of this paper is twofold. On the one hand, we aim at giving a thorough discussion of the analytical derivation of the above results, mainly the calculation of the entropy jump at the transition. On the other hand, we expose in details the replica symmetric theory of the K-SAT problem and show how to go beyond the simplest solution proposed in our previous work [2] . The paper is organized as follows. Section II is devoted to the presentation of the K-SAT problem and of the known exact results. Sections III contains an outline of the statistical mechanics approach whereas the replica symmetric solutions are exposed in Section IV. In the successive sections, from V to VIII, the outcomes of the analytical calculations are exposed in detail for the different values of K of interest.
Conclusions and new perspectives will be briefly discussed in Section IX.
II. THE K-SAT PROBLEM AND A BRIEF SURVEY OF KNOWN RESULTS
Given a set of N Boolean variables {x i = 0, 1} i=1,...,N , we first randomly choose K among the N possible indices i and then, for each of them, a literal z i that is the corresponding x i or its negationx i with equal probabilities one half. A clause C is the logical OR of the K previously chosen literals, that is C will be true (or satisfied) if and only if at least one literal is true. Next, we repeat this process to obtain M independently chosen clauses {C ℓ } ℓ=1,...,M and ask for all of them to be true at the same time, i.e. we take the logical AND of the M clauses thus obtaining a Boolean expression in the so called Conjunctive Normal Form (CNF). The resulting K-CNF formula F may be written as
where and stand for the logical AND and OR operations respectively.
A logical assignment of the {x i }'s satisfying all clauses, that is evaluating F to true, is called a solution of the K-satisfiability problem. If no such assignment exists, F is said to be unsatisfiable.
When the number of clauses becomes of the same order as the number of variables (M = α N) and in the large N limit -indeed the case of interest also in the fields of computer science and artificial intelligence [9, 11] -the K-SAT problem exhibits a striking threshold phenomena. Numerical experiments have shown that the probability of finding a correct Boolean assignment falls abruptly from one down to zero when α crosses a critical value α c (K) of the number of clauses per variable. Above α c (K), all clauses cannot be satisfied any longer and one gets interested in minimizing the number of unsatisfiable clauses, which is the optimization version of K-SAT also referred to as MAX-K-SAT. Moreover, near α c (K), heuristic search algorithms get stuck in non-optimal solutions and a slow down effect is observed (intractability concentration). On the contrary, far from criticality heuristic processes are typically rather efficient [6] .
Very schematically, the known results on K-SAT which have been obtained in the framework of complexity theory may be summarized as follows.
-For K = 2, 2-SAT belongs to the class P of polynomial problems [12] . P is defined as the set of computational problems whose best solving algorithms have running times increasing polynomially with the number of relevant variables [4] . For α > α c , MAX-2-SAT is in NP-complete [4] : NP-complete problems are the hardest nondeterministic polynomial problems, whose solutions may be found by the exhaustive inspection of a decision tree of logical depth growing in a polynomial way with the number of relevant variables; it is generally thought that the running times of their best solving algorithms scale exponentially with the number of relevant variables [4] . The mapping of 2-SAT on directed graph theory [13] allows to derive rigorously the threshold value α c = 1
and an explicit 2-SAT polynomial algorithm working for α < α c has been developed [12] .
-For K ≥ 3, both K-SAT and MAX-K-SAT belong to the NP-complete class. Only upper and lower bounds on α c (K) are known from a rigorous point of view. Remarkable application of finite size scaling techniques has, recently, allowed to find precise numerical values of α c for K = 3, 4, 5, 6 [1] .
-For K ≫ 1, clauses become decoupled and the asymptotic expression α c ≃ 2 K ln 2 can be easily found.
For brevity, we do not discuss here the results concerning the algorithmic approaches to K-SAT and MAX-K-SAT [12, 14, 15] . We just mention that MAX-K-SAT belongs to the subclass of NP-complete problems which allows for a Polynomial Approximation Scheme for quasi-optimal solutions [14] . A recent numerical study of the critical behaviour in the computational cost of satisfiability testing can be found in [6] . quantity to be discussed [19] is rather the typical number of existing solutions, i.e. the ground state typical entropy S K (α).
A crucial rigorous result on which the whole statistical mechanics approach is founded concernes the self-averageness taking place in MAX-K-SAT. For any K, independently of the particular but randomly chosen sample of M clauses, the minimal fraction of violated clauses is narrowly peaked around its mean value when N → ∞ at fixed α [15] .
III. STATISTICAL MECHANICS OF THE K-SAT AND MAX-K-SAT COST

FUNCTION
As discussed above, we map the random SAT problem onto a diluted spin energy-cost function through the introduction of spin variables, S i = 1 if the Boolean variable x i is true,
The clauses structure is taken into account by a M × N quenched random matrix ∆ where ∆ ℓ,i = −1 (respectively +1) if clause C l containsx i (resp. x i ), 0 otherwise. Then the function Moreover, we impose the constraints
to ensure that the number of Boolean variables in any clause is exactly equal to K. Then, the ground state (GS) properties of the cost function (2) will reflect those of K-SAT (E GS = 0) and MAX-K-SAT (E GS > 0). In (2), one may interpret K as the number of "neighbours"
to which each spin is coupled inside a clause. To study the ground state properties fo the cost function (2), we follow the replica approach in the framework of diluted models which is indeed much more complicated than that of long-range fully connected disordered models.
As we shall see below, replica theory must be formulated in a functional form involving not only interactions between pairs of replicas but all multi-replicas overlaps.
To compute the GS energy, we first introduce a fictitious temperature 1/β to regularize all mathematical expressions and send β → ∞ at the end of the calculation. Note that the introduction of a finite temperature also greatly helps to understand the physical properties of the model. We procede by computing the model "free-energy" density at inverse temperature β, averaged over the clauses distribution
where Z[∆] is the partition function
As already mentioned, the energy (2) is self-averaging and should therefore be obtained from the above free-energy. The overline denotes the average over the random clauses matrices satisfying the constraint (3) and is performed using the replica trick ln Z = lim n→0
starting from integer values of n. The typical properties of the ground state, i.e. the internal energy and the entropy, will then be recovered in the β → ∞ limit.
The averaged integer moments of the partition function are given by the following formula
where
in which r,{a i } ≡ n/2 r=1 a 1 <...<a 2r and where the sums over all the σ a 's run over the integers between −K and K. The order parameters Q a 1 ,...,a 2r are the typical overlaps between spins configurations belonging to different replicas
and theQ a 1 ,...,a 2r are their conjugated Lagrange multipliers.
In the large N, M limit (with fixed α = M/N), the partition function (6) 
which preserves invariance.
Very schematically, the computation of all the three terms appearing on the right hand side of equation (7) procedes as follows.
ii) Second term : we compute the trace over the set {S a } by means of the following
where C(j, r, n) is given by
We then find
whereD 0 = − n j=1 C(0, j, n)D j and all order parametersD j (j = 1, . . . , n/2) are solutions of the linear equationŝ
iii) Third term : we rewrite the argument of the logarithm as
where Q 0 ≡ 1. In the limit n → 0, we expand the logarithm stemming from the last factor (elevated to the power n) in the above expression.
Putting all three terms together, the RS value of the free-energy reads
Within the replica symmetric Ansatz, equations (8) and (9) teach us that Q i is the disorderaveraged 2i th -moment of the local magnetization of spin S i : Q i = S 2 i . It results convenient to introduce the probability distribution P (m) of the Boolean magnetization, m = S , such that
together with a similar functionP (y) relative to the conjugate parameterŝ
The free energy then reads
where by definition P (x) andP (y) are even functions (more precisely distributions) satisfying the saddle point functional equations
and
with
EliminatingP (y) leads to a self-consistent equation for the magnetization distribution
and to the following expression of the free-energy
Note that in eq. (26) A (K) si given by a formula similar to (24) , where the upper bound of the product is replaced by K. To end with, let us remark that equation (25) can in turn be transformed into an integro-differential equation
and for which the boundary condition is given by the solution of (25) in α = 0:
IV. A TOY MODEL : THE K = 1 CASE
The K = 1 case can be solved either by a direct combinatorial method or within our statistical mechanics approach. Though this particular case does not present any critical behaviour, its study will turn out to be useful in understanding the K > 1 models in which we are interested. Moreover, the K = 1 toy model allows to check the correctness of the statistical mechanics results.
In this case, a sample of M clauses is completely described by giving directly the numbers t i and f i of clauses imposing that a certain Boolean variable S i must be true or false respectively. Therefore the partition function corresponding to a given sample reads
and the average over the disorder gives
where I l denotes the l th modified Bessel function. The zero temperature limit gives the ground state energy
and the ground state entropy
One may notice that for any α > 0, the ground-state energy is positive. Therefore, the clauses are never satisfiable all together and the overall function (1) is false with probability one. Nonetheless, the entropy is finite, implying an exponential degeneracy of the groundstate describing the minimum number N.E GS (α) of unsatisfiable clauses. Such a degeneracy is due to the presence of a finite fraction of variables e −α I 0 (α) which are subject to equal opposite constraints t i = f i , and whose corresponding spins may be chosen up or down indifferently without changing the energy.
The above results are recovered in our approach leading to the conclusion that the RS Ansatz is exact for all β and α when K = 1. Equation (25) can be explicitly solved at any temperature 1/β and the solution reads
which, in the limit of physical interest β → ∞, becomes
The finite value of the ground state entropy may be ascribed to the existence of unfrozen spins whose fractional number is simply the weight of the δ-function in x = 0. At the same time, it appears that the non zero value of the ground state energy is due to the presence of completely frozen spins of magnetizations x = ±1. This is an important feature of the problem which remains valid for any K, as we shall see in the following. In Fig. 1 we report the plots of the above energy and entropy at zero temperature. 
at temperature 1/β, one sees that the ground state energy depends only upon the magnetizations of order ±(1 − O(e −|z|β )), if any, and that such contributions can be described by the introduction of the new rescaled function
which, from (25) , fulfills the saddle-point equation
The corresponding ground state energy reads, see (26) and (36),
It is easy to see that the saddle-point equation (37) is in fact a self-consistent identity for R(z) in the range z ∈ [0, 1] only. Outside this interval, equation (37) is merely a definition of the functional order parameter R. This remark will be useful in the following.
To start with, R(z) = δ(z) is obviously a solution of (37) for all values of α and K, giving a zero ground state energy since no spin are frozen with magnetizations ±1. Let us assume that R(z) includes another Dirac peak in 0 < z 0 ≤ 1. Then, inserting this distribution in the exponential term on the r.h.s. of (37), we find that R(z) on the l.h.s. necessarily includes all Dirac peaks centered in kz 0 , where k = 0, ±1, ±2, ±3, . . .. We now plunge again the whole series in the r.h.s. of (37). For large enough k, kz 0 is larger than one and the exponentiated term includes a cos u contribution, which causes the presence of Dirac distributions centered in all (positive and negative) integers. Therefore, as soon as
it contains an infinite set of Dirac functions peaked around all integer numbers. Clearly, the simplest self-consistent solution to (37) will be obtained for z 0 = 1 since the process described above closes after one iteration. This solution reads [2]
where γ 1 depends on K and α and fulfills the implicit equation
The physical meaning of γ 1 may be understood by looking at the definition of the rescaled function order parameter (36). Turning back to the magnetization distribution, we indeed find in the zero temperature limit
where P r (x) is a regular (i.e. without Dirac peaks in x = ±1) magnetization distribution normalized to unity. The above identity is a straigthforward extension of the expression (34) (when K = 1, γ 1 = α from (40) and P r (x) = δ(x)) to any value of K. Inserting eq.(39) in (38) gives t the value of the cost-energy
It is therefore clear that, in the RS context, the SAT to UNSAT transition corresponds to the emergence of peaks centered in x = ±1 with finite weights, that is to a transition from γ 1 = 0 to γ 1 > 0. This simplest solution was presented in ref. [2] .
In addition to (39), there exist other RS solutions to the saddle-point equations. For instance, if we choose z 0 = 1 2
, the insertion process ends up after two iterations and generates
Dirac peaks centered in all integer and half-integer numbers. More generally, for any integer p ≥ 1, we may define the solution to (37) 
for all ℓ = 0, . . . , p − 1 where
The corresponding energy reads, from (43) and (38),
Note that the last term of (46) includes the coefficient r p , which may be computed using identity (44). It is easy to check that the first non trivial solution (39) corresponds to p = 1.
Though there might be continuous solutions to (37), we believe they can be reasonably approximated by the large p solutions we have presented here. In the following sections, we shall therefore analyze which are the physical implications of the above solutions in the different cases of interest, K = 2, K ≥ 3 and K >> 1.
VI. THE K = 2 CASE
The case K = 2 is the first relevant instance of K-SAT. Graph theory has allowed [13] to show that for α = α c (2) = 1 the problem undergoes a satisfiability transition which can be also viewed as a P/ NP-complete transition, from 2-SAT to MAX-2-SAT.
Let us first consider the simplest p = 1 RS solution [2] . Self-consistency equation (40) leads to the solution γ 1 = 0 for any α. However, for α > 1 one finds another solution γ 1 (α) > 0 which maximizes the free-energy (and E GS ) and therefore must be chosen (this is a well known peculiar aspect of the replicas formalism [3] ). When approaching the threshold from upside, we indeed find
As expected, the p = 1 RS theory predicts E GS = 0 for α ≤ 1 and E GS > 0 when α > 1, giving back the rigorous result α c (2) = 1 : for α > 1 the fraction of violated clauses becomes finite and the corresponding CNF formulas turn out to be false with probability one. The transition taking place at α c is of second order with respect to the order parameter γ 1 and is accompanied by the progressive appearance of two Dirac peaks for P (x) in x = ±1 with equal amplitudes (
It is straightforward to verify that RS solutions with p ≥ 2 are not present below α = 1.
However, above the threshold, one has to check whether their ground state energy are larger than the one of the p = 1 solution, that is if they can be relevant for MAX-K-SAT. For p = 2, resolution of equations (44) and (45) close to α c (2) leads to (discarding the choice r 1 = 0 which amounts to the p = 1 solution)
for the coefficients of the Dirac peaks in z = 0 and z = 1 2 respectively. Inserting these expansion into the energy (46), one finds
which is slightly larger than the p = 1 result (47). Numerical calculations for higher values of p ≥ 3 confirm that the energy increases very slowly with p. We have found that for large p's the ground state energy is almost stationary, so that the p = 10 solution can be If it were so, the situation would be reminiscent of the case of neural networks with continuous weights, where RS theory is able to localize the storage capacity but not to predict the minimal fraction of errors beyond the transition [20, 21] . The extrapolation of the simulations results for finite size systems to N → ∞ is shown Fig. 4 for the particular choice α = 3. Data seem in favor of RSB but one cannot exclude that 1/N 2 effects could make coincide both numerics and theory. Moreover, for α ≫ 1, the exact asymptotic scaling of the ground state energy E GS ≃ α/4 [15] is compatible with the RS prediction. In this work we are primarily concerned with the K-SAT problem and therefore we shall leave the detailed analysis of the validity of RS theory above α c for further studies [22] .
From the above discussion, it is however reasonable to believe that RS theory is exact in the region 0 ≤ α ≤ α c = 1 at least [23] . As already mentioned, the key quantity to study in this range is the typical number of solution to the problem, i.e. the typical ground state entropy S GS (α) given by eq.(26) in the β → ∞ limit. Notice that a simpler expression of the ground state entropy, more precisely of its derivative, may be obtained by differentiating (26) with respect to α and using the saddle-point equation (27) . The result reads
and is valid for any α and K. Using the initial value S GS | α=0 = ln 2 and the above equation (50), one can in principle compute the ground state entropy for any value of α. However, due to the difficulty of finding a solution of the integral equation (25), it turns out to be convenient to develop a systematic expansion of the entropy in the parameter α. We now briefly present the procedure to be employed for a generic value of K.
Inserting P (x)| α=0 = δ(x) into formula (50), we obtain the slope of the entropy at the origin
which coincides with the annealed result [1, 19] . Then, we use eq. (27) to compute the first derivative of the magnetizations distribution in α = 0,
Now, we differentiate eq.(50) with respect to α and inject the above result, which is needed to obtain the second derivative of the ground state entropy at α = 0,
which is negative as required since the entropy is expected to be a concave function of α.
The whole procedure, consisting in successive differentiations of eqs. (27) 
in which, for simplicity, we have reported only few significant digits of the coefficients. The latter are computed symbollically and have the form of a logarithm of rational number. At the transition we find S GS (α c ) ≃ 0.38 which is indeed very high as compared to S GS (0) = ln 2.
A plot of the entropy versus α is shown Fig. 3 . For completness, we stress that the ground state entropy and the logarithm of the number of solutions, which coincide below α c , have different meanings (and values) above the treshold. In this region, the latter equals to −∞ since all solutions have disappeared while the former quantity reflects the degeneracy of the lowest state (with strictly positive energy) and is continuous at the transition as shown by simulations.
Since, for α > α c , there do not exist anymore sets of S i 's such that the energy (2) remains non extensive, the vanishing of the exponentially large number of solutions that were present below the threshold is surprisingly abrupt. We then conclude that the transition itself is due to the appearance, with probability one, of contradictory logical loops in all the solutions and not to a progressive disappearance of the number of these solutions down to zero.
This perfectly agrees with the graph-theoretical derivation of the critical α which is indeed based on a probabilistic calculation of appearance of contradictory cycles in oriented random graphs representing Boolean formulas.
VII. THE K ≥ 3 CASE
The K = 3 case is the first NP-complete instance of K-SAT. The resolution of the RS equations leads to a scenario different from the previous K = 2 case. We shall see below that RS theory does not allow to derive the value of the threshold α c (3) ≃ 4.17 ± 0.05, which was estimated by means of finite-size scaling techniques [1] . This is due to the fact that the calculation of α c (3) requires the introduction of Replica Symmetry Breaking (RSB), leading to very complicated equations we have not yet succeeded in solving. However, it is a remarkable fact that, in the relevant region for 3-SAT, i.e. for α ranging from zero up to α c (3), the ground state entropy computed using RS theory seems to be exact. Therefore, we may conclude from the above analysis that RS theory is unable to correctly predict the value of the transition threshold. When crossing the latter, a first order Replica Symmetry Breaking transition presumably takes place. Note that the relevance of RSB for the random SAT problem has already been suggested from a simple evaluation of the first few moments of the partition function [24] . The calculation of the threshold value would require the introduction of a Replica Symmetry Broken Ansatz to replace (9) . However, the issue of RSB in diluted models is largely an open one [8] , due to the complex structure of the saddle-point equations involved, and we shall not attempt here at pursuing in this direction.
In the following, we shall rather show that RS theory still provide a consistent and very precise analysis of the behaviour of the random K-SAT problem below its threshold. This 
in which, again, we have reported only few sufficient digits of the (exactly known) coefficients.
The entropy curve is displayed Therefore, S GS is always positive below α s (3|p → ∞). In contradistinction with the p = 1 RS solution [2] , the large p RS solution cannot be ruled out by a simple inspection of their corresponding entropy. A more important consequence of the previous calculation of the entropy is that, at the threshold α c , the RS entropy is still extensive. The crucial point is now to understand whether such value of the entropy is exact up to α c or whether
Replica Symmetry Breaking (RSB) effects have come into play. This issue may be clarified by resorting to exhaustive numerical simulation. As reported in [2] , simulations in the range N = 12, ..., 28 lead to the conclusion that not only the entropy is indeed finite at the transition but also that our analytical solution appears exact up to α c . In particular the 1/N extrapolation of the entropy value at α = 4.17 shows a remarkable agreement between the numerical trend and the RS prediction S GS (α c ) ≃ 0.1 (see the inset of the figure in [2] ). RSB corrections to the RS theory seem thus to be absent below α c , which leads us to conjecture that the RSB transition could occur at α c exactly. In this sense the situation would be partially similar to the binary network case [25] : the RS entropy would be exact up to α c (but does not vanish) that would also coincide with the symmetry breaking point.
VIII. THE ASYMPTOTIC CASE OF LARGE K
In the large K limit, the saddle point equations lead to a closed form for the probability distribution P (x). In fact, in terms of the quantity
the differential equation (27) reads
where η(x) has been defined in Section III. For K ≫ 1 , we may expand Q(A) as
Under the changes of variables G(y, α) = (1 − tanh 2 y)P (tanh y) and
equations (57) and (58) simplify into the celebrated heat equation
whose normalized solution is G(y, V ) = exp(−y 2 /2V )/ √ 2πV . Turning back to P (x), we find
where V (α) is given by the self-consistency equation (59). The latter may be easily estimated
small, that is P (x) → δ(x), proving that the replicas become uncoupled in the large K limit [1] . In addition, it can be checked that the zero entropy point α ze (K) reaches the threshold α c (K) from above. Another way of looking at the entropy is provided by equation (53) : it is a simple check the fact that α c (K) 2 ∂ 2 S GS ∂α 2 | α=0 → 0 for large K. We may then conclude that the annealed approximation becomes exact when K ≫ 1. As said above, K may be understood as the connectivity of our model and, in the asymptotic regime K ≫ 1, RS theory includes only Gaussian interactions as in long-range spin-glasses models [25] . In Fig. 8 we report some instances of the probability distribution, calculated for different values of K and α. Notice that since the critical point coincides, in this large K limit, with the zero entropy point (which is far below the point where the RS energy becomes positivesee previous Section), the probability distribution of the Boolean magnetization is far from being concentrated in ±1.
IX. CONCLUSION AND PERSPECTIVES
In this paper, we have presented the Replica Symmetric theory of the random K-SAT problem. We have shown that, in this context, the natural quantity emerging from the analytical study is the distribution of the average values of the Boolean variables, indicating to what extent the latters are determined by the constraints imposed by the clauses. The knowledge of this probability distribution requires the resolution of a functional saddle-point equation, for which we have presented an iterative sequence of improved solutions. The most surprising result we have derived is the fact that the entropy is finite just below the transition, i.e. that the latter is characterized by an abrupt disappearance of all exponentially numerous solutions due to the emergence of contradictory loops.
Some numerical simulations we have performed for K = 2 as well as in the K = 3 case are in remarkable quantitative agreement with our RS calculations of the entropy jump at the threshold [2] . It seems therefore reasonable to infer that RS is correct up to the critical ratio of clauses per Boolean variable. Would it be so the physical picture of the space of solutions would not necessarily be simple. Replica Symmetry can indeed hide a non trivial structure of the solutions, as has been shown for long range spin-glasses [26] models and in the (closer to K-SAT) case of neural networks [27] . This issue is probably of crucial importance to understand the performances of local search algorithms.
As for the values of the critical thresholds themselves, RS gives the correct prediction α c = 1 for K = 2 but fails in estimating the critical α c for K ≥ 3. The study of the NP-complete instances K ≥ 3 of the K-SAT problem requires to break replica symmetry.
As a consequence, their direct study will surely reveal far from being easy and will require non trivial analytical efforts.
Another route which one can follow to reach a better understanding of the K > 2 case consists in starting from the relatively well understood 2-SAT case and modifying it to get closer to the 3-SAT problem. Such a pertubative approach can be implemented by considering a mixed model, which one may refer to as (2 + ǫ)-SAT model, composed of (1 − ǫ)M clauses of length three and ǫM clauses of length two. As a consequence, we have at our disposal a model interpolating smoothly between 2-SAT (ǫ = 0) and 3-SAT (ǫ = 1), which one can attempt at solving for small ǫ at least. Preliminary investigations suggest that, both from analytical and numerical points of view, the above model could be of interest for exploring the connection between the order of the RS to RSB phase transition and the computational cost transition observed numerically near criticality. Work is in progress along these lines [22] .
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