Abstract. We propose a parameterized proxy principle from which κ-Souslin trees with various additional features can be constructed, regardless of the identity of κ. We then introduce the microscopic approach, which is a simple method for deriving trees from instances of the proxy principle. As a demonstration, we give a construction of a coherent κ-Souslin tree that applies also for κ inaccessible.
Introduction
Recall that the real line is that unique separable, dense linear ordering with no endpoints in which every bounded set has a least upper bound. A problem posed by Mikhail Souslin around the year 1920 [Sou20] asks whether the term separable in the above characterization may be weakened to ccc. (A linear order is said to be separable if it has a countable dense subset. It is ccc -short for satisfying the countable chain condition -if every pairwise-disjoint family of open intervals is countable.) The affirmative answer to Souslin's problem is known as Souslin's Hypothesis, and abbreviated SH. Amazingly enough, the resolution of this single problem led to key discoveries in set theory: the notions of Aronszajn, Souslin and Kurepa trees [Kur35] , forcing axioms and the method of iterated forcing [ST71] , the diamond and square principles ♦(S), κ [Jen72] , and the theory of iteration without adding reals [DJ74] .
Kurepa [Kur35] proved that SH is equivalent to the assertion that every tree of size ℵ 1 contains either an uncountable chain or an uncountable antichain. A counterexample tree is said to be a Souslin tree. This concept admits a natural generalization to higher cardinals, in the form of κ-Souslin trees for regular uncountable cardinals κ. There is a zoo of consistent constructions of κ-Souslin trees, and these constructions often depend on whether κ is a successor of regular, a successor of singular of countable cofinality, a successor of singular of uncountable cofinality, or an inaccessible. This poses challenges, since, in applications, it is often needed that the constructed Souslin trees have additional features (such as rigidity, homogeneity, or admitting/omitting an ascent path), and this necessitates revisiting each of the relevant constructions and tailoring it to the new need. Let us exemplify. • (Magidor-Shelah, [MS96] ) GCH is consistent with the nonexistence of any λ + -Aronszajn tree at some singular cardinal λ (modulo large cardinals); • (Erdős-Tarski, [ET61] ) If κ is a weakly compact cardinal, then there exists no κ-Aronszajn tree;
• (Jensen, see [DJ74] ) The existence of an ω 1 -Souslin tree is independent of GCH;
• (Baumgarner-Malitz-Reinhardt, [BMR70] ) Any ω 1 -Aronszajn tree can be made special in some cofinality-preserving extension; • (Devlin, [Dev83] ) If V = L, then for every uncountable cardinal λ, there exists a λ + -Souslin tree that remains non-special in any cofinality-preserving extension. • (Jensen, [Jen72] ) Suppose that λ is a singular cardinal. If GCH + λ holds, then there exists a λ + -Souslin tree; • (Baumgartner, see [Dev83] , building on Laver [LS81] ) GCH + ℵ1 implies the existence of an ℵ 2 -Souslin tree that remains non-special in any cofinality-preserving extension; • (Cummings, [Cum97] ) Suppose that λ is a regular uncountable cardinal.
If ♦ λ holds, and λ <λ = λ, then there exists a λ-complete λ + -Souslin tree that remains non-special in any cofinality-preserving extension;
• (Cummings, [Cum97] ) Suppose that λ is a singular cardinal of countable cofinality.
If λ + CH λ holds, and µ ℵ1 < λ for all µ < λ, then there exists a λ + -Souslin tree that remains non-special in any cofinality-preserving extension;
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• (Cummings, [Cum97] ) Suppose that λ is a singular cardinal of uncountable cofinality.
If λ + CH λ holds, and µ ℵ0 < λ for all µ < λ, then there exists a λ + -Souslin tree that remains non-special in any cofinality-preserving extension;
• (Jensen, see [DJ74] ) ♦(ω 1 ) entails a homogeneous ω 1 -Souslin tree;
• (Rinot, [Rin14b] ) Suppose that λ is a singular cardinal.
If λ + CH λ holds, then there exists a homogeneous λ + -Souslin tree.
The focus of the present research project, of which this paper is a core component, is on developing new foundations for constructing κ-Souslin trees. Specifically, we propose a single parameterized proxy principle from which κ-Souslin trees with various additional features can be constructed, regardless of the identity of κ.
In this paper and in the next one [BR16] (being Part I and Part II, respectively) we establish, among other things, that all known ♦-based constructions of κ-Souslin trees may be redirected through this new proxy principle. This means that any κ-Souslin tree with additional features that will be shown to follow from the proxy principle will automatically be known to hold in many unrelated models.
But the parameterized principle gives us more: ◮ It suggests a way of calibrating how fine is a particular class of Souslin trees, by pinpointing the weakest vector of parameters sufficient for the proxy principle to enable construction of a member of this class.
For instance, the existence of a coherent Souslin tree entails the existence of a free one (see [Lar98] , [SZ99] , [SF10] ), while it is consistent that there exists a free κ-Souslin tree, but not a coherent one, for κ = ℵ 1 [Lar98] . This is also consistently true for κ = ℵ 2 , as can be verified by the model of [Tod81, Theorem 4.4] . And, indeed, the vector of parameters sufficient to construct a free κ-Souslin tree is weaker than the corresponding one for a coherent κ-Souslin tree.
◮ It allows to compare and amplify previous results.
Recall that it is a longstanding open problem whether GCH entails the existence of an ℵ 2 -Souslin tree, and a similar problem is open concerning λ + -Souslin trees for λ singular (see [Sch05] and [Rin11a, Question 14]). A milestone result in this vein is the result from [Gre76] and its improvement [KS93] . In recent years, new weak forms of ♦ at the level of λ + for λ = cf(λ) > ℵ 0 were proposed and shown to entail λ + -Souslin trees. This includes the club-guessing principle * (χ, S) from [KLY07] and the reflected-diamond principle T S from [Rin11b] . 6 In this paper, we put all of these principles under a single umbrella by computing the corresponding vector of parameters that holds in each of the previously studied configurations. From this and the constructions we present in a future paper, it follows, for example, that the Gregory configuration [Gre76] suffices for the construction of a specializable λ + -Souslin tree, and the König-Larson-Yoshinobu configuration [KLY07] suffices for the construction of a free λ + -Souslin tree.
◮ It allows to obtain completely new results.
3 See the appendix below for a list of combinatorial principles, and some of their known interactions. 4 Here, E β α denotes the set of all ordinals below β whose cofinality is equal to α. The sets E β ≥α , E β <α and E β =α are defined in a similar fashion. 5 We write CH λ for the assertion that 2 λ = λ + . 6 See the appendix.
Here, and mostly in the other papers of this project, we develop a very simple method for deriving Souslin trees from the proxy principle -the microscopic approach. This approach involves devising a library of miniature actions and an apparatus for recursively invoking them at the right timing against a witness to the proxy principle. The outcome will always be a tree, but its features depend on which actions where invoked along the way, and to which vector of parameters of the proxy principle the witness was given. Once the construction of Souslin trees becomes so simple, it is then easier to carry out considerably more complex constructions, and this has already been demonstrated in [BR15] , where we gave the first example of a Souslin tree whose reduced powers behave independently of each other, proving, e.g., that V = L entails an ℵ 7 -Souslin tree whose reduced ℵ n -power is ℵ 7 -Aronszajn iff n ∈ {0, 1, 4, 5}.
And there is another line of new results -finding new configurations in which there exist Souslin trees, by finding new configurations in which the proxy principle holds. In Part II, we shall extend Gregory's theorem [Gre76] from dealing with successor of regulars to dealing also with successor of singulars. We shall also prove that Prikry forcing over a measurable cardinal λ validates the proxy principle, and hence introduces a λ + -Souslin tree.
In the next subsection, we define the proxy principle in its full generality, but before that, we would like to give two simplified versions of it, ⊠ − (S) and ⊠(S), which may be thought of as generic versions of the principle (κ). Definition 1.3. For any regular uncountable cardinal κ and any stationary S ⊆ κ, ⊠ − (S) asserts the existence of a sequence C α | α < κ such that:
• C α is a club subset of α for every limit ordinal α < κ;
• Cᾱ = C α ∩ᾱ for every ordinal α < κ and everyᾱ ∈ acc(C α );
• for every cofinal A ⊆ κ, there exist stationarily many α ∈ S such that sup(nacc(C α ) ∩ A) = α.
In Section 2, we shall present a construction of a slim κ-Souslin tree from ⊠ − (κ) + ♦(κ). We hope that the reader would find this construction appealing for its simplicity and uniform nature, allowing, e.g., a single construction of a κ-Souslin tree that is relevant in L to any regular uncountable cardinal that is not weakly compact. As it is trivial to prove that ♦(ω 1 ) ⇒ ♣(ω 1 ) ⇒ ⊠ − (ω 1 ), we think that this exposition is altogether preferable even at the level of ω 1 .
We shall also prove that modulo a standard arithmetic hypothesis, ⊠ − (E κ ≥χ ) + ♦(κ) entails a χ-complete κ-Souslin tree. Note that unlike the classical approach that derived a χ-complete κ-Souslin tree from ♦(E κ ≥χ ), here we settle for ♦(κ). To appreciate this difference, we mention that the model of Example 1.22 below witnesses that ⊠(E ℵ2 ℵ1 ) + ♦(ω 2 ) is consistent together with the failure of ♦(E ℵ2 ℵ1 ). But we haven't yet defined the stronger principle ⊠(S). We do so now: Definition 1.4. For any regular uncountable cardinal κ and any stationary S ⊆ κ, ⊠(S) asserts the existence of a sequence C α | α < κ such that:
• for every sequence A i | i < κ of cofinal subsets of κ, there exist stationarily many α ∈ S such that sup{β < α | succ ω (C α \ β) ⊆ A i } = α for all i < α.
Furthermore, in Section 2, we shall present a construction of a coherent κ-Souslin tree from ⊠(κ) + ♦(κ). In Section 3, we shall prove that λ + CH λ entails ⊠(λ + ) for every singular cardinal λ, and that ♦(ω 1 ) entails ⊠(ω 1 ). Note that neither of the two implications is trivial.
In the next paper, Part II, we shall introduce the considerably weaker principle ⊠ * (S) (a relative of Jensen's weak square principle * ), which still suffices to entail the existence of a (plain) κ-Souslin tree, in the presence of ♦(κ).
1.1. The Proxy Principle.
Definition 1.5 (Proxy principle). Suppose that:
• κ is any regular uncountable cardinal;
• ν and µ are cardinals such that 2 ≤ ν ≤ µ ≤ κ;
• R is a binary relation over [κ] <κ ; • θ is a cardinal such that 1 ≤ θ ≤ κ; • S is a nonempty collection of stationary subsets of κ;
• σ is an ordinal ≤ κ; and • E is an equivalence relation over a subset of P(κ). The principle P − (κ, µ, R, θ, S, ν, σ, E) asserts the existence of a sequence C α | α < κ such that:
• for every limit α < κ, C α is a collection of club subsets of α;
• for every ordinal α < κ, 0 < |C α | < µ, and C E D for all C, D ∈ C α ;
• for every ordinal α < κ, every C ∈ C α , and everyᾱ ∈ acc(C), there exists D ∈ Cᾱ such that D R C; • for every sequence A i | i < θ of cofinal subsets of κ, and every S ∈ S, there exist stationarily many α ∈ S for which: -|C α | < ν; and -for every C ∈ C α and i < min{α, θ}:
We shall sometimes say that the sequence has width < µ, and refer to the R-coherence of the sequence.
Definition 1.6. P(κ, µ, R, θ, S, ν, σ, E) asserts that both P − (κ, µ, R, θ, S, ν, σ, E) and ♦(κ) hold.
We will often shorten the statement of the proxy principle (both P − (κ, . . . ) and P(κ, . . . )) when some of the parameters take on their weakest useful values, as follows:
• If we omit E, then E = (P(κ)) 2 .
• If we also omit σ, then σ = 1.
• If we also omit ν, then ν = µ.
• If we also omit S, then S = {κ}.
• If we also omit θ, then θ = 1. Definition 1.7. The binary relations R over [κ] <κ used as the third parameter in the proxy principle include ⊑, ⊑ * , χ ⊑, χ ⊑ * , and ⊑ χ , which we define as follows, where χ ≤ κ can be any ordinal:
or (otp(C) < χ and nacc(C) consists only of successor ordinals)). Definition 1.8. The equivalence relations E over a subset of P(κ) used as the eighth parameter in the proxy principle include the default (P(κ)) 2 , as well as = * and E χ , which we define as follows, where χ ≤ κ can be any ordinal:
We shall establish below that by an appropriate choice of a vector of parameters, the proxy principles P − and P allow to express many of the combinatorial principles considered in the appendix, including ♣ w (S), ♦(S), λ
• for every limit α < κ, C α is a club subset of α, and C α ∈ dom(E);
• for all ordinals α < κ andᾱ ∈ acc(C α ), we have Cᾱ R C α ;
• for every sequence A i | i < θ of cofinal subsets of κ, and every S ∈ S, there exist stationarily many α ∈ S satisfying, for every i < min{α, θ}:
To conclude this subsection, let us point out how the simplified axioms from the previous subsection may be defined using the proxy principle P − .
Definition 1.9. For a regular uncountable cardinal κ and a stationary subset S ⊆ κ:
We similarly define ⊠ λ (S), ⊠ − λ (S), ⊠ * λ (S) by letting the eighth parameter be E λ in each respective part of the above definition.
Sample Corollaries.
To give an idea of the flavor of consequences the results of this paper entail, we state here a few sample corollaries. We remind the reader that the definitions of all relevant combinatorial principles may be found in the appendix section below.
Our first corollary lists sufficient conditions for the proxy principle to hold with its parameters taking on their strongest useful values: Corollary 1.10. P(κ, 2, ⊑, κ, S, 2, ω) holds, assuming any of the following:
(1) κ = ℵ 1 , S = {S}, S ⊆ ω 1 and ♦(S) holds;
} and V is a Jensen-type extender model of the form L[E]; (5) κ is a regular uncountable cardinal that is not weakly compact,
where
Proof.
(1) By Theorem 3.6. For κ inaccessible not weakly compact, appeal to Fact 3.12. (6) By Theorem 3.14.
Corollary 1.11. Suppose that CH λ holds for a regular uncountable cardinal λ, and
(1) ♦(S); (2) − (χ, S) for all uncountable cardinals χ ≤ λ; Corollary 1.12. Suppose that ⊟ λ,≥χ + CH λ holds for given infinite cardinals cf(χ) = χ ≤ θ < λ. Then: Note that if χ = ℵ 0 , then ⊟ λ,≥χ , ⊑ χ and χ ⊑ * are respectively equivalent to λ , ⊑ and ⊑ * .
Corollary 1.13. Suppose that λ + CH λ holds for a given uncountable cardinal λ.
, ω) holds. Proof. By Corollary 6.2(1) with χ = ℵ 0 for λ regular, and Corollary 3.10 for λ singular.
Corollary 1.14. If CH λ holds for a given regular uncountable cardinal λ, and there exists a nonreflecting stationary subset of E
holds for all regular cardinals θ < λ. Proof. By Theorem 6.3.
So far, it seems like all of our hypotheses are in the spirit of "V = L". The next model shows that the proxy principle is also consistent with strong forcing axioms. Corollary 1.15. Assuming the consistency of a supercompact cardinal, there exists a model of ZFC that satisfies simultaneously:
(1) Martin's Maximum holds, and hence: (a) * λ fails for every singular cardinal λ of countable cofinality; (b) λ,ℵ1 fails for every regular uncountable cardinal λ;
holds for every regular uncountable cardinal λ. Proof. The definitions of * λ and λ,ℵ1 may be found in [CM11] , and the model we construct is a slight variation of the model V 3 from Section 3 of that paper. Specifically, we start by working in the model V 1 from [CM11, §3] so that κ is a supercompact cardinal indestructible under (< κ)-directed-closed notions of forcing, and CH λ holds for all cardinals λ ≥ κ. Now we do an iteration of length ON with Easton support; for each singular cardinal λ > κ, we force with Baumgartner's poset Q(κ, λ), 8 and for each regular cardinal λ ≥ κ, we force with Cohen's poset Add(λ + , 1). The resulting model V 2 satisfies:
• Cardinals and cofinalities are preserved;
• κ is supercompact;
• CH λ holds for all cardinals λ ≥ κ;
• ⊟ λ,≥κ holds for every singular cardinal λ > κ;
• ♦(E λ + λ ) holds for every regular cardinal λ ≥ κ. Now we force over V 2 with the standard forcing for the consistency of MM. The forcing poset is semiproper and κ-cc with cardinality κ. After forcing we get a model V 3 in which:
• ℵ 1 is preserved, and κ is the new ℵ 2 ;
• MM holds. In particular, 2 ℵ0 = 2 ℵ1 = ℵ 2 ; • CH λ holds for all cardinals λ ≥ ℵ 2 ;
• ⊟ λ,≥ℵ2 holds for every singular cardinal λ; Here is another anti-"V = L" scenario. Corollary 1.16. If λ is a successor of a regular cardinal θ, and NS ↾ E λ θ is saturated, then CH λ entails
Proof. This is Theorem 6.4.
To justify each of the eight parameters of the proxy principle, for each parameter (except for the second and sixth, which always have value 2 in this paper), we give an example where one value fails and another one holds. Note that the techniques given here give rise to many more models distinguishing various vectors of parameters. We also remark that a thorough study of implications between various vectors will be carried out in Part II.
Example 1.17 (Distinguishing the 1st parameter). The following statements are mutually consistent:
• P(ℵ 1 , 2, ⊑) fails;
Proof. Force over L with a ccc poset to get a model in which Martin's axiom holds and 2 ℵ0 = ℵ 2 . As Martin's axiom holds, there are no ℵ 1 -Souslin trees, and hence P(ℵ 1 , 2, ⊑), which is the same as ⊠ − (κ) + ♦(κ), fails by Proposition 2.3. In the extension, as we have ℵ1 + CH ℵ1 , by Corollary 3.9, P(ℵ 2 , 2, ⊑, 1, {ℵ 2 }, 2, ω 2 , E ω1 ) holds, let alone P(ℵ 2 , 2, ⊑).
Example 1.18 (Distinguishing the 3rd parameter). Relative to a weakly compact cardinal, the following statements are mutually consistent:
• P(ℵ 2 , 2, ℵ0 ⊑) fails;
Proof. Suppose that in V , κ is weakly compact, and let P := Col(ℵ 1 , < κ) be Levy's notion of forcing for collapsing κ to ω 2 . Note that as κ is strongly inaccessible, for every α < κ, the collection N α := {τ ∈ V α+1 | τ is a P-name} has size < κ. Let G be P-generic over V , and work in V [G]. For all α < κ, let A α := {τ G | τ ∈ N α } ∩ P(α). Since P has the κ-cc, A α | α < κ forms a ♦ + (ℵ 2 )-sequence, and in particular, ♦(E ℵ2 ℵ1 ) holds.
9 So, by Corollary 1.11, P(ℵ 2 , 2, ℵ1 ⊑, ℵ 2 , {E ℵ2 ℵ1 }, 2, ω, E ω1 ) holds, let alone P(ℵ 2 , 2, ℵ1 ⊑).
As for the first bullet, by [Vel86, Theorem 5], (ℵ 2 ) fails. And then, by Lemma 3.2, P(ℵ 2 , 2, ⊑) fails as well.
Example 1.19 (Distinguishing the 3rd parameter). Relative to a supercompact cardinal, the following statements are mutually consistent for some uncountable limit cardinals κ < λ:
• P(λ + , 2, ⊑ θ ) fails for all θ < κ;
Proof. Work in the model from Corollary 4.6. Then κ is supercompact and P(λ + , 2, ⊑ κ , λ + , {λ + }, 2, 1, E λ ) holds, for λ = κ +ω . In particular, P(λ + , 2, ⊑ κ ) holds, establishing the second bullet. As for the first bullet, as κ is supercompact, we have that any pair of stationary subsets of E λ + <κ reflect simultaneously. It now follows from Lemma 4.7 that P − (λ + , 2, ⊑ θ ) must fail for all θ < κ.
Example 1.20 (Distinguishing the 4th parameter). The following statements are mutually consistent:
Proof. Let P be, in L, the forcing notion from [Asp14] . Then P is a σ-closed, cofinality-preserving notion of forcing, and in L P , for every sequence
ℵ1 of local clubs of order-type ω 1 , there exists some club D ⊆ ω 2 for which sup{β < δ | succ 2 (C δ \ β) ⊆ D} < δ for all δ ∈ E ℵ2 ℵ1 . Work in the extension. Towards a contradiction, suppose that P − (ℵ 2 , 2, ℵ1 ⊑, ℵ 1 , {ℵ 2 }, 2, 2, E ω1 ) holds, as witnessed by C δ | δ < ω 2 . Let D be a club such that sup{β < δ | succ 2 (C δ \ β) ⊆ D} < δ for all δ ∈ E ℵ2 ℵ1 . Let A i | i < ω 1 be some partition of D into stationary sets. Then, there must exist some limit ordinal δ < ω 2 such that sup{β < δ | succ 2 (C δ \ β) ⊆ A i } = δ for all i < ω 1 . As A i ∩ A j = ∅ for all i < j < ω 1 , we infer that |C δ | ≥ ℵ 1 . Recalling that the eighth parameter is E ω1 , we conclude that cf(δ) = ω 1 , thus, yielding a contradiction, and establishing the first bullet.
As L P is a σ-closed, cofinality-preserving extension of L, we have that ℵ1 + ♦(ω 1 ) holds in the extension, let alone ℵ1 + ♣(ω 1 ) + (ℵ 2 ) ℵ0 = ℵ 2 . By ℵ1 + ♣(ω 1 ) and the main result of [JNSS92] , there exists a sequence S α | α ∈ E ℵ2 ℵ0 such that for every α ∈ E ℵ2 ℵ0 , S α is a cofinal subset of α of order-type ω, and such that for every uncountable X ⊆ ω 2 , there exists some α ∈ E ℵ2 ℵ0 for which S α ⊆ X. Using the fact that (ℵ 2 ) ℵ0 = ℵ 2 , it is now easy to build a witness to P
, establishing the second bullet.
Example 1.21 (Distinguishing the 5th parameter). The following statements are mutually consistent:
Proof. This is the same model and the virtually the same proof as Example 1.20. Example 1.22 (Distinguishing the 7th parameter). The following statements are mutually consistent:
Proof. Let P be, in L, the forcing notion from [SK80] , so that L P |= ¬♦(E ℵ2 ℵ1 ). Then P is σ-closed, ω 1 -distributive, and has the ℵ 3 -cc. So L and L P share the same cardinals structure, GCH holds in the extension, and so does ℵ1 . Now, force with Add(ω 1 , 1) over L P . By Theorem 3.14(2), P(ℵ 2 , 2, ⊑, ℵ 2 , {E ℵ2 ℵ1 }, 2, ω, E ω1 ) holds in the extension. Since Add(ω 1 , 1) has the ℵ 2 -cc, a well-known argument of Kunen entails that ♦(E ℵ2 ℵ1 ) remains failing in the extension, and then Theorem 5.1 finishes the proof. Example 1.23 (Distinguishing the 8th parameter). Relative to a Mahlo cardinal, the following statements are mutually consistent for some cardinal κ:
• P(κ, 2, ⊑, 1, {κ}, 2, 1, E χ ) fails for all χ < κ;
Proof. Work in L, and let κ be a Mahlo cardinal that is not weakly compact (say, the first Mahlo). Since {α < κ | cf(α) = α} is cofinal in κ, P − (κ, 2, ⊑, 1, {κ}, 2, 1, E χ ) fails for all χ < κ. On the other hand, by Theorem 3.13, P(κ, 2, ⊑, 1, {κ}, 2, κ) holds.
1.3. Organization of this paper. In Section 2, we fix some terminology and notation, demonstrate the microscopic approach by constructing various κ-Souslin trees from instances of the proxy principle, and highlight the differences between the classical approach and the new one. Sections 3 to 6 are the heart of the matter, were we build the bridge between the old foundations and the new one. That is, we establish instances of the proxy principle from various hypotheses that were previously known to entail κ-Souslin trees. The division between these sections is based on the third parameter of the proxy principle. Specifically, Section 3 deals with ⊑, Section 4 with ⊑ χ , Section 5 with λ ⊑, and Section 6 deals with χ ⊑ * . Modulo arithmetic hypotheses, each of these coherence relations suffices for the construction of κ-Souslin trees (though, of varying quality).
Finally, Section 7 is an appendix that briefly provides the necessary background regarding the combinatorial principles used in this context.
Constructing Souslin trees from the proxy principle
In this section we demonstrate the microscopic approach by constructing various κ-Souslin trees from instances of the proxy principle. We begin by recalling the relevant terminology and fixing some notation.
A tree is a partially ordered set (T, < T ) with the property that for every x ∈ T , the downward cone x ↓ := {y ∈ T | y < T x} is well-ordered by < T . The height of x ∈ T , denoted ht(x), is the order-type of (x ↓ , < T ). Then, the α th level of (T, < T ) is the set T α := {x ∈ T | ht(x) = α}. We also write T ↾ X := {t ∈ T | ht(t) ∈ X}. A tree (T, < T ) is said to be χ-complete if any < T -increasing sequence of elements from T , and of length < χ, has an upper bound in T . On the other extreme, the tree (T, < T ) is said to be slim if |T α | ≤ max{|α| , ℵ 0 } for every ordinal α. A tree (T, < T ) is said to be normal if for all ordinals α < β and every x ∈ T α , if T β = ∅ then there exists some y ∈ T β such that x < T y. A tree (T, < T ) is said to be splitting if every node in T admits at least two immediate successors.
Throughout, let κ denote a regular uncountable cardinal. A tree (T, < T ) is a κ-tree whenever {α | T α = ∅} = κ, and |T α | < κ for all α < κ. A subset B ⊆ T is a cofinal branch if (B, < T ) is linearly ordered and {ht(t) | t ∈ B} = {ht(t) | t ∈ T }. A κ-Aronszajn tree is a κ-tree with no cofinal branches. A κ-Souslin tree is a κ-Aronszajn that has no antichains of size κ.
Of special interest is the case where < T is simply ⊂, and T is a downward closed subset of <κ κ. The trees that we construct here will be of this form. In such a setup, each node t of the tree T is a function t : α → κ for some ordinal α < κ, and we require that if t : α → κ is in T , then t ↾ β ∈ T for every β < α. For any node t ∈ T , the height of t in T is just its domain, that is, ht(t) = dom(t), and its set of predecessors, t ↓ , is simply {t ↾ β | β < dom(t)}. Note that T α = T ∩ α κ for every α < κ. Finally, any function f : κ → κ determines a cofinal branch through <κ κ, namely {f ↾ α | α < κ}, which ought not to end up being a subset of T if T is to form a κ-Aronszajn tree.
The main advantage of this approach is the ease of completing a branch at a limit level. Suppose that, during the process of constructing T , we have already inserted into T a ⊂-increasing sequence of nodes η := t α | α < β for some β < κ. The (unique) limit of this sequence, which may or may not become a member of T , is nothing but Im(η), that is, α<β t α . Furthermore, compatibility of nodes in the tree is easily expressed: For x, y ∈ T , x and y are compatible iff x ∪ y ∈ T .
A subtree T ⊆ <κ κ is prolific if for every α < κ and every t ∈ T ∩ α κ, we have {t i | i < max{ω, α}} ⊆ T . Notice that a prolific tree is always splitting. On the opposite extreme from prolific, a κ-tree is said to be binary if it is a downward-closed subtree of the complete binary tree <κ 2. A subtree T ⊆ <κ κ is coherent if for every α < κ and s, t ∈ T ∩ α κ, the set {β < α | s(α) = t(α)} is finite. While classical constructions of κ-Souslin trees typically involve a recursive process of determining a partial order < T over κ by advising with a ♦(κ)-sequence, here, the order is already known (being ⊂), and the recursive process involves the determination of a subset of <κ κ. For this reason, it is more convenient to work with the following variation of ♦(κ): Definition 2.1. ♦(H κ ) asserts the existence of a partition R i | i < κ of κ and a sequence Ω β | β < κ of subsets of H κ such that for every p ∈ H κ + , i < κ, and Ω ⊆ H κ , there exists an elementary submodel M ≺ H κ + such that:
Lemma 2.2. ♦(κ) is equivalent to ♦(H κ ) for any regular uncountable cardinal κ.
Proof.
( ⇐= ): Given R i | i < κ and Ω β | β < κ as in the definition of ♦(H κ ), let for all β < κ:
To show that Z β | β < κ is a ♦(κ)-sequence, consider any Z ⊆ κ, and we must show that {β < κ | Z ∩ β = Z β } is stationary. Thus, let D ⊆ κ be a club, and we must find some β ∈ D such that Z ∩ β = Z β . Put p := D. As p ∈ H κ + , and Z ⊆ κ ⊆ H κ , we may pick
where for nonzero i < κ:
To see that Ω β | β < κ and R i | i < κ are as requested, let p ∈ H κ + , i < κ, and Ω ⊆ H κ be arbitrary. Define f : κ → κ by letting for all α < κ:
and pick a nonzero β ∈ E ∩ G. We shall show that M = M β satisfies the required properties.
By definition of R i , it follows that β ∈ R i .
We commence with a simple construction using ⊠ − (κ).
Proposition 2.3. If κ is a regular uncountable cardinal and ⊠ − (κ) + ♦(κ) holds, then there exists a normal, binary, splitting, slim κ-Souslin tree.
Proof. Let C α | α < κ be a witness to ⊠ − (κ). Let R i | i < κ and Ω β | β < κ together witness ♦(H κ ). Let ✁ be some well-ordering of H κ . We shall recursively construct a sequence T α | α < κ of levels whose union will ultimately be the desired tree T .
Let T 0 := {∅}, and for all α < κ, let T α+1 := {t 0 , t 1 | t ∈ T α }. Next, suppose that α is a nonzero limit ordinal, and that T β | β < α has already been defined. Constructing the level T α involves deciding which branches through (T ↾ α, ⊂) will have their limits placed into the tree. We need T α to contain enough nodes to ensure that the tree is normal, so the idea is to attach to each node x ∈ T ↾ C α some node b α x : α → 2 above it, and then let
Let x ∈ T ↾ C α be arbitrary. As b α x will be the limit of some branch through (T ↾ α, ⊂) and above x, it makes sense to describe b 
Of course, we have to define b α x carefully, so that the resulting tree doesn't include large antichains. We do this by recursion:
Let b α x (dom(x)) := x. Next, suppose β − < β are successive points of (C α \ dom(x)), and b α x (β − ) has already been defined. In order to decide b α x (β), we advise with the following set:
Now, consider the two possibilities:
. Such an element must exist, as the level T β was constructed so as to preserve normality. Finally, suppose β ∈ acc(C α \ dom(x)) and b α x ↾ β has already been defined. As promised, we let b
β 2, but we need more than that:
Call the latter by d. Now, we prove by induction that for every γ ∈ d, the value of b β x (γ) was determined in exactly the same way as b
, Ω γ , and T γ , and so if b
x , and hence b Having constructed all levels of the tree, we then let
Notice that for every α < κ, T α is a subset of α 2 of size ≤ max{ℵ 0 , |α|} < κ.
Claim 2.3.2. Suppose A ⊆ T is a maximal antichain. Then the set
is a stationary subset of κ.
Proof. Let D ⊆ κ be an arbitrary club. We must show that D ∩ B = ∅. Put p := {A, T, D}. Using the fact that the sequences
For all α < β, by α, T ∈ M, we have T α ∈ M, and by M |= |T α | < κ, we have
It is clear that (T, ⊂) is a normal, binary, splitting, slim κ-tree. We would like to prove that it is κ-Souslin. As any splitting κ-tree with no antichains of size κ also has no chains of size κ, it suffices to prove the following.
Proof. Let A ⊆ T be a maximal antichain. By the previous claim, B := {β ∈ R 0 | A ∩ (T ↾ β) = Ω β is a maximal antichain in T ↾ β} is a cofinal subset of κ. Thus we apply ⊠ − (κ) to obtain a limit ordinal α < κ satisfying sup(nacc(C α ) ∩ B) = α. We shall prove that A ⊆ T ↾ α, from which it follows that |A| ≤ |α| < κ. To see that A ⊆ T ↾ α, consider any z ∈ T ↾ (κ \ α), and we will show that z / ∈ A by finding some element of A ∩ (T ↾ α) compatible with z.
Since dom(z) ≥ α, we can let y := z ↾ α. Then y ∈ T α and y ⊆ z. By construction, y = b
is a maximal antichain in T ↾ β, and hence there is some s ∈ Ω β compatible with b α x (β − ), so that by normality of the tree, Q
Since s is an element of the antichain A, the fact that z extends s implies that z / ∈ A.
Let us briefly compare the above construction with Jensen's classical one [Jen72] , as rendered in [Dev84, Theorem IV.2.4]. Both constructions consist of a recursive process of determining the levels T α of the ultimate tree T , and both constructions face the same two challenges:
(1) Maintaining the ability to climb up through the levels while keeping their width small. (2) Sealing antichains so that if A ⊆ T is a maximal antichain, then there would be some level α, where every node placed into T α is compatible with some element of A ∩ (T ↾ α). In both constructions, challenge (1) is addressed at limit stage α < κ by attaching, for cofinally many nodes x ∈ T ↾ α, a canonical branch b α x that goes through x and climbs all the way up to level α. In both constructions, the coherence of the sequence C α | α < κ entails that bᾱ x = b α x ↾ᾱ whenever α ∈ acc(C α ), thereby ensuring that the recursive process of constructing b α x never gets stuck. So where is the difference?
The difference is in the way that we seal antichains. In the above construction, we let T α := {b α x | x ∈ T ↾ C α } uniformly for all limit levels α < κ, whereas in the classical one, there is some stationary set E of levels α < κ, were maximal antichains are sealed by letting T α be some carefully chosen subset of {b α x | x ∈ T ↾ α}. But, of course, the latter puts the analogue of Claim 2.3.1 in danger! To overcome this, Jensen ensured that the ordinals in E never occur as accumulation points of C α for any α < κ. While being a successful remedy, it means that the classical approach is based on sealing antichains at the levels of some nonreflecting stationary set.
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In the microscopic approach, sealing of antichains can be done at the levels coming from any stationary set. For example, in [BR15] , we constructed a free ℵ ω+1 -Souslin tree in a model of Martin's Maximum (MM), 11 where the sealing of antichains was done at levels α < ℵ ω+1 of countable cofinality, even though MM implies that every stationary subset of E ℵω+1 ω reflects.
Proposition 2.4. If κ is a regular uncountable cardinal and χ < κ satisfies λ <χ < κ for all λ < κ, then
and Ω β | β < κ together witness ♦(H κ ). Let ✁ be some well-ordering of H κ . As before, we shall recursively construct a sequence T α | α < κ of levels whose union will ultimately be the desired tree T .
Let T 0 := {∅}, and for all α < κ, let
T β exactly as in the proof of Proposition 2.3, and denote its limit by b α x . Now, there are two cases to consider:
Having constructed all levels of the tree, we then let
Proof. Let A ⊆ T be a maximal antichain. By Claim 2.3.2,
10 As a matter of fact, we are not aware of any previous ♦-based construction whose sealing process does not center on a nonreflecting stationary set. The only candidate we could find in the literature that may involve sealing at a reflecting set is Theorem 4 from [BDS86] , but that theorem must be false in light of Theorem 3.1 of [MS96] .
11 Indeed, in the model of Corollary 1.15 above.
is a cofinal subset of κ. Thus we apply
Then the same analysis of the proof of Claim 2.3.3 entails the existence of
So (T, ⊂) is a normal, binary, splitting, χ-complete κ-Souslin tree.
Note that the hypothesis of Proposition 2.4 involves the principle ♦(κ) rather than ♦(E κ ≥χ ), and indeed, we did not advise with Ω β when constructing the level T β . Rather, we advised with Ω β at levels α > β for which β ∈ nacc(C α ). Specifically, if β ∈ nacc(C α ), Ω β is a maximal antichain in T ↾ β, and ht(x) < β < α, then the node b α x placed into T α must be compatible with some element of Ω β . The proxy principle ⊠ − (E κ ≥χ ) then ensures that, for any maximal antichain A ⊆ T , we can find some ordinal α ∈ E κ ≥χ such that A was gradually sealed when building level T α , and therefore A ⊆ T ↾ α. A construction of a coherent Souslin tree at the level of a successor cardinal may be found in [DJ74] , [Lar99] , [Vel86] . Here, we give a construction that applies also for inaccessible cardinals.
Proposition 2.5. If κ is a regular uncountable cardinal and ⊠(κ) + ♦(κ) holds, then there exists a normal, slim, prolific, coherent κ-Souslin tree.
Proof. Let C α | α < κ be a witness to ⊠(κ). Without loss of generality, we may assume that 0 ∈ C α for all α < κ. Let R i | i < κ and Ω β | β < κ together witness ♦(H κ ). Let π : κ → κ be such that α ∈ R π(α) for all α < κ. By ♦(κ), we have |H κ | = κ, thus let ✁ be some well-ordering of H κ of order-type κ, and let φ :
For two elements of η, τ of H κ , we define η * τ to be the emptyset, unless η, τ ∈ <κ κ with dom(η) < dom(τ ), in which case η * τ : dom(τ ) → κ is defined by stipulating:
We shall now recursively construct a sequence T α | α < κ of levels whose union will ultimately be the desired tree T .
Let T 0 := {∅}, and for all α < κ, let T α+1 := {t i | t ∈ T α , i < max{ω, α}}. Next, suppose that α is a nonzero limit ordinal, and that T β | β < α has already been defined. Similar to the proof of Proposition 2.3, to each node x ∈ T ↾ α we shall associate some node b 
Note that Q α,β depends only on T β , Ω β , ψ(β) and b α ∅ (β − ), and hence for every ordinal γ < κ, if Having constructed all levels of the tree, we then let
Claim 2.5.1. For every α < κ, every two nodes of T α differ on a finite set.
Proof. Suppose not, and let α be the least counterexample. Clearly, α must be a limit nonzero ordinal.
follows that x and y differ on an infinite set, contradicting the minimality of α.
In particular, for every α < κ, T α is a subset of α κ of size ≤ max{ℵ 0 , |α|} < κ. Thus, we are left with verifying that (T, ⊂) is κ-Souslin. That is, establishing the following.
Proof. Let A ⊆ T be a maximal antichain. By the same proof of Claim 2.3.2, for every i < κ, the set
is stationary. Thus, we apply ⊠(κ) to the sequence B i | i < κ , and the club
} to obtain an ordinal α ∈ D such that for all i < α:
is a maximal antichain in T ↾β, and hence Q α,β = ∅. Let t := min(Q α,β , ✁) and
Remark. As Equation (1) above makes explicit, the preceding proof did not utilize the full force of the axiom ⊠(κ). For an application of the full force of ⊠(κ), we refer the reader to Section 6 of [BR15] .
Proposition 2.5 partially demonstrates the microscopic approach: there is a stationary set S ⊆ κ, such that for every α ∈ S, every node of T α is determined by an element x ∈ T ↾ α, a club C ∈ C α and some increasing and continuous sequence b , and the restriction of some structure
to level β + 1. As we are only allowed to "look down", the coherence (à la Claim 2.3.1) is guaranteed. Underlying that, we have a predefined library of actions, each labeled by a member of H κ , and each, given a restricted structure M ↾ (γ + 1) and an element z ∈ T ↾ γ, will determine an extension of z that belongs to the top level of the normal tree T ↾ (γ + 1). Fix at the outset a subset h of H κ . Then, the microscopic steps from b C y (β − ) to b C y (β) are the outcome of feeding M ↾ (β + 1) and b C y (β − ) to the action ψ(β) provided that β ∈ h, or feeding them to the default action (labeled by ∅ ∈ H κ ) otherwise. Needless to say that these microscopic steps do not know where they are heading, let alone are aware of α.
Nota bene that for different choices of h and C α | α < κ , the above machine will produce different κ-trees. Of interest is the analysis of h files that include two actions of contradictory purpose (e.g., one for making the tree rigid, and the other for making the tree homogeneous).
The coherence relation ⊑
The relation ⊑ is the strongest coherence relation one can expect in this context. Note that in Section 2, a coherent κ-Souslin tree was derived from P(κ, 2, ⊑, κ).
Proof. Straight-forward, but see also Lemma 4.1 below.
Lemma 3.2. P − (κ, 2, ⊑) entails (κ) for every regular uncountable cardinal κ.
Proof. Let C α | α < κ witness P − (κ, 2, ⊑, 1, {κ}, 2, 1). Towards a contradiction suppose that (κ) fails. Then, there exists a club C ⊆ κ such that C ∩ α = C α for all α ∈ acc(C). Since κ is regular uncountable and C is club in κ, it follows that also acc(C) is club. Let A 0 := acc(C). Pick α ∈ acc(C) such that sup(nacc(C α ) ∩ A 0 ) = α. This is a contradiction to the fact that nacc(C α ) ⊆ nacc(C), A 0 = acc(C), and nacc(C) ∩ acc(C) = ∅. Lemma 3.3. Let S ⊆ ω 1 be stationary. Then:
(1) The following are equivalent:
Proof. Recalling that ℵ0 ⊑ is the same as ⊑, this is the case λ = ℵ 0 of Theorem 5.1 below.
Lemma 3.4. If λ is an uncountable cardinal and ♦ λ holds, then there exists a sequence (C α , X α ) | α < λ + such that:
(1) for every limit α < λ + , C α is a club in α of order-type ≤ λ, and X α ⊆ α; (2) ifᾱ ∈ acc(C α ), then C α ∩ᾱ = Cᾱ; (3) for every subset X ⊆ λ + and club E ⊆ λ + , there exists a limit α < λ
, let c α be a cofinal subset of α of order-type ω. Then, for every limit α < λ + , let:
Given a subset X ⊆ λ + and club E ⊆ λ + , take α < λ + as in clause (3) of Definition 7.17. We will show that this α is as required: Since otp(acc(D α )) = λ while (by clause (1)) otp( (2) and (3) of Definition 7.17 gives
Lemma 3.5. Suppose that κ is a regular uncountable cardinal, S ⊆ E κ ω is stationary, and ♦(S) holds. Then there exists a sequence (C α , X α ) | α ∈ E κ ω such that:
• for every α ∈ E κ ω , C α is a countable club in α, and X α ⊆ α;
• ifᾱ ∈ acc(C α ), thenᾱ ∈ S and C α ∩ᾱ = Cᾱ;
• for every subset X ⊆ κ, club E ⊆ κ and nonzero ε < ω 1 , there exists α ∈ S with otp(
Proof. By ♦(S) and the implication (1) ⇒ (3) of Fact 7.5, let us fix a sequence (X δ , Y δ ) | δ < κ , and functions φ 0 : κ → ω 1 , φ 1 : κ → κ such that for every X, Y ∈ P(κ), ε < ω 1 and α < κ, the following set is stationary:
In particular, we may assume that X δ and Y δ are subsets of δ for all δ < κ. We now tailor the arguments of [Rin15b] . For every δ ∈ E κ ω , let D δ be some cofinal subset of δ of order-type ω, with the additional constraint
We shall define a sequence C δ | δ ∈ E κ ω ∪ {0} by recursion over δ, as follows. Let C 0 := ∅. Suppose that δ ∈ E κ ω , and C α | α ∈ E δ ω ∪ {0} has already been defined. The definition of C δ now splits into three cases:
◮ If φ 0 (δ) is a limit ordinal > 0, and there exists an increasing sequence of ordinals α n | n < ω that converges to δ, such that
, and otp( n<ω C αn ) = ω · φ 0 (δ), then fix such a sequence, and let C δ = n<ω C αn . ◮ Otherwise, let C δ := D δ . Clearly, for any δ ∈ E κ ω , C δ is a club subset of δ, and either otp(C δ ) = ω · φ 0 (δ) or otp(C δ ) = ω. In particular, for every δ ∈ E κ ω ∪ {0}, there exists some ε < ω 1 for which otp(C δ ) = ω · ε. Claim 3.5.1. If δ ∈ E κ ω andδ ∈ acc(C δ ), thenδ ∈ S and C δ ∩δ = Cδ. Proof. Suppose not, and let δ be the least counterexample. Clearly, C δ was defined according to the first case. That is,
Letδ ∈ acc(C δ ) be such that C δ ∩δ = Cδ. ◮ Ifδ = φ 1 (δ), then we get a contradiction to the fact that
) with C φ1(δ) ∩δ = Cδ, contradicting the minimality of δ.
For subsets E, X of κ, denote:
which is cofinal in δ, so that D δ was chosen to be a subset of it.
Claim 3.5.3. Suppose that X ⊆ κ is some set and E ⊆ κ is some club.
For every ε < ω 1 and every α ∈ F (E, X) satisfying otp(C α ) < ω · ε, the set
Proof. Note that by our choice of the diamond sequence, the set G(E, X) is a stationary subset of ω 1 , being the intersection of the club set E with a stationary set. Thus, in particular, acc
We now prove the claim by induction over ε. First, notice that when ε = 0 there is nothing to show, as there is no α satisfying otp(C α ) < 0. Thus the induction begins with ε = 1.
Base case, ε = 1: We consider only α satisfying otp(C α ) = 0. By our choice of the diamond sequence, the following set is stationary:
Since acc X) ) be arbitrary. We have δ ∈ Z ⊆ G(E, X) and δ ∈ acc + (G(E, X)), so that δ ∈ acc(G(E, X)). Thus Claim 3.5.2 gives D δ ⊆ G(E, X). By δ ∈ Z, we have φ 0 (δ) = 1, and so by definition of C δ in this case it follows that C δ = D δ ⊆ G(E, X), so that δ ∈ F (E, X). Clearly C α = ∅ ⊑ C δ and otp(C δ ) = ω, so that δ ∈ S E,X α,1 . Successor case, ε = ǫ ′ + 1 for some nonzero ǫ ′ < ω 1 : We assume the claim holds for ǫ ′ . Fix α ∈ F (E, X) satisfying otp(C α ) < ω · ε, and we must show that the set S E,X α,ε is stationary. We find α ′ ∈ F (E, X) satisfying C α ⊑ C α ′ and otp(C α ′ ) = ω · ǫ ′ by considering two cases:
′ , then apply the induction hypothesis to obtain α ′ ∈ S E,X α,ǫ ′ . By our choice of the diamond sequence, the following set is stationary:
Thus, it suffices to prove that S E,X α,ε covers the stationary set Z ∩ acc
, and hence δ ∈ S E,X α,ε . Limit case: Suppose that ε < ω 1 is a nonzero limit ordinal, and for every ǫ ′ < ε and α ∈ F (E, X) satisfying otp(C α ) < ω · ǫ ′ , the set S E,X α,ǫ ′ is stationary. Now fix α ∈ F (E, X) satisfying otp(C α ) < ω · ε, and we must show that the set S E,X α,ε is stationary. Let D ⊆ ω 1 be an arbitrary club. Since the set
We shall show that δ ∈ S E,X α,ε . Let δ n | n < ω be a strictly increasing sequence of ordinals converging to δ. Let ε n | n < ω be a strictly increasing sequence of ordinals converging to ε, with otp(C α ) = ω · ε 0 . Now, define a sequence α n | n < ω by recursion as follows, where we will ensure, for each n < ω, that α n ∈ F (E, X) ∩ δ and otp(C αn ) = ω · ε n .
Let α 0 := α. Next, fix n < ω, and suppose α n has already been defined. Since ε n < ε n+1 < ε, the induction hypothesis guarantees that S E,X αn,εn+1 is stationary, and since α n , ε n+1 ∈ M, it follows that S E,X αn,εn+1 ∈ M. Since also δ n < δ, it follows by elementarity of M that we can pick
αn,εn+1 for all n < ω, it follows that C αn | n < ω is ⊑-increasing, and otp(C αn ) = ω · ε n for all n < ω. Consequently, α n | n < ω is increasing and converging to δ, {α n | 0 < n < ω} ⊆ S ∩ δ, and otp(
Furthermore, since α n ∈ F (E, X) for all n < ω, it follows that n<ω C αn ⊆ G(E, X). Together with δ ∈ Z ⊆ G(E, X), this implies that for every β ∈ ( n<ω C αn ) we have
Altogether, the conditions are satisfied for C δ to be chosen according to second case of the definition, so that otp(C δ ) = ω · ε, C δ ⊆ G(E, X), and C α = C φ1(δ) ⊑ C δ . It follows that δ ∈ S E,X α,ε . But δ is an element of the arbitrary club set D. Thus S E,X α,ε is stationary, as required.
Given a subset X ⊆ κ, club E ⊆ κ, and nonzero ε < ω 1 , apply the last claim with α = 0 to obtain In addition to its importance in the present context, the next theorem also has applications to infinite graph theory [Rin16] . Theorem 3.6. Assume any of the following:
• λ = ℵ 0 , S ⊆ ω 1 and ♦(S) holds; or • λ is an uncountable cardinal, S = E λ + cf(λ) and ♦ λ holds. Denote χ := ω·λ (ordinal multiplication), and let σ < χ be any ordinal. Then P(λ + , 2, ⊑, λ + , {S}, 2, σ, E χ ) holds. Moreover, there exist a sequence C α | α < λ + , and a function h : λ + → λ + satisfying the following:
• if α < λ + is a limit, then C α is a club subset of α \ {0} of order-type ≤ χ; • ifᾱ ∈ acc(C α ), then Cᾱ = C α ∩ᾱ and h(ᾱ) = h(α);
• for every sequence A δ | δ < λ + of cofinal subsets of λ + , every club D ⊆ λ + , and every ς < λ + , there exists α ∈ S for which all of the following hold:
Proof. First, notice that the given hypotheses (either ♦(S) in case λ = ℵ 0 or ♦ λ in case λ is uncountable) imply ♦(λ + ), which implies CH λ . Thus, fix a function π :
• for every limit α < λ + , D α is a club in α of order-type ≤ χ, and X α ⊆ α;
• for every subset X ⊆ λ + and club E ⊆ λ + , there exists a limit α ∈ S with otp(
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Define h : λ + → λ + by letting, for all α < λ + :
Notice that ifᾱ ∈ acc(D α ), then min(Dᾱ) = min(D α ), and hence h(ᾱ) = h(α). For every γ < λ + , fix an injection
Set C 0 := ∅, and for every α < λ + , set C α+1 := ∅. Now, fix any nonzero limit α < λ + , and we will show how to construct C α .
Without loss of generality, assume σ is an infinite limit ordinal. By otp(
Note that ϕ α is well-defined, since for every (i, j) ∈ χ × λ, the set {δ
Then, define c α :
Finally, let
The very definition of c α (regardless of the fact that it relies on d α ) makes it clear that
Having constructed C α for all α < λ + , we will show that the sequence C α | α < λ + and the function h satisfy the requirements of the theorem.
13 Lemmas 3.4 and 3.5 give Dα ⊆ {γ ∈ E | X ∩ γ = Xγ }, but nacc(Dα) ⊆ {γ ∈ E | . . . } is all we need here. Also, Lemma 3.5 gives us a sequence of local clubs of arbitrarily large order-type, and we can simply replace any club of order-type > ω 2 with a club of order-type ω (of the same sup).
Fixᾱ ∈ acc(C α ). Thenᾱ ∈ acc(D α ), and hence Dᾱ = D α ∩ᾱ, oᾱ = o α ↾ᾱ, ϕᾱ = ϕ α ↾ᾱ, dᾱ = d α ↾ᾱ, cᾱ = c α ↾ᾱ, and h(ᾱ) = h(α), and it follows that Cᾱ = C α ∩ᾱ.
Thus, to see that C α | α < λ + meets our needs, let us fix a sequence A δ | δ < λ + of cofinal subsets of λ + , together with a club D ⊆ λ + , and some ordinal ς < λ + . Define an increasing function f : λ + → λ + recursively by letting f (0) := ς, and for all nonzero β < λ + :
Consider the set X := f [λ + ], and the club
Claim 3.6.1. For every β ∈ D α , there exists η ∈ D such that β ∈ η ∈ c α (β) ∈ A ϕα(β) . In particular:
• nacc(C α ) ⊆ δ<α A δ ;
• for every β < γ in C α , there exists η ∈ D, with β < η < γ.
, and
Since β < β + and β 
Of course, in the case of λ = ℵ 0 we cannot improve E ω 2 to E ω while maintaining σ = ω in the preceding, but note we can do the following. Theorem 3.7. Assume ♦(S) holds for a given S ⊆ ω 1 .
Then P(ω 1 , 2, ⊑, ω 1 , {S}, 2, n, E ω ) holds for every n < ω.
Proof. Modify the construction of Theorem 3.6, as follows. Let χ := ω so that in particular, otp(D α ) ≤ ω for all α < ω 1 . Then, given a positive integer n, define for all α < ω 1 , o α : D α → ω by stipulating:
The rest of the construction remains intact.
Lemma 3.8. Suppose that λ ≤ cf(κ) = κ are uncountable cardinals, and C α | α < κ is a sequence satisfying the following: (i) For every limit ordinal α < κ, C α is a club subset of α; (ii) For every limit ordinal Θ < λ, and every sequence B ι | ι < Θ of cofinal subsets of κ, there exists some limit ordinal α < κ such that: (a) otp(C α ) = Θ; and (b) C α (ι + 1) ∈ B ι for co-boundedly many ι < Θ.
Then
(1) For every infinite cardinal θ < λ, every ordinal σ < λ, every sequence A i | i < θ of cofinal subsets of κ, and every infinite regular cardinal χ < λ, there exist stationarily many α ∈ E κ χ satisfying, for every i < θ:
(2) For every cofinal subset A ⊆ κ, every infinite regular cardinal χ < λ, and every limit ordinal θ < λ, there exist stationarily many α ∈ E κ χ satisfying otp(C α ) ≥ θ for which there exist β < α such that
(1) Suppose that we are given θ, σ < λ, A i | i < θ , some infinite regular cardinal χ < λ, and some club D ⊆ κ. Fix a bijection ψ : κ ↔ θ × κ. Let ψ 0 : κ → θ be the function such that for all α < κ, if ψ(α) = (i, j), then ψ 0 (α) = i.
Define a function f : κ → κ by recursion:
) + 1)) + 1)) for all nonzero α < κ. Let I := σ × θ × χ be the Cartesian product, and let ✁ denote the reverse-lexicographic ordering of I induced from ∈, so that (I, ✁) is isomorphic to (Θ, ∈), where Θ := σ · θ · χ (ordinal multiplication). Then cf(Θ) = χ, and since σ, θ, χ are all smaller than the cardinal λ, we have Θ < λ. Fix a bijection π : Θ ↔ I such that α ∈ β ∈ Θ implies π(α) ✁ π(β). Define B ι | ι < Θ by letting B ι = {f (α) | ψ 0 (α) = i} for the unique i < θ such that π(ι) is of the form (·, i, ·). Evidently, B ι is a cofinal subset of the corresponding A i . Now, fix a limit ordinal α < λ + satisfying satisfying properties (ii)(a) and (ii)(b) of the hypothesis.
By (i) and (ii)(a), we have cf(α) = cf(otp(C α )) = cf(Θ) = χ. By (ii)(b) and the fact that B ι ⊆ Im(f ) for all ι, we get that α ∈ acc + (Im(f )). But the definition of f ensures that for all α < β < κ, there exists some η ∈ D such that f (α) < η < f (β), and hence also α ∈ acc + (D). As D is a club, we altogether have
Then by the definition of B ι | ι < Θ , for every j < σ, i < θ, and η < χ,
so that for any large enough β of the form
is cofinal in α, and the required result follows. (2) Suppose that we are given A, χ, θ as in the hypothesis. Let D ⊆ κ be an arbitrary club. Let A ′ be a cofinal subset of A with the property that for all α < β in A ′ , there exists some η ∈ D with α ′ < η < β ′ . Let Θ := θ + χ, and let B ι = A ′ for all ι < Θ. Now, fix a limit ordinal α < κ satisfying properties (ii)(a) and (ii)(b) of the hypothesis. In particular, otp(C α ) ≥ θ.
By (i) and (ii)(a), we have cf(α) = cf(otp(
It is easy to see that [κ] <λ ⊆ {X α β | β < α < κ}. Corollary 3.9. For any infinite cardinals θ < λ and any ordinal σ < λ, the following are equivalent:
(
(1) =⇒ (2) & (3): Since λ is uncountable, we get from Fact 7.2 that ♦(λ + ) holds. Next, by Fact 7.15, we can fix a ♣ λ -sequence, that is, a λ -sequence − → C = C α | α < λ + that also satisfies the hypotheses of Lemma 3.8.
Since − → C is a λ -sequence, for all α < λ + , C α has order-type ≤ λ, and is a club in α if α is a limit ordinal, and ifᾱ ∈ acc(C α ), then Cᾱ = C α ∩ᾱ, and hence Cᾱ ⊑ C α .
Thus, the fact that
follows from the two respective parts of Lemma 3.8. (4) =⇒ (1): By P(λ + , 2, ⊑, 1, {λ + }, 2, 0, E λ ), we have ♦(λ + ), and hence CH λ holds. λ follows using Lemma 3.1. Corollary 3.10. For every singular cardinal λ, the following are equivalent:
(1) λ + CH λ ; (2) P(λ + , 2, ⊑, λ + , {E λ + cf(λ) }, 2, σ, E λ ) for every σ < λ. Proof. The forward implication follows from Fact 7.18 and Theorem 3.6. The backward implication follows from Corollary 3.9.
Corollary 3.11. For every uncountable cardinal λ, the following are equivalent:
Proof. The forward implication is obtained by applying Theorem 3.6 to the constant sequence A 0 | δ < λ + , yielding stationarily many
For the backward implication, we consider two cases. If λ is singular, then by Corollary 3.9, λ + CH λ holds, and then by Fact 7.18, so does ♦ λ .
Thus, from now on, suppose that λ is a regular cardinal, Z β | β < λ + is a witness to ♦(λ + ), and
We shall prove that ♦ λ holds. For every limit α < λ + , if there exists some γ < α and a set X α ⊆ α such that X α ∩β = Z β for all β ∈ nacc(C α \γ), then X α is uniquely determined, and we may let γ(α) be the least γ as in the preceding. Otherwise, let X α := ∅ and γ(α) := 0.
Let
We claim that (D α , X α ) | α < λ + witnesses ♦ λ . For every limit α < λ + , clearly D α is club in α, and otp(D α ) ≤ otp(C α ) ≤ λ, and X α ⊆ α. Suppose thatᾱ ∈ acc(D α ). Thenᾱ ∈ acc(C α ) andᾱ > γ(α), and hence Cᾱ = C α ∩ᾱ, and it is easy to see that γ(ᾱ) = γ(α) and Xᾱ = X α ∩ᾱ, so it follows that Dᾱ = D α ∩ᾱ.
Consider any subset X ⊆ λ + and any club E ⊆ λ + . Since Z β | β < λ + is a ♦(λ + )-sequence, the set A 0 := {β ∈ E | X ∩β = Z β } is stationary, and hence cofinal in λ + . Thus we can choose α ∈ E ∩E
Then for every β ∈ nacc(C α \(β 0 +1)) we have X ∩β = Z β , so that X α must have been defined to be equal to X ∩α, and
Fact 3.12. Suppose that V = L, and that κ is an inaccessible cardinal that is not weakly compact.
Then P(κ, 2, ⊑, κ, {E κ ≥χ | χ < κ}, 2, σ) holds for all σ < κ. The proof will appear in an upcoming paper by Rinot and Schindler. Here, we only briefly explain how to derive P(κ, 2, ⊑, θ, {E κ ≥χ | χ < κ}, 2, σ) for all θ < κ (and all σ < κ). Theorem 3.13. Suppose that V = L, and that κ is an inaccessible cardinal that is not weakly compact.
Then P(κ, 2, ⊑, 1, {E κ χ | ℵ 0 ≤ cf(χ) = χ < κ}, 2, κ) holds. In particular, P(κ, 2, ⊑, θ, {E κ ≥χ | χ < κ}, 2, σ) holds for all θ, σ < κ.
Proof sketch. Work in L. As hinted in [She90, Theorem 3.2], the proof of [ASS87, §2] essentially shows that for every inaccessible cardinal κ that is not weakly compact, there exists a sequence (D α , X α ) | α < κ such that for every limit α < κ, D α is a club in α, and ifᾱ ∈ acc(Dᾱ), then Dᾱ = D α ∩ᾱ and Xᾱ = X α ∩ᾱ. Moreover, for every club E ⊆ κ, subset X ⊆ κ, and a limit ordinal Θ < κ, there exists a singular limit ordinal α < κ with otp(D α ) = Θ, satisfying X ∩ α = X α and D α ⊆ E. Thus, fix a sequence (D α , X α ) | α < κ as above. For all α < κ, define f α : D α → α by stipulating:
Put C α := Im(f α ). It is not hard to verify that C α | α < κ witnesses that P − (κ, 2, ⊑, 1, {E κ χ | ℵ 0 ≤ cf(χ) = χ < κ}, 2, κ) holds. As X α | α < κ witnesses that ♦(κ) holds, we altogether infer that P(κ, 2, ⊑, 1, {E κ χ | ℵ 0 ≤ cf(χ) = χ < κ}, 2, κ) holds.
The fact that, modulo κ <κ = κ, P − (κ, 2, ⊑, 1, {E κ χ | ℵ 0 ≤ cf(χ) = χ < κ}, 2, κ) entails a simultaneous witness to P − (κ, 2, ⊑, θ, {E κ ≥χ | χ < κ}, 2, σ) for all θ, σ < κ, is proven using the coding+decoding techniques of the proof of Theorem 3.6 augmented by the ordinal arithmetic considerations of Lemma 3.8.
Theorem 3.14. Suppose that σ < λ = λ <λ are infinite cardinals. If λ holds, then:
+ . For every α < λ + , let ψ α : λ \ {0} → α be some surjection.
14 Given a function g : λ → λ, we derive the following objects:
Proof. This is Claim 2.3.2 of [Rin15a] .
(1) Let g : λ → λ be Add(λ, 1)-generic over V , and consider the λ -sequence 
It follows that for every sequence
Recalling the previous clause, we are done.
The coherence relation ⊑ χ
Various constructions of Souslin-trees using the relation ⊑ χ may be found in [BR15] .
Lemma 4.1. Suppose that λ is an uncountable cardinal, and χ, η ≤ λ are infinite regular cardinals.
The following are equivalent:
(1) ⊟ λ,≥χ holds.
(2) For every stationary S ⊆ λ + , there exist a stationary subset S ′ ⊆ S and a sequence C α | α ∈ Γ satisfying:
•
In particular, ⊟ λ,≥ℵ0 , λ , and P − (λ + , 2, ⊑, 1, {λ + }, 2, 0, E λ ) are all equivalent.
(1) =⇒ (2): Let C α | α ∈ E λ + ≥χ be a ⊟ λ,≥χ -sequence. First, we make the following adjustment. Ifᾱ < α are two elements of E λ + ≥χ such thatᾱ ∈ acc(C α ), then replace Cᾱ with C α ∩ α. Notice that this adjustment is well-defined as a result of the second clause of Definition 7.12. Then, let Γ := {acc(C α ) ∪ {α} | α ∈ E λ + ≥χ }, and define for everyᾱ ∈ Γ ∩ E λ + <χ , Cᾱ = C α ∩ᾱ for some α ∈ E λ + ≥χ satisfyingᾱ ∈ acc(C α ). Again, this is well-defined. The following is clear:
• if α ∈ Γ, then C α is a club subset of α of order-type ≤ λ;
• if α ∈ Γ andᾱ ∈ acc(C α ), thenᾱ ∈ Γ and Cᾱ = C α ∩ᾱ. If S 0 := S \ Γ is stationary, let ǫ := 0. Otherwise, S ∩ Γ is stationary in λ + , and since {otp(C α ) | α ∈ S ∩ Γ} is a subset of acc(λ + 1), there must exist some nonzero limit ordinal ǫ ≤ λ such that S ǫ := {α ∈ S ∩ Γ | otp(C α ) = ǫ} is stationary, so let ǫ denote the least such ordinal.
For all α ∈ Γ, set:
Evidently:
• S ′ := S ǫ is a stationary subset of S; • if α ∈ Γ, then c α is a club subset of α of order-type ≤ λ;
• if α ∈ Γ andᾱ ∈ acc(c α ), thenᾱ ∈ Γ \ S ′ and cᾱ = c α ∩ᾱ. Now, for all i < λ and α ∈ Γ, define:
We claim that there exists a limit ordinal i < λ, such that for every club D ⊆ λ + , there exist stationarily many α ∈ Γ ∩ E 
(2) =⇒ (3): Suppose C α | α ∈ Γ is given and satisfying the hypotheses. We extend it to a sequence C α | α < λ + as follows:
• Let C α+1 := {α} for every α < λ + .
• For every α ∈ acc(λ + ) \ Γ, let C α be a club subset of α of order-type cf(α) with nacc(C α ) ⊆ nacc(α). It is clear that C α | α < λ
. To see that its restriction
≥χ satisfies ⊟ λ,≥χ , consider any α, β ∈ E λ + ≥χ and any γ ∈ acc(C α ) ∩ acc(C β ). We must have C γ ⊑ χ C α and C γ ⊑ χ C β . But otp(C α ) ≥ cf(α) ≥ χ, so that by definition of ⊑ χ we must have C γ ⊑ C α , and similarly C γ ⊑ C β . Thus C α ∩ γ = C γ = C β ∩ γ, as required.
Theorem 4.2. Suppose that ⊟ λ,≥χ + CH λ holds for a given limit cardinal λ and some fixed infinite regular cardinal χ < λ. Then:
holds for every σ < λ. Proof. As λ is uncountable, Fact 7.2 entails ♦(λ + ), and so we only need to establish the corresponding P − (. . . ) principles of Clauses (1)-(3). The upcoming proof will invoke tools from [Rin14b] to establish Clauses (1), (2) . Then, by going further and invoking tools from [Rin15b] , we shall establish Clause (3).
Claim 4.2.1. There exist sequences C α | α ∈ Γ and (S i , γ i ) | i ≤ cf(λ) such that:
• E λ + ≥χ ⊆ Γ ⊆ acc(λ + ), and Γ = i≤cf(λ) S i ; • if α ∈ Γ, then C α is a club subset of α of order-type ≤ λ; • if α ∈ S i andᾱ ∈ acc(C α ), thenᾱ ∈ S i and Cᾱ = C α ∩ᾱ; • {α ∈ S i | otp(C α ) = γ i , C α ⊆ E} is stationary for every i < cf(λ) and every club E ⊆ λ + ; • {γ i | i < cf(λ)} is a cofinal subset of λ. Let C α | α ∈ Γ and (S i , γ i ) | i ≤ cf(λ) be given by the preceding claim. Note that given any club E ⊆ λ + , any i < cf(λ) and any nonzero limit ordinal Θ < γ i , we can choose α ∈ S i with otp(C α ) = γ i and C α ⊆ E, so that lettingᾱ = C α (Θ) we haveᾱ ∈ acc(C α ), and it follows thatᾱ ∈ S i ∩ E, otp(Cᾱ) = Θ, and Cᾱ ⊆ C α ⊆ E. Therefore, we can fix a sequence Θ i | i < cf(λ) such that:
• {Θ i | i < cf(λ)} is a set of regular cardinals, cofinal in the limit cardinal λ;
• {α ∈ S i | otp(C α ) = cf(α) = Θ i , C α ⊆ E} is stationary for every i < cf(λ) and every club E ⊆ λ + .
By removing elements of {Θ i | i < cf(λ)} if necessary (and merging the corresponding sets S i into S cf(λ) ), and re-indexing, we may assume that Θ i ≥ χ for all i < cf(λ). If λ is singular, we may moreover assume that Θ i > cf(λ) for all i < cf(λ).
For every i < cf(λ), denote
is an increasing chain, converging to α×α, and ifᾱ ∈ acc(C α ), then ̺ᾱ = ̺ α ↾ᾱ, so that
Claim 4.2.2. Suppose that i < cf(λ).
There exist (j, τ ) ∈ cf(λ) × λ and Y ⊆ λ + × λ + such that for every club D ⊆ λ + and every subset Z ⊆ λ + , there exists some α ∈ T i such that:
Proof. This is Claim 2.5.2 of [Rin14b] , and the proof is identical.
Let (j i , τ i , Y i ) | i < cf(λ) be given by the previous claim. For every i < cf(λ) and α ∈ S i , let:
α be the set of all δ such that all of the following properties hold:
For every α ∈ S cf(λ) , write C cf(λ) α := ∅. Finally, for all α ∈ Γ, put:
Also, for all α < λ + , let
otherwise.
Claim 4.2.3. All of the following properties hold for (C
• α ∩ᾱ, and Zᾱ = Z α ∩ᾱ; (3) for every club D ⊆ λ + , every subset A ⊆ λ + , and every i < cf(λ), there exists some α ∈ Γ such that:
Proof. This is the content of Claim 2.5.4 of [Rin14b] .
Notice that Z α ⊆ α for all α < λ + , using property (3) of the definition of C i α . It then follows from the last claim that Z α | α < λ + is a ♦(λ + )-sequence. Fix a bijection ψ : λ × λ + ↔ λ + . We define D α | α < λ + as follows:
• Let D 0 := ∅, and for every α < λ + , let D α+1 := {α}.
• For every α ∈ acc(λ + ) \ Γ, let D α be a club subset of α of order-type cf(α) with nacc(D α ) ⊆ nacc(α).
• Let α ∈ Γ be arbitrary. Put C Claim 4.2.4. For every nonzero limit ordinal Θ < λ and every sequence A i | i < Θ of cofinal subsets of λ + , there exists some δ ∈ Γ such that:
• otp(D δ ) = Θ; and
Proof. This is the content of Claim 3.2.2 from [Rin14b] .
Then, the fact that D α | α < λ
follows from Lemma 3.8, so that we have proven Clauses (1) and (2) of this theorem.
Next, let us work towards establishing Clause (3). Thus, we assume that λ is a singular cardinal. By removing the minimal element of D α , and putting 0 instead, we may assume that D α (0) = 0 for all α ∈ Γ. Next, fix an increasing and continuous sequence λ j | j ≤ cf(λ) with λ 0 = cf(λ), cf(λ j+1 ) = λ j+1 for all j < cf(λ), and λ cf(λ) = λ. Denote Λ := {λ j | j < cf(λ)}. For every limit ǫ ≤ λ, put
Then E ǫ is a club subset of ǫ for all limit ǫ ≤ λ. In particular, E otp(D δ ) is a club subset of otp(D δ ) for all limit δ < λ + . As in the proof of [Rin15b] , we let π δ : otp(D δ ) → D δ denote the order-preserving bijection, and then put D 
Let ϕ : λ + → λ + be a surjection such that for all α < λ + , ϕ(α) ≤ α and ϕ −1 {α} is stationary. Split Γ into three sets:
We shall define a sequence G δ | δ < λ + by recursion over δ < λ + . Let G δ = ∅ for all δ ∈ λ + \ Γ. Now, suppose that δ ∈ Γ, and G α | α < δ has already been defined. The definition of G δ splits into cases:
• If δ ∈ Γ 2 , then let
• If δ ∈ Γ 0 , then we shall try to define an increasing and continuous sequence of ordinals δ i | i < otp(D δ ) , by recursion over i < otp(D δ ). Let δ 0 := 0. Suppose that i < otp(D δ ) and δ i has already been defined. If there exists an ordinal β such that π δ (i) < β < π δ (i + 1),
, and otp(G β ) = λ i+1 , then put δ i+1 := β for the least such β. If not, then we shall terminate the recursion and say that "the δ-process identified a failure at stage i + 1".
-If the δ-process identified a failure at stage i + 1, then let
(1) for every δ ∈ Γ, G δ is a club in δ of order-type ≤ λ, and Z δ ⊆ δ; (2) if δ ∈ Γ andδ ∈ acc(G δ ), thenδ ∈ Γ and G δ ∩δ = Gδ; (3) for every subset Z ⊆ λ + and club E ⊆ λ + , there exists δ ∈ Γ with otp(
(1) and (2) are just like the proof of Claim 1 of [Rin15b] .
(3) Given Z and E as above, let X :
Then, by the proofs of Claims 2 and 3 of [Rin15b] , there exists some δ ∈ Γ with otp(G δ ) = λ such that nacc(G δ ) ⊆ X.
Let σ < λ be an arbitrary infinite cardinal. Using CH λ , fix a function π :
} has order-type λ for all (i, j) ∈ λ × λ. We now relativize the proof of Theorem 3.6 to the sequence (G δ , Z δ ) | δ ∈ Γ , as follows.
Let α ∈ Γ be arbitrary. Let o α : G α → λ be the unique function satisfying otp(
Define c α :
The preceding theorem was focused on limit cardinals. We now establish the same result for λ successor.
Theorem 4.3. Suppose that ⊟ λ,≥χ + CH λ holds for a given successor cardinal λ, and for some fixed infinite regular cardinal χ < λ. Then:
holds for every cardinal θ < λ and every ordinal σ < λ;
Proof. As λ is uncountable, Fact 7.2 entails ♦(λ + ), so that we only need to establish the corresponding P − (. . . ) principles of Clauses (1) and (2) . As in Claim 4.2.1, we find sequences C α | α ∈ Γ and (S i , γ i ) | i ≤ λ such that:
, and Γ = i≤λ S i ; • if α ∈ Γ, then C α is a club subset of α of order-type ≤ λ; • if α ∈ S i andᾱ ∈ acc(C α ), thenᾱ ∈ S i and Cᾱ = C α ∩ᾱ; • {α ∈ S i | otp(C α ) = γ i , C α ⊆ E} is stationary for every i < λ and every club E ⊆ λ + ; • {γ i | i < λ} is a cofinal subset of λ.
For every i < λ, write T i := {δ ∈ S i | otp(C δ ) = γ i }. We now go along the lines of the proof of Theorem 3.3 from [Rin14b] . By CH λ , let
Fix a sequence of surjections ψ ξ : λ → ξ | ξ < λ + . For all δ ∈ Γ and j < λ, denote
Then there exist (j, τ ) ∈ λ × λ and Y ⊆ λ + × λ + such that for every club D ⊆ λ + and every subset Z ⊆ λ + , there exists some δ ∈ T i such that:
Proof. This is Claim 3.3.1 of [Rin14b] .
Let (j i , τ i , Y i ) | i < λ be given by the previous claim. Let (j λ , τ λ , Y λ ) be an arbitrary element of λ × λ × P(λ + × λ + ). Then, for all i ≤ λ, δ ∈ S i and η ∈ C δ , put
Then, for all δ ∈ Γ, put G δ := Im(h δ ). For consecutive points
Next, we shall use ♦(λ + ) to guess subsets of λ × λ + (rather than subsets of λ + ). 15 More specifically, we fix a matrix S ι γ | ι < λ, γ < λ + with the property that for every sequence Z ι | ι < λ of subsets of λ + , the following set is stationary: (1) for every δ ∈ Γ, G δ is a club in δ of order-type ≤ λ; (2) if δ ∈ Γ andδ ∈ acc(G δ ), thenδ ∈ Γ and G δ ∩δ = Gδ; (3) for every sequence Z ι | ι < λ of subsets of λ + , every club E ⊆ λ + , and every nonzero limit Θ < λ, there exists α ∈ Γ with otp(
(1) & (2): Just like the proof of Claim 3.3.2 from [Rin14b] .
15 See Exercise II.51 of [Kun80] (3): Given Z ι | ι < λ + and E as above, consider the stationary set Z := {γ ∈ E | ∀ι < λ(Z ι ∩ γ = S ι γ )}. Denote D := acc + (Z), which is club in λ + . Fix a large enough i < λ so that γ i > Θ. Recalling that the triple (j i , τ i , Y i ) was given by Claim 4.3.1, we may now fix some δ ∈ T i such that:
, we have sup(Z ∩ η) = η. Then, using Clause (2) and the fact that
Let α ∈ Γ. Let π α : otp(G α ) → G α denote the order-preserving bijection. Define g α : otp(G α ) → α by stipulating:
Claim 4.3.3. For every nonzero limit ordinal Θ < λ and every sequence B ι | ι < Θ of cofinal subsets of λ + , there exists some α ∈ Γ such that:
Proof. Given a sequence B ι | ι < Θ as in the hypothesis, let E := ι<Θ acc + (B ι ), which is club in λ + . By Claim 4.3.2 (letting Z ι = B ι for all ι < Θ), we now fix α ∈ Γ with otp(G α ) = Θ such that nacc(G α ) ⊆ {γ ∈ E | ∀ι < Θ(B ι ∩ γ = S ι γ )}. In particular, otp(G • α ) = otp(G α ) = Θ. Now, let ι < Θ be arbitrary. Denote γ := π α (ι + 1), and γ − := π α (ι). By definition, g α (ι + 1) is equal to min(S ι γ \ (γ − + 1)), provided that the latter is nonempty. As γ ∈ nacc(G α ), we know that γ ∈ E ⊆ acc + (B ι ) and
The following two corollaries are generalizations of Corollaries 3.9 and 3.10, respectively, which are the special cases of the following when χ = ℵ 0 .
Corollary 4.4. For any infinite cardinals θ < λ, any infinite regular cardinal χ < λ, and any ordinal σ < λ, the following are equivalent:
(1) =⇒ ( (4) =⇒ (1): By P(λ + , 2, ⊑ χ , 1, {λ + }, 2, 0, E λ ), we have ♦(λ + ), and hence CH λ holds. ⊟ λ,≥χ follows using Lemma 4.1.
Corollary 4.5. For every singular cardinal λ and any infinite regular cardinal χ < λ, the following are equivalent:
Proof. The forward implication follows from Theorem 4.2(3). The backward implication follows from Corollary 4.4.
By [She79, Claim 27], if χ is a supercompact cardinal, then for every singular cardinal λ of cofinality < χ, very weak forms of λ (such as * λ and even AP λ ) fail. In contrast, we have the following. Corollary 4.6. Relative to the existence of a supercompact cardinal, it is consistent that there exists a supercompact cardinal χ such that P(λ + , 2, ⊑ χ , λ + , {E λ + ω }, 2, σ, E λ ) holds for every σ < λ, where λ := χ +ω .
Proof. Start with a model where χ is a Laver-indestructible supercompact cardinal [Lav78] , and CH λ holds for λ = χ +ω . Denote by Q(χ, λ) the collection of all partial functions p . . .
• dom(p) is a bounded subset of λ + with some maximal element, which we denote by m(p);
-p(α) is a club subset of α of order-type ≤ λ; -ifᾱ ∈ acc(p(α)), thenᾱ ∈ dom(p), and p(ᾱ) = p(α) ∩ᾱ. We consider Q(χ, λ) as a notion of forcing where for p, q ∈ Q(χ, λ), q extends p iff q ⊒ p.
By CH λ , we have |Q(χ, λ)| = λ + . By virtually the same proof of [CFM01, Lemma 6.1], Q(χ, λ) is (λ + 1)-strategically closed. Thus, altogether Q(χ, λ) preserves cofinalities.
Proof. We have already noticed that V Q(χ,λ) is a λ-distributive forcing extension of V , and so V Q(χ,λ) |= CH λ . Thus, in light of Theorem 4.2, it suffices to prove that Q(χ,λ) ⊟ λ,≥χ . That is, it suffices to prove that D α := {p ∈ Q(χ, λ) | m(p) ≥ α} is dense for all α < λ + . We do so by induction: ◮ D 0 = Q(χ, λ), which is clearly dense. ◮ Suppose that α < λ + and D α is dense. We shall show that D α+1 is dense. Given p ∈ Q(χ, λ), we may assume that p ∈ D α . Now, let
. ◮ Suppose that α < λ + is a nonzero limit ordinal and D β is dense for all β < α. Let p ∈ Q(χ, λ) be arbitrary. Fix a function f : cf(α) → α whose image is cofinal in α. Clearly, dom(f ) ≤ λ. Now, since Q(χ, λ) is (λ + 1)-strategically closed, use the winning strategy of player II to play a game of length dom(f ) + 1, producing an increasing sequence of conditions p j | j < dom(f ) + 1 so that p 1 ≥ p and
Proof. Suppose that D ⊆ Q(χ, λ) is a directed family of size < χ. So, for all p, q ∈ D, we know that p ∪ q is a condition. Let d := D. If dom(d) has a maximal element, then d ∈ Q(χ, λ), and we are done. Otherwise, for all α < δ := sup(dom(d)), we may pick p α ∈ D such that m(p α ) > α, which must mean that cf(δ) ≤ |D| < χ. So d ∪ {(δ + ω, (δ, δ + ω))} is a legitimate condition that serves as a bound to all elements in D.
So χ remains supercompact in the extension.
Lemma 4.7. Suppose that χ < cf(κ) = κ are infinite cardinals, and P − (κ, 2, ⊑ χ ) holds. Then every stationary subset of E κ ≥χ may be partitioned into κ-many pairwise disjoint stationary sets such that no two of them reflect simultaneously.
Proof. Let C α | α < κ be a witness to P − (κ, 2, ⊑ χ ). Suppose that Γ is some stationary subset of E 
Claim 4.7.1. There exists i < κ such that G τ i is stationary for all τ < κ.
Proof. Suppose not. Then there exists a function f :
⊆ δ}, which is club in κ, and put S := {β ∈ Γ | otp(C β ) = β}. By the first and third triangular bullets in the proof of [Rin14a, Claim 3.2.1], the set B := {β ∈ acc(D) ∩ S | D ∩ β C β } must be empty, and acc(D) ∩ S must be cofinal in κ.
By B = ∅, for every α < β both in acc(D) ∩ S, we have D ∩ β ⊆ C β , so that α ∈ acc(D) ∩ β ⊆ acc(C β ) and hence C α ⊑ χ C β . As otp(C β ) = β ≥ χ for all β ∈ S, we infer that {C δ | δ ∈ acc(D) ∩ S} is a ⊑-chain, converging to the club C := {C δ | δ ∈ acc(D) ∩ S}. Write A := acc(C), which is club in κ. As C α | α < κ witnesses P − (κ, 2, ⊑ χ ), let us pick some β ∈ A such that sup(A ∩ nacc(C β )) = β. By β ∈ acc(C), we know that β ∈ acc(C δ ) for some δ ∈ acc(D) ∩ S, and then
Let i < κ be given by the preceding claim. Denote
Note that if sup(Θ) < κ, then a pressing down argument would contradict the choice of i. Thus, {H τ | τ ∈ Θ} is a partition of a subset of Γ into κ-many pairwise disjoint stationary sets. Let {S j | j < κ} be a partition of Γ such that |S j ∆ H Θ(j) | ≤ 1 for all j < κ. Let j 0 < j 1 < κ be arbitrary. Towards a contradiction, suppose that there exists some δ < κ such that S j0 ∩ δ and S j1 ∩ δ are both stationary. Let ℓ < 2. Write
Altogether, τ 0 = C δ (i) = τ 1 , contradicting the fact that τ 0 < τ 1 .
The coherence relation λ ⊑
In this section, we deal with the coherence relation λ ⊑. Of course, this relation is of particular interest where used in the context of P(λ + , µ, λ ⊑, . . . , E λ ), because E λ ensures that all accumulation points of all involved clubs would then have cofinality < λ, therefore yielding λ ⊑-coherence for free. But this relation is also useful in the absence of E λ . For instance, in [BR15] , a λ-complete λ-free λ + -Souslin tree was constructed assuming λ <λ = λ and P(λ
). Theorem 5.1. Suppose that λ is any infinite cardinal, and S ⊆ λ + is stationary.
Proof. Clause (2) follows from Clause (1) together with the equivalence (1) ⇐⇒ (2) of Fact 7.5. Thus, let us prove Clause (1).
(a) =⇒ (b): Let X α | α ∈ S be as in Definition 7.4. Let C α := X α ∪acc + (X α ) for all limit α ∈ S. Let C α be a club subset of α of order-type cf(α) for all limit α ∈ λ + \ S. Let C α+1 := {α} for all α < λ + . For all limit α < λ + , it is clear that C α is a club subset of α of order-type cf(α) ≤ λ.
To see that C α | α < λ + witnesses P − (λ + , 2, λ ⊑, 1, {S}, 2, λ, E λ ), fix an arbitrary cofinal subset A 0 of λ + and some club D ⊆ λ + . Define f : λ + → λ + by recursion over α < λ + : • f (0) := min(A 0 ); and
) + 1)) + 1)). Write X := Im(f ). Then X is a cofinal subset of A 0 (thus also of λ + ) and has the property that for all β < γ in X, the ordinal-interval (β, γ) contains an element from D. Pick a limit α ∈ S such that sup(X α \ X) < α. In particular, α ∈ acc + be a witness to P − (λ + , 2, λ + ⊑, 1, {S}, 2, λ + ). For all limit α ∈ S, let X α be a cofinal subset of nacc(C α ) of order-type cf(α). For successor α ∈ S, choose X α arbitrarily. Then X α | α ∈ S witnesses ♣ w (S).
Notice that likewise, if S is a stationary subset of an inaccessible cardinal κ, then ♣ w (S) ⇐⇒ P − (κ, 2, κ ⊑, 1, {S}, 2, κ), and ♦(S) ⇐⇒ P(κ, 2, κ ⊑, 1, {S}, 2, κ).
Lemma 5.2. Suppose that λ is an uncountable cardinal, and S is a stationary subset of E λ + cf(λ) . Then the following are equivalent:
(1) λ − S holds; (2) There exist sequences C δ | δ ∈ S and A β | β < λ + such that: (a) for all δ ∈ S, C δ is a club subset of δ of order-type λ; (b) for every club D ⊆ λ + , every subset A ⊆ λ + , and every infinite regular σ < λ with σ = cf(λ), there exist stationarily many δ ∈ S for which:
(2) =⇒ (1): Let C δ | δ ∈ S and A β | β < λ + be as in (2) . Let δ ∈ S be arbitrary. Put
We commence by proving that P(λ) ⊆ {A δ i+1 | δ ∈ S, i < λ}, thus establishing that CH λ holds. Let A ⊆ λ be arbitrary. In particular, A ⊆ λ + , so we can fix δ ∈ S above λ such that B := {i < λ | A ∩ (C δ (i + 1)) = A δ i+1 } is cofinal in λ. Then {C δ (i + 1) | i ∈ B} is cofinal in C δ and therefore in δ, so we can choose i ∈ B such that λ < C δ (i + 1) < δ. Since A ⊆ λ and i ∈ B, it follows that A = A ∩ (C δ (i + 1)) = A δ i+1 . By CH λ , λ > ℵ 0 and Fact 7.2, let us fix a sequence A β | β < λ + such that for every A ⊆ λ + and every infinite regular σ < λ with σ = cf(λ), the set {β ∈ E λ + σ | A ∩ β = A β } is stationary. Let δ ∈ S be arbitrary. Define d δ : C δ → δ by setting, for every β ∈ C δ :
δ is a club subset of δ of order-type λ, and acc(C 
+ be an arbitrary cofinal set. Let D := acc + (Z), which is club in λ + , and let A := Z. From the fact that C δ | δ ∈ S and A δ i | δ ∈ S, i < λ witness λ − S , we obtain stationarily many δ ∈ S such that otp(H) = λ, where 
Since χ is uncountable,
<χ , so (using the fact that C 
Invoking CH λ , let {h β | β < λ + } be some enumeration of λ λ + . For all δ ∈ S and i < λ, define g
<χ by stipulating:
Claim 5.3.2. There exists i < λ such that for every function f : λ + → λ + and every club D ⊆ λ + , there exist some δ ∈ S with
Proof. Suppose not, and pick, for every i < λ, a counterexample (f i , D i ). Define f : λ + → λ + by letting for all α < λ + :
⊆ δ}, which is club in λ + . Using Claim 5.3.1, pick δ ∈ S and i < λ such that
Consider an arbitrary α ∈ ∆, and let Consider an arbitrary δ ∈ S. Let g δ : δ → <χ δ be such that for every α < δ, g δ (α) is a surjection from some cardinal < χ to the set {β ∈ g i δ (α) | sup(X β α ) = α}. As otp(C δ ) = λ, we have
λ , let us define a strictly increasing and continuous function ϕ δ,α : (dom(g δ (α)) + 1) → α such that:
• ϕ δ,α (0) := sup(C δ ∩ α), and
Finally, put
Clearly, D δ is a club in δ of order-type λ. By CH λ , λ > ℵ 0 and Fact 7.2, let us fix a sequence A γ | γ < λ + such that for every A ⊆ λ + and every infinite regular σ < λ, the set {γ ∈ E
For every club D ⊆ λ + , every subset A ⊆ λ + , and every infinite regular σ < λ, there exist stationarily many δ ∈ S for which:
which is club. By the choice of i, we may find some δ ∈ S such that ∆ :
, and since α ∈ ∆, we have
Since cf(δ) = λ, it now follows from Lemma 5.2 that λ − S holds.
Theorem 5.4. Suppose that λ is an uncountable cardinal, and
Proof. By Lemma 5.2, ♦(λ + ) holds, and so it suffices to establish P − (λ + , 2, λ ⊑, λ + , {S}, 2, σ, E λ ). Let C δ | δ ∈ S and A β | β < λ + be given by Lemma 5.2(2). Let σ < λ be an arbitrary infinite regular cardinal. By replacing σ with σ + if necessary, we may assume that σ = cf(λ) (and still σ < λ). Fix a bijection π : λ + × λ + ↔ λ + , and let E := {γ < λ + | π[γ × γ] = γ} denote its club of closure points.
Let D 0 := ∅, and for every δ < λ + , let D δ+1 := {δ}. For every δ ∈ acc(λ + ) \ S, let D δ be an arbitrary club subset of δ of order-type cf(δ).
Next, let δ ∈ S be arbitrary. Define
Define o δ : nacc(C δ ) → λ by letting for all γ ∈ nacc(C δ ):
. Fix a surjection f δ : λ → δ such that the preimage of any singleton is cofinal in λ, and then define g δ : nacc(C δ ) → δ by letting for all β ∈ nacc(C δ ): 
Proof. As otp(D δ ) ≤ λ for all δ < λ + , the verification of λ ⊑ becomes trivial. Now, given a sequence X i | i < λ + of cofinal subsets of λ + , we shall seek stationarily many δ ∈ S such that for every i < δ,
Consider the club D := E ∩ △ i<λ + (acc + (X i )), and the set A := {π(i, τ ) | i < λ + , τ ∈ X i }. Then, the set G of all δ ∈ S such that
Let δ be an arbitrary element of the stationary set G. Let us first show that
Thus, for all i, γ < β, there is some τ ∈ X i ∩ (β \ γ), so that π(i, τ ) ∈ A, and (since
Finally, let i, η < δ be arbitrary. We shall find
Corollary 5.5. For every regular uncountable cardinal λ and stationary S ⊆ E λ + λ , the following are equivalent:
(1) λ
Proof. 
Given a club D ⊆ λ + , a subset A ⊆ λ + , and an infinite regular σ < λ, the set
Hence, there exist stationarily many δ ∈ S such that otp(nacc(C δ ) ∩ Z) = λ, as sought.
Theorem 5.6. Suppose that λ is an infinite cardinal, and S ⊆ E λ + cf(λ) is stationary. If ♦(S) holds, then so does P(λ + , 2, λ ⊑, λ + , {S}, 2, σ, E λ ) for every ordinal σ < λ.
Proof. Recalling Theorem 3.7, we may assume that λ is uncountable. For regular cardinals σ < λ, we could have simply used Fact 7.9 together with Theorem 5.4, but let us a give a proof that works for all cases.
Let λ be an arbitrary uncountable cardinal, and let σ < λ be some nonzero ordinal. By ♦(S), we have ♦(λ + ), and it remains to establish P
Of course, we may assume that X α and Y α are subsets of α. Denote
Let D 0 := ∅ and D α+1 := {α} for all α < λ + . Next, for every nonzero limit α < λ + , we do the following. If there exists a club D α in α of order-type λ such that nacc(D α ) ⊆ H α , we let D α be such a club. Otherwise, we let D α be any club subset of α of order-type cf(α). Just as in Theorem 3.6, write χ := ω · λ. Of course, since we have assumed λ is uncountable, it follows that χ = λ.
Claim 5.6.1.
(1) for every limit α < λ + , D α is a club in α of order-type ≤ χ; (2) ifᾱ ∈ acc(D α ), then Dᾱ λ ⊑ D α ; (3) for every subset X ⊆ λ + and club E ⊆ λ + , there exists a limit α ∈ S such that otp(D α ) = χ and
(2) follows from (1) and the fact that χ = λ.
By applying our diamond sequence to X and Y := E ∩ S, we find that G is a stationary subset of λ + , being the intersection of the club set E with a stationary set. Thus, in particular, Z := {α < λ + | otp(G ∩ α) = α is divisible by λ} is club in λ + , and it follows that G ∩ Z is stationary in λ
Since cf(α) = cf(λ) and α = otp(H α ) is divisible by λ, it follows that D α is a club of order-type λ such that nacc(D α ) ⊆ H α ⊆ G. Then, as in Claim 3.5.2, it follows that nacc(D α ) ⊆ G, as well as otp(D α ) = λ, giving the required result. Now, continue with the very same construction of Theorem 3.6 to get a sequence C α | α < λ + such that C α is a club in α of order-type ≤ λ, and for every sequence A δ | δ < λ + of cofinal subsets of λ
Theorem 5.7. Suppose that λ is a given uncountable cardinal.
Proof. This is the same proof as of Theorem 3.14. Only this time, we do not have to care about coherence.
6. The coherence relation χ ⊑ * A construction of a Souslin tree using the relation χ ⊑ * may be found in [BR16] .
Lemma 6.1. Suppose that ⊟ λ,≥χ + CH λ holds for given infinite regular cardinals χ < λ.
, and sequences c γ | γ ∈ Γ , C γ | γ < λ + , and X β | β < λ + that satisfy the following:
then c γ is a club in γ with otp(c γ ) ≤ λ; (4) if γ ∈ Γ andγ ∈ acc(c γ ), thenγ ∈ Γ \ S, cγ = c γ ∩γ, and Cγ = C γ ∩γ; (5) for every subset X ⊆ λ + and every club D ⊆ λ + , there exists some
Proof. This is the argument of [KS93, Theorem 3], modulo various adjustments. By applying Lemma 4.1 with S = E λ + χ and η = λ, let us fix a sequence c γ | γ ∈ Γ and a stationary subset
• if γ ∈ Γ, then c γ is a club subset of γ of order-type ≤ λ;
• if γ ∈ Γ andγ ∈ acc(c γ ), thenγ ∈ Γ \ S ′ and cγ = c γ ∩γ;
• for every club D ⊆ λ + , there exist stationarily many γ ∈ E holds. We shall use ♦(S ′ ) to guess subsets of ω × λ + (rather than subsets of λ + ). More specifically, we fix a matrix X = X n β | n < ω, β < λ + such that for every sequence X n | n < ω of subsets of λ + , there exist stationarily many β ∈ S ′ such that n<ω X n β = X n ∩ β. We now attempt to construct, recursively, sequences S n | n < ω and C n γ | γ < λ + | n < ω satisfying the following properties for all n < ω and all nonzero limit ordinals γ < λ + : 
Thus, it is clear that S 0 and C 0 γ | γ < λ + satisfy the above properties. Now, fix n < ω, and suppose that S n and C n γ | γ < λ + have been constructed to satisfy the above properties. It is clear that S n , c γ | γ ∈ Γ , C n γ | γ < λ + , and X n β | β < λ + satisfy properties (1)-(4) of the conclusion of the lemma. If property (5) is satisfied as well, then the lemma is proven and we abandon the recursive construction at this point.
Otherwise, there must exist a subset X n ⊆ λ + and a club
where we define: |γ < γ has already been defined, we let ) be arbitrary. We address the two possible cases.
◮ Suppose thatγ ∈ S n+1 . Since S n+1 ⊆ S n and (by the previous step of the recursion) acc(C n γ )∩S n = ∅, we get fromγ ∈ acc(C ) ∩ S n+1 = ∅ for all β < γ, and hence it must be the case thatγ = β. Soγ ∈ nacc(C n γ ) \ S n+1 , contradicting the fact that
. Soγ < β, and β contradicts the minimality of γ.
If we reach the end of the above recursive process, then we are equipped with a sequence ( C n γ | γ < λ + , S n , D n , X n ) | n < ω , from which we shall derive a contradiction. The set n<ω D n is club in λ + . Thus, by the choice of X, the following set must be stationary:
Thus, acc + (S ′′ ) is a club in λ + , and we may pick γ ∈ E
Proof. Fix any n < ω, and suppose β ∈ S n+1 ∩ (γ * , γ). Then β ∈ S n+1 ⊆ S n . By Clause (e) of the recursion, it follows that β / ∈ acc(C n γ ). But also β > γ * ≥ γ n , so that β / ∈ nacc(C n γ ) ∩ S n+1 , and it follows that β / ∈ nacc(C n γ ). Thus, altogether, β / ∈ C n γ .
Since S ′′ ∩ γ is cofinal in γ, let us pick β ∈ S ′′ ∩ (γ * , γ) above min(c γ ). For all n < ω, let β n := min(C n γ \ β). As {C n γ | n < ω} is an increasing chain, β n | n < ω is weakly decreasing, and hence stabilizes. Fix n < ω such that β n = β n+1 . Since β ∈ S ′′ ⊆ S n+1 , Claim 6.1.2 gives β / ∈ C n γ , so that β n > β. In particular, β n = min(C n γ \ (β + 1)), so that β n ∈ nacc(C n γ ). By Claim 6.1.2 again and γ > β n > β > γ * , it follows that β n ∈ nacc(C n γ ) \ S n+1 . Recalling that also
and by β n = min(C n γ \ β), we have sup(C n γ ∩ β n ) ≤ β, and hence
Since β < β n , it follows that β n+1 = min(C n+1 γ \ β) = min(C n+1 βn \ β) < β n , contradicting the choice of n.
Corollary 6.2. Suppose that ⊟ λ,≥χ + CH λ holds for given infinite regular cardinals χ < λ. Then both of the following hold:
As λ is uncountable, Fact 7.2 entails ♦(λ + ), so that we only need to establish the corresponding P − (. . . ) principles of Clauses (1) and (2).
Let S ⊆ E λ + χ along with sequences C β | β < λ + and X β | β < λ + be given by Lemma 6.1. We may assume that X β ⊆ β for all β < λ + .
(1) We shall define a sequence C
. First, for all limit β < λ + let D β be some club in β of order-type cf(β), with the additional constraint that if sup(X β ) = β, then nacc(D β ) ⊆ X β . Then, for all limit α < λ + , let
It is clear that C
• α is a club subset of α. Define C
• α , we consider two possibilities:
≥χ \ S, then there are three cases to consider: -Ifᾱ ∈ acc(C α ), then by Clause (2) of Lemma 6.1 we haveᾱ / ∈ S and Cᾱ χ ⊑ * C α . If cf(ᾱ) < χ then we automatically have C so that sup(Z) = α. Since Z ⊆ E and E is club, it follows that α ∈ acc + (E) ⊆ E. Since S ⊆ E λ + χ and χ < λ = cf(α), we clearly have α ∈ E λ + ≥χ \ S. Now, consider any β ∈ Z, and let β − := sup(C α ∩ β). Since β ∈ nacc(C α ) ∩ S, it follows that β − ∈ C α ∩ β and D β ∩ (β − , β) = C (1) C α is a club in α for all α ∈ E + with the property that for every sequence A i | i < λ of subsets of λ + , and every regular θ < λ, the following set is stationary:
We shall construct D α ⊆ α for every α < λ + , as follows: First, let D α+1 = {α} for all α < λ + . Then, consider any limit α ∈ E Claim 6.3.1. For all regular cardinals σ, θ < λ and every sequence A i | i < θ of cofinal subsets of λ + , there exist stationarily many α ∈ E λ + λ such that for all i < θ:
Proof. By increasing σ and θ if necessary, we may assume that σ = θ is an infinite regular cardinal.
Given A i | i < θ and a club E ⊆ λ + , consider the stationary set 16 See [Kun80] for the definition of ♦ − (S) and the proof that it implies ♦(S).
Appendix: Combinatorial Principles
Definition 7.1 (Jensen, [Jen72] ). For a regular uncountable cardinal κ, and a stationary subset S ⊆ κ, ♦(S) asserts the existence of a sequence Z β | β ∈ S such that • Z β ⊆ β for every β ∈ S;
• for every Z ⊆ κ, the set {β ∈ S | Z ∩ β = Z β } is stationary in κ. (1) CH λ ; (2) ♦(S). In particular, CH λ is equivalent to ♦(λ + ) for every uncountable cardinal λ.
• [Rin11b, Theorem 2.5] ♦(S) entails − (χ, S) for all uncountable cardinals χ ≤ λ; • [Rin11b, Theorem 2.4] if χ < λ is an uncountable cardinal or χ = λ is a successor cardinal, then − (χ, S) + CH λ entails T S for every stationary T ⊆ λ.
We now introduce a variation of T S that makes sense also in the context of λ singular.
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Definition 7.10. Suppose that λ is an infinite cardinal, T is a cofinal subset of λ, and S is a stationary subset of E λ + cf(λ) . T − S asserts the existence of a sequence C δ | δ ∈ S and a matrix A δ i | δ ∈ S, i < λ such that:
(1) for all δ ∈ S, C δ is a club subset of δ of order-type λ; (2) for every club D ⊆ λ + and every subset A ⊆ λ + , there exist stationarily many δ ∈ S for which:
otp({i ∈ T | C δ (i + 1) ∈ D & A ∩ (C δ (i + 1)) = A δ i+1 }) = λ. Definition 7.11 (Jensen, [Jen72] ). For an infinite cardinal λ, λ asserts the existence of a sequence C α | α < λ + such that:
• C α is a club in α for all limit α < λ + ; • ifᾱ ∈ acc(C α ), then Cᾱ = C α ∩ᾱ;
• otp(C α ) ≤ λ for all α < λ + .
We now give three variations of the preceding. The first one is essentially due to Baumgartner (cf., [AC00, §2.2]).
Definition 7.12. For infinite cardinals χ ≤ λ, ⊟ λ,≥χ asserts the existence of a sequence C α | α ∈ E λ + ≥χ such that:
• C α is a club in α for all α ∈ E λ + ≥χ ; • C α ∩ γ = C β ∩ γ for all α, β ∈ E λ + ≥χ and γ ∈ acc(C α ) ∩ acc(C β );
• otp(C α ) ≤ λ for all α ∈ E λ + ≥χ . Definition 7.13 (Todorcevic, [Tod87] ). For a regular uncountable cardinal κ, (κ) asserts the existence of a sequence C α | α < κ such that:
• C α is a club in α for all limit α < κ;
• ifᾱ ∈ acc(C α ), then Cᾱ = C α ∩ᾱ;
• there exists no club C ⊆ κ such that C α = C ∩ α for all α ∈ acc(C).
Definition 7.14 (Rinot, [Rin14b] ). For an uncountable cardinal λ, ♣ λ asserts the existence of a λ -sequence C α | α < λ + having the following additional feature. For every sequence A i | ι < λ of cofinal subsets of λ + , every limit ordinal θ < λ, and every club D ⊆ λ + , there exists some limit ordinal α < λ + such that:
(i) otp(C α ) = θ; (ii) C α (i + 1) ∈ A i for all i < θ; (iii) for every i < θ there is some β ∈ D such that C α (i) < β < C α (i + 1).
Fact 7.15 (Rinot, [Rin14b] ). For every uncountable cardinal λ, λ + CH λ entails ♣ λ .
Definition 7.16 (Gray, [Gra80] ). For a regular uncountable cardinal λ, ♦ λ asserts the existence of a sequence (D α , X α ) | α < λ + such that:
(1) for every limit α < λ + , D α is a club in α of order-type ≤ λ, and X α ⊆ α; (2) ifᾱ ∈ acc(D α ), then D α ∩ᾱ = Dᾱ and X α ∩ᾱ = Xᾱ; (3) for every subset X ⊆ λ + and club E ⊆ λ + , there exists a limit α < λ + with cf(α) = λ such that X ∩ α = X α and acc(D α ) ⊆ E.
We take the liberty of generalizing the preceding, as follows. 
