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Abstract
The alternating direction method of multipliers (ADMM) is a most widely used opti-
mization scheme for solving linearly constrained separable convex optimization problems.
The convergence of the ADMM can be guaranteed when the dual step length is less than
the golden ratio, while plenty of numerical evidence suggests that even larger dual step
length often accelerates the convergence. It has also been proved that the dual step
length can be enlarged to less than 2 in some special cases, namely, one of the separable
functions in the objective function is linear, or both are quadratic plus some additional
assumptions. However, it remains unclear whether the golden ratio can be exceeded in the
general convex setting. In this paper, the performance estimation framework is used to
analyze the convergence of the ADMM, and assisted by numerical and symbolic compu-
tations, a counter example is constructed, which indicates that the conventional measure
may loose monotonicity as the dual step length exceeds the golden ratio, ruling out the
possibility of breaking the golden ratio within this conventional analytic framework.
Keywords: Alternating direction method of multipliers, golden ratio, performance esti-
mation framework, semidefinite programming.
1 Introduction
We consider linearly constrained separable convex optimization problem of the form
min
{
f(x) + g(y) | Ax+By = b, x ∈ Rn1 , y ∈ Rn2}, (1.1)
where f : Rn1 → R ∪ {+∞} and g : Rn2 → R ∪ {+∞} are extended real-valued closed proper
convex functions, A ∈ Rm×n1 , B ∈ Rm×n2 and b ∈ Rm. Throughout this paper, we let ∂f and
∂g be the subdifferential operators of f and g, respectively, and let ‖ ·‖ be the `2 norm induced
by the dot inner product 〈u, v〉 := uT v, where u and v are column vectors of the same length.
We assume that the solution set of (1.1) is nonempty. Furthermore, constraint qualification
holds so that (x∗, y∗) ∈ Rn1 ×Rn2 is a solution of (1.1) if and only if there exists z∗ ∈ Rm such
that (x∗, y∗, z∗) is a KKT point, i.e., (x∗, y∗, z∗) ∈ Ω∗, where
Ω∗ := {(x∗, y∗, z∗) ∈ Rn1×Rn2×Rm | AT z∗ ∈ ∂f(x∗), BT z∗ ∈ ∂g(y∗), Ax∗+By∗ = b}. (1.2)
Let the augmented Lagrangian function of (1.1) be given by
Lβ(x, y, z) = f(x) + g(y)− zT (Ax+By − b) + β
2
‖Ax+By − b‖2,
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where β > 0 is the penalty parameter and z ∈ Rm is the dual variable (or Lagrange multiplier).
The alternating direction method of multipliers (ADMM) was originally proposed in [12, 9] for
solving elliptic partial differential equations and nonlinear variational problems. It solves (1.1)
via 
xk+1 = arg minx Lβ(x, y
k, zk),
yk+1 = arg miny Lβ(x
k+1, y, zk),
zk+1 = zk − γβ(Axk+1 +Byk+1 − b),
(1.3)
for k = 0, 1, 2, . . ., where y0 ∈ Rn1 and z0 ∈ Rm are given initial points and γ > 0 is a dual
step length. Equivalently, the iterative scheme (1.3) can be restated as
AT [zk − β(Axk+1 +Byk − b)] ∈ ∂f(xk+1),
BT [zk − β(Axk+1 +Byk+1 − b)] ∈ ∂g(yk+1),
zk+1 = zk − γβ(Axk+1 +Byk+1 − b).
(1.4)
Due to its efficiency, scalability, versatility and robustness, the ADMM has become an impor-
tant algorithmic tool for solving modern convex optimization problems with desirable struc-
tures. During the last decade, the ADMM has achieved enormous popularity in solving a large
number of well structured optimization problems arising from various applications including
signal and image processing, engineering, statistics, machine learning and big data analysis,
and so on. We refer to [1] and the references thereof for a sample of modern applications of
the ADMM.
The convergence of the ADMM has been studied ever since it was invented [12, 9]. Nowa-
days, the convergence and rate of convergence of ADMM are well understood from both per-
spectives of the augmented Lagrangian and the fixed point theory of non-expansive operators
due to the connections to the Douglas-Rachford operator splitting method [8] and the proximal
point method [4]. Interested reader is referred to [5] for a recent survey of ADMM from the
perspective of fixed-point theory of nonexpansive operators and [11] for a historical perspective
on ADMM.
The focus of this paper is about the dual step length γ, which plays an important role
in practical computations. It was firstly shown by Fortin and Glowinski [7] that under some
assumptions the ADMM converges for γ ∈ (0, (√5 + 1)/2), while numerical evidence has
been observed in [25] showing that even larger values of γ usually lead to faster convergence.
Therefore, it is of both theoretical and practical importance to study the possibility of breaking
the restriction of the golden ratio on γ. Indeed, this has been pointed out as an open question
in [10, Remark 5.1]. In the pioneering work [9], Gabay and Mercier showed that the ADMM
converges for the broader region γ ∈ (0, 2) when g is linear. When both f and g are convex
quadratic, it was recently shown in [21] that ADMM converges for γ ∈ (0, 2) if some additional
conditions are satisfied. However, it remains unclear if the golden ratio can be exceeded in the
general convex setting.
Let (x∗, y∗, z∗) ∈ Ω∗ be a KKT point of (1.1). A conventional measure for establishing
convergence of ADMM in the case γ ∈ (1, (√5 + 1)/2)) is
Rk := ‖zk − z∗‖2 + γβ2‖B(yk − y∗)‖2 + (γ − 1)β2‖Axk +Byk − b‖2. (1.5)
In fact, Fortin and Glowinski [7, Eqs. (5.26) and (5.27)] essentially showed that Rk is mono-
tonically decreasing when (xk, yk, zk) /∈ Ω∗, which, together with some additional conditions,
leads to the convergence of ADMM for γ ∈ (1, (√5 + 1)/2)). A similar analysis is given in [14,
Theorem 1] and an extension to the semi-proximal ADMM can be found in [6, Theorem B.1].
In this paper, we study the possibility of breaking the golden ratio restriction on γ using the
idea of performance estimation proposed by Drori and Teboulle [2, 3]. Assisted by numerical
2
and symbolic computations, we show that in the worst case the measure Rk defined in (1.5)
fails to be monotonically decreasing for γ > (
√
5 + 1)/2, ruling out the possibility of extending
γ beyond the golden ratio within this analytic framework.
The paper is organized as follows. We formulate in section 2 the performance estimation
problem, which is then equivalently reformulated in section 3 as a semidefinite programming
problem (SDP). A particular rank two feasible solution of the SDP is constructed in section
4, which indicates that the conventional measure Rk defined in (1.5) fails to be monotonically
decreasing for γ > (
√
5 + 1)/2. Finally, some concluding remarks are given in section 5.
2 Performance estimation
In the performance estimation framework, the tight worst case performance of a specific al-
gorithm designed for solving a particular class of problems is first represented as an infinite
dimensional nonconvex optimization problem, which is then reduced to a finite dimensional
nonconvex optimization problem by using ceratin interpolation conditions, and finally an equiv-
alent SDP is formulated by a semidefinite lifting technique. Pioneered by Drori and Teboulle
[2, 3], the performance estimation idea has recently attracted a significant amount of atten-
tion. It has been applied to study the worst case convergence rates of various optimization
algorithms, see the recent works by Kim and Fessler [15, 16] and Taylor and his collaborators
[24, 23]. Besides deterministic algorithms, the performance estimation idea has also been ex-
tended in [22] to analyze stochastic first order algorithms. Furthermore, it has been extended
by Ryu et al. [19] to study operator splitting methods for monotone inclusion problems. See
also our recent analysis of the proximal point algorithm within this framework [13].
Let the measure Rk be defined in (1.5) and (xk+1, yk+1, zk+1) be generated via the ADMM
scheme (1.3) or (1.4) from (xk, yk, zk). The worst case value of Rk+1 is represented as the
following performance estimation problem (PEP)
sup
{
Rk+1
∣∣∣∣ f and g are closed proper convex, (x∗, y∗, z∗) ∈ Ω∗, Rk = 1,(xk+1, yk+1, zk+1) is generated via (1.3) from (xk, yk, zk)
}
. (2.1)
Here, the optimization variables are (f, g, A,B, b), (x∗, y∗, z∗), (xk, yk, zk), (xk+1, yk+1, zk+1)
and β. The constraint Rk = 1 is a normalization condition. It is clear that (2.1) is infinite
dimensional, nonconvex and too complicated to be solved directly. The attractive feature of
performance estimation is that (2.1) can be equivalently reformulated as a finite dimensional
convex SDP through a series of reductions and transformations, which we explain next.
2.1 Invariance with β
Assume that the supremum (2.1) is attained for some β > 0 together with (f, g, A,B, b) and
others. In case β 6= 1, we let (f¯ , g¯, A¯, B¯, b¯) := (βf, βg, βA, βB, βb) and consider
min
{
f¯(x) + g¯(y) | A¯x+ B¯y = b¯, x ∈ Rn1 , y ∈ Rn2}, (2.2)
which is clearly equivalent to (1.1). Note that applying the ADMM to (1.1) with β > 0 is
equivalent to applying the ADMM to (2.2) with β = 1. Furthermore, Ω∗ given in (1.2) can be
rewritten as
Ω∗ = {(x∗, y∗, z∗) | A¯T z∗ ∈ ∂f¯(x∗), B¯T z∗ ∈ ∂g¯(y∗), A¯x∗ + B¯y∗ = b¯}.
Finally, β can also be absorbed in both the constraint Rk = 1 and the objective function Rk+1,
e.g., the constraint function Rk can be represented as
Rk = ‖zk − z∗‖2 + γ‖B¯(yk − y∗)‖2 + (γ − 1)‖A¯xk + B¯yk − b¯‖2.
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This implies that the supremum in (2.1) is also attained for β = 1 together with (f¯ , g¯, A¯, B¯, b¯)
and others. Thus, we may restrict β to 1 without affecting the supremum.
2.2 Transform x∗, y∗ and b to 0
Let (x∗, y∗) be an optimal solution of (1.1). Since Ax∗ + By∗ = b, by transformations of
variables x¯ = x− x∗ and y¯ = y − y∗, we can represent (1.1) as
min
{
f¯(x¯) + g¯(y¯) | Ax¯+By¯ = 0, x¯ ∈ Rn1 , y¯ ∈ Rn2}, (2.3)
where f¯(x¯) := f(x¯ + x∗) = f(x) and g¯(y¯) := g(y¯ + y∗) = g(y). Similarly, we can apply the
same change of variables to the ADMM scheme (1.4), the set of KKT points Ω∗, the constraint
Rk = 1 and the objective function Rk+1. Now, the reformulated problem (2.3) has an optimal
solution (x¯∗, y¯∗) = (0, 0). Therefore, without affecting the supremum, in the rest of this paper
we may always assume (x∗, y∗) = (0, 0) and b = 0.
Recall that we already assumed β = 1. Then, problem (1.1), the set of KKT points Ω∗ in
(1.2) and the constraint function Rk in (1.5) can be simplified to
min
{
f(x) + g(y) | Ax+By = 0, x ∈ Rn1 , y ∈ Rn2},
Ω∗ = {(0, 0, z∗) | AT z∗ ∈ ∂f(0), BT z∗ ∈ ∂g(0)},
Rk = ‖zk − z∗‖2 + γ‖Byk‖2 + (γ − 1)‖Axk +Byk‖2.
(2.4)
Furthermore, (1.4) becomes
AT [zk − (Axk+1 +Byk)] ∈ ∂f(xk+1),
BT [zk − (Axk+1 +Byk+1)] ∈ ∂g(yk+1),
zk+1 = zk − γ(Axk+1 +Byk+1).
(2.5)
2.3 Simplified PEP
In each iteration of the ADMM, xk, yk, and zk are related. By letting k ← k − 1 in (2.5) and
eliminating zk−1, we obtain
BT [zk + (γ − 1)(Axk +Byk)] ∈ ∂g(yk).
With the above discussions, we can equivalently reformulate the PEP (2.1) as
sup

Rk+1
∣∣∣∣∣∣∣∣∣∣∣∣∣
f and g are closed proper convex,
AT z∗ ∈ ∂f(0), BT z∗ ∈ ∂g(0), Rk = 1,
BT [zk + (γ − 1)(Axk +Byk)] ∈ ∂g(yk),
AT [zk − (Axk+1 +Byk)] ∈ ∂f(xk+1),
BT [zk − (Axk+1 +Byk+1)] ∈ ∂g(yk+1),
zk+1 = zk − γ(Axk+1 +Byk+1)

. (2.6)
Now, the optimization variables are (f, g, A,B), z∗, (xk, yk, zk), and (xk+1, yk+1, zk+1). The
equivalence between (2.1) and (2.6) is in the sense that both problems share the same optimal
function value.
3 SDP reformulation
The PEP (2.6) remains infinite dimensional and nonconvex due to the constraint “f and g are
closed proper convex”. In this section, we reformulate it as a finite dimensional convex SDP
by using cyclic monotonicity property of subdifferential operators and semidefinite lifting.
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3.1 Cyclic monotonicity
A set S ⊆ Rn×Rn is said to be cyclic monotone if for any subset {(xi, gi) : i = 1, 2, . . . , p} ⊆ S
it holds that
〈x1 − x2, g1〉+ 〈x2 − x3, g2〉+ . . . 〈xp−1 − xp, gp−1〉+ 〈xp − x1, gp〉 ≥ 0.
Let h be an extended real-valued closed proper convex function on Rn. It is easy to show from
subgradient inequalities that any nonempty subset of ∂h = {(x, g) ∈ Rn × Rn : g ∈ ∂h(x)} is
cyclic monotone. On the other side, if S = {(xi, gi)}qi=1 ⊆ Rn × Rn is cyclic monotone, then
there exists an extended real-valued closed proper convex function h on Rn such that S ⊆ ∂h,
see [18, Theorem 24.8]. It thus follows that (2.6) can be equivalently reformulated as
sup
Rk+1
∣∣∣∣∣∣∣
Rk = 1,
S1 and S2 are cyclic monotone,
zk+1 = zk − γ(Axk+1 +Byk+1)
 , (3.1)
where 
S1 :=
{(
0, AT z∗
)
,
(
xk+1, AT [zk − (Axk+1 +Byk)])},
S2 :=

(
0, BT z∗
)
,(
yk, BT [zk + (γ − 1)(Axk +Byk)]),(
yk+1, AT [zk − (Axk+1 +Byk+1)])
 .
(3.2)
Here, the optimization variables are (A,B), z∗, (xk, yk, zk), and (xk+1, yk+1, zk+1). Again, the
equivalence between (2.6) and (3.1) is in the sense that both problems share the same optimal
function value. Clearly, (3.1) is finite dimensional, yet still nonconvex.
Next, we write out explicitly the set of inequalities characterizing the cyclic monotonicity
of S1 and S2. Since S1 has only two points, cyclic monotonicity reduces to a single inequality,
that is
〈Axk+1, (zk − z∗)− (Axk+1 +Byk)〉 ≥ 0. (3.3)
On the other hand, S2 has three points and its cyclic monotonicity is equivalent to the following
five inequalities
〈Byk, (zk − z∗) + (γ − 1)(Axk +Byk)〉 ≥ 0,
〈Byk+1, (zk − z∗)− (Axk+1 +Byk+1)〉 ≥ 0,
〈Byk −Byk+1, (Axk+1 +Byk+1) + (γ − 1)(Axk +Byk)〉 ≥ 0,
〈Byk+1, −(Axk+1 +Byk+1)− (γ − 1)(Axk +Byk)〉
+〈Byk, (zk − z∗) + (γ − 1)(Axk +Byk)〉 ≥ 0,
〈Byk, (Axk+1 +Byk+1) + (γ − 1)(Axk +Byk)〉
+〈Byk+1, (zk − z∗)− (Axk+1 +Byk+1)〉 ≥ 0.
(3.4)
3.2 Grammian representation
The key observation in the reduction of (3.1) to an SDP is that all the constraints as well as
the objective function are linear in terms of the Grammian matrix X := PTP ∈ S5+ with
P = [Axk, Byk, Axk+1, Byk+1, zk − z∗] ∈ Rm×5,
where S5+ denotes the set of real symmetric positive semidefinite matrices of dimension 5. Let
ei ∈ R5 be the ith unit vector, i = 1, . . . , 5. For u, v ∈ Rm, we define
S(u, v) := (uvT + vuT )/2.
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Then, it is easy to show that (3.3) is equivalent to
〈A1, X〉 ≥ 0 with A1 := S(e3, e5 − e3 − e2).
Similarly, the inequalities in (3.4) are respectively equivalent to 〈Ai, X〉 ≥ 0, i = 2, . . . , 6, where
A2 := S(e2, e5 + (γ − 1)(e1 + e2)),
A3 := S(e4, e5 − e3 − e4),
A4 := S(e2 − e4, (e3 + e4) + (γ − 1)(e1 + e2)),
A5 := S(e4,−(e3 + e4)− (γ − 1)(e1 + e2)) + S(e2, e5 + (γ − 1)(e1 + e2)),
A6 := S(e2, (e3 + e4) + (γ − 1)(e1 + e2)) + S(e4, e5 − e3 − e4).
Furthermore, Rk = 1 in (2.4) can be represented as 〈A7, X〉 = 1 with
A7 := S(e5, e5) + γS(e2, e2) + (γ − 1)S(e1 + e2, e1 + e2).
Similarly, we have
Rk+1 = ‖zk+1 − z∗‖2 + γ‖Byk+1‖2 + (γ − 1)‖Axk+1 +Byk+1‖2
= ‖zk − z∗ − γ(Axk+1 +Byk+1)‖2 + γ‖Byk+1‖2 + (γ − 1)‖Axk+1 +Byk+1‖2
= 〈C,X〉,
where 〈C,X〉 := tr(CTX) denotes the trace inner product and
C := S(e5 − γ(e3 + e4), e5 − γ(e3 + e4)) + γS(e4, e4) + (γ − 1)S(e3 + e4, e3 + e4).
3.3 SDP formulation
Now, we are ready to represent (3.1) as the following SDP with rank constraint
max
{
〈C,X〉
∣∣∣∣ 〈Ai, X〉 ≥ 0, i = 1, . . . , 6,〈A7, X〉 = 1, X ∈ S5+, rank(X) ≤ m
}
. (3.5)
Again, the equivalence between (3.1) and (3.5) are in the sense that they share the same optimal
function value. Since X ∈ S5+, the rank constraint can be removed safely when m ≥ 5. In this
case, (3.5) is equivalent to the following standard SDP
max
{〈C,X〉 | 〈Ai, X〉 ≥ 0, i = 1, . . . , 6, 〈A7, X〉 = 1, X ∈ S5+} . (3.6)
Now, for m ≥ 5, we have reformulated the infinite dimensional nonconvex PEP (2.1) equiva-
lently as the finite dimensional convex SDP (3.6).
We solved the SDP (3.6) by SeDuMi [20] for γ ∈ [1.5, 2]. The optimal function values are
given in Figure 1. It can be seen from Figure 1 that there exists a threshold φ such that the
optimal function values are approximately equal to 1 for γ < φ. This is reasonable because
theoretically it is guaranteed that Rk+1 ≤ Rk, see, e.g., [14, Theorem 1], and meanwhile linear
convergence is generally out of reach in the current setting. When γ gets greater than the
threshold φ, the optimal function values become greater than 1, indicating failure, in the worst
case, of the contractiveness of Rk with respect to k. Later, we will show that φ is exactly the
golden ratio (
√
5 + 1)/2.
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Figure 1: Optimal function values of (3.6) for γ ∈ [1.5, 2].
4 A rank two feasible solution
For γ larger than the golden ratio, the numerical solutions of SDP (3.6) suggests that the
constraints are all active and the optimal solution X is of rank 2. By considering the primal and
the dual problems together and assisted by numerical and symbolic computations, we managed
to construct a rank two analytic feasible solution to the SDP (3.6). It is thus apparent that the
constructed solution is also feasible for (3.5) in the case m ≥ 2. Moreover, the objective function
value corresponding to the constructed rank two solution is greater than 1 for γ > (
√
5 + 1)/2.
The constructed rank two feasible solution is given by
Xf = P
TP = αP¯T P¯ , α = γ
2−2
−8−γ+6γ2−γ3+(−6+3γ+γ2)
√
γ2−1 ,
P¯ (1, 1) =
(
−1−3γ+2γ2+(3−2γ)
√
γ2−1
)√
1+γ−γ2+(−1+γ)
√
γ2−1
−2−γ
(
−1−3γ+2γ2+(3−2γ)
√
γ2−1
) ,
P¯ (1, 2) =
√
1+γ−γ2+(−1+γ)
√
γ2−1
γ ,
P¯ (1, 3) =
−
√
γ2−1
(1+γ)
√
1+γ−γ2+(−1+γ)
√
γ2−1
,
P¯ (1, 4) =
(
1−γ2−γ
√
γ2−1
)√
1+γ−γ2+(−1+γ)
√
γ2−1
γ+γ2 ,
P¯ (1, 5) = − 2(−1+γ)
√
1+γ−γ2+(−1+γ)
√
γ2−1
γ
[
2+γ
(
−1−3γ+2γ2+(3−2γ)
√
γ2−1
)] ,
P¯ (2, 1) = P¯ (2, 2) = P¯ (2, 4) = 0,
P¯ (2, 3) =
1+γ+
√
γ2−1
1+γ ,
P¯ (2, 5) = 1.
(4.1)
The theoretical verification of the feasibility of Xf is tedious, though possible. Alternatively, we
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have verified its feasibility via checking (3.3)-(3.4) andRk = 1 using Mathematica. Numerically,
for the dual step length γ greater than the golden ratio, the objective function value for the
constructed rank two feasible solution matches the optimal value of the SDP, with difference
less than 10−7, implying that the feasible solution constructed is indeed an optimal solution.
We note that α > 0 for γ > 1 since Rk = 1 = α〈A7, P¯T P¯ 〉 and 〈A7, P¯T P¯ 〉 is a sum-of-squares.
Again, assisted by symbolic computation using Mathematica, we have
〈C,Xf 〉 =
[
3 +
2
γ − 1 − 2γ
2 +
2(−1− γ + γ2)
√
γ2 − 1
γ − 1
]−1
=
[
2(1 + γ − γ2)(
γ − 1)(γ +
√
γ2 − 1) + 1
]−1
. (4.2)
Since rank(Xf ) = 2, Xf is also feasible for (3.5) in the case m ≥ 2. It thus follows from (3.5),
(3.6) and (4.2) that
valsdp ≥ valpep ≥ 〈C,Xf 〉 > 1 for γ >
√
5 + 1
2
and m ≥ 2.
Here valsdp and valpep denote the optimal function values of (3.6) and (3.5), respectively.
This shows that the dual step length γ cannot exceed the golden ratio within this analytic
framework, at least for problems with m ≥ 2.
Finally, we note that the equivalence between (2.1) and (3.6) are bidirectional in the sense
that given a feasible solution to one of them, a feasible solution to the other can be con-
structed accordingly. On the one hand, it is clear that, given a feasible solution to (2.1), a
matrix X ∈ S5 feasible for (3.6) can be constructed by following the reductions in section 2
and the transformations in section 3. On the other hand, given X ∈ S5 feasible for (3.6),
one can apply Cholesky factorization to obtain P satisfying X = PTP . Then, the vectors
{Axk, Byk, Axk+1, Byk+1, zk − z∗} can be extracted form P accordingly. By restricting A
and B to be the identity matrices and arbitrarily fixing z∗, e.g., at the origin, we obtain
{xk, yk, xk+1, yk+1, zk, z∗}, which, together with A and B being the identity matrices, satisfies
the interpolation conditions S1 ⊆ ∂f and S2 ⊆ ∂g for some extended real valued closed proper
convex function f and g, where S1 and S2 are defined in (3.2). The functions f and g can then
be obtained via standard convex interpolation for cyclically monotone sets, see [18, Theorem
24.8] and [17].
5 Concluding remarks
The performance estimation framework is used to analyzing the ADMM. Assisted by numerical
and symbolic computations, we show that in the general convex setting it is impossible, at
least for m ≥ 2, to extend the dual step size γ beyond the golden ratio and meanwhile keep
the conventional measure Rk decreasing throughout the iterative process. In our constructed
example, we can only guarantee that the conventional measure increases for only one step.
Similar techniques may be used to construct examples in which the conventional measure
increases for several consecutive steps, but the number of cyclic monotone constraints in SDP
will blow up exponentially.
To the best of our knowledge, it is the first time the performance estimation framework is
used to analyze the ADMM-type methods, and also the first to use the cyclic monotonicity
interpolation in the performance estimation framework. It might be interesting to explore the
tight convergence properties of various ADMM-type methods existing in the literature by using
the performance estimation idea, which we leave as future research.
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Verifying feasibility and function value
We check the feasibility of the constructed rank two solution $X_f$ in (4.1) 
via verifying (3.3)-(3.4) and $R^k=1$. 
The objective function value computed in (4.2) is also verified.
In[ ]:= ClearAll["Global`*"];(*Clear all symbols*)
Recall that $X_f = P^TP = \alpha \bar{P}^T\bar{P}$. Thus, 
$P = [Ax^k, By^k, Ax^{k+1}, By^{k+1}, z^k-z^*] = \sqrt{\alpha} \bar{P}$.
In the following, bp denotes $\bar{P}$ and g denotes $\gamma$.
In[ ]:= bp11 = -1 - 3 g + 2 g2 + 3 - 2 g -1 + g2 1 + g - g2 + -1 + g -1 + g2-2 - g -1 - 3 g + 2 g2 + 3 - 2 g -1 + g2 ;
bp12 = 1 + g - g2 + -1 + g -1 + g2
g
;
bp13 = - -1 + g2
1 + g 1 + g - g2 + -1 + g -1 + g2
;
bp14 = 1 - g2 - g -1 + g2 1 + g - g2 + -1 + g -1 + g2
g + g2 ;
bp15 = - 2 -1 + g 1 + g - g2 + -1 + g -1 + g2
g 2 + g -1 - 3 g + 2 g2 + 3 - 2 g -1 + g2 ;
bp21 = 0;
bp22 = 0;
bp23 = 1 + g + -1 + g2
1 + g ;
bp24 = 0;
bp25 = 1;
In[ ]:= bp =  bp11 bp12 bp13 bp14 bp15
bp21 bp22 bp23 bp24 bp25
;
11
In[ ]:= MatrixForm[bp]
Out[ ]//MatrixForm=
-1-3 g+2 g2+(3-2 g) -1+g2 1+g-g2+(-1+g) -1+g2
-2-g -1-3 g+2 g2+(3-2 g) -1+g2
1+g-g2+(-1+g) -1+g2
g
- -1+g2
(1+g) 1+g-g2+(-1+g) -1+g2
1
0 0 1+g+ -1+g2
1+g
Since the difference between $\bar{P}$ and $P$ is only a scaling, the cyclic 
monotonicity conditions (3.3)-(3.4) can be checked on $\bar{P}$. 
In fact, the inequalities in (3.3)-(3.4) become equalities, i.e., these constraints  
are active. 
Verify (3.3)
In[ ]:= A1Xf = Simplifybp[[All, 3]].bp[[All, 5]] - bp[[All, 3]] + bp[[All, 2]]
Out[ ]= 0
Verify the first inequality in (3.4)
In[ ]:= A2Xf = Simplifybp[[All, 2]].bp[[All, 5]] + g - 1 bp[[All, 1]] + bp[[All, 2]]
Out[ ]= 0
Verify the second inequality in (3.4)
In[ ]:= A3Xf = Simplifybp[[All, 4]].bp[[All, 5]] - bp[[All, 3]] + bp[[All, 4]]
Out[ ]= 0
Verify the third inequality in (3.4)
In[ ]:= A4Xf = Simplifybp[[All, 2]] - bp[[All, 4]].bp[[All, 3]] + bp[[All, 4]] + g - 1 bp[[All, 1]] + bp[[All, 2]]
Out[ ]= 0
Verify the fourth inequality in (3.4)
In[ ]:= A5Xf = Simplify
bp[[All, 4]].-bp[[All, 3]] + bp[[All, 4]] - g - 1 bp[[All, 1]] + bp[[All, 2]] +
bp[[All, 2]].bp[[All, 5]] + g - 1 bp[[All, 1]] + bp[[All, 2]]
Out[ ]= 0
2     verify_feasibility_and_objective.nb
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Verify the fifth inequality in (3.4)
In[ ]:= A6Xf = Simplify
bp[[All, 2]].bp[[All, 3]] + bp[[All, 4]] + g - 1 bp[[All, 1]] + bp[[All, 2]] +
bp[[All, 4]].bp[[All, 5]] - bp[[All, 3]] + bp[[All, 4]]
Out[ ]= 0
Verify $R^k=1$. We first compute via $\bar{P}$ and then apply a scaling.
In[ ]:= alpha = -2 + g2-8 - g + 6 g2 - g3 + -6 + 3 g + g2 -1 + g2 ;
A7Xf = FullSimplifybp[[All, 5]].bp[[All, 5]] + g bp[[All, 2]].bp[[All, 2]] +g - 1 bp[[All, 1]] + bp[[All, 2]].bp[[All, 1]] + bp[[All, 2]];
In[ ]:= A7Xf = FullSimplify[alpha A7Xf]
Out[ ]= 1
Verify the objective function computed in (4.2).
In[ ]:= CXf = Simplifybp[[All, 5]] - g bp[[All, 3]] + bp[[All, 4]].bp[[All, 5]] - g bp[[All, 3]] + bp[[All, 4]] + g bp[[All, 4]].bp[[All, 4]] +g - 1 bp[[All, 3]] + bp[[All, 4]].bp[[All, 3]] + bp[[All, 4]];
In[ ]:= CXf = FullSimplify[alpha CXf ]
Out[ ]=
1
3 + 2-1+g - 2 g2 - 2 (1+g)-1+g2 + 2 g -1 + g2
In[ ]:= SimplifyCollectDenominator[CXf], -1 + g2 
Out[ ]= 3 + 2-1 + g - 2 g2 + 2 -1 + g
2 -1 - g + g2-1 + g
verify_feasibility_and_objective.nb     3
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