ABSTRACT
Consider the simplest csse in which g(i) is a const ant weighting function. For the weights g(t) = 6, we have
For g(t) = 51 -150i2, some algebra yields
These results are in accord with Examples 2 and 3.
The choice of weights clearly affects the variance of W2(n). In fact, the next theorem gives a useful result on the limiting variance.
Theorem 2 Suppose W4 (n) is uniformly integrable.
Then under the standing assumptions, i.e., find g(t) which minimizes We mention in passing that it is possible to devise estimators for U2 based on other functional of Brownian bridges -for instance, the Anderson-Darling statistic or J; lB(t) I dt.
Estimators Using Batching
All of our work so far has assumed that we have one long batch of n observations. Alternatively, we can break the n observations into b contiguous, 
Overlapping Estimators
We can also apply the methodology of Meketon and Schmeiser (1984) in which then observations are broken into n -m+ 1 overlapping batches, each of size m.
Then, e.g., let W2(i, m), i = 1,.. .,n-m+l, denote the CVM estimator formed exclusively from the observations Yi, Yi+l, . . . . Yi+~_ 1. The CVM (overlapping estimator for u2 is tiz(m) S~~~lm+l
further, in the special case that each W2(i, m) uses the weighting function g(t) = 6, Goldsman and Meketon (1990) show that Var(~2(rn)) N fiVar(~2(rn)).
CONCLUSIONS
In this article, we introduced a class of CVM estimators for U2, derived expectation and variance properties, discussed some empirical results, and proposed extensions to the initial work. Although the estimators are all asymptotically unbiased for U2, they can be quite biased for finite samples.
Luckily, we were able to find first-order unbiased estimators having comparatively low variance. 
