In accordance with the enhancement for luminous efficiency improving, LED (Light Emitting Diode) has been gradually developed by combining the characteristics of small volume, impact resistance, good reliability, long life, low power consumption with multiple purposes for energy saving and environmental protection. Therefore, the array LED has been widely applied in human livings nowadays. This study applies the finite element analysis software ANSYS to analyze the thermal behavior of the array power LED work lamp which is modeled by four same-size LED with MCPCB (Metal Core Print Circuit Board) mounted on a base heat-sink. The Flotran heat flow analysis is applied to obtain the natural convection of air coefficient, while the convection value can be confirmed by the iterative method since it is set as the boundary condition for ANSYS thermal analysis to obtain the temperature distribution, accordingly the chip junction temperature and the base heat-sink temperature were followed through experiments in order to check if the simulation results meet the design requirements and coincide with the power LED product design specification. Prior to the optimal design process for chip junction temperature, the most significant parameters were first chosen by the fractional factorial design. The regressive models were respectively setup by the dual response surface method (RSM) and the mixed response surface method. Furthermore, the genetic algorithm combined with response surface method was applied to acquire the optimal design parameters, and the results were obtained from both methods, which are reviewed for comparison. Afterwards, the mixed response surface method is adopted to investigate the effects of interactions among various factors on chip junction temperature. In conclusion, it is found that the thermal conductivity of MCPCB and the height of base heat-sink are the two major significant factors. In addition, the interactive effects between chip size and thermal conductivity of chip adhesion layer are acknowledged as the most significant interaction influenced on the chip junction temperature.
Introduction
The initial development of LED white lighting was restrained due to constraints of material properties and packaging technologies that cause the brightness and lifetime of white LED cannot meet requirements of illuminator lighting system. In recent years, the developments of white lighting LED have progressed from previous indicators or backlight applications to recent illumination devices since new LED technology can provide as much emitting light as the luminous efficiency raised to 40 -50 lm/W. Technological advances in the microelectronics industries have also provided LED luminous efficiency improving. One of major two reasons is to apply silicon epitaxial growth process with textured or rough LED chip surfaces which enhance light extraction efficiency through semiconductor process solution. The other reason is to reduce the thermal resistance of high power LED package by using efficient cooling system [1] .
In 2002, Petroski presented the LED lamp design using natural convection requires the large areas for heat removal and space for air circulation beyond by incandescent technologies that have been used in the past. The development showed the thermal resistance of high brightness LED has been improved from 240˚C/W to 12˚C/W after changes of package type [2] . Rainer et al., indicated some concepts to improve thermal design and the orientation of MCPCB attached horizontally to circuit board which performs less thermal resistance than vertical ones [3] . The variables of dielectric, copper and solder layer thicknesses result in different proximity possibilities for LED spacing. By using design of experiment (DoE) to verify the most important factor, the highest LED temperature is determined through statistical analyses for widely spaced LED arrays [4] . In 2004, Arik et al., proposed a conceptual LED illumination system and used CFD (Computational Fluid Dynamics) models to determine the availability and limitations of passive air-cooling. The results conclude active or preferably passive cooling with air will be the predominant choice for LED based illumination systems [5] . In 2005, Narendran et al., conducted two experiments for LED life tests, presenting the relationship between T-point temperature and lifetime. In addition, the relative light output as a function of time for LED arrays shows a large variation in life among different packages, demonstrating that the packages were used for different heat extraction techniques and materials [6] . Effects of the substrate thermal conductivities and bump defects were studied by Arik et al., with parametric models and actual packages, which conclude a sapphire-based substrate can experience much higher temperature difference than a SiC chip directly due to the thermal conductivities [7] . In 2007, Cheng presented a novel package with thermal analysis based on ANSYS for high power LED design optimization. Based on single factor design, the influences of each factor were studied to verify for package thermal resistance [8] . In 2008, Yang et al., applied CFD software for thermal analyses compared with various LED chip size, the thermal resistance was found to decrease with the chip size by both simulation and experiments [9] . You et al., provided a new method to evaluate die-attach materials after LED packaged in order to estimate the suitable materials needed for different input power or package design. This technique is also useful for thermal management design and selection as well as development of new die-attach materials for high power LED [10] . In 2012, Krivic et al. , investigated the thermal performances of high power LED assemblies and indicated that par-ticular benefits of the model arise from the lack of meas-uring methods to obtain the temperature distribution in-side of the assembly, which showed the simulation is the only way to reveal the internal thermal behavior of high power LED [11] .
The developments of various packages considering cross-coupling effects between geometric and material factors are very important since those influences would evidently affect LED lighting efficiency and reliability because increases of thermal conductivity lowering chip junction temperature. To ensure power LED lighting in high illumination and better reliability, both geometry and material influences are considered as major approaches driven for thermal management design. In this paper, a product of high power LED work lamp is used as test vehicle for experiments and adopted simulation by using ANSYS thermal analysis with Flotran heat flow analysis, which aim to confirm the natural convection of air coefficient, temperature distribution, thermal resistance and chip junction temperature for package design optimization. In association with genetic algorithm (GA) and response surface method (RSM), the optimal design is finally conducted to realize factor influences obtained from the lowest chip junction temperature for LED product design and technical studies.
Theory and Analysis

LED Thermal Resistance
The high brightness illumination device is composed of four power LEDs using InGaN-based chips with MCPCB assembled to a base heat-sink. The resistance (R j−s ) of thermal paste between LED chip and cooling block is 15˚C/W for the device under maximum operation temperature (125˚C). Figure 1 shows the schematic of high power LED work lamp, which performs luminous efficiency 48 lm/W with color temperature 6500K and emissive angle 120˚. The base heat-sink connected to LED module is a good thermal conductor, whereas the remaining parts are with lower thermal conductivity. The verifications of high power LED device focus on thermal analysis, especially the critical components between four LED MCPCB and base heat-sink are to be considered. To lower thermal resistance and enhance heat dissipation capability, following equation targeted small-the-better is performed,
where, R j−a , T j , T a , and P respectively represent thermal resistance, junction temperature, ambient temperature and input power.
Convection Heat Transfer
Heat transfer process regarding thermal convection under ambient temperature is considered as the major factor because the fluid motion is induced during device operating. The rate of convection heat transfer is investigated to be proportional to the temperature difference, which can be conveniently expressed by Newton's law of cooling [12] . Since almost without thermal radiation observed in this study, the heat dissipation rate between component conduction and fluid convection are verified as follows,
where, is thermal conductive heat flux of flat 
'' q c s s  represent heat convection parameter h is a film conductance, which shows significant influence on thermal convection analysis, therefore the convection value can be obtained by experience equation, experimental measuring data or FEA simulations. The coefficient of air natural convection heat transfer is obtained from A uivalent relation between Rayleigh number and Nusselt number [13] . The Rayleigh number (R a ) is a product of the Grashof and Prandtl numbers that provides the critical value at which the flow of fluid will become unstable and turbulent in a natural convection system,
where, R a , G r and P r respectively represen Grashof and Prandtl Number. g is acceleration due to t Rayleigh,
, C p is specific heat (J/kg·˚C), k is thermal conductivity (W/m·˚C), µ is Absolute Viscosity (P a ּ s). Under thermal convection, the dimensionless parameter Nusselt number (N u ) can be expressed below,
where, a is a constant which change w = 0.25 when 10 3 < R a < 10 9 ; m = 0.33 when R a > 10 , N u heat transfer.
he cooling component surfaces were first portant uences ion of design modeling processed by mathenique [14] . It comgression analysis to ith surface type, m 9 can be considered as the proportion for convection heat flux and conductive heat flux which L is the characteristic length like plate length, diameter of tube wall (when heat transfer along radial direction) or sphere diameter.
The value of h represents the coefficient of convection
Iterative Method of Thermal Analysis
Considering the heat dissipation for convection heat transfer only, t setup for ANSYS thermal analyses. It is very im for the settings of boundary condition since its infl on chip temperature shown the coefficient is a function of temperature and location, therefore, the result will be lack of accuracy if only input a fixed value. Based on the above reasons, the iterative method for correction of convection coefficient is proposed in this study like Figure 2 analysis flowchart, which is controlled in accuracy and reliable result for convergence. When applying Flotran heat flow analysis the modeling of heat dissipation components are built based on the defined ambient volume to first obtain the coarse distribution of convention coefficient, accordingly the average value of surrounding component surfaces can be achieved after iterative method and conduct the average thermal convention of each component surface for ANSYS boundary conditions setup. Thus, the temperature distribution obtained from whole LED device substitutes the cooling component temperature from prior distribution plot into Flotran heat flow analysis. Repeat the above processes till the temperature differences within 0.01˚C for achieving convergence.
Response Surface Method
Response surface method (RSM) is a useful methodology for optimizat matical analysis and statistical tech bines experimental design with re implement systematically the experiments within the defined area. After collecting the required response values, the regression analyses are conducted to collate the relations between response values and parameters for optimal solution found within the planned experiments. RSM combines both techniques regarding design of experiments (DoE) and fitting method to describe the correlation between design parameters with its target/response values [15] . By using RSM design optimization, the parameters can be efficiently estimated to confirm the influences with respect to target value. In this study, the Box-Behnken three-level design [16] is adopted for comparison of both RSM methodologies.
Genetic Algorithm
Genetic algorithm (GA) was proposed by John Holland through his work [17] in the early 1970s and became popular since it has been widely experimented and applied in many engineering fields that generate optimal tance, mutation, selection, and crossed to be with good ient heat dissipation, the rest of lower thermal conductive n be ignored since . Like Figure 3 disly focused on chip, thermal analysis is to determine LED power loading on and MC n in Figure 6 (a), which is specified by element type Solid70 with thermal conductivity defined solution by using techniques inspired by natural evolution, such as inheri over. GA can rapidly locate good solutions, even for large search spaces. In GA optimization, a population of strings encoded for candidate solutions are efficiently toward to optimal solution findings.
Modeling and Simulation
This study is based on the high power LED work lamp for product design optimization. The LED modules as connected to base heat-sink are requir thermal conductors for effic components are composed materials. In this study, the four LED with MCPCB and base heat-sink are modeled for thermal analysis verification because the above key components are critical for product design like Figure 1 shown the schematic.
Thermal Analysis for a Single LED with MCPCB
There is less heat directly dissipates via external case and lens for thermal conduction of single LED and MCPCB, therefore, the thermal simulation ca limited influences on analysis result play the thermal analyses are main chip adhesion layer (silver glue), cooling block and thermal paste. The dimension of LED with thermal conductivity for each component is respectively specified in Figure 4 and Table 1(a) [8, 10] . The MCPCB composed of aluminum, dielectric and copper layer with thermal conductivity for each component are respectively specified in Figure 5 and Table 1(b) , where the vertical equivalent thermal conductivity is 1.5 W/m·˚C [18] . First of all, the verification process for ANSYS MCPCB, the simulation model setup for single LED PCB is show in -esh type with boundary conditions and apply 0.775 W power loading for LED device operating under 25˚C ambient temperature.
Secondly, the boundary condition was setup for natu- ral convection specified by the contacting surfaces of ambient air and cooling co nent, in which the value is a function of temperature and position. The AN-SYS/Flotran heat flow analysis is used in this study which aims to avoid only one fixed-input caused inaccurate result and attain the convection value from surfaces of cooling components. As shown in Figure 6 (b), Flortan heat flow simulation model is designed for a single LED and MCPCB under ambient space. Specify element type Fluid142, setup thermal conductivity and flow parameters for LED, MCPCB, and select Flotran Air-SI option in kg-m-s unit system and apply auto-mesh type for modeling mesh analysis. To facilitate analysis for boundary condition of cooling components, the initial temperature 80˚C is setup for MCPCB. After Flotran solution, an initial natural convection value for MCPCB surface is obtained. The 
Thermal Analysis for a Four LED MCPCB
with Base Heat-Sink aluminum with thermal conductivity 92 W/m 2 ·˚C for the high power LED device, the simplified model in Figure  7 (b) has ignored the round plastic pinholes due to its small influence but cause modeling complexity. Furthermore, align the four LED with MCPCB and connect to base heat-sink, the MCPCB performed a good thermal conductor for pathway without heat dissipation. Hence, construct the simulation model for single factor analysis to realize the influences of MCPCB thermal conductivity on chip junction temperature. In this study, specify element type Solid70 and thermal conductivity for each component, define the vertical equivalent thermal conductivity for MCPCB by 1.5 W/m 2 ·˚C, apply manual mesh on the critical MCPCB area and auto-mesh on remaining less influential heat-sink area, the modeling is shown in Figure 8 . Define boundary condition, ambient temperature 25˚C and power loading 0.775 W for each chip.
Secondly, by means of Flotran iterative method to ob-. As s duct modeling for this tain the convection value of ambient contacting surfaces hown in Figure 9 , the half pro symmetric base heat-sink was setup since its middle area not directly contact with external air. Therefore, select Air-SI option as ambient air property, define element type Fluid42 and specify thermal conductivity with auto- mesh type, the model is shown in Figure 10 . For the sake of convenient calculation, the initial boundary condition for base heat-sink temperature is defined by 50˚C then the natural convection of air coefficient is conducted after solution. Separate the ambient contacting surfaces into bottom and side convection area, the average convection values for each node summed up are shown in dary condition, the ambient air contacting surfaces at base heat-sink bottom as well as side area are individually setup for ANSYS thermal analysis. The initial temperature distribution for whole structure composed of four LED, MCPCB and base heat-sink are obtained. Repeat the above iterative calculations until temperature difference within 0.01˚C and finally reduced to 0.008˚C after three iterations, the bottom convection 2.87 W/m 2 ·˚C and side convection 3.64 W/m 2˚C were determined as shown in Figure 11 . Finally, the chip junction temperature was confirmed by 90.053˚C to calculate the thermal resistance R j−a = (90.053 − 25)/3.1 = 20.98˚C/W under ambient 25˚C.
Experiment Setup
Experiment of Thermal Resistance for High
Power LED
To confirm the accuracy for high power LED simulation, the temperature calibration is first required to setup before thermal resistance measurement. The experiments established for thermal measurement are respectively based on the model of single LED, four LED, MCPCB and base heat-sink, which are under natural convection environment. 1) Specification for thermal resistance measurement.
The experiment setup and measurement follo ntertest board SEMI G42-0996/ DEC 51.
le LED with MCPCB, four LED with were subsequently placed in tunnel, then applied power loading 3.1 W on each chip. From corresponding curves w i national standards: Test method SEMI-G38-0996/SEMI G43-87/JEDEC 51, Thermal JE 2) Process steps of thermal resistance measurement. The thermocouple made by K-Type wires was welded by hydrogen-oxygen welding machine. The temperature correction was performed as follows: Fix the K-type thermocouple wires on the chip and place in the temperature-controlled adiabatic oven. Adjust oven temperature within defined range of this experiment, the temperature output signals were collected by data capture device and kept for chip temperature in a stable condition. Then, setup three-dimensional closed test box, which was made of low thermal conductivity balsa wood in the size of 40 × 40 × 40 cm and placed it under natural convection. The device of sing MCPCB and base heat-sink the test box and under wind MNSMS of temperature-voltage or temperature-resistance measured by sensors, the wall temperature with heat transfer ca i-
3) Wait about half-hour to ake temperature of internal heating furnace reach to steady state, record the chip and room temperature.
4) Input temperature signal into TSP curve to obtain the junction temperature then substitute into equation to calculate its thermal resistance. Table 3 (a) summary.
5) Respectively measure four sets of data and collate results as shown in
6) Compare measuring data with simulation result as shown in Table 3 (b). Obviously, the temperature difference between experiment and simulation is around 1% gle factor po-CB and udy total eleven factors are pacity were respectively obtained through data acquis tion system for signals converted to temperature, therefore the thermal resistance can be determined.
Thermal Resistance Measurement under Natural Convection
To calculate the thermal resistance of LED package under a natural convection environment, the experimental data measured from TSP (Temperature Signal Processing) are setup as follows: 1) Utilize the characteristics of thermal resistance chip, put the supporting frame with test board into the heating furnace (initially not set any power loading) and place them in a confined space as shown in Figure 12 .
2) Impose appropriate power loading on chips that is a product of voltage and current. m , which confirms this analysis is credible.
Optimization and Discussion
Analysis of Single Factor
To review each factor influences regarding to the chip junction temperature of LED device, the sin analysis is first adopted for verification of major com nents: InGaN chip, cooling-block, thermal paste, MCP base heat-sink. In this st specified by different design level for baseline upper and lower 20%, 30%, 40%, 50%, respectively. Where, Level 5 is defined as baseline for changes of dimension and thermal conductivity. Keep remaining factors in the same boundary condition, the influences of each factor are shown in Figure 13 and reviewed as follows: 1) InGaN chip size: when enlarging the chip size under the same power loading, the heat dissipation per unit volume will become smaller with chip junction temperature reduced, whereas the smaller chip size in rising of temperature causes heating effect evidently. 2) Thermal conductivity of chip adhesion layer (silver glue): when increasing the thermal conductivity of chip adhesion layer, the chip junction temperature will be reduced because of the larger heat dissipation, in which the level 9 of 50% higher than baseline simply decreases 2.98% of chip junction temperature.
3) Thickness of chip adhesion layer: the chip junction temperature will be reduced because of shortening heat dissipation channel while decreasing the thickness of chip adhesion layer. Where, the level 1 of 50% less than baseline apparently decreases 4.46% of chip junction temperature.
4) Thermal conductivity of cooling block: when increasing the thermal conductivity of cooling block, the chip junction temperature will be reduced due to larger heat dissipation. Where, the level 9 of 50% higher than baseline shown small effect due to temperature decreased 0.39% only. 5) Thermal conductivity of LED thermal paste: when increasing the thermal conductivity of LED thermal paste, the chip junction temperature will be reduced due to larger heat dissipation. Where, the level 9 of 50% higher than baseline slightly decreases 1.04% of chip junction temperature.
6) Thickness of LED thermal paste: When decreasing the thickness of LED thermal paste, the chip junction temperature will be reduced due to the shortening of heat dissipation channel. Where, the level 1 of 50% less than baseline slightly decreases 1.51% of chip junction temperature.
7) Thermal conductivity of MCPCB substrate: when increasing the thermal conductivity of MCPCB substrate, the chip junction temperature will be reduced due to larger heat dissipation. Where, the level 9 of 50% higher than baseline significantly decreases 9.24% of chip junction temperature.
8) Thermal conductivity of MCPCB thermal paste: when increasing the thermal conductivity of MCPCB thermal paste, the chip junction temperature will be reduced due to increasing of heat dissipation. Where, the level 9 of 50% higher than baseline slightly decreases 0.11% of chip junction temperature. 9) Thickness of MCPCB thermal paste: When decreasing the thickness of MCPCB thermal paste, the chip junction temperature will be reduced due to shortening of heat dissipation channel. Where, the level 1 of 50% less than baseline decreases only 0.22% of chip junction temperature with small effect. 10) Thermal conductivity of base heat-sink: when increasing the thermal conductivity of base heat-sink, the chip junction temperature will be reduced due to larger heat dissipation. Where, the level 9% of 50% higher than baseline decreases only 0.22% chip junction temperature with small effect.
11) Height of base heat-sink: when increasing the height of base heat-sink, the chip junction temperature will be reduced due to component with extended cooling area. Where, the level 9% of 50% higher than baseline evidently decreases 10.54% of chip junction temperature.
Review the above comparisons which confirm their design constraints, for simplification purpose all control factors were re-arranged by three-level design. Where, level 2% is setup as baseline and indicated by setting (0). Level 1 is defined by setting (−1) which respectively represent 80% and 50% for baseline of geometric and material factors. Level 3 is defined by setting (+1) which represent 120% and 150% for baseline, respectively. The new factor design is specified in Table 4 for subsequent analysis.
Optimization of the Response Surface Method
To verify the optimal design of the products at the lowest chip junction temperature, the fractional factorial design is first adopted for screening insignificant factor. Secondly, the dual response surfaces as individually created by geometric and material factors are investigated. Furthermore, to setup the mixed response surface considering factors co-existed coupling effects, the genetic algorithm is adopted to optimize the fitness function targeted for lowering chip junction temperature, the comparison results are conducted as follows.
Fractional Factorial Design
To accurately determine the significance for each factor, through fractional factorial design [16] the experimental setting should reach resolution xperiments (2 (5−1) = 16) are required for five geometric fa then applied quarter fractional factorial de s are arranged by orthogonal array, and the la that is: D = A × B; E = A × C. For material factors, the first four factors are also arranged by orthogonal array and then the latter two items are specified by a product of three factors, that is: J = F × G × H; K = G × H × I. Accordingly, applying the iterative methods by ANSYS thermal analyses, the chip junction temperature can be obtained. 1) Screening of geometric factors: ance (ANOVA) to verify geo-F-value of factor C and D as level IV, so total sixteen e ctors. However, this sixteen experiments layout also can meet resolution level V, based on initial screening purpose it is therefore determined by resolution level III since enough to screen out insignificant factor. Accordingly, the resolution level III is setup for geometric factor screening and sign by eight (2 (5−2) = 8) experiments. In the same method, six material factors are also processed by using quarter fractional factorial design which total require sixteen (2 (6−2) = 16) experiments. In this experimental design for geometric factors, the levels of first three control factor tter two items are specified by a product of two factors, By using analysis of vari metric factor influences, the shown in Table 5 (a) are significantly lower than factor A, B and E. Therefore, factor A, B and E are recognized as the significant control factors and then ignore factor C and D.
2) Screening of material factors: Similarly, Table 5 (b) shows the ANOVA to verify material factor influences with respect to chip junction temperature and the F-value of factor G, H, J and K are evidently lower than factor F and I, so factor F and I can be identified as significant ones for subsequent analysis.
Design Optimization for the Dual Response
Surface Method Adopt quadratic model to fit with the dual regression modeling, the adjusted R-Square of the geometric and material response surfaces are respectively confirmed by 0.9731 and 0.9999. Therefore, both quadratic regression models have been identified by high variance explanation as Table 6 shown the ANOVA result. Accordingly, to fit dratic model, the with chip junction temperature by qua geometric regression model can be expressed as follows:
Chip junction temperature C 
The material regression model can be expressed below:
Chip junction temperature C 177.57 16.13F 65.957I
2.69F 14.63I
The geometric and material response surfaces are in- 
Ea ned range which outco ch factor is explored within defi me is 83.3862˚C after GA optimization, as shown in Figure 14(a) . Through iterations of ANSYS thermal analysis, sion modeling, the adjusted R-Square for the mixed response surface is obtained by 0.9954. Hence, the quadratic regression model has been identified by high ance explanation, like 2) The single factor reviews conclude that the larger chip size, thicke ase at-s th er c p layer, th er LED and MCPCB thermal pa te bl c F e l p vidently illustrated that the higher thermal c p s ip cti -ation capability. o al design for factors screening, the results indicate that the chip size, thickness of chip adhesion layer and height of base heat-sink are three major geometric factors. Similarly, the thermal conductivities for chip adhesion layer and MCPCB substrate are two major material factors. To compare both geometric and material major factors through F-value in ANOVA to rank their influences, it is found that the trends of result are consistent with single-factor analysis.
4) To conduct both response surface methods for design optimization, the results indicate that the dual RSM only need half of the mixed RSM required experimental quantity but the former cannot verify all interactions between geometric and material factors. Consequentially, the mixed RSM is the most qualified method for optimal design since all factor interactions have been considered during DoE evaluations.
Through the mixed response surface method to explore each factor within defined ra e, the optimal chip juncng tion temperature is 73.4764˚C after GA optimization, as shown in Figure 14(c) . Through iterations of ANSYS thermal analysis, 5) The ANOVA results from the mixed RSM illustrate that the thermal conductivity of MCPCB and the height of base heat-sink are two of the major significant factors, the effects between chip size and thermal conductivity of chip adhesion layer are recognized as the most signifycant interaction. For both response surface methods after GA optimization, the chip junction temperature 73.772˚C from the mixed RSM performs better than 76.328˚C from the dual RSM. The main reason is the mixed RSM has already considered all factor interactions, whereas the dual RSM not count yet. Therefore, the mixed RSM is confirmed to be with optimal result than the dual RSM.
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