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Dissipative and unitary processes define the evolution of a many-body system. Their interplay
gives rise to dynamical phase transitions and can lead to instabilities. We discovered a non-stationary
state of chiral nature in a synthetic many-body system with independently controllable unitary and
dissipative couplings. Our experiment is based on a spinor Bose gas interacting with an optical
resonator. Orthogonal quadratures of the resonator field coherently couple the Bose-Einstein con-
densate to two different atomic spatial modes whereas the dispersive effect of the resonator losses
mediates a dissipative coupling between these modes. In a regime of dominant dissipative coupling
we observe the chiral evolution and map it to a positional instability.
In a many-body system, unitary processes give rise to
coherent evolution, while dissipative processes lead to
stationarity [1]. Also the interplay of these processes
in a driven-dissipative setting can influence a many-
body system in profound ways. Examples are dissipative
phase transitions [2–8], the emergence of new universality
classes [9, 10], dissipation-induced topological effects [11],
complex dynamics [12], or the splitting of multi-critical
points [13]. Here we discover a phenomenon where a chi-
ral non-stationary dynamics emerges if the energy scales
of dissipative and unitary processes are similar. In our
experiment, we create a driven many-body system with
controllable unitary and dissipative couplings using a
quantum gas. This allows us to explore the system’s
macroscopic behavior at the boundary between station-
ary and non-stationary states. We gain a conceptual un-
derstanding of the observed dynamics by considering dis-
sipation as a structure dependent force, in close analogy
to mechanical non-conservative positional forces [14–16].
Our experiment consists of a spinor Bose-Einstein con-
densate (BEC) of two different Zeeman states that is co-
herently coupled to two different spatial atomic configu-
rations [17], referred to as density mode (DM) and spin
mode (SM), Fig. 1. These coherent couplings are me-
diated via photons scattered by the atomic system from
a standing wave transverse pump laser field into a high
finesse optical cavity mode. The DM and the SM inter-
act with orthogonal quadratures of the cavity mode. We
engineer a dissipative coupling in this system exploiting
the finite cavity decay rate κ and the associated phase
shift of the intra-cavity field across the cavity resonance:
the light field scattered from the pump into the cavity ac-
quires a phase shift φκ that effectively mixes the orthog-
onal quadratures, giving rise to a dissipative coupling
between the DM and the SM, Fig. 1.
The strengths λD,S of the coherent couplings between
the BEC and the DM or the SM, respectively, are tuned
by the lattice depth VTP and polarization angle ϕ of
the transverse pump [17]. These couplings soften the
effective excitation frequencies ωD,S of both modes, such
that at a critical lattice depth the frequency of the more
strongly coupled mode vanishes. This mode can then
be macroscopically occupied, and the system undergoes
a self-organization phase transition [18], breaking a spa-
tial Z(2) symmetry. Simultaneously, the corresponding
quadrature of the cavity mode is coherently populated,
which we detect with a heterodyne detection system an-
alyzing the light field leaking from the cavity [19].
The cavity induced phase shift φκ and hence the dissi-
pative coupling strength K2 between the two modes can
be controlled by the detuning ∆c between the cavity res-
onance and the frequency of the transverse pump (see
SI). The effect of this dissipative coupling can be under-
stood in the xD − xS plane, where xD,S represent the
average amplitudes of the density and spin modulation
caused by the occupation of DM and SM, respectively,
Fig. 1C. In this plane, the dissipative coupling acts as
a force field that favors a rotation of the systems state
around the origin. If the DM and the SM are degener-
ate, already an infinitesimally small dissipative coupling
leads to a structural instability (DSI) where the system
rotates with fixed chirality between the different atomic
modes. Increasing the strength of the dissipative cou-
pling is expected to broaden the region of instability as
shown schematically in Fig. 1D.
We prepare the 87Rb spinor BEC with N = (23 ±
2) × 103 atoms in each of the different Zeeman states
|F = 1,mF = ±1〉, where F and mF denote the to-
tal angular momentum and the corresponding magnetic
quantum number. We linearly ramp up the lattice depth
of the transverse pump in 50 ms and analyze the cavity
output with our heterodyne setup. In Fig. 2A-B, we
show the mean photon number nph and phase φ (modulo
2pi) of the intra-cavity light field for two different sets of
parameters. We find two qualitatively different behav-
iors: above a critical pump power, the cavity field has a
non-zero amplitude and either a well-defined (Fig. 2A),
or a monotonically changing phase (Fig. 2B). A well-
defined phase indicates that only one quadrature of the
cavity field is excited, corresponding to either the SM
or the DM being populated, decided by which coherent
coupling prevails. In contrast, a monotonically changing
phase is observed when the dissipative coupling is domi-
nant, and signals that the system is continuously evolving
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FIG. 1. Engineered dissipative coupling: (A) A spinor
BEC containing a mixture of two Zeeman states (depicted by
up and down arrows) is coherently coupled with rates λD,S to
a density (DM) and a spin (SM) mode via the two quadratures
of a cavity field with annihilation operator aˆ. A dissipative
coupling (orange arrow) between DM and SM is induced by
the phase response of the cavity. Occupation of DM (SM)
leads to a density (spin) modulation, displayed as atoms oc-
cupying the same (opposite) checkerboard lattice sites of an
exemplary green (blue) 2 × 2 square. (B) The spinor BEC is
coupled with a cavity mode and irradiated by a standing wave
transverse pump in z-direction with linear polarization (black
arrow) at angle ϕ with respect to the y-direction. The mag-
netic field B is oriented along the z-direction. Light leaking
out of the cavity at decay rate κ is analyzed via a hetero-
dyne detector HD. Inset: phase φκ and amplitude A response
of the cavity as a function of detuning ∆c. (C) Dissipative
chiral force (orange) where xD(S) represents the amplitude of
the density (spin) modulation. (D) Three different regimes
of the system as function of dissipative coupling strength K2
and detuning between the frequencies ωD,S of the DM and
SM. Green (blue) region represents the DM (SM) being dom-
inantly coupled to the spinor BEC. The dissipation induced
structural instability (DSI) is depicted in orange.
through the different spatial modes linked with the two
quadratures of the cavity field.
The many-body Hamiltonian of the system consists of
terms describing the energies of the bare atomic and pho-
tonic modes, and a term capturing the couplings of the
DM and the SM to the respective quadratures of the
cavity field (see SI). The damping of the cavity mode
can be modeled by a non-Hermitian term −iκaˆ†aˆ in the
Hamiltonian, where aˆ is the annihilation operator of the
cavity field in a frame rotating at the transverse pump
frequency. It causes a phase shift φκ = tan
−1(−κ/∆c) of
the field scattered into the cavity by the atomic system.
We adiabatically eliminate the cavity field and write the
linearized equations of motion near the ground state of
the non-interacting spinor BEC for the average ampli-
tudes xD and xS (see SI):
d2
dt2
(
xD
xS
)
=
( −ω2D −K2
K2 −ω2S
)(
xD
xS
)
, (1)
where ω2D−ω2S ∝ sin δφ with δφ = 2 tan−1(λS/λD)−pi/2
is a measure of the relative coupling strength of the BEC
to the SM and the DM. The strength of the dissipative
coupling K2 ∝ VTP sin2 φκ cos δφ can thus be enhanced
by either increasing the cavity induced phase shift or by
making the two modes degenerate. This dissipative cou-
pling generates a chiral force orthogonal to the current
position vector of the system in the xD − xS plane, Fig.
1C, and provides an example of a positional force [16, 20].
Such positional forces are known in mechanical systems
like a rotating shaft subject to friction due to an incom-
pressible viscous fluid in a bearing. The incompressibility
of the fluid leads to unequal frictional forces on the op-
posite sides of the shaft, resulting in a positional force
orthogonal to the direction of the displacement [14, 15].
In our system, when the two atomic modes are degener-
ate, this positional force cannot be counteracted by the
restoring harmonic force which is pointing towards the
origin, leading to a dissipation induced structural or po-
sitional instability [16, 20, 21].
Mode degeneracy (i.e. λD = λS such that δφ = 0)
is reached at the critical polarization angle ϕc = 65.1
◦
for the chosen wavelength of the transverse pump of λ =
784.7 nm. To explain our observations, we analyze the
solutions of Eq. 1 and the corresponding intra-cavity
light field for polarization angles close to ϕc, that is, δφ
being small (see SI):[
xcD, x
c
S
]
= A
[
cosωt, sin (ωt+
∆c
κ
δφ)
]
egt
〈aˆ†〉 ∝ (xcD − ixcS)−
δφ
2
(xcD + ix
c
S)
∝ A
[
e−iωt − δφ
2
(1 + i
∆c
κ
)eiωt
]
egt . (2)
In the limit δφ = 0, such a time-dependent solution im-
plies that the system is rotating in the xD − xS plane
with fixed chirality at frequency ω and amplification rate
g (see SI). Microscopically, this rotation is associated
with the atomic spins moving from one λ-periodic spa-
tial pattern to another, Fig. 1C. Since the two atomic
modes are connected to different quadratures of the cav-
ity, the phase of the cavity field evolves monotonically as
observed in Fig. 2B and shown in Eq. 2.
The frequency spectrum of the light leaking from the
cavity is also accessible with our heterodyne setup [19].
Fig. 2C-E show spectrograms for three different sets of
parameters of data similar to Fig. 2A-B, but averaged
over 20 repetitions. Fig. 2C shows a spectrogram where
the signal is located at zero frequency (ν = 0). It cor-
responds to the frequency of the transverse pump and is
identical to the observation of a constant time phase of
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FIG. 2. Detection of dissipation induced structural instability: Time evolution of the mean number of photons
nph (black) in the cavity and the corresponding phase φ (orange) for (A) ϕ = 58.3(1.0)
◦, ∆˜c/2pi = −5.5(1) MHz and (B)
ϕ = 63.3(1.0)◦, ∆˜c/2pi = −5.5(1) MHz. The detuning ∆˜c includes the effect of the atomic dispersive shift on the detuning
∆c (see SI). The linear ramp of the lattice depth VTP of the transverse pump is shown as dashed blue line. Grey and light
orange lines correspond to zero occupation of the cavity. Spectrograms showing the mean number of photons n˜ph as a function
of frequency ν and time for (C) ϕ = 58.3(1.0)◦, ∆˜c/2pi = −5.9(3) MHz, (D) ϕ = 63.3(1.0)◦, ∆˜c/2pi = −2.9(3) MHz and (E)
ϕ = 58.3(1.0)◦, ∆˜c/2pi = −2.9(3) MHz. A window size of 5 ms is used to construct the spectrograms and each data set is
averaged over 20 experimental realizations. Frequency ν is defined relative to the transverse pump. Corresponding sub-panels
show the evolution of the atomic state in the xD − xS plane extracted from the spectrograms in a duration of 500µs at the
position of the gray lines. In the sub-panel associated with (C), we plot the data and its mirror about xS to illustrate the Z(2)
symmetry breaking of the self-organization phase transition. Dashed lines in the sub-panels corresponding to (D) and (E) are
the predictions of the non-interacting theory. All the sub-panels are rescaled with respect to each other and the theoretical
lines for better visibility.
the cavity field as shown in Fig. 2A. We identify this
as the formation of a static checkerboard density pattern
which coherently scatters the pump field into the cav-
ity [17] (see SI). The corresponding steady state of the
system is displayed in the sub-panel of Fig. 2C.
In contrast, Fig. 2D-E depict red (ν < 0) and blue
(ν > 0) detuned sidebands with the peak frequency be-
ing a function of the lattice depth of the transverse pump.
Observation of only a red sideband, as in Fig. 2D, is the
counterpart of a linearly running phase. For small lattice
depths (VTP < 6ER), the sideband frequency is expected
to be the root mean square of the two mode frequencies,
that is, ω ≈ ωe =
√
(ω2D + ω
2
S)/2. Evolution at this in-
termediate frequency reflects a synchronization process
[22] between the two spatial modes arising from the dis-
sipative coupling. For large lattice depths, the sideband
frequency depends on the dissipative coupling strength:
ω ≈ K2/2|ωe| (see SI). In this limit, the two mode fre-
quencies become imaginary which would correspond to
the self-organization phase transition in the absence of
dissipative coupling.
The relative strength R of the blue with respect to the
red sideband increases towards one as ϕ deviates from
the critical angle ϕc. The presence of the blue sideband
is connected to non-zero δφ (Eq. 2) and leads to an
elliptical evolution in the xD − xS plane. The relative
strength R, and hence the ellipticity of the chiral solution
can be influenced via ∆c or |δφ|. Microscopically, the
blue sideband is connected to the motion of a different
number of atoms in each Zeeman state. The sub-panels of
40
− 4
− 8
− 12
(M
Hz
)
DM
DSI
SM
A
B
0 30 60 90
(deg)
2
4
6
(k
Hz
)
− 0.5
0.0
0.5
g 
(k
Hz
)
FIG. 3. Boundary of the instability dominated regime:
(A) Critical detuning, including the dispersive shift (see SI),
for the onset of the dissipation induced instability as a func-
tion of polarization angle ϕ. The black data points indicate
the smallest detuning where the strength of the sidebands be-
comes larger than the signal at the transverse pump frequency
in the spectrograms for a fixed lattice depth of 21ER. The
white diamonds indicate the parameters for the spectrograms
shown in Fig. 2C-E. Errorbars are given by the discretized
detuning interval in which the transition was detected. The
polarization angle determination has an error of 1◦. The green
and blue regions correspond to DM and SM being respectively
more strongly coupled to the spinor BEC. In the orange re-
gion, the system is dominated by the dissipation induced in-
stability. The boundary between different regions is obtained
from a non-interacting theory, see main text and (see SI). (B)
Green and blue solid (dashed) lines show the frequency ν of
the two eigenmodes of the system as a function of the polar-
ization angle in the presence (absence) of dissipative coupling.
Without dissipation, the two modes are the DM (green) and
the SM (blue). Dissipation leads to level attraction between
the two modes and hence changes their frequencies. In the in-
stability dominated regime, the two modes are synchronized
with each other (orange line). Correspondingly, the gain g of
the amplified (black line) and the damped mode (gray line)
are plotted. The lines are drawn for ∆˜c/2pi = −2.7 MHz or
∆c/2pi = −4 MHz and VTP = 1.5ER.
Fig. 2D-E show data of the time varying trajectory of the
system together with solutions obtained from Eq. 2 for
g = 0, illustrating the non-stationary chiral state. The
number of photons observed in the case of the DSI (Fig.
2D-E) is much smaller than during self-organization (Fig.
2C), although the instability is associated with a finite
amplification rate g. We attribute this, and the observed
pulsing behavior in the number of photons (Fig. 2B), to
collisional interactions between the atoms (see SI).
We experimentally map out the boundary of the DSI
region by ramping up the transverse pump lattice to
25ER in 50 ms for various polarization angles ϕ and de-
tunings ∆c, Fig. 3A. Here, ER = h¯
2k2/2m is the recoil
energy with wave vector k of the transverse pump and
mass m of a 87Rb atom, and 2pih¯ is Planck’s constant.
For a given polarization angle, we define the onset of the
DSI by the minimum detuning where the strength of the
sidebands exceeds the signal at the transverse pump fre-
quency. We theoretically obtain the boundary of the DSI
(orange region in 3A) from Eq. 1 as |ω2D − ω2S| = 2K2
which results in a critical detuning ∆c,b = −κ/ tan |δφ|.
A study of the extent of the DSI as a function of polariza-
tion angle and transverse pump lattice depth is presented
in the supplementary information.
Physically, the boundary of the DSI can be understood
as an onset of synchronization between DM and SM. Such
a synchronization process is a result of a dissipation in-
duced level attraction, a hallmark of non-Hermitian sys-
tems [23, 24]. Fig. 3B shows the frequencies of the DM
and SM in the absence (dashed lines) and presence (solid
lines) of dissipation. In the vicinity of the critical angle,
this level attraction leads to the emergence of two degen-
erate modes with opposite chirality. While one of them
is damped, the other mode is amplified which gives rise
to the DSI.
We have experimentally studied a many-body system
where both coherent and dissipative couplings are inde-
pendently tunable. Our observation of a dissipation in-
duced chiral instability represents a new form of quan-
tum many-body dynamics such as limit cycles [25–27]
and time crystals [28, 29].
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5SUPPLEMENTARY INFORMATION
Experimental Details
We prepare an atomic cloud with either 45(1)× 103 atoms in state |F = 1,mF = 0〉 or 23(2)× 103 atoms in each
|F = 1,mF = ±1〉 spin state, where F and mF represent the total angular momentum and the corresponding magnetic
quantum number. The quantization axis is defined by a magnetic field of about 137 Gauss pointing in the negative
z-direction which results in a Zeeman splitting of ∆E/h¯ ≈ 2pi × 96 MHz. The trapping frequencies of the crossed
dipole trap which holds the atoms at the center of the cavity mode amount to ωx,y,z/2pi = [329(6), 62(3), 168(2)]Hz.
The lattice depth of the transverse pump is calibrated with Raman-Nath diffraction [30]. Details of the experimental
techniques, in particular spin preparation, spin changing methods and polarization control, can be found in [17].
Atom number determination
The atom numbers in the different mF states are determined from absorption images after ballistic expansion
with a Stern-Gerlach measurement. Due to spurious magnetic gradients during the imaging sequence, the resonance
frequency is inhomogeneous across the imaging region, leading to different detection efficiencies for mF = ±1. We
accounted for this inhomogeneous detection efficiency in the data evaluation.
For measurements performed on a spin mixture, we use absorption images recorded at the end of each experimental
run to discard runs which had an inefficient transfer from the state mF = 0 to the spin mixture. We required that
not more than 15% of the atoms remained in state mF = 0.
Measurement protocols
In order to measure the spectrograms (Fig. 2), the transverse pump power is ramped up linearly in 50 ms, held for
50 ms, and ramped down linearly in 50 ms.
For measuring the boundary of the instability dominated regime (Fig. 3), the transverse pump power is ramped
up via an S-shaped ramp during 50 ms, held for 50 ms, and ramped down again via the S-shaped ramp in 50 ms. The
S-shaped ramp has the form: V (t) = V0
[
3
(
t
t0
)2
− 2
(
t
t0
)3]
. Here V0 is the final lattice depth, t is the time and t0 is
the full duration of the ramp.
For the measurement of the phase of the cavity light field to determine whether the DM or SM is populated [17],
the transverse pump power is twice ramped up via the S-shaped ramp, held, and ramped down via the S-shaped ramp
for 50 ms each. During the first ramping sequence, atoms in state mF = 0 are brought to self-organization, then, the
spin state is changed to the spin mixture, and the atoms are brought to self-organization again. The measurement is
performed at a detuning ∆c/2pi = −15.40(18) MHz.
Theory
Time evolution of the density and the spin mode
The many-body Hamiltonian describing our system is [17]:
Hˆ= h¯(−∆c − iκ)aˆ†aˆ+ h¯ω0(Jˆz,+ + Jˆz,−) + h¯√
N
[
λD(aˆ
† + aˆ)(Jˆx,+ + Jˆx,−) + iλS(aˆ† − aˆ)(Jˆx,+ − Jˆx,−)
]
= h¯(−∆c − iκ)aˆ†aˆ+ h¯ω0(Jˆz,+ + Jˆz,−) + h¯√
N
λ1
[
Jˆx,+(aˆ
†eiφ1 + aˆe−iφ1) + Jˆx,−(aˆ†e−iφ1 + aˆeiφ1)
]
, (3)
where aˆ (aˆ†) is the annihilation (creation) operator corresponding to the cavity mode in the frame of the transverse
pump frequency. The atomic system is represented by an ensemble of N effective ”spins” in each of the two
Zeeman states with Jˆx,±, Jˆy,± and Jˆz,± being the corresponding angular momentum operators. This pseudo spin is
constructed from the macroscopically occupied zero momentum state |0〉 of the BEC and an excited state |k〉 with
a symmetric superposition of four momentum states |px = ±h¯k, pz = ±h¯k〉 which represent one recoil momentum
6h¯k each in the cavity and the transverse pump direction [18]. The wave number of the transverse laser field with
wavelength λ is given by k = 2pi/λ. For zero lattice depth VTP of the transverse pump, the energy difference between
the states |0〉 and |k〉 is h¯ω0 = 2ER = h¯2k2/m with m being the mass of a 87Rb atom and h¯ is the Planck’s constant
divided by 2pi.
The occupation of the density and the spin mode results in density and spin modulation in the system which are
quantified by the expectation values: xD =
1
N (〈Jˆx,+〉 + 〈Jˆx,−〉) and xS = 1N (〈Jˆx,+〉 − 〈Jˆx,−〉), respectively. Any
finite value of 〈Jˆx,±〉 physically implies a λ-periodic checkerboard modulation: the density mode consists of spatially
identical modulation patterns for both Zeeman states, which are on the other hand relatively shifted by λ/2 for
the spin mode. As the coupling with the density mode is mediated via the real quadrature (aˆ† + aˆ) of the cavity,
this quadrature is simultaneously occupied with the density mode. Similarly, the occupation of the spin mode is
accompanied with the population of the imaginary quadrature i(aˆ† − aˆ) of the cavity. The damping of the cavity
mode is represented by the non-Hermitian term −iκaˆ†aˆ in Eq. 3.
The coupling strengths λD,S are defined as: λD = M0EpE0αs
√
N cosϕ and λS = M0EpE0(αv/2)
√
N sinϕ.
Here Ep =
√−4VTP/αs and E0 represent electric field amplitudes of the transverse pump and the empty cavity,
respectively. αs,v represent the scalar and vectorial components of the polarizability tensor with ratio αv/2αs = 0.464
for the operating wavelength λ = 784.7 nm of the transverse pump. M0 = 〈0| cos kx cos kz|k〉 defines an overlap
integral where |0〉 and |k〉 are the ground and excited momentum states. The energy difference between the
two momentum states and the overlap M0 depends on the lattice depth VTP of the standing wave potential cre-
ated by the transverse pump. We further rewrote the Hamiltonian in Eq. 3 by defining λ21 = λ
2
D +λ
2
S and tanφ1 =
λS
λD
.
By using Heisenberg’s equations of motion, we write the time evolution of 〈aˆ†〉, 〈Jˆx,±〉 and 〈Jˆy,±〉 as:
d
dt
〈aˆ†〉 = −(κ+ i∆c)〈aˆ†〉+ i λ1√
N
[
〈Jˆx,+〉e−iφ1 + 〈Jˆx,−〉eiφ1
]
, (4)
d
dt
〈Jˆx,±〉 = −ω0〈Jˆy,±〉 , (5)
d
dt
〈Jˆy,±〉 = ω0〈Jˆx,±〉 − λ1√
N
[
〈aˆ〉e∓iφ1 + 〈aˆ†〉e±iφ1
]
〈Jˆz,±〉 . (6)
Here we further employed the factorization [31]: 〈aˆJˆz,±〉 → 〈aˆ〉〈Jˆz,±〉 and 〈aˆ†Jˆz,±〉 → 〈aˆ†〉〈Jˆz,±〉. As the cavity field
approaches a steady state at a rate κ/2pi = 1.25 MHz which is much faster than the motional frequency 2ω0/2pi ≈
7.4 kHz of the atoms, we can adiabatically eliminate the cavity field which gives:
〈aˆ†〉 = − λ1√
N
1√
∆2c + κ
2
e−iφκ
[
〈Jˆx,+〉e−iφ1 + 〈Jˆx,−〉eiφ1
]
, (7)
where φκ = tan
−1 ( − κ/∆c) is the cavity induced phase shift. By combining Eq. 5 to 7, we obtain the following
second order differential equations for 〈Jˆx,±〉:
d2
dt2
〈Jˆx,+〉 = −ω20〈Jˆx,+〉 −
2λ21ω0
∆2c + κ
2
1
N
[
−∆c〈Jˆx,+〉+ (∆c sin δφ+ κ cos δφ)〈Jˆx,−〉
]
〈Jˆz,+〉 , (8)
d2
dt2
〈Jˆx,−〉 = −ω20〈Jˆx,−〉 −
2λ21ω0
∆2c + κ
2
1
N
[
−∆c〈Jˆx,−〉+ (∆c sin δφ− κ cos δφ)〈Jˆx,+〉
]
〈Jˆz,−〉 , (9)
where δφ = 2φ1 − pi/2. By assuming only small deviations from the initial ground state, we can approximate
〈Jˆz,±〉 ≈ −N2 . With the definitions xD = 1N (〈Jˆx,+〉+ 〈Jˆx,−〉) and xS = 1N (〈Jˆx,+〉 − 〈Jˆx,−〉), we obtain equation (2) of
the main text which is reiterated below:
d2
dt2
(
xD
xS
)
=
( −ω2D −K2
K2 −ω2S
)(
xD
xS
)
, (10)
7where the soft mode frequencies ωD,S and the strength K
2 of the dissipative coupling are defined via the following
equations:
ω2D = ω
2
0 +
λ21ω0∆c
∆2c + κ
2
[
1− sin δφ
]
,
ω2S = ω
2
0 +
λ21ω0∆c
∆2c + κ
2
[
1 + sin δφ
]
,
K2 =
λ21ω0κ
∆2c + κ
2
cos δφ =
1
κ
λ21ω0 sin
2 φκ cos δφ .
As seen from above relations, the cavity decay rate leads to a small shift in the soft mode frequencies which slightly
modifies the critical transition point for the occupation of the density and the spin mode (in the absence of the
off-diagonal dissipative coupling). This is the reason why we consider the coupling between the spinor BEC and the
DM or the SM mode to be coherent. As shown for the case of single spin BEC [4], dissipation might also alter the
critical exponent for the self-organization phase transition corresponding to the occupation of the density or the spin
mode.
Description of the dissipation induced instability
To describe the response of the system to the dissipative force, we need to solve Eq. 10. Assuming solutions of the
form [xD, xS] = [cD, cS]e
ηt, we obtain η to be:
η2 = −ω
2
D + ω
2
S
2
± 1
2
√
(ω2D − ω2S)2 − 4K4 . (11)
A dynamically unstable chiral solution requires Re{η} to be positive which corresponds to amplification and Im{η}
to be non-zero. These conditions are satisfied when (ω2D − ω2S)2 − 4K4 < 0 which results in tan |δφ| < − κ∆c for the
dynamically unstable regime. Note that outside the unstable region, η is either real or imaginary corresponding to
normal state or static self-organized states, respectively.
The exact solutions of η as obtained from Eq. 11 and including the effects of cavity birefringence and dispersive
shift (see next subsection) are plotted in Fig. 3B of the main text. In the limit |ω2D − ω2S| << K2 << |ω2D + ω2S|, we
obtain the following four solutions for η:
η ≈ ±i
√
ω2D + ω
2
S
2
[
1∓ i K
2
ω2D + ω
2
S
]
,
whose imaginary and real parts are the approximate expressions of the rotation frequency ω and the amplification rate
g as given in the main text. We also observe that when ω2D,S < 0 (which would correspond to the self-organization
phase transition in the absence of dissipation), the real and imaginary parts of η are interchanged. Note that there
are two solutions of η which are amplified and two which are damped. Using the two amplified solutions of η, we
construct the time varying solutions xcD,S of the occupation of the density and spin mode:[
xcD, x
c
S
]
= A
[
cosωt, sin (ωt+
∆c
κ
δφ)
]
egt ,
where A is the amplitude of the initial fluctuation leading to the instability. We have, for simplicity, skipped an
additional phase offset in the arguments of sin and cos functions above which describes the density and the spin
admixture of the initial fluctuation. The axis of the elliptical solution can be more easily interpreted by a 45◦ rotation
of the xD − xS basis and defining x± = (xD ± xS)/2. Physically, x± = 〈Jˆx,±〉/N corresponds to the normalized
strength of the checkerboard modulation for each of the two spin states. These solutions are given by:[
xc+, x
c
−
]
= A
[
cos (φ2/2) cos (ωt+ φ2/2), sin (φ2/2) sin (ωt+ φ2/2)
]
egt ,
8where φ2 = −pi2 + ∆cκ δφ. This shows that the elliptical solutions are oriented in the x± directions as plotted in Fig.
2. Finally, we derive an expression for the cavity-output field. Following Eq. 7, we get
〈aˆ†〉 ∝ xc+e−iφ1 + xc−eiφ1 ∝ (xcD − ixcS)−
δφ
2
(xcD + ix
c
S) =
[
A+e
iωt +A−e−iωt
]
egt ,
where the last proportionality also assumes small deviations from the critical polarization angle and one can show
that A+A− ≈ −
δφ
2 (1 + i
∆c
κ ).
Adding the effects of cavity birefringence and dispersive shift
In the experiment, the cavity has two birefringent TEM00 modes whose polarization axes are tilted by α = 22
◦
with respect to the y and z axes. The spinor BEC is coupled to the density and the spin mode via both these cavity
modes. The detuning ∆c mentioned in the main text is associated to the resonance of the mainly y-polarized mode
whose frequency is δbir/2pi = 2.2 MHz larger than the other cavity mode. The effect of coupling to these two cavity
modes can be taken into account in the definition of ωD,S and K
2 as follows:
∆c
∆2c + κ
2
→ ∆c
∆2c + κ
2
cos2 α+
∆c + δbir
(∆c + δbir)2 + κ2
sin2 α
κ
∆2c + κ
2
→ κ
∆2c + κ
2
cos2 α+
κ
(∆c + δbir)2 + κ2
sin2 α .
We further add the effect of the atomic dispersive shift on the cavity resonance and hence detuning ∆c in Fig. 2
and 3 of the main text and Fig. 5 and 6. The dispersively shifted detuning ∆˜c is defined as: ∆˜c = ∆c − U0(N+1 +
N−1)〈cos2 kx〉 where U0/2pi = −56.3 Hz is the maximum dispersive shift per atom and N±1 is the atom number in
each of the two Zeeman states. 〈cos2 kx〉 is the overlap of the cavity mode with the atomic wavefunction and is
equal to 1/2 for the non-modulated BEC. The light field scattered into the cavity changes this overlap. We neglect
this dynamical shift while plotting ∆˜c as the maximum number of photons in the cavity is ≈ 100. This leads to an
intra-cavity lattice depth of ≈ 1.5ER which results in only a small dynamical shift that is irrelevant for this study.
Experimental justification of the model
An important approximation employed in our derivation of the equations of motion is: 〈Jˆz,±〉 ≈ −N2 . This can be
verified experimentally as we can use the obtained photon number and Eq. 7 to extract 〈Jˆx,±〉. For the instability
data shown in Fig. 2, this gives an estimated change in the value of 〈Jˆz,±〉 of at most 23% for a binsize of 5 ms. Also,
note that the reason why the change in 〈Jˆz,±〉 should be small is not built-in to our simple non-interacting model and
we attribute it to the s-wave collisional interactions, see below. We also converted the number of photons in steady
state self-organization to 〈Jˆx,±〉 (data for Fig. 2A). From the non-interacting theory, |〈Jˆx,±〉| < N2 , but we found the
corresponding experimental values to be as large as N which cannot be fully captured within our calibration errors.
Data Processing
Spectrum fitting
We record the time trace of the cavity emission by means of a heterodyne detector [32]. The light field leaking from
the cavity is mixed with a local oscillator, which is frequency shifted by 60 MHz with respect to the transverse pump
frequency, on a balanced heterodyne detector. The signal is down-converted with an RF mixer to 47kHz and recorded
with an analog-to-digital converter with a time resolution of 2µs. Heterodyning allows us to access both amplitude
and phase information of the cavity light field. The two light quadratures X(t), Y (t), after calibration, are combined
to give the cavity field α∗(t) = X + iY . After performing digitally a rotation at 47 kHz, we perform fast Fourier
transform (FFT) of the signal in a given time window T to access the spectrum α˜∗(ν) = 1/
√
N
∑
i α
∗(ti)e−i2piνti ,
where ti is the time step and N is the total number of time steps contained in the time window. From this we obtain
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FIG. 4. Exemplary fitted n˜ph for a detuning ∆c/2pi of -9.2(5) MHz and different transverse pump powers VTP. (A) VTP =
25.0(6)ER, dominant peak at zero frequency, corresponding to a self-organized state. (B) VTP = 21.3(6)ER, PSD in the
unstable region, characterized by the two sidebands. (C) VTP = 11.4(6)ER, intermediate situation with all three components
being present. We assign these instances to self-organization, due to the larger weight on the central peak. The data was
recorded with an acquisition time T of 10 ms. Insets show the same data on logarithmic scale.
the power spectral density as: PSD(ν) = α˜∗(ν)α˜(ν) = n˜ph(ν)T . We fit the power spectral density of the cavity
emission with an empirical model consisting of three Lorentzian peaks.
n˜ph(ν) =
a
1 + (ν − ν0)2/Γ2 +
b
1 + (ν + ν0)2/Γ2
+
c
1 + ν2/Γ20
, (12)
where a, b, c, ν0,Γ,Γ0 are fitting parameters (see Fig. 4). The amplitude of the zero frequency component c is
connected to the value of the order parameter 〈Jˆx〉 in steady state self-organization. The other two amplitudes a, b
are signaling the onset of the positional instability, with a mean frequency ν0. The value of Γ0 is typically at or below
the Fourier limit, while Γ can take values ranging from the Fourier limit to Γ ' ν0, depending on the experimental
parameters. Typically, for regions of parameters close to the onset of the instability, we observe low values of Γ,
while the values increase deeper into the unstable region. Whenever the integrated signal is below the noise level, we
consider the system to be in the normal phase. Otherwise, if the integrated signal from the central peak is above the
integrated signal of the side peaks, we consider the system to be self-organized. Vice-versa we consider the system to
be dominated by the instability. This logic excludes the possibility for the two orders to coexist. Even though this
might be the case in some regions of parameters, the understanding of the system in such conditions goes beyond the
scope of this publication. Typical values for the photon number nph =
∑
ν n˜ph in the self-organized phase are 10-100
photons, while in the unstable region the signal is about 1-10 photons. The background noise level is around 10−2
photons.
Extracting the amplitude and phase of the cavity light field
To obtain the number of photons nph and phase φ as shown in Fig. 2A-B, we digitally rotate the heterodyne signal
at 47 kHz to obtain the light field at the frequency of the transverse pump. We further remove high frequency noise
from the signal by performing a moving average with a 100 µs window.
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Construction of phase-space trajectories
For the sub-panels displaying the xDxS-plane of Fig. 2 of the main text, we recorded the time traces (X(t), Y (t))
over 20 runs of the experiment under the same experimental conditions. In order to meaningfully average the data
we have to take particular consideration of the phase of the oscillation. Due to technical imperfections, the phase
reference of the heterodyne detection is uncorrelated between different experimental runs. This effectively rotates the
trajectories relative to each other by a random amount in every experimental repetition. To correct for this effect, we
use two different procedures, depending on the system being either in the self-organized region or in the instability
region. For data in the self-organized region, we just evaluate the phase φ0 of α˜
∗(ν = 0), and phase shift the spectrum
by −φ0. For data in the instability dominated region, we evaluate the phase of α˜∗(ν) at the frequency corresponding
to the maximum of n˜ph on the negative side of the frequency spectrum (φ−) and at the corresponding frequency on
the positive side (φ+). We therefore phase shift α˜
∗ by −(φ+ + φ−)/2 and invert the FFT to generate the corrected
quadratures X ′(t), Y ′(t). Looking for the contribution at the frequency of the maximum, we have
X ′(t) = (|α˜|+ + |α˜|−) cos(2piνt+ δ), (13)
Y ′(t) = (|α˜|+ − |α˜|−) sin(2piνt+ δ), (14)
where |α˜|+,− are the amplitudes at the two frequencies and δ = (φ+ − φ−)/2. With this procedure, we get an
ellipse oriented along the x,y-axes. We can therefore meaningfully average the (X ′(t), Y ′(t)) traces. This procedure
renders impossible a determination of the effective orientation of the ellipses which would provide information on the
eigenmodes of the system. Such information could be accessed by generating a phase reference in each shot as done
in [32]. The dataset displays a significant modulation of the oscillation amplitude over time as visible on the non-
averaged trace in Fig. 3B of the main text. The elliptical orbit is correspondingly showing a modulation of the mean
radius, if considering data from the full time trace. Therefore, the data segment plotted in the insets corresponds to
500 µs of evolution around the first recorded peak. The data is furthermore smoothened with a moving average of 40
µs to reduce high frequency noise.
Determining the boundary of the instability dominated region
In Fig. 3 of the main text we plot the region of the dissipation induced instability as a function of detuning and
polarization angle for a lattice depth of 21ER. The transverse pump power could in principle contribute to the position
of the boundary as well. In order to obtain the data reported, we measured the spectrum for fixed polarization angle
and detuning as a function of time while linearly ramping up the transverse pump power to the maximum value of
25 ER in 50 ms. The time trace was segmented in time intervals of 5 ms with a 50% overlap between neighboring
intervals. For each interval we recorded n˜ph and fitted it with our empirical model. We observed that the boundary
∆˜crit between the instability dominated region and steady state self-organization depends very weakly on pump power
with significant deviations only close to the boundary with the normal phase, see Fig. 5. This is in line with the
non-interacting theory which predicts no dependence of ∆˜crit on the lattice depth.
Constructing the phase diagram
In Fig. 6, we construct the phase diagram of the system as a function of lattice depth and detuning at ϕ = 63.3(1.0)◦.
The transverse pump power is ramped up via the S-shaped ramp in 20 ms to a lattice depth ranging between 0 to
20ER, held for 50 ms, and ramped down via the S-shaped ramp in 20 ms. The power spectral density and hence n˜ph
is extracted from the first 10 ms after the end of the upwards ramp. This spectrum is fitted with our empirical model
to extract two order parameters: the total mean number of photons nt and the mean number of photons n0 at the
frequency of the transverse pump, Fig. 6A-B. Based on these order parameters, we build a phase diagram exhibiting
three regimes as shown in Fig. 6C. The superfluid state SF is characterized by negligible intra-cavity light field. In
contrast, the self-organized state SO [18] which corresponds to the occupation of the DM is identified by cavity light
field dominantly at the transverse pump frequency, nt ≈ n0 6= 0. Finally, the dissipation induced structural instability
leads to a finite occupation of the red and blue sidebands while there is negligible power at the frequency of the
transverse pump, nt 6= 0 ≈ n0.
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FIG. 5. Exemplary determination of the dispersively shifted critical detuning ∆˜crit defining the boundary between self-
organization and instability dominated regime as a function of VTP for different polarization angles ϕ = 3.4(1.0)
◦ (blue),
ϕ = 54.4(1.0)◦ (red), ϕ = 61.4(1.0)◦ (green), ϕ = 62.9(1.0)◦ (orange). A weak power dependence can be noticed. The data
points in Fig. 3 (main text) are measured at VTP = 21ER. The experimentally determined cavity detunings are binned with a
homogeneous bin size of 0.5 MHz. The error bar is half of the bin size, unless the data set has insufficient statistical relevance
around the transition point. In such a case the error bar is the full bin size. Plus signs represent instances in which a precise
determination of the boundary was not possible due to the finite detuning range employed in the measurement. The position
of such symbols gives an upper bound for the critical detuning.
Adiabaticity and heating
The lifetime of the system in the unstable region was observed to be around 5-10 ms, rendering impractical very
long ramp or observation time scales. The choice of time scales for the power ramps represents a compromise between
adiabaticity and heating.
Critical polarization angle determination
We determined the value of the critical polarization angle with two different methods. The first one relies on fitting
the data from Fig. 3A to determine the position of the minimum. This method gives the value 63.7(1.0)◦, where the
error bar is dominated by the repeatability of our polarization setting ' 1◦. For the second method we looked at
the phase of the light during self-organization for large detuning (∆c/2pi = −15.04(18) MHz) from cavity resonance
using the same experimental procedure as in [17]. We observe a clear phase jump of pi/2. Fitting the position of
the phase jump with a sigmoid function yields the value 62.2(1.0)◦, where again the uncertainty is dominated by the
repeatability of the polarization setting. In this measurement, we also observe that for angles around the critical
angle, the observed value of the phase goes smoothly from zero to pi/2 in a window of ≈ 3◦. The expected value
for the critical angle for non-interacting atoms is 65.1◦, deviations from this value are nevertheless expected due to
atom-atom interactions disfavoring density modulations over spin-texture, leading to a shift towards lower angles.
The second method relies on data taken at higher transverse pump powers (mean densities) with respect to the first
method due to the larger cavity detuning. For the theoretical plots presented in the main text, we assumed the value
65.1◦ obtained from the theoretical values of scalar and vectorial polarizabilities at the transverse pump wavelength
of 784.7 nm [17].
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FIG. 6. Constructing a phase diagram: (A) Total number of mean intra-cavity photons nt and (B) number of mean intra-cavity
photons n0 at the frequency of the transverse pump as a function of dispersively shifted detuning ∆˜c and lattice depth VTP of
the transverse pump. The photon numbers are obtained from the spectrograms using a 10 ms window while holding all external
parameters constant. (C) Using nt and n0, we construct a phase diagram depicting two time independent states: superfluid
state SF (purple) with negligible mean intra-cavity photon number, and self-organized state SO (yellow) where the dominant
contribution of the cavity field is at the frequency of the transverse pump. The dissipation induced structural instability DSI
where the state of the system is varying in time and the dominant contribution to the cavity field are in the sidebands is
depicted in orange. The measurement is performed at a polarization angle ϕ = 63.3(1.0)◦ and every data point is obtained by
averaging over 5 experimental repetitions.
Role of collisional interactions
We observed a much lower mean intra-cavity photon number in the DSI (Fig. 2D-E) than during self-organization
(Fig. 2C). Such a behavior can be qualitatively explained by the presence of s-wave collisional interactions between
the atoms. As the atomic field evolves from one checkerboard pattern to another, these interactions can scatter atoms
out of the two considered momentum states. Such processes can limit the amplitude growth in the dissipation induced
instability.
From Fig. 6C, we observe that there is a finite VTP threshold for the onset of the dissipation induced instability
which increases with decreasing detuning. We attribute this finite threshold to a balance between the amplification
rate g and a damping rate γ due to the collisional interactions [4]. As g decreases with the detuning becoming more
negative because of the reduced cavity phase shift, the threshold correspondingly increases. High thresholds for more
negative detuning also increase the effect of atomic interactions as the atoms get more and more squeezed in the
pancakes formed by the transverse pump lattice. This effect can be responsible for a finite critical detuning for the
onset of the dissipation induced instability at the critical angle as opposed to the predictions of the non-interacting
theory, cf. Fig. 3A. However, we also cannot rule out the role of polarization impurity in making this threshold finite.
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