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Let R be a DVR, let R* be the completion of R, and Q, Q* the respective fields of quotients; R is called a Nagata valuation domain if it is not complete and the degree [Q* : Q] is finite. We investigate direct decompositions of finite rank torsion-free modules over Nagata valuation domains R, in the case when [Q* : Q] = 2 or 3. The investigation is developed making use of the classical Kurosch matrix invariants of torsion-free R-modules of finite rank. When the degree is 2, it is proved that every indecomposable torsion-free R-module of finite rank is a direct sum of submodules of rank less or equal to 2. Thus we supplement a result by Vamos, who first discovered non-DVR valuation domains satisfying the above property. When the degree is 3, the examination of Kurosch invariants allows us to give several results on the decomposition of torsion-free R-modules, and to construct indecomposable ones.
Introduction
A natural problem in the theory of torsion-free modules over a commutative domain R is to establish the largest possible rank of an indecomposable torsionfree R-module of finite rank. Following Vamos [15] , given a commutative domain R, we shall denote by fr(R) this largest rank, i.e. fr(R) = II means that there exist indecomposable torsion-free R-modules of rank PI, and every torsion-free Rmodule of finite rank greater than n is decomposable; fr(R) = 30 means that for all positive integers m there exist indecomposable torsion-free R-modules of finite rank greater than m. Matlis in [ll] deeply investigated domains with fr(R) = 1 (he called them D-rings). When R is a valuation domain, a classical result, due to Kaplansky [8] and Matlis [lo] , asserts that fr(R) = 1 if and only if R is maximal. Moreover, when R is a DVR, i.e. a rank 1 discrete valuation ring, it was known that fr(R) = ~0 if the rank, as an R-module, of the completion R" of R is x (see e.g. Arnold's paper [l, Proposition 4.31 used to obtain some partial results also for degrees greater than 3; however, it will be clear by our arguments that the difficulties in matrix calculations quickly become enormous, with the increasing of the degree.
Preliminaries
In the sequel R shall denote a DVR, with maximal principal ideal pR and field of quotients Q; R" and Q* will denote the completion of R in the valuation topology and its field of quotients, respectively. All unexplained facts about valuation domains may be found in the book by Fuchs and Salce [4] . 
Note that A is divisible (free) if and only if r,(A) = 0 (r(A) = rp(A)).
In the sequel we shall deal only with torsion-free R-modules A which are neither divisible nor free, i.e. such that 0~: r,(A) < r(A). Given a matrix T, it will be important to specify the ring to which the entries of r belong; we will say that r is a K-matrix if the entries of r are elements of K (here K can be equal to R, R*, Q, Q*>.
In the next proposition we summarize Corollaries 1.7 and 1.8 of [l] , where a modernized version of the classical Kurosch invariants is given (cf. [3, 93] ; the next results can be obtained by Theorems 93.4 and 93.5 of [3]). First we give a definition: let r, A be two k X n R*-matrices; rand A are said to be equivalent, and we write r--A, if there exists an invertible Q-matrix such that the following properties are satisfied:
(2) X + T is an R*-matrix with determinant a unit of R* (i.e. such that the inverse of .IZCr + T is still an R*-matrix).
We shall say that II, P, 2, T realize the equivalence; note also that (1) implies that necessarily L' is k x k, P is k x n, _X is n x k and T is n x n. The relation -is in fact an equivalence, in view of the following:
Proposition 2 [l]. Let R be a DVR, A be a torsion-free R-module offinite rank, neither divisible nor free; let r,,(A) = n, r(A) = n + k. Then we can associate to A an (n + k) x (n + k) representative matrix where I,, I, are identity matrices of orders k, n, and r is a k x n R* -matrix. Let B be another torsion-free R-module of finite rank, with representative matrix
I/l A [ 1 0 I, '
Then A is isomorphic to B if and only if r(A) = r(B), r,,(A) = r,(B) (i.e. h = k, m = n), and r is equivalent to A. Conversely, every matrix M, as above represents a torsion-free R-module A with r,,(A) = n, r(A) = n + k. Moreover, A has a divisible summand if and only if [c] has Q-dependent rows for some representative matrix MA; A has a free summand if and only if [Z, r] has Q-dependent columns for some representative matrix. Cl
Since, in the notation of Proposition 2, MA is determined by r, we will say that r is a representative matrix of A. The equivalence class containing r will be called the Kurosch invariant of A; our investigation will consist in establishing when two R*-matrices are equivalent, i.e. when they belong to the same Kurosch invariant. If the R*-matrix r is assigned, we shall sometimes denote by A,. the torsionfree R-module represented by r (for the construction of A,., see Section 1 of [l] 
where c is a representative matrix of A;, i = 1,2. 0
The following lemma will enable us to operate on r by means of certain elementary operations.
Lemma 4. Let r be a k x n R*-matrix, V a k x k invertible Q-matrix, W a n x n R-matrix with det W a unit of R. Then VT -r -TW.
Proof. If we choose
The case of degree 2
The final aim of this section is to prove that if R is a Nagata valuation domain with [Q* : Q] = 2, then fr(R) = 2. However, the results will be proved in a more general setting. we see at once that (1) and (2) [-a,,] , .Z = 0, T = I; it is readily seen that n, P, C, T, realize the equivalence between r and u [b,,] . We are thus reduced to proving that u[b,j] = uM is equivalent to a diagonal matrix. We suppose M # 0, otherwise we are done. We first show that uM -MN with N lower triangular.
Proposition 5. Let u E R*\R, and let a,b E Q be such that a + bu E R*\R. Let A be a rank 2 torsion-free R-module, with representative matrix [a + bu]. Then
In view of Lemma 4, we can exchange the rows and the columns of M to obtain a matrix uM ' = u[c,,] , equivalent to uM, such that 0 # c, , divides c,, for all j > 1; hence the first row of M' is of the form (c,, , rzc,, , rjc, {,, . .) for suitable r, E R. If now we multiply uM' on the right by the matrices Wj which correspond to the elementary operation 'jth column minus r, times first column', we obtain a matrix uM " = u[d,,], with first row (d,,u, 0,. . ,O), and uM"-uM' in view of Lemma 4 (this trick was necessary because the elementary operations on the right W, are permitted only if W, is an R-matrix, by Lemma 4, so that r, must be in R). It is clear how to repeat this procedure, finally obtaining a lower triangular matrix UN equivalent to uM. It is now easy to find a diagonal R-matrix D with UN -uD; by Lemma 4 it is enough to multiply N on the left by matrices rV, where V is a Q-matrix which corresponds to an elementary operation on rows, and r # 0 is such that rV is an R-matrix (we use r to ensure that, after any operation, we get a matrix with entries in R", not simply in Q*). The desired conclusion follows. 0 If now R is a Nagata valuation domain with [Q* : Q] = 2, it is clear that any R*-matrix r satisfies the hypotheses of Theorem 7, and so we have fr(R) 5 2. On the other hand, by Proposition 5 (or the more general Theorem 3(a) in [15]), we also have fr(R) Z-2; moreover, Proposition 5 implies that indecomposable rank 2 torsion-free R-modules are isomorphic. We have thus proved the following theorem:
Theorem 7. Let A be a torsion-free R-module of fmite rank, neither divisible nor free; let r,,(A) = n, r(A) = n + k, and let r be a k x n R*-matrix representative of A. If r is a Q(u)-matrix, with u E R"\R of degree 2 over Q. then A is a direct

Theorem 8. Let R be a Nagata valuation domain with [Q* : Q] = 2; then fr(R) = 2, and an indecomposable torsion-free R-module of finite rank is isomorphic to one of the R-modules R, Q, A,,. 0
Remark. An immediate application of Theorem 8 derives from Lemma 9 of [ 151, which asserts that if R is a domain containing a prime ideal P such that R,P = P and R, is a maximal valuation domain, then fr(R) = fr(R/P). We can easily perform an (A + B)-construction (see the book by Gilmer [5] ; see also the constructions in [2]), to get a valuation domain R with a prime ideal P, satisfying the above requirements and such that R/P is a Nagata valuation domain with fr(R/P) = 2. Therefore, fr(R) = 2 and R is neither a DVR nor a domain of the type considered in [15] .
The case of degree 3
Throughout this section R will be a Nagata valuation domain with [Q* : Q] = 3. By the result in [13] quoted in the first section, necessarily the characteristic of Q is 3 and Q'i: is a purely inseparable extension of Q; therefore we may suppose Q* = Q(u), where u is a unit of R:" not in R, and u3 = A is a unit of R.
Our purpose is to obtain results on direct decompositions of torsion-free R-modules of finite rank, by an examination of their representative matrices. Let A be a torsion-free R-module of finite rank, with r,?(A) = n, r(A) = n + k; if r is a k x n R"-matrix representative of A, then r = [a,, + ub,, + u2cjj] for  suitable a,,b,,c, Then A = 17r + P is equivalent to r, since (1) and (2) are satisfied, and A = uX + u*Y, where X and Y are R-matrices.
We have thus verified that, without loss of generality, we can assume r = uX + u2Y, with X and Y Rmatrices.
This will always be done in the sequel.
We start with an easy lemma.
Lemma 9. Zf u E R*\R is as above, we have [u] -[u'].
Proof. Recalling that u3 = h E R, it is enough to check that the 1 x 1 matrices n = 0, P = 1, C = A ', T = 0 realize the equivalence between [u] and [u']. 0
Another technical lemma will be needed in our next theorem.
Lemma 10. Let Z(u) = 2, + uZ, + u2Z, be an invertible n x n Q*-matrix. Then there exists an invertible n x n Q-matrix H such that:
(1) HZ(u) has entries in R*, = sp-"'W(u,,) ; H is a Q-matrix and we have HZ(u) = p-"W(u,,)sZ(u)   = p-"'W(u,,)Z,,(u) = uz + p&(u) ;
the matrix vl + p&,(u) has entries in R*, and its determinant is a unit of R*, as we see by reducing modulo pR*. This concludes the proof. 0
We give now a criterion for decompositions of modules with square representative matrices.
To simplify notation, for a square matrix H, we shall write, as usual, (HI for det H. In the proof we shall use the following well-known fact on the determinant of a block matrix [ ,$ L]: if E is invertible, then E 0 = G H_ GE-,F = IE( IH-GE-'FI. R-module, with r,(A) = n, r(A) = 2n, and let r= uX+ u2Y be a n x n R*-matrix representative of A. If det(X -uY) # 0 and either det X# 0 or det Y # 0, then A is a direct sum of n isomorphic indecomposable submodules of rank 2.
Theorem 11. Let R be a Nagata valuation domain, with [Q * : Q] = 3. Let A be a torsion-free
Proof. Suppose first IX -uYI f 0 and IX/# 0. From the previous discussion we know that ul,, is a representative matrix of Ai:; therefore, to reach our conclusion, it is enough to show that r -ul,, = A. So we must find [ 4 F] such that (1) and (2) from which it follows that .I5 = Ilyx-.
p=fUIJIyx-'Y.
We must show that [ 2 r] is Q-invertible, and that (2) is satisfied. We have
I hYX_'Y Yx-' x I2 1x1 II -h(X-'Yy 'I ;
now observe that II -A(X-'Y)"I # 0, because I -h(X-'Y)" = (I -uX -'Y)" (the characteristic is 3) and II-uX_'Yj = /XI-' (X -uYI # 0. Therefore, I ; ', I # 0 if and only if 1171 # 0. Condition
(2) reads as follows:
(2') II(uY + u2YX-'Y + X) is an R*-matrix whose determinant is a unit of R* . Now the matrix
is a Q*-matrix with non-zero determinant, as observed above; in order to satisfy (2'), it is then enough to choose n as in Lemma 10. To cover the case IX -uY[ # 0 and 1 Yj # 0, the easiest way is to show that r -u'l,, , via calculations
analogous to the previous ones, thereby invoking Lemma 9 to get r--u21,, -ul,,.
This concludes the proof. 0
An immediate but relevant consequence of Theorem 11 is the following: The condition on r in the assertion of Theorem 11 is not necessary, as we shall see in the following example. Proposition 14. Let the notation be as in Theorem 11. If IX -uYl = 0 and either 1x1 # 0 or (YI # 0, then r is not equivalent to ul,,; therefore A = A ,. is not a direct sum of indecomposable submodules of rank 2.
Torsion-free modules over Nagata valuutior~ domuins 205 Proof. Suppose 1x1 # 0, and, by contradiction, let F -uI,,. Then, for suitable II, P, _Z, T we must have Dr + P = u(CT + T), from which it follows a relation like (1") in the proof of Theorem 11. Then, following that same proof, we have I I 9 ; = In(' (xl (Iu(x-'Y)13 , and This yields the desired contradiction. The case I YI # 0 is analogous. 0
Using the preceding results, we can proceed in our investigation of decomposability.
Theorem 15. Let R be a Nagata valuation domain with [Q" : Q] = 3, and let A be a torsion-free R-module of rank 4. Then A is decomposable.
Proof. We can assume that A is neither divisible nor free, so that A has a representative matrix r. If r is 3 x 1, the matrix [{'I must have Q-dependent rows, because [Q* : Q] = 3, therefore A has a divisible summand by Proposition 2; analogously, if r is 1 x 3, A must have a free summand. We can thus assume that r is 2 x 2, of the form r = uX + u'Y, with X, Y R-matrices.
If either X or Y is zero, we can invoke Lemma 6 to achieve r equivalent to a diagonal matrix. and with IX/# 0 as constant term. It follows that A is decomposable by Theorem 11. A similar argument holds if ( YI # 0. We are thus reduced to the case X # 0, Y # 0 but 1x1 = ( YI = 0. By Lemma 6 we know that uX is equivalent to a diagonal matrix; the conditions on X imply that uX-c1 [ 1', II] , with e#O; moreover, the equivalence is realized multiplying uX on the right and left by invertible matrices of the type considered in Lemma 4. Thus, multiplying r on right and left by the same matrices, we see at once that Moreover.
u' 0 1
is an R*-matrix, by the choice of X, and its determinant is a unit of R*. This concludes the proof. 0
The second part of the proof of Theorem 15 enlightens the difficulties that can arise when we are not in the position to apply Theorem 11. Now we ask if there is an analog of Corollary 12 for the rank 3 case, namely if A and A' indecomposable, with r(A) = r(A') = 3 and $(A) = r,(A'), are necessarily isomorphic.
Let A be a rank 3 torsion-free R-module; if A is decomposable, then it must have either a free or a divisible summand.
Let us suppose that A is such that r,,(A) = 2 (the case r,,(A) = 1 can be handled in a similar way 
I
Since zr + T is an R*-matrix, we must have uZu + t,,v2u2 + t, E R"; therefore we also have -u2(a2u + t3) = -u3t3 -cr?A E R*, and a,~' + t, -U(CT?U + t3) = -ut, + t, E R*. It follows that IZr + TI is an element of R" divisible by p, hence cannot be a unit of R*, as required by (2). This is the desired contradiction from which our assertion follows. q
Our final example deals with the case when, in the notation of Theorem 11, we have 1.X -uY] = 0, (XI # Note that (XI # 0, IX -ull = 0; looking at the characteristic polynomial of X, we see that X3 = Al. Let A = A,. be the rank 6 torsion-free R-module with representative matrix r. It is readily seen that A cannot have free or divisible summands, in view of Proposition 2. Moreover, since lXI# 0 and (X -uY1 = 0, from Proposition 14 it follows that A is not a direct sum of three submodules of rank 2. The case where A is a direct sum of a rank 2 and of a rank 4 submodule cannot occur, because a rank 4 R-module is decomposable (Theorem 15); so we reduce ourselves to the previous cases. The only remaining case is that 2 = A, CD A2 with r(A ,) = r(A,) = 3, r,>(A ,) = 2, r,,(Az) = 1; we shall show that this is impossible, from which we will conclude that 2 is indecomposable. We argue by contradiction and suppose that A splits as above. Note that a representative matrix of A, is of the form [a,~ + b,u', a,u + b,u'] Recall that 1: ',I # 0; now we use (*) and X' = AI to obtain the following equalities of determinants: 
T-CX'
209 therefore we deduce that Y = T -2X' must be invertible, from which, using (*), we obtain K = HYX-'Y-l, and also from which we get I HI # 0, impossible. From the contradiction it follows that A is indecomposable, which is the desired conclusions.
