The hairpin completion is a formal operation inspired from DNA biochemistry. It is known that the (one step) hairpin completion of regular language is linear context-free, but not regular in general. It is decidable whether the (one step) hairpin completion of regular language is regular. However, it is an open question whether the iterated hairpin completion of a regular language is regular, even if it is a singleton. If the word is a non-crossing ↵-word, there are results, but for crossing words there are no results. In this paper, we give necessary and su cient conditions that the iterated hairpin completion of a given crossing (2, 2)-↵-word in ↵⌃ ⇤↵ is regular.
Introduction
The mathematical hairpin concept was introduced by Pȃun et al. in [13] . This operation is inspired by DNA biochemical processes which play an important role in DNAcomputing. A DNA-strand is composed of nucleotides which di↵er from each other in their bases: A (adenine), G (guanine), C (cytosine), and T (thymine). By Watson-Crick base pairing, the complementary bases A and T (resp., G and C) can bond to each other via hydrogen bonds. Two strands can bond to each other if they have opposite orientation and they are base-wise complementary. When a single strand of DNA has a su x ↵ which is the mirrored complement of a middle subword ↵ of the strand, it bonds to the middle subword part and looks like a hairpin. Then a polymerase chain reaction extends the shorter end to generate a complete double strand.
A strand can be seen as a word and a set of strands as a formal language. In this paper we discuss the hairpin manipulations from a language theoretic point of view. The (one step) hairpin completion operation was investigated in [1, 2, 5, 8, 9, 10, 11, 12] . ⇤ This paper is extended abstract and the detailed version was submitted.
Most basic algorithmic questions about(one step) hairpin completion have been answered (see, e. g. Cheptea et al. [1] and Diekert et al. [2] ).
However the situation is di↵erent for the iterated version. It is a di cult question whether or not the iterated hairpin completion of a regular language is regular, even if the regular language is a singleton.
In the case of a bounded hairpin completion, which is a weaker variant of the hairpin completion introduced by Ito et al. in [4] , the iterated bounded hairpin completion of a regular language is regular.
When a given word is a non crossing ↵-word, there are necessary and su cient conditions that the iterated hairpin completion of this word is regular (see L. Kari, S. Kopecki and S. Sekii [5] ). In this paper, we give necessary and su cient conditions that the iterated hairpin completion of a given crossing (2, 2)-↵-word in ↵⌃ ⇤↵ is regular.
Preliminaries
We assume the reader to be familiar with fundamental concepts from Formal Language Theory, such as the classes of the Chomsky hierarchy, finite automaton, regular expressions (e. g., see the textbook by Harrison [3] ), as well as fundamental concepts from combinatorics on words (e. g., see the Lothaire textbook [7] ).
Let ⌃ be a non-empty finite alphabet with letters as elements. A sequence of letters constitutes a word w 2 ⌃ ⇤ and we denote by " the empty word.
Words together with the operation of concatenation form a free monoid, which is usually denoted by ⌃ ⇤ for an alphabet ⌃. Any subset of ⌃ ⇤ is called a language. By ⌃ + we denote the set of non-empty words over ⌃.
Repeated concatenation of a word w with itself is denoted by w i for integers i 0 with i representing a power. Furthermore, w is said to be primitive if there exists no non-empty word u such that w = u j for some integer j > 1. Otherwise, we call w a repetition and the smallest such u its root (note that in this case the word u is primitive).
The length of a finite word w is the number of not necessarily distinct symbols it consists of and is denoted by |w|. The ith symbol we write as w[i] and use the notation w[i..j] to refer to the part of a word starting at the ith and ending at the jth position.
A word u is a factor of w if there exist integers i, j with 1  i, j  |w| such that u = w[i..j]. We say that u is a prefix of w whenever we can fix i = 1 and denote this by u  p w. If j < |w|, then the prefix is called proper. Su xes are the corresponding concept, reading at the end of the word to the front. A word w has a positive integer h as a period if for all i, j such that i ⌘ j(modh) we have w[i] = w[j], whenever both w[i] and w[j] are defined. The number of occurrences of a word u in a word w as a factor is denoted by |w| u .
Let¯be an antimorphic involution, i.e.¯: ⌃ ⇤ ! ⌃ ⇤ is a function, such that for a = a for all a 2 ⌃ , and uv =vū for all u, v 2 ⌃ + . A word w is said to be a pseudopalindrome if w = w.
Throughout this paper, let k be a fixed integer. For a word w = ↵ ↵ where ↵ 2 ⌃ k and , 2 ⌃ ⇤ , we define right k-hairpin completion of w as ↵ ↵¯ . If the number k is obvious, we can omit it. By the notation w! r w 0 , we mean that w 0 is a right k-hairpin completion of w. The left k-hairpin completion is defined analogously. By the notation w! l w 0 , we mean that u is left k-hairpin completion of w. The relation of k-hairpin completion ! is defined as ! r or ! l . We denote the reflexive transitive closure of !, ! r and ! l by ! ⇤ , ! ⇤ r and ! ⇤ r , respectively. For a language L ✓ ⌃ + , we define the right k-hairpin completion of L and the left k-hairpin completion of L, respectively, as follows:
Main Results
We will restrict out attention to words of the form ↵⌃ ⇤↵ where |↵| = k. This does not restrict generality, because, if any word w 2 ↵⌃ ⇤ and |↵| = | | = k has a one-step hairpin completion w 0 of w, then w 0 is in ↵⌃ ⇤↵ or in¯ ⌃ ⇤ . Regularity of the iterated hairpin completion of the word w depends on regularity of H ⇤ k (w 0 ). In the rest of this paper, we investigate regularity of H ⇤ k (w) where a given word w is in ↵⌃ ⇤↵ . A word w 2 ⌃ ⇤ is said to be an (m, n)-↵-word (or simply an (m, n)-word) if [w] ↵ = m and [w]↵ = n. We say that an (m, n)-↵-word w is non-↵-crossing if the rightmost occurrence of ↵ precedes the leftmost occurrence of↵ on w. Otherwise, the word w is ↵-crossing.
As an (m, n)-↵-word in ↵⌃ ⇤↵ is always non-crossing for m = 1 or n = 1, then if an (m, n)-↵-word in ↵⌃ ⇤↵ is crossing, we have m, n 2.
We have the following theorem:
Theorem 1 Let x, y 2 ↵⌃ ⇤↵ be (1, 1)-words and w be a crossing (2, 2)-word in x⌃ ⇤ \ ⌃ ⇤ y. Then the iterated k-hairpin completion H ⇤ k (w) of w is regular, if and only if, w is a pseudopalindrome or x and y are both pseudopalindromes.
