We study a simple protocol for communication networks, in which users get no receipt acknowledgment of their requests. As a result, users hold partial and differential information over the state of the protocol. We characterize optimal behavior by viewing the protocol as a stochastic game with partial observation. We also study two classes of protocols that generalize this protocol.
Introduction
In many communication networks, such as the Internet, radio, cellular phone, and satellite networks, the communication medium is shared by multiple users. Often the problem of collision arises: if several users simultaneously attempt to use a channel, no information is transmitted. To minimize access collision, various protocols have been devised, such as the IEEE 802.11 (IEEE Standard 802.11a 1999) , Aloha (Abramson 1970) , and slotted Aloha (Roberts 1975) . Using game-theoretic tools, the efficiency of these protocols has been studied, as well as the optimal strategies of the users (e.g., Altman et al. 2004a, b; Sagduyu and Ephremides 2003) .
A key assumption that is made is that users know whether a collision occurs or not, and indeed, e.g., the IEEE 802.11 enables users to check whether the channel is busy. In this paper, we consider a situation in which users do not have this information.
For concreteness, consider the following stylized example. Two processors compete in sending packets over a single channel. The channel can transmit only a single packet at each time slot, and it is governed by a central protocol. The protocol requires sending a request before sending a packet. Thus, at every time slot each processor can either send a request, send a packet, or do nothing. If both processors send a request at the same time slot, a collision, which is not reported to the processors, occurs, and the protocol does not transmit a packet at the following time slot. If only one processor sends a request, and that processor sends a packet at the subsequent time slot, the protocol does transmit this packet. Otherwise, the request is offset, and the processor who made the request is penalized. The protocol then becomes free again, announces this fact to the processors, and waits for another request.
1
Although the processors know when the protocol becomes free, its state becomes unknown after one time slot: if processor A sent a request, A does not know whether the protocol is waiting for its packet or whether B also sent a request; if A did nothing or sent a packet, the processor may either be free or waiting for B's packet.
As the users compete among themselves, the analysis requires the use of game-theoretic tools. The model that we use is that of recursive games. A recursive game is a stochastic game in which the payoff in nonabsorbing states is zero. Stochastic games were used by Sagduyu and Ephremides (2003) and Altman et al. (2004a) to model problems of access control. An overview of stochastic games, as well as some of their applications, can be found in Filar and Vrieze (1996) and Neyman and Sorin (2004) .
In this paper, we analyze in detail the stylized protocol described above. We prove that the processors have a unique optimal strategy. An interesting consequence of our analysis is that this optimal strategy can be implemented by an automaton with three states.
We then generalize the example, and study two classes of recursive games that correspond to more complex protocols. In general recursive games with partial information the value need not exist; this happens when one player, by acting after his opponent, can guarantee more than he can when he acts first. We prove that in the two classes we study optimal strategies do exist, and we study the structure of the optimal strategies.
Our goal in this paper is not to develop a general theory of games with partial information. Rather, it is to show that situations with partial information, like ad hoc networks, can be modelled as recursive games and successfully analyzed using game-theoretic tools.
The relevant literature on stochastic games with partial information on the state is scarce. In search games, a searcher wishes to locate a target in minimal time, whereas the target tries to escape from the searcher; see Alpern and Gal (2002) and Gal and Howard (2005) for recent contributions that combine search and rendezvous aspects. In inspection games, an inspector verifies that an inspectee adheres to certain legal rules, whereas the inspectee has an interest in violating those rules; see Avenhaus et al. (2002) for a survey. The basic difficulty in such games is that the conditional distribution of the current state cannot serve as a state variable, as is the case for Markov decision processes with partial observation, see Arapostathis et al. (1993) or Monahan (1982) . Indeed, in a game with partial information, the beliefs of the two players need not be commonly known. Moreover, the computation of this conditional distribution may simply be impossible without knowing the actual strategy of the other player. As a consequence, no dynamic programming principle holds. This paper is organized as follows. We analyze the protocol described above in §2. Section 3 lays out a general model of recursive games with no observation. It also contains the value existence results for two classes of protocols that generalize the protocol studied in §2, and includes a discussion of the structure of optimal strategies. Proofs appear in §4.
Analysis of the Protocol
We here analyze the protocol described in the introduction. We start by formally defining the game that corresponds to the protocol.
At every period each processor has three available actions-send a request, send a packet, and do nothing. For short, we denote these actions by R, P , and N , respectively. The protocol is shown in Figure 1 . The protocol. Penalize 2
The protocol remains free until exactly one of the processors sends a request. It then waits for a packet from the requesting processor. If a packet arrives, it is transmitted. Otherwise, the requesting processor must pay a penalty to the other processor for misusing the network. This penalty can be either monetary or nonmonetary, through, e.g., some priority given to the other processor in subsequent rounds. To analyze the situation as a game we need to attach a utility to each outcome. For simplicity, we assume that both the gain from sending a packet, and the loss due to the penalty, equal one.
We focus on competitive situations where each processor aims both at maximizing its long-run average payoff, and at minimizing that of the other processor. One simple modelling solution is to assume that a processor incurs a loss of one whenever the other processor successfully sends a packet.
Observe that the action N is dominated by P : when the protocol is free or busy waiting for the other processor, both actions have the same consequence; otherwise, it is preferable to use P than N . We can thus postulate that at every time slot the processors use one of the two actions P or R.
The situation can be modelled as a stochastic game as shown in Figure 2 (processor 1 is the row player and processor 2 is the column player).
The state s 0 corresponds to the protocol being free. For i = 1 2, the state s i corresponds to the protocol waiting for processor i. In each state, each processor has two actions, R and P . Transitions from s 0 are as depicted in Figure 2 , whereas at state s 1 or s 2 , after the processors choose their actions, a payoff is realized and the protocol moves back to s 0 . Because the processors are informed when the protocol becomes free, the game effectively starts anew. We therefore study a single round of the game-until the first time the protocol restarts. The corresponding stochastic game.
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A strategy of player 1 is a sequence = n n 1 , where n R P n−1 → 0 1 , with the interpretation that n a 1 a n−1 is the probability assigned to the action R in stage n, after playing a 1 a n−1 in the first n − 1 stages. We will sometimes drop the subscript n from n and simply write a .
Because the game is symmetric, the value must be zero if it exists, and the optimal strategies of both players are identical.
Proposition 2.1. The game has a value. The strategy that is defined by 1 = 2/3 and, for n > 1,
if a n−1 = P 1 2 if a n−2 = P and a n−1 = R 0 if a n−2 = a n−1 = R is the unique optimal strategy (modulo events that occur with probability 0).
The strategy can be implemented by the automaton in Figure 3 .
Casual intuition suggests that an optimal strategy may exist that would depend only on the last move. Indeed, after processor 1 plays R, his state of ignorance is the same, regardless of his earlier moves: Either the protocol reinitializes itself and both processors know that the state is s 0 , or the game is currently in state s 0 or s 1 . For the same reason, after processor 1 plays P he should reason that either s 0 or s 2 is possible. As the theorem asserts, no such optimal strategy exists.
However, the two situations (the state of the game after player 1 plays R or P ) differ in an important respect. In state s 2 , player 1's decision is irrelevant. Therefore, after player 1 plays P , he may safely assume that the current state is s 0 . This suggests that it might be optimal for player 1 to start the strategy anew, after he has played P . The strategy has exactly this property. By contrast, in state s 1 , player 1's decision is payoff relevant. In loose terms, after player 1 plays R, it is important to assess the likelihood of both states s 0 and s 1 ; the whole sequence of past actions provides some information in this respect.
Proof.
Step 1. The strategy guarantees zero. We will prove that guarantees zero even if player 2 is told at any stage whether the entry P P is played. A fortiori, this implies that guarantees zero in our game. Figure 4 . The auxiliary game.
Whenever player 1 plays P , the automaton moves to its initial state, and its behavior restarts. Whenever player 2 is told that P P has just been played, either the current round is over, or the protocol is in s 0 , and player 1 starts anew.
Hence, we need only prove that for every strategy of player 2, the expected payoff until the action P P is played, or until the protocol restarts, is nonnegative. Thus, to study optimal behavior we can study the auxiliary game in Figure 4 .
An asterisked entry means a transition to an absorbing state with the corresponding payoff. It follows that whenever in the original game depicted in Figure 2 player 2 knows the state of the strategy of player 1 and the state of the protocol, a round ends, and this is captured by an absorbing state.
We will prove that in the auxiliary game the strategy guarantees zero. By Kuhn's theorem (Kuhn 1953) , it is sufficient to show that guarantees zero against any pure strategy of player 2, that is, a deterministic sequence of actions. Observe that player 2's actions after he played P for the first time are not relevant: either player 1 played P , and the pair of actions played is P P , or player 1 plays R and the game moves to s 1 . (The actions of player 2 at s 1 are irrelevant.)
Thus, we will consider sequences of the form
, that play R for a certain number of stages and then P .
For k = 0, one has
Indeed, with probability 2/3, player 1 plays R at the first stage, and then at the second stage he plays both actions with equal probability, and with probability 1/3 he plays P at the first stage and the game restarts. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Indeed, with probability 2/3 player 1 plays R at the first stage and the game remains at s 0 . Then, at the second stage he plays both actions with equal probability, so with probability 1/2 the game moves to s 1 . At the third stage he plays P and receives 1. With probability 1/3 player 1 plays P at the first stage, the game moves to s 2 and the payoff is −1.
In the same way, we obtain
and
If k 4, then R k P = 1/3 + 2/3 × 1/2 + 2/3 × 1/2 = 1 because the probability that player 1 plays P at least once in the first three stages is 1.
Step 2. is the unique optimal strategy that restarts whenever P is played.
Let be an optimal strategy of player 1 that restarts whenever P is played. Then, is described by a sequence k k 0 , where k is the probability that R is played at least k times between two consecutive P s. Note that 0 = 1. With the above notations, any such optimal strategy must satisfy R k P 0 for k = 0 1 2. After some algebraic manipulations, we obtain that these conditions amount to
These inequalities imply that 2 1/2 (8)
where one uses (8)- (9) to derive (10). Because 4 0, (10) implies that 1 2/3. Because 3 0, Equations (8) and (9) imply that 1 2/3. This implies 1 = 2/3, 2 = 1/3, and 3 = 0. Let x n be the probability of playing R after n times R. We have
so that x 0 = 2/3 x 1 = 1/2 x 2 = 0, and = .
Step 3. is the unique optimal strategy. Let = be arbitrary. Let t k be the stage of the kth time in which player 1 plays P (by convention t 0 = 0). Because = , there is k such that with positive probability differs from between stages t k + 1 and t k+1 . By Step 2, conditional on the game being at s 0 at stage t k , there is a pure reply of player 2, b 1 b 2 that ensures the expected absorbing payoff between stages t k + 1 and t k+1 is negative.
Denote by the strategy of player 2 that is identical to . By the symmetry of the game, guarantees that the expected payoff is nonpositive. Because = until stage t k , it follows that under , with positive probability the game is not absorbed before stage t k . One can verify that the following strategy for player 2 guarantees that the expected payoff is negative, so in particular is not optimal: player 2 follows until the kth time he plays P , then he follows the sequence b 1 b 2 until the next time the action pair P P is played, and from then he resumes following .
The Model and Results
We here present the game-theoretic model that we userecursive games in which the players observe nothing but their own actions. We then show by means of an example that without qualifications the value need not exist. We then provide two classes of games that generalize the protocol studied above, and prove that such games have a value. Finally, we discuss the structure of the optimal strategies.
The General Model
For any finite set X, we denote by X the set of probability distributions over X.
A recursive game is defined by (i) a finite state space S that is partitioned into two subsets S 0 and S * , and an initial state s 1 ∈ S 0 , (ii) finite actions sets A and B, (iii) a payoff function r S * → R, and (iv) a transition rule q · s a b ∈ S for each s ∈ S 0 a ∈ A b ∈ B. The game is played as follows. Denote by s n ∈ S the state of the game at stage n ∈ N. At each stage n the two players choose actions a n and b n in A and B, respectively. If s n ∈ S 0 , then the next state s n+1 is drawn according to q · s n a n b n ; if s n ∈ S * , then s n+1 = s n . States in S * are called absorbing because once the game reaches such a state, it never leaves it.
We let = inf n 1 s n ∈ S * be the stage at which the game is absorbed (with inf = + ). The payoff from player 2 to player 1 is r s 1 <+ . Note that this payoff is zero if = .
A (behavior) strategy of player 1 is a sequence n n∈N , where n describes player 1's behavior at stage n. We study games with no observations. In these games each player observes only his own past actions, and no player observes the actions of his opponent, nor the state of the INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
game. Accordingly, n is a map from A n−1 to A . Strategies of player 2 are defined analogously. We denote by (respectively, T ) the space of strategies of player 1 (respectively, player 2).
Together with the initial state, a pair of strategies induces a probability distribution P over the set H = S × A × B N , endowed with the product -field (generated by cylinder sets). Expectation w.r.t. P is denoted by E . The payoff induced by the strategy pair is simply = E r s 1 <+ . The game has a value v if
As the following example shows, in general the value does not exist.
The Value Need Not Exist
Consider the game with three nonabsorbing states in Figure 5 .
Here, if the entry B L is chosen, with probability 1/2 the game is absorbed, and the absorbing payoff is 1, and with probability 1/2 it moves to s 1 .
We argue that this game has no value. A pure strategy of player 1 reduces to a choice 1 of when to play B for the first time because once he plays B, the game is either absorbed or moves to s 1 , where player 1's actions are irrelevant. Similarly, a pure strategy of player 2 reduces to a choice 2 of when to play R for the first time. This choice is either an integer or + .
Thus, (i) if the choices of the two players match, the payoff is zero; (ii) if the choices of the two players are finite Figure 5 .
The game with three nonabsorbing states.
and different, the player who chooses the larger number gains 1/2; (iii) if the choice of exactly one player is finite, that player gains 1/2. We argue that this game has no value. To this end, we show that for every and every strategy of player 2, player 1 has a strategy such that 1/2 − . This will imply inf sup 1/2 and, by symmetry, sup inf −1/2, so that the value does not exist. Fix a strategy of player 2, and let q be the probability that player 2 plays R at least once. If q = 1, then player 1 can obtain a payoff arbitrarily close to 1/2 by playing P for many stages, then B forever. If instead q < 1, we may choose a stage N such that P 2 N 2 < . Let be the strategy of player 1 that plays P up to stage N and B afterwards. The payoff is at least 1/2 q + 1 1 − q − > 1/2 − .
In this game transitions are random. By duplicating each action, it is straightforward to obtain a game with deterministic transitions and no value.
Two Classes of Games
The depth of the simple protocol we have studied in §2 is 3-it remains in its initial state as long as the pair of actions chosen by the two processors is not one of a specific set of "desirable" action pairs. Once a desirable action pair was chosen, the protocol switches to a new state, and then it initializes itself. We call protocols with this structure "onestep protocols," and study the corresponding games in §4.1.
Another way to look at the simple protocol is as follows. As long as the processors choose the same action, the state of the protocol does not change. Once they choose different actions the protocol changes its state, and after one step it initializes itself. We define a class of "matching protocols," that have a similar structure, as follows. The set of possible states is divided into two subsets. The initial state is in the first subset, and as long as the processors choose the same action, the state of the protocol remains at the first subset. Once the players choose different actions, the new state of the protocol is in the second subset, and after one additional time slot the protocol initializes itself. We study the corresponding game in §4.2.
A state s ∈ S 0 is called penultimate if the subsequent state is absorbing, whatever the players play: q S * s a b = 1 for every a ∈ A and b ∈ B. Denote by S P the set of penultimate states. If the initial state is penultimate then the game is equivalent to a one-shot game, and in particular the value exists. A state is standard if it is neither absorbing nor penultimate. In Figure 4 , states s 1 and s 2 are penultimate, and state s 0 is standard. Definition 3.1. A recursive game is a one-step game if there is exactly one standard state, which is the initial state.
In a one-step game, once play leaves the initial state, the players make one last choice of action (in case the game reaches a penultimate state), and then the game is absorbed. However, the players may not know when the play actually INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
leaves the initial state, nor to which penultimate state it moved.
Theorem 3.2. One-step games have a value.
Definition 3.3. A recursive game is called a matching game if (i) the action sets of the two players coincide, and (ii) for every standard state, all off-diagonal entries lead with probability 1 to penultimate states, or absorbing states. Formally, the game is a matching game if (i) A = B and (ii) q S * ∪ S P s a a = 1 for every standard state s and every a a ∈ A such that a = a .
The game in Figure 4 is a matching game. In matching games each player knows that if it so happens that the game is still in a standard state, the past actions of the opponent must have matched his own past actions. In such a case, at every stage each player can calculate the probability of being in a given standard state s ∈ S P , conditional on being in S P .
2 If the game is indeed in a standard state, then so far the actions of the two players matched, and in particular the players calculate the same conditional probability. This is the key observation that ensures that the value exists in matching games.
Theorem 3.4. Matching games have a value.
One property that is common to both one-step games and matching games is the following. Let p i n be the conditional distribution over standard states given player i's past actions and given the game is still in a standard state. In general, if the actions of the opponent are not known, p i n is not well defined. However, both in one-step games and in matching games this quantity is well defined. We conjecture that in every recursive game in which p i n is well defined for every n ∈ N and i = 1 2, the value exists.
Comment 3.5. Our results go through if we replace "penultimate states" with "k-penultimate states"; for k ∈ N, a state s is called k-penultimate if once s is visited, in at most k stages the game reaches an absorbing state, whatever the players play. The proofs are similar to the ones we provide here. Comment 3.6. In some applications the situation is not completely competitive, and it would be interesting to study nonzero-sum recursive games with no observations. We leave this issue for future research.
Optimal Strategies
In this section, we discuss the structure of optimal strategies. We show that in general simple optimal strategies need not exist, and we point out why this happens. The examples we study exhibit the importance of beliefs on beliefs, as is customary in games with differential information.
In the example of §2, the optimal strategy restarts whenever P is played. There, one of the distinguishing features of the action P at s 0 is that, once played, player 1 can deduce from the structure of the game that either (i) the We here analyze the extent to which optimal strategies with such renewal properties do exist. Our results are quite negative.
Example 2. We consider the following one-step game, with two actions for both players. At the initial state s 0 , the game moves with probability 1/2 to state s 1 , and remains in s 0 with probability 1/4, regardless of the actions chosen. With probability 1/4, the game reaches some absorbing state, with payoff as indicated in Figure 6 .
At state s 1 , the action of player 1 is payoff irrelevant. Hence, both actions, P and B, are conservative. In the light of Example 1, the question arises whether player 1 has an optimal-or -optimal-strategy that restarts after either P or B is played. In other words, does there exist a timeindependent optimal strategy? The answer is negative.
The probability of being at s 0 in stage n is 1/4 n−1 , whereas the probability of being at s 1 is 1/2 1/ 4 n−2 for n 2, and 0 for n = 1. In other words, for every n 2, the conditional probability of being at s 0 in stage n, provided the game has not been absorbed yet, is 2/3. Hence, effectively, at stage 1 the players play the matrix game L R P 2 3
and at all subsequent stages they play the matrix game L R P 9/3 7/3 B 7/3 9/3 . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 7.
The game in Example 3.
In particular, the unique optimal strategies of both players play a different action at stage 1 and at all subsequent stages.
The reason for the failure can be traced back. Although player 1 can always safely assume that the current state is the initial one, this does not end the story. Indeed, player 1 should take into account that player 2's state of uncertainty evolves through time, and player 1 may wish to exploit this fact.
Example 3. We now provide a more disturbing example in Figure 7 .
In this game, as long as player 2 chooses the left column, the game remains in state s 0 . As soon as player 2 plays R, the game either moves to s 1 , or to an absorbing state with payoff −1. In state s 1 , player 2's decision is payoff irrelevant.
Consider the action B at state s 0 . After playing B, player 1 knows that either the game is by now over, or that it is still in the initial state. Thus, B is a conservative action. Moreover, he knows that if the game is not over, player 2 also knows that s 0 is the current state. However, as we show below, there is no optimal strategy of player 1 that restarts after B.
Lemma 3.7. The value of the game is zero.
Proof. We exhibit an optimal strategy for both players. Plainly, the strategy of player 2 that plays L at every stage yields a payoff zero. On the other hand, assume that at the outset of the game player 1 flips a fair coin and then follows one of the sequences PBPB · · · or BPBP · · · of actions, depending on the outcome.
3 Against such a strategy, assume that player 2 plays R for the first time at stage n. With probability 1/2, player 1 plays B at that stage, and the final payoff is −1; with probability 1/2, he plays P at stage n, and then B at stage n + 1, with a final payoff of +1. Thus, the expected payoff is zero, regardless of the strategy of player 2.
Denote by * the above strategy of player 1. One can actually prove the following.
Lemma 3.8. The strategy * is the unique optimal strategy of player 1.
The proof is relegated to §4.
When one relaxes the optimality condition and requires only approximate ( -) optimality, it is sometimes the case that this allows for simpler strategies, see, e.g., Flesch et al. (1998) . Because in our model all that a player observes is his own past actions, a class of simple strategies is the class of move-independent strategies. Definition 3.9. A strategy = n is move independent if n is a constant function for every n ∈ N.
It is not difficult to show that in the game of Figure 4 there is no move-independent -optimal strategy for > 0 sufficiently small. The calculations are not enlightening, and therefore omitted.
Proofs 4.1. Proof of Theorem 3.2
Recall that the inequality
always holds.
If sup ∈ inf ∈T = inf ∈T sup ∈ = 0, the result holds and the value is zero. Thus, by (14) we may assume that either
W.l.o.g. we assume the former, and we multiply all payoffs so that v = sup ∈ inf ∈T =−1. We denote by M 1 a uniform bound on the payoffs in the game.
Because is not a continuous function over the product set of strategy profiles, we cannot apply a standard minmax theorem to prove the result. Instead, we will consider a restricted strategy set for player 2, and apply a minmax theorem over the corresponding constrained game.
For every > 0, denote by T the set of strategies such that after any sequence of actions the probability to play each action is at least . Formally, denote
Then, ∈ T if and only if n b ∈ B for every finite sequence of actions b. We will prove two lemmas. Additional information, including rights and permission policies, is available at http://journals.informs.org/.
Before proving the two lemmas, let us see why they imply Theorem 3.2. By the definition of v , Lemma 4.2, Equation (14), because T ⊂ T , and by Lemma 4.1,
Therefore, sup ∈ inf ∈T = inf ∈T sup ∈ , and the value exists.
Proof of Lemma 4.1. The set of strategies is n 1 A A N −1 , which is convex. When endowed with the product topology, it is a compact metric space. Similarly, T is convex and compact. Moreover, the payoff function is bilinear over the set of mixed strategies, which, by Kuhn's Theorem (Kuhn 1953) , are equivalent to behavior strategies. We now argue that the payoff function is continuous over × T .
To see this, observe that the assumptions imply that the per-stage probability of absorption is strictly positive. That is, there is > 0 such that for every ∈ A and ∈ B , we have q s 1 s 1 < 1 − . Indeed, because the function q s 1 s 1 · · is continuous over the compact set A × B , if this is not the case, then there are ∈ A and ∈ B satisfying q s 1 s 1 = 1. Because gives positive weight to each action, this implies that q s 1 s 1 = 1 for every ∈ B . However, this implies that by playing the mixed action player 1 guarantees a payoff zero, which contradicts the assumption. By Fan's (1953) fixed-point theorem, the game has a value.
Proof of Lemma 4.2.
Step 1. Structure of the proof.
Fix ∈ 0 1 . We first prove in Step 2 that for every there is > 0 and a strategy ∈ T of player 1 such that v + . We then use in Step 3 a compactness argument to show that is bounded away from zero. This implies that there is > 0 such that for every ∈ S,
Because is arbitrary, the result follows.
Step 2. Let be an arbitrary strategy of player 1, set 1 = min /12M 1/2 , and let 0 ∈ T be a strategy such that
We first prove that
In particular, under 0 , the probability is at most that the game is in some penultimate state at stage N 1 + 1.
Let 1 be the strategy that (i) follows 0 up to stage N 1 + 1, and next (ii) plays a 1 -best reply against the strategy induced by in the continuation game, given that absorption has not occurred prior to stage N 1 + 1. 4 By the choice of 1 , one has
as desired.
We now construct the strategy as a perturbed version of 0 . Let N be sufficiently large such that P 0 N < 3 1 . Set 1 = /6MN * . Let be the strategy that at every stage follows 0 with probability 1 − 1 and with probability 1 plays a random action that is chosen uniformly from B. Then,
Observe that ∈ T , with = 1 / B .
Step 3. We now prove that can be uniformly bounded away from zero. We argue by contradiction, and assume that there is a sequence n n in 0 1 × , with lim n→ n = 0 and
Because is compact, up to a subsequence, we may thus assume that the sequence n converges to some strategy . By Step 1 (see Equation (15)) there is > 0 and ∈ , with sup ∈ inf ∈T + 2 /3. However, because ∈ T , = lim n→+ n , which contradicts (16).
Proof of Theorem 3.4
Step 1. Structure of the proof. The proof uses a variant of the vanishing discounting method. For every ∈ 0 1 , we denote by the -discounted expected payoff under the pair of strategies :
The function is linear in both and (when viewed as probability distributions over A N and B N ), and jointly INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
continuous. By Fan's (1953) fixed-point theorem, the -discounted game has a value v :
Set v = lim sup →1 v . We will show that the value of the matching game is v. To this end, it is sufficient to construct for every > 0 a strategy for player 1 that guarantees lim sup →1 v − . Indeed, using a symmetric argument, player 2 would be able to guarantee lim inf →1 v + . We fix throughout > 0.
Step 2. Definition of the strategy.
Denote by a -discounted optimal strategy of player 1, that is, a strategy that achieves the maximum in the second quantity in (17).
Recall that a pure strategy is an element of n∈N A A n−1 , so that a sequence of strategies converges if and only if every coordinate converges to a limit. Assume w.l.o.g. that the limit 0 = lim →0
exists. Because 0 = lim →0 , and because 1 = lim →1 t for every fixed t, we have for every N ∈ N,
is a strategy of player 2 that satisfies P
Because the last limit is uniform, this quantity is equal to
Hence, the only "problematic" strategies of player 2 are those that are not absorbing against 0 . Because the game is a matching game, if the game is not absorbed it means that the actions of player 2 must have matched those of player 1, so that even though player 1 is not told the actions of player 2, he can deduce them from the assumption that the game is not absorbed. Observe that if this assumption is incorrect, and the game was already absorbed, then the actions chosen at this stage do not matter, so making an incorrect assumption cannot hurt player 1. The optimal strategy of player 1 that we construct will be a perturbation of 0 . It is sufficiently close to 0 to ensure that the payoff is high when P 0 < + = 1. Let > 0 be given. We first introduce a (stopping) time t. Informally, t is the first time starting from which player 1's behavior is almost pure (nonrandom). Formally, letting a n denote the sequence of moves played by player 1 in the first n − 1 stages, we set
If player 1 happens to play a n in the first n − 1 stages, then with very high probability, he will play the sequence a * in the future.
If t = + , after each stage n player 1 mixes between several pure strategies after stage n. It follows that on the event t = + absorption occurs with probability 1:
For every m t, let m be a strategy of player 1 with the following properties:
(P.1) It coincides with 0 up to stage M = max m t . (P.2) Among all strategies that satisfy (P.1) it maximizes the payoff of player 1 (up to ), assuming player 2 follows a * after stage t.
As m increases, the constraints imposed on player 1's strategy gets sharper, so that the corresponding payoff m a * is nonincreasing in m. The sequence m may or may not differ from a * . If m = a * , then m+1 may also be taken to be equal to a * . Accordingly, we denote Q = sup m m = a * (Q can be finite or infinite), and we let be a probability distribution over 1 2 Q ∪ that assigns a probability at most to each integer m Q. The strategy is defined as follows. Choose m ∈ 1 2 Q ∪ according to . Play 0 until stage t, then switch to the sequence m (with = a * ). In effect, once at stage t, player 1 chooses at random how long he will comply with a * , and then plays optimally, assuming that player 2 does follow a * .
Step 3.
is good against any pure strategy of player 2. Fix a pure strategy of player 2. Such a pure strategy is given by a sequence b ∈ B N of actions. We will compare b with lim sup →1 b , and prove that b is higher than v, up to some small error term.
By (18), and because coincides with 0 up to stage t,
At stage t, there is high probability that player 1 will play according to a * , which is close to 0 , so that, if = t + 1, the two payoffs are close.
We now focus on the payoff that is obtained if > t +1-that is, on the case where player 1's moves match b until stage t. Below, we condition on that event. It is therefore convenient to relabel stages starting from stage t or, alternatively, to assume that t = 1. We separate the proof into two cases.
Case 1. b = a * . Let m 1 be given. Denote m the strategy that plays a * during m − 1 stages, and then follows . Plainly,
where the supremum is taken over all sequences that coincide with a * during m − 1 stages. The right-hand side is INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. b − a * b because < + if the players follow a * b . Let n be the stage of first mismatch between a * and b. If play proceeds up to stage n, that is, if > n + 1, the probability is at least 1 − that player 1 will play according to a * in stages n and n + 1, and the payoff will be a * b . On the other hand, if play does not proceed up to stage n, it must be that player 1 was playing according to m for some m. Because b coincides with a * up to stage n, the payoff is that induced by m b , m a * . According to the analysis in Case 1, we thus proved that
Step 4. is optimal. We showed in Step 3 that
for every sequence of actions of player 2 b. By Kuhn's theorem (Kuhn 1953) , every strategy is a probability distribution over pure strategies. Because for every sequence of uniformly bounded r.v.s X n one has E lim sup n→ X n lim sup n→ E X n , we deduce that for every strategy of player 2,
Proof of Lemma 3.8. Let be an optimal strategy of player 1. In particular, it guarantees zero against every strategy of player 2. Given a stage n ∈ N, we let B n (respectively, P n ) denote the event: player 1 chooses B (respectively, P ) at stage n.
Step 1. For each n 1, P B n 1/2. Let n 1 be arbitrary. The strategy of player 2 that plays R for the first time in stage n yields −1 in the event B n , and at most 1 otherwise. If P B n > 1/2, this strategy yields negative expected payoff against , which contradicts the fact that guarantees zero.
Step 2. coincides with * after any sequence of positive probability.
If player 2 plays R for the first time at stage n 1, the payoff is 1 on the event P n B n+1 , and at most −1 otherwise. Thus, P P n B n+1 1/2. By Step 1, this implies P B n+1 = 1/2 for each n 1. Next, let x = P B 1 1/2, so that P P 1 B 2 1 − x − 1/2. If player 2 plays R at stage 1, the expected payoff is at most x × −1 + 1/2 × 1 + 1 − x − 1/2 × −2 = x − 1/2. Because the expected payoff is nonnegative, this yields x = 1/2, so that P B n = 1/2 for each n 1. To conclude the proof, it is sufficient to prove that the probability is zero that player 1 plays B twice in a row.
For each n 1 P B n+1 = 1 2 = P P n B n+1 + P B n B n+1
Because P P n B n+1 = 1/2, this yields P B n B n+1 = 0, and the result follows.
