We use the proximal point method with the ϕ-divergence given by ϕ(t) = t−log t− 1 for the minimization of quasiconvex functions subject to nonnegativity constraints. We establish that the sequence generated by our algorithm is well-defined in the sense that it exists and it is not cyclical. Without any assumption of boundedness level to the objective function, we obtain that the sequence converges to a stationary point. We also prove that when the regularization parameters go to zero, the sequence converges to an optimal solution.
Introduction
Consider the quasiconvex optimization problem (P) min f (x) s.t.
x ≥ 0, (
where f : IR n → (−∞, +∞] is a proper (i.e., domf := {x ∈ IR n : f (x) < +∞} = ∅) quasiconvex function.
The interesting class of quasiconvex functions (or eventually its subclasses as the classes of strictly or strongly quasiconvex functions) generalizes convex functions retaining some of their important properties. These functions enjoy remarkable stability properties and have a large domain of applications in several fields of sciences and engineering such as: economic theory [1, 2, 25] , location theory [16] , control theory [4] and approximation theory [5, 7] .
The classic proximal point algorithm for minimizing a convex function f on IR n generates a sequence {x k } by the iterative scheme: start with an inicial point x 0 ∈ IR n and solve 2) where {λ k } is a sequence of positive numbers. This method was originally introduced by Martinet [24] and further developed and studied by Rockafellar [27, 28] . The convergence of the generated sequence {x k } has been attracted the attention of many authors for the convex case [11, 15, 17, 18, 23, 24, 27, 28] . However, there are not many works for the case where f is not convex, we cite [3, 26] . Several researchers have considered the possibility of replacing the usual quadratic term in (1.2) by other types of measures such as Bregman distances or D-functions [8, 10, 13, 14, 22, 29, 31] or by ϕ-divergence [19, 21, 29, 30] .
The proximal algorithm with ϕ-divergence was introduced in 1992 by Teboulle [29] . In it, the quadratic term in (1.2) is replaced by the entropic-like distance
with ϕ satisfying some conditions, which we will present in section 2. So, the proximal algorithm with ϕ-divergence to minimize a convex function f over nonnegative orthant of IR n is given by the scheme
This algorithm with ϕ(t) = t log t−t+1 was proposed initially by [14] . This important one choice of ϕ corresponds to d ϕ known as Kullback-Leibler entropy function [13, 14, 29] from statistics. This justifies the terminology Entropic Proximal Algorithm used for proximal algorithms with ϕ-divergence. The algorithm (1.3) has been extensively studied for convex programming, see [19, 21, 29, 30 ] and the references therein. However, few works exist for the nonconvex case, we highlight the recent study in [9] . It is worth to point out that the main advantage of the algorithm (1.3) in relation to the algorithm (1.2) is that the term d ϕ is used to force the iterates x k to stay in the interior of the nonnegative orthant of IR n , i.e., the algorithm (1.3) will automatically generate a positive sequence {x k }.
In this work, we apply the proximal algorithm (1.3) with the ϕ-divergence given by ϕ(t) = t − log t − 1 to solve the problem (P). This particular choice of ϕ was discussed in [21, 30] to convex minimization.
Our main purpose is to establish that the sequence {x k } generated by our algorithm is well-defined and it converges to a stationary point when the parameter λ k satisfies 0 < λ k ≤λ, (1.4) for someλ > 0 (which includes the case of λ k constant). If, in addition, the parameter λ k satisfies the regularity condition lim
we then obtain the convergence to a solution of the problem (P). The paper is organized as follows. In subsection 1.1 we list some basic notation and terminology and present the definition and characterizations of quasiconvex functions. In section 2, we present the definition of ϕ-divergence, some of its properties and list some examples. In section 3, we state our algorithm, introduce the basic assumptions and establish that the algorithm is well-defined. The convergence results are obtained in section 4. Finally, in section 5, we set the conclusions.
Notations and basic results in quasiconvex analysis
We will use the following notation throughout this paper. 
.., n}. The gradient of f at x is denoted by ∇f (x) and the ith partial derivative of f with respect to x is represented by (∇f (x)) i . The notation ∇ 1 d(x, y) indicates the parcial derivative of d with respect to its first component.
We will conclude this section presenting the definition of quasiconvex function and giving some of their characterizations.
From the definition it is apparent that every convex function is also quasiconvex. The following theorems give characterizations of quasiconvex functions. Their proofs can be seen in [6] . While a convex function can be characterized by the convexity of its epigraph, a quasiconvex function can be characterized by the convexity of its level sets.
is convex for each real number α.
For differentiable functions the characterization can be given in terms of the gradient.
In this section we present the definition of ϕ-divergence and some of its basic properties used in the context of optimization. This class of measure was introduced by Csiszár [12] in 1967 as a generalized measure of information. In the context of proximal methods, ϕ-divergence was studied initially by Teboulle [29] in 1992, where several of its properties are presented. For more details on the ϕ-divergence, its properties and relevance for optimization problems, see [19, 20, 21, 29, 30] and the references therein. Let ϕ : IR ++ → IR be a closed and proper convex function that satisfies the following properties:
(i) ϕ is twice continually differentiable;
(ii) ϕ is strictly convex;
We will denote by Φ the class of functions satisfying (i)-(iv).
is said to be a ϕ-divergence.
Using the same notation of [19, 21, 30] , we will present some examples of functions of the class Φ:
In general, the convergence analysis of proximal algorithms with ϕ-divergence request some additional regularity conditions on ϕ. Like this, it is usual to consider two subclasses of Φ, namely
Our attention will be for
In this case,
that can be continuously extended to IR n ++ × IR n + if we adopt the convention 0 log 0 = 0. In other words, d admits points with zero components in its second argument.
Proof. Parts (a), (b) and (c) follow as immediate consequence of the properties of ϕ. Part (d) is trivial to the particular ϕ(t) = t − log t − 1.
Using the part (a) of Proposition 2.1, we can immediately verify that d ϕ satisfies
Hence, d ϕ can be viewed as a distance-like function. Symmetry and triangular inequality properties are not verified in general.
The following technical lemmas give usual properties of d that will be useful for our analysis of the algorithm, which we will state in section 3. The first one is similar to that presented in [21, 30] to the ϕ-divergence given by ϕ(t) := ϕ 1 (t) = t log t − t + 1, 
Proof. The proof is an elementary consequence of (2.9).
Lemma 2.3 For each x and y ∈ IR
where H is given by (2.10);
12)
where d is given by (2.9) .
Proof. Part (a) corresponds to Lemma 4.1 (ii) of [30] . Part (b) is a particular case from part (a), if we take ϕ(t) = t − log t − 1. In this case ϕ (1) = 1 and using (2.9) and (2.10), we have
for any u ∈ IR n + and v ∈ IR n ++ . Then, part (b) follows.
A proximal algorithm with ϕ-divergence
In this section we state our proximal point algorithm with ϕ-divergence, which we will analyze in the next section, introduce the basic assumptions and establish that the algorithm, which we abbreviate by DPM algorithm, is well-defined.
Algorithm DPM: initialization: Let IR n x 0 > 0 and stopping criterion k = 0 while stopping criterion not satisfied
end while end Algorithm DPM where d(x, y) is given by (2.9).
Recall that
We will consider two basic assumptions on f which are necessary to prove the results: Assumption 1: f is continuously differentiable, i.e., f ∈ C 1 ; Assumption 2: (P) has a nonempty solution set X * .
As indicated in the algorithm, we will denote
where
We establish the well-definition of the DPM algorithm through two results. In the first one, we guarantee the existence of each iterate x k and, furthermore, that x k > 0 for each k ∈ IN , i.e, we have an interior point algorithm. The second result proves that two any iterates are different, i.e., x k 1 = x k 2 whenever k 1 = k 2 . Hence, the DPM algorithm has the noncycle property.
Theorem 3.1 For each
Proof. By induction. We know that T 0 x 0 > 0. We will show that x k > 0 implies that exists
. Since x k i > 0 and using parts (c) and (d) of Proposition 2.1, we have
Thus,
since λ k > 0 and each portion of the sum is nonnegative due to the positivity of x k i and ϕ. Now, as X * = ∅, f is bounded below and (3.16) holds, then
Since f k is continuous, bounded below and satisfies f k (x) → +∞ as x → ∂IR n ++ , it proceeds that f k reaches its minimum in a pointx > 0. Therefore, exists x k+1 ∈ T k+1 with x k+1 > 0, for each k ≥ −1.
If z ∈ T k+1 then, by Theorem 3.1, z is an optimal solution to f k and z > 0. Thus, we should have
In particular, as in the algorithm we took x k+1 ∈ T k+1 , we should have ∇f (
Equivalently, the sequence {x k } generated by the DPM algorithm satisfies x k+1 = x k , for each k ≥ 0, i.e., two consecutive iterates are different.
Proof. Let k ≥ 0. Suppose that ∇f (x k ) = 0, i.e., the algorithm goes on. Take x k+1 ∈ T k+1 and suppose that x k+1 = x k . Then, by Proposition 3.2, we have
Hence, ∇f (x k ) = ∇f (x k+1 ) = 0. But, this contradicts the hypothesis that ∇f (x k ) = 0. Therefore, x k+1 = x k , for each k ≥ 0.
e., the sequence {x k } generated by the DPM algorithm does not cycle.
Proof. The case l = k ≥ 0 corresponds to the Lemma 3.3. Then, we will do k ≥ 1 and l < k.
we should have,
On the other hand, using Lemma 3.
Therefore, the sequence {f (x k )} is strictly decreasing, i.e.,
and this contradicts the fact that {f (x k )} is strictly decreasing. Therefore, x k+1 = x l , for each k ≥ 0 and for each l, 0 ≤ l ≤ k.
Convergence analysis
In this section, we will prove that the sequence {x k } generated by the DPM algorithm is bounded and, in addition, that it converges to a stationary point of the problem (P). Finally, under the condition lim k→+∞ λ k = 0, we will show the convergence to a solution of the problem (P).
Lemma 4.1 Let {x k } be the sequence generated by the DPM algorithm. Then,
} is a strictly decreasing and convergent sequence;
which is the first inequality in part (a). To prove the second inequality, notice that x k+1 ∈ T k+1 . Then, we have
This concludes part (a). Part (b) is a direct consequence of part (a) and of the fact that X * = ∅.
We will now prove part (c). By part (a), we have λ k satisfies (1.4) , the sequence {x k } generated by the DPM algorithm is bounded.
Theorem 4.2 If f is quasiconvex and
The first equality above comes from (3.14) and the second equality is Proposition 3.2. Since λ k > 0, f is quasiconvex and f (x * ) ≤ f (x k+1 ), using Theorem 1.2, we have
Now, using part (a) of Lemma 2.2, the level sets of d(., x * ) are bounded and then, {x k } is bounded.
Theorem 4.3
If f is quasiconvex and λ k satisfies (1.4) , the sequence {x k } generated by the DPM algorithm converges to a stationary point of (P).
Proof. Letx ∈ IR n + be a limit point of {x k }, which exists by Theorem 4.2. Since from part We will show, now, thatx is a stationary point of the problem (P), that is 
Case (i):
If i ∈ I(x), we will prove that (∇f (x)) i ≥ 0. Let i ∈ I(x). Suppose (∇f (x)) i < 0. By the continuous differentiability of f , we have (∇f (x k+1 )) i → (∇f (x)) i < 0. Thereby, (∇f (x k+1 )) i < 0 for k sufficiently larger. From Proposition 3.2 and equation (3.14), we have Therefore,x is a stationary point of the problem (P).
Theorem 4.4
If f is quasiconvex and the parameters λ k satisfy (1.4) and (1.5) , the sequence {x k } generated by the DPM algorithm converges to a solution of (P).
Proof. From (3.15), we have Taking k → +∞ again, we have f (x) ≤ f (x * ).
But, this is possible only ifx ∈ X * .
Conclusions
We presented the proximal point method with the ϕ-divergence given by ϕ(t) = t − log t − 1 to minimize quasiconvex functions subject to nonnegativity constraints. We obtained that the sequence x k generated by our algorithm converges to a stationary point. In addition, we proved that, if the parameters λ k satisfy the regularity condition lim k→+∞ λ k = 0, the sequence converges to a solution of the problem.
