Deep Value of Information Estimators for Collaborative Human-Machine
  Information Gathering by Lore, Kin Gwn et al.
ar
X
iv
:1
51
2.
07
59
2v
1 
 [c
s.H
C]
  2
3 D
ec
 20
15
Deep Value of Information Estimators for Collaborative
Human-Machine Information Gathering∗
Kin Gwn Lore
Iowa State University
Ames, IA-50010, USA
kglore@iastate.edu
Nicholas Sweet
University of Colorado
Boulder, CO-80309
nisw6751@colorado.edu
Kundan Kumar
Iowa State University
Ames, IA-50010, USA
kkumar@iastate.edu
Nisar Ahmed
University of Colorado
Boulder, CO-80309
nisar.ahmed@colorado.edu
Soumik Sarkar
Iowa State University
Ames, IA-50010, USA
soumiks@iastate.edu
ABSTRACT
Effective human-machine collaboration can significantly
improve many learning and planning strategies for in-
formation gathering via fusion of ‘hard’ and ‘soft’ data
originating from machine and human sensors, respec-
tively. However, gathering the most informative data
from human sensors without task overloading remains a
critical technical challenge. In this context, Value of In-
formation (VOI) is a crucial decision-theoretic metric for
scheduling interaction with human sensors. We present
a new Deep Learning based VOI estimation framework
that can be used to schedule collaborative human-machine
sensing with computationally efficient online inference
and minimal policy hand-tuning. Supervised learning is
used to train deep convolutional neural networks (CNNs)
to extract hierarchical features from ‘images’ of belief
spaces obtained via data fusion. These features can be
associated with soft data query choices to reliably com-
pute VOI for human interaction. The CNN framework
is described in detail, and a performance comparison
to a feature-based POMDP scheduling policy is pro-
vided. The practical feasibility of our method is also
demonstrated on a mobile robotic search problem with
language-based semantic human sensor inputs.
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1. INTRODUCTION
The notion of human-machine interaction for coop-
erative problem solving has attracted much interest in
various cyber-physical system domains. Much of the
human-machine interaction literature in the AI, robotics
and controls communities tend to focus on the idea of
humans acting in the role of collaborative planners or
controllers for machine counterparts. In this work, how-
ever, we examine the problem of using humans as ‘soft
data sensors’ for intelligent machine systems. In partic-
ular, we focus on the question of how human observa-
tions can be used to augment state estimates of measur-
able dynamical physical states that must be monitored
continuously by conventional ‘hard’ sensor data used by
machines (object position, velocity, attitude, tempera-
ture, size, mass, etc.).
Several modeling approaches have been developed to
exploit soft human sensing across a variety of interfaces,
e.g. verbally reported range and bearing for target lo-
calization [5]; verbal and sketch-based detection/no de-
tection reports for target search [3, 1]; and semantic
language inputs for target localization [2]. While these
works have largely focused on developing human sensor
models and suitable data fusion algorithms for blending
hard and soft data, relatively little work has been done
on active soft sensing, i.e., intelligent querying of hu-
man sensors to gather information that would be most
beneficial for complex machine planning and/or percep-
tion tasks. Active sensing problems have a rich tradition
in target tracking and controls communities, but have
focused on hard data sources such as radar, lidar, cam-
eras, etc. One particularly relevant issue is the sensor
scheduling problem, i.e., the selection of most appropri-
ate sensing assets given constraints on how many can
be tasked to deliver data any given instant (e.g., due to
bandwidth or computational limits). In this work, we
address the problem of scheduling interactions between
human sensors and their machine counterparts: what
information should be solicited from human sensors to
get most valuable soft information back out for machine
counterparts, and when/how should such soft informa-
tion be obtained? These issues can be tackled within
formal planning frameworks that seek to maximize the
value of information (VOI) under uncertainty, so that
soft data is only provided by human sensors if it is worth
the cost of using limited machine and human cognitive
resources to obtain it. However, exact inference and
optimization for VOI-based human-machine interaction
is computationally expensive, and approximations for
efficient online interaction must be sought.
This paper proposes a new deep learning based VOI
estimation approach that aims to learn the policy re-
ward given a joint state-action configuration. Deep learn-
ing is an emerging branch of machine learning that uses
multiple levels of abstractions (from low-level features
to higher-order representations, i.e., features of features)
learnt from data without any hand-tuning. Among var-
ious deep learning tools, convolutional neural network
(CNN) [7] is an attractive option for extracting perti-
nent features from images in a hierarchical manner for
detection, classification, and prediction. In addition to
this deep learning architecture, other architectures such
as deep nelief networks, deep autoencoders, and deep re-
current neural networks have also gained immense trac-
tion as they have been shown to outperform all other
state-of-the-art machine learning tools for handling very
large dimensional data spaces. While most of the cur-
rent applications involve image, video, speech and natu-
ral language processing, very recent studies have begun
to explore its applicability for decision and control prob-
lems such as reinforcement learning [12] and guided pol-
icy search [17, 10]. In this context, although supervised
learning of a state to action map may be a straightfor-
ward formulation, we show that a similar performance
can be achieved while learning the reward (VOI in this
case) given the state and action combination via use of a
deeper architecture. We compare the performance of the
deep learning based VOI estimator with a more tradi-
tional, hand-tuned policy learner such as an augmented
Markov Decision process (AMDP). A feasibility study
was performed with a realistic human-machine informa-
tion gathering scenario for a dynamic search problem.
2. HUMAN-MACHINE COLLABORATION
2.1 Problem Setup
For concreteness, we will mainly focus throughout
this work on information-gathering tasks involving lo-
calization of moving intruders (targets) in large envi-
ronments that are incompletely covered by networks of
mobile/static human and machine sensors. This serves
as a useful analog for intelligence, surveillance and re-
connaissance applications in the defense domain [8], as
well as safety and monitoring applications. For simplic-
ity, we focus here on localizing a single known target in a
2D environment with a known map. We also focus here
on a centralized sensor network architecture, in which
all machine and human sensors report observations back
to a single processing point. We further assume for now
that a single human sensor is tasked to provide soft data
observations and is always connected to the fusion cen-
ter through an appropriate interface (e.g. a workstation
console or mobile device).
At discrete time step k, let Xk = X ∈ R
2 be the
unknown target location with initial prior probability
distribution p(X0) at k = 0. Assume that the en-
vironment can be modeled as a 2D grid with ng to-
tal elements, so that Xk takes on discrete realizations
xik for i ∈ {1, ..., ng}. A discrete time Markov chain
with known transition probability p(Xk|Xk−1) is used
to account for the target’s uncertain motion through
the environment. The Chapman-Kolmogorov equation
dictates the evolution of p(Xk−1) to p(Xk),
p(Xk) =
∑
xi
k−1
p(Xk|Xk−1 = x
i
k−1)p(Xk−1 = x
i
k−1).
If hard sensor observations Ohk and soft sensor observa-
tionsOsk are available at each time step in the superset of
observations Ok =
{
Ohk , O
s
k
}
, then the recursive Bayes’
filter replaces p(Xk) with the conditional posterior dis-
tribution p(Xk|O1:k), where O1:k = {O1, · · · ,Ok} and
Bayes’ rule gives
p(Xk|O1:k) ∝ p(Xk|O1:k−1)p(Ok|Xk),
∝ p(Xk|O1:k−1)p(O
h
k |Xk)p(O
s
k|Xk)
∝
∑
xi
k−1
p(Xk|Xk−1)p(Xk−1|O1:k−1)p(O
h
k |Xk)p(O
s
k|Xk),
where Ohk and O
s
k are assumed conditionally indepen-
dent given the true target state. The posterior summa-
rizes all information gathered by all sensors up to time
k and thus efficiently updates the belief in Xk with-
out requiring storage of O1:k. The information from
each sensor is encapsulated by the observation likeli-
hood functions p(Ohk |Xk) and p(O
s
k|Xk). For hard sen-
sors, p(Ohk |Xk) is typically derived from hardware spec-
ifications, or parametrically modeled and estimated via
calibration. For soft sensors, however, p(Ohk |Xk) must
be approximated as a function of Xk depending on the
type of human sensor interface used for a particular
application. Conventional approximate Bayesian filter-
ing techniques for non-Gaussian hard sensor data fusion
(e.g. using grid, particle, or Gaussian mixture Kalman
filter representations) can be naturally extended to in-
corporate fusion of soft data provided in various forms,
including binary detection/no detection observations [1,
3] and semantic natural language observations [2, 13].
Suitable models p(Osk|Xk) can be learned from data to
properly account for uncertainty in human-generated in-
formation and capture key observation characteristics
when deployed with real (expert or non-expert) humans.
Figure 1: Sample truth model simulation of 2D target
localization problem, showing locations of cameras 1-6 and
associated fields of views, along with posterior distribution
p(Xk|O1:k) (heat map) and true target location (magenta x)
for a random walk motion model p(Xk+1|Xk). Each sensor has
0.99 detection rate and false alarm rate of 1 × 10−4, 0.1504,
0.1585, 0.1992, 0.1510, and 0.1593, respectively.
The sensor scheduling problem in this context thus be-
comes one of obtaining an appropriate set of hard/soft
measurements in the superset O1:k so that the poste-
rior distribution remains as informative as possible for
constrained intelligent decision-making (e.g. deploying
security assets to intercept the intruder within a cer-
tain time window). For example, consider the 2D grid
world shown in Fig. 1, which features 6 cameras located
in large open environment with a moving target that
obeys random walk dynamics. Some of the cameras may
be linked to automatic target recognition (ATR) algo-
rithms, with known true detection and false alarm rates
that define p(Ohk |Xk). Alternatively, a remote human
analyst can also access each camera in order to declare
whether or not the target is in the camera’s field of view
(independently of ATR software). Due to the varying
quality of each camera and various cognitive loads, the
human analyst may incorrectly declare that the target
has (not) been detected at any given camera with some
true detection and false alarm rates defining p(Osk|Xk).
In either case, we assume the data fusion center can
only request one hard observation Osk or soft observa-
tion Ohk at any given k from a single camera, due to
bandwidth and processing restrictions. The scheduling
problem thus addresses the question of which single har
or soft sensor to query for the Bayes filter update at time
k. This leads to the more general problem of obtaining
an optimal sequence of hard/soft sensor queries to max-
imize some utility function over time. Matters become
even more interesting and challenging when we consider
that human sensors can also provide detailed semantic
observations, e.g., ‘Target is now headed north towards
the door very quickly’. In this case, given a known dic-
tionary of grounded semantic statements that can be
translated into target state information, the data fusion
center could also schedule and execute the most infor-
mative semantic human sensor queries over time, which
could be answered in free-form (e.g. ‘Tell me what you
see in camera 2’?) or binary manner (‘Is the target
moving to the door in camera 2?’).
2.2 Value of Information (VOI) for Soft/Hard
Sensor Scheduling
Previous work on combined soft/hard sensing focused
primarily on instances where human sensors voluntarily
‘push’ useful information as they see fit. However, this
can lead to suboptimal gains for machine sensing and
planning performance, especially if the human analyst
becomes distracted or fails to recognize when machine
sensors are unable to collect good data. This leads us to
consider formal strategies for opportunistically ‘pulling’
information from human sensors in the right way at the
right time to enhance state estimation and long-term
decision-making under uncertainty. Such interactions
should also account for the costs of interacting with
human sensors, in order to help manage their limited
cognitive resources and avoid task overloading.
These issues are naturally addressed via formal decision-
theoretic Bayesian inference to assess the value of in-
formation (VOI) for different soft data reports [6]. For
the simple target localization problem, suppose Osk ∈{
o
s,1
k , ..., o
s,ns
k
}
, where os,jk ∈ [0, 1] denotes a specific
kind of binary soft observation report. For instance,
o
s,j
k could represent a detection/no detection event for
camera j, or a binary true/false response to a semantic
query j from a large list of possible queries. Given a util-
ity function U(Dk, Xk) representing the expected long-
term benefit of taking some discrete action Dk while the
target is in stateXk, the VOI for receiving a single noisy
report os,jk in response to a soft data query is
VOI(os,jk ) = (1)
E
[
max
Dk
U(Dk, Xk)
]
(os,j
k
,Xk)
−max
Dk
E [U(Dk, Xk)](Xk) ,
where E [f ](v) is the expected value of f over random
variables v, and
E[
max
Dk
U(Dk, Xk)
]
o
s,j
k
,Xk
=
∑
o
s,j
k
p(os,jk |O1:k−1)

max
Dk
∑
xi
k
p(Xk|O1:k−1, o
s,j
k )U(Dk, Xk)

 ,
max
Dk
E [U(Dk, Xk)]Xk = maxDk
∑
xi
k
p(Xk|O1:k−1)U(Dk, Xk).
Assuming a cost c(os,jk ) for obtaining o
s,j
k , then the
human sensor should be queried for os,jk if VOI(o
s,j
k ) >
c(os,jk ). Thus, (1) gives a formal way to assess whether
the expected information from report os,jk is worth the
cost of retrieving it, regardless of the outcome of os,jk .
The key idea in eq. (1) is to compare the maximum
expected utility given all possible outcomes for Xk and
o
s,j
k to the maximum expected utility if no new soft data
were obtained. In practical applications, we must com-
pare the VOI at time k for ns alternative sensor queries
o
s,j
k , j ∈ {1, ..., ns}, and select only the query with the
highest VOI. This is referred to as a myopic approxima-
tion, since it does not consider all possible combinations
of observations os,jk that could be taken together at time
k For dynamical systems, this approach is also myopic in
the since it does not consider future sensing actions for
time k + 1 and beyond. However, the definition of VOI
can be generalized to find an optimal non-myopic soft
querying sequence Osk:k+T for T > 0, by assessing the
single best query Osk at each time step k, ..., k + T , and
comparing the final expected utility at step k+T to the
expected utility with respect to p(Xk+T |Xk,O1:k) (the
propagated belief without any future soft observations).
VOI depends heavily on U(Dk, Xk) and c(o
s,j
k ), as well
as the uncertainty in p(Xk|O1:k). For human sensors,
c(os,jk ) can be related to the expected cognitive cost of
re-tasking human sensors [6]. As there is no standard
way to define c(os,jk ) for general applications, for sim-
plicity and without loss of generality, we ignore c(os,jk )
for now and only consider utility defined by expected
information gain for sensing actions. In this case, Dk is
related only to the choice of j ∈ {1, ..., ns} and we seek
to minimize the entropy of p(Xk|O1:k−1, o
s,j
k ), so that
U(os,jk , Xk) = log p(Xk|O1:k−1, o
s,j
k ). (2)
Hence, the VOI for os,jk in (1) becomes the expected
decrease in posterior entropy,
VOI(os,jk ) = E
[
H[p(xk|O1:k−1, o
s,j
k )]
]
(os,j
k
)
−H[p(xk|O1:k−1)],
where H[p(xk|O1:k)] = E [log p(xk|O1:k−1)](xk)
This means that soft data os,jk will be (myopically) re-
quested to keep the overall spread of uncertainty in
p(xk|O1:k) as small as possible. Entropy minimization
is also widely used for tasking of hard sensors in tar-
get localization applications [4], and thus provides a
useful common objective for combined hard-soft sensor
scheduling.
2.2.1 Practical VOI inference and optimization
Although VOI is an ideal measure by which to for-
mally regulate human-machine interaction, VOI calcu-
lations are computationally expensive and lead to NP-
hard Bayesian inference calculations for marginal ob-
servation likelihoods p(os,jk |O1:k−1). The comparison of
VOI for various os,jk reports can also be quite expensive
when ns is large (e.g. for large semantic dictionaries),
or if temporally non-myopic query sequences over multi-
ple time steps are considered (due to combinatorial blow
up). Hence, even for myopic approximations, it is gener-
ally impractical to explicitly compute and compare the
VOI among ns soft sensing alternatives. While many
approximate inference methods have been developed to
address these issues [11], these are still computation-
ally expensive to implement as they still require online
inference and optimization.
It is worth noting that VOI-based sensor scheduling
problems can also be interpreted as partially observable
Markov decision processes (POMDPs) [9], which advan-
tageously allow optimal sensing policies π(b(Xk−1)) to
be computed offline via value iteration over the belief
space b(Xk−1) = p(Xk|O1:k−1). Such policies represent
direct ‘look-up tables’ from b(Xk−1) to sensing queries
o
s,j
k that automatically account for VOI through ex-
pected cumulative rewards, and thus allow for efficient
online optimal querying that bypasses explicit compu-
tation and comparison of all possible future sensing ac-
tions. Although there are many well-known approx-
imate techniques for solving standard POMDPs with
linear additive reward functions over Xk, information-
based utilities such as negative entropy lead to non-
standard POMDPs, since the expected rewards are non-
linear functions of b(Xk−1). Hence, many state-of-the-
art approximate POMDP solvers cannot be directly ap-
plied here. However, as discussed in Section 4, approx-
imate methods such as the augmented Markov decision
processes (AMDPs) [14, 16] can be used to derive sens-
ing policies by first learning and then solving MDPs over
belief space features f(b(Xk)). AMDPs recover the lin-
ear additive reward structures in f(b(Xk)) space and
thus enable the use of standard value iteration solu-
tions for offline approximate policy generation for non-
standard POMDPs. This is possible due to the fact that
b(k) is the sufficient statistic for POMDP policy calcu-
lations. However, it is non-trivial to define the features
f(b(k)) which re-produce the optimal total expected re-
wards for the original POMDP. Furthermore, the cor-
responding MDP model parameters must be obtained
via simulation for offline policy calculation, subject to
hand-tuning of discount and immediate expected reward
parameters.
Nevertheless, the AMDP approximation for POMDPs
provides insight into other possible approximation strate-
gies for optimal VOI-based sensor scheduling. In par-
ticular, it suggests that optimal querying policy maps
could be obtained offline via supervised learning, us-
ing features of b(k) and simulated observation instances
to provide generalizable VOI associations between b(k)
and Osk queries. The resulting learned ‘look up table’
function could be trained for non-myopic querying, and
would thus provide a computationally efficient means for
pulling information from soft sensors that avoids expen-
sive online brute force VOI optimization over all possible
query sequences.
3. DEEP VOI ESTIMATORS
Deep neural networks present such an attractive op-
tion for estimating VOI without policy hand-tuning.
Before describing the deep VOI estimation framework,
we begin this section a brief background on deep Con-
volutional Neural Networks (CNN).
3.1 Deep Convolutional Networks
For the purpose of the study, deep CNN is a suitable
choice due to its ease of training while still achieving
a comparable performance despite the fact that it has
fewer parameters relative to other fully connected net-
works with the same number of hidden layers. Further-
more, CNNs are designed to exploit the 2D structure of
an input image (images of belief space in this case) by
preserving the locality of features via the utilization of
spatially-local correlations of an image through the use
of tied weights, therefore being invariant to translations.
In CNNs, data is represented by multiple feature maps
in each hidden layer. Feature maps are obtained by con-
volving the input image by multiple filters in the cor-
responding hidden layer. To further reduce the dimen-
sion of the data, these feature maps typically undergo
non-linear downsampling with a 2×2 or 3×3 maxpool-
ing. Maxpooling essentially partitions the input image
into sets of non-overlapping rectangles and takes the
maximum value for each partition as the output. After
maxpooling, multiple dimension-reduced vector repre-
sentations of the input are acquired and the process is
repeated in the next layer to learn a higher representa-
tion of the data. At the final pooling layer, resultant
outputs are linked with the fully connected layer where
sigmoid outputs from the hidden units are joined with
output units to infer a predicted class based on the high-
est joint probability given the input data.
The probability of an input vector x being a member
of the class i can be written as:
Pr(Y = i|x,W,b) = softmaxi(Wx+b) =
eWix+bi∑
j e
Wjx+bj
(3)
and the prediction of the model is the class with the
highest probability:
ypred = argmaxiPr(Y = i|x,W,b) (4)
The model weights, W and biases, b are optimized by
an error backpropagation algorithm, where true class la-
bels are compared against the model prediction using an
error metric that becomes the loss function of the algo-
rithm. Specifically, the loss function ℓ to be minimized
for a dataset X, parametrized by θ is:
ℓ(θ = {W,b},X) = −
|X|∑
i=0
[
log
(
Pr(Y = y(i)|x(i),W,b)
)]
(5)
where y(i) denotes the class index.
3.2 Design of framework
Policy Learning: A typical formulation of the prob-
lem is directly mapping the belief space to the action by
using belief maps as inputs and sensor indices as out-
puts. For this problem set-up, a single belief map is ac-
companied by an index denoting the action of switching
into the sensor that gives the best VOI gain. The be-
lief map is represented by a 15×18 (rows × columns, in
pixels) grayscale image, where pixels with high grayscale
intensity denote high belief and pixels with low grayscale
intensity denote low belief. The belief map is then vec-
torized into a vector of 1 × 270 units and goes through
a typical convolutional neural network to make a pre-
diction that suggests which sensor to switch into for the
most VOI gain.
Reward Learning: Another formulation of the prob-
lem that is perhaps more robust, we aim to learn the
underlying function for predicting VOIs given a belief
map and an arbitrary sensor index. For this formula-
tion, the CNN architecture is similar but the inputs are
modified to include an arbitrary sensor. The Cartesian
coordinates of this sensor is indicated on a map with
the same dimensions of the belief map called the sen-
sor map. In addition, enough padding is added between
the belief map and the sensor map such that the in-
formation from these two spaces do not interfere with
the learning of filter weights. The belief map (15× 18),
padding (10 × 18), and sensor map (15 × 18) are ver-
tically concatenated to form a 40 × 18 image that will
become the input to the CNN. VOI also becomes the
true class labels associated with this input image dur-
ing training. However, since VOI is real-valued, we have
discretized the VOI space into 62 classes to formulate a
Figure 2: Schematic of the CNN used for reward learning.
classification problem. Hence, the outputs of the model
(i.e., the classes) correspond to the estimated VOI given
a sensor and a belief map. Fig. 2 shows a schematic of
this formulation.
Using Eq. (3), (4) and (5), the VOI can be estimated
based on the associated action of switching into a par-
ticular sensor given the current belief map.
Training Data Generation: Data is generated from
running the simulation for 10,000 time steps with ran-
dom sensor false alarm rate of 15 ± 5% and the target
moving in a random walk manner. Depending on the
formulation of the problem, the resultant size of the
dataset varies. In the policy learning formulation, we
are limited to one training example per time step since
there is only one optimal sensor index given a single be-
lief map. This results in 10,000 examples, where half
of them (i.e., 5,000) is used for training and the other
half is used for cross-validation to avoid overfitting. The
reward learning formulation allows us to produce six ex-
amples per time step (since there are six sensors in the
field) and generated a total of 60,000 examples. In this
case, we consider the expectation of VOI gained 4 time
steps ahead in future, in a non-myopic fashion. The
expected VOI gained by switching into the particular
sensor is used as the class labels after discretization.
Again, half of the example data is used for training and
the other half is used for validation.
Network Architecture and Hyper-parameters:
Specific details on the number of filters, convolutional
layer, pooling layers, and fully connected layers are shown
in and Fig. 2. A learning rate of 0.01 is used for the gra-
dient descent algorithm for training the CNN in a su-
pervised manner with a batch size of 10 samples. The
optimized model is acquired prior to the point when
validation error becomes consistently higher than the
training error in subsequent training iterations.
4. RESULTS AND DISCUSSION
In this section, the performance of CNN model is eval-
uated and compared with AMDP.
4.1 Prediction Accuracy
Figure 3: Four examples of belief map and VOI (discretized
into bins) associated with the action of switching into a par-
ticular sensor at different simulation time steps T .
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Figure 4: Estimated VOI vs. True VOI for the first 40
out of 10,000 simulation time steps. The figure also shows
whether the sensor selected through rank-ordering the pre-
dicted VOI is the same as the sensor selected by ordering the
true VOI, represented by green circles (matching) and red
crosses (non-matching).
The VOI estimated by the trained model follows closely
to the true VOI computed as shown in Fig. 4. Each
point in one time step partition represents a sensor in-
dex; the model has to select one sensor out of six based
on the current belief map with the highest expected VOI
gain. A successful selection is represented by a green cir-
cle, whereas a wrong selection is represented by a red
cross. It is observed that CNN can be in fact trained
to learn the reward function and produce VOIs simi-
lar to the values computed by the brute force simula-
tion. Most importantly, the high capability of predict-
ing this non-myopic VOI suggests that the model does
not naively generate VOI that is directly proportional
to the grayscale pixel intensity of the belief map (which
corresponds to the probability of finding the target) at
that particular sensor location. Furthermore, careful in-
spection of the camera choice errors reveal that most of
the errors come from confusing between camera 5 and
camera 6 that are spatially very close as well as tend to
have similar VOI reward for many belief space configu-
rations.
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Figure 5: Degradation of selection accuracy with reduction
of dataset sizes used to train the CNN model.
Results also suggest that the trained CNN model is
able to generalize into unseen belief maps and still pre-
dict VOI that is close to the true VOI. To show this,
we have reduced the size of the dataset used to train
the CNN model with p ∈ {0.4, 0.6, 0.8, 1.0} denoting
the fraction of the new training and validation set sizes
from their original sizes. From Fig. 5, the accuracy of
selecting the best sensor with largest VOI gain decreases
slightly with smaller dataset sizes. Policy learning for-
mulation (i.e., direct action mapping) seems to perform
slightly better compared to reward learning (i.e., map-
ping into VOI) as it suffers only a slight degradation
in prediction performance. Furthermore, policy learn-
ing is attractive because it is straightforward and in-
tuitive - given a belief map, a decision can be made
to choose the best sensor. Note, the reward learning
framework needs a deeper architecture (i.e., an extra
fully connected layer) to achieve a similar performance
compared to the policy learning framework. Training
the CNN for policy is also a little easier as it allows a
simpler model with the number of output classes equiv-
alent to the number of available options (i.e., choosing
a particular sensor). On the other hand, the ability to
evaluate the VOI from an action carried out in a spe-
cific belief space is very useful in situations where the
location/charecteristics of the sensors may be altered
slightly. Additionally, the framework can be more flex-
ible in terms of additional objectives or imposing extra
constraints (e.g., the predicted VOI can be processed to
include penalization terms for certain actions). If this
happens, the policy learning model must be retrained
whereas the reward learning model may not need to
be retrained. The adaptability of the reward learning
formulation is absolutely valuable for generalizing into
larger problem setups by paying a small price in accu-
racy.
4.2 Comparison with AMDP
A policy derived from a feature-based solution to the
POMDP model for the sensor scheduling problem can
be used to provide a baseline comparison with the learned
CNN policies. As mentioned in Section 2, augmented
Markov Decision processes (AMDPs) can be used to
solve the non-standard POMDP for sensor scheduling
when the reward function is defined to minimize the
entropy of the posterior state belief bk = p(Xk|O1:k).
AMDPs use a learned Markov decision process (MDP)
model on features f(bk) of the belief space, which can
include the entropy of bk. This MDP can then be used
to derive scheduling policies via offline value iteration
with linear additive rewards defined in terms of f(bk)
instead of Xk. By choosing a good set of features, the
optimal expected total reward for the AMDP policy can
closely match that of the original POMDP defined over
Xk with non-standard entropy rewards. As discussed in
[14, 16], the key idea behind the AMDP is that most
of the reachable belief space bk evolves along a low-
dimensional manifold, which can be encoded by a fea-
ture set whose size is typically much smaller than the
number of possible states Xk in the original POMDP.
Hence, AMDPs offer a generative feature-based alter-
native to finding scheduling policies, in contrast to the
discriminative feature-based modeling approach used by
CNNs.
However, the problem remains to find suitable fea-
tures f(bk) and learn the corresponding MDP model
over the feature space, which is a non-trivial learning
problem. Furthermore, discount and immediate expected
reward parameters for the AMDP must be hand-tuned
to arrive at suitable policies via value iteration. Finally,
stationary infinite horizon policies must often be used in
practice to avoid the computational cost of performing
finite time value iterations for non-stationary schedul-
ing policies (especially if discount and reward parame-
ters must be tuned). The use of infinite horizon poli-
cies necessarily makes the AMDP suboptimal for finite-
horizon querying problems, but nevertheless provides in-
sight into the expected capabilities of generative feature-
based learning approaches for sensor scheduling policy
estimation. Our implementation of AMDP for the sim-
ple 2D grid world problem follows the basic technique
presented in [16], which defines f(bk) as the stacked vec-
tor of the maximum a posteriori (MAP) state Xk of
b(k) and the (discretized) entropy of b(k). The result-
ing implementation used 27,000 AMDP feature states,
and the policy was generated using hand-tuned rewards
(with positive rewards proportional to inverse square
of entropy for transitions to lower-entropy states, and
negative rewards otherwise) and a fixed value function
discount factor of 0.1 (to encourage earlier transitions
to low-entropy states).
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Figure 6: Entropy of belief map over time.
To study the level of certainty where the target is in
a particular region, the entropy of the belief map at
each time step is studied. High entropy means there is
a large uncertainty that the target is in a given region,
and low entropy suggests an ability of narrowing down
the target location. The entropy of the belief map gen-
erated using AMDP and CNN is computed and plotted
over 500 time steps, shown in Fig. 6. Belief entropy
from AMDP experiences sharp dips in magnitude oc-
casionally but stays high at all other times. Entropy
from CNN is generally lower at most time steps, thus
implying lower uncertainty. However, this may not be
so simple to say, especially given the target’s propensity
to move around a lot–even if the model starts off know-
ing exactly where the target is, the entropy jumps up
a lot at the next time step. Therefore, along with this
decision uncertainty metric, a correctness metric is also
used to compare the performances of AMDP and CNN.
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Figure 7: Euclidean error between MAP estimate and tar-
get location over time.
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Figure 8: Error distribution between MAP estimate and
target location.
Estimation error is defined as the Euclidean distance
between the maximum a posteriori probability (MAP)
estimate (i.e., largest value of the belief map) and the
actual target location. Ideally, this error should be as
close to zero as possible. The error is calculated using
belief map and target locations for each time step (see
Fig. 7) and its distribution is shown in Fig. 8. Clearly,
CNN outperforms AMDP as the distribution is more
skewed with higher probability of the belief map mode
being closer to the actual target location, hence increas-
ing the success rate of target-tracking.
Remark 1. As a hierarchical feature extraction tool,
deep CNN is able to extract belief space features at differ-
ent spatial scales as well as obtain ‘features of features’.
Also, belief spaces generally evolve on low-dimensional
manifolds (i.e., feature spaces) as suggested by the AMDP
formulation. Therefore, it becomes feasible for a deep
CNN to associate these representative features to the
VOI. In this context, we make an interesting observa-
tion (as shown in Fig. 5) that CNN performance does
not degrade much with a drastic decrease in the training
data size. This probably suggests that there is a rela-
tively low number of key features in the belief space that
(the CNN is able to learn) lead to various belief space
configurations via complex combinations. Another view
could be that the proposed framework aims to automat-
ically learn the probability density of the reward given
belief space and action. Therefore, with a hierarchy of
nonlinear functions and a large number of model param-
eters, it becomes feasible to model arbitrarily complex
densities. However, sufficient training data and regu-
larization steps are necessary to avoid overfitting.
5. SEMANTIC SOFT DATA SCHEDULING
Consider a ‘cops and robbers’ scenario in which one
robot (the ‘cop’) searches for another mobile intruder
robot (the ‘robber’) in an indoor environment, with a
simulated remote human ‘security guard’ providing ob-
servations of the robber’s 2-dimensional position state.
As in the previous grid world toy problem, the cop main-
tains a Bayesian belief map over the environment of the
robber’s state, and updates this belief either through
fusion of hard sensor measurements (e.g. detection of
robber position via an on-board camera) or soft data.
The soft data in this case takes the form of a human
semantic observation as in [2], e.g. “The robber is in
front of the desk.” We assume that the remote human
views the scene either through the cop robot’s camera,
or a security camera placed in each room. The human
thus has full visibility into the space, but is constrained
to visibility of no more than one room per time step.
Similarly, we have constrained the cop robot to asking a
single question about the robber once every nq = 5 time
steps, as a way to mitigate operator load. Over time, the
probability mass of the target position diffuses over the
environment, based on the cop’s estimate of the robber’s
position and known random-walk dynamics model.
With this setup, the human observations os,jk can be
thought as binary ‘true/false’ responses to the questions
asked by the cop robot, where j indexes an element
from a finite list of ns semantic questions. We assume
o
s,j
k arrive only as responses to questions posed by the
robot, i.e. the human does not ‘push’ information vol-
untarily, and only one semantic query j is selected from
{1, ..., ns}. The cop can ask the human whether the rob-
ber is either inside one of the rooms or near one of the
objects shown in Fig. 9. This leads to ns = 16 possible
questions that generate measurement updates. For ex-
ample, if the cop asks, ”Is the robber near the dining ta-
ble?”, a positive response triggers fusion of the likelihood
shown in Fig. 10 with the current belief state. At any
given query instance, the cop seeks to ask the question
with maximum VOI, as defined by the expected reduc-
tion in entropy. The 16T queries of depth T are ranked
by their corresponding VOI; in the non-myopic case of
T ≥ 2, all question paths are ranked by VOI first and
then reduced to the initial 16 possible questions, ranked
by the maximum VOI of all query sequences starting
with that question.
Figure 9: The indoor search environment and associated
semantic features for soft observations.
Figure 10: The likelihood function that maps to the ex-
ample observation, ‘Target is near the dining table’.
CNN training: This scenario provides a truth model
used to train the CNN. Applying the same CNN input-
output structure and problem formulation, the belief
map (72×136) is appended with padding (10×136) and
the action map (8×136) where the action map is divided
into 16 equally spaced nodes that light up depending on
the question posed by the cop. Enough padding is cre-
ated to separate the belief map from the action map
for efficient learning of the convolving filters. Fig. 11
illustrates the images used in learning. We trained the
CNN model (only for myopic scenario for this feasibility
study) with 31,680 training examples and 31,680 valida-
tion examples sampled from 100 simulation trials with
400 time steps each. Therefore, variability in the be-
lief space is sufficient. As the input image size is now
larger relative to the simpler problem, filter sizes are
increased to 10 of 7 × 9 in the first convolutional layer
and 25 of 5 × 5 in the second convolutional layer with
all other parameters equal. Note that the length of the
smaller padding edge (i.e., 10 pixels) is still larger than
the longest filter dimensions.
Figure 11: Nine examples of CNN input showing the belief
map, padding, and the action map in the realistic scenario.
Results: From our simulations, the CNN is 91.33%
accurate in determining the next best question with
highest VOI gain that should be posed by the robot
(based on 1,980 time steps), as compared with the ground
truth determined by brute force calculation. Interest-
ingly, most of the errors occur as the target moves from
one room to a neighboring one (e.g., from library to
study) and the query selection sometimes remain asso-
ciated with the previous room. The CNN-based ’query’
selection quickly adjusts within a few time steps after
such a transition. Hence, most of these errors can poten-
tially be avoided with a non-myopic VOI implementa-
tion for this real-life scenario and is currently being pur-
sued. Overall, this exercise demonstrates the feasibility
of using deep learning architectures for such decision-
making processes.
6. CONCLUSIONS AND FUTURE WORK
VOI-based human-machine interfaces can automati-
cally determine how and when to present queries to hu-
man operators in a real problem. However, practical
online implementation of VOI-based querying strategies
remains challenging, since the problem of selecting the
optimal sequence of queries leads to a difficult analyti-
cally intractable joint optimization and inference prob-
lem. This paper uses recent advancements in deep learn-
ing to build a VOI estimation framework that is shown
to be able to reliably estimate VOI without any policy
hand-tuning. A 2-D grid world search problem (with
a moving target) is used to compare the performance
of the finite horizon deep VOI estimator with that of a
hand-tuned AMDP policy. Simulation results show that
a CNN-in-the-loop information gathering system is able
to lower the expected entropy of belief spaces and the
expected error between the MAP estimate of the target
and the true target compared to an AMDP-in-the-loop
process. Finally, a feasibility study was performed on
a simulation test bed with a realistic human-machine
collaboration problem.
Better network design and hyper-parameter optimiza-
tion are currently being investigated. Other future re-
search directions are: (i) online tuning of deep networks;
(ii) hybrid approaches involving deep feature extractors
and traditional planning algorithms (e.g. using CNNs to
learn feature maps for AMDP-based policy approxima-
tions); (iii) addressing sensor modeling issues, includ-
ing potentially unknown false alarms/missed detection
rates and imperfect human sensor models (e.g. using
hierarchical Bayesian modeling as in [1] to account for
model uncertainties); and (iv) validation of the proposed
methodology on indoor robotic target search test bed
with live human users. We will also extend the com-
parisons made here between feature-based direct policy
learning approaches and feature-based POMDP approx-
imations to other state-of-the-art POMDP approxima-
tions, including those that approximate low-dimensional
reachable belief spaces via online sampling rather than
through offline-learned feature compression [15].
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