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Abstract
Let G be a finite simple group. We show that the commutator map
α : G×G→ G is almost equidistributed as |G| → ∞. This somewhat
surprising result has many applications. It shows that for a subset
X ⊆ G we have α−1(X)/|G|2 = |X |/|G| + o(1), namely α is almost
measure preserving. From this we deduce that almost all elements
g ∈ G can be expressed as commutators g = [x, y] where x, y generate
G.
This enables us to solve some open problems regarding T -systems
and the Product Replacement Algorithm (PRA) graph. We show that
the number of T -systems in G with two generators tends to infinity as
|G| → ∞. This settles a conjecture of Guralnick and Pak. A similar
result follows for the number of connected components of the PRA
graph of G with two generators.
Some of our results apply for more general finite groups, and more
general word maps.
Our methods are based on representation theory, combining classi-
cal character theory with recent results on character degrees and values
in finite simple groups. In particular the so called Witten zeta function
ζG(s) =
∑
χ∈Irr(G) χ(1)
−s plays a key role in the proofs.
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1 Introduction
1.1 Finite groups
Let G be a finite group. Let α = αG : G×G→ G be the commutator map,
namely
α(x, y) = [x, y] = x−1y−1xy.
How equidistributed is this map?
To make the question more precise, define for g ∈ G
N(g) = |α−1(g)|,
the size of the fiber above g. When can we show that N(g) is roughly |G|
for almost all g ∈ G?
For general groups this is often far from true. However, we shall show
below that commutator maps on finite simple groups are almost equidis-
tributed. More generally, we associate with each finite group G a certain
parameter ǫ(G) related to its representation degrees, and prove that if ǫ(G)
is small then αG is almost equidistributed.
We need some notation. For a finite group G let Irr(G) denote the set
of complex irreducible characters of G. The numbers N(g) above can be
studied using a character-theoretic approach, based on Frobenius classical
formula
N(g) = |G|
∑
χ∈Irr(G)
χ(g)
χ(1)
. (1)
Thus the character table of G provides complete information on the distri-
bution of the commutator map. However, computing or estimating the right
hand side of (1) for infinite families of groups, without complete informa-
tion on their character tables, is often a formidable task. We shall see below
how information on character degrees (but not character values) sometimes
suffices to draw strong conclusions regarding commutator maps.
The character degrees of G are conveniently encoded in the so called
Witten zeta function ζG of G, defined by
ζG(s) =
∑
χ∈Irr(G)
χ(1)−s,
where s is a real number. This function, which plays an important role
in this paper, was originally defined and studied by Witten [Wit] for Lie
groups. For finite simple groups it was studied and applied in detail in
[LiSh3, LiSh4, LiSh5].
Let P = PG be the commutator distribution on G, namely
P (g) = N(g)/|G|2,
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and let U be the uniform distribution on G (so U(g) = 1/|G| for all g ∈ G).
Our first result bounds the L1-distance
||P − U ||1 =
∑
g∈G
|P (g) − U(g)|
between the probability measures above.
Proposition 1.1 Let G be a finite group. Then we have
||PG − UG||1 ≤ (ζG(2)− 1)1/2.
Set
δ(G) = (ζG(2)− 1)1/2.
We now deduce a general lower bound on the number of commutators in G.
Corollary 1.2 A finite group G has at least (1− δ(G))|G| commutators.
Next we define
ǫ(G) = (ζG(2) − 1)1/4.
We establish equidistribution properties of the commutator map on groups
in terms of the parameter ǫ(G) defined above.
Theorem 1.3 Every finite group G has a subset S = SG ⊆ G with the
following properties:
(i) |S| ≥ (1− ǫ(G))|G|;
(ii) (1− ǫ(G))|G| ≤ N(g) ≤ (1 + ǫ(G))|G| for all g ∈ S.
Of course results 1.1-1.3 above have no content when ζG(2) ≥ 2 (since
then δ(G), ǫ(G) ≥ 1). Since the linear characters of G contribute |G : G′| to
ζG(2) we see that these results can only be useful for perfect groups, namely
groups for which G = G′.
Recall that the representation growth of G is the series {rn(G)}, where
rn(G) is the number of irreducible representations of G of degree n. See
[LM, Ja] for background. We clearly have
ζG(s) =
∑
n≥1
rn(G)n
−s.
If G is perfect, and has very small representation growth, so that∑
n≥2
rn(G)n
−2 < 1,
then results 1.1-1.3 can be meaningfully applied. Roughly speaking, they
show that perfect groups with few representations have many commutators,
and that commutator maps on them are almost equidistributed.
This in turn has some further applications.
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Corollary 1.4 Let G be a finite group.
(i) The commutator map α = αG satisfies
∣∣∣∣ |α
−1(Y )|
|G|2 −
|Y |
|G|
∣∣∣∣ ≤ 3ǫ(G) for all Y ⊆ G.
(ii) If X ⊆ G×G then
|α(X)|
|G| ≥
|X|
|G|2 − 3ǫ(G).
Part (i) above shows that, if ǫ(G) is close to zero, then the commutator
map on G is almost measure preserving.
1.2 Finite simple groups
The main context in which the above results can be successfully applied
is that of finite simple groups. Indeed, by Theorem 1.1 of [LiSh4], if G is
simple, then
ζG(s)→ 1 as |G| → ∞ provided s > 1.
It follows that for finite simple groups G, δ(G) and ǫ(G) tend to zero as
|G| → ∞.
Applying this we deduce our main equidistribution results for commu-
tator maps. Theorem 1.3 gives rise to the following.
Theorem 1.5 Every finite simple group G has a subset S = SG ⊆ G with
the following properties:
(i) |S| = |G|(1 − o(1));
(ii) N(g) = |G|(1 + o(1)) uniformly for all g ∈ S.
Here and throughout this paper o(1) denotes a real number depending
only on G which tends to zero as |G| → ∞.
The proofs of Theorem 1.5, and of our next results below, rely on the
Classification of Finite Simple Groups. It clearly suffices to consider alter-
nating groups An and simple groups of Lie type. We show in Section 4 below
that ǫ(An) = O(n
−1/2), and if G is of Lie type of rank r over a field with q
elements then ǫ(G) = O(q−r/4). This provides explicit upper bounds on the
error term o(1) in Theorem 1.5.
Note that we cannot require in the theorem above that S = G. Indeed,
it is well known (and follows from (1) above) that
N(1) = |G|k(G),
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where k(G) is the number of conjugacy classes in G. Since k(G) → ∞ as
|G| → ∞ we see that the fiber above g = 1 is large and does not satisfy
condition (ii).
Theorem 1.5 amounts to saying that, for a finite simple group G,
||PG − UG||1 → 0 as |G| → ∞.
We present two proofs of Theorem 1.5. The first is probabilistic, based on
Proposition 1.1 bounding the L1-distance above, which proves the existence
of the required subsets S. In the second proof we construct the subsets S
explicitly, which often yields better lower bounds on their cardinality. For
example, in the constructive proof for An we obtain |S| ≥ |An|(1−2/[
√
n]!),
which is much better than the |An|(1−O(n−1/2)) lower bound given by the
probabilistic proof. See Section 5 for more details.
Our constructive proof of Theorem 1.5 applies some powerful recent re-
sults on character values and degrees (see [LiSh3, LiSh4, MS, Sh]) to estimate
the right hand side of Frobenius formula (1) for specific (almost all) elements
g ∈ G, showing that the main contribution comes from the trivial character
χ = 1, and the accumulative contribution of all non-trivial characters is
marginal.
Theorem 1.5 can be seen as a culmination of various results on commu-
tators in finite simple groups. This topic has a long history. A conjecture of
Ore [O] from 1951, which is still not fully resolved (see [EG]), states that all
elements of a finite simple group are commutators. Various results were ob-
tained in order to present group elements as commutators or short products
of commutators, see for instance [Ga, Wi, Go, Sh].
Theorem 1.5 can be viewed as a probabilistic version of Ore’s conjecture.
It obviously implies that almost all elements of a finite simple group are
commutators, a result obtained recently in [Sh], Theorem 2.9(i).
However, Theorem 1.5 has more refined consequences, as follows.
Corollary 1.6 Let G be a finite simple group.
(i) The commutator map α is almost measure preserving, namely
|α−1(Y )|
|G|2 =
|Y |
|G| + o(1) for all Y ⊆ G.
(ii) If X ⊆ G×G then
|α(X)|
|G| ≥
|X|
|G|2 − o(1).
(iii) In particular, if X ⊆ G×G satisfies |X| = (1− o(1))|G|2 then
|α(X)| = (1− o(1))|G|,
5
namely almost all elements of G can be represented as commutators [x, y]
where (x, y) ∈ X.
Indeed, this follows by combining Corollary 1.4 with the fact that ǫ(G) =
o(1).
As a consequence of (ii) above we see that if A,B are subsets of G such
that |A| ≥ a|G| and |B| ≥ b|G|, then the set [A,B] of commutators [x, y]
where x ∈ A, y ∈ B satisfies
|[A,B]| ≥ (ab− 3ǫ(G))|G| = (ab− o(1))|G|.
An old conjecture of Dixon [Di], which is now a theorem (see [B], [KL],
[LiSh1]), states that almost all pairs of elements of a finite simple group are
generating pairs. Applying Corollary 1.6 for the set X of generating pairs
of G we obtain
Theorem 1.7 Let G be a finite simple group, and let g ∈ G be randomly
chosen. Then the probability that g can be represented as a commutator
g = [x, y] where x, y generate G tends to 1 as |G| → ∞.
While Ore’s conjecture has been established for alternating groups and
for simple groups of Lie type over large fields, Theorem 1.7 is new for all
types of finite simple groups.
Combining a character-theoretic approach with probabilistic arguments
enables us to obtain additional equidistribution results (see Theorems 7.1
and 7.4 below). We show that maps on finite simple groups induced by the
word x2y2, or by longer commutators in any arrangement of brackets, are
almost equidistributed.
1.3 T -systems and the Product Replacement Algorithm
A main motivation behind Theorem 1.7 comes from the study of transitivity
systems, also known as T -systems.
Let G be a finite group and let d(G) be the minimal number of generators
of G. For k ≥ 1 let Fk denote the free group on k generators. For any
k ≥ d(G), let
Vk(G) = {(g1, . . . , gk) ∈ Gk : 〈g1, . . . , gk〉 = G}
be the set of all generating k-tuples ofG. One can identify Vk(G) with the set
of epimorphisms Epi(Fk → G). The group Aut(Fk)×Aut(G) acts on Vk(G)
by (τ, σ) : φ→ σ◦φ◦τ−1, where τ ∈ Aut(Fk), σ ∈ Aut(G) and φ ∈ Epi(Fk →
G). The orbits of this action are called systems of transitivity, and also T -
systems or Tk-systems, when we specify the value of k. They were introduced
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by B.H. Neumann and H. Neuman in [NN] in the context of presentations
of finite groups and studied further in [Du1, Du2, E2, Gi, GP, Ne, P].
It is well-known that Aut(Fk) is generated by the following moves, called
the Nielsen moves, on the k standard generators x1, . . . , xk of Fk, viewed as
elements in Aut(Fk).
Ri,j : (x1, . . . , xi, . . . , xk)→ (x1, . . . , xi · xj, . . . , xk),
Li,j : (x1, . . . , xi, . . . , xk)→ (x1, . . . , xj · xi, . . . , xk),
Pi,j : (x1, . . . , xi, . . . , xj, . . . , xk)→ (x1, . . . , xj , . . . , xi, . . . , xk),
Ii : (x1, . . . , xi, . . . , xk)→ (x1, . . . , x−1i , . . . , xk),
for 1 ≤ i 6= j ≤ k.
These moves define the following graph: its vertices are Vk(G) and its
edges correspond to the Nielsen moves and to the automorphisms of G. The
connected components of this graph are exactly the Tk-systems.
In recent years there is renewed interest in T -systems due to exciting
applications to the Product Replacement Algorithm.
The Product Replacement Algorithm (PRA) is a practical algorithm to
construct random elements of a finite group. The algorithm was intro-
duced and analyzed in [CLMNO], where the authors proved that it pro-
duces asymptotically uniformly distributed elements. As the success of the
algorithm became widely acknowledged, it was included as a standard rou-
tine in the two major algebra packages GAP and MAGMA. Since then the
algorithm was widely investigated (see [BP, GaP, LP, P]).
The product replacement algorithm is defined as follows [CLMNO, P].
Given a generating k-tuple (g1, . . . , gk) ∈ Vk(G), a move to another such
tuple is defined by first drawing uniformly a pair (i, j) with 1 ≤ i 6= j ≤ k and
then applying one of the following four operations with equal probability:
R±i,j : (g1, . . . , gi, . . . , gk)→ (g1, . . . , gi · g±1j , . . . , gk)
L±i,j : (g1, . . . , gi, . . . , gk)→ (g1, . . . , g±1j · gi, . . . , gk).
To produce a random element in G, start with some generating k-tuple,
apply the above moves several times, and finally return a random element
of the generating k-tuple that was reached.
The moves in the PRA can be conveniently encoded by the PRA graph
Γk(G) whose vertices are the tuples Vk(G), with edges corresponding to the
moves R±i,j, L
±
i,j. The PRA corresponds to a random walk on this graph.
However, it is usually more convenient to look at the following extended
graph. The extended PRA graph Γ˜k(G) is a graph on Vk(G) corresponding
to the Nielsen moves, R±i,j, L
±
i,j and Pi,j, Ii, for 1 ≤ i 6= j ≤ k.
It is clear from the definitions that the number of Tk-systems is less or
equal to the number of connected components in Γ˜k(G), denoted by χ˜k(G).
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In addition, if χk(G) denotes the number of connected components in Γk(G),
then χ˜k(G) ≤ χk(G) ≤ 2χ˜k(G). Moreover, if k ≥ d(G) + 1 then Γk(G) is
connected if and only if Γ˜k(G) is connected, and if k ≥ 2d(G), then both
Γk(G) and Γ˜k(G) are connected if and only if G has only one Tk-system (see
[P]).
An interesting question is to estimate the number of Tk-systems of G as
a function of k and G. It is well known that a k-generated abelian group
has only one Tk-system. A first example of a nilpotent group G with more
than one Tk-system, where k = d(G), was given in [Ne], as an answer to
a question of Gaschu¨tz. Later, Dunwoody [Du1] proved that the number
of Tk-systems of certain groups is in fact not bounded, i.e. for every k,N
and p, one can find a p-group G with d(G) = k such that the number of
Tk-systems of G is at least N .
Particular attention was given to T -systems in finite simple groups G.
Here d(G) = 2 and a conjecture attributed to Weigold states that for k ≥ 3
the number of Tk-systems of G is 1. This conjecture was proven for very
few families of simple groups (see Gilman [Gi] and Evans [E]). However,
the case k = 2 seems to be different. It has been shown that the number
of T2-systems in G = L2(p) = PSL2(p) tends to infinity as |G| → ∞ (see
Evans [E] and Guralnick and Pak [GP]). A similar result for G = An was
proved by Pak (see [P]). In [GP] Guralnick and Pak suggest that this might
be true for all finite simple groups, and remark that different methods will
have to be established in order to confirm this.
In this paper we confirm this conjecture. Moreover, we obtain explicit
lower bounds on the number of T2-systems for all finite simple groups.
For a (possibly twisted) Lie type L, not 2B2,
2G2 or
2F4, define the rank
r = r(L) to be the untwisted Lie rank of L (that is, the rank of the ambient
simple algebraic group); and for L of type 2B2,
2G2 or
2F4, define r(L) =
1, 1, 2 respectively. Let Gr(q) denote a finite simple group of Lie type of
rank r over a field with q elements (in the unitary case the natural module
for Gr(q) is over the field with q
2 elements).
Theorem 1.8 Let G be a finite simple group. Then the number of T2-
systems in G tends to infinity as |G| → ∞.
Moreover, this number is at least aqrr−1(log q)−2 when G = Gr(q), and
at least n(1/2−ǫ) logn when G = An.
Here a is an absolute positive constant, and ǫ > 0 is arbitrary provided
n is large enough (namely n ≥ f(ǫ)).
The second, quantitative, assertion of Theorem 1.8, is new even for L2(p)
and An, and answers a question from [GP]. The lower bound for the num-
ber of T2-systems in An which follows from the argument in [P] is about
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n/(2 log n). No explicit lower bound was known for L2(p). In fact the de-
tailed lower bound for Gr(q) which stems from our proof of Theorem 1.8 is
somewhat better than the one stated, and has the form (1/8− o(1))p when
G = L2(p).
Theorem 1.8 immediately provides information on the Product Replace-
ment Algorithm graph in case of two generators.
Corollary 1.9 Let G be a finite simple group. Then the number of con-
nected components of the PRA graph Γ2(G) tends to infinity as |G| → ∞.
Of course the number of components above is bounded below by the num-
ber of T2-systems, hence the lower bounds of Theorem 1.8 apply. In particu-
lar Γ2(An) has at least n
(1/2−ǫ) logn connected components. For groups of Lie
type our method yields a somewhat better bound, showing that Γ2(Gr(q))
has at least aqr(log q)−1 connected components (see Section 6).
The main tool in our proof of Theorem 1.8 is Theorem 1.7, which is in
turn a by-product of our equidistribution theorem (1.5).
1.4 Notation and layout
Our notation is rather standard. For a finite group G let Irr(G) denote the
set of irreducible complex characters of G. Let k(G) denote the number of
conjugacy classes in G. For g ∈ G we let gG be the conjugacy class of g in
G, and let |g| be the order of g. We denote by Gr(q) a finite simple group of
rank r over a field with q elements. An element g ∈ Gr(q) is called regular
semisimple if it is semisimple and its centralizer in the ambient algebraic
group has minimal dimension r. To a function f : X → Y between finite
sets we associate a probability distribution Pf on Y given by
Pf (y) =
|f−1(y)|
|X| where y ∈ Y.
By a word w = w(x1, . . . , xm) we mean an element of the free group Fm
on x1, . . . , xm. Given a group G the word w defines a function G
m → G,
obtained by substitution, which we denote by αw. The associated probability
distribution Pαw on G will be also denoted by Pw(G). Additional notation
will be introduced when needed.
Some words on the layout of this paper. In Section 2 we use Fourier
techniques to prove Proposition 1.1. In Section 3 we prove results 1.2-1.4.
Section 4 presents recent delicate results on simple groups which are required
in order to prove Theorem 1.5 constructively. The constructive proof of
this theorem is then carried out in Section 5. Section 6 is devoted to the
various applications, focusing on T -systems; this is where results 1.7-1.9 are
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proved. In Section 7 we obtain additional equidistribution results for longer
commutators.
Acknowledgments. We are grateful to Benjy Weiss for useful remarks.
This paper is part of the first author’s Ph.D. thesis done under the supervi-
sion of Alex Lubotzky.
2 Bounding the L1-distance
The main purpose of this section is to prove Proposition 1.1. We shall start
with a more general discussion, from which this result will be deduced.
Let G be a finite group, and let P be a probability distribution on G
which is a class function. For example, we may have P = Pw where w is a
word.
Consider the non-commutative Fourier expansion
P = |G|−1
∑
χ∈Irr(G)
aχχ,
with suitable (complex) coefficients aχ.
Note that a1 = 1 (since
∑
g∈G P (g) = 1).
Lemma 2.1 We have
∑
g∈G
P (g)2 = |G|−1
∑
χ∈Irr(G)
|aχ|2.
Proof. We have
∑
g∈G
P (g)2 =
∑
g∈G
P (g)P (g) = |G|−2
∑
g∈G
∑
χ
aχχ(g)
∑
ψ
aψψ(g)
= |G|−2
∑
χ,ψ
aχaψ
∑
g∈G
χ(g)ψ(g).
Using the orthogonality relations this gives
∑
g∈G
P (g)2 = |G|−1
∑
χ,ψ
aχaψδχψ = |G|−1
∑
χ
|aχ|2.
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Lemma 2.2 We have
∑
g∈G
(P (g) − |G|−1)2 = |G|−1
∑
χ 6=1
|aχ|2.
Proof. Using the previous lemma we have
∑
g∈G
(P (g)−|G|−1)2 =
∑
g∈G
P (g)2−2|G|−1
∑
g∈G
P (g)+|G|−1 = |G|−1(
∑
χ
|aχ|2−1).
The result follows since a1 = 1.
Lemma 2.3 We have
||P − U ||1 ≤ (
∑
χ 6=1
|aχ|2)1/2.
Proof. By Cauchy-Schwarz inequality we have
(||P − U ||1)2 = (
∑
g∈G
|P (g) − |G|−1|)2 ≤ |G|
∑
g∈G
(P (g)− |G|−1)2.
The result follows using the lemma above.
Proof of Proposition 1.1
Let P be the commutator probability distribution on G. Then by (1) we
have
aχ = χ(1)
−1 for all χ.
Applying the above lemma we obtain
||P − U ||1 ≤ (
∑
χ 6=1
χ(1)−2)1/2 = (ζG(2) − 1)1/2.
This completes the proof.
Using the methods of this section we can easily show the following.
Proposition 2.4 Let G be a finite group, and let Px2y2 be the probability
distribution associated with the word map from G×G to G induced by x2y2.
Let R denote the set of real characters of G. Then
||Px2y2 − U ||1 ≤ (
∑
χ∈R
χ(1)−2 − 1)1/2 ≤ (ζG(2)− 1)1/2.
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Proof. Let β = αx2y2 : G × G → G. We use the well known formula
(see e.g. [LiSh3], 3.1)
|β−1(g)| = |G|
∑
χ∈R
χ(g)
χ(1)
.
This means that
Pβ = |G|−1
∑
χ∈R
χ(1)−1χ.
The result now follows from Lemma 2.3.
3 Applications of the L1 bound
The purpose of this section is to deduce results 1.2-1.4 from Proposition 1.1.
Proof of Corollary 1.2
Set δ = δ(G). Then ||Pf −U ||1 ≤ δ by Proposition 1.1. Let C be the set
of commutators in G, and let D = G \ C. Then
δ ≥
∑
g∈D
∣∣∣∣P (g) − 1|G|
∣∣∣∣ = |D|/|G|.
Therefore |D| ≤ δ|G|, so |C| ≥ (1− δ)|G|, as required.
The notion of almost equidistribution is naturally defined in the general
setting of arbitrary functions between finite sets. Let X,Y be finite sets,
and let ǫ > 0. We say that a function f : X → Y is ǫ-equidistributed if there
exists a subset Y ′ ⊆ Y with the following properties:
(i) |Y ′| ≥ |Y |(1− ǫ);
(ii) |X||Y | (1− ǫ) ≤ |f−1(y)| ≤ |X||Y | (1 + ǫ) uniformly for all y ∈ Y ′.
Recall that Pf is the probability distribution on Y induced by f . Let U
be the uniform distribution on Y . We show that the L1-distance
||Pf − U ||1 =
∑
y∈Y
∣∣∣∣Pf (y)− 1|Y |
∣∣∣∣
is small if and only if f is almost equidistributed. Indeed we have the
following easy Lemma.
Lemma 3.1 With the above notation we have
(i) If f is ǫ-equidistributed then ||Pf − U ||1 ≤ 4ǫ.
(ii) If ||Pf − U ||1 ≤ δ, then f is
√
δ-equidistributed.
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Proof. (i) Assume that f : X → Y is ǫ-equidistributed, and let Y ′ be
as in the definition above. Write Y = Y ′ ∪ Y ′′ as a disjoint union. Then for
any y ∈ Y ′,
∣∣∣Pf (y)− 1|Y |
∣∣∣ ≤ ǫ|Y | , and thus
∣∣∣∣∣∣
∑
y∈Y ′
Pf (y)−
∑
y∈Y ′
1
|Y |
∣∣∣∣∣∣ ≤
∑
y∈Y ′
∣∣∣∣Pf (y)− 1|Y |
∣∣∣∣ ≤ |Y ′| ǫ|Y | ≤ ǫ.
However,
∑
y∈Y ′
1
|Y | =
|Y ′|
|Y | ≥ 1 − ǫ, therefore
∑
y∈Y ′ Pf (y) ≥ 1 − 2ǫ, so we
deduce that
∑
y∈Y ′′ Pf (y) ≤ 2ǫ. Therefore
||Pf − U ||1 =
∑
y∈Y
∣∣∣∣Pf (y)− 1|Y |
∣∣∣∣ =
∑
y∈Y ′
∣∣∣∣Pf (y)− 1|Y |
∣∣∣∣+
∑
y∈Y ′′
∣∣∣∣Pf (y)− 1|Y |
∣∣∣∣
≤
∑
y∈Y ′
ǫ
|Y | +
∑
y∈Y ′′
|Pf (y)|+
∑
y∈Y ′′
1
|Y |
≤ |Y ′| ǫ|Y | + 2ǫ+ |Y
′′| 1|Y | ≤ ǫ+ 2ǫ+ ǫ = 4ǫ.
(ii) Assume that ||Pf−U ||1 ≤ δ. Define Y ′′ =
{
y ∈ Y :
∣∣∣Pf (y)− 1|Y |
∣∣∣ > √δ|Y |
}
.
Then
δ ≥
∑
y∈Y
∣∣∣∣Pf (y)− 1|Y |
∣∣∣∣ ≥
∑
y∈Y ′′
∣∣∣∣Pf (y)− 1|Y |
∣∣∣∣ > |Y ′′|
√
δ
|Y | .
Therefore, |Y ′′| < √δ|Y |. Take Y ′ = Y \ Y ′′. Then |Y ′| ≥ |Y |(1 −√δ) and
any y ∈ Y ′ satisfies
∣∣∣Pf (y)− 1|Y |
∣∣∣ ≤ √δ|Y | . Thus, f is
√
δ-equidistributed.
Proof of Theorem 1.3
This follows by combining Proposition 1.1 and part (ii) of Lemma 3.1.
The next result concerns measure preservation.
Proposition 3.2 Let f : X → Y be ǫ-equidistributed.
(i) If Y0 ⊆ Y then ∣∣∣∣f
−1(Y0)
|X| −
|Y0|
|Y |
∣∣∣∣ ≤ 3ǫ.
(ii) If X0 ⊆ X then
|f(X0)|
|X| ≥
|X0|
|X| − 3ǫ.
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Proof. Assume that f : X → Y is ǫ-equidistributed and let Y ′ be as
in the definition above. Let X ′ = f−1(Y ′) ⊆ X be the inverse image of Y ′.
Then by part (i) and the lower bound in (ii) of the definition,
|X ′| =
∑
y∈Y ′
|f−1(y)| ≥ |Y ′| |X||Y | (1− ǫ) ≥ |X|(1 − ǫ)
2 ≥ |X|(1 − 2ǫ).
We conclude that
|f−1(Y \ Y ′)| = |X| − |X ′| ≤ 2ǫ|X|.
Now let Y0 ⊆ Y . Then
|f−1(Y0)| ≤ |f−1(Y0 ∩ Y ′)|+ |f−1(Y \ Y ′)| ≤
∑
y∈Y0∩Y ′
|f−1(y)|+ 2ǫ|X|.
Using the upper bound in part (ii) of the definition, we see that
|f−1(Y0)| ≤ |Y0| |X||Y | (1 + ǫ) + 2ǫ|X|.
Therefore
|f−1(Y0)|
|X| ≤
|Y0|
|Y | (1 + ǫ) + 2ǫ ≤
|Y0|
|Y | + 3ǫ.
On the other hand we have
|f−1(Y0)| ≥ |f−1(Y0 ∩ Y ′)| =
∑
y∈Y0∩Y ′
|f−1(y)| ≥ |Y ∩ Y0| |X||Y | (1− ǫ)
≥ (|Y0| − ǫ|Y |) |X||Y | (1− ǫ).
This yields
|f−1(Y0)|
|X| ≥
( |Y0|
|Y | − ǫ
)
(1− ǫ) ≥ |Y0||Y | − 2ǫ.
This completes the proof of part (i) of the proposition.
Part (ii) now follows easily. Indeed, given X0 ⊆ X, define Y0 = f(X0).
As above, we have
|f−1(Y0)|
|X| ≤
|Y0|
|Y | + 3ǫ =
|f(X0)|
|Y | + 3ǫ.
Since X0 ⊆ f−1(Y0) we obtain
|f(X0)|
|Y | ≥
|f−1(Y0)|
|X| − 3ǫ ≥
|X0|
|X| − 3ǫ.
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Proof of Corollary 1.4
By Theorem 1.3 the commutator map α : G×G→ G is ǫ(G)-equidistributed.
The corollary now follows immediately from Proposition 3.2.
4 Simple groups: character theoretic tools
In this section we introduce the main concepts and tools which are needed
for our two proofs of Theorem 1.5.
The first result summarizes some of the properties of the Witten zeta
function ζG defined in the Introduction. Our first proof of Theorem 1.5
follows by combining part (i) below with Theorem 1.3.
Theorem 4.1 Let G be a finite simple group.
(i) If s > 1 then ζG(s)→ 1 as |G| → ∞.
(ii) If s > 2/3 and G 6= L2(q) then ζG(s)→ 1 as |G| → ∞.
(iii) If s > 0 and G = An then ζ
G(s) → 1 as |G| → ∞. Moreover,
ζG(s) = 1 +O(n−s).
(iv) If G = Gr(q) then ζ
G(2) = 1 +O(q−r).
Indeed, parts (i) and (ii) are Theorem 1.1 of [LiSh4]. Part (iii) is Corol-
lary 2.7 of [LiSh3].
To prove Part (iv) we note that
ζG(2)− 1 ≤ k(G)h(G)−2,
where h(G) is the minimal degree of a non-trivial character of G. Suppose
G = Gr(q). Then
h(G) ≥ c1qr,
by Landazuri-Seitz [LaSe], and
k(G) ≤ c2qr
by Fulman-Guralnick [FG], where c1, c2 > 0 are absolute constants. Part
(iv) now follows from the above inequalities.
The next result we need deals with regular semisimple elements in groups
of Lie type.
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Theorem 4.2 Let G = Gr(q) and let S be the set of regular semisimple
elements in G.
(i) There is an absolute constant a1 such that
|S| ≥ |G|(1 − a1q−1);
(ii) There is a number f(r) depending only on r such that, if g ∈ S, then
|χ(g)| ≤ f(r)
for all χ ∈ Irr(G).
Indeed, part (i) is a result of Guralnick and Lu¨beck [GL], while part (ii)
is Lemma 4.4 of [Sh].
The next result we use deals with elements g ∈ Gr(q) whose centralizer
is not very large.
Theorem 4.3 Let G = Gr(q), and fix ǫ satisfying 0 < ǫ < 2. Let
S(ǫ) = {g ∈ G : |CG(g)| ≤ q(3−ǫ)r}.
Then we have
(i) |S(ǫ)| ≥ |G|(1 − a2q−(2−ǫ)r), where a2 is an absolute constant;
(ii) There is a number r1(ǫ) such that, if r ≥ r1(ǫ), and g ∈ S(ǫ), then
∑
16=χ∈Irr(G)
|χ(g)|
χ(1)
→ 0 as |G| → ∞.
Indeed part (i) follows from Corollary 5.4 of [Sh], while part (ii) is Propo-
sition 4.7 of [Sh].
We conclude this section quoting a useful result of Mu¨ller and Schlage-
Puchta on character values for symmetric groups. See part (i) of Theorem
A in [MS].
Theorem 4.4 Let g ∈ Sn be a permutation with f fixed points. Define
δ = ((1− 1/ log n)−1 12 log n
log (n/f)
+ 18)−1.
Then we have
|χ(g)| ≤ χ(1)1−δ
for all χ ∈ Irr(Sn).
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Remark
By Theorem 4.1 we have ζG(2) − 1 = O(n−2) where G = An, and
ζG(2)− 1 = O(q−r) where G = Gr(q). This shows that
ǫ(An) = O(n
−1/2) and ǫ(Gr(q)) = O(q−r/4).
5 Theorem 1.5: constructive proof
In this section we prove Theorem 1.5 in a constructive manner, providing
the subsets S ⊂ G with the required properties. We need some notation.
For g ∈ G let
∆(g) =
∑
16=χ∈Irr(G)
χ(g)
χ(1)
,
and
E(g) =
∑
16=χ∈Irr(G)
|χ(g)|
χ(1)
.
Then N(g) = |G|(1 + ∆(g)) and |∆(g)| ≤ E(g).
To prove Theorem 1.5 constructively it therefore suffices to find subsets
S ⊆ G consisting of almost all elements of G such that E(g) = o(1) for all
g ∈ S. We will see below that this strategy works out for some (but not
all) finite simple groups G. For the remaining groups we will show that
|∆(g)| = o(1), which also suffices.
Our study of E(g) and ∆(g) is based on recent detailed results on char-
acter degrees and values quoted in Section 4.
Case 1. G = L2(q).
The character table of L2(q) is well known (see for instance [Do]), so
∆(g) and N(g) can be computed for all g ∈ G using (1). We summarize the
result below.
Proposition 5.1 Let q = pn be a prime power, then in the group L2(q),
1. If a is an element of order q−12 (when q is odd) or order q − 1 (when
q is even) then ∆(al) = 1q +
α(q,l)
q+1 where
α(q, l) =


2 if q ≡ 1 (mod 4), l even
−4 if q ≡ 1 (mod 4), l odd
−1 if q ≡ 3 (mod 4) or q is even
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2. If b is an element of order q+12 (when q is odd) or order q + 1 (when
q is even) then ∆(bm) = −1q + β(q,m)q−1 where
β(q,m) =


1 if q ≡ 1 (mod 4) or q is even
−2 if q ≡ 3 (mod 4), m even
4 if q ≡ 3 (mod 4), m odd
3. If c is an element of order p then
∆(c) =


1
2(q+1) if q ≡ 1 (mod 4)
− 1q+1 − 32(q−1) if q ≡ 3 (mod 4)
− 32(q+1) − 12(q−1) if q is even
Letting S be all non-identity elements of G we find by Proposition 5.1
that for g ∈ S,
|∆(g)| ≤ 5/q = o(1).
This implies the required conclusion.
Let ǫ, r1(ǫ) be as in Theorem 4.3, and set b = r1(1).
Case 2. G = Gr(q), where r < b, and G 6= L2(q).
Let S be the set of regular semisimple elements of G. Since the rank r
is bounded, we have q →∞ as |G| → ∞.
By Theorem 4.2(i) above we have
|S| ≥ |G|(1 − a1q−1) = |G|(1 − o(1)).
By part (ii) of Theorem 4.2 there is a number f(r) depending only on r
such that
|χ(g)| ≤ f(r)
for all χ ∈ IrrG and g ∈ S. This yields
E(g) ≤
∑
χ 6=1
f(r)χ(1)−1 = f(r)(ζG(1)− 1).
Since G 6= L2(q) we have ζG(1)→ 1 as |G| → ∞ (see part (ii) of Theorem
4.1). This yields E(g) = o(1) uniformly for all g ∈ S, proving the result in
this case.
Case 3. G = Gr(q) where r ≥ b.
We adopt the notation of Theorem 4.3 and apply this result with ǫ = 1.
Part (i) then yields
|S(1)| ≥ |G|(1 − a2q−r).
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Now let g ∈ S(1). Since r ≥ b = r1(1), part (ii) of Theorem 4.3 shows that
E(g) = o(1), and again the conclusion follows with S = S(1).
Case 4. G = An.
Let S be the set of permutations in An with at most
√
n fixed points.
It is easy to see that the probability that a permutation g ∈ An has at
least f fixed points is at most 2/f !. This implies that
|S| ≥ |An|(1 − 2/[
√
n]!) = |An|(1 − o(1)).
Now set
δ =
1
43
,
and let g ∈ S. Using Theorem 4.4 above we see that, for n large, we have
|χ(g)| ≤ χ(1)1−δ (2)
for all χ ∈ Irr(Sn).
For each irreducible character χ of Sn, either χ ↓ An is irreducible, or
χ ↓ An = χ1+ χ2, a sum of two irreducible characters of degree χ(1)/2. All
irreducible characters of An occur in this way.
In the latter case, note that
χ1(g)
χ1(1)
+
χ2(g)
χ2(1)
= 2
χ(g)
χ(1)
.
This implies that∣∣∣∣∣∣
∑
16=χ∈Irr(An)
χ(g)
χ(1)
∣∣∣∣∣∣ ≤ 2
∑
χ∈Irr(Sn),χ(1)>1
|χ(g)|
χ(1)
≤ 2
∑
χ∈Irr(Sn),χ(1)>1
χ(1)−δ ,
where the last inequality follows from (2). We conclude that, in An we have
|∆(g)| ≤ 2(ζSn(δ) − 2).
By Theorem 1.1 in [LiSh3], ζSn(δ) = 2 +O(n−δ). This yields
|∆(g)| = O(n−1/43)→ 0 as n→∞.
This completes the case G = An and the constructive proof of Theorem
1.5.
Remark
The proof above yields explicit lower bounds on |S|. In some cases they
may be further improved. Indeed, fix any ǫ > 0. Then for G = Gr(q) and
r ≥ r1(ǫ) we can use Theorem 4.3 to construct S satisfying
|S| ≥ |G|(1 − a2q−(2−ǫ)r).
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For G = An we may take S as all even permutations with at most n
1−ǫ fixed
points, obtaining
|S| ≥ |An|(1− 2/[n1−ǫ]!) ≥ |An|(1− n−nγ),
where γ < 1 is arbitrarily close to 1.
6 Applications to T -systems
In this section we focus on the various applications and prove results 1.7-1.9.
Proof of Theorem 1.7
This is an immediate consequence of Corollary 1.6(iii), in view of the
fact that almost all pairs of finite simple groups are generating pairs (see
[LiSh1] and the references therein).
We now turn to the main applications, involving T2-systems.
Proof of Theorem 1.8
It suffices to prove the second (quantitative) assertion in the theorem.
Higman’s Lemma states that for k = d(G) = 2, the union of the con-
jugacy classes under Aut(G) of the commutators [g1, g2] and [g2, g1] is an
invariant of the T2-system of (g1, g2) (see [GP, Ne, P]). This lemma becomes
useful when dealing with T2-systems of finite simple groups G.
By Theorem 1.7 there is a subset S ⊂ G such that S = |G|(1−o(1)), and
every g ∈ S can be written as g = [g1, g2] where (g1, g2) ∈ V2(G) (namely
g1, g2 generate G, thus giving rise to a T2-system).
Let k(S) denote the number of distinct unions C ∪ C−1 where C is an
Aut(G)-conjugacy class of an element of S. Then the number of T2-systems
in G is at least k(S).
Suppose first G = An. Then Aut(G) = Sn and C = C
−1 for any Sn-
class C. Given ǫ > 0 fix δ > 0 such that δ < ǫ. We may assume n is
sufficiently large (given ǫ). By a result of Erdo˝s and Tura´n (see [ET]), the
order of almost all permutations in Sn is at least n
(1/2−δ) logn. Intersecting
S with the set of permutations with this order restriction we may therefore
assume that each g ∈ S has order at least n(1/2−δ) logn, while we still have
|S| = |An|(1− o(1)) ≥ n!/3.
Now, if g ∈ S, then we have
|CSn(g)| ≥ |g| ≥ n(1/2−δ) logn.
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Thus
|gSn | ≤ n! · n−(1/2−δ) logn.
Since the union of the Sn-classes of g ∈ S covers S we have
k(S) · n! · n−(1/2−δ) logn ≥ |S| ≥ n!/3.
This yields
k(S) ≥ n(1/2−δ) logn/3 ≥ n(1/2−ǫ) logn,
proving the result for An.
Now suppose G = Gr(q).
Define
c(G) = min{|CG(g)| : g ∈ G}.
Let Out(G) = Aut(G)/G and let g ∈ G. Then
|gAut(G)| = |Aut(G)|/|CAut(G)(g)| ≤ |Aut(G)|/c(G).
In particular the size of each union C ∪C−1 where C = gAut(G) and g ∈ S is
at most 2|Aut(G)|/c(G). Since there are k(S) such unions, and their union
covers S, we see that
k(S) · 2|Aut(G)|/c(G) ≥ |S| ≥ |G|(1 − o(1)).
This yields
k(S) ≥ (1/2 − o(1))c(G)/|Out(G)|.
By results of Fulman and Guralnick [FG] there is an absolute constant
c1 > 0 such that
c(Gr(q)) ≥ c1qr/ log q.
The structure of Out(G) is known, and assuming q = pf (p prime) we have
|Out(G)| ≤ c2rf ≤ c3r log q
for some (small) constant c3. The above inequalities yield
k(S) ≥ c4qrr−1(log q)−2.
This completes the proof of Theorem 1.8.
Remarks
1. Note that, by [ET], almost all permutations in Sn have at most (1 +
δ) log n cycles. These permutations split into at most n(1+ǫ) logn conjugacy
classes (since this number bounds the number of partitions of n into at most
(1 + δ) log n parts, where ǫ > δ). Thus, although k(Sn) = p(n) > c
√
n, a
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union of just n(1+ǫ) logn conjugacy classes covers almost all of Sn. This shows
that our lower bound on k(S) in the proof above is essentially best possible.
2. If G = Gr(q) the proof above shows that the number of T2-systems in
G is at least (1/2−o(1))c(G)/|Out(G)|. This produces specific bounds which
are slightly better than the general one stated in the theorem. For example,
it follows that the number of T2-systems in L2(p) is at least (1/8− o(1))p.
We conclude this section by briefly discussing the PRA graph Γ2(G). An
elementary calculation shows that the conjugacy class in G of the commu-
tator [g1, g2] is an invariant of the connected component of (g1, g2) in Γ2(G).
Arguments similar to the proof of Theorem 1.8 show that the number of com-
ponents of this graph is at least (1− o(1))c(G). This shows that Γ2(Gr(q))
has at least aqr/ log q connected components, giving a better lower bound
in Corollary 1.9. The lower bound for An remains the same.
7 Equidistribution revisited
Any word w(x1, . . . , xm) ∈ Fm gives rise to a word map αw : Gm → G.
Word maps on algebraic groups and on finite simple groups have been the
subject of active investigations in recent years, see [Bo], [LiSh2], [La], [Sh]
and [LaSh].
It is interesting to find out which words w have the remarkable property
of the commutator map, namely that αw is almost equidistributed (namely
o(1)-equidistributed) on all finite simple groups G.
In general this is highly unexpected. For example, power words w = xk1
(k ≥ 2), or words which are proper powers w = wk1 , have image much smaller
than (1− o(1))|G| for infinite families of finite simple groups G, hence their
associated maps are not almost equidistributed.
However, we do obtain positive result for some more words.
Theorem 7.1 Let G be a finite simple group, and let β : G × G → G
be the map given by β(x, y) = x2y2. Then there is a subset S ⊂ G with
|S| = (1− o(1))|G| such that |β−1(g)| = (1 + o(1))|G| for all g ∈ S.
Proof. By Proposition 2.4 ||Pβ − U ||1 ≤ δ(G). Lemma 3.1(ii) now
shows that β is ǫ(G)-distributed. Finally, by Theorem 4.1(i), ǫ(G) = o(1).
The result follows.
To obtain more positive results we need some preparations.
The following two lemmas show that the property of almost equidistri-
bution behaves well under direct products and compositions. The proofs
use the L1 notation, which is more natural.
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Lemma 7.2 Let X1,X2, Y1, Y2 be finite sets and let δ1, δ2 > 0. For i = 1, 2
denote by Ui the uniform distribution on Yi and assume that fi : Xi → Yi
satisfies ||Pfi − Ui||1 ≤ δi.
Then the function f = f1 × f2 : X1 ×X2 → Y1 × Y2, which is defined by
f(x1, x2) = (f1(x1), f2(x2)) for x1 ∈ X1, x2 ∈ X2,
satisfies ||Pf−U ||1 ≤ δ1+δ2, where U is the uniform distribution on Y1×Y2.
Proof. We have Pf1×f2(y1, y2) = Pf1(y1)Pf2(y2) for any (y1, y2) ∈
Y1 × Y2. Thus,
||Pf1×f2 − U ||1 =
∑
(y1,y2)∈Y1×Y2
∣∣∣∣Pf1(y1)Pf2(y2)− 1|Y1|
1
|Y2|
∣∣∣∣
≤
∑
y2∈Y2
Pf2(y2)
∑
y1∈Y1
∣∣∣∣Pf1(y1)− 1|Y1|
∣∣∣∣
+
∑
y1∈Y1
1
|Y1|
∑
y2∈Y2
∣∣∣∣Pf2(y2)− 1|Y2|
∣∣∣∣
≤
∑
y2∈Y2
Pf2(y2)δ1 +
∑
y1∈Y1
1
|Y1|δ2 = δ1 + δ2.
Lemma 7.3 Let X,Y,Z be finite sets, and let δ1, δ2 > 0. Denote by UY
and UZ the uniform distributions on Y and Z respectively. Assume that
f1 : X → Y and f2 : Y → Z satisfy ||Pf1−UY ||1 ≤ δ1 and ||Pf2−UZ ||1 ≤ δ2.
Then their composition f = f2 ◦ f1 : X → Z satisfies ||Pf −UZ ||1 ≤ δ1 + δ2.
Proof. Note that for any z ∈ Z,
Pf2◦f1(z) =
|f−11 (f−12 (z))|
|X| =
∑
f2(y)=z
|f−11 (y)|
|X| =
∑
f2(y)=z
Pf1(y).
Thus, by the assumption on f1,
∑
z∈Z
∣∣∣∣∣∣Pf2◦f1(z)−
∑
f2(y)=z
1
|Y |
∣∣∣∣∣∣ ≤
∑
z∈Z
∑
f2(y)=z
∣∣∣∣Pf1(y)− 1|Y |
∣∣∣∣
=
∑
y∈Y
∣∣∣∣Pf1(y)− 1|Y |
∣∣∣∣ ≤ δ1,
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and by the assumption on f2,
∑
z∈Z
∣∣∣∣∣∣
∑
f2(y)=z
1
|Y | −
1
|Z|
∣∣∣∣∣∣ =
∑
z∈Z
∣∣∣∣ |f
−1
2 (z)|
|Y | −
1
|Z|
∣∣∣∣ =
∑
z∈Z
∣∣∣∣Pf2(z) − 1|Z|
∣∣∣∣ ≤ δ2.
Therefore,
‖Pf2◦f1 − UZ‖1 =
∑
z∈Z
∣∣∣∣Pf2◦f1(z)− 1|Z|
∣∣∣∣
≤
∑
z∈Z


∣∣∣∣∣∣Pf2◦f1(z)−
∑
f2(y)=z
1
|Y |
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
f2(y)=z
1
|Y | −
1
|Z|
∣∣∣∣∣∣


≤ δ1 + δ2.
Let δ > 0 and let f1, . . . , fn be functions between finite sets, such that
each one of them satisfies ||fi−Ui||1 ≤ δ, where Ui is the uniform distribution
on the range of fi. Assume that we apply a finite number of steps m, such
that each step is a composition or a direct product of two functions, and
obtain a new function f . From the lemmas above we readily deduce that f
satisfies ||f − U ||1 ≤ mδ, where U is the uniform distribution on the range
of f . By Lemma 3.1(ii), f is therefore
√
mδ-equidistributed.
Using the above observation and Proposition 1.1 we now easily obtain
the following.
Theorem 7.4 Let G be a finite group. Let m ≥ 1 and w = [x1, . . . , xm],
an m-fold commutator in any arrangements of brackets. Then the asso-
ciated word map αw : G
m → G is γ(G)-equidistributed, where γ(G) =
(m− 1)1/2(ζG(2)− 1)1/4.
In particular, if G is simple, then αw is almost equidistributed as |G| →
∞.
Combining Theorems 7.1 and 7.4 with Proposition 3.2 we see that word
maps αw associated with w = x
2y2, or with any m-fold commutator w, are
almost measure preserving on finite simple groups.
In particular, using the fact that almost all pairs are generating pairs,
we obtain
Corollary 7.5 Almost all elements g of a finite simple group G can be ob-
tained as g = [g1, . . . , gm], an m-fold commutator in any given arrangements
of brackets, where g1, . . . , gm ∈ G satisfy 〈gi, gj〉 = G for all i 6= j.
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We can add various extra conditions on the m-tuple (g1, . . . , gm) above,
provided they hold with probability tending to 1. For example, given any
non-trivial words w1, . . . , wk ∈ Fm we can require that wi(g1, . . . , gm) 6= 1
for all i = 1, . . . , k. Indeed, it is proved in [DPSSh] that, if G is a finite
simple group and 1 6= w ∈ Fm, then, as |G| → ∞, almost all m-tuples
(g1, . . . , gm) ∈ Gm satisfy w(g1, . . . , gm) 6= 1.
For instance, one now easily deduces that almost all elements g of a finite
simple group G can be expressed as g = [[g1, g2], [g3, g4]] where 〈gi, gj〉 = G
for i 6= j, and the orders of g1, . . . , g4 are as large as we want.
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