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Abstract
We show that the category of positive opetopes with contraction morphisms, i.e.
all face maps and some degeneracies, forms a test category.
The category of positive opetopic sets pOpeSet can be defined as a full subcat-
egory of the category of polygraphs Poly. An object of pOpeSet has generators
whose codomains are again generators and whose domains are non-identity cells (i.e.
non-empty composition of generators). The category pOpeSet is a presheaf category
with the exponent being called the category of positive opetopes pOpe. Objects of
pOpe are called positive opetopes and morphisms are face maps only. Since Poly
has a full-on-isomorphisms embedding into the category of ω-categories ωCat, we can
think of morphisms in pOpe as ω-functors that send generators to generators. The
category of positive opetopes with contractions pOpe
ι
has the same objects and face
maps pOpe, but in addition it has some degeneracy maps. A morphism in pOpe
ι
is
an ω-functor that sends generators to either generators or to identities on generators.
We show that the category pOpe
ι
is a test category.
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1 Introduction
The notion of a test category was introduced by Grothendieck in [Gr] to axiomatise small
categories so that presheaves on those categories model naturally homotopy types of CW-
complexes. The category ∆ is the paradigmatic example of a test category but there are
other interesting examples of some cubical categories, Joyal’s category Θ c.f. [Be] and the
dendroidal category c.f. [ACM], to name some.
The category of opetopic sets was introduced in [BD], see also [HMP], [Z3], [SZ].
Combinatorial definitions were given in [P] and [Z2]. Among several equivalent defini-
tions of opetopic sets the one using polygraphs is the simplest to state, c.f. [Bu]. The
category of opetpic sets is the full subcategory of polygraphs (considered here as some
special ω-categories) whose generators have generators as their codomains. The category
of positive opetopic sets can be described as the full subcategory of polygraphs whose
generators have generators as their codomains and non-identity cells as domains. The lat-
ter category was described combinatorially in [Z1]. Both categories of opetopic sets and
positive opetopic sets are presheaf categories with exponent categories called the category
of opetopes Ope and the category of positive opetopes pOpe, respectively. They have
a natural non-full but full on isomorphisms embedding into ωCat so that an ω-functor
between images of opetopes in ωCat sends generators to generators. Contraction mor-
phisms between opetopes can be identified with ω-functors between their images in ωCat
that send generators to either generators or to (iterated) identities on generators.
The main result of this paper states that the category pOpeι of positive opetopes with
contraction morphisms is a test category.
The paper is organized as follows. In section 2 we collect all what is needed to prove the
main theorem that pOpeι is a test category. We recall some notions and facts concerning
Grothendieck’s test categories. Then we sketch the proof of the announced theorem.
Next we present the combinatorial definition of categories of positive opetopic cardinals
pOpeCard and positive opetopes pOpe, c.f. [Z1]. Finally, we introduce the contraction
maps called ι-maps, for short, i.e., we extend previously defined category pOpe that
contains face maps only to pOpeι by introducing some degeneracies. The sections 3 and
4 constitute the core of the paper. In section 3 we describe the cylinder functor Cylp
on the category p̂Ope and prove some of its properties. In section 4 we extend the
previously defined functor to the category p̂Opeι and show that it becomes just a functor
I × (−) : p̂Opeι −→ p̂Opeι of taking product with interval I, the only 1-dimensional
opetope.
2
Positive opetopic cardinals and positive opetopes were introduced in [Z1] under the
name of positive face structures and principal positive face structures. Among other things
we proved there that the category of presheaves on the category of principal positive face
structures, here denoted p̂Ope, is equivalent to the category of positive-to-one polygraphs.
We have also shown there the category of strict ω-categories is monadic over p̂Ope.
All the technical results used in this paper and not proved here come from [Z1].
2 Preliminaries
2.1 Test categories
Let N : Cat −→ ∆̂ be the usual nerve functor. We say that a functor f : C → D in Cat
is a weak equivalence iff its nerve N (f) is a weak homotopy equivalence of simplicial sets.
We denote by W∞ the class of weak equivalences of categories.
For any small category A, we have an adjunction (
∫
A ⊣ NA)
Â Cat
✲
∫
A
✛
NA
where Â is the category of presheaves on A,
∫
A(F ) is the category of elements of presheaf
F in Â, and NA(C)(a) = Â(A/a, C) for C in Cat and a ∈ A.
1. The category A is a weak test category iff for any category C, the counit of adjunction
εC :
∫
A NA(C)→ C is in W∞.
2. The category A is a local test category iff for any object a in A, the slice category
A/a is a test category.
3. The category A is a test category iff it is at the same time a weak test category and
a local test category.
4. A presheaf F in Â is aspherical if the morphism from the category of elements to
the terminal object
∫
A(F )→ 1 is in W∞.
5. An interval (I, s, t) in Â is a presheaf I together with two morphisms s and t from
the terminal object that are disjoint, i.e. the square
1 I✲t
0 1✲
❄ ❄
s
is a pullback.
6. Let X be a family of objects of the category C. An object F of a category C is X-
straight iff there is a finite linear order 〈Q,≤〉 and a family of subobjects {aq → F}q∈Q
of F in C with domains in X such that
(a) for any q ∈ Q which is not the least element in Q, (
⋃
q′<q aq′)∩aq is (isomorphic
to an object) in X,
(b) F =
⋃
q∈Q aq,
3
7. A presheaf F on A is straight iff it is Ob(A)-straight in Â. We identify the objects
of A with representable functors in Â.
If A has the terminal object, it is aspherical and then it is a test category iff it is a
local test category. Thus since the pOpeι has the terminal object, it is enough to show
that it is a local test category to prove that it is a test category.
Proposition 2.1. Let A be a small category, F a straight presheaf in Â. Then F is
aspherical.
Proof. Representable functors are aspherical, c.f. [Mlt], Remark 1.2.5. Thus, if
presheaf F is straight, it is an iterated sum of pairs of aspherical functors whose in-
tersection is aspherical. By Prop 1.2.7 of [Mlt], F is aspherical. 
Proposition 2.2. Let A be a small category, I an interval in A. If for any object a of A
the functor I × a is aspherical, then A is a local test category.
Proof. This is an immediate consequence of Remark 1.2.5 and Theorem 1.5.6 of [Mlt].

Corollary 2.3. Let A be a small category, I an interval in Â. If A has a terminal object
and for any object a of A the presheaf I × a is aspherical, then A is a test category. 
One of the reasons to consider test categories is the following theorem, c.f. [Mlt], [Th].
Theorem 2.4. If A is a test category, then there exists a model category structure on A
with monomorphisms as the class of cofibrations and WA = (
∫
A)
−1(W∞) as the class of
weak equivalences. Moreover, the adjunction
∫
A ⊣ NA induces an equivalence of categories
between homotopy categories
W−1
Â
Â W−1∞ Cat
✲
∫¯
A
✛
N¯A
In particular, the homotopy category W−1A Â is equivalent to Hot, the category of CW-
complexes and homotopy classes of continuous functions.
2.2 Sketch of the proof
Sketch of the proof. Since pOpe has the terminal object, to use Corollary 2.3, it is enough
to verify the assumption of Proposition 2.2, where I is the 1-dimensional opetope. To this
end we shall show that, for any opetope P , the product I × P is straight in p̂Opeι and
use Proposition 2.1.
For an arbitrary positive opetope P , we shall describe the cylinder hypergraphCylh(P )
over P that is pOpe-straight object in the category of positive hypergraphs pHg but it
is not a product I × P in pHg, in general. Its embedding Cylp(P ) into p̂Ope is again
straight. Then we will take a left Kan extension Cylι(P ) of Cylp(P ) along inclusion
κ : pOpeop → pOpeopι . Cylι(P ) is also straight. Finally, we will show that Cylι(P ) is
the product of I and P in p̂Opeι.
Cylι(P ) is built from representable functors that are identified by the so called flags,
a concept introduced by T. Palm in [P] under the name of a chamber. There is a linear
order of flags that will give the order required in Proposition 2.1. The intersections of
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a flag with the sum of all flags coming before will be identified as representable functors
corresponding to punctured fags, p-flags for short.
The proof has two parts, the first is contained in section 3 and the second in section
4. In section 3 we describe combinatorial structure of cylinder Cylh(P ) as a positive
hypergraph. To this end, we define an order on flags, and then a star operation that lifts
the faces from the positive opetope P to their versions in the subopetope P ~x of hypergraph
Cylh(P ) corresponding to the flag ~x. This operation is used to define γ (‘codomain’) and
δ (‘domain’) operations on faces of Cylh(P ). We also verify that P
~x’s are opetopes and
that Cylh(P ) is pOpe-straight in pHg and its image Cylp(P ) is straight in p̂Ope.
In section 4 we show that Cylι(P ) is a product of I × P in p̂Opeι. To this end we
need to construct for a given pair of ι-maps, ρ : Q → I and h : Q → P in pHgι, a
suitable ι-map H : Q→ Cylh,ι(P ). Such a map necessarily factorises through an opetope
P ~x →֒ Cylh,ι(P ). The construction of the flag ~x for a given pair of ι-maps ρ, h is the main
difficulty here. Then we verify that H has the required properties.
2.3 Positive hypergraphs
A positive hypergraph S is a family {Sk}k∈ω of finite sets of faces, a family of functions
{γk : Sk+1 → Sk}k∈ω, and a family of total relations {δk : Sk+1 → Sk}k∈ω. Moreover,
δ0 : S1 → S0 is a function and only finitely many among sets {Sk}k∈ω are non-empty. As
it is always clear from the context, we shall never use the indices of the functions γ and
δ. We shall ignore the difference between γ(x) and {γ(x)} and in consequence we shall
consider iterated applications of γ’s and δ’s as sets of faces, e.g. δδ(x) =
⋃
y∈δ(x) δ(y) and
γδ(x) = {γ(y) | y ∈ δ(x)}.
A morphism of positive hypergraphs f : S −→ T is a family of functions fk : Sk −→ Tk,
for k ∈ ω, such that, for k > 0 and a ∈ Sk, we have γ(f(a)) = f(γ(a)) and fk−1 restricts
to a bijection
fa : δ(a) −→ δ(f(a)).
The category of positive hypergraphs is denoted by pHg.
We define a binary relation of lower order on <Sk,− for k > 0 as the transitive closure
of the relation ⊳Sk,− on Sk such that, for a, b ∈ Sk, a ⊳
Sk,− b iff γ(a) ∈ δ(b). We write
a ⊥− b iff either a <− b or b <− a, and we write a ≤− b iff either a = b or a <− b.
We also define a binary relation of upper order on <Sk,+ for k ≥ 0 as the transitive
closure of the relation ⊳Sk,+ on Sk such that, for a, b ∈ Sk, a⊳
Sk,+ b iff there is α ∈ Sk+1
so that a ∈ δ(α) and γ(α) = b. We write a ⊥+ b iff either a <+ b or b <+ a, and we write
a ≤+ b iff either a = b or a <+ b.
2.4 Positive opetopic cardinals
A positive hypergraph S is a positive opetopic cardinal if it is non-empty, i.e. S0 6= ∅ and
it satisfies the following four conditions
1. Globularity: for a ∈ S≥2:
γγ(a) = γδ(a) − δδ(a), δγ(a) = δδ(a) − γδ(a);
2. Strictness: for k ∈ ω, the relation <Sk,+ is a strict order; <S0,+ is linear;
3. Disjointness: for k > 0,
⊥Sk,− ∩ ⊥Sk,+= ∅
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4. Pencil linearity: for any k > 0 and x ∈ Sk−1, the sets
{a ∈ Sk | x = γ(a)} and {a ∈ Sk | x ∈ δ(a)}
are linearly ordered by <Sk,+.
The category of positive opetopic cardinals is the full subcategory of pHg whose
objects are positive opetopic cardinals. It is denoted by pOpeCard.
2.5 Positive opetopes
The size of positive opetopic cardinal S is a sequence of natural numbers size(S) = {|Sn−
δ(Sn+1)|}n∈ω , with all elements above dim(S) being equal 0. We have an order < on such
sequences of natural numbers so that {xn}n∈ω < {yn}n∈ω iff there is k ∈ ω such that
xk < yk and, for all l > k, xl = yl. This order is well founded and hence facts about
positive opetopic cardinals can be proven by induction on their size.
Let P be an positive opetopic cardinal. We say that P is a positive opetope iff
size(P )l ≤ 1, for l ∈ ω. By pOpe we denote full subcategory of pHg whose objects
are positive opetopes.
Notation.
1. Let S be a positive hypergraph S, x a face of S. Then S[x] denotes the least sub-
hypergraph of S containing face x. The dimension of S is maximal k such that
Sk 6= ∅. We denote by dim(S) the dimension of S.
2. Let P be an opetope. If dim(P ) = n, then the unique face in Pn is denoted by mP .
3. The function γ(k) : P → P≤k is an iterated version of the codomain function γ
defined as follows. For any k, l ∈ ω and p ∈ Pl,
γ(k)(p) =
{
γγ(k+1)(p) if l > k
p if l ≤ k.
4. For p ∈ P>0, we define a boundary of p as
∂(p) = γ(p) ∪ δ(p).
5. If k ≤ m, p′ ∈ Pk and p ∈ Pm, we write p
′∈⇁p iff either p′ = p or p′ ∈ ∂(p) or
p′ ∈ ∂∂γ(k+2)(p) and we say that p′ occurs in p.
2.6 The embedding of pOpeCard into ωCat
There is an embedding
(−)∗ : pOpeCard −→ ωCat
defined as follows, c.f. [Z1]. Let T be an opetopic cardinal. The ω-category T ∗ has as
n-cells pairs (S, n) where S is a subopetopic cardinal of T , dim(S) ≤ n, and n ≥ 0. A cell
(S, n) is called proper iff n = dim(S).
For k < n, the domain and codomain operations
d(k), c(k) : T ∗n −→ T
∗
k
are given, for (S, n) ∈ T ∗n , by
(d(k)(S, n)) = (d(k)(S), k), (c(k)(S, n)) = (c(k)(S), k)
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where
(d(k)(S)l =


∅ if l > k
Sk − γ(Sk+1) if l = k
Sl if l < k
and
(c(k)(S)l =


∅ if l > k
Sk − δ(Sk+1) if l = k
Sk−1 − ι(Sk+1) if l = k − 1 ≥ 0
Sl if l < k − 1
The identity operation
id : T ∗n −→ T
∗
n+1
is given by
(S, n) 7→ (S, n+ 1).
The composition operation is defined, for pairs of cells (S, n), (S′, n′) ∈ T ∗ with k ≤ n, n′
such that d(k)(S, n) = c(k)(S′, n′), as the sum
(S, n) ◦ (S′, n′) = (S ∪ S′,max(n, n′)).
Now T ∗ together with operations of domain, codomain, identity and composition is an
ω-category. If f : S → T is a map of opetopic cardinals and S′ is a sub-opetopic cardinal
of S then the image f(S′) is a sub-opetopic cardinal of T . This defined the functor (−)∗
on morphisms. We recall from [Z1]
Theorem 2.5. The embedding
(−)∗ : pOpeCard −→ ωCat
is well defined and full on isomorphisms and it factorises through Poly −→ ωCat via full
and faithful functor, (−)∗ : pOpeCard −→ Poly, into the category of polygraphs.
Since we have a (full) embedding pOpe→ pHg, we have a functor
H : pHg −→ p̂Ope
such that
S 7→ [P 7→ pHg(P, S)].
Remark. pHg does not have all colimits, e.g. two inclusions f and g of 1-dim opetope
{−
a
→ +} into a 2-dim poly with two faces in the domain as follows
• •✲
•
f(a)
 
 ✒ g(a)❅
❅❘
do not have a coequalizer in pHg. However, sums of subobjects and pushouts along monos
exist in pHg and are preserved by embedding H.
Since positive opetopes are positive hypergraphs, we can consider pOpe-straight ob-
jects of pHg. We have
Corollary 2.6. The functor H sends ob(pOpe)-straight hypergraphs in pHg to straight
presheaves in p̂Ope.
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2.7 ι-maps of positive opetopes
The embedding (−)∗ : pOpe → ωCat is not full. The morphisms P ∗ → Q∗ in ωCat
between images of opetopes are ω-functors that send generators to generators. The cat-
egory pOpeι with the same objects as pOpe will be so defined that the embedding
(−)∗ : pOpeι → ωCat (denoted the same way) will be full on ω-functors that send
generators to either generators or identities on generators of a smaller dimension.
Let P and Q be positive opetopes. A contraction morphism of opetopes (or ι-map, for
short), h : Q −→ P , is a function h : |Q| −→ |P | between faces of opetopes such that
1. dim(q) ≥ dim(h(q)), for q ∈ Q;
2. (preservation of codomains) h(γ(k)(q)) = γ(k)(h(q)), for k ≥ 0 and q ∈ Qk+1;
3. (preservation of domains)
(a) if dim(h(q)) = dim(q), then h restricts to a bijection
(δ(q) − ker(h)) δ(h(q))✲h
for k ≥ 0 and q ∈ Qk+1, where the kernel of h is defined as
ker(h) = {q ∈ Q|dim(q) > dim(h(q))};
(b) if dim(h(q)) = dim(q)− 1, then h restricts to a bijection
(δ(q) − ker(h)) {h(q)}✲h
for k ≥ 0 and q ∈ Qk+1;
(c) if dim(h(q)) < dim(q)− 1, then δ(k)(q) ⊆ ker(h).
We call a face q ∈ Qm k-collapsing iff h(q) ∈ Pm−k. A 0-collapsing face is called non-
collapsing.
We have an embedding κ : pOpe −→ pOpeι that induces the usual adjunction κ! ⊣ κ
∗
p̂Ope p̂Opeι
✲κ!
✛
κ∗
Lemma 2.7. Let h : Q→ P be a ι-map, q1, q2 ∈ Q− ker(h) and l < k ∈ ω such that
γ(k+1)(q1) <
− γ(k+1)(q2)
γ(k)(q1) <
+ γ(k)(q2)
. . . . . . . . .
γ(l+1)(q1) <
+ γ(l+1)(q2)
γ(l)(q1) = γ
(l)(q2).
Then there is l ≤ l′ < k such that
h(γ(k+1)(q1)) <
− h(γ(k+1)(q2))
h(γ(k)(q1)) <
+ h(γ(k)(q2))
. . . . . . . . .
h(γ(l
′+1)(q1)) <
+ h(γ(l
′+1)(q2))
h(γ(l
′)(q1)) = h(γ
(l′)(q2))
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Proof. Simple check. 
From the above we get immediately
Corollary 2.8. Let h : Q→ P be a ι-map, q1, q2 ∈ Q− ker(h). Then
1. q1 <
− q2 iff h(q1) <
− h(q2);
2. if q1 <
+ q2, then h(q1) ≤
+ h(q2);
3. if h(q1) <
+ h(q2), then q1 <
+ q2;
4. if h(q1) = h(q2), then q1 ⊥
+ q2. 
A set X of k-faces in a positive opetope P is a <+-interval (or interval, for short) if
it is either empty or there are two k-faces x0, x1 ∈ Pk such that x0 ≤
+ x1 and X = {x ∈
Pk|x0 ≤
+ x ≤+ x1}. Any interval in any positive opetope is linearly ordered by ≤
+.
Corollary 2.9. Let h : Q → P -be a contraction of positive opetopes, p ∈ Pk. Then the
fiber of k-faces (of non-degenerating faces) h−1(p)− ker(h) of h over p is an interval.
Proof. From Corollary 2.8.4 we get that h−1(p)− ker(h) is linearly ordered. And from
Corollary 2.8.2 that this linear order is an interval. 
Proposition 2.10. P - positive opetope. The onto contraction maps P → I are in
bijective correspondence with 1-faces in P1 − γ(P2).
Proof. Let I = {−
a
→ +} be the 1-dimensional opetope. For p ∈ P1 − γ(P2), we define
the contraction map hp : P → I = {−
a
→ +} as follows
hp(x) =


− if γ(0)(x) ≤+ δ(p)
+ if γ(p) ≤+ δγ(1)(x)
a otherwise, i.e. if p ≤+ γ(1)(x).
To see that hp preserves the domain of a face q ∈ Q2 such that p ≤
+ γ(q), it is enough
to notice that in this case there is a unique q′ ∈ δ(q) such that hp(q
′) = a. On the other
hand, if h : P → I is an onto ι-map, then there is exactly one face in p ∈ P1 − γ(P2) such
that h(p) = a. Then h = hp. The remaining details are left for the reader. 
2.8 The embedding of pOpeι into ωCat
We extend the embedding functor (−)∗ to contractions
(−)∗ : pOpeι −→ ωCat.
Let h : Q→ P be a contraction morphism in pOpeι. Then
h∗ : Q∗ → P ∗
is an ω-functor such that
h∗(k,A) = (k,~h(A))
where (k,A) ∈ Q∗k, and
~h(A) is the set-theoretic image of the opetopic cardinal A under
h.
Lemma 2.11. Let h : Q→ P be a contraction morphism. We have
1. h∗(Q[q]) = P [h(q)], for q ∈ Q;
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2. if A is an opetopic cardinal contained in Q with dim(A) ≤ l, k < l, and h∗(A) is an
opetopic cardinal, then
h∗(d(k)A) = d(k)h∗(A), h∗(c(k)A) = c(k)h∗(A).
Proof. Ad 1. Fix q ∈ Qm+1, m ≥ 0. From the definition of ι-maps we immediately
have h∗(Q[q]) ⊇ P [h(q)]. To show the opposite inclusion, we suppose to the contrary that
there is a face q′ ∈ Q[q]k such that h(q
′) 6∈ P [h(q)]. We can assume that q′ is a face of
the least dimension with this property. From condition 2. of the definition of ι-maps it
follows that dim(q′) = dim(h(q′)). Otherwise, we could chose γ(q′) instead of q′. We have
two cases
1. k = m and q′ ∈ ∂(q);
2. k < m and q′ ∈ γ(k)(q) ∪ ιγ(k+2)(q) ∪ δγ(k+1)(q).
In the first case, if q′ = γ(q), we have h(q′) = h(γ(q)) = γ(h(q)) ∈ P [h(q)]. If q′ ∈ δ(q),
we have
h(q′) ∈ h(δ(q)) ∩ Pk = h(δ(q) − ker(h)) ⊆ δ((h(q)) ⊆ P [h(q)].
In the second case, since P [h(γ(k+1)(q))] ⊆ P [q], we can assume that q is in fact
γ(k+2)(q). This will simplify the notation a lot. If q′ ∈ γγ(q) ∪ δγ(q), then, by the above
argument, we have
h(q′) ∈ P [h(γ(q))] ⊆ P [h(q)].
Finally, if q′ ∈ ι(q), then there are r, s ∈ δ(q) such that γ(r) = q′ ∈ δ(s).
If r 6∈ ker(h), then h(r) ∈ δ(h(q)) ⊆ P [h(q)]. Thus h(q′) = γ(h(r)) ∈ P [h(q)].
If s 6∈ ker(h), then again h(s) ∈ δ(h(q)) ⊆ P [h(q)]. Thus h(q′) ∈ δ(h(s)) ⊆ P [h(q)].
If r, s ∈ ker(h), let s0 = r, s1 = s, . . . , sn be the maximal lower δ(q)-path beginning
with r such that si ∈ ker(h), i = 0, . . . , n. If γ(sn) = γ
(k)(q), then
h(q′) = h(γ(k)(q)) ∈ P [h(q)].
Otherwise, there is t ∈ δ(q)− ker(h) such that γ(sn) ∈ δ(t). Then h(t) ∈ δ(h(q)) and
h(q′) = h(γ(sn)) ∈ δ(h(t)) ∩ Pk ⊆ P [q]
.
Thus in any case q′ ∈ P [q], as required.
Ad 2. It is enough to verify preservation of domains and codomains for proper faces
of Q∗. So fix a proper face A ∈ Q∗k+1. Since we don’t know yet that h
∗(A) is an opetopic
cardinal, we assume it is.
To show that the domains are preserved, we need to verify that opetopic cardinals
h∗(dA) and d(h∗(A)) that are subsets of h∗(A) are equal. The equality in dimensions 6= k
is obvious. Thus we need to show that
d(h∗(A))k = (h(Ak) ∩ Pk)− γ(h(Ak+1) ∩ Pk+1)
is equal to
h∗(dA)k = h(Ak − γ(Ak+1)) ∩ Pk.
We have
(h(Ak) ∩ Pk)− γ(h(Ak+1) ∩ Pk+1) ⊆ h(Ak − γ(Ak+1)) ∩ Pk ⊆ h(Ak) ∩ Pk
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and hence it is enough to show that the sets
γ(h(Ak+1) ∩ Pk+1), h(Ak − γ(Ak+1)) ∩ Pk (1)
are disjoint.
So suppose to the contrary that there is a face x ∈ Pk that belongs to both sets,
i.e. there is z ∈ Ak+1 such that h(z) ∈ Pk+1 and γ(h(z)) = x and, moreover, there is
s ∈ Ak − γ(Ak+1) such that h(s) = x. Thus
h(s) = x = γ(h(z)) = h(γ(z))
and hence s ⊥+ γ(z). Since s 6∈ γ(Ak+1), we have s <
+ γ(z). Let
s, a1, . . . , al, γ(z)
be an upper path in Q witnessing it. Since h(s) = h(γ(z)), it follows that ai ∈ ker(h), for
i = 1, . . . , l. By pencil linearity, we have al ⊥
+ z. Since ai are in the kernel of h and z
is not, we have al <
+ z and, in fact, ai <
+ z, for i = 1, . . . , l. Hence, as h(z) 6∈ ker(h),
δ(z) <+ s and s ∈ γ(Ak+1) contrary to the supposition. This shows the preservation of
domains by h∗.
To show that the codomains are preserved, we need to verify that opetopic cardinals
h∗(cA) and c(h∗(A)) that are subsets of h∗(A) are equal. The equality in dimensions
6= k, k − 1 is again obvious. Thus we need to show that
c(h∗(A))k = (h(Ak) ∩ Pk)− δ(h(Ak+1) ∩ Pk+1)
is equal to
h∗(cA)k = h(Ak − δ(Ak+1)) ∩ Pk
and that
c(h∗(A))k−1 = (h(Ak−1) ∩ Pk−1)− ι(h(Ak+1) ∩ Pk+1)
is equal to
h∗(cA)k−1 = h(Ak−1 − ι(Ak+1)) ∩ Pk−1.
To show these equalities, it is enough to show that the sets
δ(h(Ak+1) ∩ Pk+1), and h(Ak − δ(Ak+1)) ∩ Pk (2)
and the sets
ι(h(Ak+1) ∩ Pk+1), and h(Ak−1 − ι(Ak+1)) ∩ Pk−1 (3)
are disjoint.
To see that the sets in 2 are disjoint, suppose to the contrary that there are u ∈
Ak − δ(Ak+1) and z ∈ Ak+1, with h(z) ∈ Pk+1 so that h(u) = t ∈ δ(h(z)). Since h is a
ι-map, we have t′ ∈ δ(z) such that h(t′) = t. Thus h(u) = t = h(t′) and, by Corollary
2.8.4, we have u ⊥+ t′. Since u 6∈ δ(Ak+1), we have t
′ <+ u and even γ(z) ≤+ u. Since
h(t′) ∈ δ(h(z)) and h(z) ∈ Pk+1, we have
t = h(t′) <+ γ(h(z)) = h(γ(z)) ≤+ h(u) = t.
As <+ is a strict order, it is a contradiction. This means that the first pair of sets displayed
above is disjoint and that c(h∗(A))k = h
∗(cA)k.
To see that the sets in 3 are disjoint, we again assume to the contrary that there is
x ∈ Pk−1 belonging to both of them, i.e. there are z ∈ Ak+1−ker(h) and t, t
′ ∈ δ(z)−ker(h)
with γ(h(t)) = x ∈ δ(h(t′)) and, moreover, there is y ∈ Ak−1−ι(Ak+1) such that h(y) = x.
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Since h is a ι-map, there is s′ ∈ δ(t′) such that h(s′) = x. Then h(γ(t)) = γ(h(t)) =
x = h(s′) = h(y) and hence the faces γ(t), s′ and y are linearly ordered by ≤+. We shall
show that each ordering of these faces leads to a contradiction.
If γ(t) ≤+ y ≤ s′, then y ∈ ι(Ak+1) contrary to the supposition.
If y <+ γ(t), then, since y 6∈ ι(Ak+1), we have that y 6∈ γ(Ak+1). Thus we have
y ≤+ s ∈ δ(t), for some s, and then
x = h(y) ≤+ h(s) <+ h(γ(t)) = x
contradicting strictness of <+.
If s′ <+ y, then again, since y 6∈ ι(Ak+1), we have that y 6∈ δ(Ak+1). Hence γ(t
′) ≤+ y
and we have
x = h(s′) <+ h(γ(t′)) ≤+ h(y) = x
contradicting again strictness of <+. This means that the sets 3 are disjoint, as well, and
that c(h∗(A))k−1 = h
∗(cA)k−1 also holds. Thus 2. holds, as well. 
Proposition 2.12. Let h : Q→ P be a contraction morphism of positive opetopes. Then
h∗ : Q∗ → P ∗ is an ω-functor.
Proof. We shall show by simultaneous induction on the size of opetopic cardinals A
and B contained in the positive opetope Q that
1. h∗(A) is an opetopic cardinal contained in P ;
2. h∗ preserves domains and codomains of A, i.e. for any k ∈ ω
h∗(d(k)A) = d(k)h∗(A), h∗(c(k)A) = c(k)h∗(A);
3. h∗ preserves composition A+k B of A and B, if it is well defined, i.e.
h∗(A+k B) = h
∗(A) +k h
∗(B).
If 1. holds for any opetopic cardinal A, then, by 2.11.2, condition 2. holds for A, as
well.
Next note that if 1. and 2. holds for both A and B with c(k)(A) = d(k)(B), then we
have
h∗(A+k B) = h
∗(A ∩B) = h∗(A) ∩ h∗(B) = h∗(A) +k h
∗(B)
where the last equation holds by 2. In particular, h∗(A +k B) is an opetopic cardinal
contained in P .
Thus we are left with 1 to justify. If A is a positive opetope, then 1. holds by 2.11.1. If
A is not an opetope, then there are two positive opetopic cardinals of a smaller size than
A such that A = B +k C. We can assume that for both B and C the conditions 1. and 2.
hold. We have
h∗(A) = h∗(B +k C) = h
∗(B) +k h
∗(C).
Thus h∗(A) is a composition in P ∗ of two opetopic cardinals and hence it is an opetopic
cardinal, as well. 
Theorem 2.13. The functor
(−)∗ : pOpeι −→ ωCat
is well defined. The objects of pOpeι are sent under (−)
∗ to positive-to-one polygraphs.
(−)∗ is faithful, conservative and full on those ω-functors that send generators to either
generators or to (possibly iterated) identities on generators of smaller dimensions. In
particular, it is full on isomorphisms.
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Proof. All of this is either already proven or obvious except the fullness.
Recall that the generators of Q∗ are of form Q[q], for q ∈ Q. To see that (−)∗ is indeed
full on those ω-functors that send generators to either generators or to (possibly iterated)
identities on generators of smaller dimensions, note that any ω-functor f : Q∗ → P ∗
can be restricted to a function f¯ : Q → P ∗ such that f¯(q) = f(Q[q]), for q ∈ Q. If,
moreover, f satisfies the additional hypothesis, then for any q ∈ Q there is p ∈ P such
that f(Q[q]) = P [p]. Clearly such a p is unique and we get a function h : Q→ P such that
f(Q[q]) = P [h(q)]. This shows that f agrees with h∗ on generators, and hence f = h∗, as
required. 
Proposition 2.14. Let h : Q→ P be a ι-map, q ∈ Qn, l ≤ n. Then the restriction of h to
hq : Q[q] → P [h(q)] is an onto ι-map. If γ
(l)(q) 6∈ ker(h), then h(γ(l)(q)) is <+-maximal
in P [h(q)]l.
Proof. This is an easy consequence of Proposition 2.11.1 and Corollary 2.8.2. 
We end this section with a Lemma that we will need later on.
Lemma 2.15. Let h : Q → P be a ι-map, k ≥ 0, q ∈ Qk+2, q
′ ∈ δ(q), h(q), h(q′) ∈ Pk.
Then h(q′) = h(γ(q)).
Proof. Let q′ = q0, . . . , qr be a lower δ(q)-path such that γ(qr) = γγ(q). Since q is
2-collapsing, all faces in this path are at least 1-collapsing. Since γ(q′) = γ(q0) is non-
collapsing, we have that face in γ(qi) ∈ δ(qi+1) is the unique non-collapsing face in qi+1,
for i = 0, . . . , r − 1. Hence, using induction, we get
h(q′) = h(γ(q′)) = h(γ(q0)) = h(γ(qr)) = h(γγ(q)) = h(γ(q))
as required. 
2.9 The embedding of pHgι into p̂Opeι
The notion of a ι-map h : Q→ P was defined as a map between positive opetopes Q and
P but it makes sense as a map between opetopic cardinals and even any hypergraph Q
and P . The category of hypergraphs with ι-maps as morphisms will be denoted by pHgι.
Since pOpeι →֒ pHgι, we have an embedding
Hι : pHgι −→ p̂Opeι
such that
H 7→ [P 7→ pHgι(P,H)]
for any hypergraph H.
As positive hypergraphs can be very far from being positive opetopes, e.g. they do not
need to satisfy any globularity conditions, it is not true that Hι is either full or faithful.
We call a positive hypergraph H a positive opetopic hypergraphs iff for each face x in H,
the hypergraph H[x] generated by x in H is a positive opetope.
Proposition 2.16. The functor Hι induces a bijection between hom-sets
Hι : pHgι(P,H) −→ p̂Opeι(Hι(P ),Hι(H))
where P is a positive opetope and H is a positive opetopic hypergraph.
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Proof. Any ι-map h : P → H between a positive opetope P and a positive opetopic
hypergraph restricts to an onto ι-map h : P → H[h(mP ). By Yoneda lemma, Hι is full
and faithful on such ι-maps. 
We have a commuting square of categories and functors
pOpeι pHgι
✲
pOpe pHg✲
❄
κ
❄
κh
p̂Opeι
✲
Hι
p̂Ope✲
H
❄
κ!
3 The cylinder functor on p̂Ope
3.1 Flags
Let P be a positive opetope of dimension n fixed for the whole section.
1. The faces of P can be described as follows:
(a) Pn = {mP };
(b) Pn−1 = {γ(mP )} ∪ δ(mP );
(c) and, for each 0 ≤ k ≤ n− 2, we have
Pk = γ
(k)(mP ) ∪ ιγ
(k+2)(mP ) ∪ δγ
(k+1)(mP ).
As usual we ignore braces whenever possible. We call a face x ∈ Pk of
(a) γ-type iff x = γ(k)(mP );
(b) ι-type iff x ∈ ιγ(k+2)(mP );
(c) δ-type iff x ∈ δγ(k+1)(mP ).
2. A restricted flag or an r-flag in P is a sequence of faces in P

xm
xm−1
. . .
xl


written also as ~x = [xm, xm−1, . . . , xl], 0 ≤ l ≤ m ≤ n where xi ∈ Pi, for i = l, . . . ,m
and xi ∈ ∂(xi+1), for i = l, . . . ,m − 1. The subscript indicates the dimension of a
face in the flag. We write ~x(i) = xi. We also say that such a flag is under xm and
over xl. If l = 0, we call such an r-flag a flag. If k = 0 and m = n (and hence
xn =mP ), then we call such a flag a maximal flag.
3. The sign of an (r-)flag is defined as follows
sgn([xk, xk−1, . . . , xl]) =


1 if k = l
sgn([xk−1, . . . , xl]) if k > l and xk−1 = γ(xk)
(−1) · sgn([xk−1, . . . , xl]) if k > l and xk−1 ∈ δ(xk)
4. We introduce notation for some sets of (r-)flags. We assume below that 0 ≤ l ≤ k ≤
n, xi ∈ Pi:
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(a) FlagsP [xk/xl] is the set of r-flags under xk and over xl.
(b) FlagsP [xk/0) is the set of flags under xk.
5. We define the pencil order ≺x on faces in the pencil over x ∈ Pk, i.e. on the set
Plx = {a ∈ Pk+1|x ∈ ∂(a)}. If a, b ∈ Plx, then we put a ≺x b iff
(a) either γ(b) = x ∈ δ(a),
(b) or x ∈ δ(a) ∩ δ(b), and a <+ b,
(c) or γ(a) = x = γ(b), and b <+ a.
We write x for the reflexive closure of ≺x and ≺
op
x for the reverse of the order ≺x.
Clearly, both ≺x and ≺
op
x are strict linear orders. succx is the successor function
on pencil Plx.
6. We define a flag order ⊳ on sets of flags FlagsP [xm/xl] and FlagsP [xm/0), where
0 ≤ l < m ≤ dim(P ). Let ~x and ~y be two different flags in either set. Let diff(~x, ~y) =
min{j|xj 6= yj} = k. We put ~x⊳ ~y iff
(a) k = 0, and y0 <
+ x0,
(b) or k > 0, sgn([xk−1, . . . , xl]) = 1 and xk ≺xk−1 yk
(c) or k > 0, sgn([xk−1, . . . , xl]) = −1 and yk ≺xk−1 xk
(if ~x, ~y ∈ FlagsP [xm/0), then l = 0 in the above definition). By pencil linearity, the
flag order is a strict linear order on FlagsP [xm/xl] and FlagsP [xm/0). Its reflexive
closure will be denoted by E.
3.2 Punctured flags
1. If a flag ~x = [xk, . . . , x0] is neither the first nor the last flag and k > 1, we can define
the low level of a flag ~x as
ll(~x) = max{i < k − 1 |xi+1 ∈ δ(xi+2)}.
2. If ~x = [xk, . . . , x0] is a flag in P , then by ~x(i) = [xk, . . . , xi+1, 0, xi−1, . . . , x0] we
denote a flag with one face replaced by a dummy node 0.
By a punctured flag or a p-flag we mean ~z = ~x(i) in P with either i = k − 1 or
i = ll(~x), for some flag ~x. If i = k − 1, we say that ~z is a high p-flag, otherwise ~z is
a low p-flag. If ~z is a p-flag with a dummy node at level i, then we write pu(~z) = i.
If ~x is a flag or a high p-flag with top face xk, then it makes sense to define ~x(k). If ~x is
a flag, then ~x(k) = [xk−1, . . . , x0] and if ~x is a high p-flag, then ~x(k) = [xk−2, . . . , x0].
In both cases we get a flag again.
3. By an intersection of two flags we mean a vector in which we put 0 at each level where
flags differ. After Corollary 3.7, it will be clear that each p-flag is an intersection of
two consecutive flags.
4. pFlagsP [xn, 0) denote the sets of maximal p-flags in P .
5. The function
(−)high : FlagsP [xn, 0) −→ pFlagsP [xn, 0)
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is defined, for ~x ∈ FlagsP [xn, 0), as
(~x)high = ~x(n−1)
and the function
(−)low : FlagsP [xn, 0) −→ pFlagsP [xn, 0) ∪ {−xn,+xn}
is defined, for ~x ∈ FlagsP [xn, 0), as
(~x)low =


−xn if ~x is the initial flag,
+xn if ~x is the terminal flag,
~x(ll(~x)) otherwise.
6. On the set pFlagsP [xk, 0) we define a relation ⊳xk,0 as follows
⊳xk,0 = {〈~xlow, ~xhigh〉|~x ∈ FlagsP [xk, 0), sgn(~x) = +1}∪
{〈~xhigh, ~xlow〉|~x ∈ FlagsP [xk, 0), sgn(~x) = −1}
The relation ⊳xk (Exk,0) is the transitive (reflexive) closure of ⊳xk,0.
Proposition 3.1. Let P be a positive opetope, xk ∈ Pk, 0 ≤ k ≤ dim(P ). Then
1. The relation ⊳xk is a strict linear order on pFlagsP [xk, 0).
2. The functions (−)high, (−)low : FlagsP [xn, 0) −→ pFlagsP [xn, 0)∪{−xn,+xn} pre-
serve the (non-strict) order on (p-)flags.
Proof. Exercise. 
3.3 Initial and terminal flags
The form of the initial and the terminal flags in FlagsP [xn/xl] depend on the type of the
face xl. The following Proposition provides a full description of initial and terminal flags
in both FlagsP [xn/xl] and FlagsP [xn/0).
Proposition 3.2. Let xn =mP , xl ∈ P .
1. The initial and terminal flags in FlagsP [xn/0) are
γ−flag : IP =


xn
γ(xn)
. . .
γ(1)(xn)
γ(0)(xn)

 and δ−flag : TP =


xn
γ(xn)
. . .
γ(1)(xn)
δγ(1)(xn)


respectively.
2. The initial and terminal flags in FlagsP [xn/xl] are
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(a) if xl = γ
(l)(xn), i.e. if xl is of γ-type
γγ−flag : Ixl =


xn
. . .
γ(l+2)(xn)
γ(l+1)(xn)
xl = γ
(l)(xn)

 and γδ−flag : Txl =


xn
. . .
γ(l+2)(xn)
xl+1
xl = γ
(l)(xn)


respectively, where xl+1 ∈ δγ
(l+2)(xn) is the unique face such that γ(xl+1) = xl;
(b) if xl ∈ ιγ
(l+2)(xn) i.e. if xl is of ι-type
δδ−flag : Ixl =


xn
. . .
γ(l+2)(xn)
xl+1
xl

 and γδ−flag : Txl =


xn
. . .
γ(l+2)(xn)
x′l+1
xl


respectively, where xl+1 ∈ δγ
(l+2)(xn) is the unique face such that xl ∈ δ(xl+1)
and x′l+1 ∈ δγ
(l+2)(xn) is the unique face such that γ(x
′
l+1) = xl, respectively;
(c) if xl ∈ δγ
(l+1)(xn) i.e. if xl is of δ-type
δδ−flag : Ixl =


xn
. . .
γ(l+2)(xn)
xl+1
xl

 and δγ−flag : Txl =


xn
. . .
γ(l+2)(xn)
γ(l+1)(xn)
xl


respectively, where xl+1 ∈ δγ
(l+2)(xn) is the unique face such that xl ∈ δ(xl+1)
and x′l+1 ∈ δγ
(l+2)(xn) is the unique face such that γ(xl+1) = xl, respectively.
Proof. Ad 1. The endpoints in FlagsP [xn/0). Let ~x, ~y, ~z be three different flags in
FlagsP [xn/0) with ~x a γ-flag and ~z a δ-flag. We shall show that ~x⊳ ~y ⊳ ~z.
Let k = diff(~x, ~y). Since ~x is a γ-flag, we have yk <
+ xk. If k = 0, then we get
immediately that ~x⊳ ~y. If k > 0, then γ(xk) = xk−1 = γ(yk) and sgn(~x⌈k−1) = +1. So in
this case we have xk ≺xk−1 yk and we also have ~x⊳ ~y.
Let m = diff(~y, ~z). If m = 0 , as ~z is a δ-flag, we have z0 <
+ y0. So we get in this case
immediately that ~y ⊳ ~z. If m = 1, then, as z0 ∈ δ(y1) ∩ δ(z1) and y1 <
+ z1 = γ
(1)(xn),
we have that y1 ≺z0 z1. Thus ~y ⊳ ~z, as well. If m > 1, then γ(zm) = zm−1 = γ(ym) and
zm ≺zm−1 ym. We have sgn(~z⌈m−1) = −1 and hence again ~y ⊳ ~z.
Ad 2. The endpoints in FlagsP [xn/xl]. Let ~x, ~y, ~z be three different flags in
FlagsP [xn/xl) with ~x = Ixl and ~z = Txl . We shall show that ~x⊳ ~y ⊳ ~z.
Let k = diff(~x, ~y). Let m = diff(~y, ~z). We shall consider cases concerning the type of
face xl and the relation of k and m to l.
Ad 2(a). xl is of γ-type, i.e. xl = γ
(l)(xn). This case is similar to 1.
Ad 2(b). xl is of ι-type, i.e. xl = ιγ
(l+2)(xn). In this case ~x is a δδ-flag.
If k = l+ 1, then xk ≺xk−1 yk and hence ~x⊳ ~y. If k = l + 2, then, as xk−1 is of δ-type
and xk = γ
(k)(xn) is <
+-maximal, we have yk ≺xk−1 xk. The sign sgn([xk−1, xk−2]) = −1
and hence ~x⊳ ~y. If k > l+2, then xk−1 is of γ-type, γ(xk) = xk−1 = γ(yk), yk <
+ xk and
hence xk ≺xk−1 yk. The sign sgn(~x⌈k−1) = +1 and hence ~x⊳ ~y in this case as well. Thus
~x is initial indeed.
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To see that the γδ-flag ~z is terminal, we again consider cases. If m = l + 1, then
γ(zm) = xm−1 and zm is <
+-minimal. Thus ym ≺zm−1 zm and hence ~y ⊳ ~z. If m = l + 2,
then, as zm−1 is of δ-type and zm is <
+-maximal, we have ym ≺zm−1 zm. Since sign
sgn([zm−1, zm−2]) = +1, we have ~y ⊳ ~z. If m > l + 2, then zm−1 is of γ-type and zm is
<+-maximal, so zm ≺zm−1 ym. Since sing sgn(~z⌈m−1) = −1, we have ~y ⊳ ~z, as well.
Ad 2(c). xl is of δ-type, i.e. xl ∈ δγ
(l+1)(xn). In this case ~x is a δδ-flag.
If k = l+1, then, as xk <
+ yk, we have xk ≺xk−1 yk and hence ~x⊳~y. If k = l+2, then,
as xk−1 is of δ-type i.e. <
+-minimal and xk = γ
(k)(xn) is <
+-maximal, we have yk ≺ xk.
But sgn([xk−1, xk−2]) = −1 and hence ~x ⊳ ~y again. If k > l + 2, then both xk and xk−1
are of γ-type and hence xk ≺xk−1 yk. Since sgn(~x⌈k−1 = +1, we have ~x⊳ ~y, as well.
Now we assume that ~z is a δγ-flag. If k = l + 1, then zk−1 ∈ δ(yk) ∩ δ(zk). Since
yk <
+ zk = γ
(k)(xn), we have ~y ⊳ ~z.
If k > l+1, then γ(zk) = zk−1 = γ(yk) and yk <
+ zk. Since sgn(~z⌈k−1) = −1, we have
~y ⊳ ~z, as well. 
Proposition 3.3. Let xm ∈ Pm and xk ∈ Pk be two faces on P and with n ≥ m > k ≥
l ≥ 0. The truncation morphisms
tr : FlagsP [xm, xl]→ FlagsP [xk, xl]
and
tr : FlagsP [xm, 0)→ FlagsP [xk, 0)
preserve the flag order and the endpoints.
Proof. Obvious. 
3.4 Successor flags
In this section we shall study the successor functions on sets FlagsP [xn/0) with n > 1
and on sets FlagsP [xn/xl] with n > l + 1.
Let ~x, ~y be two different flags in either set. We say that a flag ~y is a k-th neighbour of a
flag ~x (notation ~y = neigk(~x))) iff whenever ~y(i) 6= ~x(i), then i = k. The high neighbour of
~x (notation neighigh(~x)) is the (n−1)-th neighbour of ~x. The low neighbour of ~x (notation
neighigh(~x)) is the ll(~x)-th neighbour of ~x.
Let ~x be a (non-terminal) flag in one of those sets. We define
succ(~x) =
{
neighigh(~x) if sgn(~x) = +1
neiglow(~x) if sgn(~x) = −1
We may write succ⊳xl (~x) to indicate that it is a function on FlagsP [xn/xl].
For xl ∈ ∂(xl+1), we have a function extending flags by xl
(−)
xl
·xl+1 : Flags[xn, xl+1] −→ Flags[xn, xl]
such that
[xn, . . . , xl+1] 7→ [xn, . . . , xl+1, xl].
Sometimes we write (−)xl for
(−)
xl
·xl+1 if xl+1 is understood. We have
Proposition 3.4. 1. For xl = γ(xl+1), the function
(−)
xl
·xl+1 : Flags[xn, xl+1] −→ Flags[xn, xl]
preserves the successor and hence the order, as well.
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2. For xl ∈ δ(xl+1) the function
(−)
xl
·xl+1 : Flags
op[xn, xl+1] −→ Flags[xn, xl]
preserves the successor and hence the order, as well.
3. if xl ∈ ∂(xl+1) ∩ ∂(x
′
l+1) and xl+1 6= x
′
l+1, then the images of functions
(−)
xl
·xl+1 and
(−)
xl
·x′
l+1
are disjoint.
4. Let xl ∈ Pl and xl+1, x
′
l+1 ∈ Plxl with succ≺xl (xl+1) = x
′
l+1. Then
(a) if xl ∈ δ(xl+1) ∩ δ(x
′
l+1), then
succ⊳xl (
Ixl+1
xl
) =
Tsucc≺xl (xl+1)
xl
(b) if γ(x′l+1) = xl ∈ δ(xl+1), then
succ⊳xl (
Ixl+1
xl
) =
Isucc≺xl (xl+1)
xl
(c) if γ(x′l+1) = xl = γ(xl+1), then
succ⊳xl (
Txl+1
xl
) =
Isucc≺xl (xl+1)
xl
Proof. Ad 1. Let xl = γ(xl+1). To see that the function
(−)
xl
·xl+1 : Flags[xn, xl+1] −→ Flags[xn, xl]
preserves the successor, notice that if ~x ∈ Flags[xn, xl+1], then we have
neighigh(
~x
xl
) =
neighigh(~x)
xl
and if ~x is not an endpoint flag and n > l + 2, then
neiglow(
~x
xl
) =
neiglow(~x)
xl
.
Ad 2. If xl ∈ δ(xl+1), then sgn([xl+1, xl]) = −1 and the function
(−)
xl
·xl+1 : Flags
op[xn, xl+1] −→ Flags[xn, xl]
preserves the order. The rest is similar to 1.
Ad 3. If xl+1 6= x
′
l+1, then the values of
(−)
xl
·xl+1 and
(−)
xl
·x′
l+1
at level l + 1 are xl+1
and x′l+1, respectively, and hence they are fixed for each function and different. Thus the
images are disjoint.
Ad 4(a). Let xl ∈ δ(xl+1) ∩ δ(x
′
l+1) and succ≺xl (xl+1) = x
′
l+1. In the inverse flag
order on Flagsop[xn, xl+1] the flag Ixl+1 is the terminal one, by Lemma 3.2. Thus, as
xl ∈ δ(xl+1), in the order Flags[xn, xl] the flag
Ixl+1
xl
is the last flag having xl+1 at the
level l+1. Thus the next flag has to change xl+1 to the next face x
′
l+1 in the pencil order
over xl. We have
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xl+2
xl+1 x
′
l+1
xl
❅
❅
δ 
 
γ
❅
❅δ
 
 δ
So
~x = [xn, . . . , xl+2, xl+1, xl] =
Ixl+1
xl
is ⊳-smaller than
~x′ = [xn, . . . , xl+2, x
′
l+1, xl] =
Tsucc≺xl (xl+1)
xl
.
We still need to show that there is nothing between these flags in flag order ⊳xl on
Flags[xn, xl]. So we need to show that faces in ~x
′ over the level l+1 are the least possible.
Over the level l + 2 it is clear, as
sgn([xl+2, xl+1, xl]) = +1, and sgn([xl+2, x
′
l+1, xl]) = −1
and we have a change of sign. Hence what was the largest face in ~x will become the least
face in ~x′. The element xl+2 ∈ δγ
(l+3)(xn) is <
+-minimal. Since xl+1 ∈ δ(xl+2), it is the
least face in Plxl+1 and since x
′
l+1 = γ(xl+2), it is the greatest face in Plx′l+1 . We have
sgn([xl+1, xl]) = −1 = sgn([x
′
l+1, xl])
and the face xl+2 is the largest possible over [xl+1, xl] and the least possible over [x
′
l+1, xl],
as required.
Ad 4(b). Let γ(x′l+1) = xl ∈ δ(xl+1) and succ≺xl (xl+1) = x
′
l+1. In the inverse flag
order on Flagsop[xn, xl+1] the flag Ixl+1 is the terminal one, by Lemma 3.2. Thus, as
xl ∈ δ(xl+1), in the order Flags[xn, xl] the flag
Ixl+1
xl
is the last flag having xl+1 at the
level l+1. Thus the next flag has to change xl+1 to the next face x
′
l+1 in the pencil order
over xl. By assumption, we have
xl+2
xl+1 x
′
l+1
xl
❅
❅
δ 
 
δ
❅
❅δ
 
 γ
So
~x = [xn, . . . , xl+2, xl+1, xl] =
Ixl+1
xl
is ⊳-smaller than
~x′ = [xn, . . . , xl+2, x
′
l+1, xl] =
Isucc≺xl (xl+1)
xl
.
We still need to show that there is nothing between these flags in flag order ⊳xl on
Flags[xn, xl]. So we need to show that faces in ~x
′ over the level l+1 are the least possible.
As before, over the level l + 2 it is clear, as
sgn([xl+2, xl+1, xl]) = +1, and sgn([xl+2, x
′
l+1, xl]) = −1
and we have a change of sign. Hence what was the largest face in ~x will become the least
face in ~x′. The element xl+2 ∈ δγ
(l+3)(xn) is <
+-minimal. Since xl+1, x
′
l+1 ∈ δ(xl+2), it is
the least face in both Plxl+1 and Plx′l+1 . We have
sgn([xl+1, xl]) = −1 6= +1 = sgn([x
′
l+1, xl])
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and hence the face xl+2 is the largest possible over [xl+1, xl] and the least possible over
[x′l+1, xl], as required.
Ad 4(c). Let γ(x′l+1) = xl = γ(xl+1) and succ≺xl (xl+1) = x
′
l+1. In the flag order on
Flags[xn, xl+1] the flag Txl+1 is the terminal one, by Lemma 3.2. Thus, as xl = γ(xl+1),
in the order Flags[xn, xl] the flag
Txl+1
xl
is the last flag having xl+1 at the level l+1. Thus
the next flag has to change xl+1 to the next face x
′
l+1 in the pencil order over xl. By
assumption, we have
xl+2
xl+1 x
′
l+1
xl
❅
❅
γ 
 
δ
❅
❅γ
 
 γ
So
~x = [xn, . . . , xl+2, xl+1, xl] =
Txl+1
xl
is ⊳-smaller than
~x′ = [xn, . . . , xl+2, x
′
l+1, xl] =
Isucc≺xl (xl+1)
xl
.
We still need to show that there is nothing between these flags in flag order ⊳xl on
Flags[xn, xl]. So we need to show that faces in ~x
′ over the level l+1 are the least possible.
As before, over the level l + 2 it is clear, as
sgn([xl+2, xl+1, xl]) = +1, and sgn([xl+2, x
′
l+1, xl]) = −1
and we have a change of sign. Hence what was the largest face in ~x will become the least
face in ~x′. The element xl+2 ∈ δγ
(l+3)(xn) is <
+-minimal. Since γ(xl+2) = xl+1 and
x′l+1 ∈ δ(xl+2), xl+2 is the greatest face in Plxl+1 and the least face in Plx′l+1 . We have
sgn([xl+1, xl]) = −1 6= +1 = sgn([x
′
l+1, xl])
and hence the face xl+2 is the largest possible over [xl+1, xl] and the least possible over
[x′l+1, xl], as required. 
From Proposition 3.4 we get
Corollary 3.5. Let P be a positive opetope of dimension n, 0 ≤ l < n − 1, xl ∈ Pl,
xn = mP ∈ Pn. The function succ defined on the set FlagsP [xn/xl] is the successor
function with respect to the flag order.
Proof. The proof is by downward induction on l.
Clearly, the Theorem holds for the case l = n− 2.
Let l < n− 2. The set of functions
{
(−)
xl
·xl+1 : Flags
op[xn, xl+1] −→ Flags[xn, xl] | xl ∈ δ(xl+1)}∪
{
(−)
xl
·xl+1 : Flags[xn, xl+1] −→ Flags[xn, xl] | xl = γ(xl+1)}
is jointly surjective with images disjoint, preserves flag order and successor, by Proposition
3.4.1,2,3. Then by Proposition 3.4.4, the successor function also agrees with flag order
when we pass from the last flag in the image of one such function to the first flag in the
image of the next function. 
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Theorem 3.6. Let P be a positive opetope of dimension n, xn =mP ∈ Pn. The function
succ defined on the set FlagsP [xn/0) is the successor function with respect to the flag
order.
Proof. We add temporarily two faces to opetope P at dimension −1, say s for source
and t for target, and, for all faces x ∈ P0, we can define γ(x) = t and δ(x) = s. It can be
easily verified that it is still an opetope if we start counting dimensions from -1 instead
of 0 (alternatively we could shift up one dimension all faces in P ). Then the statement of
Theorem is a consequence of Proposition 3.5 applied to the set of flags Flags[xn, t]. 
From the above we get
Corollary 3.7. The intersection of two consecutive flags is a p-flag. If the first of the
two flags is positive, then the intersection is a high p-flag and if the first of the two flags
is negative, then the intersection is a low p-flag.
Proof. This follows from the description of successor function on maximal flags. 
We shall make the description of the successor function from Proposition 3.4 more
explicit here. Let ~x and ~x′ be two maximal flags in P such that succ(~x) = ~x′, i.e. ~x′ is
the successor of ~x. Then there is 0 ≤ k < n such that
~x =


xn
. . .
γ(l+2)(p)
xk+1
xk
xk−1
. . .
x0


⊳·


xn
. . .
γ(l+2)(p)
xk+1
x′k
xk−1
. . .
x0


= ~x′
If k = 0, then we assume that xk−1 ‘is’ the -1-dimensional face t so that γ(x) = t, for
x ∈ P0. There are successors of six kinds.
They are related to the mutual relations of faces xk−1, xk, x
′
k, xk+1 and the sign of
the flag ~x⌈k−1 = [xk−1, . . . , x0]. For the future reference we will name them all.
Case sgn(~x⌈k−1) = +1.
In this case we always have sgn([xk+1, xk, xk−1]) = +1. Thus we have three possibili-
ties:
~x′ is a δ-successor of ~x iff
xk+1
xk x
′
k
xk−1
❅
❅
δ 
 
γ
❅
❅δ
 
 δ
~x′ is a δγ-successor of ~x iff
xk+1
xk x
′
k
xk−1
❅
❅
δ 
 
δ
❅
❅δ
 
 γ
~x′ is a γ-successor of ~x iff
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xk+1
xk x
′
k
xk−1
❅
❅
γ 
 
δ
❅
❅γ
 
 γ
Case sgn(~x⌈k−1) = −1.
In this case we always have sgn([xk+1, xk, xk−1]) = −1. Thus we have three possibili-
ties:
~x′ is an inverse δ-successor of ~x iff
xk+1
xk x
′
k
xk−1
❅
❅
γ 
 
δ
❅
❅δ
 
 δ
~x′ is an inverse γδ-successor of ~x iff
xk+1
xk x
′
k
xk−1
❅
❅
δ 
 
δ
❅
❅γ
 
 δ
~x′ is an inverse γ-successor of ~x iff
xk+1
xk x
′
k
xk−1
❅
❅
δ 
 
γ
❅
❅γ
 
 γ
The successors can be still further divided into two classes: high successors if k = n−1
and low successors if k < n− 1.
3.5 The faces of cylinder Cyl(P ) and star operation
Faces of the cylinder set Cyl(P ) are of three kinds:
1. flat faces: {−} × P ∪ {+} × P ;
2. flags: all flags of all faces of P ;
3. p-flags: all p-flags of all faces in P .
The dimension of a face −p or +p is the dimension of p. The dimension of a flag or p-flag
is the number of non-zero faces in the sequence. Cyl(P )k is the set of all faces of Cyl(P )
of dimension k.
We have a projection function πP : Cyl(P ) −→ P such that, for a face ϕ ∈ Cyl(P ),
πP (ϕ) =
{
x if ϕ ∈ {−x,+x},
xk if ϕ = xk, . . . , x0
We define a star operation, an ‘inverse’ operation to projection on flags
⋆ : P ×Flags[mP , 0)→ Cyl(P )
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so that, for ~x ∈ Flags[mP , 0) and p ∈ Pk, we have πP (p ⋆ ~x) = p. We put
p⋆~x =


~x⌈k if p = xk;
(flag)
[p, 0, xk−2, . . . , x0]
otherwise, if k ≥ 1and xk <
+ p;
(high p-flag)
[p, γ(p), . . . , γ(l+2)(p), t, 0, xl−1, . . . , x0]
otherwise, if k ≥ 1,
0 ≤ l = max({l′ ≤ k − 2| xl′+1 ≤
+ δγ(l
′+2)(p)}
is well defined, and
t is such that xl+1 ≤
+ t ∈ δγ(l+2)(p);
(low p-flag)
−p otherwise, if γ(0)(p) ≤+ x0;
(bottom flat face)
+p otherwise, if x0 <
+ γ(0)(p).
(top flat face)
We define also an ‘inverse’ operation to projection on p-flags
⋆ : P × pFlags[mP , 0)→ Cyl(P )
so that, for ~x = [xn, . . . , x̂l, . . . , x0] ∈ pFlags[mP , 0), p ∈ Pk, we have
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p⋆~x =


~x⌈k
if k 6= l, p = xk;
((p-)flag)
[p, . . . , γ(l+2)(p), t, 0, xl−1, . . . , x0]
otherwise, if
k > l ≥ 0 and xl+1 ≤
+ t ∈ δγ(l+2)(p);
(p-flag with puncture at the level l)
[p, . . . , γ(l+1)(p), t, 0, xl−2, . . . , x0]
otherwise, if
k ≥ l > 0 and γ(xl+1) ≤
+ t ∈ δγ(l+1)(p);
(p-flag with puncture at the level l-1)
[p, . . . , γ(l¯+2)(p), t, 0, xl¯−1, . . . , x0]
otherwise, if
0 ≤ l¯ = max{l′ ≤ i− 2, k : xl′+1 ≤
+ δγ(l
′+2)(p)}
and xl¯+1 ≤
+ t ∈ δγ(l¯+2)(p);
(p-flag with puncture below the level l¯)
−p
otherwise, if
either l > 0 and γ(0)(p) ≤+ x0
or l = 0 and γ(0)(p) <+ γ(x1);
(bottom flat face)
+p
otherwise, if
either l > 0 and x0 <
+ γ(0)(p)
or l = 0 and γ(x1) ≤
+ γ(0)(p).
(top flat face)
We can define a set P ⊗Cyl(P ) to be the set of pairs 〈p, ϕ〉 such that p ∈ Pk occurs
in πP (ϕ) ∈ P . Then we can treat ⋆ as an operation on
⋆ : P ⊗Cyl(P )→ Cyl(P ).
For flags and p-flags, it is defined as above and, for the flat faces, we extend the definition
of ⋆ as follows. If p ∈ P occurs in x ∈ P , then
p ⋆−x = −p, and p ⋆+x = +p.
Lemma 3.8. We have
1. For 〈p, ϕ〉 ∈ P ⊗Cyl(P ), we have
πP (p ⋆ ϕ) = p.
2. If p ∈ P2, x1 ∈ P1, x0 ∈ ∂(x1) and x1 6≤
+ δ(p), then x0 <
+ γγ(p) is equivalent to
x0 ≤
+ δγ(p)
3. If p ∈ P≥1, then in the last case of the above definition the condition x0 <
+ γ(0)(p)
is equivalent to x0 ≤
+ δγ(1)(p).
Proof. 1. is obvious.
Ad 2. Clearly, if x0 ≤
+ δγ(p), then x0 <
+ γγ(p). We need to show the converse.
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So assume x0 <
+ γγ(p). Since x1 6≤
+ δ(p), then a fortiori x1 6≤
+ γ(p). But both x1
and γ(p) are one cells, so by Corollary 5.12 of [Z1], we must have that x1 ⊥
− γ(p). If
we were to have γ(p) <− x1, then we would have γγ(p) ≤
+ δ(x1) ≤
+ x0, contrary to the
supposition. On the other hand, if x1 <
− γ(p), then x0 ≤
+ γ(x1) ≤
+ δγ(p), as required.
Ad 3. Apply 2. to p equal γ(2)(p). 
Lemma 3.9. Let P be a positive opetope, k ≥ 2, z ∈ Pk−1, x, y ∈ k. Then
1. if x 6⊥+ y, t ∈ δ(x), s ∈ δ(y) and t ≤+ s, then γ(x) ≤+ s;
2. if z 6⊥+ δ(y), then, for each t ∈ δ(z), if there is s ∈ δγ(y) such that t ≤+ s, then
γ(z) ≤+ s.
Proof. Ad 1. Assume x 6⊥+ y, t ∈ δ(x), s ∈ δ(y) and t ≤+ s. If s = t, then x ⊥+ y
and we get a contradiction. Thus t <+ s. Let t, a1, . . . , al, s be a non-empty upper path
in P − γ(P ) from t to s.
If a1 = x, then γ(x), a2, . . . , s is an upper path in P and hence γ(x) ≤
+ s.
If a1 6= x, then a1 <
+ x and by Path Lemma [Z1] either we get y <+ x and we get
again a contradiction or x <− y. In the latter case we have
t ≤+ γ(x) ≤+ s′
for some s′ ∈ δ(y). Since t ≤+ s and s, s′ ∈ δ(y), we have s = s′ and γ(x) ≤+ s.
Ad 2. Assume z 6⊥+ δ(y). Fix t ∈ δ(z) and s ∈ δγ(y) such that t ≤+ s. If s = t, then
z ⊥+ γ(y).
If γ(y) ≤+ z, then δ(y) ≤+ z and we get a contradiction. If z <+ γ(y), then we have
a non-empty upper P − γ(P )-path z, a1, . . . , al, γ(y). If y = al, then z ≤ δ(y) and we get
a contradiction. If al <
+ y, then by Path Lemma [Z1] we get z ⊥+ δ(y) and we get again
a contradiction.
Thus t <+ s and we have a non-empty upper P − γ(P )-path t, a1, . . . , al, s. If z = a1,
then γ(z) ≤+ s, as required. If a1 <
+ z, then, by Path Lemma [Z1], either γ(y) <+ z
and we get a contradiction, or z <− γ(y). In the latter case γ(z) ≤+ s′ ∈ δγ(y). Since
s, s′ ∈ δγ(y), t ≤+ s and t ≤+ s′, it follows that s = s′ and γ(z) ≤+ s. 
Lemma 3.10 (flat values of ⋆). Let ~x = [xn, . . . , x0] be a flag or p-flag in P with xn =mP .
Let k < m, p′ ∈ Pk − {xk}, p ∈ Pm − {xm} so that p
′∈⇁p∈⇁xn. Then we have
1. if p ⋆ ~x = −p, then p′ ⋆ ~x = −p′;
2. if p ⋆ ~x = +p, then p′ ⋆ ~x = +p′.
Proof. First of all we shall show that if p′ ⋆ ~x is a p-flag, then so is p ⋆ ~x. So suppose
that there is l > 0 such that xl ≤
+ δγ(l+1)(p′).
If xl ≤
+ δγ(l+1)(p), then p ⋆ ~x is a p-flag, as required.
Now assume that xl ≤
+ δγ(l+1)(p) does not hold. Then there is t ∈ δγ(l+1)(p) and an
upper P − γ(P )-path from t through xl, t
′ ∈ δγ(l+1)(p′) to γ(l)(p)
t, a1, . . . , as1 , xl, as1+1, . . . , as2 , t
′, as2+1, . . . , as3 , γ
(l)(p)
where 0 < s1 ≤ s2 < s3, ai ∈ Pl+1 − γ(Pl+2) and ai <
+ γ(l+1)(p), for i = 1, . . . , s3. To see
that such a path exists, note that γ(l+1)(p′) ≤+ as2+1 and then use that fact that xl ≤ t
′
and Path Lemma from [Z1].
Now consider an upper P − γ(P )-path from as1+1 to γ
(l+1)(p)
as1+1, α1, . . . , αr, γ
(l+1)(p)
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with r > 0. Since xl ∈ δ(as1+1) and as1+1 ∈ δ(α1), we have that either xl ∈ ι(α1) or
xl ∈ δγ(α1). In the latter case xl ∈ δδ(α2) and again either xl ∈ ι(α2) or xl ∈ δγ(α2).
But we do not have xl ∈ δγ
(l+1)(p). Thus there has to be r0 such that 1 ≤ r0 ≤ r and
xl ∈ ι(αr0).
Since xl ∈ ∂(xl+1), by Lemma 5.5 [Z1], we have xl+1 <
+ γ(αr0).
By Path Lemma [Z1], we have two cases.
1. αr0 ≤
+ γ(l+2)(p),
2. αr0 ≤
− γ(l+2)(p).
In case 1, by Lemma 5.3 [Z1], we have xl ∈ ιγ
(l+2)(p). Hence, by Lemma 5.5 [Z1],
xl+1 ≤
+ δγ(l+2)(p).
In case 2, since xl ∈ ∂(xl+1), again by Lemma 5.5 [Z1], we have xl+1 <
+ γ(αr0). But
in this case γ(αr0) ≤
+ δγ(l+2)(p).
Thus in either case we get that xl+1 ≤
+ δγ(l+2)(p) and hence p ⋆ ~x is a p-flag, as
required.
It remains to show that the signs of the flat faces agree. But this follows from the fact
that if p′∈⇁p, then δγ(1)(p) ≤+ δγ(1)(p′) and γ(0)(p′) ≤+ γ(0)(p).
Thus, if γ(0)(p) ≤+ x0, then γ
(0)(p′) ≤+ x0 and if x0 ≤
+ δγ(1)(p), then x0 ≤
+ δγ(1)(p′).

Lemma 3.11 (Iteration of ⋆). Let ~x = [xn, . . . , x0] be a flag or p-flag in P with xn =mP .
Let p′ ∈ Pk, p ∈ Pm so that p
′∈⇁p∈⇁xn. Then
1. either p′ 6= xk or p = xm and then
p′ ⋆ (p ⋆ ~x) = p′ ⋆ ~x
2. or p′ = xk and p 6= xm and p ⋆ ~x is flat, and then we have
p′ ⋆ (p ⋆ ~x) = p′ ⋆ ~x =


−xk if p ⋆ ~x = −p;
+xk if p ⋆ ~x = +p;
3. or p′ = xk and p 6= xm and p ⋆ ~x is a p-flag, with l = pu(p ⋆ ~x), and we have
(a)
p ⋆ ~x = [p, γ(p), . . . , γ(l+2)(p), t, 0, xl−1, . . . , x0]
with t ∈ δγ(l+2)(p), and t = xl+1, if l < k;
(b)
p′ ⋆ (p ⋆ ~x) =


~x⌈k if k < l;
(~x⌈k)high if either k = l and γ(t) = xk,
or k = l + 1;
(~x⌈k)low if either k = l and γ(t) 6≤
+ xk,
or k ≥ l + 2.
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Proof. Ad 1. If p = xm, the equality
p′ ⋆ (p ⋆ ~x) = p′ ⋆ ~x (4)
is obvious as both sides of the equation are defined with the reference to the same inequa-
tions.
So assume that p 6= xm and p
′ 6= xk. If p ⋆ ~x is flat, then, by Lemma 3.10, we have
p′ ⋆ (p ⋆ ~p) = p′ ⋆ ~x.
So we can now assume that p ⋆ ~x is not flat, and let it be a p-flag as displayed
p ⋆ ~x =


p
. . .
γ(l+2)(p)
t
0
xl−1
. . .
x0


with xl+1 ≤
+ t ∈ δγ(l+2)(p). Since p′∈⇁p, we cannot have γ(l
′)(p) ≤+ δγ(l
′+1)(p′) with
l′ ≥ l + 2. Since xl+1 ≤
+ t, if t ≤+ δγ(l+2)(p′), then we have xl+1 ≤
+ δγ(l+2)(p′). On the
other hand, if xl+1 ≤
+ t′ ∈ δγ(l+2)(p′), we have t ⊥+ t′ and, since t, t′ ∈ δγ(l+2)(p′), we
have t = t′. Thus
t ≤+ δγ(l+2)(p′) iff xl+1 ≤
+ δγ(l+2)(p′) (5)
and if either side of the equivalence (5) holds, we have
p′ ⋆ (p ⋆ ~x) =


p′
. . .
γ(l+2)(p′)
t′
0
xl−1
. . .
x0


= p′ ⋆ ~x
where t′ ∈ δγ(l+2)(p′) is the only element in this set such that t ≤+ t′.
If neither side of (5) holds, we shall show that
γ(t) ≤+ δγ(l+1)(p′) iff xl ≤
+ δγ(l+1)(p′). (6)
The implication ⇒ is obvious, since xl ≤
+ γ(t).
We shall show ⇐. Let xl ≤
+ s ∈ δγ(l+1)(p′). As xl+1 ≤
+ t and xl ∈ ∂(xl+1), there is
u ∈ δ(t) such that u ≤+ xl and
u ≤+ xl ≤
+∈ δγ(l+1)(p′).
We have that t is <+-minimal in P [p] but not t 6≤+ δγ(l+2)(p′), hence t 6⊥+ δγ(l+2)(p′).
So we can apply Lemma 3.9.2, and we get
γ(t) ≤+ δγ(l+1)(p′).
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Thus the implication ⇐ in (6) also holds. Now, if either of the equivalent statements
of (6) holds, we have
p′ ⋆ (p ⋆ ~x) =


p′
. . .
γ(l+1)(p′)
t′′
0
xl−2
. . .
x0


= p′ ⋆ ~x
where t′′ ∈ δγ(l+1)(p′) is the only element in this set such that γ(t) ≤+ t′′.
If neither side of equivalences (5) and (6) holds, then the formulas defining both p′ ⋆
(p ⋆ ~x) and p′ ⋆ ~x become the same and hence we also have
p′ ⋆ (p ⋆ ~x) = p′ ⋆ ~x
as required.
Ad 2. Obvious.
Ad 3(a). Since l < k, we have xl+1 ≤
+ δγ(l+2)(p) and xl+1∈⇁p. Hence xl+1 ∈ δγ
(l+2)(p)
and then xl+1 = t.
Ad 3(b). The case l < k is obvious.
Case l = k. Thus we have that xk+1 ≤
+ t ∈ δγ(k+2)(p).
If γ(t) = xk, then we get immediately that xk ⋆ (p ⋆ ~x) = (~x⌈k)high.
If γ(t) 6≤+ xk, then
xk ⋆ (p ⋆ ~x) =


xk
. . .
xl′+1
0
xl′−1
. . .
x0


= (~x⌈k)low
where l′ = max{l′′| xl′′+1 ≤
+ δγ(l
′′+2)(p)} and t′ is the unique element in δγ(l
′+2)(p) such
that xl′+1 ≤
+ t′. It is easy to see that
t′ = xl′+1 and γ
(l′′)(xk) = xl′′
for l′ + 2 ≤ l′′ < k. Thus the second equation above holds, as well.
Case k = l + 1. Then p ⋆ ~x = [p, . . . , γ(k+2)(p), xk, 0, xk−2, . . . , x0] and hence
xk ⋆ (p ⋆ ~x) = (~x⌈k)high
as required.
Case k ≥ l + 2. We claim that, for l + 1 < k′ < k, we have
xk′ = γ(xk′+1) = γ
(k′)(p).
Clearly, we have that
xk′ ∈ γ
(k)(p) ∪ ιγ(k+2)(p) ∪ δγ(k+1)(p).
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If we were to have xk′ ∈ δγ
(k+1)(p), we would have k ≤ l+1, contrary to the supposition.
If xk′ ∈ ιγ
(k+2)(p), then this means that ∂(xk′+1) ∈ ιγ
(k+2)(p) and hence, by [Z1], we
have xk′+1 ∈ δγ
(k+2)(p). Hence k′ ≤ l and we get a contradiction again. Thus we have
xk′ = γ
(k′)(p) and hence xk′ = γ(xk′+1), as well. Therefore
xk ⋆ (p ⋆ ~x) =


xk
. . .
γ(l+2)(p)
xl+1
0
xl−1
. . .
x0


=


xk
. . .
γ(l+2)(p)
xl+1
xl
xl−1
. . .
x0


low
=

 xk. . .
x0


low
= (~x⌈k)low
where the first equation follows from γ(k
′)(p) = γ(k
′)(xk) 6≤
+ δγ(k
′+1)(p), for l+1 < k′ < k.

3.6 Dual opetope
Let P op be a positive hypergraph arising from P by switching the domains and codomais
of faces of dimension 1, i.e. interchanging the values of functions γ and δ on P1. E. Finster
made the following observation
Lemma 3.12. P op is an opetope.
Proof. Simple check. 
We call the opetope P op the dual of opetope P . We also have
Proposition 3.13 (flags in dual opetope). 1. The sets of flags, maximal flags, and p-
flags of the opetopes P and P op are the same.
2. If ~x is a flag of dimension k > 1, then sgnP
op
(~x) = −sgnP (~x).
3. The pencils PlPx and Pl
P op
x over the same face x of the opetopes P and P
op, respec-
tively, are the same.
4. If x ∈ P0, then the linear order of pencil Pl
P
x in P is the inverse of the linear order
of pencil PlPx in P
op.
5. If x ∈ Pm and m > 0, then the linear order of pencil Pl
P
x in P is the same as the
linear order of pencil PlPx in P
op.
6. The linear order of flags in FlagsP [k, 0) is inverse of the linear order of flags in
FlagsP
op
[k, 0).
7. The linear order of flags in pFlagsP [x, 0) is inverse of the linear order of flags in
FlagsP
op
[x, 0).
8. Let p ∈ Pm and ~x be a maximal flag in P . Then
(p ⋆P
op
~x) =


+p if p ⋆P ~x = −p,
−p if p ⋆P ~x = +p,
p ⋆P ~x otherwise.
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Remark. Note that if we also invert the operation − and + on P op, i.e. we consider
−P , +P as an operation on faces of P and −P
op
and +P
op
as an operation on faces of
P op so that −P
op
p = +Pp and +P
op
p = −Pp, for p ∈ P , then the above formula could be
simplified to
(p ⋆P
op
~x) = p ⋆P ~x.
Proof. All the above observations, except (6), should be easy.
To see that (6) also holds, note that if we have two flags ~x and ~y in FlagsP [k, 0], with
k > 0, then at the level 1, with x0 = y0, the order of faces in pencil x0 in Pl
P
x0 is inverse of
the order PlP
op
y0 and at the level l > 1 the orders Pl
P
xl−1
and PlP
op
yl−1
are the same but the
signs ~x⌈l−1 and ~y⌈l−1 are opposite. So at any dimension the conditions for being ‘greater
than’ on the set FlagsP [k, 0] = FlagsP
op
[k, 0] in P and P op are opposite. 
3.7 Cylinder over a positive opetope as a positive hypergraph
In this section we equip Cyl(P ) with operations γ and δ so that it becomes a hypergraph
Cylh(P ). Eventually, we shall show thatCylh(P ) is pOpe-straight and its image Cylp(P )
in p̂Ope is aspherical.
Let ~x = [xk, . . . , x0] be a flag in Cyl(P ). We put
γ(~x) = ~x(k−1) = ~xhigh
and
δ(~x) = {~x(k), ~xlow} = {~xside, ~xlow}
in other words
δ(~x) =


{~x(k),−xk} if ~x is the first [xk, 0)-flag,
{~x(k),+xk} if ~x is the last [xk, 0)-flag,
{~x(k), ~x(ll(~x))} otherwise.
Let ~x = [xk, . . . , x̂i, . . . , x0] be a p-falg in P . We put
γ(~x) = γ(xk) ⋆ ~x =




γ(xk)
0
xn−3
. . .
x0

 if i = k − 1, k − 2,


xk−1
xk−2
. . .
x̂i
. . .
x0


otherwise.
We put
δ(~x) =


{p ⋆ ~x | p ∈ δ(xk)} if ~x is a low p-flag,
{p ⋆ ~x | p ∈ δ(xk)} ∪ {~x(k)} if ~x is a high p-flag.
For p ∈ P≥1, we put
γ(−p) = −γ(p), γ(+p) = +γ(p)
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and
δ(−p) = {−q : q ∈ δ(p)}, δ(+p) = {+q : q ∈ δ(p)}.
3.8 P ~x as a positive opetope
Let ~x be a maximal flag in P . By P ~x we denote the least sub-hypergraph of Cylh(P )
containing ~x (and closed under γ and δ) together with functions γ and δ restricted to this
subset.
Faces of flag opetope P ~x.
Let ~x = [xn, . . . , x0]. The dimension of P
~x is n + 1. Let us describe the faces of P ~xl ,
for 0 ≤ l ≤ n+ 1:
P ~xl =


{~x} if l = n+ 1;
{p ⋆ ~x | p ∈ Pl − {xl}} ∪ {(~x⌈l)low, (~x⌈l)high, ~x⌈l−1} if 0 < l ≤ n;
{−p | p ∈ P0, p ≤
+ x0} ∪ {+p | p ∈ P0, x0 ≤
+ p} if l = 0.
It should be clear that all these faces must occur in a subset of Cylh(P ) containing ~x
and closed under γ and δ. We shall show that the above set is indeed closed under γ and
δ.
For the faces of the form ~x⌈l it is clear.
For the face (~x⌈l)high, we have
γ((~x⌈l)high) = γ(xl) ⋆ (~x⌈l)high = γ(xl) ⋆ ~x ∈ P
~x
l−1
Moreover
δside((~x⌈l)high) = (~x⌈l−2) ∈ P
~x
l−1
and, if xl−1 6= p ∈ δ(xl), then
p ⋆ (~x⌈l)high = p ⋆ ~x ∈ P
~x
l−1
if xl−1 = p ∈ δ(xl), then
p ⋆ (~x⌈l)high = (~x⌈l−1)low ∈ P
~x
l−1.
Thus the codomain and all domains of (~x⌈l)high are in P
~x
l−1.
For the face (~x⌈l)low, we have
γ((~x⌈l)low) = γ(xl) ⋆ (~x⌈l)low = =


(~x⌈l)high if xl−1 = γ(xl)
γ(xl) ⋆ ~x if xl−1 ∈ δ(xl).
Moreover, for p ∈ δ(xl), we have
p ⋆ (~x⌈l)low =


p ⋆ ~x p 6= xl−1
(~x⌈l−1)high if pu((~x⌈l)low) = l − 2
(~x⌈l−1)low if pu((~x⌈l)low) < l − 2.
Thus the codomain and all domains of (~x⌈l)low are also in P
~x
l−1.
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Finally, for a face of the form p ⋆ ~x, the fact that its codomain and domains belong to
the set P ~x follows from Lemma 3.11.
Faces of p-flag opetope P ~x.
Let ~x = [xn, . . . , x̂k, . . . , x0], 0 ≤ k < n. The dimension of P
~x is n > 1. Let us describe
the faces of dimension for 0 ≤ l ≤ n:
P ~xl =


{~x} if l = n;
{p ⋆ ~x | p ∈ Pl} ∪ {~x⌈l−1 |l = k > 0} if k ≤ l < n;
{p ⋆ ~x | p ∈ Pl − {xl}} ∪ {(~x⌈l)low, (~x⌈l)high} ∪ {~x⌈l−1 |l > 0} if 0 ≤ l < k.
The justification that this set of faces is also closed under γ and δ is left for the reader.
Having defined γ, δ on P ~x, we have a notion of occurrence in P ~x and hence we can
link it to the operation ⋆. We have
Proposition 3.14. Let ~x be a maximal flag, p ∈ Pk, p 6∈ ~x. Then p ⋆~x ∈ P
~x
k and it is the
unique face in P ~x that projects on p.
Proof. This is an easy consequence of Lemma 3.11. 
Proposition 3.15. Let P be a positive opetope, ~x a maximal flag in Cylh(P ). Then P
~x
with γ and δ described above forms a positive opetope.
Proof. The proof is by checking axioms, one by one. We shall split it into Lemmas
3.16, 3.17, 3.19 below. 
Lemma 3.16. Let P be a positive opetope, ~x a maximal flag in Cylh(P ). Then P
~x with
γ and δ described satisfies the globularity axiom.
Proof. Let us fix a maximal flag ~x in P . We show that P ~x satisfies the globularity
axiom.
We need to check the globularity condition of flags, p-flags, and flat faces in P ~x. The
globularity conditions for flat faces are directly inherited from the globularity conditions
in P . We need to check globularity conditions
γγ(~x) = γδ(~x)− δδ(~x) (7)
δγ(~x) = δδ(~x)− γδ(~x) (8)
for flags and p-flags ~x with the top face xn = mP . For other faces in P we can restrict
the whole opetope P to make these faces top faces in a smaller opetope. For n = 2, we
can check the equations directly. Thus assume that n > 2.
Globularity for flags. We shall make direct verification of the above equations. We
consider four cases.
1. ~x is the first flag,
2. ~x is the last flag,
3. xn−1 = γ(xn) (but not the above),
4. xn−1 ∈ δ(xn) (but not the above).
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In each case we shall spell what are the four sets of faces involved and then make some
comments concerning the equations.
Ad 1. We have xi = γ
(i)(xn) for i = 0, . . . , n− 1. Then
γγ(~x) = γ


xn
0
xn−2
...
x0

 =


xn−1
0
xn−3
...
x0


δγ(~x) = δ


xn
0
xn−2
...
x0

 = {


xn−2
...
x0

 ,−p : p ∈ δ(xn)}
Note that x0 is <
+-maximal in this case.
γδ(~x) = γ{


xn−1
...
x0

 ,−xn} = {


xn−1
0
xn−3
...
x0

 ,−xn−1}
δδ(~x) = δ{


xn−1
...
x0

 ,−xn} = {


xn−2
...
x0

 ,−xn−1,−p : p ∈ δ(xn)}
Clearly the equations (7) and (8) hold in this case.
Ad 2. We have xi = γ
(i)(xn) for i = 1, . . . , n− 1 and x0 = δ(x1). Then
γγ(~x) = γ


xn
0
xn−2
...
x0

 =


xn−1
0
xn−3
...
x0


δγ(~x) = δ


xn
0
xn−2
...
x0

 = {


xn−2
...
x0

 ,+p : p ∈ δ(xn)}
Note that x0 is <
+-minimal in this case.
γδ(~x) = γ{


xn−1
...
x0

 ,+xn} = {


xn−1
0
xn−3
...
x0

 ,+xn−1}
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δδ(~x) = δ{


xn−1
...
x0

 ,+xn} = {


xn−2
...
x0

 ,+xn−1,+p : p ∈ δ(xn)}
Clearly the equations (7) and (8) hold in this case.
Ad 3. We have xn−1 = γ(xn) and ~x is not the first flag. Then γ(~xlow) ∈ δ(~xside) and
γγ(~x) = γ


xn
0
xn−2
...
x0

 =


xn−1
0
xn−3
...
x0


δγ(~x) = δ


xn
0
xn−2
...
x0

 = {


xn−2
...
x0

 , p ⋆


xn
0
xn−2
...
x0

 : p ∈ δ(xn)}
γδ(~x) = γ{


xn−1
...
x0

 , ~xlow} = {


xn−1
0
xn−3
...
x0

 , γ(xn) ⋆ ~xlow} = {


xn−1
0
xn−3
...
x0

 ,


xn−1
...
x0


low
}
For the last equality recall that γ(xn) = xn−1 in this case.
δδ(~x) = δ{


xn−1
...
x0

 , ~xlow} = {


xn−2
...
x0

 ,


xn−1
...
x0


low
, p ⋆


xn
...
x0


low
: p ∈ δ(xn)}
The equations (7) and (8) hold in this case.
Ad 4. We have xn−1 ∈ δ(xn). Then γ(~xside) ∈ δ(~xlow) and
γγ(~x) = γ


xn
0
xn−2
...
x0

 = γ(xn) ⋆


xn
0
xn−3
...
x0

 =


γ(xn)
0
xn−3
...
x0


δγ(~x) = δ


xn
0
xn−2
...
x0

 = {


xn−2
...
x0

 , p ⋆


xn
0
xn−2
...
x0

 : p ∈ δ(xn)}
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γδ(~x) = γ{


xn−1
...
x0

 ,


xn
xn−1
0
xn−3
...
x0


} = {


xn−1
0
xn−3
...
x0

 , γ(xn)⋆


xn
xn−1
0
xn−3
...
x0


} = {


xn−1
0
xn−3
...
x0

 ,


γ(xn)
0
xn−3
...
x0

}
δδ(~x) = δ{


xn−1
...
x0

 , ~xlow} = {


xn−2
...
x0

 ,


xn−1
...
x0


low
, p ⋆


xn
xn−1
0
xn−3
...
x0


: p ∈ δ(xn)}
To see that the equations (7) and (8) hold in this case as well, note that
xn−1 ⋆


xn
xn−1
0
xn−3
...
x0


=


xn−1
0
xn−3
...
x0

 .
and
xn−1 ⋆


xn
0
xn−2
...
x0

 =


xn−1
...
x0


low
.
Globularity for p-flags. Let ~x be a p-flag. We consider three cases
1. pu(~x) = l < n− 2,
2. pu(~x) = l = n− 2,
3. pu(~x) = l = n− 1.
Ad 1. We have
γγ(~x) = γ


xn−1
...
xl+1
0
xl−1
...
x0


= γ2(xn) ⋆


xn−1
...
xl+1
0
xl−1
...
x0


Note that γ(xn) = xn−1 in this case.
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δγ(~x) = δ


xn−1
...
xl+1
0
xl−1
...
x0


= {p ⋆


xn−1
...
xl+1
0
xl−1
...
x0


: p ∈ δ(xn−1)}
γδ(~x) = γ{p ⋆ ~x : p ∈ δ(xn)} = {γ(p) ⋆ ~x : p ∈ δ(xn)}
δδ(~x) = δ{p ⋆ ~x : p ∈ δ(xn)} =
= {p′ ⋆ (p ⋆ ~x) : p′ ∈ δ(p), p ∈ δ(xn)} = {p
′ ⋆ ~x : p′ ∈ δδ(xn)}
Note that xn−1 = γ(xn) 6∈ δ(xn). The equations (7) and (8) hold in this case.
Ad 2. Now assume that pu(~x) = n− 2. We have
γγ(~x) =


γ2(xn)
0
xn−4
...
x0

 = γ
2(xn) ⋆ ~x = γ
2(xn) ⋆


γ(xn)
0
xn−3
...
x0


δγ(~x) = δ


γ(xn)
0
xn−3
...
x0

 = {


xn−3
...
x0

 , p ⋆ ~x : p ∈ δγ(xn)}
The remaining sets are as in the previous case
γδ(~x) = {γ(p) ⋆ ~x : p ∈ δ(xn), }
δδ(~x) = {p′ ⋆ ~x : p′ ∈ δδ(xn).}
The equations (7) and (8) hold in this case.
Ad 3. Finally assume that pu(~x) = n− 1, i.e. ~x is a high p-flag. We have
γγ(~x) =


γ2(xn)
0
xn−4
...
x0


δγ(~x) = δ


γ(xn)
0
xn−3
...
x0

 = {


xn−3
...
x0

 , p ⋆


γ(xn)
0
xn−3
...
x0

 : p ∈ δγ(xn)}
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γδ(~x) = γ{(~x⌈n−2), γ(p) ⋆ ~x : p ∈ δ(xn)} =
= {(~x⌈n−2)high, γ(p) ⋆ (p ⋆ ~x) : p ∈ δ(xn)}
δδ(~x) = δ{(~x⌈n−2), p
′ ⋆ ~x : p′ ∈ δδ(xn)} =
= {(~x⌈n−2)low, (~x⌈n−3), p
′ ⋆ (p ⋆ ~x) : p′ ∈ δ(p), p ∈ δ(xn)} =
= {(~x⌈n−2)low, (~x⌈n−3), p
′ ⋆ ~x : p′ ∈ δδ(xn)− {xn−2}}
In this case an argument is needed. To see that the equation (7) holds, we need to show
that the face (~x⌈n−2)high does not present a problem. To this end, note that
1. either xn−2 = γγ(xn) and
γγ(~x) = (~x⌈n−2)high ∈ γδ(~x)
2. or there is p ∈ δ(xn) such that xn−2 ∈ δ(p), and then
γδ(~x) ∋ (~x⌈n−2)high = xn−2 ⋆ (p ⋆ ~x) ∈ δδ(~x).
To see that the equation (8) holds, we need to show that the face (~x⌈n−2)low does not
present a problem. Note that
1. either there is p ∈ δ(xn) such that γ(p) = xn−2 and
γδ(~x) ∋ xn−2 ⋆ ~x = (~x⌈n−2)low ∈ δδ(~x),
2. or xn−2 ∈ δγ(xn) and
δδ(~x) ∋ (~x⌈n−2)low = xn−2 ⋆ (γ(xn) ⋆ ~x) ∈ δγ(~x).
Thus the equations (7) and (8) hold in this case, as well. 
Lemma 3.17. Let P be a positive opetope, ~x a maximal flag in Cylh(P ). Then P
~x with
γ and δ described satisfies the strictness and disjointness axioms.
Proof. Let us fix ~x a maximal flag in P . We need to verify that P ~x satisfies the
strictness and disjointness axioms.
We have to verify that <+ on P ~x0 is a linear order and, for l = 1, . . . , n+1, the orders
<+ and <− on P ~xl are strict and disjoint.
We have
P ~x0 = {−p | p ∈ P0, p ≤
+ x0} ∪ {+p | p ∈ P0, x0 ≤
+ p}
with each summand linearly ordered. Since δ([x0]) = −x0 and γ([x0]) = +x0, we also
have −x0 <
+ +x0. Thus <
+ on P ~x0 is a strict linear order.
In dimension l = n+ 1 there is nothing to prove, since P ~xn+1 is a singleton.
Let 0 < l ≤ n. We have
P ~x = {p ⋆ ~x | p ∈ Pl − {xl}} ∪ {(~x⌈l)low, (~x⌈l)high, ~x⌈l−1}.
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and hence ⋆-operation on
⋆ : Pl − {xl} −→ P
~x − {(~x⌈l)low, (~x⌈l)high, ~x⌈l−1}
is an order isomorphism with respect to both <+ and <− order relations. Thus it remains
to show that if we ‘substitute’ in place of face xl three faces {(~x⌈l)low, (~x⌈l)high, ~x⌈l−1}, we
still get strict orders that are disjoint.
The new upper order <+ looks as follows. Between new faces we have
(~x⌈l)low <
+ (~x⌈l)high, ~x⌈l−1 <
+ (~x⌈l)high
and, for p ∈ P − {xl}, we have
p ⋆ ~x <+ (~x⌈l)low iff p <
+ xl
and
(~x⌈l)high <
+ p ⋆ ~x iff xl <
+ p.
The other relations follow from these by transitivity. In particular, ~x⌈l−1 is <
+-minimal
face in P ~xl . Thus it should be clear that if <
+ were strict on Pl, it is also strict on P
~x
l .
For the new lower order <−, we consider two cases depending whether ~x⌈l is a γ-flag,
i.e. γ(xl) = xl−1 or it is a δ-flag, i.e. xl−1 ∈ δ(xl). There is just one relation between new
faces 

(~x⌈l)low <
− ~x⌈l−1 if γ(xl) = xl−1
~x⌈l−1 <
− (~x⌈l)low otherwise.
The relation <− between new and old faces is as follows. In either case, for p ∈ Pl−{xl},
we have
p ⋆ ~x <− (~x⌈l)high iff p <
− xl
and
(~x⌈l)high <
− p ⋆ ~x iff xl <
− p.
In case ~x⌈l is a γ-flag, we have additionally, for p ∈ Pl − {xl},
p ⋆ ~x <− ~x⌈l−1 iff γ(p) ≤
+ xl−1 and xl 6≤
+ p
~x⌈l−1 <
− p ⋆ ~x iff ~xlow <
− p ⋆ ~x iff xl <
− p
p ⋆ ~x <− ~xlow iff p <
− xl.
In case ~x⌈l is a δ-flag, we have additionally, for p ∈ Pl − {xl},
~x⌈l−1 <
− p ⋆ ~x iff xl−1 ≤
+ δ(p) and xl 6≤
+ p,
~xlow <
− p ⋆ ~x iff xl <
− p.
p ⋆ ~x <− ~xlow iff p <
− xl,
p ⋆ ~x <− ~x⌈l−1 iff γ(p) <
+ xl−1.
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From this description it should be clear that the relation <− on P ~x is a strict order. 
Before we prove that P ~x satisfies pencil linearity, we need the following technical
lemma.
Lemma 3.18. Let P be a positive opetope, ~x a maximal flag in Cylh(P ), a, α ∈ P and
a, α 6∈ ~x, k < dim(P ). Then
1. if a ∈ δ(α), then a ⋆ ~x ∈ δ(α ⋆ ~x);
2. if a = γ(α), then a ⋆ ~x = γ(α ⋆ ~x);
3. if xk ∈ ∂(a) and a ≺xk xk+1, then (~x⌈k)high ∈ ∂(a ⋆ ~x) (moreover, we can replace ∂
by either γ or δ);
4. if xk ∈ ∂(a) and xk+1 ≺xk a, then (~x⌈k)low ∈ ∂(a ⋆ ~x) (moreover, we can replace ∂
by either γ or δ);
5. if xk = γ(xk+1), then
γ((~x⌈k+1)low) = (~x⌈k)low ∈ δ(~x⌈k), γ((~x⌈k+1)high) = (~x⌈k)high;
6. if xk ∈ δ(xk+1), then
γ(~x⌈k) = (~x⌈k)high ∈ δ((~x⌈k+1)low), (~x⌈k)low ∈ δ((~x⌈k+1)high).
Proof. 1. and 2. follow immediately from Lemma 3.11 and definition of γ and δ in
Cylh(P ). 5. and 6. easily follow from the definitions of γ and δ.
Ad 3. Assume that a ≺xk xk+1. If xk ∈ δ(a), then a <
+ xk+1 and we have
xk ⋆ (a ⋆ ~x) = xk ⋆ [a, (~x⌈k)high] = (~x⌈k)high.
Thus (~x⌈k)high ∈ δ(a ⋆ ~x).
If xk = γ(a), then xk+1 < +a and then
γ(a ⋆ ~x) = γ([a, 0, ~x⌈k−1]) = (~x⌈k)high
where the third equality follows from the fact that γ(a) ≤+ xk. Thus 3. holds.
Ad 4. Now assume that xk+1 ≺xk a. If xk ∈ δ(a), then xk+1 <
+ a and we have
xk ⋆ (a ⋆ ~x) = xk ⋆ [a, 0, ~x⌈k−1] = (~x⌈k)low.
Thus (~x⌈k)low ∈ δ(a ⋆ ~x).
Finally, if xk = γ(a), then
γ(a ⋆ ~x) = γ([a, (~x⌈k)low]) = (~x⌈k)low,
as required. 
Lemma 3.19. Let P be a positive opetope, ~x a maximal flag in Cylh(P ). Then P
~x with
γ and δ described satisfies pencil linearity axiom.
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Proof. Let us fix a maximal flag ~x in P . We need to verify that P ~x satisfies the pencil
linearity axiom.
We shall describe pencils over different kinds of faces in P ~x.
Case 1: pencils over a flag ~x⌈k. Since there is no face a in Cylh with γ(a) being a
flag, γ-pencil over ~x⌈k is empty. The δ-pencil over ~x⌈k contains two flags (~x⌈k)high and
(~x⌈k)side = ~x⌈k−1. Since (~x⌈k)side ∈ ǫ(~x⌈k) and γ(~x⌈k = (~x⌈k)high, they are linearly ordered
by <+.
Case 2: pencils over p-flags that project to xk ∈ ~x. We have two p-flags projecting to
xk, i.e. (~x⌈k)low and (~x⌈k)high. We shall describe pencils over them together in terms of
the pencil over xk in P . The pencils over faces (~x⌈k)low and (~x⌈k)high are formed from lifts
of faces in pencils over xk different from xk+1 and additionally the faces in ∂(~x⌈k+1).
We have two cases:
1. xk = γ(xk+1),
2. xk ∈ δ(xk+1).
Ad 1. In the former case (the fragment of) the pencil over xk in P is as follows
...
...
xk
❅
❅
❅
❅
❅❅❘
PPPPPPq
✏✏
✏✏
✏✏✶
 
 
 
 
  ✒
✟✟
✟✟
✟✟✯
✲
❍❍❍❍❍❍❥
a
⇓ α
xk+1
⇓ α′
a′
...
a′′ ⇓ β′
b
⇓ β
b′
...
b′′
with α’s and β’s in P − γ(P ) lifts to two pencils
(~x⌈k)low
~x⌈k (~x⌈k)high
(~x⌈k+1)high
(~x⌈k+1)low ~x⌈k+1
...
...
...
✲
❅
❅
❅❘
 
 
 ✒
✘✘✘
✘✘✘
✘✘✘
✘✘✘✿
✟✟
✟✟
✟✟
✟✟
✟✯
 
 
 
  ✒
⇓α ⋆ ~x
a ⋆ ~x
a′ ⋆ ~x
a′′ ⋆ ~x
⇓
⇓α′ ⋆ ~x
⇓β′ ⋆ ~x
✲
 
 
 
 
  ✒
❅
❅
❅
❅
❅❅❘
b ⋆ ~x
⇓β ⋆ ~x
b′ ⋆ ~x
...
b′′ ⋆ ~x
one over (~x⌈k)low and the other over (~x⌈k)high in P
~x. This immediately follows from Lemma
3.18. If α (α′) would be equal xk+2, then in the above picture α ⋆~x (α
′ ⋆~x) would need to
be replaced by (~xk+2)low.
Ad 2. In the later case (the fragment of) the pencil over xk in P , as follows
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...
...
xk
 
 
 
 
  ✒
✏✏
✏✏
✏✏✶
PPPPPPq❅
❅
❅
❅
❅❅❘
✟✟
✟✟
✟✟✯
✲
❍❍❍❍❍❍❥
a
⇓ α
a′ ...
a′′ ⇓ α′
b
⇓ β
xk+1
b′
⇓ β′
b′′
...
with α’s and β’s in P − γ(P ) lifts to two pencils
✟✟
✟✟
✟✟✯
✲
❍❍❍❍❍❍❥
a ⋆ ~x
⇓ α ⋆ ~x
a′ ⋆ ~x
...
a′′ ⋆ ~x ⇓ α′ ⋆ ~x
(~x⌈k)low
~x⌈k (~x⌈k)high
 
 
 ✒
❅
❅
❅❘
❳❳❳❳❳❳❳❳❳❳❳❳❳③
❍❍❍❍❍❍❍❍❍❍❍❥
❅
❅
❅
❅❅❘
b ⋆ ~x
⇓ β ⋆ ~x
b′ ⋆ ~x
⇓ β′ ⋆ ~x...
b′′ ⋆ ~x
(~x⌈k+1)high
(~x⌈k+1)low⇓ ~x⌈k+1
...
...
✲
one over (~x⌈k)low and the other over (~x⌈k)high in P
~x. This again follows from Lemma
3.18. Thus in this case it is clear that the pencils are linearly ordered. Similarly as in the
previous case, if β (β′) would be equal xk+2, then in the above picture β ⋆~x (β
′ ⋆~x) would
need to be replaced by (~xk+2)low.
Case 3: pencil over a face z ⋆ ~x in P ~x so that z 6∈ ~x and z 6∈ ∂(xk+1).
In this case the faces in the pencil over z in P lift uniquely to the faces over z ⋆~x ∈ P ~x.
In particular, we have isomorphism of pencils (−) ⋆ ~x : (Plz, <
+) −→ (Plz⋆~x, <
+) and
hence both γ- and δ-pencil over z ⋆ ~x are linearly ordered by <+.
Case 4: pencil over a face z ⋆ ~x in P ~x so that z 6∈ ~x.
As in 2, we consider two cases
1. z = γ(xk+1);
2. z ∈ δ(xk+1).
Ad 1. In the former case (the fragment of) the pencil over z in P is as follows
...
...
z ✏
✏✏
✏✏✏✶
PPPPPPq
✟✟
✟✟
✟✟✯
✲
❍❍❍❍❍❍❥
a
⇓ α
⇓ α′
xk+1
a′′ ⇓ β′
b
b′
⇓ β
with α’s and β’s in P − γ(P ) lifts to a pencil
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...
...
z ⋆ ~x
❅
❅
❅
❅
❅❅❘
PPPPPPq
✏✏
✏✏
✏✏✶
 
 
 
 
  ✒
✏✏
✏✏
✏✏✶
PPPPPPq
a ⋆ ~x
α ⋆ ~x ⇓
(~xk+1)low
(~xk+1)high
~xk+1 ⇓
α′ ⋆ ~x ⇓
a′ ⋆ ~x ⇓ β′ ⋆ ~x
b ⋆ ~x
⇓ β ⋆ ~x
b′ ⋆ ~x
over z ⋆ ~x in P ~x. This again follows from Lemma 3.18. Thus in this case it is clear that
the pencil is linearly ordered. Similarly as in the previous case, if α (α′) would be equal
xk+2, then in the above picture α ⋆ ~x (α
′ ⋆ ~x) would need to be replaced by (~xk+2)low.
Ad 2. In the latter case (the fragment of) the pencil over z in P is as follows
...
...
z
PPPPPPq
✏✏
✏✏
✏✏✶
✟✟
✟✟
✟✟✯
✲
❍❍❍❍❍❍❥
a
⇓ α
a′
⇓ α′
b
⇓ β
⇓ β′
xk+1
b′
with α’s and β’s in P − γ(P ) lifts to a pencil
...
...
a ⋆ ~x
⇓ α ⋆ ~x
a′ ⋆ ~x
PPPPPPq
✏✏
✏✏
✏✏✶ z ⋆ ~x
 
 
 
 
  ✒
✏✏
✏✏
✏✏✶
PPPPPPq❅
❅
❅
❅
❅❅❘
⇓ α′ ⋆ ~x
b ⋆ ~x
⇓ β ⋆ ~x
(~x⌈k+1)low
⇓ ~x⌈k+1
(~x⌈k+1)high
⇓ β′ ⋆ ~x
b′ ⋆ ~x
over z ⋆ ~x in P ~x. This again follows from Lemma 3.18. Thus in this case it is clear that
the pencils are linearly ordered. Similarly as in the previous case, if β (β′) would be equal
xk+2, then in the above picture β ⋆ ~x (β
′ ⋆ ~x) would need to be replaced by (~xk+2)low. 
3.9 Intersections of flags
In this section we shall describe intersections of flags. We need the following Proposition.
Proposition 3.20. Let P be an opetope of dimension n, k < n, p ∈ Pk. Then the
functions
p ⋆ (−)l, p ⋆ (−)h : FlagsP [mP , 0) −→ pFlagsP [p, 0) ∪ {−p,+p}
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are monotone, where
p ⋆l ~x =


p ⋆ ~x if p 6= xk,
(p ⋆ ~x)low otherwise,
and
p ⋆h ~x =


p ⋆ ~x if p 6= xk,
(p ⋆ ~x)high otherwise
for ~x ∈ FlagsP [mP , 0).
Moreover, if ~x and ~x′ are two consecutive flags in FlagsP [mP , 0), then
p ⋆l ~xE p ⋆ (~x ∩ ~x
′)E p ⋆l ~x
′
and
p ⋆h ~xE p ⋆ (~x ∩ ~x
′)E p ⋆h ~x
′.
Proof. Before we start proving the main part of the above Proposition, we explain
how we can modify the proof to get the part starting from ‘Moreover,’. The whole proof
is done for just consecutive flags. Differing at level k only. So we need to know that for
any face q we have xk ≤
+ q and x′k ≤
+ q iff γ(xk+1) ≤
+ q. This is true, since either one
of xk, x
′
k is just equal γ(xk+1) or γ(xk+1) is the <
+ successor of both xk and x
′
k.
Now we turn to the proof of the main part of Proposition 3.20. Let ~x E ~x′, p ∈ Pm.
We shall show that
p ⋆l ~xE p ⋆l ~x
′ (9)
and
p ⋆h ~xE p ⋆h ~x
′. (10)
It is enough to assume that ~x′ is a successor of ~x. Let diff(~x, ~x′) = k. Thus we have
~x =


xn
. . .
γ(l+2)(xn)
xk+1
xk
xk−1
. . .
x0


⊳·


xn
. . .
γ(l+2)(xn)
xk+1
x′k
xk−1
. . .
x0


= ~x′
We shall consider cases concerning relation of p to xi’s and in case p = xk we shall consider
all possible types of successor ~x′.
Case 1. p 6∈ ~x ∪ ~x′.
Let l = max{l′ |xl′+1 ≤
+ δγ(l
′+1)(p)}. Then l ≤ k. Since xk, x
′
k are two consecutive
faces in pencil Plxk−1 , we have for any q ∈ Pk − {xk, x
′
k} that
xk ≤
+ q iff x′k ≤
+ q.
In particular
xk ≤
+ δγ(k+1)(p) iff x′k ≤
+ δγ(k+1)(p).
and hence p ⋆ ~x = p ⋆ ~x′. Since p ⋆ ~x is a p-flag, we also have that both equations (9) and
(10) hold.
Case 2. p = xm and m < k.
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In this case we have
p ⋆l ~x = (xm ⋆ ~x)low = (~x⌈m)low =
(~x′⌈m)low = (xm ⋆ ~x
′)low = p ⋆l ~x
′,
i.e. equation (9) holds. Similar calculations show that equation (10) holds, as well.
Case 3. p = xm and m > k.
We have
p ⋆ ~x = ~x⌈m⊳· ~x
′
⌈m = p ⋆ ~x
′
and since the functions (−)low and (−)high are monotone, we get again that both equations
(9) and (10) hold.
Case 4. p = xk and m = k.
This is the main case where we proceed by inspection of all possible types of successor
~x′. Note that we do not need to consider the case p = x′k separately since it will follow by
duality, i.e. it is the case 4 for the dual opetope P op.
There are eight cases to consider.
1. k < n− 1.
(a) sgn(~x⌈k−1) = +1.
i. ~x′ is δ- or δγ-successor of ~x. We have
xk ⋆l ~x = (~x⌈k)low = xk ⋆l ~x
′
and
xk ⋆h ~x = (~x⌈k)high⊳· (~x⌈k)low = xk ⋆ ~x
′ = xk ⋆h ~x
′.
The last equality follows from the fact that xk ⋆~x
′ is already a p-flag. This
observation we will use often without notice, as in the calculations right
below.
ii. ~x′ is γ-successor of ~x. We have
xk ⋆l ~x = (~x⌈k)low⊳· (~x⌈k)high = xk ⋆ ~x
′ = xk ⋆l ~x
′
and
xk ⋆h ~x = (~x⌈k)high = xk ⋆ ~x
′ = xk ⋆h ~x
′.
(b) sgn(~x⌈k−1) = −1.
i. ~x′ is inverse γ- or γδ-successor of ~x. We have
xk ⋆l ~x = (~x⌈k)low = xk ⋆ ~x
′ = xk ⋆l ~x
′
and
xk ⋆h ~x = (~x⌈k)high⊳· (~x⌈k)low = xk ⋆ ~x
′ = xk ⋆h ~x
′.
ii. ~x′ is inverse δ-successor of ~x. We have
xk ⋆l ~x = (~x⌈k)low⊳· (~x⌈k)high = xk ⋆ ~x
′ = xk ⋆l ~x
′
and
xk ⋆h ~x = (~x⌈k)high = xk ⋆ ~x
′ = xk ⋆h ~x
′.
2. k = n− 1.
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(a) sgn(~x⌈k−1) = +1.
i. ~x′ is δ- or δγ-successor of ~x. We have
xn−1 ⋆l ~x = (~x⌈n−1)low = xn−1 ⋆ ~x
′ = xn−1 ⋆l ~x
′
and
xn−1 ⋆h ~x = (~x⌈n−1)high⊳· (~x⌈n−1)low = xn−1 ⋆ ~x
′ = xn−1 ⋆h ~x
′.
ii. ~x′ is γ-successor of ~x. We have
xn−1 ⋆l ~x = (~x⌈n−1)low⊳· (~x⌈n−1)high = xn−1 ⋆ ~x
′ = xn−1 ⋆h ~x
′
and
xn−1 ⋆h ~x = (~x⌈n−1)high = xn−1 ⋆ ~x
′ = xn−1 ⋆h ~x
′.
(b) sgn(~x⌈k−1) = −1.
i. ~x′ is inverse δ-successor of ~x. We have
xn−1 ⋆l ~x = (~x⌈n−1)low⊳· (~x⌈n−1)high = xn−1 ⋆ ~x
′ = xn−1 ⋆l ~x
′
and
xn−1 ⋆h ~x = (~x⌈n−1)high = xn−1 ⋆ ~x
′ = xn−1 ⋆h ~x
′.
ii. ~x′ is inverse γ- or γδ-successor. We have
xn−1 ⋆l ~x = (~x⌈n−1)low = xn−1 ⋆ ~x
′ = xn−1 ⋆l ~x
′
and
xn−1 ⋆h ~x = (~x⌈n−1)high⊳· (~x⌈n−1)low = xn−1 ⋆ ~x
′ = xn−1 ⋆h ~x
′.

Proposition 3.21. Let P be a positive opetope, ~y, ~x, ~x′ maximal flags in P such that ~y⊳~x
and succ⊳(~x) = ~x
′. Then
1. P ~x ∩ P ~x
′
= P ~x∩~x
′
;
2. P ~y ∩ P ~x
′
⊆ P ~x ∩ P ~x
′
.
Proof. Ad 1. Let ~x, ~x′ be maximal flags in P with ~x′ being the successor of ~x and
k = diff(~x, ~x′). Since ~x ∩ ~x′ is a face of both ~x and ~x′, we have P ~x∩~x
′
⊆ P ~x ∩ P ~x
′
.
Let p∈⇁xn. Suppose p 6∈ ~x ∪ ~x
′ and
p ⋆ ~x =


p
. . .
γ(l+2)(p)
t
0
xl−1
. . .
x0


= p ⋆ ~x′
Then l ≤ k. So xi 6≤
+ δγ(i+1)(p), for i > l + 1. Moreover, by Lemma 3.9, the conditions
xk ≤
+ δγ(k+1)(p) and x′k ≤
+ δγ(k+1)(p) are equivalent to γ(xk+1) ≤
+ δγ(k+1)(p). Thus
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p⋆~x = p⋆(~x∩~x′) and hence p⋆~x ∈ P ~x∩~x
′
. Thus, for faces of the form p⋆~x with p 6∈ ~x∪~x′,
we have p ⋆ ~x ∈ P ~x∩~x
′
whenever p ⋆ ~x ∈ P ~x ∩ P ~x
′
.
If p = xl, l < k, then
xl ⋆ ~x = xl ⋆ ~x
′ = xl ⋆ (~x ∩ ~x
′)
and xl ⋆ ~x ∈ P
~x∩~x′ .
If p = xl, l > k, then
(xl ⋆ ~x)(k) = (xl ⋆ ~x
′)(k) = xl ⋆ (~x ∩ ~x
′)
and (xl ⋆ ~x)(k) ∈ P
~x∩~x′ .
For p = xk, x
′
k, the lifts p⋆~x and p⋆~x
′ are different but they agree exactly on p⋆(~x∩~x′).
To see this, fix p = xk and assume that xk ⋆ ~x
′ is a low p-flag (the cases when xk ⋆ ~x
′ is a
high p-flag or p = x′k are similar). Then, using Proposition 3.20, we have
xk ⋆l ~xE xk ⋆ (~x ∩ ~x
′)E xk ⋆l ~x
′ = xk ⋆l ~x
This shows that the common face xk ⋆l ~x = xk ⋆l ~x
′ of both P ~x and P ~x
′
that projects to
xk belongs to P
~x∩~x′ .
Ad 2. We shall consider the elements of P ~y ∩ P ~x
′
of all possible forms, and we will
show that they belong to P ~x.
Suppose that the flag ~z is a face in P ~y ∩ P ~x
′
, ~z = ~x′⌈l, for some l. Then, since
l ≤ diff(~y, ~x′) ≤ diff(~x, ~x′), we have that ~z is a face of P ~x, as well.
Suppose now that p 6∈ ~x⌈k−1, i.e. p ⋆ ~x
′ is either a p-flag or flat. Then it is the only
face in P ~x
′
that projects to p. Suppose p ⋆~x′ is a low p-flag (the case of p ⋆~x′ being a high
p-flag is similar). If p ⋆ ~x′ ∈ P ~y, then p ⋆ ~x′ = p ⋆l ~y and, by Proposition3.20, we have
p ⋆l ~y E p ⋆l ~xE p ⋆l ~x
′ = p ⋆ ~x′ = p ⋆l ~y.
Thus p ⋆ ~x′ = p ⋆l ~x is a face of P
~x. 
3.10 Cylinder Cylp(P ) is aspherical in p̂Ope
Proposition 3.22. Let P be a positive opetope. Then Cylh(P ) is pOpe-straight in pHg.
Proof. We have a linear order of maximal flags FlagsP [mp, 0). For ~x ∈ FlagsP [mp, 0),
we define
C~x =
∐
~yE~x
P ~y.
Let ~x and ~x′ be two maximal flags with succ(~x) = ~x′. By Proposition 3.21, we have that
C~x ∩ P ~x
′
= P ~x∩~x
′
.
Since any face in Cylh(P ) occurs in a maximal flag face, for the terminal maximal flag
TP , we have C
TP = Cylh(P ). Thus Cylh(P ) is pOpe-straight, as required. 
Let the presheaf Cylp(P ) be the image of the hypergraph Cylh(P ) under H : pHg→
p̂Ope.
Theorem 3.23. Let P be a positive opetope. Then Cylp(P ) is aspherical in p̂Ope.
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Proof. Since H sends pOpe-straight objects to straight objects in p̂Ope, by Proposi-
tion 3.22, Cylp(P ) is straight. Then, by Proposition 2.1, Cylp(P ) is aspherical. 
We extend the construction of the cylinder to a functor
Cylp : pOpe −→ p̂Ope.
Let f : P → Q be a morphism in pOpe. For z ∈ Cylp(P ), we define
Cylp(f)(z) =


−f(y) if z = −y ∈ −P ;
+f(y) if z = +y ∈ +P ;

 f(xk). . .
f(x0)

 if z =

 xk. . .
x0


By convention f(0) = 0.
Proposition 3.24. Cylp : pOpe −→ p̂Ope is a functor.
Proof. Exercise. 
Remark. Taking left Kan extension along Yoneda we get a cylinder functor
Cylp : p̂Ope −→ p̂Ope
extended to all positive opetopic sets. It is an elementary homotopic data in the sense of
D-C. Cisinski (1.3.6).
4 Cylinder as a product in p̂Opeι
We fix two ι-maps h : Q → P and ̺ : Q → I of positive opetopes for the whole section.
We shall show that there is a unique ι-map H : Q→ Cylh(P ) such that πp ◦H = h and
̺I ◦ H = ̺. We refer to this property that ‘opetopes thinks that Cylh(P ) is a product
of I and P in pHgι’. This property will imply that Cylι(P ) which is κ!(Cylp(P )), i.e.
the image of Cylh(P ) under left Kan extension along κ : pOpe → pOpeι, is indeed a
product of I and P in p̂Opeι.
4.1 Projection ι-maps
Proposition 4.1. Let P be a positive opetope. We have
1. the restricted projection map π~x : P ~x −→ P is a ι-map.
2. the projection map ̺~x : P ~x −→ I such that, for q ∈ P ~x,
̺(q) =


− if q = −p
+ if q = +p,
a othwerwise.
is a ι-map.
Proof. Simple check. 
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4.2 Splitting faces
I = {−
a
→ +}. Let dim(P ) = n. We assume that h is onto.
1. We say that the face q ∈ Q1 〈̺, h〉-splits face p ∈ P0 iff h(q) = 1p and ̺(q) = a. We
say that the face q ∈ Qk+1 〈̺, h〉-splits face p ∈ Pk with k > 0 iff
(a) h(q) = p and ρ(q) = a;
(b) There is a face q′ ∈ δ(q) such that q′ 〈̺, h〉-splits h(q′) ∈ Pk−1.
We often say splitting face when we mean 〈̺, h〉-splitting. If q is a splitting face,
then p = h(q) is the splitted face.
Example. Let ~x be a flag in P . Putting Q = P ~x and h = ̺P : P
~x → P and
̺ : P ~x → I such that for f ∈ P ~x
̺(f) =


− if f = −̺P (f),
+ if f = +̺P (f),
a if f is a flag or p-flag.
Then the flag [xk, . . . , x0] splits xk.
2. We say that q ∈ Q1 is a threshold face if h(q) ∈ P1 and varrho(q) = a. We say that
q ∈ Q≥2 is a threshold face iff h(q) 6∈ ker(h) and there is a splitting face s ∈ δ(q).
3. Recall that the set X of k-faces in an opetope P is called a <+-interval if it is either
empty or there are two k-faces x0, x1 ∈ Pk such that x0 ≤
+ x1 and X = {x ∈
Pk|x0 ≤
+ x ≤+ x1}.
4. A <+-interval X is initial iff x0 ∈ Pk − γ(Pk+1).
5. Let X = {x0, . . . , xu} be an <
+-interval in Pk (listed in <
+-order). The subset
Y = {y1, . . . , yu} (listed in <
−-order) of Pk+1− γ(Pk+2) is a witness <
−-interval for
X iff xi−1 ∈ δ(yi) and γ(yi) = xi, for i = 1, . . . u.
Proposition 4.2. (splitting and threshold faces) Let P , ̺ and h be as above h(mQ) =
mP = xn, ̺(mQ) = a. Then there is 0 < k ≤ n and two <
+ intervals of faces of Q, for
1 ≤ i ≤ k ≤ dim(Q),
Si = {si0, . . . , s
i
ui}, T
i = {ti0, . . . , t
i
vi},
and two witness sequences of faces in Q− γ(Q)
Ai+1 = {ai+11 , . . . , a
i+1
ui }, B
i+1 = {bi+11 , . . . , b
i+1
vi },
such that
1. ui, vi are numbers ≥ 0, for i = 1, . . . , k− 1; uk, vk, uk+ vk ≥ −1 and either uk = −1
or vk = −1 (i.e. one but not two of the sequences S
k, T k is empty);
2. Si is an initial <+-interval in Qi of all splitting faces in Q of dimension i;
3. Ai is the witness <−-interval for Si of 2-collapsing faces in Qi+i − γ(Q);
4. T i is a <+-interval in Qi of all threshold faces in Q of dimension i;
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5. Bi is the witness <−-interval for T i of 1-collapsing and non-collapsing faces in
Qi+i − γ(Q);
6. Si ∪ T i is a maximal <+-interval in Qi; let min
i maxi be the least and the largest
elements in this set;
7. Ai ∪ {si+10 } ∪B
i is the witness <−-interval for Si ∪ T i, for i < k;
8. for j = 1, . . . , vi,
(a) if bij is non-collapsing, then h(t
i
j−1) <
+ h(tij);
(b) if bij is 1-collapsing, then h(t
i
j−1) = h(t
i
j).
9. for i = 1, . . . , k − 1, we have
min i ∈ δγ(i+1)(max i+1), γ(i)(max i+1) = max i.
Example. An example of a sequences as in the above Proposition with k = 4, u4 = −1
is
s10 a
2
1 . . . a
2
u1 s
1
u1 s
2
0 t
1
0 b
2
1 . . . b
2
v1 t
1
v1
‖
a31 γ
(1)(q)
s21
. . .
a32
s2u2
s30 a
4
1 . . . a
4
u3 s
3
u3 t
4
0 t
3
0 b
4
1 . . . b
4
v3 t
3
v3
‖
t20 b
5
0 γ
(2)(q)
b31 t
4
1
. . . . . .
b3v2 b
5
v4
t2v2 t
4
v4
‖ ‖
γ(2)(q) γ(4)(q)
with
s10 ∈ δγ
(2)(q), s20 ∈ δγ
(3)(q), s30 ∈ δγ
(3)(q).
Proof. The proof proceeds by induction. Before we state the inductive hypothesis, we
shall make some comments. Note that in order to have any splitting faces whatsoever, we
need to have one face x1 such that ̺(x1) = a and h(x1) = p0 ∈ P0. If x1 is such a splitting
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1-face and we have a face A ∈ Q2 such that γ(A) = x1, then there is another splitting face
in δ(a), this x′1 ∈ δ(A) for which we have ̺(x
′
1) = a. This shows that the splitting 1-faces
form an initial <−-interval. Since x1 is a 1-collapsing face as all splitting faces are, A is a
2-collapsing face.
In particular, we can start counting splitting 1-faces with the one in Q1−γ(Q2). On the
other hand, if s1 ∈ δ(A), then we can have that either A is 2-collapsing and γ(A) is again
a splitting 1-face, or A is 1-collapsing and A is a splitting 2-face, or A is not collapsing,
i.e. h(A) ∈ P2, and there are no more 1-splitting faces and no ≥ 2 splitting faces. In this
case the codomain γ(A) = t1 of A is a threshold 1-face. If we have a threshold 1-face t in
domain of a 2-face A, then γ(A) is again a threshold 1-face. This situation repeats at the
higher dimension. However, to show this, we will need the assumption that the splitting
faces at the lower dimensions are already known to form initial <+ intervals. Thus we
have to state rather elaborate inductive hypothesis with a list of assumptions in order to
be able to obtain all the conclusions.
Thus we assume that the situation as described in Lemma is indeed true at dimensions
smaller than l, and possibly we already constructed a part of the maximal sequence Sl∪T l
at the level l. Then
1. either we already constructed a splitting l-face sli and we have a face a ∈ Ql+1 −
γ(Ql+2) such that s
l
i ∈ δ(a);
(a) if a is 2-collapsing, then we put sli+1 = γ(a), the next splitting l-face, a
l
i+1 = a;
(b) if a is 1-collapsing, then we put tl0 = γ(a), the first threshold face at dimension
l, sl+10 = a is the first splitting face at dimension l + 1;
(c) if a is non-collapsing, then we put tl0 = γ(a) the first threshold face at dimension
l, tl+10 = a the first threshold face at dimension l+ 1; ul+1 is 1− 1; in this case
the construction ends at dimension l + 1 where we have threshold faces only;
2. or we already constructed all splitting l-faces and some threshold faces till tli and
we have a face a ∈ Ql+1 − γ(Ql+2) such that t
l
i ∈ δ(a); then a is 1-collapsing or
non-collapsing and we put tli+1 = γ(a), b
l+1
0 = a,
3. or we already constructed a splitting l-face sli and we have no face a ∈ Ql+1−γ(Ql+2)
such that sli ∈ δ(a); then we stop the construction;
4. or we already constructed all splitting l-faces and some threshold faces till tli and we
have no face a ∈ Ql+1 − γ(Ql+2) such that t
l
i ∈ δ(a); then we proceed to construct
the interval Sl+1 ∪ T l+1 at dimension l + 1.

Notation σ, τ and ξ. Let q ∈ Qk+1, k > 0. From the above proposition follows that
if there is a splitting face in δ(q), it is unique and we shall denote it as σ(q) ∈ δ(q).
Similarly, if k > 1 and there is a threshold face z ∈ δ(q), it is unique and we shall denote
it as τ(q) ∈ δ(q). Finally, if q is a 1-collapsing (e.g. splitting) face, then ξ(q) denotes the
only face in δ(q) such that h(ξ(q)) = h(γ(q)).
Lemma 4.3. Let q, q′ ∈ Qk+1. Then
1. σ(q) and τ(q), if they exist, are unique;
2. if q and q′ are at most 1-collapsing, and σ(q) and σ(q′) are defined, then q 6⊥− q′;
3. if σ(q) is defined, then τ(q) is not defined;
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4. if q is a splitting face, then σ(q) ⊥− ξ(q);
5. if l, l′ ≥ 0, τ(γl+2(q)) and τ(γl
′+2(q)) are defined, then l = l′.
Proof. 1. and 3. easily follow from Proposition 4.2.
Ad 2. Suppose we have both σ(q) and σ(q′) defined. Assume q <− q′. Then, by
Proposition 4.2, we have σ(q) ≤+ σ(q′). Then σ(q) ≤+ γ(q) ≤+ t ∈ δ(q′) with t non-
collapsing, and hence t 6= σ(q′). But the faces ≤+-greater than any face, e.g. σ(q),
are linearly ordered. Thus t ⊥+ σ(q′). But t, σ(q′) ∈ δ(q′) and we get a contradiction.
Changing the roles of q and q′ we get that q′ <− q does not hold either and hence q 6⊥− q′.
Ad 4. Since h(ξ(q)) = h(γ(q)), it follows h(γ(ξ(q))) = h(γ2(q)) and h(γ2(q)) is <+-
maximal in Pk−1[h(q)]. Thus h(γσ(q)) ≤
+ h(γ(q)). Hence, by Corollary 2.8, we have
γσ(q) ⊥+ γξ(q), since both faces are not collapsing. We have that ξ(q), σ(q) ∈ δ(q), so we
can’t have ξ(q) ⊥+ σ(q). Therefore ξ(q) ⊥− σ(q).
Ad 5. Suppose to the contrary that l > l′ and τ(γl+2(q)) and τ(γl
′+2(q)) are defined.
Then σ(l
′+2)τγ(l+2)(q) ≤+ γ(l
′+2)(q). But since splitting faces of the same dimension form
an initial interval, there is a splitting face σ(γ(l
′+2)(q)) ∈ δ(γ(l
′+2)(q)). Thus both τ and
σ are defined on the face γ(l
′+2)(q). This contradicts 3. 
Corollary 4.4. Let q ∈ Qk+1, k > 0, be 2-collapsing face so that σ(q) is defined. Then
γ(q) is again a splitting face.
Proof. For k = 1, Corollary is obvious. Assume k > 1. Since q is 2-collapsing, γ(q) is
1-collapsing. Moreover, δγ(q) ≤+ σ2(q) and hence the initial interval of splitting faces of
dimension k − 1 intersects δγ(q), see Proposition 4.2. 
4.3 The ι-map H into product in pHgι
Given ι-maps h and ̺ as above, we define a ι-map
H : Q −→ Cylh(P )
as follows. Let q ∈ Q. If ̺(q) ∈ {−,+}, then we put
H(q) =
{
−h(q) if ̺(q) = −
+h(q) if ̺(q) = +
If ̺(q) = a, we put
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H(q) =


(H1, S1) [h(q)]
if q ∈ Q1 is a splitting face, i.e. h(q) ∈ P0
(H(q) is a flag of length 1);
(H2, N1) [h(q), 0]
if q ∈ Q1 is not a splitting face, i.e. h(q) ∈ P1
(H(q) is a p-flag of length 2);
(H3, A) [h(q),H(σ(q))]
if q ∈ Q≥2 is a splitting face
(H(q) is a flag );
(H4, B) [h(q), 0,H(σ(q))]
if q ∈ Q≥2 − ker(h) and σ(q) is defined
(H(q) is a high p-flag);
(H4.1, B) [h(q), 0,H(σ(q))]
if q ∈ Q≥2 is a threshold face
(H(q) is a high p-flag);
(H5, C) [h(q),H(τ(q))]
if q ∈ Q≥2 − ker(h) and τ(q) is defined
(H(q) is a low p-flag of codim 2);
(H6,D) [h(q),H(γ(q))]
otherwise, if q ∈ Q≥2 − ker(h)
(H(q) is a low p-flag of codim > 2);
(H7, E) H(γ(q)) otherwise (H(q) is an identity on a face).
Lemma 4.5. Let ~x, ~x′ ∈ Cylh(P ), with πP (~x) = πP (~x
′) = xk+1 ∈ Pk+1, δ(~x) = δ(~x
′) and
γ(~x) = γ(~x′). Then ~x = ~x′.
Proof. For k ≤ 1 or for flat faces ~x, ~x′ ∈ Cylι(P ), the Lemma is obvious.
So assume that k > 1 and ρI(~x) = ρI(~x
′) = a.
Since γ(~x) = γ(~x′), it follows that ~x and ~x′ have the same dimension. As πP (~x) =
πP (~x
′), either both ~x and ~x′ are flags or p-flags.
Let ~x = [xk+1, . . . , x0] and ~x
′ = [xk+1, x
′
k−1 . . . , x
′
0] be flags. Then side flags agree, i.e.
[xk, . . . , x0] = ~xside = ~x
′
side = [x
′
k, . . . , x
′
0].
As we have xk+1 = πP (~x) = πP (~x
′) = x′k+1, so ~x = ~x
′, as required.
Now let ~x = [xk+1, . . . , x̂l, . . . , x0] and ~x
′ = [x′k+1, . . . , x̂
′
j , . . . , x
′
0] be p-flags.
The largest flag occurring in faces ∂(~x) is [xl−1, . . . , x0]. The largest flag occurring in
faces ∂(~x′) is [x′j−1, . . . , x
′
0]. Since ∂(~x) = ∂(~x
′), we have that l = j < k and
[xl−1, . . . , x0] = [x
′
l−1, . . . , x
′
0].
Since xk+1 = x
′
k+1, we have
~x = [xk+1, γ(xk+1), . . . , γ
(l+2)(xk+1), xl+1, 0, xl−1, . . . , x0]
and
~x′ = [xk+1, γ(xk+1), . . . , γ
(l+2)(xk+1), x
′
l+1, 0, xl−1, . . . , x0]
i.e. ~x may differ from ~x′ only at level l + 1. Suppose that x′l+1 6= xl+1.
If l + 1 < k, then the face ~x⌈k ∈ ∂(~x), the only face in ∂(~x) that projects to γ(xk+1),
is different than the face ~x′⌈k ∈ ∂(~x
′), the only face ∂(~x′) that projects to γ(xk+1). Thus
∂(~x) 6= ∂(~x′), contrary to the assumption.
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If l + 1 = k, then
~x = [xk+1, xk, 0, xk−2, . . . , x0]
and
~x′ = [xk+1, x
′
k, 0, xk−2, . . . , x0]
with xk 6= x
′
k. Then xk, x
′
k ∈ δ(xk+1) and hence xk 6⊥
+ x′k. Thus xk ⋆ ~x
′ ∈ δ(~x′) is a low
p-flag and it is the only face in δ(~x′) that projects to xk. On the other hand, the only face
in δ(~x) that projects to xk is xk ⋆ ~x = ~x⌈k and it is a high p-flag. Thus the sets δ(~x) and
δ(~x′) cannot be equal in this case either. This shows that ~x = ~x′, as required. 
Proposition 4.6. The map H defined above is the unique ι-map H : Q→ Cylh(P ) such
that ̺ = ̺I ◦H and h = πP ◦H.
Proof. The equalities ̺ = ̺I ◦H and h = πP ◦H are obvious. We need to check that
H is a ι-map, i.e. it preserves codomains and domains and that it is unique.
That H preserves codomains and domains is the content of Propositions 4.11 and 4.13
below. We show below that H is unique.
The proof goes by induction of the level of q ∈ Qk+1. We proceed by cases that define
the map H. For k = 0, 1 or ̺(q) 6= a, the proof is easy. Thus we assume that k > 0 and
̺(q) = a.
Now assume that, for q ∈ Qk+1, k > 1 and for q¯∈⇁q, q¯ 6= q, H(q¯) is the unique value
making ̺(q¯) = ̺I ◦ H(q¯) and h(q¯) = πP ◦ H(q¯). Let H
′ : Q → Cylι(P ) be a ι-map
such that H ′(q¯) = H(q¯), for q¯∈⇁q, q¯ 6= q, and πP (H
′(q)) = h(q). We need to show that
H(q) = H ′(q), as well. But this is the content of Lemma 4.5. 
4.4 Splitting sequences
We define below, for some faces q ∈ Q, a sequence for faces in Q that we call a splitting
sequence for q. We shall show that for any face q ∈ Q such that ρ(q) = a, i.e. those q for
which the values H(q) are not flat, such a sequence exists and is unique. Moreover, the
value of H(q) is simply calculated from the splitting sequence for q.
Let q ∈ Q. A splitting sequence for q is defined as follows.
1. if q ∈ Q0, then there is no splitting sequence for q;
2. if q ∈ Q1 and ρ(q) = a, then the splitting sequence for q is
[q];
3. if q ∈ Q≥2 − ker(h) and there is l ≥ 0 such that τγ
(l+2)(q) is defined, then the
splitting sequence for q is
[q, γ(q), . . . , τγ(l+2)(q), στγ(l+2)(q), . . . , σ(1)τγ(l+2)(q)];
4. if q ∈ Q≥2 is 1-collapsing and σ(q) is defined, then the splitting sequence for q is
[q, σ(q), . . . , σ(1)(q)];
5. otherwise, if the splitting sequence for γ(q) is defined, then the splitting sequence
for q is the splitting sequence for γ(q), ;
6. no other splitting sequences are defined.
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Lemma 4.7. Let q ∈ Q. Then
1. there is a splitting sequence for q iff ̺(q) = a;
2. if a splitting sequence exists for q, then it is unique;
3. if q 6∈ ker(h) and a splitting sequence for q exists, then
H(q) = [h(q), h(γ(q)), . . . , h(τγ(l+2)(q)), 0, h(στγ(l+2)(q)), . . . , h(σ(1)τγ(l+2)(q))];
4. if q is 1-collapsing and a splitting sequence for q exists, then
H(q) = [h(q), h(σ(q)), . . . , h(σ(1)(q))];
5. otherwise, if a splitting sequence for γ(q) exists, then H(q) = H(γ(q));
6. Let x ∈ Q1 such that ̺(x) = a. If there is no splitting sequence for q, then
(a) either γ(1)(q) <− x and then H(q) = −h(q),
(b) or x <− γ(1)(q) and then H(q) = +h(q).
Proof. Ad 1, 2, 3, 4 and 5. Follows immediately from the definitions of a splitting
sequence and morphism H.
Ad 6. Since we have for any faces q1, q2 ∈ Q1 that either q1 ⊥
+ q2 or q1 ⊥
− q2, we can
assume that x ∈ Q1 − γ(Q2). Since there is no splitting sequence for q, x 6≤
+ q and hence
x 6⊥+ q. Thus x ⊥− q. The rest is easy. 
4.5 Some technical lemmas
Before we prove thatH preserves codomains and domains, we need to prove some Lemmas.
Lemma 4.8. Let k ≥ 1, q ∈ Qk+1 a 1-collapsing but not splitting. Then
H(ξ(q)) = H(γ(q)). (11)
Proof. If ρ(q) 6= a, the Lemma is obvious. In particular, if q ∈ Q1, it holds. If q ∈ Q2
and ρ(q) = a, then both ξ(q) and γ(q) are threshold faces and again Lemma holds. So we
assume from now on that q ∈ Q≥3.
We shall show that we have three excluding cases
1. σ(ξ(q)) ↓ iff σγ(q) ↓,
2. τ(ξ(q)) ↓ iff τγ(q) ↓,
3. σ(ξ(q)) ↑, τ(ξ(q)) ↑, σγ(q) ↑, τγ(q) ↑,
and that in either case
H(ξ(q)) = H(γ(q). (12)
Ad 1. Assume that σ(t) ↓. Then, as ξ(q) ≤+ γ(q), by Proposition 4.2, we have σγ(q) ↓
and hence
H(ξ(q)) = [h(ξ(q)),H(σ(ξ(q)))] = [h(γ(q)),H(σγ(q))] = H(γ(q)).
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Suppose now that σγ(q) ↓. If we have a splitting σ(ξ(q)), then we proceed as above.
So assume that σ(ξ(q)) is not defined. If there is a face z ∈ δ(ξ(q)) such that σγ(q) ≤+ z,
then z must be a threshold face and we have an upper δ(q)-path of 1- and 2-collapsing
faces
σγ(q), a1, . . . , ar, z.
Then aj with j = max{i : σ(ai) ↓} is a splitting face and, as q is 1-collapsing, it is also a
splitting face contrary to the assumption. Thus we cannot have σγ(q) ≤+ δ(ξ(q)). Thus
we must have a face t′ ∈ δ(q) such that there are z, z′ ∈ δ(t′) such that γ(ξ(q)) ≤+ z and
σγ(q) ≤+ z′ with z 6= z′.
As ξ(q) is the only non-collapsing face in δ(q), t′ is collapsing. z is non-collapsing as
γ(ξ(q)) is non-collapsing. Then z′ must be collapsing. But if z′ is collapsing and it is
<+-greater than a splitting face, z′ must be a splitting face. Then t′ is a splitting face and
hence q is a splitting face, contrary to the supposition. Thus σ(ξ(q)) ↓ iff σγ(q) ↓ and if
either condition is true, (12) holds.
Ad 2. If τ(ξ(q)) ↓, then, by Proposition 4.2, we must have either that σγ(q) ↓ or that
τγ(q) ↓. The former is impossible as we saw above. In the latter case we have a δ(q)-path
of 1-collapsing faces from τ(ξ(q)) to τγ(q) and hence
H(ξ(q)) = [h(ξ(q)),H(τ(ξ(q)))] = [h(γ(q)),H(τγ(q))] = H(γ(q)).
We shall show that if τγ(q) ↓, then τ(ξ(q)) ↓. So assume to the contrary that τγ(q) ↓
and τ(ξ(q)) ↑. Thus we must have a face t′ ∈ δ(q) such that there are z, z′ ∈ δ(t′) such
that τγ(q) ≤+ z and γ(ξ(q)) ≤+ z′ with z 6= z′. As ξ(q) is the only non-collapsing face in
δ(q), t′ is collapsing and z, z′ are not collapsing. This is impossible.
Ad 3. Now assume that σ(ξ(q)) ↑, τ(ξ(q)) ↑, σγ(q) ↑, and τγ(q) ↑. Then, as ξ(q) and
γ(ξ(q)) are non-collapsing, we have an upper δ(q)-path of 1-collapsing faces
γ(ξ(q)), b1, . . . , bs, γ
2(q).
If any of bi’s would be splitting face, q would be splitting, as well. Thus using inductive
assumption i.e. this Lemma for q’s of lower dimension, we get thatH(γ(ξ(q))) = H(γ2(q)).
Then we have
H(ξ(q)) = [h(ξ(q)),H(γ(ξ(q)))] = [h(γ(q)),H(γ2(q))] = H(γ(q)),
as required. 
Lemma 4.9. Let k ≥ 1, q ∈ Qk+1 be a splitting face.
1. If σ(q) <− ξ(q), then
(a) γ(σ(q)) = τ(ξ(q)) ∈ δ(ξ(q)) is defined
(b) H(ξ(q)) = [h(ξ(q)),H(τ(ξ(q)))] = H(q)low.
2. If ξ(q) <− σ(q), then
(a) h(σ(q)) = h(γσ(q)) = h(γ2(q)) = h(γ(ξ(q))),
(b) H(ξ(q)) = [h(ξ(q)),H(σ(q))low ] = H(q)low.
Proof. Ad 1. We have h(σ(q)) ∈ δ(ξ(q)). Moreover
σ2(q) <+ γσ(q) ≤+ τξ(q) ∈ δ(ξ(q))
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where τξ(q) is the unique face in δ(ξ(q)) <+-greater than σ2(q). Since it is greater than
γσ(q), it is non-collapsing and hence a threshold face. This justifies (a).
We also have
H(ξ(q)) = [h(ξ(q)),H(τ(ξ(q))) =
(Lemma 4.8)
= [h(q),H(γσ(q)] =
(γσ(q) is a threshold face)
= [h(q), h(γσ(q)), 0,H(σγσ(q))] =
(H on splitting faces of the same dimension is equal)
= [h(q), h(σ(q)), 0,H(σ3(q))] =
(first remark above)
= H(q)low
as required.
Ad 2. Part (a) is clear. We have h(σ(q)) = γ(h(q)). Moreover, as we have an upper
δ(q)-path from γξ(q) to ξσ(q), by Lemma 4.8 we have that H(γξ(q)) = H(ξσ(q)). Since
γξ(q) ≤+ ξσ(q) ⊥− σ2(q), it follows that neither τξ(q) nor σξ(q) is defined. Thus we have
H(ξ(q) = [h(ξ(q)),H(γξ(q))] =
(Lemma 4.8)
= [h(q),H(ξσ(q))] =
(induction)
= [h(q),H(σ(q))low ] =
(second remark above)
= [h(q),H(σ(q))]low = H(q)low
as required. 
Lemma 4.10. Let k ≥ 1, q ∈ Qk+1 be a splitting face. Then
H(ξ(q)) = H(q)low (13)
and
H(γ(q)) = H(q)high (14)
Proof. The equation (13) is an immediate consequence of Lemma 4.9 below. We shall
show that the equation (14) holds. Note that as q is a splitting face, γ(q) is a non-collapsing
face with σ(γ(q)) defined. Thus
H(γ(q)) =


h(γ(q))
0
h(σγ(q))
...
h(σ(1)(q))

 =


h(q)
0
h(σ2(q))
...
h(σ(1)(q))

 =


h(q)
h(σ(q))
h(σ2(q))
...
h(σ(1)(q))


high
= H(q)high

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4.6 Preservation of codomains
Proposition 4.11. The map H defined above preserves codomains.
Proof. Let q ∈ Qk+1. For k = 0 or if ̺(q) 6= a, the Proposition is easy.
Case (A). q is a splitting face and hence H(q) is a flag.
In this case, by Lemma 4.10 (14) we have
H(γ(q)) = H(q)high = γ(H(q)).
Case (B). h(q) ∈ Pk+1 and σ(q) is defined.
In this case we must have k > 1.
Then there are σ(q) ∈ δ(q) and σ2(q) ∈ δ(σ(q)). Moreover, by (B) and (A), we have
H(q) = [h(q), 0,H(σ(q))]
and
H(σ(q)) = [h(σ(q)),H(σ2(q))].
As above, there is q¯ ∈ δγ(q) with q¯ ≤+ σ2(q) and H(σ2(q)) = H(q¯). We have
H(γ(q)) = [h(γ(q)), 0,H(q¯)] = [γ(h(q)), 0,H(σ2(q))] =
γ([h(q), 0, h(σ(q)),H(σ2(q))]) = γ([h(q), 0,H(σ(q))]) = γ(H(q))
as required.
Case (C). h(q) ∈ Pk+1 and τ(q) is defined.
In this case we must have k > 1 and we also have στ(q) defined. As τ(q) <+ γ(q), by
Proposition 4.2, σ(γ(q)) ∈ δγ(q) is also defined and we have
H(γ(q)) = [h(γ(q)), 0,H(σγ(q))] = [γ(h(q)), 0,H(σ2(q))] =
γ([h(q), h(τ(q)), 0,H(σ2(q))]) = γ(H(q))
as required.
Cases (D) and (E). Easy exercise. 
4.7 Preservation of domains
Lemma 4.12. Let k ≥ 1, q ∈ Qk+1 − ker(h). Then, for q¯ ∈ δ(q) − ker(h), we have
H(q¯) = h(q¯) ⋆ H(q). (15)
Proof. Let k ≥ 1, q ∈ Qk+1−ker(h), q¯ ∈ δ(q)−ker(h). We shall show that (15) holds.
Case ρ(q) = ‡ ∈ {+,−}. Then ρ(q) = ρ(q¯) = ‡. Thus
H(q¯) = ‡h(q¯) = h(q¯) ⋆ ‡h(q) = h(q¯) ⋆ H(q).
So now we assume that ρ(q) = a for the rest of the proof. Thus, by Lemma 4.7, we
have l ≥ 0 and a splitting sequence for q
[q, γ(q), . . . , τγ(l+2)(q), στγ(l+2)(q), . . . , σ(1)τγ(l+2)(q)]
with
H(q) = [h(q), h(γ(q)), . . . , h(τγ(l+2)(q)), 0, h(στγ(l+2)(q)), . . . , h(σ(1)τγ(l+2)(q))].
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The idea of the proof. We look at the maximal l¯ and a face t such that H(q)l¯+1 ≤
+ t ∈
δγ(l¯+2)(q¯) to compute h(q¯) ⋆ H(q). Then we show that this t is a threshold face, as well,
and hence it takes part in defining p-flag H(q¯). If such an l¯ does not exist, then depending
on whether h(σ(1)τγ(l+2)(q) or γh(τγ(2)(q) we get equality of flat values, either −h(q¯) or
+h(q¯).
We define l¯ to be the largest l′ such that
1. either l′ = l and h(τγ(l+2)(q)) ≤+ t ∈ δγ(l+2)(h(q¯))
2. or l′ = l − 1 and h(γτγ(l+2)(q)) ≤+ t ∈ δγ(l+1)(h(q¯))
3. or l′ < l − 1 and h(γσ(l
′+2)τγ(l+2)(q)) ≤+ t ∈ δγ(l
′+2)(h(q¯))
In either case t ∈ δγ(l¯+2)(h(q¯))−ker(h) and, as h is a ι-map, there is a unique t¯ ∈ δγ(l¯+2)(q¯)
such that h(t¯) = t.
If l¯ = l, then, as τγ(l + 2)(q) is <+-minimal, we have τγ(l+2)(q) ≤+ t¯. In particular,
it is a threshold face, as it is <+-larger than a threshold face. So the splitting sequence
for q¯ is
Sp(q¯) = [q¯, γ(q¯), . . . , γ(l+2)(q¯), t¯, στγ(l+2)(q¯), . . . , σ(1)τγ(l+2)(q¯)]
and we have
H(q¯) =


h(q¯)
h(γ(q¯))
...
h(γ(l+2)(q¯))
h(t¯)
0
h(σ(t¯))
...
h(σ(1)(t¯))


=


h(q¯)
γ(h(q¯))
...
γ(l+2)(h(q¯))
t
0
h(στγ(l+2)(q))
...
h(σ(1)τγ(l+2)(q))


= h(q¯) ⋆ H(q)
If 0 ≤ l¯ = l − 1, then we claim
Claim 1. γτγ(l+2)(q) ≤+ t¯.
Proof of Claim 1. From the above we have γτγ(l+2)(q) ⊥+ t¯. If h(γτγ(l+2)(q)) <+ h(t¯),
then Claim 1 is obvious. Thus we assume that h(γτγ(l+2)(q)) = h(t¯). Suppose to the
contrary that
t¯ <+ γτγ(l+2)(q).
Then we have an upper Q− γ(Q)-path of 1-collapsing faces
t¯, a1, . . . , ar, γτγ
(l+2)(q)
with r ≥ 1. By pencil linearity we have a1 ≤
+ γ(l+1)(q¯). By Path Lemma, since γ(l+1)(q¯)
is a non-collapsing face and all ai’s are 1-collapsing, we have that
δγ(l+1)(q¯) ∋ t¯ <+ γτγ(l+2)(q) <+ γ(l)(q¯)
and hence
τγ(l+2)(q) <+ γ(l+1)(q¯). (16)
Since τγ(l+2)(q) is <+-minimal in Q[q], the inequality (16) implies that
τγ(l+2)(q) ≤+ δγ(l+2)(q¯)
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i.e l = l¯ contrary to the assumption. This ends the proof of Claim 1.
In particular, t¯ is a threshold face, as it is <+-larger than a threshold face. So the
splitting sequence for q¯ is
Sp(q¯) = [q¯, . . . , γ(l+1)(q¯), t¯, στγ(l+1)(q¯), . . . , σ(1)τγ(l+1)(q¯)].
Thus
H(q¯) =


h(q¯)
...
h(γ(l+1)(q¯))
h(t¯)
0
h(σ(t¯))
...
h(σ(1)(t¯))


=


h(q¯)
...
γ(l+1)(h(q¯))
t
0
h(σ(l)τγ(l+2)(q))
...
h(σ(1)τγ(l+2)(q))


= h(q¯) ⋆ H(q)
If 0 ≤ l¯ < l − 1 then we claim
Claim 2. γσ(l¯+2)τγ(l+2)(q) ≤+ t¯.
Proof of Claim 2. This proof is an iterated version of the proof of the previous Claim.
From the above we have γσ(l¯+2)τγ(l+2)(q)) ⊥+ t¯. If h(γσ(l¯+2)τγ(l+2)(q)) <+ h(t¯), then
Claim 2 holds. Thus we assume that h(γσ(l¯+2)τγ(l+2)(q)) = h(t¯). Suppose to the contrary
that
t¯ <+ γσ(l¯+2)τγ(l+2)(q).
Then we have an upper Q− γ(Q)-path of 1-collapsing faces
t¯, a1, . . . , ar, γσ
(l¯+2)τγ(l+2)(q)
with r ≥ 1. By pencil linearity we have a1 ≤ γ
(l¯+2)(q¯). By Path Lemma, since γ(l¯+2)(q¯) is
a non-collapsing face and all ai’s are 1-collapsing, we have that
δγ(l+1)(q¯) ∋ t¯ <+ γσ(l¯+2)τγ(l+2)(q) <+ γ(l¯+1)(q¯)
and hence
σ(l¯+2)τγ(l+2)(q) <+ γ(l¯+2)(q¯). (17)
The inequality implies that
1. either σ(l¯+2)τγ(l+2)(q) ≤+ δγ(l¯+3)(q¯) and there is either splitting of threshold face in
δγ(l¯+3)(q¯) contradicting the maximality of l¯;
2. or else δγ(l¯+3)(q¯) <+ σ(l¯+2)τγ(l+2)(q) <+ γ(l¯+2)(q¯).
In the latter case we obtain
σ(l¯+3)τγ(l+2)(q) <+ γ(l¯+3)(q¯) (18)
lifting the inequality (17) one dimension up. Iterating this argument we get
τγ(l+2)(q) <+ γ(l+1)(q¯) (19)
and, as τγ(l+2)(q) is <+-minimal, we also have
τγ(l+2)(q) <+ δγ(l+2)(q¯)
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contradicting maximality of l¯. This ends the proof of Claim 2.
Again t¯ is a threshold face, as it is <+-larger than a threshold face. So the splitting
sequence for q¯ is
Sp(q¯) = [q¯, . . . , γ(l¯+2)(q¯), t¯, στγ(l¯+2)(q¯), . . . , σ(1)τγ(l¯+2)(q¯)].
Thus
H(q¯) =


h(q¯)
...
h(γ(l¯+2)(q¯))
h(t¯)
0
h(σ(t¯))
...
h(σ(1)(t¯))


=


h(q¯)
...
γ(l¯+2)(h(q¯))
t
0
h(σ(l)τγ(l+2)(q))
...
h(σ(1)τγ(l+2)(q))


= h(q¯) ⋆ H(q)
If l¯ is not defined, then we have two cases
1. l = 0 and γ(1)(q¯) ⊥− τγ(2)(q),
2. l > 0 and γ(1)(q¯) ⊥− γσ(2)τγ(l+2)(q).
Ad 1. If γ(1)(q¯) <− τγ(2)(q), then
γ(0)(h(q¯)) <+ δh(τγ(2)(q)) <+ γh(τγ(2)(q)) = γ(H(q)1)
and by definition of ⋆ on p-flags we have
h(q¯) ⋆ H(q) = −h(q¯) (20)
On the other hand, we have
̺(γ(0)(q¯)) ≤+ ̺(δτγ(2)(q)) = δ̺(τγ(2)(q)) = δ(a) = −
and hence ̺(q¯) = − and H(q¯) = −h(q¯).
If τγ(2)(q) <− γ(1)(q¯), then
γ(H(q)1) = γh(τγ
(2)(q)) <+ δh(γ(1)(q¯)) <+ γ(0)(h(q¯))
and by definition of ⋆ on p-flags we have
h(q¯) ⋆ H(q) = +h(q¯) (21)
On the other hand, we have
+ = γ(a) = γ̺(τγ(2)(q)) = ̺(γτγ(2)(q)) ≤+ ̺(δγ(1)(q¯))
and hence ̺(q¯) = + and H(q¯) = +h(q¯).
Thus in either case
h(q¯) ⋆ H(q) = H(q¯).
Ad 2. If γ(1)(q¯) <− γσ(2)τγ(l+2)(q), then, as it is equality of 1-faces, we also have
γ(1)(q¯) <− σ(1)τγ(l+2)(q).
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Thus we have
γ(0(q¯) ≤+ δσ(1)τγ(l+2)(q) <+ γσ(1)τγ(l+2)(q).
Thus
γ(0)(h(q¯)) = h(γ(0)(q¯)) ≤+ h(δσ(1)τγ(l+2)(q)) = h(σ(1)τγ(l+2)(q)) = H(q)0
i.e. h(q¯) ⋆ H(q) = −h(q¯). On the other hand
̺(γ(0)(q¯)) ≤+ ̺(δσ(1)τγ(l+2)(q)) = δ̺(σ(1)τγ(l+2)(q)) = δ(a) = −
i.e. H(q¯) = −h(q¯).
If γσ(2)τγ(l+2)(q) <− γ(1)(q¯), then
γσ(1)τγ(l+2)(q) ≤+ δγ(1)(q¯) <+ γ(0)(q¯)
and, as γ(1)(q¯) is non-collapsing, we have a strict inequality
H(q)0 = h(σ
(1)τγ(l+2)(q)) = h(γσ(1)τγ(l+2)(q)) ≤+ h(δσ(1)τγ(l+2)(q)) <+ h(γ(0)(q¯)) = γ(0)(h(q¯)).
Thus h(q¯) ⋆ H(q) = +h(q¯). Moreover
+ = γ(a) = γ̺(σ(1)τγ(l+2)(q)) = ̺(γσ(1)τγ(l+2)(q)) ≤+ ̺(δγ(1)(q¯)).
Hence ̺(q¯) = + and H(q¯) = +h(q). Thus in either case
h(q¯) ⋆ H(q) = H(q¯).

Proposition 4.13. The map H defined above preserves domains.
Proof. For q ∈ Q1, preservation of domains is easy. We assume q ∈ Qk+1 with k > 0
and we shall check that in all cases (A), (B), (C), (D), and (E), H preserves the domain
of q i.e. we have a bijection
δ(q)− ker(H) −→ δ(H(q)) (22)
induced by H.
Case (A). q is a splitting face.
Since h(q) ∈ Pk, by definition of ι-maps, we have a bijection
{ξ(q)} = δ(q) − ker(h) −→ δ(k)(h(q)) = {h(q)}
induced by h. Moreover, H(σ(q)) is a flag, and hence it is of dimension k. The other
face q′ ∈ δ(q) − {ξ(q), σ(q)} (if exists) is not a splitting face and h(q′) ∈ P<k. So such
q′ ∈ ker(H). Thus
δ(q) − ker(H) = {σ(q), ξ(q)}.
On the other hand, H(q) is a flag and
δ(H(q)) = {H(q)side,H(q)low}.
By case (A) of the definition of H, we have that H(σ(q)) = H(q)side. Thus to prove
that H induces a bijection (22), we need to verify that
H(ξ(q)) = H(q)low. (23)
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But this is the content of Lemma 4.10(13). This proves case (A) of preservation of domains.
Case (B). h(q) ∈ Pk+1 and σ(q) is defined.
In this case H(q) is a high p-flag and
δ(H(q)) = {h(q¯) ⋆ H(q)}q¯∈δ(q)−ker(h) ∪ {H(q)(k+1)}.
From the definition of H we have that if a face q′ ∈ ker(h), then either q′ is a splitting
face or q′ ∈ ker(H). Thus
δ(q)− ker(H) = (δ(q) − ker(h)) ∪ {σ(q)}.
As H(q) is a high p-flag, from the definitions δ on Cyl(P ) and case (A) of H we get that
H(σ(q)) = H(q)(k+1). From Lemma 4.12 we get that, for q¯ ∈ δ(q)− ker(h)), we have
H(q¯) = q¯) ⋆ H(q).
Thus in this case H induces bijection (22), as required.
Case (C) and (D). h(q) ∈ Pk+1 and σ(q) is not defined.
In these cases there are no faces in δ(q) that are sent to flag faces in Cyl(P ). Hence
δ(q) − ker(H) = δ(q)− ker(h)
and
δ(H(q)) = {h(q¯) ⋆ H(q)}q¯∈δ(q)−ker(h).
Thus again using Lemma 4.12 we get that H induces bijection (22) in this case, as well.
Case (E). q ∈ ker(h) and q is not splitting.
The condition is non-trivial if h(q) ∈ Pk. Then we have that
δ(q) − ker(H) = δ(q)− ker(h) = {ξ(q)}
and
δ(H(q)) = {H(γ(q))}.
Thus the bijection (22) is the consequence of Lemma 4.8 in this case. 
4.8 pOpeι is a test category
Thus we have proved that ‘opetopes think’ that Cylh is a product of I and P in pHgι.
Recall that Cylι(P ) is κ!(Cylp(P )), i.e. left Kan extension of Cylι(P ) along κ : pOpe→
pOpeι.
Corollary 4.14. Cylι(P ) is the product of I and P in p̂Opeι.
Proof. Hι is full embedding on hom-sets pHgι(Q,H) where Q is a positive opetope and
H is a opetopic hypergraph. Therefore the universal property of Cylh,ι(P ) with respect
to positive opetopes, Proposition 4.6 translates to universal property of the Cylι(P ) with
respect to resentables in p̂Opeι. But to have universal property of a product in p̂Opeι
with respect to representable functors is the same as to be a product. Thus Cylι(P ) is
the product of I and P in p̂Opeι. 
Theorem 4.15. pOpeι is a test category.
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Proof. pOpeι has terminal object and hence, by Proposition 2.3, we need to verify
that pOpeι is a local test category. By Proposition 2.2, it is enough to show that,
for any positive opetope P , the product I × P in p̂Opeι satisfies the assumptions of
Proposition 2.1. By Corollary 4.14 it is enough to show that Cylι(P ) is straight. Since
the left Kan extension along κ : pOpe → pOpeι preserves colimits, representables and
monomorphisms among them, it preserves straight objects. Thus it is enough to verify
that Cylp(P ) is a straight object. This was done in the proof of Theorem 3.23. 
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