This study aims to review retrospectively the records of Asian patients diagnosed with abdominal aortic aneurysm to investigate the potential correlations between clinical and morphological parameters within the context of whether the aneurysms were ruptured or unruptured. A machine-learning-based approach is proposed to predict the rupture status of Asian abdominal aortic aneurysm by comparing four different classifiers trained with clinical and geometrical parameters obtained from computed tomography images. The classifiers were applied on 312 patient data sets obtained from a regulatory-approved database. The data sets included 17 attributes under three classes: unruptured abdominal aortic aneurysm, ruptured abdominal aortic aneurysm, and normal aorta without aneurysm. Four different classification models, namely, Decision trees, Naïve Bayes, logistic regression, and support vector machines were applied to the patient data set. The models were evaluated by 10-fold cross-validation and the classifier performances were assessed with classification accuracy, area under the curve of receiver operator characteristic, and F-measures. Data analysis and evaluation were performed using the Weka machine learning application. The results indicated that Naïve Bayes achieved the best performance among the classifiers with a classification accuracy of 95.2%, an area under the curve of 0.974, and an Fmeasure of 0.952. The clinical implications of this work can be addressed in two ways. The best classifier can be applied to prospectively acquired data to predict the likelihood of aneurysm rupture. Next, it would be necessary to estimate the attributes implicated in rupture risk beyond just maximum aneurysm diameter.
Introduction
An abdominal aortic aneurysm (AAA) is a dilation of the infra-renal segment of the aorta. 1 As a result of this condition, there is progressive weakening of the arterial wall which is a risk factor for the rupture of the aneurysm. However, the expansion of the aorta varies among individuals and not all AAA cases will result in a rupture. The UK Small Aneurysm Trial Participants 2 concluded that a cut-off diameter of about 5-5.5 cm should be used to recommend surgery for AAA patients. Emergency surgery of the AAA involves high risk and hence it would be useful if a prediction model can be used to assess the risk rupture of an aneurysm without using a one-size fits all approach such as maximum diameter.
Several factors are associated with assessment of AAA rupture risk. Ruptured AAA is seen to have less tortuosity and larger cross-sectional diameter asymmetry. 3 This is in accordance with studies showing higher stresses in asymmetric AAAs. 4, 5 Anatomically accurate AAA models must incorporate non-uniform wall thickness in order to get a realistic assessment of stresses developed on the arterial wall. Di Martino et al. 6 quantified the arterial wall thickness using a laser micrometer with specimens from patients marked for surgical repair. Wall thickness measured in ruptured AAA patients (3.6 6 0.3 mm) was significantly different from those having electively repaired AAA (2.5 6 0.1 mm).
They also observed an inverse correlation between the wall thickness and local tissue strength. Raghavan et al. 7 analyzed four AAA tissue samples extracted from cadavers (three unruptured and one ruptured) and concluded that there was considerable regional variation of wall thickness with significantly reduced values at the rupture site. Based on analysis by Sacks et al., 8 it has been determined that patient-specific AAA have highly tortuous and asymmetric morphologies with regional and local changes in surface curvature and wall thickness values. It is therefore critical that the aneurysm shape and the wall thickness be considered while assessing AAA rupture risk.
Various computational methods have been used to model the AAA mechanical environment, namely, finite element modeling (FEM) and machine learning methods. However, FEM has its limitations as many factors cannot be input to a finite element model, for example, race and family history. 9 Machine learning methods are believed to be more efficient as they can be implemented with a large number of parameters over a large patient cohort without the need for executing simulations with an FEM code. For example, using machine learning and data mining methods to develop models that learn from clinical and biomechanical input data, the models would make predictions based on parameters chosen a priori that are known to affect AAA risk of rupture. A summary of machine learning methods used in the classification of AAA population groups is described elsewhere. 10 Machine learning methods have been used earlier to predict risk of rupture in AAA as well as to estimate parameters such as wall shear stress (WSS), which is reported as one of the biomechanical factors strongly correlated to rupture risk. To find correlations between WSS, blood viscosity, density, velocity, and geometric parameters of AAA and carotid bifurcation models, Jordanski et al. 11 tested three machine learning algorithms: multivariate linear regression, multilayer perceptron neural network, and Gaussian conditional random fields. They were able to predict the temporal evolution of WSS in both the AAA and carotid bifurcation model with high accuracy. The values of WSS correlated in 8 of the 10 time steps of the cardiac cycle and the Gaussian conditional random field performed the best among the methods tested. This was an extension of their previous work on data mining methods to estimate WSS from a number of computational fluid dynamics (CFD) simulations that involve geometric attributes as well. 12 They used a neural network model to estimate the systolic stress, achieving a reduction in time from 114 min for CFD to 0.1 min using data mining methods for 85 patients. Soudah et al. 13 also used artificial neural networks to reduce computational times for estimating WSS. They used 243 idealized AAA models and performed finite element analysis (FEA) on them. Using the results obtained using the finite element technique, two different neural networks were developed and trained: a mesh neural network (MNN) and a tension neural network (TNN). The MNN created an aneurysm mesh in terms of four geometric factors (asymmetry factor, aneurysm diameter, aneurysm thickness, and aneurysm length), and the TNN is coupled with the MNN to calculate the peak WSS on every node of the mesh for a given arterial pressure. This method was able to demonstrate high accuracy in the estimation of WSS when compared to the FEA, although the work was performed with idealized AAA models.
Statistical correlations between biomechanics and shape indices have been carried out by Guillermo et al., 14 where they performed CFD on 13 AAA patient models and plotted correlations of peak wall shear stress (PWSS) and peak intraluminal pressure (PIP) with defined shape indices in one (1D), two (2D), and three dimensions (3D). All the AAA had maximum diameters of less than 40 mm, and hence, maximum diameter and stresses were not highly correlated. Nevertheless, they concluded that length, asymmetry, and saccular index significantly influence the PWSS and PIP. Izbicki et al. 15 presented an assessment of aortic aneurysm rupture risk by applying machine learning methods with the use of patient medical records while identifying the significant factors that play a role in rupture risk. Shum 16 proposed to use computed tomography (CT) image data to improve the performance of an AAA rupture prediction model using 3D image processing techniques to characterize indices of aneurysm size, shape, and regional wall thickness. To this end, multivariate analysis of variance was used to determine the significant difference between the indices and the aneurysm condition as it relates to its unruptured/ruptured status. Shum et al. 17 further investigated the quantitative measurement of AAA geometry and wall thickness to assess rupture risk using the decision trees (DT) method. It was shown that geometry indices and regional variations of AAA shape should be taken into consideration to improve the accuracy in predicting rupture risk. Giannoglou et al. 18 reported on the relationship between the peak wall stresses that can cause aneurysm rupture and several parameters characteristic of an aneurysm's geometry. They showed that 3D analysis of curvature is an important factor is rupture risk assessment.
In this work, four machine learning classifiers were tested for their ability to assess rupture risk in a sample of the Asian AAA population. Such testing was based on performance metrics that include classification accuracy of ruptured AAA, sensitivity, and specificity of each classifier, and a comparative analysis by means of area under the curve (AUC) values. Subsequently, a feature-selection algorithm was applied to rank the most significant attributes correlated with AAA rupture risk, yielding a parametric model. The novel contribution of this work is the derivation of geometric attributes associated with AAA rupture risk in a cohort of Asian patients and a parametric model that can be used in a clinical setting for the assessment of such risk.
Materials and methods
The input data set was collected retrospectively from 312 in-patient medical records drawn from an IRBapproved database. All patients were treated at Tan Tock Seng Hospital in Singapore. The data set included 17 attributes under three classes: U, R, and N. The nine attributes for patient characteristics were A, G, Race, S, ES, D, Hyp, PDA, and body mass index (BMI). Geometric indices measured from standard of care CT images constituted the other eight attributes, which are as follows: D1a, D1c, NL, DAAA, L1, D2, D3, and D4. These indices are illustrated schematically in Figure 1 . The data mining application Weka was used to carry out the comparative machine learning analysis. 19 Weka incorporates an imputation function wherein missing values in a data set are replaced by means of the distribution; this function was used to impute the missing attributes in the current AAA data set.
In this work, four different classifiers were tested to assess the risk of rupture in a population sample of Asian AAA consisting of unruptured and ruptured aneurysms, and normal aortas without aneurysm. The attributes used for the classifiers consisted of nine clinical parameters obtained from existing medical records and eight geometric indices calculated from the segmented and 3D-reconstructed CT abdominal images. The range, mean, and standard deviation values for the quantifiable numerical attributes in the full data set are shown in Table 1 .
Among the 26 ruptured AAA patients in the data set, 24 were men while only 2 were women. The majority of the ruptured AAA patients (21) were in the age group of 58-78 years with the average age being 72.3 years. The average DAAA for this set of patients was 65.7 mm with the highest DAAA being 82.0 mm. All ruptured AAA patients were ex-smokers and hypertensive with only nine showing occurrence of diabetes as well. The mean, range, and standard deviation values for the quantifiable numerical attributes in the ruptured group of the data set are shown in Table 2 . A stratified 10-fold cross-validation method was used to measure model performance using four different classifiers.
There are two evaluation phases in machine learning. The first phase is to choose the most effective method to measure the performance during training. The second phase is to assess the performance for the final outcome of the trained model. The present data set is considered an unbalanced distribution model with limited data. Unbalanced data sets are those in which there are large differences between large samples of negative data and small samples of positive data. 20 Classifier performance was tested using the crossvalidation method. Cross-validation measures the expected error in the number of misclassifications made over the total number of examples that used the performance of the classifier. K-fold cross-validation splits the original data set into k uniformly sized subsamples. Next, the classifier is applied during k iterations that involve training and testing. Within each iteration, one subsample is named the test set and the rest are designated for training. The holdout set is used to calculate the error rate and k-error estimations are averaged to obtain an overall error rate. The most common used value of k is 10, that is, 10-fold cross-validation, which splits the data into 10 subsamples: 9 for training and 1 for testing. This process was used to compare the performance of four classifiers: Naı¨ve Bayes (NB), DT, support vector machines (SVMs), and logistic regression (LR). The algorithms were evaluated by metrics such as classification accuracy, AUC, and F-measures.
A description of the algorithms and metrics is provided in Appendix 2.
Receiver operator characteristic analysis
Receiver operator characteristic (ROC) curves are an effective way to visualize the performance of classifiers. Provost et al. 21 argued that the application of classification accuracy may not be a fair indicator of performance and recommended the use of ROC curves. The accuracy index provides a simple numerical measurement for the overall efficiency of the classifier. The ROC plot displays the ratio between specificity and sensitivity through a single threshold measurement. 22 It is a plot in which the x-axis represents (1-specificity) and the y-axis represents the sensitivity of the classifier. The plot measures the performance of the classifier by means of the true positive fraction and false positive fraction at all possible threshold scores.
The perfect ROC curve is the one that arches up to the top left-hand corner of the plot. As the slope of the curve is closer to a 45°line, the classifier is less accurate. A simple way to represent the ROC performance with a single metric is the AUC, which can be used to analyze multiple classifiers as the performance is measured independently of the chosen threshold. The perfect classifier has an AUC of 1.0. 23 
Feature selection
A wrapper-based feature-selection algorithm was applied to each of the four classifiers. This method yielded the most significant attributes (i.e. geometric indices) for each classifier.
Results
A stratified 10-fold cross-validation method was used to measure model performance using the four different classifiers. As shown in Table 3 , NB achieved the best performance among the classifiers with a classification accuracy of 95.2%, an AUC of 0.974, and an F-measure of 0.952. The results emphasize the outcomes of classes U and R through the confusion matrix. As the goal was to predict AAA rupture risk, the performance of predicting the true positive instances was the key measurement. LR showed a classification accuracy of 94.2%, F-measure of 0.942, and an AUC of 0.885. The least effective classifier in the investigation was SVM with a classification accuracy of 93.9%, F-measure of 0.941, and an AUC of 0.844. A standard confusion matrix key is presented in Table 4 while detailed output parameters on the individual confusion matrices are described in Table 5 . The confusion matrices show that the four classifiers are able to classify the normal aorta patients well with almost no differences in the accuracy between them. As this is a three-class problem, the accuracy of identifying each class (U, R, or N) is important. To this end, the NB classifier is capable of classifying more of the U class even as the R classification is the same for the NB, LR, and SVM classifiers. This is also reflected in the overall accuracy of classification in which the NB outperformed the other classifiers. The DT algorithm, illustrated in Figure 2 , shows the sequence of attributes that must be considered to assess rupture risk with this machine learning algorithm. Neck length is the most significant geometry index, followed by DAAA, D3, G, D, Race, and D1c, in decreasing order of importance. The DT showed a classification accuracy of 92.0%, F-measure of 0.918, and ROC AUC of 0.831. A comparison of the ROC curves for each classifier is shown in Figure 3 . The NB classifier shows the highest AUC among the four classifiers with 0.974. A wrapper-based feature-selection algorithm was applied using each classifier to evaluate a subset of features that are significant in each method. Table 6 lists the features for each classifier; this algorithm results in the best model inclusive of the most significant attributes (geometric and clinical).
Discussion
The goal of this work was to identify a suitable machine learning classifier that can be used at the bedside to assess AAA rupture risk in the Asian patient population. To this end, four classifiers were tested for performance in the classification of ruptured and unruptured AAA based on existing medical records and abdominal CT images of 312 subjects. As seen from the metrics of each classifier, the NB algorithm is the best performer.
Patients with hypertension and a smoking history, along with being Caucasian, exhibit the highest risk for AAA rupture. Prior investigations into Caucasian patients reported that AAA wall surface curvature is highly correlated with wall stress, 18 while AAA sac length is the most significant geometric index contributing to AAA rupture risk assessment. 16 These works suggest that aneurysmal sac shape and size play a significant role in the progression of the aneurysm to rupture and must be considered in any assessment of rupture risk.
In this work, the DT classifier with feature selection showed that AAA neck length is the most significant geometric index correlated to rupture, followed by the maximum transverse diameter and the diameter of the right iliac artery, in order of importance. Noteworthy is that these geometric measures are significantly different in Asians compared to Caucasian patients. While DT would be a suitable tool to aid clinicians at the bedside given the graphical manner in which the testing outcome is obtained, it was the third most effective classifier in this study with a classification accuracy of 92.0%.
Comparing the wrapper-based feature-selection outcomes across classifiers shows that the maximum transverse diameter is the common marker of AAA rupture risk among all classifiers. Nevertheless, features like neck length, the diameter of the right iliac artery, and the distance from the lowest caudal artery to the iliac bifurcation are also important in discriminating between ruptured and unruptured AAA. The models predicted by feature selection are consistent with the morphological differences seen in Asian aortas compared to their Caucasian counterparts. 24, 25 The NB classifier with wrapper-based feature selection was the best performing model consisting of the following attributes as the most significant factors correlated with AAA rupture risk: neck length, right iliac artery diameter, maximum transverse diameter, the distance between the caudal artery and iliac bifurcation, and previous dissection of the aorta. Among the patient history attributes, smoking was not a significant discriminator among any of the classifiers. Clinically, smoking is seen to be highly correlated with AAA incidence in America and Europe. Given the ethnicity of the population studied, we infer that smoking may not have a strong correlation with risk of AAA rupture. The NB and LR classifiers show that previous dissection of the aorta is an important discriminator of ruptured and unruptured AAA.
This work is subject to several important limitations. The attributes of the data set used in this work are known as 1D geometric indices. However, the geometry of an AAA can be quantified with 2D and 3D indices such as curvature and volume, which may also play a significant role in rupture risk. Future work will incorporate those additional attributes that will likely improve the accuracy of the classifiers and help clinicians in their decision-making. The data set is also subject to imputation, which means that there were missing values that were estimated using the mean of the distribution. A larger data set is also needed to build a definitive predictive model that can be a standard for patient care.
In this work, four machine learning algorithms were applied to classify a retrospectively acquired patient data set into normal aorta, unruptured, or ruptured AAA on the basis of 17 attributes obtained from existing medical records and measured from segmented standard of care abdominal computed tomography images. Overall, the NB algorithm yielded the best performance with a 95.2% classification accuracy based on the following five attributes as the most statistically significant discriminators of AAA rupture after feature selection: (1) neck length, (2) right iliac artery diameter, (3) maximum transverse diameter, (4) the distance between the caudal artery and iliac bifurcation, and (5) previous dissection of the aorta. The clinical implications of this outcome can be addressed in two ways. The NB classifier can be applied to prospectively acquired data to predict the likelihood of aneurysm rupture during patient follow-ups. Next, it would be necessary to estimate the attributes implicated in rupture risk beyond just maximum aneurysm diameter.
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Appendix 2
Description of machine learning algorithms used Decision trees. Decision/classification trees are represented as a flowchart that illustrates optional moves from a series of decisions. They can be used to represent classification as well as regression analysis. A classification tree is used to label the class that depends on the value of the attribute. Each internal node denotes an attribute test which controls node division.
Terminal nodes are assigned the status of the class variable being studied. The growing structure stops when all the attributes belong to the same target class or when maximum tree depth is reached.
Naïve Bayes. Naı¨ve Bayes is a classification method based on the concept of conditional probabilities. It assumes that all factors that affect the value of the target variable are independent of each other. For each attribute, it calculates the probability, conditional on the target variable. This is done for all the attributes in the training set. Thereafter, a joint conditional probability is estimated and eventually, using the Bayes' rule, the conditional probability of the target variable is calculated. This is repeated for all the factors/attributes. The Naı¨ve Bayes is a suitable classifier for use when there are several nominal factors in the problem.
Support vector machines . Support vector machines are a type of machine learning method where the algorithm tries to find the vectors in other words, the distance between the boundary separating two classes and the points depicting values of each factor on either side. The distance between the boundary and the closest point is called the margin. The most optimal boundary is the line (in a binary class problem) that has the highest margin.
Logistic regression. Logistic regression is a machine learning classifier which is used when the target variables are binary. It can be used to describe the relationship between the class variable and one or many independent variables that may be numerical or nominal in nature. The output is generally a 0 or a 1. Logistic regression generates a probabilistic function that describes whether each variable belongs to one or the other binary state of the class variable. The process can be described in graphically in terms of a sigmoid function. The method can also be extended to cases where there are more than two categories. This is called multinomial logistic regression.
Performance metrics
Confusion matrix. A confusion matrix is a table containing information that assesses the performance of a classifier on the test set. In binary classification, data are separated into two sets: positive (P) and negative (N). Therefore, the confusion matrix consists of four types of results: two groups of correct classifications as true positive (TP) and true negative (TN), and two incorrect classification groups as false positive (FP) and false negative (FN). The total instances of the four groups equal the number of test examples. The groups are defined as follows:
TP: the target was predicted yes and the actual class is yes. TN: the target was predicted no and the actual class is no. FP: when the system predicted yes and the actual class is no. FN: when the system predicted no and the actual class is yes.
Accuracy, sensitivity, specificity, and precision. These evaluation metrics provide a simple method for comparing the performance of various classifiers. Accuracy calculates the percentage of accurately classified instances and can be expressed in terms of the previously defined groups according to equation ( Precision calculates the extracted instances that are related to each other from the data set, given by equation (4)
F-measure. F-measure is used in the evaluation of classifiers in unbalanced data sets; it incorporates precision and recall into a single metric. It can be used effectively to represent the TP to the arithmetic mean of predicted positives and real positives, according to equation (5)
