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PENERAPAN MODEL ANALISIS REGRESI LOGISTIK DAN ANALISIS KORESPONDENSI PADA METODE SELF HEALING (PENYEMBUHAN DIRI)





Logistic Regression Analysis is a method of statistical analysis that describes the relationship between the response variable that has two or more categories with one or more explanatory variables or interval scale category. In addition there are also correspondence logistic regression can be used to process the data category. Correspondence Analysis is the study of the relationship between two or more qualitative change, with multivariate techniques are graphs used for exploration data from a contingency table. Self Healing is a decision to cure the disease without medical assistance. This study aims to determine the best logistic regression models and models of best correspondence in connecting factors that affect Self-healing and determine the factors that affect Healing Yourself using SPSS software. Kind of research is the theory applied with a quantitative approach is to take the data resident in the village of Makassar Parangtambung then identify and analyze it using logistic regression and correspondence to determine whether there was a significant effect given by factors suspected to self healing. Where the dependent variable is a method of healing and the independent variables were age, sex, marital status, education level and occupation. The results showed that the variables that significantly influence the selection method Self Healing is gender and education level category D3, S1 and more.












terakhir dan pekerjaan. Hasil menunjukkan bahwa variabel-variabel yang signifikan mempengaruhi pemilihan metode Penyembuhan Diri adalah jenis kelamin dan tingkat pendidikan terakhir kategori D3, S1 dan lainnya.






Analisis Regresi Logistik merupakan suatu metode analisis statistika yang mendiskripsikan hubungan antara peubah respon yang memiliki dua kategori atau lebih dengan satu atau lebih peubah penjelas berskala kategori atau interval[1]. Berdasarkan uraian di atas, maka Regresi Logistik dapat dikatakan sebagai proses pemodelan yang diterapkan untuk mendiskripsikan hubungan antara variabel terikat dengan satu atau lebih variabel bebas. Selain Analisis Regresi Logistik, Analisis Korespondensi juga merupakan teknik lain yang dapat kita gunakan untuk menangani data kategori dan memungkinkan untuk menganalisis dua atau lebih kategori variabel dalam satu langkah dan menampilkan hubungan grafis.

Analisis Korespondensi merupakan suatu ilmu yang mempelajari hubungan antara dua atau lebih perubahan kualitatif, dengan teknik multivariat secara grafik yang digunakan untuk eksplorasi data dari sebuah tabel kontingensi[2]. Metode korespondensi ini memproyeksikan baris-baris dan kolom-kolom dari matriks data sebagai titik-titik ke dalam sebuah grafik berdimensi rendah. Analisis ini sangat tepat untuk menganalisis data variabel kategori yang dapat digambarkan secara sederhana dengan tabulasi silang, tidak hanya menggambarkan hubungan antara baris dengan kolom, tetapi juga antar kategori dalam setiap baris dan kolom, memberikan tampilan grafik gabungan dari kategori baris dan kolom pada satu gambar dengan dimensi yang sama.





1.	Bagaimana kajian matematis estimasi parameter Regresi Logistik Biner dan Korespondensi?

2.	Bagaimana model terbaik Regresi Logistik Biner dalam menghubungkan faktor-faktor yang mempengaruhi Penyembuhan Diri?

3.	Faktor-faktor apa yang mempengaruhi seseorang dalam Penyembuhan Diri?







Analisis Regresi (regression analysis) merupakan suatu teknik (technique) untuk membangun persamaan garis lurus dan menggunakan persamaan tersebut untuk membuat perkiraan (prediction)[3]. Analisis Regresi dalam statistika adalah salah satu metode untuk menentukan hubungan sebab-akibat antara satu variabel dengan variabel-variabel yang lain. Dengan Analisis Regresi kita juga dapat memperhitungkan besarnya pengaruh dari perubahan suatu variabel terhadap variabel lain. bentuk model persamaan Analisis Regresi Sederhana dari variabel terikat terhadap variabel bebas, yaitu:
=  +   +	(2.1)
Dimana:

= variabel terikat = variabel bebas

= intersep/ konstanta parameter taksiran/titik potong kurva terhadap sumbu Y = koefisien regresi/slop

= error (  − ̂)
Analisis Regresi Logistik Biner

Regresi Logistik merupakan metode statistik yang diterapkan untuk memodelkan peubah respon yang bersifat kategori (skala nominal/ordinal) berdasarkan satu atau lebih peubah prediktor yang dapat berupa peubah kategorik maupun kontinu (skala interval/rasio). Regresi Logistik tidak memerlukan asumsi normalitas, heteroskedastisitas dan autokorelasi karena variabel terikat yang terdapat pada Regresi Logistik merupakan variabel dummy (0 dan 1), sehingga residualnya tidak memerlukan ketiga pengujian tersebut.

Bentuk umum model peluang Regresi Logistik dengan p variabel penjelas, diformulasikan sebagai berikut:
	  ( ) =	exp( 0 + 1  1 +  2  2 + ⋯ +)
		1 + exp(  +++ ⋯ +)
	01  12  2	
Dimana:	
  ( ) = peluang kejadian sukses	
	dengan nilai probabilitas   0 ≤   ( ) ≥ 1	
0	= bilangan konstan	
	= nilai parameter dengan j=1, 2,	
	3, …, p	
	= nilai variabel bebas dengan	
	j=1,2,3,…,p	
  ( ) merupakan fungsi yang non linier, sehingga perlu dilakukan transformasi kedalam bentuk logit untuk memperoleh fungsi yang linier. Dengan melakukan transformasi dari logit   ( ), maka didapat persamaan yang lebih sederhana, yaitu:
  ( )
g(x) = ln (⁡1 −   ( ))










0 ∶⁡ 1 = 2 = ⋯ = = 0 (tidak ada pengaruh variabel bebas secara simultan terhadap variabel terikat)
1 ∶⁡minimal ada satu	≠ 0 (ada  pengaruh paling sedikit satu variabel bebas  terhadap
variabel terikat)
Untuk	= 1,2,3, … , . Statistik uji yang digunakan adalah:






0 = Maksimum Likelihood dari model reduksi (Reduced Model) atau model yang terdiri dari konstanta saja

= Maksimum Likelihood dari model penuh (Full Model) atau model yang terdiri dari semua variabel bebas
Statistik	2	ini	mengikuti	distribusi	Chi-square	dengan	derajat	bebas	p	sehingga





Pada umumnya, uji ini dilakukan setelah uji signifikasi model memutuskan bahwa minimal ada satu variabel bebas yang memiliki pengaruh signifikan terhadap variabel tak bebas. Pengujian keberartian parameter (koefisien ) secara partial dapat dilakukan melalui Uji Wald dengan hipotesisnya sebagai berikut:

0 ∶	= 0⁡(variabel bebas ke j tidak mempunyai pengaruh secara signifikan terhadap variabel terikat)
0 ∶	≠ 0⁡(variabel bebas ke j mempunyai pengaruh secara signifikan terhadap variabel
terikat)
Untuk	= 1,2,3, … , . Dengan statistik uji sebagai berikut:




  ( ̂ ) : penduga galat baku dari	.

Hipotesis akan ditolak jika > 2( ,  ) atau p-value < , yang berarti variabel bebas (Xj) secara partial mempengaruhi variabel tak bebas (Y).

Rasio kecenderungan (Odds Ratio)

Odds ratio merupakan ukuran risiko atau kecenderungan untuk mengalami kejadian tertentu antara satu kategori dengan kategori lainnya. Odds ratio dilambangkan dengan , didefinisikan sebagai perbandingan dua nilai odds xj = 1 dan x j = 0, sehingga:
[  (1)⁄[1 −   (1)]]
= [  (0)⁄[1 −   (0)]] = exp(  )





Pemilihan Model Regresi Logistik Terbaik

Pemilihan model regresi logistik terbaik dapat dengan menggunakan beberapa langkah berikut ini[4]:
1.	Seleksi peubah satu-satu.
2.	Setelah analisis peubah satu selesai, kita lanjutkan ke peubah banyak
Langkah selanjutnya setelah model ditentukan adalah, langkah verifikasi yaitu dengan
cara:
1.	Memeriksa nilai statistik G dan nilai statistik Wald.

2.	Memilih model regresi logistik terbaik yakni model yang mempunyai nilai statistik G terkecil.

Interpretasi Koefisien Model Regresi Logistik Biner

Interpretasi dari suatu model merupakan inferensi dan pengambilan kesimpulan berdasarkan koefisien yang diestimasi. Interpretasi dari suatu model menyangkut 2 hal yaitu :

1.	Perkiraan mengenai hubungan fungsional antara variabel terikat dengan variabel bebas.





Analisis Korespondensi adalah prosedur grafis untuk menunjukkan hubungan (asosiasi) dalam sebuah tabel frekuensi[5]. Analisis Korespondensi merupakan analisis yang digunakan untuk mencari representasi simultan terbaik dari himpunan data yang membentuk baris dan kolom dari sebuah matriks data dan sangat baik diterapkan pada tabel silang, serta deskripsi tabel dengan kode biner. Hal tersebut, menjadi dasar pembentukan grafik yang merepresentasikan hubungan tabulasi silang dalam matriks. Jika n adalah total frekuensi dalam matriks X, maka bentuk sebuah matriks proporsi P = {pij} dengan membagi setiap elemen X dengan n, yaitu:





		(  ×  )			(  ×  )
					

Matriks P dinamakan matriks Correspondence. Dan total inersia dapat ditulis sebagai berikut:
       ⁡         =⁡∑ 12
 =1

Penyembuhan Diri (Self Healing)







Jenis penelitian yang digunakan adalah jenis penelitian teori terapan yang dilaksanakan dengan pendekatan kuantitatif yaitu dengan mengambil data penduduk Makassar di Kelurahan Parangtambung kemudian mengidentifikasi dan menganalisisnya dengan menggunakan Regresi Logistik dan Korespondensi untuk mengetahui apakah ada pengaruh yang signifikan yang diberikan oleh faktor-faktor yang diduga mempengaruhi Penyembuhan Diri.

BI.	Hasil Penelitian dan Pembahasan

1.	Kajian Matematis Estimasi Parameter Model Regresi Logistik Biner dan Korespondensi

 Regresi Logistik Biner

Dalam model regresi logistik, nilai harapan antar variabel respon tidak linier serta memiliki varians yang tidak sama, sehingga penduga parameter diperoleh melalui metode
Maximum Likelihood Estimation (MLE)[6].

Misalkan dilakukan n percobaan yang saling bebas dengan yi adalah variabel terikat dari observasi ke-i (i = 1, 2, …, n) berdistribusi binomial dengan probabilitas sukses   (  ) dan
probabilitas gagal 1 −   (  ). yi mempunyai fungsi densitas sebagai berikut:
 (  ) = [  (  )] [1 −   (  )]⁡1− 	,	= 0, 1
				
Karena observasi saling bebas maka fungsi likelihood didapat sebagai hasil perkalian dari masing-masing fungsi densitas, yaitu:
 ( ) = ∏  (  )
 =1
= ∏[  (  )] [1 −   (  )]⁡1− 
 =1

Dengan adalah parameter yang tidak diketahui dan adalah variabel bebas pada observasi ke-i. Prinsip dari metode maksimum likelihood adalah mencari nilai dengan memaksimumkan fungsi likelihood. Untuk itu agar lebih mudah, terlebih dahulu dibentuk logaritma natural dari fungsi likelihood,
 ( ) = ln  ( )
= ∑{  ( 0 + 1 1) − ln(1 +    ( 0 + 1 1))}
 =1
kemudian mendeferensialkan logaritma natural dari fungsi likelihood tersebut terhadap
masing-masing parameter, yaitu  0 dan  1.		
	   ( )	=⁡ ∑	[  −   (  )] = 0, dan			
							
	  ( 0)	 =1										
	   ( )	=⁡ ∑	[  −   (  )] = 0.				
								
	  ( 1)	 =1										
	Dalam notasi matriks, turunan parsial pertama adalah
					   ( )								1	1	
	   ( )					1	1		…	1		
			  ( 0)									
														2	2	
			= [	   ( )	] = [	1	2	⁡⁡⁡⁡	…		] [[…	] − [ …	]] atau
														
					  ( 1)										








Persamaan log likelihood pada persamaan di atas bukan merupakan fungsi linier dalam 0 dan 1 sehingga harga taksiran dicari dengan menggunakan metode numerik. Metode yang dipakai untuk memecahkan masalah ini adalah metode Newton-Raphson. Untuk itu diperlukan turunan parsial kedua log likelihood, yaitu:
2 ( )			
	= − ∑ 2	(1 −  )




= − ∑	(1 −	)
 =1
2 ( )	2
  ( 12) = − ∑	 1	(1 −	)

 =1
2 ( )	2 ( )
0  1	=	1  0

= − ∑  0   1	(1 −	)
 =1
= − ∑  1	(1 −	)
 =1
Dengan	 0: nilai	pada saat y = 0 (nilai	 0 = 1) dan   1: nilai	pada saat y = 1.

Dari turunan parsial kedua fungsi log likelihood dibentuk matriks berukuran (2x2) yang memiliki elemen-elemen negatif dari nilai-nilai dalam persamaan persamaan diatas. Sebut matriks ini sebagai matriks informasi yang dinyatakan dengan  ( ). Bentuk matriks informasi tersebut adalah:
2 ( )	2 ( )
 ( ) = [	  ( 	2)				],				
	0		1	0					
	2 ( )    2 ( )					
				  ( 	2)					
	0	1		1					
											
	∑  (1 −  )	∑  1  (1 −  )	
=	 =1					 =1			
											
	∑	(1 −  )	∑ 2	(1 −  )	
[ =1	 1					 1			]
							 =1			
Prosedur Newton-Raphson untuk mencari taksiran , j = 0, 1 dengan langkah-langkah sebagai berikut:
1.	Pilih taksiran awal, misalkan   1= 0, m = 1, 2, …
2.	Pada setiap iterasi ke (m+1) hitung taksiran baru:   ( +1) =+ [ ( )]−1  ′[ −   ]




Dalam analisis korespondensi dikenal istilah tabel silang dua arah, langkah utama untuk menggambarkan hubungan dalam sebuah tabel silang dua arah yaitu:









Dimana rank ( ∗) = rank (̃) ≤ J-1, = = , dan matriks diagonal ∧=      (  1, 2, … ,  −1) memuat niali singular, sepanjang diagonal yang diurutkan dari yang
terbesar ke yang terkecil.
2.	Tetapkan =	1⁄2	dan ̃ =	1⁄2	kemudian nilai singular dekomposisi ̃ adalah
 −1
̃ =	−	′ = ̃ ∧ ̃  = ∑   ̃  ̃
 =1

Dimana  ̃ adalah vektor kolom ke-j dari ̃ dan  ̃ adalah vektor kolom ke-j dari ̃. Dari representasi vector kiri dan kanan dinormalkan untuk mendapatkan satuan panjang secara
berurutan dalam matriks   −1 dan   −1. Jadi,				̃		
̃		−1		̃		̃		−1				
	⁡		⁡		=		⁡		⁡		=	
(  − 1)						(  − 1)				× (  − 1)		(  − 1) × (  − 1)
	×	(  ×  )  × (  − 1)			×	(  ×  )			
3.	Hitung koordinat dari profil baris dan kolom masing-masing adalah:
		−1		̃	∧
	=		⁡		
× (  − 1)					(  − 1) × (  − 1)⁡
		(  ×  )	× (  − 1)
		−1		̃	∧
	=		⁡		
× (  − 1)				× (  − 1)	(  − 1) × (  − 1)⁡
		(  ×  )		
4.	Inersia yang digambarkan pada akhir dari sumbu koordinat dalam plot dua dimensi adalah kuadrat dari nilai singular yang berhubungan dengan dua dimensi tersebut. Sehingga total inersia dapat ditulis sebagai berikut:
       ⁡         =⁡∑ 12
 =1

Yang berarti jumlahan kuadrat dari semua nilai singular yang tidak nol. Dimana, 1 ≥ 2 ≥ ⋯ ≥ ≥ 0 adalah elemen diagonal yang tidak nol dari matriks . Di sini, K = rank (̃), dan seperti pada umumnya rank (̃) = min {I-1,J-1}.

Dari persamaan diatas kita dapat mencari nilai proporsi inersia setiap dimensi dengan cara membagi nilai inersia tiap dimensi dengan total nilai inersia. Begitupula dengan mencari nilai proporsi inersia kumulatif dengan menjumlahkan setiap nilai proporsi inersia setiap dimensi. Jumlah total nilai tiap proporsi tidak lebih dari 1.

2.	Model Terbaik Regresi Logistik Biner dalam Menghubungkan Faktor-faktor yang Mempengaruhi Penyembuhan Diri

Untuk mendapatkan model Regresi Logistik terbaik maka dilakukan beberapa analisis antara lain:

a.	Menentukan Model Regresi Logistik yang Layak
Untuk mendapatkan model Regresi Logistik terbaik maka akan dilakukan analisis semua

kemungkinan yang dapat dibentuk dari variabel bebas terhadap variabel terikat. Sesuai dengan kombinasi yang mungkin dari k variabel bebas, banyaknya model yang dibuat adalah 2k-1, untuk kasus ini jumlah variabel bebasnya adalah 5, maka akan didapatkan 25-1=31 model.

Dari hasil analisis yang telah dilakukan diketahui bahwa dari 31 model regresi logistik, semua bentuk model layak untuk memprediksi besarnya peluang memilih metode Penyembuhan Diri, sedangkan untuk menentukan model yang terbaik dapat dilakukan dengan memilih nilai uji G yang terkecil.

b.	Menentukan Model Regresi Logistik Terbaik
Berdasarkan  hasil  yang  telah  diperoleh  maka,  nilai  uji  G  yang  paling  kecil  adalah





terikat metode penyembuhan dengan variabel bebas usia, jenis kelamin, status perkawinan, tingkat pendidikan terakhir dan pekerjaan. Dengan demikian model regresi logistik yang terbaik untuk memprediksi besarnya peluang memilih metode penyembuhan pada masyarakat Kelurahan Parangtambung yang dipengaruhi usia, jenis kelamin, status perkawinan, tingkat pendidikan terakhir dan pekerjaan adalah

 ( ) = −42,030 − 0,019 1 + 0,841 2 + 0,424 3(1) − 0,227 3(2) + 19,504 4(1) + 20,440 4(2) + 21,141 4(3) + 21,539 4(4) + 22,160 4(5) − 19,853 5(1) − 19,637 5(2) − 20,351 5(3)

	Metode Penyembuhan Diri yang Dipengaruhi oleh Usia, Jenis Kelamin, Status Perkawinan, Tingkat Pendidikan Terakhir, dan Pekerjaan (X1, X2, X3, X4, X5)
(1)	Uji Kesesuaian Model

Tabel Hosmer and Lemeshow Test Pemilihan Metode Penyembuhan yang Dipengaruhi oleh Usia, Jenis Kelamin, Status Perkawinan, Tingkat Pendidikan Terakhir dan Pekerjaan





H0 : Model telah cukup menjelaskan data (Goodness of Fit)
H1 : Model tidak cukup menjelaskan data
H0 di tolak jika nilai p < α. Berdasarkan hasil output di atas dapat dilihat bahwa nilai	2
=	7,855. Karena nilai p = 0,448 > taraf signifikansi α = 0,05 maka dapat disimpulkan bahwa model sesuai dengan data. Artinya, usia, jenis kelamin, status perkawinan, tingkat pendidikan terakhir dan pekerjaan memberi kontribusi yang signifikan terhadap odds ratio metode Penyembuhan Diri. Dengan kata lain, model ini layak digunakan untuk memprediksi besarnya peluang memilih metode Penyembuhan Diri.

(2)	Menguji Keseluruhan Parameter dengan Menggunakan Uji G
Tabel Omnibus Tests of Model Coefficients Pemilihan Metode Penyembuhan yang
Dipengaruhi oleh Usia, Jenis Kelamin, Status Perkawinan, Tingkat Pendidikan Terakhir
dan Pekerjaan

Omnibus Tests of Model Coefficients
	Chi-square	df	Sig.
Step	61.953	12	.000
Step 1  Block	61.953	12	.000
Model	61.953	12	.000

Berdasarkan hasil output di atas jelas terlihat bahwa nilai chi-square yang diperoleh adalah 61,953 dengan derajat kebebasan = 12, dan nilai p = 0,000. Karena nilai p = 0,000 < α

=	0,05 maka dapat disimpulkan bahwa usia, jenis kelamin, status perkawinan, tingkat pendidikan terakhir dan pekerjaan memberi kontribusi yang signifikan terhadap odds ratio memilih metode Penyembuhan Diri.

(3)	Menguji Tiap-Tiap Parameter dengan Menggunakan Uji Wald

Method = Backward Stepwise (Wald)
Tabel Variables in the Equation Pemilihan Metode Penyembuhan yang Dipengaruhi oleh

Usia, Jenis Kelamin, Status Perkawinan, Tingkat Pendidikan Terakhir dan Pekerjaan














Method = Forward Stepwise (Wald)

Tabel Variables in the Equation Metode Forward Pemilihan Metode Penyembuhan yang Dipengaruhi oleh Usia, Jenis Kelamin, Status Perkawinan, Tingkat Pendidikan Terakhir dan Pekerjaan









a. Variable(s) entered on step 1: TPT4.
b. Variable(s) entered on step 2: TPT3.
c. Variable(s) entered on step 3: TPT5.

d. Variable(s) entered on step 4: JK.

Dari tabel-tabel diatas diketahui bahwa variabel yang signifikan mempengaruhi pemilihan metode Penyembuhan Diri adalah jenis kelamin dengan p-value = 0,038, tingkat pendidikan terakhir (D3) dengan p-value = 0,000 dan tingkat pendidikan terakhir (S1) dengan p-value = 0,000 serta tingkat pendidikan terakhir (lainnya) dengan p-value = 0,003 yang masing-masing p-valuenya < α = 0,05.

3.	Faktor-Faktor yang Signifikan Mempengaruhi Pemilihan Metode Penyembuhan Diri

Dari semua analisis yang telah dilakukan untuk mendapatkan model terbaik, maka diketahui faktor-faktor yang berpengaruh signifikan terhadap pemilihan metode Penyembuhan Diri adalah variabel
	Jenis kelamin ( 2).
	Tingkat Pendidikan Terakhir ( 4) (3/D3).
	Tingkat Pendidikan Terakhir ( 4) (4/S1).
	Tingkat Pendidikan Terakhir ( 4) (5/Lainnya).

4.	Analisis Korespondensi dari Model Terbaik Regresi Logistik Biner dalam Menghubungkan Faktor-faktor yang Mempengaruhi Penyembuhan Diri

Kali ini penulis membuat analisis korespondensi dari model Regresi Logistik terbaik yang telah didapatkan sebelumnya

	Interpretasi Hubungan Metode Penyembuhan Diri yang Dipengaruhi oleh Usia, Jenis Kelamin, Status Perkawinan, Tingkat Pendidikan Terakhir dan Pekerjaan (X1,X2, X3, X4,
X5)
Tabel Nilai Singuler, Inersia, Proporsi yang Dijelaskan dan Proporsi Kumulatif antara



















































Gambar Plot Metode Penyembuhan dengan Usia, Jenis Kelamin, Status Perkawinan, Tingkat Pendidikan Terakhir dan Pekerjaan










variabel tingkat pendidikan terakhir (+) yang berarti bahwa tingkat pendidikan terakhir (SD) (19,504) cenderung mengalami kenaikan dalam pemilihan metode Pemnyembuhan Diri sebesar 295535860,060 kali, tingkat pendidikan terakhir (SMP) (20,440) cenderung mengalami kenaikan sebesar 753360070,543 kali, tingkat pendidikan terakhir (D3) (21,141) cenderung mengalami kenaikan sebesar 1519052758,421 kali, tingkat pendidikan terakhir (S1) (21,539) cenderung mengalami kenaikan sebesar 2261523870,214 kali dan kenaikan terhadap faktor tingkat pendidikan terakhir (lainnya) (22,160) sebesar 4206309180,544 kali. Begitu juga nilai variabel pekerjaan (-) yang berarti bahwa pekerjaan (PNS) (-19,853), pekerjaan (swasta) (-19,637) dan pekerjaan (lainnya) (-20,351) masing-masing cenderung mengalami penurunan konstan yaitu 0,000 dalam pemilihan metode Pemnyembuhan Diri.












a. The cut value is .500				

Pada tabel diatas klasifikasi menunjukkan tingkat keakuratan model mencapai 86,3% yang berarti model tersebut sudah sangat akurat. Tetapi tetap masih ada 13,7% faktor-faktor lain yang mempengaruhi pemilihan metode penyembuhan pada masyarakat Kelurahan Parangtambung.





Estimasi parameter ( ) Regresi Logistik Biner dilakukan dengan mencari nilai yang memaksimalkan fungsi likelihood melalui log likelihood dengan menggunakan metode Newton-Raphson. Sedangkan nilai inersia pada analisis Korespondensi didapatkan dengan menguadratkan nilai singular yang biasa disebut dengan nilai eigen.
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