Finding appropriate inductive loop invariants for a program is a key challenge in verifying its functional properties. Although the problem is undecidable in general, several heuristics have been proposed to handle practical programs that tend to have simple control-flow structures. However, these heuristics only work well when the space of invariants is small. On the other hand, machine-learned techniques that use continuous optimization have a high sample complexity, i.e., the number of invariant guesses and the associated counterexamples, since the invariant is required to exactly satisfy a specification. We propose a novel technique that is able to solve complex verification problems involving programs with larger number of variables and non-linear specifications. We formulate an invariant as a piecewise low-degree polynomial, and reduce the problem of synthesizing it to a set of integer linear programming (ILP) problems. This enables the use of state-of-the-art ILP techniques that combine enumerative search with continuous optimization; thus ensuring fast convergence for a large class of verification tasks while still ensuring low sample complexity. We instantiate our technique as the open-source OASIS tool using an off-the-shelf ILP solver, and evaluate it on more than 300 benchmark tasks collected from the annual SyGuS competition and recent prior work. Our experiments show that OASIS outperforms the state-of-the-art tools, including the winner of last year's SyGuS competition, and is able to solve 9 challenging tasks that existing tools fail on.
This class of verification problems has been studied extensively, and several approaches have been proposed for automatically inferring loop invariants for these problems. Traditionally successful approaches for this problem are based on enumerating all possible expressions for the invariant. Broadly, the system searches for an invariant and in case of incorrect guess, is provided a proof for incorrectness. The system then uses this proof as a guiding example to refine the next candidate invariant. Although this simple heuristic works well on small problems, enumerative search fails to scale as the space of invariants grows. For example, the LOOPINVGEN [23, 24] tool, which has won the 2017 and 2018 SyGuS-Comp [6, 7] fails to handle most programs with non-linear integer arithmetic since introducing non-linearity significantly increases the space of possible expressions.
Recent prior work [28, 30] propose using machine learning (ML) and continuous optimization techniques to solve the above-mentioned search problem. However, these techniques also do not scale to challenging problems. A key issue is that while continuous optimization is highly efficient for solving a problem approximately, invariant synthesis demands finding an exact solution. Current methods attempt to solve the problem by "rounding" the solution, which, due to the combinatorial nature of the problem, can lead to arbitrary incorrect solutions. Furthermore, incorporating a "proof" of incorrectness is akin to adding a single constraint to the optimization problem, and it often results in an approximate solution that leads up to the same rounded solution. Hence, in general, sample complexity of these techniques can also be fairly large for reasonably hard problems.
In this paper, we propose a novel approach called OASIS, 1 that closely integrates the enumerative search and combinatorial optimization methods. In particular, we parameterize the invariant as a piecewise low-degree polynomials and iteratively search for invariants that satisfy the proofs of incorrectness generated for the previous guesses. We show that the problem of guessing such piecewise low-degree polynomials can be reduced to that of an integer linear program (ILP). Furthermore, our formulation allows for incorporating constraints that ensure small and natural expressions that have been shown to generalize better [23] . These ILPs can be discharged to standard solvers that ensure optimal solutions. This enables our technique to efficiently synthesize invariants for many challenging verification tasks with a reasonably small number of samples and iterations.
We evaluate OASIS on more than 300 verification tasks from recent prior work [24, 28] . We show that our tool consistently outperforms the state-of-the-art enumerative [23, 24] and ML techniques [28] in terms of the number of tasks solved. Our experiments indicate that our technique is efficient both in terms of time and sample complexity. OASIS solves most tasks within 300 s, unlike the recent ML-based method by Si et al. [28] that requires up to one hour per benchmark.
Background
In this section, we formally define the problem of verifying correctness of programs, then explain the key role of loop invariants, and conclude with a brief discussion of the prior work. Figure 1 : A non-linear verification task proposed by Garg et al. [18] The first step in program verification is defining a specification for the desired property. Typically [3, 4] this is provided as a pair of logical formulas - (1) a precondition that constrains the initial state of the program, and (2) a postcondition that validates the final state after execution of the program. Throughout this paper, by a program state (or simply state) we denote the specific values of the program variables at some point during execution. Many programming languages support the assume and assert keywords, for stating the pre-and post-conditions respectively. For example, Figure 1 shows a program that computes the sum 1 The name OASIS stands for Optimization And Search for Invariant Synthesis. of the first a positive odd numbers, and a specification that encodes the well-known result that this sum should be a 2 . Given such a specification, we define the verification problem as: Definition 1 (Program Verification). Given a program P and a specification consisting of a pair of formulas -a precondition ρ and a postcondition φ, the verification problem is to decide whether every terminating execution of P starting from any state that satisfies ρ halts at a state that satisfies φ.
Program Verification and Loop Invariants
In the Floyd-Hoare logic (FHL) [17, 20] , this problem is abbreviated to the formula {ρ} P {φ}, called a Hoare triple. We say that a Hoare triple is valid if the correctness of P can be provably demonstrated.
The FHL offers initial theoretical underpinnings for automatic verification by providing a set of inference rules that can be recursively used on the program structure.
However, the FHL inference rules are sufficient only for validating Hoare triples that are defined on loop-free programs. Applying these rules on a loop requires an additional parameter called a loop invariant -a predicate over the program state that is preserved across each iteration of the loop. To establish the validity of a Hoare triple, the FHL require a loop invariant to satisfy three specific properties, and a predicate that satisfies all three is called a sufficient loop invariant. Thanks to efficient theorem provers [9, 14] , today it is possible to automatically check if a given predicate is indeed a sufficient loop invariant. However, automatically finding such a loop invariant for arbitrary loops is undecidable in general, and even simple practical instances are challenging for state-of-the-art tools. For example, to prove the correctness of our motivating example shown in Figure 1 , the loop invariant I ≡ (s = a 2 ) ∧ (t = 2a + 1) is sufficient. However, our experiments indicate that all state-of-the-art tools fail to solve this verification task within reasonable time limit.
Loop Invariant Inference: The State of The Art
Static Analyses. The traditional symbolic approaches for inferring loop invariants include abstract interpretation [12, 13] , predicate abstraction [8] , interpolation [21] , constraint solving [11, 19] , and abductive inference [15] . These techniques, however, restrict the theories to which they may be applied, or the shapes of invariants that they may infer.
Data-Driven Synthesis. Complementing the symbolic analyses are the data-driven "guess-andcheck" approaches [18, 23, 24, 26, 27] . These techniques heuristically search for an expression consistent with observed program traces and counterexamples. Although these heuristics work well for verification tasks where the space of invariants is small, they do not scale to large spaces.
Machine Learning. Recently, ML techniques that rely on continuous optimization instead of heuristics have been proposed for scalability. Zhu et al. [30] use support-vector machines (SVMs) for learning expressions that partially satisfy the VCs, and then combine them using decision trees. Si et al. [28] propose a neural network (NN) that predicts an invariant using only the counterexamples. These techniques however have large sample complexity since an invariant must exactly satisfy all VCs, unlike typical scenarios for SVMs and NNs that require only an approximate solution.
Our technique OASIS combines the best of both worlds -search and optimization. The closest prior work to ours is that by Sharma and Aiken [26] which is based on Metropolis-Hastings. They formulate learning the entire loop invariant as a single optimization problem, which is in general too irregular to be amenable to exact optimization techniques. We instead build on a multi-stage learning technique proposed by Padhi et al. [23] that allows us to formulate efficiently solvable exact optimization subproblems and combine them to the final invariant. We detail this in Section 3.2.
Overview of Our Approach
In this section we first describe a reduction of the problem of inferring sufficient loop invariants to a classification problem, the initial inspiration for which comes from prior work by Sharma et al. [27] . We then briefly overview our classification technique, and finally show how we can incrementally improve the classifier using counterexamples generated for each VC.
Invariant Inference as Binary Classification
A sufficient loop invariant can be viewed as an exact separator -it should demonstrate that the set of possible states at the entry to a loop (called loop-head states) are disjoint from those that violate the postcondition; therefore establishing that the postcondition would be satisfied for all executions. Consider verifying our motivating example from Figure 1 . We visualize the classification problem in Figure 2 . VC pre and VC ind from Definition 2 require I (dashed blue ellipse) to capture all possible loop-head states (cyan dots). These include states satisfying the precondition ρ (green circle), e.g., (n = 10, a = t = s = 1) appearing before the first iteration, and the subsequent states after each iteration (indicated by the arrows), e.g., (n = 10, a = 2, t = 3, s = 4), (n = 10, a = 3, t = 5, s = 9) etc. The ¬G ∧ ¬φ space (red rectangle) denotes the states violating the postcondition, e.g., (n = 10, a = 4, t = 1, s = 4). VC pos forces I to be disjoint with this space. Such an invariant I guarantees that no execution would terminate at a state that violates the desired postcondition φ.
Note that efficiently finding the set of all possible loop-head states is undecidable in general. Indeed, if the set of all loop-head states is known, e.g., for loops with a bounded number of iterations, then this set itself describes a sufficient loop invariant and verification is always decidable.
Counterexample-Guided Refinement of Classifiers
We now describe our core framework for building a classifier and gradually refining it with counterexamples. Our overall approach in OASIS is largely influenced by LOOPINVGEN [23] , a state-of-the-art tool which won the invariant-inference (Inv) track of 2017 and 2018 SyGuS-Comp [6, 7] . Instead of learning the entire loop invariant in a single shot, LOOPINVGEN introduced a multi-stage learning technique that composes the final invariant out of several predicates learned over smaller subproblems. 18 if δ = True then return I Essentially, in line 13 we first learn a set F of predicates over subproblems by invoking LEARN, and then use a standard Boolean-function learner [23] BOOLCOMBINE in line 14 to learn a Boolean combination of these predicates and update the candidate invariant. The predicates in F are learned in a demand-driven manner. In line 11, the CONFLICT procedure selects two sets (σ + , σ − ) ⊆ P × N that are conflicting, i.e., these positive and negative examples are indistinguishable modulo F. The LEARN procedure then generates a distinguishing predicate for (σ + , σ − ). For more details on this framework, we refer to the LOOPINVGEN paper [23] .
The primary difference between OASIS and LOOPINVGEN is the LEARN procedure -while LOOPINVGEN uses exhaustive enumeration, which does not scale to large search spaces, OASIS uses integer-linear programming as we discuss in the next section.
The ILP Formulation
In this section, we formulate the problem of generating candidate predicates for synthesizing invariants, given a set of labeled program states, i.e., the LEARN call in line 13 of Figure 3 . Let V denote the set of program variables, and p(σ) denote a polynomial of degree at most r defined over the program states σ ∈ Σ ⊆ Z |V| . We model the problem of inferring loop invariants H : Z |V| → {True, False} as a search problem over piecewise thresholded polynomials:
is the vector with coordinates corresponding to the terms in the multinomial expansion of 1, σ r . The membership predicates (i.e., 1 {σ ∈ Σ i }) themselves can be written as polyhedral constraints, and therefore can be subsumed in the product term. Rewriting the resulting logical formulae in conjunctive normal form, with C denoting the number of conjuncts and D the number of disjuncts in each conjunct, we have:
Given a set of program states with corresponding labels, our task is to find a candidate invariant/predicate ∈ H CNF such that (1) it accurately classifies the given program states, and (2) it generalizes to unseen program states The first part is a search question, whereas the second part suggests learning to choose simple and natural predicates. Note that the class of invariants H CNF is very powerful -one can trivially fit any given set of examples. The search problem becomes meaningful on a given set of program states, if we restrict the predicate sizes (i.e., C and D) to be small. Integer-manipulation programs imply polynomial coefficients w and b should be integers as well. Furthermore, the polynomial coefficients are governed by program variables themselves, which are often bounded. Finally, and most importantly, we are not dealing with arbitrary predicate formulas, but ones that have a nice conjunction-of-disjunctions structure. These observations enable reformulating the search problem as an integer-linear programming (ILP) problem that can be efficiently solved.
Consider the search problem (1) above: formally, we want to find a predicatep ∈ H CNF that accurately classifies a given set of labeled program states {σ n , y n } N n=1 , where y n ∈ {0, 1}. It is convenient to think ofp as a tree of depth 3: the program variables form the input layer to thresholded polynomials, which are grouped by operators to yield disjunctive predicates. The root node is the operator that represents conjunction of the predicates represented by the first layer. The reduction of the search problem to ILP is given as follows. Let |Φ| denote the number of features, i.e., length of Φ(σ). Bold letters denote vectors (e.g. 1 is a vector of all ones).
(Input layer: Thresholded polynomials)
This is captured by the following constraints, for a sufficiently large integer M :
(Middle layer: Disjunctions) Note that the value of the c-th conjunct on a given input σ n corresponds to summing z ncd over d, i.e., write y ∨ nc = d∈[D] z ncd . This is captured by:
(Final layer: Conjunction) The predicted label on a given input state is given by a conjunction of the above disjunctions. Requiring that the predicted label match the observed label for each example is equivalent to the following constraints:
The search problem can now be stated as the ILP problem: find a feasible integral solution {z, y ∨ , w, b} subject to the constraints Equations (2), (3) and (4) combined. This ILP satisfies the following properties, the proofs of which are straightforward and can be found in the appendix. Now, consider the problem of learning generalizable predicates (2) . To this end, we follow the Occam's razor principle -seeking predicates that are "simple" and have been shown to generalize better [23] . Simplicity in our case can be characterized by the size of the predicate clauses and the magnitude of the polynomials. One way to achieve this is by constraining the L 1 -norm of the coefficients w. Note that L 1 -norm can be expressed using linear constraints:
However, focussing only on the magnitude may lead to poor solutions. For example, consider the Hoare triple: {i = 0 ∧ s = 0} while (i = n) do {s ← s+i; i++;} {s = n(n + 1)/2}. Here, it is easy to verify that the loop invariant s = i(i + 1)/2 is sufficient to assert VC pos . The equivalent predicate in H CNF , 2s−i 2 −i ≥ 0∧i 2 +i−2s ≥ 0, however has a larger L 1 -norm though the invariant is a simple equality. So, simply minimizing the L 1 -norm is not sufficient. Existing solvers [23, 24] employ heuristics such as preferring equality to inequality. We handle this by explicitly penalizing the inclusion of features in the solution. Our final objective function combines both the penalties: 
The key advantages of the above ILP formulation are (1) we can get the optimal predicate, (2) we can leverage continuous and integer optimization techniques to solve the problem. This enables efficient, scalable search compared to existing enumerative techniques.
Remark 1. In practice, it suffices to restrict w and b to a small set of integers in Equation (2), and M to be a very large integer. In the following section, we detail the parameters used in our evaluation.
Experimental Evaluation
We have implemented OASIS using the LOOPINVGEN [23] framework in OCaml, and using Z3 [14] as the theorem prover for checking validity of the verification conditions. We implemented our logic for reducing the classification problem to ILPs in a Python script, which discharges the ILP subproblems to the OR-Tools [2] optimization package from Google. We evaluate OASIS on commodity hardware -CPU-only machines with up to 32 GB RAM running Ubuntu Linux 18.04. Table 1 : Results on 133 instances studied by Si et al. [28] requiring reasoning over linear arithmetic. We allow a timeout of 300 s for each instance with each tool. * See Remark 2.
Solvers and Benchmarks. We compare our tool, OASIS, against four state-of-the-art techniques:
(1) CODE2INV [28] which uses machine learning, (2) LOOPINVGEN [23] which uses enumerative search, (3) LOOPINVGEN+HE [24] which is a recent extension to LOOPINVGEN for efficiently enumerating large spaces, and (4) CVC4 [9, 25] which uses a refutation-based approach. LOOPINVGEN and CVC4 are respectively the winner and the runner-up of the invariant-synthesis (Inv) track of both SyGuS-Comp'17 [6] and SyGuS-Comp'18 [7] .
We evaluate our OASIS tool on a comprehensive suite of benchmarks used in recent studies [24, 28] , which subsumes those curated by the Syntax-Guided Synthesis Competition (SyGuS-Comp) [4] . All our benchmarks are encoded in the extended SyGuS input format [5] , and are publicly available.
Exclusions. Recently, Zhu et al. [30] have proposed another approach based on solving constrained Horn clauses (CHCs), but their implementation only handles C/C++ benchmarks. We exclude a comparison with their tool since a SyGuS → C translation is not uniquely defined. Moreover, most benchmarks used in their evaluation are subsumed by the SyGuS-Comp'18 benchmarks [7] . We also exclude a performance comparison with the CODE2INV [28] tool since it is orders of magnitude slower than all other tools we evaluate and compare with.
Loop Invariant Inference. We evaluate the tools on 133 instances published by Si et al. [28] , and report the results in Table 1 . OASIS synthesizes the sufficient loop invariants on 12 more instances than the second best tool (also see Remark 2). On examining these instances, we found that there are 41 duplicates. We therefore also present a comparison on the 92 unique instances in the third column. We find a similar trend in the performance of the tools in this column as well.
These 133 instances have relatively simple, (piecewise) linear invariants, i.e., they only involve polynomials of degree r = 1. Moreover, it suffices to use only two disjuncts, i.e., C = 1 and D = 2 in Equation (5), and constrain the polynomial coefficients to integers within [−6, 6] for OASIS. 2 We set M = 100, 000 in Equation (5) for linear benchmarks. The median number of variables in the 92 unique instances is 10 (max is 22). As we discuss next, this sharply contrasts with linear instances of Table 2 (a), where the median is 3 (max is 9). This indicates that OASIS scales better with an increasing number of variables, as compared to state-of-the-art tools.
Remark 2. This is the number Si et al. [28] report, but their results are not comparable since the reported experiments had discrepancies. For comparing against existing solvers, the authors translated the C/C++ instances, which their tool consumes, to the SyGuS input format [5] . However, some of these translations were incorrect. We use the updated translations [1] for our evaluation.
Next, we evaluate the tools on all the (piecewise) linear instances used in evaluating the recent LOOPINVGEN+HE tool [24] . Results for these additional 162 instances (not including the ones already covered in the above 133) are presented in Table 2 (a). We use the same hyperparameter choices for OASIS as in Table 1 , but constrain the polynomial coefficients to integers within [−5000, 5000] since several of these instances contain large constants. We observe that while the existing tools are competitive on this set, OASIS performs slightly better.
Finally, we evaluate 18 challenging instances curated by Padhi et al. [24] , that involve (piecewise) nonlinear invariants involving polynomials of degree up to 3. We set M = 1, 000, 000 in Equation (5), 3 and constrain the polynomial coefficients to integers within [−10, 10] for non-linear benchmarks. For evaluating OASIS, we start with degree r = 1, and increase r by 1 after every 300 s timeout. The 2 An equality requires two disjuncts: we flip the labels (yn) in Equation (5) and negate the optimal predicate. 3 Theoretically M can be set to any sufficiently large integer and need not be tuned. Figure 3 .
results on this benchmark with a total timeout of 600 s is presented in Table 2 (b). OASIS outperforms state-of-the-art by a clear margin in these challenging instances.
We observe that one failed instance (named s9.desugared.sl) requires at least degree 3 polynomials -upon allowing a 900 s total timeout, OASIS is able to generate a sufficient invariant. We note that OASIS is also able to solve another failed instance, sqrt-more-rows-swap-columns.sl, with a 10 min timeout per r, whereas other tools still fail to solve this.
Impact of Subproblem Size.
A key hyperparameter to OASIS is the number of examples N elicited to generate a candidate predicate (by solving Equation (5)) per iteration. For the linear benchmarks (Tables 1 and 2(a)) we use N ∈ {10, 50}, and for the non-linear ones ( Table 3 . Table 3 shows that out of all solved instances from Si et al. [28] , half of the instances required at most 2 × 50 examples, and the remaining at most 164 × 50 = 8200. Thus, our sample complexity is orders of magnitude better than the ML technique proposed by Si et al. [28, Figure 5 (b) ]. Furthermore, the absolute time needed to solve an instance was at most three minutes (not reported by Si et al. [28] ). These observations are consistent over the other two benchmarks as well.
Conclusions
We present a novel synthesis approach for loop invariants, a key requirement for program verification, that combines the best of traditionally successful enumerative search with optimization techniques used in machine-learning. Our solution carefully captures the structure in the problem -we give a simple and efficient reduction of a complex search problem to a set of ILPs. Further exploiting the structure in the parameter space, we solve these ILPs optimally with off-the-shelf solvers on commodity hardware. Our tool, OASIS, outperforms competitive state-of-the-art solvers by a significant margin on several challenging verification tasks. We believe that this combination of search and optimization techniques would help scale verification tools to handle complex real-world tasks.
Proofs of Claims
Claim 3. Any feasible solution to the ILP problem in Equation (5) is a member of H CNF .
Proof. Let {z, y ∨ , w, b} denote a feasible solution. First, note that for any fixed c, y ∨ nc = 0 iff d∈[D] z ncd = 0 because the conditions from Equation (3) hold. As y ∨ nc ∈ {0, 1} and z ncd ∈ {0, 1}, it follows that y ∨ nc = d∈[D] z ncd for each c. Next, it is immediate that y n = 1 iff every y ∨ nc = 1 because the conditions from Equation (4) hold. So, we have y n = c∈[C] y ∨ nc . Finally, notice that for any n, c, d, z ncd = 1 iff w cd , Φ(σ n ) + b cd > 0 because the conditions from Equation (2) 
This completes the proof. Proof. We can read off the integral coefficients w and b for all the polynomials fromp, and obtain z ncd = 1 { w cd , Φ(σ n ) + b cd > 0} so that Equation (2) holds. Then assign y ∨ variables as in the proof of Claim 3, so that Equation (3) holds. Finally, becausep(σ n ) = y n holds for all n ∈ [N ], it follows that Equation (4) 
