Abstract. Let ψ K be the Chebyshev function of a number field K. Under GRH we prove an explicit upper bound for |ψ K (x)−x| in terms of the degree and the discriminant of K. The new bound improves significantly on previous known results.
Introduction
For a number field K we denote n K its dimension, ∆ K the absolute value of its discriminant, r 1 the number of its real places, r 2 the number of its imaginary places, d K := r 1 +r 2 −1. Moreover, throughout this paper p denotes a nonzero prime ideal of the integer ring O K and Np its absolute norm. The von Mangoldt function Λ K is defined on the set of ideals of O K as Λ K (I) := log Np if I = p m for some p and m ∈ N >0 , and is zero otherwise. Moreover, the function π K and the Chebyshev function ψ K are defined as The original prime number theorem states that π Q (x) ∼ x log x as x → ∞ and was independently proved in 1896 by Hadamard and de la Vallée-Poussin, both following the ideas of Riemann. By the work of Chebyshev this claim is equivalent to
The remainder in these asymptotic behaviors is strictly controlled by the distribution of the nontrivial zeros of the Riemann zeta function. This was first suggested by Riemann himself, and then confirmed by de la Vallée-Poussin in 1899, when he deduced the now standard estimate for the remainder from the classical zero free region for the Riemann zeta function. Actually, the Riemann Hypothesis as proved by von Koch in the first years of the twentieth century. A quantitative version of the von Koch result was proved by Schoenfeld [19] in 1976: as a consequence of his previous work in collaboration with Rosser [18] he showed that
The arguments of Hadamard and de la Vallée-Poussin were quickly adapted by Landau to prove analogous results for a generic number field K, and in 1977 Lagarias and Odlyzko [5] modified the argument to explore the dependence of the remainder with respect to the parameters ∆ K and n K . As a part of a more general result on Chebotarev's theorem, they proved that if ζ K satisfies the Generalized Riemann Hypothesis
where the implicit constant is independent of K. Oesterlé repeated their argument, aiming to produce an explicit value of the absolute constants involved, and he proved that
under GRH. This result was announced in [14] , but unfortunately its proof has never appeared. as coefficients of logs in the log ∆ K and n K parts, respectively. In this paper we combine a new method to estimate convergent sums on zeros (see Lemma 3.1), a very recent result of Trudgian [21] on the number of zeros in the critical strip and up to ±T , and an idea of Goldston [1] , to deduce the following general result.
Theorem 1.1. (GRH)
For every x ≥ 3 and T ≥ 5 we have:
with
T and δ is the Kronecker symbol.
Setting T to a constant one gets a bound of Chebyshev kind, with a main term independent of the parameters of the field; as a consequence the resulting bound is very strong when x is small with respect to the degree or the discriminant. Setting T = x/6 one gets (1.2), for x ≥ 105 for any non-rational field. By taking T = 8, the range can be extended for x ∈ [20, 105] : it follows immediately for n K = 2 and ∆ K ≥ 767842, n K = 3 and ∆ K ≥ 5700 or n K ≥ 4; the remaining cases for quadratic and cubic fields can be checked by explicit computations.
Comparing the main increasing term √ x log 2 T 2π with the main decreasing term x T we are led to use T (x) = c √ x log x for suitable values of c. In fact, combining different choices for c we get the following result, which improves significantly on (1.2).
The range x ≥ 100 can be extended for fields of large degree, in particular one has x ≥ 24 when n K ≥ 8, x ≥ 29 for n K = 7, x ≥ 43 for n K = 6 and x ≥ 72 for n K = 5. Only small improvements are possible for cubic and quadratic fields with this method, and only at the cost of a very large quantity of numerical computations. A different choice of c yields even better results for large x.
Corollary 1.3. (GRH)
For every x ≥ 3, we have
The first bound is stronger than (1.2) for x ≥ 1700 if K = Q (but x ≥ 280 suffices when n K ≥ 3 and x ≥ 115 when n K ≥ 4), and stronger than (1.5) for x ≥ 1.4·10 16 (but x ≥ 5.6·10 10 suffices when n K ≥ 3 and x ≥ 2.2·10 8 when n K ≥ 4). The second bound is always stronger than (1.2) when K = Q and stronger than (1.5) for x ≥ 1.4·10 32 (but x ≥ 9.3·10 10 suffices when n K ≥ 3 and x ≥ 6.3·10 5 when n K ≥ 4; the bad behavior for quadratic fields comes from the term 1.2 log x). It is also stronger than (1.1), but only for extremely large x (actually x ≥ 3·10 871 ). This is a consequence of the fact that our computations have not been optimized for Q: actually this is possible in several steps and we believe that doing so the method should produce a better bound.
From Corollary 1.3 one quickly deduces the following explicit bound for the remainder of the π K (x) function.
We have made available at the address: http://users.mat.unimi.it/users/molteni/research/psi_GRH/psi_GRH_data.gp a file containing the PARI/GP [16] code we have used to compute the constants in this article. ments and Michael Rubinstein, who provided us the necessary zeros for a lot of Dirichlet L-functions we have used to check the strength of our Lemma 3.1. A special thank to Timothy Trudgian, who helped us with illuminating discussions on his work. At last, we thank the referee for her/his suggestions.
Preliminary inequalities
For Re(s) > 1 we have
which in terms of standard Dirichlet series reads
where f p is the residual degree of p.
Moreover, since ξ K (s) is an entire function of order 1 and does not vanish at s = 0, we have
for some constants A K and B K , where ρ runs through all the zeros of ξ K (s), which are precisely those zeros ρ = β+iγ of ζ K (s) for which 0 < β < 1 and are the so-called "nontrivial zeros" of ζ K (s). From now on ρ will denote a nontrivial zero of ζ K (s). We recall that the zeros are symmetric with respect to the real axis, as a consequence of the fact that ζ K (s) is real for s ∈ R. Differentiating (2.2) and (2.4) logarithmically we obtain the identity 
where ρ ρ −1 and ρ (s−ρ) −1 must be intended as symmetrical sums. Using (2.2), (2.3) and (2.5) one sees that
where
In order to prove our result we need the following explicit bound for r K (2.8)
which is Lemma 3.2 in [2] . At last, we need two elementary lemmas. The first one is an optimized version of a lemma due to Littlewood [7] .
Proof. The statement is obvious for ν = 1, ν = 2, x = −1 and x = 0, we thus suppose we are in another case. From the equality
The right-hand side may be written as
Re(ν) k+2 x k and its second derivative as
Re(ν) k+4
(k+2)(k+1)x k . When x ∈ (−1, 0) each term of the series is positive; this proves that the right-hand side in (2.10) is convex in (−1, 0) so that its graph is below the line connecting its points with x = −1 and x = 0. Said line has equation y = (
for Re(ν) > 1 immediately and for Re(ν) ≥ 1 by continuity. We get the claim comparing it with (2.9).
Lemma 2.2. Let
Proof. We have
, and
this equality already proves the lower bound. The upper bound immediately follows for the cases where r 1 +r 2 = 1. Suppose r 1 +r 2 ≥ 2, writing R ′ r 1 ,r 2 (x) as
then for x > 1 one gets
where the last inequality is true for x ≥ 3+ √ 5 2 = 2.61 . . .
Upper bounds
For the proof of the theorem we need bounds for three sums on nontrivial zeros, namely for The first sum is simply the number N K (T ) of nontrivial zeros in the rectangle 0 < Re(s) < 1, |Im(s)| ≤ T . It has been explicitly estimated by Trudgian [21] in a work improving KadiriNg's paper [4] . We estimate the second sum by partial summation using this result. For the last one a simple partial summation is not possible since both Kadiri-Ng's and Trudgian's results are proved only for T ≥ 1 and improve when the range is further restricted to T ≥ T 0 with a T 0 ≥ 1. As a consequence we bound the part of the third sum coming from the zeros far enough of the real axis by partial summation, and the remaining with a different technique.
In fact, in [2] we have shown a new method to bound converging sums on zeros under GRH. The method works very well but depends on several parameters whose values are fixed via a trial and error approach. Thus, in order to apply it we need to fix a value for T 0 , and the final result will only be valid in the range T ≥ T 0 . After several tests the choice T 0 = 5 seemed to represent a good compromise between the need of having a large T 0 (to take advantage of the better estimante in Trudgian's result) and a small T 0 (to make the final theorem valid in a larger range). Our result is as follows. 
once (3.2) is proved, we recover a bound for the sum on zeros recalling the identity (2.6). According to this approach the final coefficient of log ∆ K will be the sum of all a j , thus we are interested into linear combinations for which this sum is as small as possible. We set s j = 1+j/2 with j = 1, . . . , 2q+3 for a suitable integer q. Let Υ ⊂ (0, ∞) be a set with q numbers. We require:
lim γ→∞ γ 2 F (γ) = lim γ→∞ γ 2 g(γ) = 0. This produces a set of 2q+3 linear equations for the 2q+3 constants a j , and we hope that these satisfy (3.1) for every γ. We choose q := 22 and Υ := {0.6, 1, 1.9, 2.9, 3.9, 10, 13, 14, 15, 16, 17, 18, 19, 20, 30, 40, 50, 100, 10 3 , 10 4 , 10 5 , 10 6 }. Finally, with an abuse of notation we take for a j the solution of the system, rounded above to 10 −7 : this produces the numbers in Table 4 . Then, using Sturm's algorithm, we prove that the values found actually give an upper bound for g, so that (3.2) holds with such a j 's. These constants verify
We write j a j
We check numerically that S(n) > 0 for n ≤ 60975 and that it is negative for 60975 < n ≤ 128000. Then, since the sign of a j alternates, we can easily prove that each pair 
The result now follows from (2.6), and (3.2-3.4).
Now we can bound the sums.
First sum. Trudgian [21] has proved that
) and c 3 (η) = πD 3 and the D j are Trudgian's constants which depend on T 0 , η ∈ (0, 1 2 ] and on two other parameters p and r. We thus have
We fix η = 
Second sum. We proceed by partial summation. Let Formula (3.5) for N K (T ) be written as A(T )+R(T ), respectively the asymptotic and the remainder term. Then
which is ≤ 1 T , and
Third sum. We proceed again by partial summation, plus the contribution of Lemma 3.1 to bound the part of the sum coming from low-lying zeros. We have
√ 101 which is ≤ log T −log 5 and ≥ log T −1.62 for T ≥ 5, and
thus recalling Lemma 3.1 we get
Proofs
Proof of Theorem 1.1. Let
As observed by Goldston [1] , since ψ K (x) ≥ 0, one has the double inequality 
ds one gets for every x > 1 the identity
where R r 1 ,r 2 (x) is defined in Lemma 2.2 and r K and r ′ K are defined in (2.7). Thus
for a suitable η in the interval between x and x+h. Hence, for every x ≥ 3 and h = 0 such that x+h > 1, Lemma 2.2 gives
We will now split the sum on the zeros in two parts: above and below T . The technique is the same for h > 0 and h < 0 but the constants are slightly different, we thus proceed separately for the two cases.
Suppose first h > 0. Under GRH we have
, thus from (3.7) and for T ≥ 5 we get
We rewrite
From Lemma 2.1 we know that |w ρ | ≤ 1 2 so that from (3.6) we deduce
The comparison of the main terms suggests taking h = 2x T ; this brings A = 1+ 1+
After some simplifications we thus have for T ≥ 5
For h < 0 the computation is similar with only a few differences. We now have A ≤ 2 and
The situation is the same, thus we similarly take h = − 2x T (we then have x+h > 1 if T ≥ 5), producing
T and after some simplifications we get
and M c,± (T ) be the functions of T such that the right-hand side of (4.3) and (4.4) respectively are
and their differences let be denoted as
The last term is bounded by ǫ K (x, T ), since D c (T ) is positive and
We further notice that the coefficients of log ∆ K and of n K in (4.7) are positive when x ≥ 100: in fact they can be written as √ x times a monotonous function of x (repeating the previous argument, this time without the contribution of H(x, T )), and their value in x = 100 is positive for every c ∈ [4.8, 8] . Now we split the argument according to the value of n K .
n K ≥ 8. We are assuming GRH, so log ∆ K ≥ n K log(11.916)−5.8507 (see [8] [9] [10] [11] 13] and entry b = 1.6 of Table 3 in [9]). Thus we can prove the claim by proving that
and since the coefficient of n K is positive, it is sufficient to prove it for n K = 8. We set c = 8.
We have verified that the left-hand side is √ x times an increasing function (for x ≥ 100), thus the inequality can be proved for every x ≥ 100 simply by testing its value in x = 100.
n K = 5, 6 and 7. We repeat the previous argument, but now with the minimal discriminants which are 1609, 9747 and 184607, respectively (see [13, Table 1 ]).
2 ≤ n K ≤ 4. For every such degree one checks that (4.7) holds true when ∆ K > ∆ K where ∆ K is in Table 1 (by monotonicity in x it is sufficient to check the claim for x = 100); we adjust the parameter c to get a smaller ∆ K . This proves the claim for all fields but those with n K ≤ 4 and ∆ K ≤ ∆ K . Actually, all fields with small degree and small discriminants are known [15] (for quadratic fields we use the fundamental discriminants below ∆ K ), and the number of these exceptions is in Table 2 . For each exceptional field we come back to (4.7) and prove it for every x ≥x in Table 3 (using again the monotonicity in x); we adjust the parameter c to get a smallerx. Table 3 . Minimal x for the exceptional fields for (4.7); the minimal discriminants come from [13, Table 1 ];x is the one associated with the smallest discriminant. At last we test the claim for the exceptional fields in the exceptional range in Table 3 by computing |ψ K (x)−x| (with PARI/GP [16] ) and by checking that the difference with the bound is at least 1: in this way we only need to check the integers x in the range. This idea works for the fields in our list of degree 3 and 4. For quadratic fields both the number of fields andx are much larger. Luckily, the value ofx drops down quickly when the discriminant increases, and for discriminants larger that 100 it is already only 5040, which can be checked very fast. Therefore the really long computations are only those for quadratic fields with discriminants below 100. The entire check can be made in approximately 40 hours on a 2011 personal computer.
Proof of Corollary 1.3. In (1.4) we make the choice T = 10 e √ x log x , for which the condition T ≥ 5 is satisfied for every x ≥ 3. The term ǫ K (x, T ) in Theorem 1.1 is ≤ 0.61d K log x, and The first claim in Corollary 1.3 follows plugging these bounds in (1.3), after some simplifications. For the second inequality we set T = Moreover, there are at most n K ideals of the form p m (p prime) of a given norm in K, so
where the last inequality is Theorem 13 in [17] . This shows that ϑ K (x) satisfies the same bound of ψ K (x), at the cost of adding 1.43n K √ x. Substituting this bound and the first inequality in Corollary 1.3 into (4.8) and after some numerical approximations one gets the corollary. 
