The question whether classical solutions of the surface quasi-geostrophic (SQG) equation can develop finite-time singularities remains open. This paper presents new numerical computations of the solutions to the SQG equation corresponding to several classes of initial data previously proposed by Constantin et al. (Nonlinearity 7:1495(Nonlinearity 7: -1533(Nonlinearity 7: , 1994. By parallelizing the serial pseudo-spectral codes through slab decompositions and applying suitable filters, we are able to simulate these solutions with great precision and on large time intervals. These computations reveal detailed finite-time behavior, large-time asymptotics and key parameter dependence of the solutions and provide information for further investigations on the global regularity issue concerning the SQG equation.
where κ ≥ 0 and α > 0 are parameters, θ = θ(x 1 , x 2 , t) is a scalar representing the potential temperature, and u = (u 1 , u 2 ) is the velocity field determined from θ by the stream function ψ via the auxiliary relations where R 1 and R 2 are the usual Riesz transforms. The spatial domain concerned here is the periodic box T 2 . The general 3D quasi-geostrophic equations, first derived by J.G. Charney in the 1940s, have been very successful in describing major features of large-scale motions in the atmosphere and the oceans in the midlatitudes (see e.g. [33, 45, 54] ). The dynamics of these 3D equations with uniform potential vorticity reduces to the SQG equation, modeling the evolution of buoyancy, or potential temperature, on the 2D horizontal boundaries [2, 15, 35] . The inviscid SQG equation ((1.1) with κ = 0) is useful in modeling atmospheric phenomena such as the frontogenesis, the formation of strong fronts between masses of hot and cold air [15, 54] . In addition, the inviscid SQG equation is a significant example of 2D active scalars and some of its distinctive features have made it an important testbed for turbulence theories [2, 39] . When κ > 0, the SQG equation takes into account the dissipation generated by a fractional Laplacian. The SQG equation with κ > 0 and α = 1 2 arises in geophysical studies of strongly rotating fluids (see [46, 54] and references therein).
The numerical study presented here is aimed at the fundamental issue of whether solutions of the SQG equation emanating from smooth data can develop finite-time singularities. This issue has recently attracted the interest of many researchers and important progress has been made (see e.g. [1, 3-7, 9-19, 21-32, 36, 38-44, 47-52, 55-73] ). We summarize some of the theoretical results here in order to put our computations in a suitable perspective. For the inviscid SQG equation, it has been shown that L 2 -weak solutions are global in time and physically reasonable smooth solutions are at least local in time (see e.g. [15, 55, 67] ). In addition, classical solutions whose level curves exhibit certain geometric configurations do not develop finite-time singularities [8, 22, 23] . The global regularity issue for general initial data remains open. For the dissipative SQG equation, α = 1 2 appears to be a critical index. In the subcritical case when α > 1 2 , the dissipation is sufficient to control the nonlinearity and the global regularity is a consequence of global a priori bound (see [17, 55] ). In the critical case when α = 1 2 , the global regularity issue is more delicate. Constantin, Córdoba and Wu established the global regularity of classical solutions corresponding to data with L ∞ -norm comparable to κ [13] . The global regularity for general data was recently obtained by Kiselev, Nazarov and Volberg for the periodic case [41] and by Caffarelli and Vasseur for the whole space case [4] . The mystery in the supercritical case α < 1 2 is only partially uncovered at this moment. The results in [18, 19, 31] imply that any solution of the supercritical SQG equation can only develop a finite time singularity in the regularity window between L ∞ and C δ with δ < 1 − 2α. Numerical experiments have become an indispensable tool in studying the global regularity issue on the SQG equation. In the pioneering work on the inviscid SQG equation [15] , Constantin, Majda and Tabak computed solutions corresponding to the following initial data
These initial data are combinations of the first several lowest eigenmodes and represent the simplest type of smooth initial data with nonlinear behavior. They found that the corresponding solutions of these data behave differently. Equation (1.4) leads to a front formation with a hyperbolic saddle, while (1.5) leads to a front formation with an elliptic center. Equation (1.6) is a combination of (1.4) and (1.5). The solution emanating from (1.4) appears to exhibit the most singular behavior. Its gradient grows so fast that max x∈T 2 |∇θ | can be fitted by a finite-time singular profile
for T * ∼ = 8.25. Further computations in [52] and [16] imply that max x∈T 2 |∇θ | can also be fitted by a double exponential function of t . The analytic work of Córdoba [20] appears to confirm the double exponential growth conclusion.
The numerical results presented in [15, 52] and [16] only recorded the behavior of the solutions before the time t reaches 8, due to the lack of sufficient resolution. One goal here is to compute the solutions on much longer time intervals with sufficient resolutions and thus to completely understand the behavior of these solutions. To fully resolve the solutions numerically, we parallelize the serial pseudo-spectral codes using slab decomposition and perform the computations on a cluster of 128 machines with several mesh sizes: 512 × 512, 1024 × 1024, 2048 × 2048 and 4096 × 4096. For grid points 2048 × 2048 and 4096 × 4096, the computations are well resolved for all time and our computations stopped around t = 20 when the large-time behavior of solutions become apparent.
Our numerical experiments are divided into two groups with the first devoted to the inviscid SQG equation and the second to the SQG equation with dissipation. For the inviscid SQG equation, we compute the solutions corresponding to the data in (1.4), (1.5) and (1.6). For each solution θ , we plot the level curves of θ at various times to record its time evolution. To determine whether |∇θ | can grow without a bound for the data in (1.4), we plot the snapshots of the spatial regions with large |∇θ | and keep track of the time evolution of the maximum of |∇θ |. As the log-log plot of max x∈T 2 |∇θ | verses t indicates, the maximum of |∇θ | initially grows rapidly but starts decreasing after it reaches the peak around t = 13.5. In the case of initial data (1.4) we found that, after the formation of the strong hyperbolic saddle front, its evolution generates the formation of a nearby strong front, and the maximum gradient is attained in a situation in which the hyperbolic saddle is not strong, but rather is found in the anti-parallel configuration of the second front, around time 13.5. The reason for subsequent decay is not clear, and should be the subject of further investigations. We remark that, as far as computed, after the gradient decay sets in, there is no re-formation of organized, strong fronts. More details of these plots are described in the first subsection of Sect. 3.
The numerical experiments for the dissipative SQG equation ((1.1) with κ > 0) test how α and κ affect the regularity of the solutions. In particular, we intend to numerically check if the solutions in the supercritical case α < 1 2 can develop finite singularities. More precisely, we compute the solutions of (1.1) corresponding to the data in (1.4), (1.5) and (1.6) and to a range of α's and κ's. Special attention is paid to the behavior of solutions for α near the supposedly critical index 1 2 . As the contour plots indicate, the solutions do not experience any drastic changes when α crosses 1 2 . We present the details of our results in the second subsection of Sect. 3. These results are reaffirmed by a very recent work of Ohkitani and Sakajo [53] . Their results also imply that α = 1 2 is not critical from a numerical point of view. In the case when α < 1 2 , the work of Ohkitani and Sakajo reported under-resolution after t = 9.5, even though they used a much higher number of grid points. Our computations around this time do not show any under-resolution and can be continued after that time. Our understanding is that the high order exponential filter that we used in our computations keeps the solutions from being under resolved for a longer time.
Although we still use the pseudo-spectral scheme, it is parallelized together with the parallelized fast Fourier transform and inverse fast Fourier transform routines. More precisely, we use the MPI FFTW (Fast Fourier Transform in the West). The computations are performed on a cluster of 128 quad core 2.0 GHz processors. An exponential filter is applied along with the spectral method to eliminate the aliasing errors. The time integration is carried out by using the fourth-order Runge-Kutta method. We will describe the numerical method in detail in Sect. 2.
Several diagnostics are implemented to ensure that the numerical solutions are accurate. First, we compute the solutions of the linear equations,
with a given velocity U , and compare with the exact solutions. Second, we perform careful resolution analysis to make sure any potential fronts are fully resolved. Third, we check if the computed solutions obey the two basic conservation laws, namely the conservation of the L 2 -norm and of the helicity,
All these diagnostics indicate that the computations are accurate.
Numerical Method
We describe in this section the major numerical method used in the computations. Due to the periodic boundary condition, the pseudo-spectral scheme appears to be the most suitable method for the problem in hand (see, e.g. [34] ). More precisely, we approximate the solution θ byθ of the formθ
where θ denotes the Fourier transform of θ , namely
and N is a fixed integer (usually N = 2 m for some positive integer m). It is easily seen from (1.1) that θ satisfies
is the wave number and k 1 , k 2 = −N/2, . . . , N/2 − 1. The velocity field u = (u 1 , u 2 ) can be computed in the Fourier space by
The products u 1 θ and u 2 θ are computed in the physical space. With all these basic ingredients at our disposal, the evolution of the N × N modes of θ , namely θ(j 1 , j 2 , t) for j 1 , j 2 = −N/2, . . . , N/2 − 1 is then given by
where is the matrix with the modes of θ being its entries and A is a N × N matrix. This ordinary differential equation is then solved by the fourth-order Runge-Kutta method.
The serial pseudo-spectral algorithm described above is parallelized by slab decomposition for the purpose of parallel computations. Parallelized fast Fourier transform and inverse fast Fourier transform routines are used. More precisely, we use the MPI FFTW (Fast Fourier Transform in the West). The computations are done on total 128 machines with each of them featuring a Intel Pentium Xeon EM64T quad-core E5405 2.0 GHz processor in the Supercomputing Center, University of Oklahoma.
To reduce the aliasing errors that arise in our computations, we use an exponential filter. More precisely, we multiply each Fourier mode θ(
Here α is usually taken to be − log with being of the order of the machine precision and m is an integer denoting the order of the filter. In our computations, we choose α = 36 and m = 19. Figure 1 shows the graph of f (x). When m = 19, multiplying by f keeps the 2/3 modes unchanged and suppresses the 1/3 higher frequency modes. This is a modification of the conventional way to cut off one-third of the high frequency modes, sometimes known as 2/3 dealiasing rule. We shall briefly explain the motivation behind the application of a high order exponential filter instead of the traditional 2/3 dealiasing rule. In the high order exponential filter method, we use a smoothing function of sufficiently high order which keeps a significant portion of the Fourier modes beyond the 2/3 cut-off points. With the use of this method we have been able to significantly reduce the noises for high number of grid points. We learned the method of high order exponential filters from the paper of Thomas Hou and R. Li [37] , in which the authors showed that the use of high order exponential filter captures about 12 ∼ 15% more effective Fourier modes than the 2/3 dealiasing method and produces a more accurate approximation of the solutions. We briefly explain how this can remove the aliasing errors. For the sake of simple notation, we only consider the Fourier transform in one-direction. Let x j denote the grid points in that direction, namely In the pseudo-spectral scheme, θ k is computed through the discrete Fourier transform,
The SQG involves a quadratic nonlinearity and the truncated Fourier series for each factor in the nonlinear term are We now test the accuracy of the numerical scheme on two linear equations. The first linear equation assumes the form
with U = (U 1 , U 2 ) being a constant velocity. This transport equation admits the explicit solution
The numerical method is implemented and the solution of (2.4) is computed with U 1 = 1 and U 2 = 1. Table 1 lists the errors between the exact solution and the computed solution at various times.
The second equation we have tested is the linear dissipative equation 
The following lists the absolute and relative errors at several times. Table 2 represents the absolute and relative errors at several times. The tests indicate that the numerical algorithm, when implemented on these linear equations, is extremely accurate.
Numerical Results
Our major numerical results are presented here in two subsections. The first subsection contains the results for the inviscid SQG equation while the second is devoted to the dissipative SQG equation.
The inviscid SQG equation
In this subsection, solutions of the inviscid SQG equation emanating from the data given in (1.4), (1.5) and (1.6) are computed. We investigate if these solutions can develop any finitetime singularity and examine their large-time behavior. For these purposes, the level curves of each solution θ at various times are plotted. Special attention is paid to the numerical solutions corresponding to the data in (1.4), which exhibit the most singular behavior. We record the evolution of the spatial regions in which |∇θ(x 1 , x 2 , t)| ≥ c ∇θ(·, t) L ∞ and carry out a detailed resolution analysis. In addition, we closely monitor two key conserved quantities, the L 2 -norm of θ and the helicity. The first set of numerical experiments is done for the initial data given in (1.4), namely θ(x, 0) = sin(x 1 ) sin(x 2 ) + cos(x 2 ). Figure 2 shows the evolution of contours of θ from t = 0 to t = 6. Figure 3 features an enlarged plot of the contour at t = 6, while Fig. 4 provides the surface plot of θ at t = 7.
The numerical results obtained here for up to t = 7 are very close to those that have previously been obtained in [15, 52] and [16] . As indicated in [15] , ∇θ(·, t) ∞ grows rather rapidly around t = 7. To determine if a potential singularity is possible near t = 7, we carefully monitored the behavior of θ in the time interval [7, 8.5 ]. We did not notice any drastic change in the behavior of the solution. Figures 5 and 6 show the plots of θ at t = 7.5 and t = 8, respectively. As the time evolves, the maximum gradient ∇θ(·, t) ∞ continues to grow. It appears that a sharp front is developing along the hyperbolic saddle. However, as our computations proceed, ∇θ(·, t) ∞ stops increasing at around t = 13.5. Figures 7 and  8 present the contour plots of θ for t = 8 to t = 14, and for t = 16 and t = 20. To further understand the behavior of ∇θ , we traced the region of (x 1 , x 2 ) for which Figure 9 presents its evolution for t = 8 to t = 14. These plots indicate that the potential sharp front of θ does not intensify itself at a fixed location. Figures 10, 11 and 12 plot ∇θ(·, t) ∞ versus t for three different resolutions, 512 2 , 1024 2 and 2048 2 . They clearly show that the maximal gradient decreases as the time evolves after t = 13.5. The reason for the decay is not clear, but we plotted the contour curves of θ at t = 13.5 and marked where the values of |∇ ⊥ θ | are large (see Figs. 13 and 14) . We have performed careful resolution analysis to ensure that any potential sharp front is fully resolved. As an example, we present Figs. 15, 16, 17 and 18 , respectively. When N = 4096 points are used in each direction, the data for the contour plot of θ is very big and we split the plot into four parts with each on one of the quarters: Fig. 19 ).
We carefully monitored two key conserved quantities throughout the calculations, the L 2 -norm of θ and the helicity. Tables 3 and 4 record the numerical values of these quantities at various times. In the tables KE denotes the L 2 -norm and H (θ) denotes the helicity, namely
The second set of numerical experiments computes the solution of the inviscid SQG equations with the initial data given in (1.5). Figures 20, 21 and 22 plot the contours of θ from t = 0 to t = 6, from t = 7 to t = 10 and from t = 11 to t = 14, respectively. Figures 23  and 24 provide the enlarged plots at t = 6 and t = 8. The numerical solution does not exhibit any finite time singular behavior.
The third set of numerical experiments is done for the solution of the inviscid SQG equation with the initial data given in (1.6). Figures 25 and 26 present the evolution of the contours of θ from t = 0 to t = 6 and from t = 8 to t = 14, respectively. Figures 27 and 28 show the enlarged plots at t = 7 and t = 8. No singular behavior has been detected in the calculations.
The Dissipative SQG Equation
This subsection presents numerical results for the dissipative SQG equation, The aim of the numerical experiments described here is two-fold: first, to see if the solutions of the supercritical SQG equation can develop any finite-time singularity; and second, to determine if α = 1 2 is critical and how κ affects the regularity of solutions. Attention will be focused on the solution corresponding to the initial data given in (1.4). As mentioned in the introduction, α = 1 2 appears to be critical in the theoretical study of the global regularity issue. When α > 1 2 , the dissipation is sufficient to control the nonlinearity and (1.1) has a global classical solution for any sufficiently smooth initial data. When α = 1 2 , the dissipation can barely bound the nonlinearity and the energy type estimates no longer yield global (in time) bounds. If κ is sufficiently large compared to the initial data, the global regularity still hold, as shown in by Constantin, Córdoba and Wu [13] . The critical case with a general large data was recently completely resolved [4, 41] . The global regularity issue for the supercritical case α < 1 2 is in general open, but the results in [18, 19] , and [31] imply that any potential finite-time singularity must occur in the regularity window between L ∞ and C 1−2α . The first round of computations is done for the supercritical case α = 0.4 and κ = 0.001. The solution is computed at various resolutions and no finite-time singularity is detected. Figure 29 depicts the evolution of the contours of θ from t = 6 to t = 20 with N = 2048.
The second set of experiments computes the solutions with κ = 0.001 and α varying from 0.45 to 0.51. The intention is to test the criticality of α = 0.5. The contours at t = 14 for α = 0.45, 0.48, 0.49, 0.5, 0.51 are plotted in Fig. 30 . The fact that these contours tend out to be very similar suggests that α = 0.5 may not be special for this numerical solution. The third set of experiments is designed to understand the role of κ in the global regularity issue. For a large value of κ, say κ = 0.05, the solution becomes smooth very quickly and appears to approach a steady-state solution for large time (see Fig. 31 ). As we decrease κ, the solutions begin to exhibit richer structures for some finite-time and start to approach steady-states for large time. As an illustration, we provide the plots for κ = 0.01 (see Fig. 32 ).
Conclusion
We performed a careful numerical study of the evolution of solutions of the SQG and dissipative SQG equations, beyond the previously calculated times. In the case of the SQG equation, we confirmed the formation of a strong hyperbolic saddle front at about time 7.5, observed in previous calculations [15] . We found that the hyperbolic saddle is followed by a steep anti-parallel double front, while the maximum gradient continues to grow, up to about t = 13.5. The gradient decays afterwards and no regeneration of strong fronts is observed, although the weakened anti-parallel double front persists for a long time. In the dissipative SQG case, there is no evidence of critical behavior at α = 1 2 , the solutions are smooth, and, for moderate generalized diffusivity κ, they easily reach steadystate. 
