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An interesting problem that arises in the world of integer 
programming is the lockbox problem. This is a special case of integer 
programming where the variables can take on only the values of zero or 
one.
Many businesses that operate over wide areas of the country desire to 
minimize their “accounts receivable float.” The “accounts receivable float” 
is accounts receivable revenue for which investment opportunity is being 
lost by not taking advantage of the time value of money. This revenue is lost 
due to customer remittances which are either within the mail or in the 
process of clearing the money institutions on which they were drawn.
The purpose of this thesis is to describe and implement a non-optimal 
heuristic to solve lockbox and uncapacitated warehouse location problems. 
The special structure of these problems allows a feasible solution to be 
produced quickly. The idea is to increase the speed that a problem can be 
solved by trading off a reasonable amount of optimality. I t  is felt this would 
be useful for large problems that take a considerable amount of computing 
time. The non-optimal heuristic would be used to find a good starting 
solution and then an optimal method would use this starting solution to 
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Many businesses that operate over wide areas of the country desire to 
minimize their “accounts receivable float.” The “accounts receivable float” 
is accounts receivable revenue for which investment opportunity is being 
lost by not taking advantage of the time value of money. This revenue is lost 
due to customer remittances which are either within the mail or in the 
process of clearing the money institutions on which they were drawn 
(Stancill 1968, B84).
To minimize the investment opportunity lost by mailing payment to 
one central location, a series post office boxes, or lockboxes, are set up in 
different areas. There is a fee associated with the establishment of a 
lockbox, which consists of a fixed cost and variable cost (Mavrides 1979, 
990). The fixed cost usually consists of a fixed charge associated with the 
post office box rental and a fixed charge associated with maintaining an 
account in the proper bank. The variable charge is associated with the 
volume of transactions processed by the bank for the using firm  (Ciochetto 
1971, 2).
The bank servicing the lockbox collects the payment checks and 
transfers the funds to the corporation's main headquarters, or major bank, 
and charges for this service as described above (Nauss 1981, 855). Accounts 
located in the designated areas all mail their payments to the lockbox in 
that area. The payments can then be quickly deposited in a bank or 
electronically forwarded for investment. Corporations can often increase 
the amount of funds available for investment by the use of lockboxes (Fielitz 
1981, 881).
The problem that the lockbox formulation presents is how many 
lockboxes should be used and which customers should use which lockbox to 
minimize lost revenue. The formulation of the lockbox problem is not
T-3843
difficult and can be done in standard mathematical terminology. The 
following variable definitions are used
Xij = 1 i f  lockbox i is assigned to account receivable j
Xij = 0 i f  lockbox i is not assigned to account receivable j
Cij = variable cost of assigning lockbox i to account receivable j
fi = fixed charge for using lockbox i
yi = 1 i f  lockbox i will be used
yi = 0 i f  lockbox i will not be used
m = number of lockboxes
n = number of accounts receivable
The sum of the variable and fixed costs must be minimized. This is subject 
to the constraints that each of the accounts can be assigned to only one 
lockbox and, i f  a lockbox is used, the fixed charge for that lockbox is 
incurred. In  mathematical terms, this formulation is
m in z =  + % f.y ,
i=lj=l 1=1
m
s .t.^ X j. = 1 (for j = l , . . . ,n )
i=l
n
%X.. < ny. (for i = l , . . . ,m )
j=i
X . .  = Oor 1 (for all i, j)
y. = 0 or 1 (for i = 1, . . . ,m )
The Cij values are forecasted by the customer and are based on savings 
that could be realized by investing income lost due to the time value of 
money.
There are m lockboxes and n accounts by definition. This gives mn 
variables. There is also an additional m variables defined by the second
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constraint yielding a total of mn + n variables. I f  an explicit search for the 
optimal solution is made, there are possible solutions to be checked.
Even though the solutions involve zero or one variables, i f  a large number of 
variables are defined, the optimal solution could take a long time to find.
The lockbox problem is essentially an uncapacitated warehouse 
location problem (Nauss 1981, 856). In  this simple facility location problem, 
the facilities are of unrestricted size and can supply any amount. The costs 
involved in  the uncapacitated warehouse location problem are similar to 
that of the lockbox problem. A fixed charge is incurred for opening a 
warehouse and a constant amount for each unit of location j's demand 
supplied from warehouse i (Erlenkotter 1978, 992).
The general formulation of the uncapacitated warehouse location can 
be represented by
m n m
m i n z = £ X b j W , +  £ f ,y i
i=lj=l i=l
m
s.t. ^ w _  = d j ( j  = l , . . . ,n )
i =  1
n
%W.. <y .u . (i = l , . . . ,m )
j=i
y . = 0 or 1 , w.. > 0
with the variable definitions
Wij = amount shipped from i to j 
bij = unit shipping costs from i to j 
fi = fixed charge for using i 
dj = demand from customer j 
Ui = an upper bound on the number of 
warehouses shipping to a customer 
i = warehouse
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j  = customer
The warehouse location problem can be easily solved with linear 
programming i f  a given y vector is used (Spielberg 1969, 87). This 
observation allows for a simpler formulation of the problem. The amount 
shipped variables can be replaced by new ones which represent the fraction 
of demand satisfied by a warehouse or
« d.
where these variables w ill take on zero or one values in the optimal 
solution. The unit shipping costs can be replaced by
The inequality of the original formulation keeps a warehouse from 
shipping i f  the corresponding yi equals zero and allowing a shipment 
otherwise. This allows the constraint to be replaced by
Sny,
j=l
where n is the maximum number of customers. The new formulation of 
the problem is represented by
m i n z = X Z c i j X , + 2 T y i
i=lj=l i=l
m
s .t .^ X j. = 1 (for j  = l , . . . ,n )
i=l
%x.. < ny. (for i=  l , . . . ,m )
j=i
T-3843
X. > 0 (for a l l i j )  
y. = Oor 1 (fo r i =
Since the amount shipped variables have to take on a value of zero or one in 
the optimal solution, this is the formulation of a lockbox problem.
A hypothetical example w ill help to show how a lockbox problem is 
formulated. An optimal answer to the problem will be given at the end of 
the formulation. The solution using the heuristic of this paper w ill be given 
in Chapter Three.
CompuSlave receives payments for computer buying services from five 
regions in the U.S. I t  also has four lockboxes nation wide to receive funds. 
Table 1 shows the amount received daily in each region by CompuSlave 
from its customers.
CompuSlave has determined that it  can earn a 15 percent rate-of- 
return on its revenues by investing in other projects.
Table 1. CompuSlave Daily Receipts
Region 1 2 3 4 5
Am ount $50,000 $75,000 $40,000 $25,000 $60,000
Table 2 shows the number of days it  takes for a check to arrive at 
lockbox i from region j  and be processed. By multiplying the number of 
days by the daily amount received and by the annual percent rate-of-return, 
the annual amount of lost revenue can be computed.
Table 2. Days For CompuSlave to Receive and Process Checks
From Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
Region 1 3 2 6 4
Region 2 8 4 2 4
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Table 2 . (Continued)
From Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
Region 3 6 7 3 8
Region 4 4 6 2 4
Region 5 8 8 10 10
As an example, i f  region 1 mails to lockbox 1, the annual loss of 
revenue is
3 days x $50,000 x .15 = $22,500
CompuSlave has estimated the annual loss of revenue that would 
happen i f  region j  mails to lockbox i. This information is summarized in 
Table 3 on the next page.
To formulate an objective function, CompuSlave must decide on which 
regions should mail its deposits to which lockbox and where to operate the 
lockboxes. CompuSlave has also determined that a fixed charge of $20,000, 
$60,000, $80,000 and $30,000 is incurred to operate lockboxes one through 
four respectively. This additional cost can completely change the outcome 
of the problem.
CompuSlave wants to minimize the total annual cost of its accounts 
receivable operations. Using the annual loss of revenue given in Table 2 
and the annual cost of operating a lockbox, the objective function for this 
problem is
m in z = 22 .5 x̂  ̂-I- 90x^2+ 13+ -F 30 x̂ ^
+ I S + 4 5 +  42 + 2 2 . +  æ
+ 45 x, j  + 22.  5 X 3̂  + 18 X33 + 7.5 X3  ̂ + 37.  5 X33 
+ 30x^^ + 4 5 x^3 + 4 8 x ^ 4 -1 5 x ^ 4 -3 7 .5 x ^ 3  
4- 20 y  ̂-f 60 y^ + 80 y  ̂ -t- 35 y^
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Table 3. CompuSlave Annual Loss of Revenue
Assignment Cost
Region 1 to LB 1 $22,500
Region 1 to LB 2 $15,000
Region 1 to LB 3 $45,000
Region 1 to LB 4 $30,000
Region 2 to LB 1 $90,000
Region 2 to LB 2 $45,000
Region 2 to LB 3 $22,500
Region 2 to LB 4 $45,000
Region 3 to LB 1 $36,000
Region 3 to LB 2 $42,000
Region 3 to LB 3 $18,000
Region 3 to LB 4 $48,000
Region 4 to LB 1 $15,000
Region 4 to LB 2 $22,500
Region 4 to LB 3 $7,500
Region 4 to LB 4 $15,000
Region 5 to LB 1 $30,000
Region 5 to LB 2 $30,000
Region 5 to LB 3 $37,500
Region 5 to LB 4 $37,500
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To ensure that payments are mailed to the appropriate places, 
CompuSlave must use two types of constraints to bound the problem. The 
first type of constraint must ensure that each region sends its income to 
only one of the lockboxes. Since there are five regions, five separate 
constraints of this type are required. They are modeled as follows
Region 1: = 1
R eg io n 2: x^^+x^^ + x̂  ̂+ x^^^ 1 
Region 3: x^, + x^, + x̂  ̂+ x^, = 1 
Region 4: x + x̂  ̂+ x̂  ̂+ x̂  ̂= 1 
Regions: x̂  ̂+ x̂  ̂+ x̂  ̂= 1
Thus only one x variable can be switched on for any given region 
constraint.
The second type of constraint must ensure that i f  a lockbox is used, 
then a fixed charge must be incurred. Since there are four lockboxes, 
these types of constraints can be written as
Lockbox 1: + x̂  ̂ 4- x̂ g 4- x^^4- x̂ g -  5y^ < 0
Lockbox 2: x̂  ̂4- x̂  ̂ 4- x̂ g 4- x̂  ̂ 4- x̂ g -  Sy  ̂ < 0
Lockbox 3: x,^ + x̂  ̂+ x ,, + x̂  ̂ + x ,, -  5y , < 0
Lockbox 4: x^^ +  x̂  ̂+ x^, + x̂  ̂ + x̂  ̂ -  5y , < 0
Thus i f  any or all of the x variables are activated in a given constraint, 
the y variable is forced on and the objective function incurs the fixed charge. 
The y variables have a multiplier of five to ensure that each of the five 
regions can send money to a particular lockbox.
Since this problem is not very large, it  can be quickly solved by using a 
branch and bound method which provides an optimal answer. The final 
formulation of the problem (in thousands of dollars) is given by the 
following fomulation
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m in  z = 22, 5 x + 90 Xj2 + 36 x ^3 -I-15 X - f -  30 X ̂ 5  
4-15X2̂  4- 45X22 4- 42 X2 3  4- 2 2 . 5 X2 4  4- 3 0 X2 5  
+  4 6 X3, +  2 2 . 5X 32 4 -18X 33 4. 7 .5 X34 -H3 7 .5 X 35 
+  3 0 X 4  ̂ +  4 5 X 42 + 4 8 X 43 +  1 5 X 44 +  3 7 . 5 X 45
+ 20 + 60 Y2 + 80 Yg + 30 Y4
s.t. Xii + ^21 +  * 3 1 +  * 4 1 =  1
1̂2 + X 22 +  * 3 2 +  * 4 2 =  1
^ 13 + ^ 2 3 +  * 3 3 +  * 4 3 =  1
^ 1 4 +  * 2 4 +  * 3 4 +  * 4 4 = 1
1̂5 +  * 2 5 +  * 3 6 +  * 4 5 =  1
Xii +  *12 +  * 1 3 +  * 1 4 +  *1
X 21 +  *2 2 +  * 2 3 +  * 2 4 +  X
5^31 +  * 3 2 +  * 3 3 +  * 3 4 +  X
* 4 1 +  * 4 2 +  * 4 3 +  * 4 4 +  X
25 ^  J  2
35 ~  3
X . . ,  y . = 0 or 1 for all i ,  j
The solution to this problem was found using a branch and bound 
method. Since branch and bound techniques yield optimal solutions, the 
best solution is
z = 198.5, X = 1, x̂ g — 1,
^ 1 4  “  * 1 5  “  * 4 2  -
y i = i ,  y 4 = i .
all others = 0
In  plain English, the solution says to send payments from regions 1, 3, 
4 and 5 to lockbox 1 and to send payments from region 2 to lockbox 4. The 
total cost is $198,500. A combination of all lockboxes could have resulted 
depending on the revenue lost from sending region j to lockbox i.
Lockbox problems have been solved in a number of optimal ways. One
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approach uses a linear programming dual formation (Erlenkotter 1978, 
996). By formulating the problem as a tight uncapacitated warehouse 
location problem, it  was found that the dual often provides an optimal 
answer where the variables were all integer. Noninteger solutions are fed 
to a branch and bound algorithm to obtain optimality. This method was 
encoded in FORTRAN and many sample problems were run with  
optimality being reached in  from .031 to 3.383 seconds of CPU time on 
various computers.
A modified version of this approach has also been tested (Nauss 1981, 
861). By imposing additional constraints on the fixed costs, a tighter linear 
relaxation solution is found. Then improvements on the branch and bound 
technique are used. This algorithm encoded in FORTRAN yielded optimal 
solutions in from .03 to 13.58 seconds of CPU time on a AMDAHL/470A^7 
computer. This method has been used by several large banks and 
corporations according to the author.
Another approach uses a heuristic to find a feasible starting solution 
(Cornuejols 1977, 791). This answer is fed to a branch and bound or a 
dynamic programming method. Solution times ranging from .003 to 1.513 
seconds of CPU time on various IB M  370 computers were reported.
The final technique researched uses a method of solving the problem 
as standard uncapacitated warehouse location problem, then a heuristic is 
used to solve the resulting problem with k lockboxes, and finally an 
exhaustive enumerative search to find the optimal answer (Mavrides 1979, 
993). No solution times were reported using this method, but it has been 
employed at a trust company from 1975 till at least the publication of the 
paper in  1979. As a final note, a review of five lockbox solution techniques 
showed that three did not even publish any computational results (Nauss 
1981, 857).
The purpose of this thesis is to describe and implement a non-optimal 
heuristic to solve lockbox and uncapacitated warehouse location problems. 
The idea is to increase the speed that a problem can be solved by trading off 
a reasonable amount of optimality. I t  is felt this would be useful for large
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problems that take a considerable amount of computing time. The non- 
optimal heuristic would be used to find a good starting solution and then an 
optimal method would use this starting solution to find the final answer.
The non-optimal heuristic takes advantage of the special structure of 
the lockbox problem. The structure of the objective function and the 
constraints allow the problem to be written as a m atrix of numbers (Hesse 
1980, 276). This m atrix can be easily searched through for feasible 
solutions. Then a method of improving on the last feasible solution is used 
until each column of numbers in the m atrix has been examined.
Chapter Two is an introduction to integer programming. Integer 
programming techniques are discussed and the special case of the 0-1 type 
problem is covered. Fixed charge considerations are discussed as to how 
they apply to the 0-1 problem.
Chapter Three explains the heuristic that w ill be used to solve the 
lockbox problem. The reformulation of the problem is explained with a 
walk-through of a sample to show how the heuristic works.
Chapter Four contains sample problems. Each problem is formulated 
in standard mathematical notation and then set up in the lockbox heuristic 
format. The problems are solved optimally by a commercial software 
package and the answers compared to the lockbox heuristic answer.
Chapter Five is a discussion of the computer program implementation 
of the lockbox heuristic. Techniques of implementing the peculiarities of 
the heuristic are discussed as well as problems that were encountered. 




IN TR O D U C TIO N  TO IN TEG ER  
PRO G RAM M ING
Integer linear programming is a subset of linear programming. The 
difference between the two is that some or all of the variables in the integer 
programming problem take on the values of non-negative integers. This 
paper is concerned only w ith the case where all of the variables take on 
integer values which is known as pure integer programming. From here 
on all references to integer programming will only concern cases where all 
variables are non-negative integers and the objective function and 
constraints are linear.
Consider the integer programming problem (Winston 1987, 364)
m ax z = 21x  ̂+ 11 x̂  
s.t. 7x^ + 4Xg < 13 
x^,Xg > 0 ; x^,Xg integer
The linear programming version of this problem is obtained by 
omitting all of the integer constraints on the variables. Any integer 
programming problem may therefore be viewed as a linear programming 
problem by omitting the integer constraints. The integer programming 
problem is termed as the linear programming relaxation of the integer 
problem. This simply means that the linear program is less constrained 
than the integer version. This statement plays a key role in the solution of 
integer programming problems.
Since the linear programming problem is a relaxed version of the 
integer programming problem, the feasible region of any integer 
programming problem must be contained in the feasible region for the
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corresponding linear programming relaxation (Winston 1987, 364). A 
visual representation of this problem will help show the difficulties that 
arise w ith integer programming.
The graph of the problem presented is shown in Figure 1. By the well 
known Simplex Method of solution, the answer to the linear programming 
problem falls on one of the extreme points of the feasible region which is
I f  the constraint that all variables must be integer is added, the 
solution to the problem is no longer the linear programming solution.
As the objective function moves in the direction of vector c, which is 
perpendicular to the objective function, the solution to the integer 
programming problem is the point (0,3). The intersections of the integer 
solutions fall on points known as lattice points.




Figure 1. Graph of IP  Problem 
I t  can be clearly seen in Figure 1 that the linear programming
ftRTHUS LAKES LIBRARY 
CO LO M BO  SCHOOL ol MINES 
g o l d e n . COLORADO 8S40Ï
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problem contains the integer programming problem. This does not mean 
that the answer to both problems are the same. The Simplex Method 
solution only has three points to look at, namely the extreme points. The 
integer programming solution has six points to consider. As the problem 
size increases, the number of possible integer solutions may greatly 
outnumber the number of possible linear programming solutions. This is 
where the difficulty of integer programming lies.
There are various methods of solving integer programming problems. 
The simplest is to explicitly enumerate all possible solutions and pick the 
largest or smallest feasible solution depending on whether you are 
maximizing or minimizing. I f  the problem is large this method could take 
a long time to find the optimum solution.
Branch-and-bound techniques are another way to solve integer 
programming problems. I t  has already been stated that the integer 
programming problem is a subset of the linear programming problem.
The integer solution can therefore be said to be bounded. This means that 
for a problem with  all < type constraints there are a finite number of integer 
solutions that have to be looked at. The technique is to divide the set of all 
feasible integer solutions into subsets to try and reduce the number of 
solutions that have to be considered. Consider the maximization problem 
(Anderson 1988, 329)
m axz = 2x^ 4- 3x^ 
s.t. 195 x^ + 273 x^< 1365 
4x^ -I- 40Xg < 140 
Xj < 4
x^,Xg > 0 ; x^,x^ integer
The linear programming relaxation solution is found for the problem. 
The solution to the linear programming problem is set as an upper bound 
on the problem. As a note, any time the linear programming solution
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yields integer values for the variables, the optimal solution has been found 
(Saaty 1970, 235). A feasible integer solution must then be found and set as 
a lower bound. I f  the constraints are all of the < type and the constraint 
variables are nonnegative, a feasible solution will be found by simply 
rounding down the solution to the linear programming problem (Anderson 
1988, 329). Otherwise some algorithm or special knowledge of the problem 
must be used to find the lower bound. The variable chosen on which to 
branch is the one that contributes least to the objective function. The 
variable is rounded up and down to the nearest integer value to set up the 
branches, as described by Land and Doig (Land 1960). Figure 2 illustrates 
the technique. At each branch, a new constraint is added to the original 
problem with the particular branch variable being < or > as appropriate to 
the side of the branch. The linear programming solution is then found and 








Figure 2 . Branch-and-Bound Technique
The branch with the largest upper bound indicates that the other 
branch has reached a point where it  w ill yield only smaller values. The
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process is then continued from this branch with the next variable that 
contributes the least to the objective function. When the upper bound equals 
the lower bound, the optimal solution has been found (Anderson 1988, 332). 
When one branch’s upper bound exceeds the other branch’s, all the possible 
solutions under the smaller upper bound do not have to be considered. In  
this fashion, the number of enumerations can be greatly reduced.
The final technique of solving integer programming problems to be 
considered are cutting-plane techniques. The branch-and-bound technique 
discussed moved the objective function parallel to itself from the linear 
programming solution. The bounding rules kept the solution from missing 
any superior feasible lattice points. Cutting-plane techniques try to redefine 
the feasible space by adding special constraints to the problem. The 
constraint is picked so that it  does not include the linear programming 
optimal solution to the problem but does include all feasible integer 
programming solutions. The problem is then again solved by linear 
programming. I f  the solution also satisfies the integral requirements of 







= point in feasible region
►  X
Figure 3. Cutting-Plane Technique
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The cuts attempt to intersect at the integer optimum. Then when the 
linear programming problem is solved the answer w ill be the solution to the 
integer programming problem. As can be seen in  Figure 3, there are an 
infinite number of ways to pick the cuts. By setting up the problem in a 
dual simplex tableau and adding a negative unit matrix, a practical cut can 
be found. As an example, consider the following problem (Woolsey 1989)
m in  z = 3x^ + x  ̂
s.t. x  ̂+ 2Xg > 4
3x^4- Xg > 6  
x ,̂Xg > 0 ; x^,Xg integer
Also following (Woolsey 1989), table 4 shows the in itial tableau. To find 
the pivot element, pick the least lexicographically positive column. This is 
the column with the least positive first element. In  case of ties, the second 
element is considered and so on. Then pick the most negative row where 
the intersection of this row and the column is negative. This identifies the 
pivot element location.
Table 4. In itia l Tableau for Cutting-Plane Technique
LHS XI X2
z 0 3 1
Si -4 -1 -2
82 -6 -3 -Kpivot)
XI 0 -1 0
X2 0 0 -1
To determine the cut, find the ratio of the pivot row vector over the 
absolute value of the most negative element in the pivot row (excluding the 
left hand side)
T-3843 18
(  ~ G — 3 ~ 1^
I W l s T ' l s T j
Then round each element of this vector to the last integer value 
yielding the vector
(-2, -1, -1)
This is the cut row and is used to complete a standard simplex pivot. 
The method is continued until the left-hand-side of the tableau is positive. 
The resulting value of the tableau is optimal (Taha 1975, 193).
Cutting-plane techniques that have been implemented tend to show 
improvements toward an optimal solution only for the first few cuts (Taha 
1975, 225). After the first few cuts, degeneracy in the problem appears to 
improve the current solution asymptotically (Salkin 1975, 516).
The 0-1 integer programming problem is a subset of integer linear 
programming. Many of the integer programming problems that occur are 
special in  the fact that the variables can take on only two values; zero and 
one. Classes of problems that involve binary variables include knapsack, 
capital budgeting, matching, set covering and facility location.
A typical 0-1 integer programming problem is shown in Figure 4 on 
the next page. As the objective function moves towards the origin, the 
simplex solution appears as expected on an extreme point. This point does 
not meet the criterion that the solution be integer. The answer so far is 
then infeasible according to the definition of the problem. As the objective 
function continues to move towards the origin along a vector perpendicular 
to the objective function, the true solution becomes the point at (1,0).
This problem graphically illustrates the difficulty that arises in integer 
programming problems. The linear programming problem can be easily 
solved. Although the integer problem is a subset of the linear problem, 








Figure 4. Typical 0-1 IP  Problem 
The general form of 0-1 integer programming problems can be written
as
m in  z = ^CjXj
j=i
s.t. ]^a^x. < b. (for i = 1, . . . ,m )
j=i
X .  = 0 or 1 (for j = l , . . . , n )
This formulation yields n variables. I f  each variable can take on a 
value of zero or one then there are 2  ̂ possible solutions to the problem.
Even though the variables can take on only one of two values, it  can be seen 
that the optimal solution could take a long time to find.
The techniques discussed in this chapter can all be used to solve the 0-1 
type of integer programming problem. I t  has been proposed that the best 
way is to use a heuristic combination of all of the techniques (Salkin 1975, 
616). A cutting plane technique could be used to get a rapid starting 
solution. Then a branch-and-bound method would be called to find the final 
answer. This would reduce the total number of iterations required to solve 
the problem.
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An im portant consideration that arises in  integer programming is the 
fixed charge. The fixed charge is a cost or consideration th at occurs when 
a particular activity is selected. The cost inccured w ith performing an 
activity at a nonzero level does not depend on the level of the activity. The 
cost is constant hence the name fixed charge.
To see how a fixed charge affects a problem consider the example 
below.
m ax z = 3Xj + 6x^ -I- 5Xg 
s.t. 2x^ -I-SXg +  4Xg < 200 
3x^ + 2xg + 3Xg < 150 
Xj,  Xg, Xg > 0; Xj,  Xg, Xg integer
The optimal solution to this problem is x% = 30, X2 = 28, xg = 0 and z =
258.
Now look at what happens when an additional cost is incurred i f  a 
particular variable is activated. Let the cost incurred for each variable be 
300 for x i, 150 for X2 and 200 for xg. The objective function then becomes
m ax z = 3Xj -h 6x^ + 5 x ^ ~  300 y^ -  150 ŷ  -  200 y 3
To ensure that the fixed charges are handled correctly, the following 
constraints must be added:
* 1"  < 0
y^.y^.y^^ 0 or i
M  = a very 1 arge num ber
By picking M  as a large number, the new constraints cause the fixed
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charge for each variable to be activated i f  the variable is used at the nonzero 
level. The new solution to this problem w ith the fixed charges is x i = 0, X2 = 
40, xg = 0 and z = 90. As can be seen, the fixed charge can play a significant 
role in  which activities are selected and the cost of the problem.
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Chapter 3 
TH E  H EU R ISTIC
The heuristic presented in  this chapter is a non-optimal method of 
solving lockbox and uncapacitated warehouse location problems. I t  has 
been noted that integer programming problems may be solved in  a faster 
fashion i f  any special structures of the problem can be exploited (Hesse 
1980, 276). The lockbox and uncapacitated warehouse location problems 
have special structures and that simple premise is the basis for the 
heuristic used to solve these problems.
The heuristic may be described as a modified branch and bound 
version of a greedy heuristic. The branches are made off of the fixed 
charges or y values. The bounding rules add Xy variables i f  the savings 
associated w ith them exceed the cost of adding the fixed charge related to 
those Xy variables. The heuristic stops after all of the fixed charge values 
have been branched off of and explored for a better solution.
The heuristic is greedy in the way that it  tries to improve on the 
incumbent solution. Only solutions that are feasible and improve the 
incumbent solution are used. Other techniques may use infeasible and 
inferior solutions as an interim  step in  finding a better or optimal solution. 
The heuristic fails in  that it  skips over interim  solutions. I t  does not have a 
rule th at w ill partition a problem into areas that can be explicitly searched. 
Because of this, optim ality is not guaranteed.
By rearranging the standard mathematical formulation of the lockbox 
problem into a table or m atrix of numbers, it  is easy to search through the 
table and find a feasible solution. An improvement on the solution can then 
be attempted by using bounding rules.
The table consists of the variable costs, which is revenue lost by region j 
m ailing to lockbox i, and fixed charge costs. The technique is simple 
enough that small problems can be done rapidly w ith paper and pencil and
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a feasible solution found. To illustrate what the table looks like, the 
reform ulation of the problem presented in  Chapter One is shown in  Table 5. 
The values are in  thousands.
Table 5. Lockbox Heuristic Form ulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
V ariab le 1 22.5 15 45 30
2 90 45 22.5 45
3 36 42 18 48
4 15 22.5 7.5 15
5 30 30 37.5 37.5
Fixed 20 60 80 30
By selecting the smallest entry in each row of the table and adding the 
values together, a lower bound can be found. This is the smallest possible 
cost, but this answer is usually not feasible. Table 6 shows each of the 
smallest row entries highlighted.
Table 6 . Lockbox Smallest Row Entries
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
V ariab le  1 22.5 15 45 30
2 90 45 22.5 45
3 36 42 18 48
4 15 22.5 7.5 15
5 30 30 37.5 37.5
Fixed 20 60 80 30
The total cost for this solution is $113,000. This answer is not feasible
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since rows one and five fa ll under lockbox two and rows two through four 
fa ll under lockbox three. This would force the fixed charges for lockboxes 
two and three to be activated. In  the current solution, only the fixed charge 
for lockbox one is activated. To obtain a feasible answer without changing 
the selected smallest region costs, the fixed charge for lockbox one is turned 
off and the fixed charges for lockboxes two and three are turned on. This is 
illustrated in  Table 7.
Table 7. Feasible Lockbox Solution
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
V ariab le  1 22.5 15 45 30
2 90 45 22:5 45
3 36 42 18 48
4 15 22.5 7.5 15
5 30 30 37.5 37.5
Fixed 20 60 80 30
The new solution to the problem would then be $233,000. This answer 
is feasible according to the way the problem is defined, but it  is not known 
whether this answer is an upper bound on the solution or a lower bound.
By looking at various combinations of the variable costs and then 
considering the fixed charges associated w ith them, a feasible answer can 
be found. This is how an explicit search could be used to find an optimal 
answer to the problem.
A better way to start looking for a solution is to start a branch off one of 
the fixed charges. To do this, total the variable and fixed charge costs for 
each of the columns. This gives the total cost i f  a ll regions mailed to the 
same lockbox. The column w ith the smallest total cost is feasible. I t  is also 
an upper bound on the solution since the problem is one of m inim ization.
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Table 8 shows each of the column totals w ith the smallest total highlighted.
Table 8 . Lockbox Column Totals
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
V ariab le 1 22.5 15 45 30
2 90 45 22.5 45
3 36 42 18 48
4 15 22.5 7.5 15
5 30 30 37.5 37.5
Fixed 20 60 80 30
Total 213.5 214.5 210.5 205.5
The column for lockbox four has the smallest total so it  is the starting  
branch of a feasible solution of $205,500 and is the upper bound. The 
solution states that each region should m ail checks to lockbox four. To get 
a better solution, look at adding each lockbox one at a time to see if  any 
savings occur. I f  lockbox one is added, there are savings for regions one, 
three and five since the row entries for the lockbox one column are less than 
the corresponding row entries for the lockbox four column.
Since lockbox one is added, an additional cost of $20,000 for the fixed 
charge in  incurred. The bounding rule on whether to add lockbox one is if  
the savings are greater than the cost of the additional fixed charge. For 
lockbox one, the savings are
(Region 1, Lockbox 4) - (Region 1, Lockbox 1) = 30 - 22.5 = 7.5
(Region 3, Lockbox 4) - (Region 3, Lockbox 1) = 48 - 36 = 12
(Region 5, Lockbox 4) - (Region 5, Lockbox 1) = 37.5 - 30 = 7.5
Total = 27.
The additional fixed charge for adding lockbox one is 20 which is less
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than the total savings. This means add lockbox one to the solution with  
regions one, three and five m ailing to lockbox one and regions two and four 
m ailing to lockbox four. Table 9 shows the solution wdth each entry 
highlighted. Note that for region four, the m ailing could have been to either 
lockbox one or lockbox four. Since the cost is the same and the fixed charge 
for either lockbox is incurred in  any case. The total cost of this solution is 
the sum of a ll the highlighted values plus the fixed charges for lockbox one
Table 9. Lockbox Heuristic Solution
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
V ariab le 1 22.5 15 45 30
2 90 45 22.5 45
3 36 42 18 48
4 15 22.5 7.5 15
5 30 30 37.5 37.5
Fixed 20 60 80 30
and four. The value is $198,500. This answer is the same as the one 
obtained in  Chapter One and is optimal, but that is a coincidence. The 
algorithm  is not finished yet since there are two columns left to check to see 
i f  any savings occur.
I f  lockbox two is added the only savings that occurs is for region one for 
$7,500. This does not outweigh the additional fixed charge of $60,000 so the 
column is not added. I f  lockbox three is added, there are savings for 
regions two, three and four for a total of $48,000. Since the fixed charge for 
adding lockbox three is $80,000, the column is not added.
Each lockbox is added in  turn  to see i f  an overall savings occurs. The 
heuristic checks by columns and searches through the m atrix very quickly. 
An optimal answer is not guaranteed, but a good feasible answer is found
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very quickly.
Since the logic of searching through a table of numbers is so simple, 
the heuristic can be easily adapted for use on a computer. Operations done 
on a m atrix can be performed very rapidly on computers. A computer 
employing the heuristic was used to solve the problems in  the next chapter.
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Chapter 4
TH E COM PUTER PROGRAM AND  
SAMPLE PROBLEMS
The program to solve the lockbox problem is w ritten for personal 
computers using the BASIC language. This combination was chosen for 
easy access to a computer and the simplicity of the BASIC language. 
Anyone w ith a beginning course in programming w ill be able to 
understand the logic behind the code of this program. This makes the 
program easily adapted to other systems for experimentation.
The program was w ritten on a Macintosh I I  and includes appropriate 
code to im plement the program as an application on any Macintosh. The 
program version used to solve the sample problems in  Chapter Four was 
compiled before using it. The actual solution to the lockbox problem is 
accomplished w ith the subroutines labeled SmallestColumn and 
RowCompare. The source code listing for the program is in  Appendix C.
The program solves the lockbox problem by first calling the subroutine 
SmallestColumn. The routine adds up each of the column values, 
excluding the fixed charge, in  the problem as it  appears in  the heuristic 
form ulation format. The values are stored in  a one by c m atrix called 
ColumnTotal. The fixed charge is then added to each column total.
The next task th at SmallestColumn must perform is to find which 
column total is the smallest. This is done w ith a FOR loop that searches 
through the ColumnTotal m atrix. When the smallest column total is found 
its location is marked in  a one by c m atrix called BasisTag. BasisTag is 
used to identify columns which are in  the basis of the solution. I f  a column 
in  the heuristic formulation form at has values that are part of the solution, 
a one is entered in  BasisTag. I f  a column has no values that are part of the 
solution, a zero is entered in  BasisTag. BasisTag is used later to help keep 
track of the final solution to the problem. A ll the values of the smallest 
column are then entered into a Ix r  m atrix called SmallRowEntry. This
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m atrix is used to keep track of which row values in  each column of the 
problem are part of the solution. A t this point, a ll of the row values in  the 
smallest column are placed in  SmallRowEntry. This is the beginning, 
feasible, solution to the problem.
A fter the SmallestColumn subroutine has found the smallest column 
total, the RowCompare subroutine is called. This subroutine consist of a 
W H ILE  loop which checks each of the columns in  the problem to see i f  any 
savings are available by adding values in  that column to the solution.
A FOR loop checks each value in  a column against the current values 
in  the m atrix SmallRowEntry. I f  a corresponding value in  the column 
being examined is smaller than the entry in  SmallRowEntry, it  is added to 
a variable called CheckSum for that column. Each column not currently in  
the basis for the solution is checked in  this manner. The fixed charge for 
each column not in  the basis is then subtracted from the CheckSum value 
for that column. The column w ith the best CheckSum value is then a 
candidate for entry into the basis. I f  the CheckSum value is positive, it  is 
added to the basis by placing a one in  the m atrix BasisTag in  the 
corresponding position. I f  none of the CheckSum values are positive, the 
heuristic is done and the final solution has been found. I f  a column is 
added to the basis, the values that improved the solution replaced the 
corresponding values in  Sm allRowEntry. The rem aining non-basis 
columns are then again checked for savings. This is repeated until no 
savings are found.
A t this point, the total cost can be found by adding up all the values in  
the m atrix Sm allRowEntry and the fixed charges for each column marked 
by a one in  the m atrix BasisTag. When the answer is displayed, a row 
entry may show more than one entry, although the m ultiple entries w ill be 
the same. This indicates that the corresponding customer may m ail 
payments to any one of the lockboxes w ith a nonzero value indicated. The 
total cost of the problem is not changed.
Im plem enting the heuristic in  the BASIC language was very easy. A 
m ain m atrix called ConstraintM atrix holds the table of problem variables
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as they appear in  the heuristic formulation. The search through the 
m atrix for a solution is done by the use of simple W H ILE  and FOR loops 
th at are common in  a ll programming languages. The program flow 
follows the description of the heuristic in  Chapter Three very closely.
Instead of tracking each basis variable separately, only the value of the 
best entry in  each row of the solution is recorded. This, along w ith knowing 
which columns are in  the basis, allow the total cost to be calculated without 
knowing the variables in  the basis. The complete answer is printed using a 
special subroutine that uses the columns marked as in the basis and the 
best row entries to compare against the original table of variables. The time 
to prin t the complete answer takes longer than to find the total cost.
The m ain lim itation of the program is the size of the problem that can 
be entered. Although the program dynamically allocates and deallocates 
memory for the matrices needed, it  is still a RAM based program. On 
sm aller systems this means the maximum size the problem could be is 1000 
by 1000. This would require several megabytes of RAM just to hold the 
required matrices for single precision numbers. To avoid this lim itation, 
two techniques could be used. F irst, the program could be rew ritten to 
im plement the required matrices as disk based ones. This would improve 
the size lim itation to that of the disk size. The second technique would be to 
use a v irtual memory operating system. This would autom atically extend 
the problem size to that of the disk size, but the program would not have to 
be rew ritten.
To illustrate the capabilities of the heuristic, a series of sample 
problems have been collected and formulated in  standard mathematical 
form at and heuristic format. The problems were then solved optim ally and 
w ith the heuristic. The optimal solutions to the problems were obtained 
using H averly Systems Linear Programming, by H averly Systems, Inc., 
w ith binary variables, on a VA X 8600. The heuristic was coded on a 
Macintosh I I  using compiled QuickBasic by Microsoft Corporation. Table 
10 contains a summary of the sample problem runs. The problem
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formulations are found in  Appendix A. The standard m athem atical 
formulations for problem 13 through 17 do not appear because of their size.
Table 10. Sample Problem Results 
Problem Size O ptim al H euristic Heuristic
Percent
O ptim al 
Tim e (sec)
H euristic  
Tim e (sec)
1 10x3 276 276 100 1.66 .02
2 10x4 610 610 100 2.70 .02
3 16x5 410 410 100 4.72 .05
4 12x5 630 630 100 2.98 .03
5 22x5 933 933 100 6.51 .05
6 10x5 232 232 100 2.66 .03
7 13x6 244 262 93 4.87 .05
8 4x4 242 248 98 1.65 .02
9 8x5 1235 1270 97 3.61 .03
10 5x4 1490 1500 99 0.82 .03
11 4x3 3100 3100 100 1.24 .01
12 4x4 920 920 100 0.69 .02
13 100x10 7175 7201 99 362.07 3.47
14 100x10 6607 6607 100 196.62 21.28
15 100x10 6963 7046 99 361.35 3.47
16 100x10 5822 6064 96 202.77 2.03
17 100x10 6781 6943 98 380.14 1.62
The tim e taken for Haverly Systems to solve a problem is the sum of 
the times taken to execute the SETUP, O P TIM IZE , and M DQ NT  
commands.
The results of the test problems show that the heuristic can attain  a 
high percentage of optim ality in  a very short tim e. In  each problem, the 
heuristic obtained an answer in  less than one second while achieving at 
least 93 percent of optim ality. For comparison purposes, the Macintosh is 
using a Motorola 68030 microprocessor operating at a 25 megahertz clock 
frequency. The Vax 8600 operating speed is clocked at four m illion  
instructions per second.
This finding suggests that using a heuristic to find a starting answer 
for large lockbox problems could save a great deal of CPU time. The
BRmua a m is  u n m m
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heuristic is simply searching a table of numbers so a result is found 
quickly. I f  this answer is then fed to an optimal algorithm as a starting  
point, the reduction in  computing time could be significant. Using Problem  
10 as an example, the optimal answer was found in 167 seconds using 
STORM on a Macintosh I I .  The heuristic found an answer in  0.03 seconds. 
Using this answer as a starting point, STORM found the optimal answer in  
105 seconds. This is a reduction of 62 seconds or a 37 percent savings in  
tim e on a personal computer.
A careful examination of Problem 10 shows some interesting results. 
The input and output for Problem 10 is found in  Appendix B. The in itia l LP  
solution to the problem assigns x variables in the solution to values of one or 
zero only. The y variables are assigned fractional values which add up to 
one. Using this clue, the rest of the problems showed that the LP solution 
always assigned the x variables a value of one or zero and the y values were 
assigned fractional values which added up to one. This seems to show that 
the structure of the problem, especially the fixed charge, plays a significant 
part in  solving the problem.
The heuristic takes advantage of the problem structure and solves a 
problem by branching off of the y values and adds x variables as needed.
The entire tim e the heuristic took to solve the problem approximately 
equalled the tim e for each node computation on Haverly Systems.
The optimal algorithm  selected the variables
^21’ 2̂3" ^24’ ^40’ ^42’ 3̂ 2’ ^4
to solve the problem w ith a total cost of 1490. The heuristic selected the 
variables
1̂4» ^ 21' ^23’ 4̂0» ^42’ 3̂ 1’ 3̂ 2’ 3̂ 4
w ith  a total cost of 1500. By branch and bound, the optimal algorithm  
activated one less lockbox over the heuristic w ith a savings of 10.
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In  conclusion, it  appears th at taking advantage of the special structure 
of the lockbox (uncapacitated warehouse) problem can result in  a 
significant savings in  computation time. By branching off of the fixed 
charge variables in  the problem, a feasible solution that is a high 
percentage of optimal can be quickly found. Although the answer is not 
optimal, the savings in  time make the method valuable when applied to 
large problems. I t  has been shown that by finding a feasible answer quickly 
and using it  as a starting point for an optimal algorithm  can save a great 
deal of time.
An additional area of research might be to look at other integer 
programming problems th at have a fixed charge feature, and try  to solve 
them by branching off of the fixed charge variables. This could be done w ith  
a heuristic or by forcing an optimal branch and bound algorithm  to branch 
off of the fixed charge variables.
W ith  the advancement of the electronic transfer of funds, the lockbox 
problem may become obsolete. I t  is becoming possible that a consumer can 
transfer funds from a bank account to a company from home w ith a 
personal computer and a modem. U n til this technology is wide spread and 
accepted, the lockbox problem is still a valid real world problem.
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Appendix A  
CO M PUTER PROGRAM L IS T IN G
■★★★Initialization***
OPTION BASE 1 'Minimum array subscript is 1
TEXTMODE 1 'Text overlays the background
DEFINT a-z 'All variables are integer unless so stated
i***End Initialization***
TitleScreen 'Opening credits subprogram
GOSUB DataWindow 'Open a window for data input/output
ON BREAK GOSUB BreakTrap 'Execute BreakTrap on command-period
BREAK ON 'Enable trapping of break events
GOSUB InitMenu 'Set up menu bar
FlushOialogEvents 'Empty Dialog queue
ON MENU GOSUB MenuEvent 'Branch to MenuEvent on menu selection 
MENU ON 'Enable menu event trapping 
MatrixOpen = 0 
IdleFlag = 1
OutFlag = 0 'Sets output device 
i***Idie Loop***
Idle : 'Hold menu on screen
WHILE IdleFlag = 1
EventType = DIALOG(0)
IF EventType = 5 THEN MENU OFF 




MenuEvent: 'Handle menu selections
MENU OFF 'Disable menu event trapping 
Menuld = M E N U (0)
Itemid = M E N U (1)
ON Menuld GOSUB FileMenu,EditMenu,RunMenu 'Call Menus 
MENU Menuld,0,1
IF Menuld = 1 OR Menuld = 2 THEN MENU ON 'Enable menu trap 
RETURN
FileMenu: 'Handle file selections
ON Itemid GOSUB
FileNew, FileOpen,FileSave,FileSaveAs,FileClipDump, FilePrint, File,Quit 'Branch
'to event
RETURN
FileNew: 'Handle new input
IF MatrixOpen = 1 THEN GOSUB CloseMatrix 'Delete existing matrix 
INPUT "Input Row and Column Dimensions (ie; 1,2)"; r,c 
GOSUB SizeMatrices 'Create matrices 
GOSUB Matrixinput 'Get input
MENU 1,3,1 'Activate Save option
MENU 1,4,1 'Activate Save As option
MENU 3,1,1 'Activate Start option
RETURN 
FileOpen: 'Open a file
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IF MatrixOpen = 1 THEN GOSUB CloseMatrix 'Delete existing matrix
N$=FILES$(1,"LBOX") 'Show only LBOX files
IF N$="" THEN RETURN 'Cancel putton clicked
OPEN N$ FOR INPUT AS 1 'Open input file-
INPUT#l,r 'Get row size
INPUT#l,c 'Get column size
GOSUB SizeMatrices 'Create matrices
FOR i = 1 TO c
INPUT#1, FixedCharge(i) 'Get fixed charge
NEXT i
FOR i = 1 TO r
FOR j = 1 TO c
INPUT #1, ConstraintMatrix(i,j) 'Get constraints
NEXT j
NEXT i
NAME N$ AS N$,"LBOX" 'Close under right suffix 
CLOSE 1
MENU 1,3,1 'Activate Save option
MENU 1,4,1 'Activate Save As option
MENU 3,1,1 'Activate Start option
RETURN
FileSaveAs: 'For a new file
N$=FILES$(0,"Name of file:")
IF N$="" THEN RETURN 'Got CANCEL button 
FileSave: 'For an existing file
IF N$="" THEN GOTO FileSaveAs 'Whoops, new file
OPEN N$ FOR OUTPUT AS 1 'Open output file
PRINT #1, r 'Save row size
PRINT #1, c 'Save column size
FOR i = 1 TO c
PRINTtl, FixedCharge(i) 'Save fixed charge
NEXT i
FOR i = 1 TO r
FOR j = 1 TO c
PRINT #1, ConstraintMatrix(i, j) 'Save constraints
NEXT j
NEXT i
NAME N$ AS N$,"LBOX" 'Save under right suffix 
CLOSE 1 'Close output file
RETURN 
FileClipDump:




OutFlag = 1 
GOSUB ScreenOut 
RETURN 
FileQuit: 'End program 
WINDOW CLOSE 1 
GOSUB CloseMatrix 
END
EditMenu: 'Handled by the system
RunMenu: 'Execute problem
ON Itemid GOSUB RunProb 'Branch to execution routines 
MENU 1,5,1 'Activate ClipDump option




GOSUB SmallestColumn 'Find smallest column total
GOSUB RowCompare 'See if new row entry is smaller than current
GOSUB ScreenOut 'Print the answer
RETURN
SUB FlushOialogEvents STATIC
WHILE DIALOG(0) <> 0 'Pop through Dialog queue
WEND 
END SUB 
















MatrixOpen = 1 'Flag one is open
'ConstraintMatrix holds constraints 
DIM SHARED ConstraintMatrix(r,c)
'FixedCharge holds the fixed charges 
DIM SHARED FixedCharge(c)
'ColumnTotal holds the sum of each column 
DIM SHARED ColumnTotal(c)
'Checksum tracks if a column should enter basis 
DIM SHARED CheckSum(c)
'BasisTag has a 0 if a column is not in the basis and a 1 if it is.
DIM SHARED BasisTag(c)
'SmallRowEntry has the smallest row value for each column in the basis 
DIM SHARED SmallRowEntry(r)
RETURN
CloseMatrix: 'Deletes existing matrices 








'Each element of the matrix is entered in one by one 
'by rows. Then the fixed charge is entered in one by 
'one in row form.
Matrixinput:
PRINT "Input matix by row, one element at a time"
FOR i = 1 TO r
GOSUB RowCheck 'Get a row and confirm it
NEXT i
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PRINT "Input fixed charge"
FOR i = 1 TO c
INPUT FixedCharge(i) 'Get the fixed charges
NEXT i
WINDOW 2,"", (155, 60)-(355, 170) ,-2 
MOVETO 2 0,25:PRINT"Look at entire input?"
BUTTON 1,1,"Yes",(115,45)-(180,65),1 
BUTTON 2,1,"No", (115,70)-(180,90),1 
WaitModal 
WINDOW CLOSE 2
IF Buttonid = 1 THEN GOSUB PrintMatrix 
RETURN 
RowCheck:
RowFlag = 0 
WHILE RowFlag = 0
PRINT "Input row" i 
FOR j = 1 TO c
INPUT ConstraintMatrix(i,j) 'Input row
NEXT j
PRINT "This is row" i 
FOR k = 1 TO c
PRINT ConstraintMatrix(i,k) 'Print row
NEXT k
INPUT "Is this row correct(y,n)"; Row$
IF Row$ = "Y" OR Row$ = "y" THEN Give a chance to correct 
' row
RowFlag = 1 
ELSE
RowFlag = 0





RowCount = 1 
Header = 65 
WIDTH "SCRN:", 255,5 
PRINT "Row/Col",
FOR i = 1 TO c
PRINT " ";CHR$(Header),
Header = Header +1
NEXT i 
PRINT
FOR i = 1 TO r
PRINT RowCount,
FOR j = 1 TO c
PRINT ConstraintMatrix(i, j) ,
NEXT j 
PRINT










'The first loop totals all the columns.
'The second loop finds the smallest column total.






FOR i = 1 TO c
ColumnTotal(i) = 0 'Clear matrix
NEXT i
FOR i = 1 TO c
BasisTag(i)=0 'Clear matrix
NEXT i
FOR i = 1 TO r
FOR j = 1 TO c
SmallRowEntry(i) = 0 'Clear matrix
NEXT j
NEXT i
FOR i = 1 TO c
FOR j = 1 TO r




FOR i = 1 TO c
ColumnTotal(i) = ColumnTotal(i) + FixedCharge{i) 'Add column fixed
'charges
NEXT i
SmallestColumn = ColumnTotal(1) 'Search start point
SmallColTag = 1 
FOR i = 1 TO c
IF ColumnTotal(i) < SmallestColumn THEN 'Look for
'smallest column
SmallestColumn = ColumnTotal(i)
SmallColTag = i 'Mark smallest column 
END IF
NEXT i
BasisTag(SmallColTag) = 1 'Enter small column into basis
FOR i = 1 TO r




ScreenOut; 'Print the answer 
TotalCost = 0 
Null = 0 
RowCount = 1 
Header = 65 
WIDTH "SCRN:", 255,8 
WIDTH "LPT1 : ", 255,8
IF Buttonid = 2 THEN CL0SE#1:OutFlag = 0 : RETURN 
OPEN "LPT1 :" FOR OUTPUT AS #1 
ELSEIF OutFlag = 2 THEN
OPEN "CLIP :" FOR OUTPUT AS #1
ELSE
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OPEN "SCRN:" FOR OUTPUT AS #1
END IF
PRINT#!, "The solution is:"
PRINT *1,"Row/Col",
FOR i = 1 TO c
PRINT #1," ";CHR$(Header),
Header = Header +1
NEXT i 
PRINT#!,
FOR i = 1 TO r
PRINT #1, RowCount,
FOR j = 1 TO c
IF BasisTag(j) = 0 THEN 
PRINT #1, Null,
ELSEIF ConstraintMatrix(i,j) = SmallRowEntry(i)
THEN














PRINT #1, " CT",
FOR i = 1 TO c




FOR i = 1 TO c
PRINT #1, BasisTag(i), 'Print which columns are in basis
NEXT i
FOR i = 1 TO r
TotalCost = TotalCost + SmallRowEntry(i) 'Add row costs
NEXT i
FOR j = 1 TO c
IF BasisTag(j) = 1 THEN





PRINT #1, "The total cost is"; TotalCost 'Print cost of solution 
PRINT#!,
Time ! = (FinishTicksS-StartTicksS ) /60 
PRINT#!,"Time(sec) ="Time!
CLOSE#!




'This loop checks if a row entry is less than the corresponding 
'smallest column row entry.
'If it is, then Checksum for that column tracks the total.
ExitWend = 0 
WHILE ExitWend = 0 
FOR i = 1 TO c
Checksum(i) = 0 'Clear matrix
NEXT i
FOR i = 1 TO c
IF BasisTag(i) =0 THEN 'Skip if in basis 
FOR j = 1 TO r
IF ConstraintMatrix(j,i) < SmallRowEntry(j)
THEN 'Is row smaller







'This section subtracts the fixed charge from each column 'Checksum.
'If the Checksum is > 0 the column is added to the basis.
'If nothing is added to the basis, the algorithm is finished.
FOR i = 1 TO c
Checksum(i) = Checksum(i) - FixedCharge(i)
NEXT i
BestSavings = Checksum(1)
EntryTag = 1 
FOR i = 1 TO c
IF Checksum(i) > BestSavings THEN 'Find column with best
'savings
BestSavings = Checksum(i)
EntryTag = i 'Tag best column
END IF
NEXT i
IF Checksum(EntryTag) > 0 THEN 'Does best column impove solution 
BasisTag(EntryTag) = 1 'Enter it in basis 
FOR i = 1 TO r
IF ConstraintMatrix(i,EntryTag) < SmallRowEntry(i) 











SUB TitleScreen STATIC 'Opening credits of program 
WINDOW 2,"",( 105, 60)-( 400, 195), -2 
TEXTFACE 9 'Bold & Outlined
TEXTSIZE 18 : MOVETO 100,30: PRINT"LOCKBOX": TEXTSIZE 12
MOVETO 60,60:PRINT"by David A. Kickbusch"
MOVETO 96,90:PRINT"Version 1.17"
BUTTON 1,1,"OK", (133, 105)-(163, 125),1
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INITCURSOR
WHILE DIALOG (0)Ol: WEND 'wait for buttonpress 
TEXTFACE(0) 'plain type
WINDOW CLOSE 2 
END SUB
DataWindow: 'Open data window




done = 0 'this Done is local to WaitModal
WHILE NOT done
EventType = DIALOG(0)









SAMPLE PROBLEM FO R M U LA TIO N  
Problem 1 (Hesse 1980, 268). 
Standard M athem atical Form ulation
s.t.
+ 20x -f- 16x 4- 16 X 4- 40 X  ^4 - 18 X  4- 19 X  4 - 16 X  _ 4- 24 X  .10 11 12 13 14 15 16 17 18
+ 24 X -1- 32x 4- 18x 4- 25x„, 4- 42 x„. + 33x_ 4- 20 X 4- 19 X19 20 21 22 23 24 25 26 27
28
4- 25 X ,, 4- 29^30 4- 2 6 x 3 . + 14x33 + 27x33 + 4 5 x 3, + 2 5 x 3 3 + 1 5 X 3 3
+ 18x„ + 45 X33 + 15x33 + 50 yj + 35 + 70 y.
X io +  ^2 0 +  X30
+  ^21 +  ^3 1
^1 2 +  X22 +  X32
X ,3 +  ’ ^23 +  ^ 3 3
+  X 24 +  ^ 3 4
X .5 +  X25 +  X35
^1 6 +  X26 +  X36
^1 7 +  ^2 7 +  X37
X .3 +  X28 +  X33
+  ^ 2 9 +  X39
^1 0 +  X u +  ^ 1 2 +  ''1 3 +  ’ ^14 +  ^15 +  X ,6 +  X .7 +  ^1 8 +  ^ 9 -
X20 +  X21 +  X33 +  ^2 3 +  X34 +  X23 +  X33 +  X 3 , +  X33 +  X29
=^30 +  S . +  X 32 +  ^ 3 3 +  ^ 3 4 +  X35 +  X36 +  ^ 3 7 +  X38 +  * 3 9
10 y, < 0
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Problem 1 (Hesse 1980, 268).
Heuristic Form ulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3
V ariab le 0 25 24 29
1 20 32 26
2 16 18 14
3 16 25 27
4 40 42 45
5 18 20 25
6 19 20 13
7 16 19 18
8 24 36 45
9 32 25 15
Fixed 50 35 70
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Problem 2 (Hesse 1980, 269). 
Standard Mathematical Formulation
10 4- 60 ^11 4- 30 ^12 4- 2 0  X , 3 +  70 x,^ +  50 :^15 4- 'S O x . 3 ■f 2 0  Xj^ ■+ e o x , 3
19 + 1 0 ^ 2 0 4- 30 ^21 4- OOXjj, +  8 0 x 3 3 +  30 ^24 4- 2 0  Xgg + 9 0 x 3 3 -H 5 0 x 3 3
28 4- 70 ^29 4- 70 ^30 4- - ^ X j . +  5 0 x 3 3 4- 90 ^33 4- 8 0 x 3 ^ + 4 0 x 3 3 4" 3 0 x 3 3
37 4- 2 0 ^38 4- 60 ^39 4- 9 0 x 3 , +  80 x^j 4 -60 X4 2 4- 0 0 x 4 3 + 4 0 x 4 4 4- 7 0 x 4 3
4- 20 4- 50 4- 40 x^g 4- 30 4 -150 -I- 120 y^ 4- 140 y 3  4- 170 y,
s.t. ^ 10 2̂0 3̂0 4̂0
^ 1 1  +  X 2 ,  4 - X 3 J 4 - X , ,  =
1̂2 2̂2 3̂2 ̂  4̂2 ~
1̂3 2̂3 3̂3 4̂3 ""
1̂4 + :^24+^34+^44 = 
1̂5 2̂5 ^35 4̂5 “
1̂6 2̂6 ^36 ^46 ~
X l7+^27+^37+X ^,=
1̂8 '*’ 2̂8 3̂8 ^48 ~
Xl9 + :^29+X39+^49 =
x . o 4- ^11 4- X 12 4- ^13 4- ^ 1 4 4- ^15 4- ^ 1 6 4* ^17 4- :̂ 18 4- :̂ 1 9 - 10 y ^  :< 0
^20 4- X 21 4- X 22 4- ^ 2 3 4- X 24 4- ^25 4- ^26 4- ^27 4- ^ 2 8 4- ^ 2 9  "-10  y 2 < 0
^ 3 0 4- ^31 4- X 32 4- ^ 3 3 4- X 3 4 4- ^ 3 5 4- ^ 3 6 4- ^ 3 7 4- ^ 3 8 4- ^ 3 9  “- lO y g < 0
X4 0 4- ^41 4- X 42 4- X 4 3 4- X 4 4 4 - X 4 5 4- ^46 4- X 4 7 4- ^48 4- X 4 9 -- 10 y ^ < 0
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Problem 2 (Hesse 1980, 269).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
Variable 0 40 10 70 90
1 60 30 40 80
2 30 90 50 60
3 20 80 90 60
4 70 30 80 40
5 50 20 40 70
6 50 90 30 20
7 20 50 30 50
8 60 70 20 40
9 90 70 60 30
Fixed 150 120 140 170
ARTHUR LAKE* LÏBKAHX 
COLOm OO BCEOOL of MINER 
GOLDRN, COLORADO 8©40J
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Problem 3 (Hesse 1980, 270).
Standard Mathematical Formulation
m in  z = 15x q̂ 4- 45 4- 18 x̂  ̂4-13 x 4- 25 x 4- 45 x 4- 27 x̂ g 4- 14 x̂  ̂4- 26x^g
+  29 X jg  +  28 X j^  +  17X j b +  æ x ^ ^  +  17x^„ +  20x,g +  ISx^p +  20 x̂  ̂+  4 1 X 3 ,
+ 2 5 x33+ 15X33 + 22X 3̂  + 3 0 X35 + 29X33+ 10X3, +  30X33+ 26X33+ 32x 3̂
+ 15x 33+ 32 x 3c + 19X33+ 16X33 + 25X33 + 2 5 X33 + 36x3j+ 19x33 + 20x33 
+ 2 0 x3, + 42x 35 + 2 5 x33+ 18X3, + 32x 33 + 2 4 x33+ 25x 3̂  + 21x 33+ 23 x 3c 
+ 24 X3C + 25x 3g + 32X35.+  28x^3 +28 x^j + 14x^3 + 18x 3̂ + 17x^  ̂+ 43 x ĵ
+ 2 0 X33+ 20x 3̂ + 2 2 x33+ 20x 33 + 22x3^+ 18x^g+ 27x,c + 20x 0̂ + 21x^g
+ 3 0 x3^ + 3 2 x53 + 24x 53+ 16X53+ 19X53+ 18X54 + 40X55 + 16X53 + 16X53
+ 20 X53 + 25x 53 + 26 X5  ̂+ 25 X5B + 20 X5C + 26 X5C + 24x 5g + 37x5p + 50 y 3 
+ 40 y 3 + 35 y, + 50 y 3 + 70 yg 
s.t. X j3+ X 33+ X 3„ + X33+ X 5„ =
Xi i +X3 i +X3j + X 3, +X5j =
X j3  +  X33 +  X33 +  X33 +  X53 —
* 1 3  + X23 + X 33 +  X 33 + X 53 —
Xi4 + X34 +X34 +X33 + *53 =
* 1 5  + ^ 2 5  +  ^ 3 3  + ^ 4 5  +  * 5 5  =
X16 + Xg3 + X33 + X33 + X53 —
Xi7 + X27 + X37 +X47 + X 6, =
* 1 8  +  * 2 8  +  * 3 8  +  * 4 8  +  * 5 8  “
* 1 9  +  X 29 +  X 39 +  X 33 +  X 53 —
* 1 A + * 2 A + * 3 A + * 4 A + * 5 A  = 1 
* 1 B  +  * 2 B  +  * 3 B + * 4 B  +  * 5 B = 1  
XlC + X2C + Xgc + X3C + Xgc — 1 
X l D  +  X 2D +  X 3D +  X 34, +  X g g  — 1
*1E + ^ 2 E + *3 E + *4 E + *5 E “ 1 




Xio + X,, -H x,2 + x,3 +Xi4 + X,g + x,g + x^, -k X,g + x,g + x,^ + x,g
+ ^ic + ^ID + :̂ 1E + ^IF -  16 y, < 0
2̂0 2̂1 2̂2 2̂3 2̂4 '*’ 2̂5 "
^ 2 C  ^  ^ 2 D  ^  ^ 2 E  ^  ^ 2  F ~  ^ ^ ^ 2  
^ 3 0  3̂1 3̂2 3̂3 '*’ ^34 3̂5
^ 3  0 " * " ^ 3 D " ^ ^ 3 E ' ^  ^ 3  F ~  y  3
‘40 ^ 41  ^ 4 2  ^ 4 3
+ x,c + x,^ + x,g + x,^ -  16 y, < 0
:60 +^51+^52+^63+^54+^
+ 5̂C + ^5D + ^5E + ^5F Ys “ ^
+  ^ 2 1  +  ^ 2 2  +  ^ 2 3  +  + +  ^ 2 6  +  ^ 2 7  +  ^ 2 8  +  ^ 2 9  +  ^ 2  A +  ^ 2 B
+ 3̂1 + 3̂2 + 3̂3 + +  + ^36 + ^37 + ^38 + 3̂9 + ^3A + 3̂B
X4g + X 4 i + X 4 2 + X ^ + X ^  +  X45 +  X 4 g + X ^ 7  +  X4g +  X4g +  X 4 A  + X 4 g
5̂0 + 5̂1 + Xgg + Xg3 4- Xĝ  4. Xgg 4- Xgg -k Xg, -k Xgg -k Xgg -k Xg  ̂ -K Xgg
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Problem 3 (Hesse 1980, 270).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 LockBox 4 LockBox 5
Variable 0 15 20 25 28 32
1 45 41 36 28 24
2 18 25 19 14 16
3 13 15 20 18 19
4 25 22 20 17 18
5 45 30 42 43 40
6 27 29 25 20 16
7 14 10 18 20 16
8 26 30 32 22 20
9 29 26 24 20 25
A 28 32 25 22 26
B 17 15 21 18 25
C 38 32 23 27 20
D 17 19 24 20 26
E 20 16 25 21 24
F 18 25 32 30 37
Fixed 50 40 35 50 70
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Problem 4 (Hesse 1980, 271). 
Standard Mathematical Formulation
m in  z = 40X - h  20x̂  ̂4- 40 x̂  ̂4- GO x̂  ̂ -k 80 x̂  ̂4-100 x 4- 20x 4- O x 4- 20x^g 
4- 40 Xjg 4- 00 Xj^4- 80 x^g-t- GOXgg 4-40 Xĝ  4- 20 x̂  ̂4- 40x^3 4- 60 x̂  ̂4- 80x^^
+ 40x^^+20x^^ + 0x^^-h20x^^ + 40x^^-h GOx^g-k 80X30-^6 0 X3̂ -^40 X32 
+ 20 X33-h 40 X33̂ 4-60 X3g-H 60Xgg 4-40 X3,-H 20 X3g-H OXgg-H 20 X 3̂  4-40 X33 
-h 100 X 4 0  4- 80 x̂  ̂4- 60 X42 4- 40x^3 4 - 20 x̂ ^̂  4 - 46X 3̂̂  4- 80 x^g  4- GOx^^.^ -h 40 x^g  
-h 2 0 X49 4- 0X4̂ -^2 0 X434- 120X40 4- 100 X4  ̂ 4- 80 X42 4- 60X43-h 4 0 X44-h 20X45 
+ 100 x 4g 4- 80 X47 -h 00X434- 40X49 4- 20X4^4- 0X43-1- 200 y^4- 275yg4- 280 Yo 
4-150 Y4 4- 110 y  g
s.t. ^ 1 0 +  * 2 0 +  * 3 0 +  * 4 0 +  * 5 0 —
^11 +  * 2 1 +  * 3 1 +  * 4 1 +  * 5 1
■
X 12 +  * 2 2 +  * 3 2 +  * 4 2 +  * 5 2 =
^ 13 +  * 2 3 +  * 3 3 +  * 4 3 +  * 5 3 =
^ 1 4 +  * 2 4 +  * 3 4 +  * 4 4 +  * 5 4
* 1 5 +  * 2 5 +  * 3 5 +  * 4 5 +  * 5 5
■
* 1 6 +  * 2 6 +  * 3 6 +  * 4 6 +  * 5 6 =
* 1 7 +  * 2 7 +  * 3 7 +  * 4 7 +  * 5 7 =
* 1 8 +  * 2 8 +  * 3 8 +  * 4 8 +  * 5 8
* 1 9 +  * 2 9 +  * 3 9 +  * 4 9 +  * 5 9 =
* 1 A + * 2 A + * 3 A + * 4 A  +  * 6A =  1  




^ 1 0  ^  11 ^  12 ^ 1 3  ^  14 ^ 1 5  ^  16 ^ 1 7  ^  18 ^ 1 9  ^  l A  ^  I B
12y , < 0
“20 2̂1 '
-  1 2 y 2 < 0  
• ]
-  1 2 y 3 < 0  
12y4<0
“50 ^ 51  "*
-  1 2 y g < 0
^ 2 0 ^ 2 2  ^ 2 3  ^ 2 4  ^25  ^ 2 6  ^27  ^ 2 8  ^ 2 9  ^ 2  A ^  2 B
3̂0 3̂1 "^^32 "*”^33 *^^34 '*’ ^35 "^^36 "^ 3̂7 "*"̂ 38 "*"̂ 39 ^3A *^^2B
X40 -HX4i-HX42-kX43-kX44 4-X4g-HX4g-HX47+X4g-HX49-kX4^ -hX^B
^ 5 '*' *"^52 '*’ ^ 5 3  " ^ ^ 5 4  "*"^55 " ^ ^ 5 6  " ^ ^ 5 7  " ^ ^ 5 8  " ^ ^ 5 9  ^ 5 A  ^  5B
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Problem 4 (Hesse 1980, 271).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4 Lockbox 5
Variable 0 40 60 80 100 120
1 20 40 60 80 100
2 40 20 40 60 80
3 60 40 20 40 60
4 80 60 40 20 40
5 100 80 60 40 20
6 20 40 60 80 100
7 0 20 40 60 80
8 20 0 20 40 60
9 40 20 0 20 40
A 60 40 20 0 20
B 80 60 40 20 0
Fixed 200 275 280 150 110
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Problem 5 (Hesse 1980, 271).
Standard Mathematical Formulation
m in  z = 3Xjg-f 70 x̂  ̂-I- + 28x^^ + 5x^  ̂+ 91 x̂  ̂4-155 x^g4- 320 x̂  ̂4- 160 x̂ g
4- 210 Xjg 4- 25 x^  ̂4- 40X 4- Ix  4- 70 x^  ̂+ 16x^g 4-100 x^p + 16x^^
4- 2x^^4- 300 x^j 4- 15Xjj4- 6x^  ̂4- 27x^  ̂4- Ox̂  ̂4- OOx^ -̂i- 63x^2 4- 36 x̂ ^
+ + 108 + 185 x 9̂ + 440 x^, + 170 x^, + 270 x^, + 17x^^ + 42 x,g
+ 5xjc + lSXj.g + 14x2g+ 125 Xjp + 30 Xjc + 2 X j„+  420x^,+ 20 x^^
+ Ox3g + 30 XjL + 11x39+ 4 0 X jj+  108X33+ 26X33 + 6 X3̂ + 15x33 + 60x 33 
+ 240 X3, + 0x 33 + 7 5 x33+ 20X3^ + 10X33+ 7x33+ 18X33+ 7X33+ 60x 33 
+ 33 X3G + IX 3H + 240 X3, + 26 X33 + 11 X3g + 21X33 + 4x^9 + 40 x,, + 60 x,  ̂
+ 0x^3 + 3 x „ + 48x^3 + 65x^3 + 200 x „  + 75x ^  + 105x^9+ 10x^^+ 15x^  ̂
+ 3x3c + 15XjQ + 6 x 3̂ + 44 x^p + 20 x^  ̂+ lx^„ + 200 x^, + 9x^3+
+ 7x^3 + 9 X39 + 20 Xjj + 100 X52 + 31x 53 + 9xg  ̂+ 60 X33 + 84 X33 + 50 X33 
+ 135 X53 + 105 X59 + 37x 5̂ +  30x 53+ 7*5c + 10x53 + 20x 53+ 4OX5P 
4- 40 Xgg 4- 2xgjj4- 0x^j4- 34Xgj4- 15 x^  ̂4- 37 x^^ 4- 100 y ̂  4-150 ŷ  4-200 y  ̂
-k 125 y  ̂4- 250 yg
s.t. 1̂0 2̂0 3̂0 4̂0 5̂0 “
Xii 4- Xĝ  4- Xg, 4- X,̂  4- Xg, =
^ 1 2  ^ 2 2  ^ 3 2  ^ 4 2  ^ 5 2  ““
^ 13  ^ 2 3  ^ 3 3  4̂3 ^ 5 3  ~
^ 1 4  ^ 24 ^ 34 ^ 44 ^ 5 4
:̂ 15 + 2̂5 + ^35+^45 + :̂ 56 =
1̂6 2̂6 3̂6 4̂6 5̂6
X i 7 + ^ 2 7 + ^ 3 7 + ^ 4 7 + ^ 5 7  =
^ 1 8  +  ^ 2 8  +  ^ 3 8  +  ^ 4 8  +  ^ 5 8  “
^ 1 9  +  ^ 29 +  ^ 39 +  ^ 49 +  ^ 5 9  “
* I A + * 2 A  +  * 3 A + * 4 A  +  * 6 A  =  1  




^ I C  +  ^ 2 0  +  ^ 3 C  +  ^ 4 C  +  ^ 5 C  ~  ^
^ I D  +  ^ 2 D  +  ^ 3 D  +  ^ 4 D  +  ^ 5 D  “  ^
^ l E  +  ^ 2 E  +  ^ 3 E  +  ^ 4 E  +  ^ 5 E  “  ^
^ I F  +  ^ 2 F +  ^ 3 F  +  ^ 4 F  +  ^ 5 F  “  ^
^ I G  +  ^ 2 0  +  ^ 3 0  +  ^ 4 0  +  ^ 5 0  ~  ^
^ I H  +  ^ 2 H  +  ^ 3 H  +  ^ 4 H  +  ^ 5 H  “  ^
X i i  +  X 2 i + X 3 j - h X 4 j - h X g j  =  l  
X i J  +  X , g - k X g g - k X , g - k X g g  =  l
^ I K  +  ^ 2 K  +  ^ 3 K  +  ^ 4 K  +  ^ 5 K  “  ^
: ^ l L  + ^ 2 L  + ^ 3 L + ^ 4 L + X g L  = l
^ 1 0  +  -h X ^ 2  +  X , g  + X i 4  +  X , g - k  X , g  +  X , 7 - h X , g - k  X , 9  +  X ^ ^ - H X , g
+  ^1C + ^ 1 D  +  ^ 1 E + ^ 1 F  +  ^ 1 G  + : ^ l H + ^ l I + ^ l J + ^ l K + ^ l L - 2 2 y i  < 0
^ 2 0  +  ^ 2 1  +  ^ 2 2  +  ^ 2 3  +  ^ 2 4  +  ^ 2 5  +  ^ 2 6  +  ^ 2 7  +  ^ 2 8  +  ^ 2 9  +  ^ 2  A +  ^ 2 B
+  ^ 2 C  +  ^ 2 D  +  ^ 2 E  +  ^ 2 F  +  ^ 2 G  +  ^ 2 H  +  ^ 2 I  +  ^ 2 J  +  ^ 2 K  +  ^ 2 L "  ^  2 "  ^
^ 3 0  +  ^31  +  ^ 3 2  +  ^ 3 3  +  ^ 3 4  +  ^ 3 5  +  ^ 3 6  +  ^ 3 7  +  ^ 3 8  +  ^ 3 9  +  ^ 3 A  +  ^3  B
+  ^ 3 C  +  ^ 3 D  +  ^ 3 E  + ^ 3 F +  ^ 3 G  +  ^ 3 H  + ^ 3 I  +  ^ 3 J  + ^ 3 K  +  ^ 3 L ~ ’ ^ ^ 3  ~  ^  
X , 9  + X , ^ 4 - X , g - h X ^ - k X ^ - h X ^ - k X ^ - k X , 7 - k X ^ + X , 9 - f . X , ^  4 - X ^ g
+  ^ 4 C  +  ^ 4 D  +  ^ 4 E  +  x , p  -h X ^ g  +  x , H  +  X , J  +  X , ,  -h x . ^  +  x . ^ "  2 2  y ,  <  0  
^ 5 0  +  ^ 5 1  +  ^ 5 2  +  ^ 5 3  +  ^ 5 4  +  ^ 5 5  +  ^ 5 6  +  ^ 5 7  +  ^ 5 8  +  ^ 5 9  +  ^ 5 A  +  ^ 5 B  
+ 5̂G + ^Kn + ^RE + K̂F + + ^ K.I + 5̂K + 5̂1, ~* ^  Ys ~ ^
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Problem 5 (Hesse 1980, 271).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4 Lockbox 5
Variable 0 3 9 11 4 9
1 70 90 40 40 20
2 0 63 108 60 100
3 28 36 26 0 31
4 5 4 6 3 9
5 91 108 15 48 60
6 155 185 60 65 84
7 320 440 240 200 50
8 160 170 0 75 135
9 210 270 75 105 105
A 25 17 20 10 37
B 40 42 10 15 30
C 1 5 7 3 7
D 70 15 13 15 10
E 16 14 7 6 20
F 100 125 60 44 40
G 16 30 33 20 40
H 2 2 1 1 2
I 300 420 240 200 0
J 15 20 26 9 34
K 6 0 11 7 15
L 27 30 21 7 37
Fixed 100 150 200 125 250
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Problem 6 (Hesse 1980, 272). 
Standard Mathematical Formulation
m in  z = 29Xjq+ 16x̂  ̂+ 25x^g+ 23x^3+ 21x^^+ 95Xjg+ 23x^g+ 17x̂  ̂+ ISx^g 
+ 16Xj9+ 40x29+ 55 Xjj +24x23 + 73X93 + 2 5 X3̂ + 16X25+ 22X29 + 18X2, 
+ 25 X29 + 40x29 + 15X39 + 92 X3, + 14x 32 + 16X33 + 26 + ‘fâx39 + 76 X39
+ 41X3, + 14X39 + 23x 39+ 29X99 + 30 X9, + 65 X92 + 5X93 + 11x99 + 22x 95 
+ 25 X99 + 43x 9, + 17x 99 + 14*49 + 36X59+ 19X59+22 X52 + 42x 53 + 76 X59 
+ 48 X55 + 14x59 + 27x5, + 35X59 + 22 X59 + 45 y, + 65 y2 + 19 y3 + 32 y 9
S . t .
+  2 6
^ 1 0 +  *20 +  * 3 0 +  * 4 0 +  * 5 0  =  1
X i i +  *21 +  * 3 1 +  * 4 1 +  * 5 1  =  1
^ 12 +  *2 2 +  * 3 2 +  * 4 2 +  * 5 2 = 1
^ 1 3 +  * 2 3 +  * 3 3 +  * 4 3 +  * 5 3 = 1
^ 1 4 +  * 2 4 +  * 3 4 +  * 4 4 +  * 5 4  =  1
^ 1 5 +  * 2 5 +  * 3 5 +  * 4 5 +  * 6 5  =  1
^ 1 6 +  * 2 6 +  * 3 6 +  * 4 6 +  * 6 6  =  1
^ 1 7 +  * 2 7 +  * 3 7 +  * 4 7 +  * 5 7  =  1
* 1 8 +  * 2 8 +  * 3 8 +  * 4 8 +  * 5 8  =  1
* 1 9 +  * 2 9 +  * 3 9 +  * 4 9 +  * 5 9  =  1
* 1 0 +  * 1 1 +  * 1 2 +  * 1 3 +  * 1 4  +  * 1 5 +  * 1 6 +  * 1 7 +  * 1 8 +  * 1 9 - -  1 0  y ,  <  0
* 2 0 +  * 2 1 +  * 2 2 +  * 2 3 +  * 2 4  +  * 2 5 +  * 2 6 +  * 2 7 +  * 2 8 +  * 2 9 -  1 0  y 2  ^  0
* 3 0 +  * 3 1 +  * 3 2 +  * 3 3 +  * 3 4  + * 3 5 +  * 3 6 +  * 3 7 +  * 3 8 +  * 3 9 -  1 0  y ,  <  0
* 4 0 +  * 4 1 +  * 4 2 +  * 4 3 +  * 4 4 +  * 4 5 +  * 4 6 +  * 4 7 +  * 4 8 +  * 4 9 -  1 0  y 9  <  0
* 5 0 +  * 5 1 +  * 5 2 +  * 5 3 +  * 5 4  +  * 5 5 +  * 5 6 +  * 5 7 +  * 5 8 +  * 5 9 -  1 0  y ^  <  0
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Problem 6 (Hesse 1980, 272).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4 Lockbox 5
Variable 0 29 40 15 29 36
1 16 55 92 30 19
2 25 2A 14 65 22
3 23 73 16 5 42
4 21 25 26 11 76
5 95 16 49 22 48
6 23 22 76 25 14
7 17 18 41 43 27
8 15 25 14 17 35
9 16 40 23 14 22
Fixed 45 65 19 32 26
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Problem 7 (Hesse 1980, 279). 
Standard Mathematical Formulation
m in  z = ISXjQ -f 25 x̂  ̂4- 30x^̂  4- 65 x̂  ̂-k 5x^^4- 7x^g4- 23x^g4- 9x^  ̂4- 16x^g 
+ 2 2 x99 + 15x 99+ 2 3 x93+ 19x 9̂  + 12x99 + 18x99+ 2 5 x99 + 29x93 
+ 75 Xj  ̂+ 82X95 + 95 X93 + 4X9, + 16X93 + 17X93 + 2 6 X99 + 43 X9B
+  17X99, +  2 6 X 3 9  +  1 9 X 39  + 4 0 x 3 9  +  5 5  X33 +  7 3 x 3 9  +  2 4  X35 +  4X 33  
+  1 5 X 3 ,  +  10X 33  +  25 X39 +  1 6 X 3 9  +  4 * 3b +  16X39, +  2 3 X 9 3  +  15X 99
+  1 6 x 9 9 +  1 4 x9 3  +  3 6 X 9 9  +  29 X95 +  83 X93 +  1 6 x 9 ,  +  25 X93 +  14X93
+ 3 6 X9 9 + 4 2 x93+ 18X99, +  88X53+ 92x59+ 14x 59+ 17*53 + 23X59 
+ 3 6 x55 + 45x 53 + 19x 59 + 2 3 x53 + 42x 53 + 91x59 + 16x 53+ 21x 59,
+ 14X33 + 26 X39 + 35 X39 + 19X33 + 22x39 + 41X35 + 36X33 + 19X39 + 22 X33 
+ 4 9 x33 + 76x 39 + 41x 33+ 14x39, + 75 y 9 + 32 Yg + 26 + 17 X9 + 25 Y5
+ 19 Ye
S . t . X l O +  *20 +  * 3 0 +  * 4 0 +  * 5 0 +  * 6 0  ~
X i i +  * 2 1 +  * 3 1 +  * 4 1 +  * 5 1 +  * 6 1  =
^1 2 +  * 2 2 +  * 3 2 +  * 4 2 +  * 5 2 +  * 6 2  =
^1 3 +  * 2 3 +  * 3 3 +  * 4 3 +  * 5 3 +  * 6 3  =
^ 1 4 +  * 2 4 +  * 3 4 +  * 4 4 +  * 5 4 +  * 6 4  =
^ 15 +  * 2 5 +  * 3 5 +  * 4 5 +  * 5 5 +  * 6 5  =
X 16 +  * 2 6 +  * 3 6 +  * 4 6 +  * 5 6 +  * 6 6  =
^ 1 7 +  * 2 7 +  * 3 7 +  * 4 7 +  * 5 7 +  * 6 7  =
^ 1 8 +  * 2 8 +  * 3 8 +  * 4 8 +  * 5 8 +  * 6 8  =
^ 1 9 +  * 2 9 +  * 3 9 +  * 4 9 +  * 5 8 +  * 6 9  =
X i A +  * 2 A + * 3 A  + * 4 A  +  * 5A + * A =  1
X l A +  * 2 A + * 3 A  + * 4 A + * 5B +  * 6 B =  1
X l A +  * 2 A  +  * 3 A  + * 4 A  +  * 5C * 6 C =  1
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Problem 7 (Continued). 
Standard Mathematical Formulation
* 1 0  +  * 1 1 +  * 1 2 +  * 1 3  + * 1 4  + * 1 5 +  * 1 6  +  * 1 7  +  * 1 8  +  * 1 9  +  * 1 A  +  X  i g
+ * i B  + *ic ~ 13y 9  S 0
* 2 0  +  * 2 1  +  * 2 2  +  * 2 3  +  * 2 4  +  * 2 5  +  * 2 6  +  * 2 7  +  * 2 8  +  * 2 9  +  * 2  A +  ^  I B
+ *2B + *2c — l^yg — 0
* 3 0  +  * 3 1  +  * 3 2  +  * 3 3  +  * 3 4  +  * 3 5  +  * 3 6  +  * 3 7  +  * 3 8  +  * 3 9  +  * 3 A  +  ^  IB
+  * 3 B  +  * 3 C -  1 0 y , < 0
■40 +  * 4 1  +  * 4 2  +  :
+  * 4 B  +  * 4 C -  1 3 y 4 < 0
40 + * 4 1  + * 4 2  + :
+  * 5 B  +  * 5 C -
4 0  +  * 4 1  +  * 4 2  +  :
+  * 6 B +  * 6C — 1 3 y g S  0
* 4 0 * 4 3  +  * 4 4  +  * 4 5  +  * 4 6  +  * 4 7  +  * 4 8  +  * 4 9  +  * 4 A  +  X  IB
* 4 0 * 4 3  + * 4 4  + * 4 5  + * 4 6  + * 4 7  + * 4 8  + * 4 9  + * 4 A  +  ^
* * 4 3  +  * 4 4  +  * 4 5  +  * 4 6  +  * 4 7  +  * 4 8  +  * 4 9  +  * 4 A  +  X  IB
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Problem 7 (Hesse 1980, 279).
Heuristic Formulation
Costs Region Lbox 1 Lbox 2 Lbox 3 Lbox 4 Lbox 5 Lbox 6
Variable 0 15 12 26 23 83 14
1 25 18 19 15 92 26
2 30 25 40 16 14 35
3 65 29 55 14 17 19
4 5 75 73 36 23 22
5 7 82 24 29 36 41
6 23 95 4 83 45 36
7 9 4 15 16 19 19
8 16 16 10 25 23 22
9 22 17 25 14 42 49
A 15 26 16 36 91 76
B 23 43 4 42 16 41
C 19 17 16 18 21 14
Fixed 75 32 26 17 25 19
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Problem 8 (Winston 1987, 372).
Standard Mathematical Formulation
m in z  = 28x q̂ -I- 60x^^ + 96 x̂  ̂4- 64 x̂ g 4- 84 x̂  ̂ 4- 20Xg  ̂-i- 60x̂ ^
+ -W X j ,3 + 112X33 + 50X39 + 21 X 33 + 40X33 + *40 +50*41
+ GO X93 + 16X93 + 50 Y9 + 50 Yg + 50 y , + 50
s.t. X9 9 + X3 9  + X 3 9 + X9 9  = 1
*12  +  *2 2  +  * 3 2  +  * 4 2  — ^
* 1 3  +  * 2 3  +  * 3 3  +  * 4 3  — ^
* 1 4  +  * 2 4  +  * 3 4  +  * 4 4  =  1
* i i  +  * i 2 +  * i 3 + * i 4 - 4 y 9 < 0
* 2 1  +  * 2 2  +  * 2 3  +  * 2 4  ~  2 “  0
* 3 1  +  * 3 2  +  * 3 3  +  * 3 4  3 "  0
* 4 1  + * 4 2  + * 4 3  + * 4 4  - 4 Y 4 ^ 0
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Problem 8 (Winston 1987, 372).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
Variable 0 28 84 112 112
1 60 20 50 50
2 96 60 24 60
3 64 40 40 16
Fixed 50 50 50 50
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Problem 9 (Erlenkotter 1978,1000).
Standard Mathematical Formulation
m in  z = 120 + 180 x̂  ̂-I-100 x̂  ̂-i- Mx^^ 4- 60x^^4- Mx^^ 4- 180 x̂  ̂4- Mx^^
+ 210 X33 + M X 39 + 150 X33 + 240 X33 + 55 X39 + 210 x̂  ̂+ 110 x̂  ̂+ 165 x^,
+ 180 X33 + 190x 39+ 110x 33 + 195 X33 + 50 X39 + M X 33 + M X 33+ 195 X3,
+ 210 X93 + 190 X99 + 150 X93 + 180 X93 + 65 X99 + 120 X93+ 160 x̂  ̂+ 120 x^,
S . t .
4 -170 x „  4 - 150 X , .  4 -110x „  4 -150 x „  4- 70 x_, 4 -195 x  4- 200 x _  4- M x50 51 52 53 54 55
+ 100 3̂9 + 70 + 60 Y3 + 110 y  ̂+ 80 y ,
* 1 0  +  * 2 0  + * 3 0  + * 4 0  +  * 5 0  =  
* 1 1 + * 2 1  + * 3 1  + * 4 1  + * 5 1  =  
* 1 2  + * 2 2  + * 3 2  + * 4 2  + * 5 2  =  
*1 3  +  * 2 3  + * 3 3  + * 4 3  + * 5 3  =  
* 1 4  +  * 2 4  + * 3 4  + * 4 4  +  * 5 4  =
* 1 5  +  * 2 5  + * 3 5  + * 4 5  +  * 5 5  =
* 1 6  +  * 2 6  +  * 3 6  + * 4 5  +  * 5 6  =
* 1 7  +  * 2 7  + * 3 7  +  * 4 7  + * 5 7  =
*10 +  * l l  +  * 1 2 + * 1 3 + * 1 4  +  * 1 5  +  * 1 6  +  * 17- 8 y ,^ 0
*,„  + * „  + * „  + * „  + * , .  + * , .  + * , .  + * „  -  8y < 0
56 57
* - -  + * 3 1  + * 3 2  +  * 3 3  + * 3 4  +  * 3 5  +  * 3 6  +  * 3 7  “  ^  °30
40
50
32 33 34 35 36
+ *41 + *-■. + * . ,  + * . .  + * . .  + * . .  + * . , -  8 y , s 042 43 44 45 46 47
+ *51 + * "  + * " + * -  + * -  + * «  + * . . - 8 y .  ^ 0
52 53 54 55 56 57
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Problem 9 (Erlenkotter 1978,1000).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4 Lockbox 5
Variable 0 120 210 180 210 170
1 180 M 190 190 150
2 100 150 110 150 110
3 M 240 195 180 150
4 60 55 50 65 70
5 M 210 M 120 195
6 180 110 M 160 200
7 M 165 195 120 M
Fixed 100 70 60 110 80
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Problem 10 (Salkin 1975, 492).
Standard Mathematical Formulation
m in  z = 400 -I- 900 x̂  ̂ 550 x̂  ̂+ 960 x̂ g + 450 x̂  ̂-f- 600 -f OOx̂ ^
-H 1980 x^2 -k 240 Xgg 4- 550 x^^ +  100 Xg^ + 180 Xg^ 4- 1210 Xg  ̂ + 2520 Xgg 
4- 750 Xg  ̂ 4- 100 x^g 4- 1170 x^^ -k 220 x̂ 2 + 1320 x^g -k 1050 x ^ -k  110 
4 - 130 y^ 4 -140 y  g  -k 160 y^
s.t. ^ 10 2̂0 3̂0 4̂0 —
^ l l  +  ^ 2 1 + X g ,-k X ^ ,=
1̂2 ^22 ^32 ^42 ~
^13 ^23 ^33 ^43 ~
^^14+^24+^34+^44 =
1̂0 + 1̂1 + ^12 + 1̂3 + %i4 -  5yi  < 0
-  5yg < 0  
- 5 y g  <0  
- 5 y 4 < 0
2̂0 + 2̂1 + 2̂2 + 2̂3 + 2̂4 
3̂0 + 3̂1 + 3̂2 + 3̂3 + ^34
X 4 g + X , i + X ^ 2 + X ^ + X ^
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Problem 10 (Salkin 1975, 492).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
Variable 0 400 600 100 100
1 900 90 180 1170
2 550 1980 1210 220
3 960 240 2520 1320
4 450 550 750 1050
Fixed 110 130 140 160
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Problem 11 (Salkin 1975, 494).
Standard Mathematical Formulation
m in  z = 2(X) -f- 200 1050 x̂  ̂+ 1200 x̂  ̂4-100 + 150 x̂  ̂-i- 1200 x̂ ^
+ 1400 Xgg + 300 XgQ + 100 Xgj -I- 750 x̂  ̂4- 2000 x̂  ̂ 4- 450 4- 400
4-500 y ,
S . t . ^  10 ^ 2 0  ^ 3 0  ~  ^
X11+ X 2, + X 3, = 1
1̂2 2̂2 3̂2 ~ ^
1̂3 2̂3 3̂3 ~ ^
^io + ^ ii + x , 2 + x , 3 - 4 y , < 0
^ 2 0  ^ 2 1  ^ 2 2  ^  ^ 2 3  ~  ^ ^ 2  ~  ^
^ 3 0  ^31  " ^ ^ 3 2  "*"^33 ”” ^ ^ 3
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Problem 11 (Salkin 1975, 494).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3
Variable 0 200 100 300
1 200 150 100
2 1050 1200 750
3 1200 1400 2000
Fixed 450 400 500
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Problem 12 (Salkin 1975, 495).
Standard Mathematical Formulation
m in z = 100 + 150 x̂  ̂-i- 80 x̂  ̂4 -100 x̂  ̂4 -110x̂  ̂4 -140 x̂  ̂ 4 - 70x^2
4- 90 Xgg 4- 90 Xgg 4 -160 Xgj 4 -1 ^  x^g 4- 80 X 33 4- 120 x^o 4 -130 x^j
4 - 110 x^g 4- 60x^3 4 - 800 4- 600 y  g 4- 5700 y  3  4 - 500 y^
s .t . ^11 4- ^21 4- X 31 4- X 41 =  1
X 12 4- ^22 4- X 32 4- X 4 2 =  1
X l 3 4- ^ 2 3 4- X 33 4- X 43 =  1
^ 1 4 4- ^ 2 4 4- X 34 4- X 44 =  1
^11 4- ^12 4- X 13 4- ^ 1 4 - 4 y , < 0
^21 4- ^22 4- X 23 4- ^ 2 4 - 4 Y 2 < 0
X 3 I 4- ^ 3 2 4- X 33 4- X 34 - 4 y 3 < 0
X 41 4- ^ 4 2 4- X 43 4- X 44 - 4 y < < 0
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Problem 12 (Salkin 1975, 495).
Heuristic Formulation
Costs Region Lockbox 1 Lockbox 2 Lockbox 3 Lockbox 4
Variable 0 100 110 90 120
1 150 140 160 130
2 80 70 100 110
3 100 90 80 60




R/ C A B C D E F G H I J
1 119 196 423 209 125 101 244 285 148 148
2 459 4 453 109 291 242 170 414 231 210
3 206 365 254 366 153 293 63 357 309 58
4 257 19 271 320 84 319 466 132 191 9
5 447 69 179 8 460 424 231 216 415 386
6 193 222 423 130 172 401 361 80 480 414
7 471 322 255 167 487 59 157 105 47 324
8 182 440 163 446 280 411 307 268 148 209
9 135 55 441 165 407 91 465 286 148 426
10 359 143 450 186 349 192 11 58 85 0
11 416 48 367 56 27 430 283 232 435 65
12 156 423 374 240 67 187 326 325 497 98
13 416 249 296 19 443 223 340 424 195 38
14 36 264 48 31 173 38 213 342 292 443
15 447 20 6 204 420 380 295 317 416 398 28
16 489 8 89 75 164 4 430 301 489 474
17 262 431 90 365 318 155 40 42 205 243
18 89 24 463 68 178 209 199 474 432 4 62
19 138 134 189 209 95 2 220 180 91 195
20 492 218 76 126 446 353 261 154 189 421
21 146 449 435 79 311 327 45 170 388 189
22 382 158 145 447 311 173 313 151 157 392
23 49 290 120 136 494 300 115 90 220 229
24 16 20 9 467 289 486 18 487 221 15 478
25 422 231 335 383 111 283 262 208 398 166
26 135 168 358 285 279 76 116 452 2 86 143
27 174 318 371 494 109 407 479 73 483 47
28 116 73 175 217 213 375 209 249 402 426
29 331 412 452 221 332 308 282 315 340 236
30 404 429 398 31 27 342 109 180 283 315
31 4 253 205 100 257 209 459 364 144 14
32 340 246 440 487 211 296 12 67 85 204
33 138 94 485 271 137 188 269 412 406 490
34 175 413 449 433 344 398 89 354 358 415
35 235 331 227 371 235 78 326 73 229 262
36 140 42 479 385 120 195 117 373 25 447
37 388 231 179 77 2 87 460 319 126 430
38 98 43 57 138 82 28 121 2 95 195 212
39 75 443 449 9 137 321 38 388 342 136
40 418 330 287 325 189 190 177 140 439 147
41 287 133 457 306 99 62 304 9 261 482
42 333 168 240 428 13 350 141 364 303 217
43 199 196 487 337 304 243 444 384 114 266
44 181 309 48 384 428 391 189 170 4 62 450
45 212 102 175 132 297 189 216 496 298 122
46 30 165 199 61 307 413 186 308 492 278
47 314 118 381 226 389 350 89 477 272 261
48 341 433 171 470 403 312 33 245 446 59
49 344 189 14 242 303 325 462 333 95 140
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50 430 164 185 257 124 428 241 236 473 311
51 358 473 41 180 58 163 178 493 334 27
52 117 441 457 104 150 418 137 421 367 284
53 425 73 477 473 414 489 164 258 132 16
54 86 403 467 293 354 118 216 225 88 152
55 314 204 320 24 308 171 132 360 432 218
56 83 30 386 344 215 280 265 444 364 198
57 138 77 26 60 404 370 438 442 396 437
58 228 200 433 230 456 196 50 41 161 28
59 165 10 200 227 410 394 290 431 252 301
60 331 138 33 315 313 369 432 286 407 432
61 123 293 344 35 28 463 144 373 384 418
62 223 59 322 269 445 465 439 499 474 169
63 456 38 123 345 480 78 227 430 110 253
64 252 360 107 378 123 470 441 310 80 81
65 100 342 211 218 161 320 278 370 246 71
66 190 396 74 224 485 42 179 427 363 21
67 492 200 432 93 178 24 202 16 143 383
68 464 485 114 420 199 218 49 59 3 256
69 132 260 16 361 45 439 473 208 32 483
70 217 386 302 123 120 217 154 278 455 110
71 159 123 439 41 25 25 225 4 93 132 274
72 337 164 146 261 9 266 259 172 366 234
73 9 2 391 399 183 271 132 381 84 220
74 220 444 399 439 130 422 431 354 11 11
75 371 218 123 434 351 439 254 108 447 358
76 166 196 296 205 99 70 227 419 89 255
77 254 77 460 339 342 348 193 482 36 469
78 415 326 261 433 496 336 484 154 410 452
79 134 375 451 131 359 382 14 19 114 104
80 460 445 195 190 384 310 306 368 123 437
81 251 306 235 263 182 48 1 212 452 286
82 420 354 140 141 10 111 53 358 241 39
83 250 282 322 190 329 54 447 352 16 347
84 347 372 180 90 60 418 208 173 353 309
85 13 199 114 464 23 472 325 14 79 486
86 484 269 123 469 1 226 118 417 38 113
87 129 374 135 47 431 181 274 397 210 228
88 124 210 79 119 144 251 2 95 491 140 482
89 59 474 19 198 221 453 486 330 237 147
90 335 208 227 421 186 458 495 293 129 220
91 240 398 492 347 176 82 197 433 371 265
92 419 243 128 378 139 380 493 15 490 431
93 418 178 149 76 174 192 114 479 321 245
94 161 302 134 451 143 489 67 300 109 213
95 180 114 6 385 483 371 219 172 364 48
96 472 227 7 10 319 499 327 145 335 416
97 269 456 369 66 463 12 38 174 434 410
98 207 407 34 438 416 128 141 85 447 485
99 368 111 260 175 372 271 85 327 442 62
100 56 425 7 1 148 464 90 271 454 16
FC 309 312 129 296 156 337 480 93 343 166
