Abstract-There are many situations where it is needed to represent and analyze the concepts that describe a document or a collection of documents. One of such situations is the information retrieval, which is becoming more complex by the growing number and variety of document types. One way to represent the concepts is through a formal structure using ontologies. Thus, this article presents a fast and simple method for automatic extraction of ontologies from documents or from a collections of documents that is independent of the document type and uses the junction of several theories and techniques, such as latent semantic for the extraction of initial concepts, Wordnet and similarity to obtain the correlation between the concepts.
INTRODUCTION
The continuous increase in the amount of documents produced both on the Web and in local repositories makes it increasingly complex and costly to analyze, categorize and retrieve documents without considering the semantics of the whole or each document. Generally, the semantics is analyzed based on the concepts contained in the documents, and the ontologies are one of the ways to represent these concepts. Ontology can be defined as a formal and explicit specification of shared conceptualization [1] . These can also be seen as conceptual models that capture and explain the used vocabulary in semantic specifications. For documents, ontology may be seen as significant group of terms that expresses the vocabulary of the document through concepts and relations modeled after those terms.
Ontology can be constructed in a more general way or a domain-dependent, depending on how general are the sets of concept. In the context of this article, the concepts of ontologies are general, since the terms used for formation of the concept may be present in any document. However, the ontology creation is based on documents from a specific area, thereby resulting ontologies directed to the document domain.
There are many situations where presence of semantics is necessary in order to best perform certain tasks in certain areas, however, depending on the task, it is not necessary that the semantics be extremely detailed regarding the formation of concepts and semantic relations, since the semantics is an auxiliary item to the task. Thus, the proposed method tries to meet the need of creating a simple and meaningful semantic description of documents without analyzing these documents through artificial intelligence techniques, language and context analysis.
The method extracts an ontology from a collection of any documents (text only or structured) or descriptive ontologies of single documents using tools and techniques such as latent semantic analysis, clustering and Wordnet. The initial concepts of the ontology and its relations are obtained from the terms of the documents and other concepts are created from the analysis of the terms using latent semantic and clustering. The relations between the concepts are obtained from analysis using a thesaurus or ontology, and for this work Wordnet was chosen to.
This article is organized as follows: section II presents the state of the art for the automatic extraction of ontologies, in Section III it is presented the concepts of latent semantic analysis, clustering and Wordnet used in this work; it is presented in Section IV the proposed method detailing its operation and experiments, and in section V the conclusions of the article.
II. RELATED WORK
There are many works in the literature that deal with generation or extraction of ontologies. Most of the works focus on certain documents types or on specific domains.
Initially, it is presented solutions related to ontologies generation using algorithms such as clustering and latent semantic that are relatively independent of the document type, since they only use the textual content of the documents for the ontologies creation.
The work of Maddi et al. [2] presents a way to extract ontologies for text documents using singular value decomposition (SVD) to obtain the concepts from terms and represents the obtained results using bipartite graphs.
Fortuna et al. [3] present a process for obtaining concepts semi-automatically, because the solution only suggests terms sets and from this suggestion the user chooses the concepts and makes connections between them.
(IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 3, No. 12, 2012 45 | P a g e www.ijacsa.thesai.org Still considering the use of latent semantic, Yeh and Yang [4] generate ontologies from historical documents from digital libraries, using latent semantics for generating the initial concepts and clustering for the other concepts. Regarding the semantic relation generation, the paper proposes the use of a specific set of pre-defined relations to the language and document domain. Some paper presents detailed studies on the generation of concepts and ontologies. Thus, the state of art for methods, techniques and tools to the ontologies generation is presented in [5, 6, 7] , and in [3] it is presents a study of concepts generation focused on clustering and latent semantic.
Considering the solutions that generate ontologies for applications and specific document types, there is the work of Sanchez and Moreno [8] that presents a methodology for automatic construction of domain ontologies in which concepts are obtained of keywords from Web pages. The ontologies creation for lecture notes in distance education systems is presented in [9] and it uses natural language processing to extract keywords, algorithms based on frequency to select the concepts from the keywords and association rules algorithms to define the semantic relations.
Gillam and Ahmad [10] propose the obtainment of concepts using statistical methods for comparison between a vocabulary created by domain experts and the general vocabulary words from the text. For the hierarchy creation it is used solutions from literature, such as smoothing and extraction and placement technique.
Lee et al. [11] present a solution for creating ontologies from text document in Chinese using fuzzy logic, similarity and clustering to obtain the taxonomy of the ontology.
The works presented in the literature are generally directed to a particular area or document type, whereas the proposed method is developed to meet different domains and document types.
Most solutions in the literature generate, as an answer, an ontology that can be manipulated by only using the tool that develops the solution, limiting the use of ontology developed or requiring an adaptation for use in other environments. Thus, the proposed method generates a standard OWL ontology that can be accessed and manipulated in ontology editors or other tools, for example, Gena when programmed in Java.
Another consideration that must be made about the solutions for creating ontologies is that solutions from the literature require the intervention of a specialist to obtain the semantic relations or algorithm that take much time and effort. Therefore, the proposed method uses a simple and relatively quick way to automatically generate the basic semantic relations between the concepts, generating an ontology that has the properties, axioms and constraints on its outcome.
III. CONCEPTS
In this section, it is presented some concepts and techniques used in the development of the proposed method.
A. Latent Semantic Analysis and Singular Value Decomposition (SVD)
Latent Semantic Analysis is a way to manipulate sets of documents [12] . However, in the context of this work, it is used to obtain concepts that comprise a set of documents [2] .
The latent semantic analysis explores the relation between terms and documents to build a vector space, which allows the performing of analyzes between documents. To apply the latent semantic index-terms must be obtained which are the most frequent terms in the documents. From the index terms, it is mounted a term-document matrix containing the terms in rows and the term frequency in columns for each of the documents. As the document-term matrix can be very large to be fully analyzed, the SVD is used to obtain an approximation of this matrix through linear combinations.
The SVD decomposes the term-document matrix into three matrices U, Σ and V, where U is an orthonormal matrix whose columns are called singular vectors to the left, Σ is a diagonal matrix whose elements are called not negative singular values and V is an orthonormal matrix whose columns are called singular vectors to the right. Fig. 1 shows the decomposition of an A document-term matrix with dimensions mxn, resulting in matrices U with dimensions mxr, Σ with dimensions rxr and V with dimensions rxn. The use of SVD allows both dimensionality reduction of term-document matrix for an information recovery task and the creation of concepts and their association with the document.
The creation of concepts is performed by analyzing the two matrices term-document and U. The first level (ground level) of the ontology hierarchy is obtained from its own index terms from the term-document matrix. The next level of the hierarchy is formed of concepts obtained from the term analysis of the matrix U columns, which provides the relation between terms and concepts. A concept consists of chosen terms from each column according to some criterion.
The matrix V provides the relation between concepts obtained from the U matrix and the documents of collection, allowing one to know which concepts are from each document and create a descriptive ontology for each document.
B. Hierarchical Clustering Algorithms
The clustering algorithms in the context of this method are used to perform an analysis on concepts obtained to generate the other levels of the hierarchy of the ontologies. Thus, this section presents the concepts related to hierarchical clustering. www.ijacsa.thesai.org There are two ways to implement hierarchical clustering: bottom-up and top-down. The bottom-up solution starts with several individual concepts that are grouped together with more similar ones until it forms a single group. On the other hand, a top-down solution starts with all objects in one group and these are subdivided according to their proximity in smaller groups.
Among the various bottom-up clustering algorithms, there are two that are most commonly used for creating ontology hierarchies. The K-Means algorithm was presented in 1967 and it begins at the choice of baseline groups (centroids). The algorithm works by arranging objects according to these centroids and recalculating these centers until the result of convergence is satisfactory [13] . However, the clustering algorithm initially considers that all objects are separate groups. The algorithm analyzes the similarity between the two groups putting them together based on the proximity between the groups until there is only one group. Fig. 2 illustrates the operation of K-Means clustering algorithms and clustering. 
C. Wordnet Ontology
Wordnet [14] may be considered an ontology constructed in a more general way or also a lexical reference which can be used online or locally. According to Snasel et al. [15] , Wordnet has information of nouns, adjectives, verbs and adverbs, which can be used to determine semantic connections and to trace the connections between morphological words.
Generally, there is a version of Wordnet for each language. However, there are tools to extend the analysis in one language to others, for example, if the noun "house" is analyzed to obtain synonyms, using the tool, all its synonyms may be obtained for English or for any other language.
In this method context, Wordnet is used to create the semantic relations between the ontology concepts focusing on the creation of properties, axioms and restrictions. For the creation of these relations are analyzed possible relations proposed in Wordnet, as shown in Fig. 3 . Figure 3 . Wordnet Semantic Relationships [16] .
IV. PROPOSED METHOD
The proposed method presents a simple, rapid and automatic way of obtaining an initial organization of concepts from collection of any documents that can be formed only by text or structure and text. This proposal aims to meet applications that require semantic descriptions that are meaningful only enough to meet the application and does not need much detail. This method improves some solutions that make use of clustering and statistical methods in order to obtain more significant ontologies by improving the development of concepts and semantic relations. In this method it is possible to obtain an ontology that describes the concepts of an individual document or of a collection of documents. The method seeks to work only on an automated way, making a specialist unnecessary at the time of the ontology creation. However, a domain expert may do an analysis of the ontology using an ontology editor and make changes to improve the result obtained automatically. The method also keeps stored summaries and elements used to obtain the concepts and terms, so that this method allows the inclusion of new documents in the collection, as well as the deletion and alteration. 
A. Documents Preparation
In this first phase, documents are prepared for obtaining concepts. First, it is necessary that the collection of documents be analyzed in order to define which documents have structure (XML documents) or text only.
Considering only text documents, initially, it is analyzed the necessity of obtaining a summary if the document is very large. For summaries preparation can be used one of the algorithms present in the literature depending on the desired quality and efficiency. The summaries of documents can be kept stored in files or databases, since their preparation need a reasonable computational time that can be suppressed by keeping them for use in the preparation of other ontologies when these documents are used.
For documents that have structure, there is a prior step to the summaries creation. This step is the separation between structure and content of the document. In this separation, the structure is analyzed to verify if the elements have definitions that can be considered concepts in the ontology. The elements are ignored if the structure does not have relevant ones, otherwise they are also stored. The separated contents are analyzed following the same idea of only text documents.
The summaries / documents are read, extracting the terms that will be used in the preparation of the ontology, i.e., these are transformed into set of strings containing terms not repeated and considered relevant of each of the summaries / documents.
These terms also undergo a standardization process, that is, the terms are analyzed in order to withdraw from the set terms that are grammatically different forms for the same word, such as student and students, and terms that are different tenses for the same verb, for example, walk and walks. For XML documents, the term set can contain structure elements that are relevant to the formation of concepts.
Still at this stage, the terms need to have their TF-IDF (Term Frequency Inverse Document Frequency) calculated. The TF-IDF is calculated in two steps, first TF is obtained by the formula presented in (1):
where freq_(i,f) is the frequency of term i for a document j and e max(freq_(l,j) ) is the frequency of the most frequent term in the document. However, the IDF is the second stage of the calculation, and it is obtained by the formula (2) shown below:
where N is the total number of documents of the set and n_i is the number of documents that contain term i. The final result of TF-IDF is obtained by multiplying the TF by the IDF. The TF-IDF is used in the next phase, in getting the concepts.
B. Concepts Obtainment
Initially, it is obtained the index terms, which are the set of terms that appear in more than twenty five percent of the documents. If this obtained set of terms is very large, it can be reduced by selecting a subset of these terms observing the criterion of keeping in the index the terms that appear more frequently in the documents, so that the manipulation of the document-term matrix and of the matrices created by SVD become easier.
For the resulting matrices from the application of SVD in term-document matrix, the matrices U that links the concepts to the terms and V matrix that links the concepts to documents are used.
The use of the matrix U in order to obtain the ontology concepts has been shown in [2, 3] . The concepts are created from the terms of the matrix U columns. Thus, each column from U creates a concept from the union of the terms that have the highest values in the column, with maximum of three terms united. A comparative analysis is made in this obtained set of concepts in order to verify the concepts that may be the same, i.e., those having the same terms only placed differently. If the concepts are actually different, they are kept in set of concepts and the terms are attached to these concepts. The linking between the terms and concepts is done through analysis of matrix U, verifying in each column the terms that have values greater than 0.5, because the relation is only considered valid if the connectivity degree is greater than fifty percent.
The obtained concepts from the matrix U are the ones of the intermediate level of the ontology, that is, the second level in the hierarchy. At the base level of the ontology, there are the initial concepts that are themselves index terms. From the two obtained levels of concepts, it is necessary to create the other levels of the ontology to form a complete hierarchy. Thus, it is used the algorithm shown in Fig. 6 for clustering the concepts until obtaining an only group which will be the main concept of hierarchy. At this point you need to check which concepts belong to which documents, because only the concepts of each one of the documents are clustered. Thus, before clustering, it is necessary that the matrix V be analyzed by separating the concepts and terms of each of the documents. As the terms, the concepts also have its degree of connectivity analyzed, and it is considered www.ijacsa.thesai.org for the document only those concepts that have connectivity superior to fifty percent, therefore ensuring greater quality in the developed ontology.
C. Creation of properties, Axioms and Restrictions
After defining the concepts of each document, it is obtained the semantic relations for each one of the ontologies. These relations are organized into properties, axioms and constraints. Two types of properties can be defined: the object properties and data type properties. Object properties relate instances with other instances defining restrictions and behaviors. Data types refer to properties that express only values, e.g., strings or numbers. The concepts can have super and sub-concepts, providing a rationalizing mechanism and property inheritance. Finally, the axioms are used to provide information about the concepts and properties, such as, to specify the equivalence of two concepts or range of a property.
There are many semantic relations that can be obtained using Wordnet. Initially, it is set up the simplest of the properties, which is the subclass_of between concepts of different levels that form the ontology. After, other relations like, equivalent_to (between synonyms or similar concepts), disjoin_of (between antonyms), part_of (between terms that complete others) and inverse_of (between antonyms and synonyms), can be defined. To define these relations, the concepts are analyzed using Wordnet, verifying possible correlations between the considered concepts. For these found correlations, it is analyzed the ones which are suitable for the use in the ontology definition, for example, if the concepts are synonyms, they are given an equivalence defined axiom. In this work, only Wordnet ontology was used to obtaining these correlations, however, depending on the document field, other ontologies may be used.
Besides Wordnet, the concepts are also analyzed for their degree of similarity. Depending on this similarity value, the concepts receive the semantic relation of equivalence. For this work, it was accepted as equivalent the concepts which have a degree of similarity greater than 0.90.
To simplify the process of the semantic relations obtainment, the analysis is performed by level, i.e., the concepts of a same level are examined in pairs until all possible relations are defined. 
D. Ontology Creation
This is last phase of method. The concept and semantic relations are organized in ontologies that are stored in files encoded in OWL language. This language is used to define ontologies and it provides mechanisms for component creation: concepts, instances, properties and axioms.
As a result of this phase, there is a set of ontologies in OWL for the documents in the collection. However, using all concepts and relations obtained, a single ontology describing the entire collection can be created, thus creating an ontology that may be worked by a specialist to form an ontology of domain. 
E. Experimental Results
To validate the proposed method, ontologies were created for both text and XML collections of documents. The descriptions of collections and of obtained results are provided below. The first experiment creates ontologies for a simple collection of documents with small texts about book titles. The group has seventeen documents, as shown in Fig. 9 . Figure 9 . Presentation of the experiment documents and their contents [12] . Fig. 10 shows encoding OWL of ontology of document B4 and its graph generated in the Protégé editor available at [17] . Fig. 11 shows created ontology of document B11 where it can be seen a larger number of semantic relations between elements. Figure 10 . Example of generated ontology for document B4 of the collection presented in Fig. 9 . Figure 11 . Generated ontology for document B11 of the collection presented in Fig. 9 .
Still considering only text documents, a second experiment was carried out using documents with larger size, which require the preparation of a summary. The collection has fifteen documents chosen randomly from a collection of twenty-seven thousand documents about international movie reviews. From this collection, the ontologies for each one of the documents and for the whole collection of documents were obtained. Fig.  12 shows in (a) , a text of document example; in (b), terms of the generated summary for the document; and in (c), the ontology created for the document. Figure 12 . Text example, summary and ontology created. In part (a), the document was presented; in part (b), the summary generated for the document; and in part (c), the ontology for this document.
As presented in the previous sections, it is possible to generate an ontology that describes the concepts and terms of the whole collection of documents. Thus, Fig. 13 shows the generated ontology for the experiment fifteen documents.
The third experiment was carried out with a collection of twenty-four XML documents about historical manuscripts. For the development of this experiment, first it was carried out the separation between structure and content.
After the separation between the documents structure and content, the analysis was performed to verify if the structure had relevant information for the ontology formation. In the case of used documents in experiment, the structure is nothing but the structuring of text sections, so only the content was used.
Since each document in the set has a considerable number of pages, the number of terms in summaries is high, and also the index-terms set, complicating the matrix manipulation at the concept obtainment time. Thus, it was considered for this experiment only the five hundred more frequent terms in the documents to obtain the index-terms. Applying the proposed method, ontologies have been created for each of the documents and for the collection. The carried out experiments showed that the individual ontologies generated to documents express significantly, even though simply, the concepts contained therein. For example, for the document shown in Figure 12 , it is possible to notice that the film described in the presented review has to do with a local (Beverly Hill), police and violence (lethal and weapon). As for the document B4, it is possible to know that the document is a book about some aspect of differential equations as show the ontology concepts, differential and equations.
These experiments demonstrated that the method satisfactorily obtained the semantic relations between concepts and terms simply and automatically, improving the created ontology, because it can be identified similar terms by synonymy and other relations due to the use of similarity and Wordnet. In order to improve the obtained semantic relations in the created ontologies, it would be possible to use other ontologies or a thesaurus besides Wordnet.
The proposed method has fulfilled its proposition because even though it is very simple, the use of Wordnet combined with the employed techniques have improved the obtained results, allowing better definition of document concepts and the semantic relations that compose the generated ontology.
The resulting ontologies are stored in an OWL file that can be edited or viewed by the usual ontology editors, allowing its easier handling.
V CONCLUSION
This paper presented a method for document or collection of documents ontology extraction using latent semantic, clustering and Wordnet. The proposed method is fully automatic and simple, but with significant results enough to allow the understanding and manipulation of the document concepts without needing advanced techniques, the intervention of an expert, or even the entire understanding of the domain.
The experiments showed that the obtained ontologies satisfactorily represent the concepts of the documents. Despite that, this method can still be improved using other tools and techniques that allow the definition of other semantic relations between the concepts and enhance the concepts obtainment.
