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アメリカにおける冷戦後の RMA の歴史的変遷と 
新たな RMA としてのキラーロボットへの懸念
The Overview of American RMA  






























冷戦後に RMA が登場してからアメリカ軍と NATO の戦場での戦い方を湾岸戦争、コ



























































































































RMA の象徴として登場する用語が「ネットワーク中心の戦い（Network Centric 
War：NCW）」と称される。コンピュータを用いた兵器はベトナム戦争時にすでに利用
されていた （9）。冷戦後の RMA の一番の特徴はそれらコンピュータなどのデバイスが
ネットワークで接続されたことである。ネットワークで接続されることによって、指
揮系統や他の軍組織や兵士らとの情報共有も可能になった。NCW には明確な定義はな
いが、1998 年 1 月にアーサー・セブロウスキー海軍中将とジョン・ガーストカの『ネッ
トワーク中心の戦い：起源と将来』（Network Centric Warfare: Its Origin and Future, 
Proceeding of the Naval Institute）によって軍事戦略家から運用、技術開発している
人々の間にまで定着していった （10）。2001 年 7 月にアメリカ議会報告書の中において


























































たらした。そして湾岸戦争の勝利の鍵は、36 か国約 80 万名の統連合作戦を円滑に遂
行した C4I にあり、この分野におけるイラク軍と多国籍軍との著しい格差が勝敗の帰
趨を決したと言われている （19）。













































機からの誘導がなくても、GPS によって誘導され、目標物に精確に命中する GPS 誘
導爆弾（JDAM：Joint Direct Attack Munition）が利用された。1991 年の湾岸戦争時
には精密誘導弾道はイラクに落とされた砲弾の 8％だったが、1999 年のコソボ紛争で
は 35％になっている （27）。コソボ紛争における RMA の最大の特徴は空軍力（エア・パ
ワー）関連の軍事技術の貢献である。NATO 軍はセルビア陸軍が使用する対空砲火に
よる攻撃のはるか上空を展開して地上の攻撃目標に精密攻撃を行ったため、セルビア

















やインターネットなどが多いに活用されるようになった。3 月 19 日 20 時までジョー
ジ・W・ブッシュ大統領は最後通告を待って、20 時 30 分には攻撃命令をかけ、40 分





なっていた。これは IRCA（Integrated Real–time information in the Cockpit/ Real–time 
information out of the cockpit for the Combat Aircraft）と呼ばれ、中央司令部を中心と
したネットワーク中心の戦いを実現した。現在では当たり前のようなリアルタイム性
も当時としては画期的なことだった。
そしてアメリカは 1991 年の湾岸戦争時には衛星 20 個以上使っていたが、2003 年
のイラク戦争時では 50 個を超える衛星が用いられた。その結果、湾岸戦争では毎秒
2 億ビットであった最大通信速度は、コソボ紛争時のユーゴスラビア空爆、アフガニ















































5．新たな RMA としての AI：LAWS への発展
RMA やトランスフォーメーション（RMA と同義で使われる「変革」）については、




（Quadrennial Defense Review Report）』では 89 か所も使われていた。ほぼ全編にわ
たって transformation（軍の変革）について書かれていた。そして『QDR2006』では
















画局（DARPA）は 2018 年 9 月、AI の軍事分野での利用における開発に今後 5 年間で
20 億ドルを投資する計画を明らかにしている （38）。AI の技術もインターネットと同様
に、民生品と軍事の境界がほとんどない。Google がペンタゴンにドローンの映像を分
析するのに AI 技術と画像認識技術を提供していたことが 2018 年 3 月に発覚した。そ
れを踏まえて Google の従業員約 3,000 人が 2018 年 4 月に「Google は AI の活用によ
る軍事技術の開発に協力すべきではない」という嘆願書を同社の CEO サンダー・ピ
チャイ氏に提出した （39）。AI の軍事活用がどのような結果をもたらすことになるかを
AI 開発に携わっている技術者らは理解しているのだろう。これを踏まえて Google は
2018 年 6 月に、AI 開発に関する同社の取り組み原則を CEO 自らが発表した。その中
で、同社の AI 技術を利用しない 4 つの領域として、（1）幅広い範囲に危害を及ぼす可
能性がある技術、（2）人間に危害を及ぼすことを目的とした武器や関連技術、（3）国
際的なプライバシー規範に反する監視、情報収集に利用する技術、（4）国際法と人権




















に国際社会で議論されていることは無視できない。2017 年 11 月の国連での会合を前
に、キラーロボットの脅威をアピールするために、カリフォルニア大学バークレイ校









さらに、2018 年 2 月には、韓国の国立大学の KAIST（Korea Advanced Institute of 
Science and Technology）と韓国の防衛関連大手企業のハンファシステムが AI を活
用した自律兵器の開発など軍事研究を共同で推進していくことを発表した。それに対
してオーストラリアのニューサウスウェールズ大学の Toby Walsh 教授が中心になっ
て、世界中の約 30 か国の AI やロボットの研究者、エンジニア約 60 人が、韓国の
KAIST に対して「AI の軍事活用はキラーロボットの発展につながることから遺憾で
ある」ことを表明。オープンレターを KAIST の Sung–Chul Shin 学長に対して発出し
た （45）。オープンレターの中で「KAIST が AI を活用した軍事研究や開発をやめない限
り、KAIST との協力関係を一切取りやめる」と公に宣言。つまりキラーロボットに発
展する懸念のある AI の軍事活用に向けた研究が中止するまでは、絶交するとの絶縁状
を突き付けた。オープンレターを受けて KAIST の Sung–Chul Shin 学長は「大学では
自律型兵器の開発は一切行っていない。我々は人権と倫理観を重視した研究開発を行っ
ている。人間の判断が入らないでロボットが自律的に攻撃するような自律型兵器の開




また 2018 年 2 月にドイツのミュンヘンで開催されていた「第 54 回ミュンヘン
安全保障会議」においてドイツのサイバー情報軍（Cyber and Information Space 











































（2） 梅本哲也『アメリカの世界戦略と国際秩序 ─ 覇権、核兵器、RMA』ミネルヴァ書房、2010
年 p.63
（3） 関下稔『米中政治経済論：グローバル資本主義の政治と経済』御茶の水書房、2015 年 
p.210
（4） 江畑謙介『情報と戦争』NTT 出版、2006 年 p.12
（5） ジェイムズ・デルデリアン「脅迫：9・11 の前と後」K. ブース・T. ダン編著、寺島隆吉監
訳『衝突を超えて ─ 9.11 後の世界秩序』日本経済評論社 2003 年 pp.130–131
（6）  RMA については、江畑、前掲書、2006 年、江畑謙介『これからの戦争・兵器・軍隊：
RMA と非対称型の戦い』（上）（下）並木書房、2002 年、井上孝司『戦うコンピュータ

















（9） ポール・ディクソン著、大谷内一夫訳『電子戦争 ─ 恐るべき未来戦の実態』時事通信社、
1980 年 p.85
（10） 冨澤暉『シンポジウム　イラク戦争 ─ 軍事革命（RMA）の実態を見る』かや書房、2004 年 
p.138
（11） 冨澤暉、前掲書、pp.139–140
（12）  NCW と対比されるのが従来の戦い方である「プラットフォーム中心の戦い」である。
（13） 中村好寿『軍事革命（RMA） :「情報」が戦争を変える』中公新書、2001 年 pp.27–28
（14） 中村好寿、前掲書、p.29
（15） 高橋杉雄「情報 RMA と国防変革構想」p.137『ブッシュ政権の国防政策』近藤重克・梅本
哲也共編 日本国際問題研究所、2002 年
（16） 松村昌廣『動揺する米国覇権』現代図書、2005 年 p.54
（17） メアリー・カルドー著、山本武彦他訳『「人間の安全保障」論：グローバル化と介入に関す








（19） 防衛大学校・防衛学研究会編『軍事学入門』かや書房、1999 年 p.240
（20） 中村好寿、前掲書、p.30
（21） 中村好寿、前掲書、p.31
（22） 宮田律『CIA とビンラディン：「9・11」から 10 年目の真実』ワニブックス PLUS 新書、












































報収集、メンテナンスなど一機について、約 200 人から 400 人のスタッフが必要とされて
いる。
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