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Abstract 
In this paper a modified version of the Process Network Synthesis (PNS) 
problem is studied. By using an automaton theoretical approach, a procedure 
for finding an optimal solution of this modified PNS problem is presented. 
Introduction 
The Process Network Synthesis (PNS for short) problem can be considered as a 
particular process design optimization. For this design, a set of the available op-
erating units is given and each operating unit has a positive weight. Moreover, 
two distinguished sets of materials, the sets of raw materials and required prod-
ucts are also given. We are to find a minimum-weight process, consisting of the 
available operating units, which produces the required products from the raw ma-
terials. The corresponding processes from structural point of view can be identified 
by particular bipartite graphs satisfying some conditions. Such conditions are es-
tablished in [4] and [5]. The bipartite graphs satisfying these conditions are called 
solution-structures and they can be considered as generalized feasible processes. 
This generalization means that we consider the processes in dynamic sense when 
we do not require the executability of processes. Therefore, a solution-structure 
may represent a non-executable process where by the executability of a process we 
mean that there exists such a scheduling of its operating units that the process 
can be performed in accordance with this scheduling. Here, by introducing a new 
condition for the bipartite graphs, we modify the original problem, concerning the 
generalized feasible processes, to such one whose feasible solutions represent exactly 
the executable feasible processes. For solving this modified problem, we extend the 
idea of [8]. Namely, for every instance of the modified problem, we define such an 
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automaton that an optimal solution can be found by performing a shortest path 
method in the weighted transition graph of this automaton. 
The paper is organized as follows. In Section 1, we recall the PNS problem 
and introduce its modified version, moreover, we recall some necessary notions and 
notation on automata. Then, in Section 2, the automaton theoretical approach and 
a procedure for finding an optimal solution are presented. 
1 Preliminaries 
Since the description of the original PNS problem can be found in more works 
(see e.g. [4], [5], [6], and [7]), we recall only the necessary definitions here. In the 
combinatorial approach, the structure of a process can be described by the process 
graph (c/. [5]) defined as follows. 
Let M be a finite nonempty set, the set of the materials, and let 0 ^ O C 
p'(M) x p'(M) with M n O = 0, where p'(M) denotes the set of all nonempty 
subsets of M. The elements of <9 are called operating units and for any operating 
unit u = (C, D) £ O, C and D are called the set of the input and output materials 
of u, respectively. The pair (M , O) is called a process graph. The set of vertices 
of ( M , 0 ) is M U O, and the set of arcs is E = Ei U E2, where Ei = {(x ,u) : 
u = (C,D) € 0 k x e C) and E2 = {(u,x) : u = (C,D) 6 O & x € D}. If 
there are vertices xi,x2 , . . . ,x„, such that (xi, x2), {x2, £3),.- • •, (xn-i,xn) are arcs 
of (M,0), then the path belonging to these arcs is denoted by path[xi,x„]. Let the 
process graphs (M, O) and (M, O) be given: (M, O) is called a subgraph of (M , O), 
i f M C M a n d O C O . 
For any O C O, let us define the following functions on 0: 
matin(0)= [J C, matout(0)= [J D, 
(C,D)EO (C,D)eO 
and 
mat{0) = matin(0) U matout(0). 
Now, we can define the instances of the process design problem as follows. By 
an instance of the process design problem we mean a quartet M = ( M , 0,P,R), 
where M,0, P, R are finite sets; M is the set of the available materials, l / P C M 
is the set of the desired products, R C M is the set of the raw materials, and 
0 7i 0 C.p'(Af) x p'(M) is the set of the available operating units. It is supposed 
that P n R = 0 and M n O = 0. We are to design a process from structural point 
of view which produces the given set P of the required products from the given set 
R of the raw materials by using some available operating units. 
Let us observe that the process graph ( M , 0 ) describes the interconnections 
among the operating units of 0 . Furthermore, every generalized feasible process 
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corresponds to a subgraph of ( M , 0). Consequently, we can determine the gen-
eralized feasible processes by examining the corresponding subgraphs of ( M , 0 ) . 
If we do not consider further constraints such as material balance, then the sub-
graphs of (M, O) which can be assigned to the generalized feasible processes have 
common combinatorial properties. Such properties are established in [4] and [5]. 
A subgraph ( M , 0 ) of ( M , 0 ) is called a solution-structure of ( M , 0 , P , R , ) if the 
following conditions are satisfied: 
(Al) P C M , 
(A2) Vx G M, x G R & no (u, x) arc in the process graph (M, 0), 
(A3) Vu G Ô, 3 path[u,x] with x G P, 
(A4) Vx G M, 3(C, D) G 0 such that x G C U D. 
The set of the solution-structures of M is denoted by S(M, O, P, R, ) or S(M). We 
shall use the following observation which can be easily proved. 
Remark 1. If (M,0) is a solution-structure o /M, then M = mat(0), and hence, 
Q determines the solution-structure (M,0) uniquely. 
Let us now consider an instance of the process design problem in which ev-
ery operating unit has a positive real weight. We are to find a solution-structure 
with minimal weight where by the weight of a process graph we mean the sum of 
the weights of the operating units belonging to the process graph under considera-
tion. Now, an optimization problem, called PNS problem, can be formalized in the 
following way: 
Let an instance M = ( M , 0 , P , R ) of the process design problem be given. 
Moreover, let w be a positive real-valued function defined on 0, the weight function. 
The optimization problem is then 
(1) min{ w(u) : (M, Ô) G S(M, O, P, R)}. 
ueO 
It is worth noting that the PNS problem is NP-hard (cf. [1]). 
As we mentioned some of the feasible solutions of (1), which are solution-
structures, may represent non-executable processes. To illustrate this fact, let us 
consider the following simple example. 
Example 1. Let M = {a i , . . . ,d6}, R = {ai, a2}, P = {a6} and O = {ui,1*2,^3}, 
where the definition of the operating units are given by the table below. 
input materials output materials 
Ui ai, a2 
U2 0,3, Û4 Û5 
U3 Û5 0,4, üß 
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Now, S(M, O, P, R) is a singleton set and the only one solution-structure represent 
such a process which can not be executed. The corresponding process graph is 
depicted in Figure 1. 
For excluding the non-executability, we modify problem (1) in such a way that 
its feasible solutions will represent the executable feasible processes. For this reason, 
we use the following coloring of the process graphs. Let (M, O) be a process graph 
and R a set of materials. It is said that (M, O) is colorable by R if every material 
vertex of (M,0 ) can be colored by the procedure below. 
Coloring Procedure 
Step 1. Color all of the materials in M D R. 
Step S. If there is an operating unit whose all input materials have already colored, 
then color its all output materials. Terminate otherwise. 
Now, we can define the modified optimization problem. Let a process design 
problem M = ( M , 0 , P , R ) be given. A subgraph (M, 0) of (M, 0) is called a 
feasible solution of (M, O, P, R,) if the following conditions are satisfied: 
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(M,0) satisfies (¿1) through (A4), 
moreover, 
(M, O) is colorable by R. 
The set of the feasible solutions of M is denoted by S'{M, 0,P,R,) or S'(M). 
Let w be a positive real-valued function defined on 0 . Then the modified optimiza-
tion problem can be defined as follows. 
(2) min{ w(u) : (M, 0) £ S'{M, 0, P, R)}. 
uEO 
Let us investigate the relationship between the feasible solutions of (2) and the 
executable feasible processes. First let us consider an executable feasible process. 
Obviously it determines a subgraph (M, O) of (M, O) uniquely. The following 
properties can be excepted from an executable feasible process. 
Evidently, it must be executable. This yields that ( M , 0 ) is colorable by R. 
It has to produce every desired products. This results i n P C M , i.e. (M,0) 
satisfies (^41). 
A material can be regarded as a raw material in the process if it is not to 
be produced by any available operating unit of the process under consideration. 
On the other hand, it can be excepted that all the materials other than the raw 
materials are to be produced by some operating unit of the process. This implies 
that {A2) is valid for (M,0) . 
The appearance of an operating unit in the structurally feasible process is for-
bidden unless the corresponding operating unit participates directly or indirectly 
in the production of the desired products. This yields that (A3) holds for (M,0) . 
Each of the materials of the process must be consumed or produced by at least 
one of the operating units of the process. This implies that (M.O) satisfies (A4). 
Summarizing we have that the P-graph (M, 0) , determined by the executable 
feasible process considered, satisfies conditions (.41) through (.44), moreover, it is 
colorable by R, and hence it is a feasible solution of (2). 
Now, let us consider the reverse situation. Let (M, 0) € 5'(M). Let us consider 
the process based on (M, 0 ) from structural point of vie'w. Such a process exists 
and unique. Since (M,0 ) is a subgraph of (M,0) , the process consists of only 
available operating units. Condition (.41) ensures that all the desired products 
are produced in this process. Condition (A2) guarantees that all the unproduced 
materials available in the process are raw materials. Conditions (A3) and [A4) 
imply that this process does not contain unnecessary operating units and unnec-
essary materials. Finally, the colorability of (M,0 ) provides that the process is 
executable. Indeed, since the process graph is colorable, we can assign the time to 
every operating unit when its output materials are colored. Then by choosing a 
suitable time unit, the coloring time of every operating unit can be considered as 
its scheduling time, and the process is executable. Of course this scheduling is not 
necessarily optimal. Therefore, this process is an executable feasible process. 
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Obviously, problem (2) is such a restriction of (1), where we are to find a 
minimum-weight feasible solution among the feasible solutions of (1) which repre-
sent executable processes. We note that problem (2) is also NP-hard. It can be 
proved in the same way as for (1) (c/. [1]). We also note that if the process graph 
(M,0) of M = ( M , 0 , P , R ) is cycle-free, then S'(M) = S(M), and therefore, 
Problems (1) and (2) collapse. Regarding the solution of cycle-free PNS problems, 
we refer to [2], [3], and [9]. 
To close this section we recall some notions on automata. By an automaton we 
mean a system A = (A, X), where A is a finite nonvoid set of states, X is a finite 
nonempty set of input signs, and every x £ X is realized as a unary operation xA 
on A. For any a £ A and x £ X, axA can be interpreted as the state into which 
A enters from a by receiving the input sign x. For a word p £ X*, apA can be 
defined inductively as follows: 
(1) aeA — a, . 
(2) apA = (avA)xA for p = vx, v £ X* and x £ X, 
where e denotes the empty word of X*. 
One can assign a directed transition graph to each automaton as follows. Let 
A = (A,X) be an arbitrary automaton. By the transition graph of A we mean the 
graph GA = {A, E), where for any couple of states a, b £ A, (a, b) £ E if and only if 
there exists an input sign x £ X such that axA = b. Let us equip each edge of the 
transition graph with a label which is equal to the corresponding letter as usual. 
A recognizer is a system A = (A,ao,F) which consists of an automaton A = 
(A, X), the initial state ao(6 A), and the set F(C A) of final states. The language 
recognized by A is 
L(A) = {p:p£X* and a0pA £ F}. 
It is also said that L(A) is recognizable by the automaton A. 
2 Solution of the modified PNS problem 
We shall solve problem (2), by using an automaton theoretical approach. Namely, 
for every instance of (2), an automaton is constructed such that some feasible 
solutions of (2) can be described as words over the input alphabet of this automaton, 
moreover, these words are accepted by a recognizer based on this automaton. Then, 
by equipping the transition graph of the automaton considered with the weigths 
of the operating units, a shortest path in this weighted graph which leads from 
the initial state into the set of final states of this recognizer provides an optimal 
solution of (2). 
We shall use the following statement. 
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Lemma. Let an instance M = (M, O, P, R) of the process design problem be 
given. Moreover, let (M,0) be a process graph which is colorable by R and satisfies 
conditions (A1),(A2), and (A4), but (A3) is not valid for (M,0). Then there 
exists a proper subgraph of (M, O) which is colorable by R and satisfies all the four 
conditions. 
Proof. We present a procedure to construct the required subgraph. 
Procedure 
Initialization Let KQ = P, Oo = 0, and i = 0 
Iteration (i-th iteration) 
Step 1. Terminate if Ki C R\ the required subgraph is (mat(Oi),Oi). Otherwise 
proceed to Step 2. 
Step 2. Select a material x £ K{\ R and an operating unit u £ O such that x £ 
mat°ui{u). Let Oi+1 = OiU{u} and Ki+X = (KiUmatin{u))\matout(Oi+i). 
Set i := i + 1, and proceed to the succeeding iteration step. 
The procedure is correct, since the colorability of (M, 0) implies that if K R 
(I< C M), then there are x e K\R and u £ O with x £ mat0Ut(u). Now, let 
us suppose that the procedure is finished by the process graph (Mi,Oi), where 
Mi = mat(Oi). Obviously, (Mi,Oi) is a subgraph of (M,0), moreover, Ki C R. 
These facts imply that (Mi,Oi) satisfies condition (A2). From Mj = mat(Oi) 
it follows that (Mi,Oi) satisfies (A4). KQ = P implies that (Al) is valid for 
(Mi, Oi). Finally, from the procedure it follows that (A3) is also valid for (Mi, Oi), 
and therefore, (Mi,Oi) satisfies all the four conditions. Now, if (Mi,Oi) is not 
a proper subgraph of (M,0), then the two process graphs are equal. But this 
equality contradicts our assumption that (M,0) does not satisfy condition (A3). 
Consequently, (Mi,0{) is a proper subgraph of (M,0).- Finally, it can be proved 
by induction on j that if each material of K j has got color, then the materials 
contained in mat(Oj) can be colored by Kj. From this fact it follows that (Mi, Oi) 
can be colored by R, which ends the proof of the statement. 
To construct the automaton mentioned above, let 'us consider an arbitrary in-
stance M = (M, O, P, R) of the design problem and let w be a weight function. 
Let us define the automaton B = (B, 0') as follows. Let B = B' U {o}, where 
B' = p'(M) and o 0 B'. Moreover, let 0' = {u : u = (C, D) € 0 and R n D = 0}. 
One can give the states of the automaton the following meaning. A state which is 
a set of materials means the available materials at a given time. State o is used for 
describing the unsuccessful transitions. The transitions are defined in the following 
way. For every Q £ B' and u = (C, D) € 0', let 
moreover, let o u B = o. 
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The transitions have the following meaning. Let us suppose that we are going 
to build up a process graph. First we fix the available materials, their set Q will 
be the starting state of the automaton. As a next step, we try to put an operating 
unit in the graph, let u = (C, D) denote it. If each input material of u is available 
at this moment, i.e., C C Q, then we can put u in the process graph, and we can 
suppose that from this moment the available materials are the earlier available ones 
and the output materials of u, i.e., the elements of the set Q U D. If u has such an 
input material which is not available, then we can not put u in the process graph 
we build, and this fact is expressed such that the transition is unsuccessful. It is 
easy to check that the following observation is valid for the automaton B. 
Remark 2. If Q is a state of B, p is a word over O', and u £ O' occurs in p, then 
Q{pu)B = QpB. 
Let us equip the transition graph Q& with weights in the following way. If 
{QIQ') is a n edge of Q and the labels of this edge are Uj1}... ,Ujt, then let us 
assign the weight w1 = min{iz;(uj1),... ,w(ujt)} to the edge under consideration, 
moreover, if w' = uj, for some 1 < I < t, then keep the label Uji and cancel the 
remaining labels of this edge. Let us denote this weighted and labelled graph by 
{QB,W). 
Let us define now the recognizer B = ( B , R , F ) , where F = {Q : Q C 
B' and P C Q). Then the following statement is valid. 
Proposition. For every word p = u^ .. .Uik € L(B), if path[R, RpB] is a 
shortest path among the paths leading from R into a final state in (QB,W), then 
u^,... ,Uik are pairwise different and (M,0) is an optimal solution of (2), where 
0 = {uj,,.. .,mk} and M = mat(O). 
Proof. Let p = Ujj .. .Uik £ L(B) and let us suppose that path[R, RpB] is a 
shortest path leading from R into a final state in (GB,W)- Then Remark 2 implies 
that mt,...,Uik are pairwise different, since every operating unit has a positive 
weight. Now, let us consider the process graph (M,0) , where 0 = { u ^ , . . . ,Uik} 
and M = mat(0). First we show that (M,0 ) is a feasible solution of (2). From 
the definition of (M,0) it follows that (.44) holds for (M,0). The definition of 
0' and p G L(B) imply that (A2) is valid for (M,0) . Moreover, from p £ L(B) 
it follows that ( M , 0 ) is colorable by R and (Al) is valid for ( M , 0 ) . It is stated 
now that ( M , 0 ) satisfies (A3). If it is not so, then by our Lemma, there exists 
a proper subgraph of ( M , 0 ) which is a feasible solution of (2). Let us denote 
this subgraph by ( M , 0 ) . Since M = mat(O) and by Remark 1, M = mat(0), 
we obtain that O C 0. Let us suppose that O = {ujl,..., } c O for some 
1 < I < k. Since ( M , 0 ) is a feasible solution of (2), it is colorable by R. Without 
loss of generality, we may assume that the coloring procedure first colors the output 
materials of Uj1, then the output materials of Uj2 etc. This yields that the word 
p = Uj1 ... Uj, brings the automaton B from R into some final state. On the other 
hand, the weight of path[R, RpB] is less than the weight of path[R, RpB] which is a 
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contradiction. Therefore, (M,0) satisfies (A3), and it is a feasible solution of (2). 
Let us observe that the weight w of (M, O) is equal to the weight of path[R, RpB}. 
Now, we prove that (M, O) is an optimal solution of (2). Indeed, if it is not so, then 
there exists a feasible solution (M, 0 ) of (2) such that its weight w is less than the 
weight w of (M, 0). In similar way as above, we can construct then a word p such 
that p € L(B) and w is equal to the weight of path[R, RpB], This yields that the 
weight of path[R, RpB] is less than the weight of path[R, i?pB] which contradicts 
our assumption that path[R, RpB] is a shortest path leading from R into some final 
state in Consequently, (M,0) is an optimal solution of (2). 
Our Proposition provides the following procedure for finding an optimal solution 
of (2). 
Procedure for finding an optimal solution of (2) 
Step 1. Construct the transition graph of the automaton B and calculate the set F 
of final states. 
Step 2. Let us equip the transition graph with the weights of the operating units, and 
simultaneously, rewrite the labels of the edges such that let every edge have 
only one label. 
Step S. Determine a shortest path leading from the state R into the set F. 
Step 4• By using the obtained shortest path, determine an optimal solution of problem 
(2). 
It is worth noting that the whole transition graph is not required by the pro-
cedure in general, only the transition graph of the subautomaton generated by the 
state R. To demonstrate this fact and the procedure, let us consider the following 
small example. 
Example 2. Let M = {ai , . . . ,ag}, R — {01,02,^3}, P = {as} and O = 
{ui, u2, U3, U4 }, where the definition of the operating units and their weights are 
given by the table below. 
inpu t mater ials o u t p u t mater ia ls weight 
Ui a i , a 2 a4, a5 2 
U2 a5, a6 5 
U3 Ol) 0.3 a6, a.7 1 
U4 a5, a6 a8 3 
The process graph of this design problem is depicted in Figure 2. 
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Figure 2. T h e process graph of Example 2. 
By constructing, the transition graph of the subautomaton generated by R, 
we get a transition graph of 12 vertices. It is depicted in Figure 3, where the 
sets are given by circles containing the indices of their elements, loop edges are 
omitted, furthermore, over each edge the operating unit is written which induces 
the transition and under the edge the weight of the operating unit is given. By 
determining the shortest paths, we obtain that the path belonging to the word 
U1U3U4 is a suitable shortest path, its edges are bold in Figure 3. The corresponding 
optimal solution with weight 6 is given in Figure 4. 
Automaton Theory Approach for Solving Modified PNS Problems 337 
Figure 3. T h e weighted transi t ion graph for Example 2. 
Figure 4. T h e optimal solution of Example 2. 
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