Cluster analysis methods are used to identify homogeneous subgroups in a data set. Frequently one applies cluster analysis in order to identify biologically interesting subgroups. In particular, one may wish to identify subgroups that are associated with a particular outcome of interest.
Introduction
In biomedical applications, cluster analysis is frequently used to identify homogeneous subgroups in a data set that provide information about a biological process of interest. For example, in microarray studies of cancer, a common objective is to identify cancer subtypes that are predictive of the prognosis (survival time) of cancer patients (Bhattacharjee and others, 2001; Sorlie and others, 2001; van 't Veer and others, 2002; Rosenwald and others, 2002; Lapointe and others, 2004; Bullinger and others, 2004) . In studies of chronic pain conditions, such as fibromyalgia or temporomandibular disorders (TMD), one may wish to develop a more precise case definition for the condition of interest by identifying subgroups of patients with similar clinical characteristics (Jamison and others, 1988; Bruehl and others, 2002; Davis and others, 2003; Hastie and others, 2005) . However, conventional clustering methods (such as k-means clustering and hierarchical clustering) may produce unsatisfactory results when applied to these types of problems.
Identification of biologically relevant clusters in complex data sets presents several challenges.
It is common for the biologically relevant clusters to differ with respect to only a subset of the features. This is particularly true in genetic studies, where the majority of the genes are not associated with the outcome of interest. Moreover, it is possible that some other subset of the features form clusters that are not associated with the outcome of interest. In genetic studies, given that genes work in pathways, genes in the same pathway are likely to form clusters even if the pathway is not associated with the biological outcome of interest.
As a motivating example, consider the artificial data set represented in Figure 1 . Observe that there are two sets of clusters in this data set: features 1-50 form one set of clusters, and features 51-250 form a separate set of clusters. Also, note that the difference between the cluster means is much greater for the clusters formed by features 51-250 than it is for the clusters formed by features 1-50. Thus, when conventional clustering methods are applied to this data set, they will most likely identify the clusters corresponding to features 51-250. However, if observations 1-100 are controls and observations 101-200 are cases, then we would be interested in the clusters corresponding to features 1-50, which would not be identified by most existing clustering methods.
See Nowak and Tibshirani (2008) for a more detailed discussion of this problem.
A number of methods exist for clustering data sets when the clusters differ with respect to only a subset of the features (Ghosh and Chinnaiyan, 2002; Friedman and Meulman, 2004; Bair and Tibshirani, 2004; Raftery and Dean, 2006; Pan and Shen, 2007; Koestler and others, 2010; Witten and Tibshirani, 2010) . In particular, the method of Nowak and Tibshirani (2008) is designed specifically for the situation described in Figure 1 . However, many of these methods are computationally intensive, and their running times may be prohibitive when applied to highdimensional data sets. More importantly, with the exception of the method of Nowak and Tibshirani (2008) , these methods only produce a single set of clusters. If the clusters identified by the method are not related to the biological outcome of interest, there is no simple way to identify the more relevant secondary clusters. Also, these methods generally do not consider an outcome variable or any other biological information that could help identify the clusters of interest. In other words, if these methods are applied to a data set similar to Figure 1, they are likely to produce clusters that are not related to the outcome of interest.
The problem of identifying clusters associated with an outcome variable has also not been studied extensively (Bair, 2013) . In many situations, there is an outcome variable that is a "noisy surrogate" Bair and others, 2006) for the true clusters. For example, in genetic studies of cancer, it is believed that there are underlying subtypes of cancer with different genetic aberrations, and some subtypes may be more responsive to treatment (Rosenwald and others, 2002; Bullinger and others, 2004; Bair and Tibshirani, 2004) . These sub-types cannot be observed directly, but a surrogate variable (such as the patient's survival time) may be available. In other words, the outcome variable provides some information about the clusters of interest, but the true cluster assignments are still unknown for all observations. An artificial example of this situation is shown in Figure 2 . In this example, the mean of the outcome variable for observations in cluster 2 is higher than the mean of the outcome variable for observations in cluster 1. However, there is considerable overlap in the distributions. Thus, higher values of the outcome variable increase the likelihood that an observation belongs to cluster 2, but any classifier that attempts to predict the cluster based on the outcome variable will have a high error rate.
We propose a novel clustering method that is applicable in situations where one wishes to identify secondary clusters associated with an outcome of interest (such as the scenario illustratated in Figure 1 ). It is based on a modification of the "sparse clustering" algorithm of Witten and Tibshirani (2010) , which we call preweighted sparse clustering. It can be applied both to the general problem of identifying secondary clusters in data sets and to the special case where one wishes to identify clusters associated with an outcome variable. We will show that our proposed method produces more accurate results than competing methods in several simulated data sets and apply it to real-world studies of chronic pain and cancer.
Methods
This section will begin by briefly describing several existing methods for identifying clusters associated with a biological process of interest. We will then describe our proposed method as well as the data sets (both simulated and real) to which the proposed method will be applied.
Related Clustering Methods
2.1.1 Sparse Clustering Suppose that we wish to cluster the n × p data matrix X, where n is the number of observations and p is the number of features. Assume that the clusters only differ with respect to some subset of the features. Witten and Tibshirani (2010) propose a method called "sparse clustering" to solve this problem. A brief description of the sparse clustering is as follows: Let d i,i ′ ,j be any dissimilarity measure between observations i and i ′ with respect to feature j. (Throughout the remainder of this discussion, we will assume that d i,i ′ ,j = (X ij −X i ′ j ) 2 the Euclidean distance between X ij and X i ′ j .) Then Witten and Tibshirani (2010) propose to identify clusters C 1 , C 2 , . . . , C K and weights w 1 , w 2 , . . . , w p that maximize the weighted between-
subject to the constraints j w 2 j = 1, j |w j | < s, and w j 0 for all j, where s is a tuning parameter and n k is the number of elements in cluster k. To maximize (2.1), Witten and Tibshirani (2010) use the following algorithm:
1. Initialize the weights as w 1 = w 2 = · · · = w p = 1/ √ p.
2. Fix the w i 's and identify C 1 , C 2 , . . . , C K to maximize (2.1). This can be done by applying the standard k-means clustering method to the n × n dissimilarity matrix where the (i, i ′ )
3. Fix the C i 's and identify w 1 , w 2 , . . . , w p to maximize (2.1) subject to the constraints that j w 2 j = 1 and j |w j | < s. See Witten and Tibshirani (2010) for a description of how the optimal w i 's are calculated.
Repeat steps 2 and 3 until convergence.
This procedure requires a user to choose the number of clusters k and the tuning parameter s.
We will not discuss methods for choosing these parameters; see Witten and Tibshirani (2010) for an algorithm for choosing s, and see Tibshirani and others (2001) , Sugar and James (2003) , or Tibshirani and Walther (2005) for several possible methods for choosing k.
Although this method produces impressive results in a wide variety of problems, it tends to identify clusters that are dominated by highly correlated features with high variance, which may not be interesting biologically. It also does not consider the values of any outcome variables that may exist. Thus, in the situation illustrated in Figure 1 , there is no guarantee that the clusters identified by this method will be associated with the outcome of interest.
Complementary Clustering
Methods have been developed to identify secondary clusters of interest that may be obscured by "primary" clusters consisting of large numbers of high variance features (such as the situation illustrated in 1). Nowak and Tibshirani (2008) proposed a method for uncovering such clusters, called complementary hierarchical clustering. Again assume that we wish to cluster the n × p data matrix X. The first step of this method performs traditional hierarchical clustering on X. This set of hierarchical clusters is used to generate a new matrix X ′ that is defined to be the expected value of the residuals when each row of X is regressed on the group labels when the hierarchical clustering tree is cut at a given height. The expected value is taken over all possible cuts. This has the effect of removing high variance features that may be obscuring secondary clusters. Complementary hierarchical clustering is then performed on this modified matrix X ′ , yielding secondary clusters. Witten and Tibshirani (2010) proposed a modification of this procedure (called "sparse complementary clustering") using a variant of the methodology described in Section 2.1.1.
One significant shortcoming of these methods is the fact that they are only applicable to hierarchical clustering. To our knowledge there are currently no published methods for identifying secondary clusters based on partitional clustering methods (such as k-means clustering).
Semi-Supervised Clustering Methods
The situation where the observed outcome variable is a noisy surrogate variable for underlying clusters is very common in real-world problems. However, there are relatively few clustering methods that are applicable for this type of problem (Bair, 2013) . Bair and Tibshirani (2004) propose a method that they called "supervised cluster- called "semi-supervised recursively partitioned mixture models" (or "semi-supervised RPMM").
This method is similar to the supervised clustering method of Bair and Tibshirani (2004) in that one first calculates a score for each feature (such a t-statistic) that measures the association between that feature and the outcome and then performs clustering using only the features with the largest univariate scores. The difference between semi-supervised RPMM and supervised clustering is that semi-supervised RPMM applies the RPMM algorithm of Houseman and others (2008) to the surviving features rather than a more conventional k-means or hierarchical clustering model.
These methods have successfully identified clinically relevant subtypes of cancer in many different studies Bullinger and others, 2004; Chinnaiyan and others, 2008; Koestler and others, 2010) . However, these methods have significant limitations. In particular, both supervised clustering and semi-supervised RPMM require a user to choose the number of features that are used to form the clusters, and the results of these methods can depend heavily on the number of "significant" features selected. Moreover, it is very unlikely that these methods will successfully identify the truly significant features that define the clusters while excluding irrelevant features.
Preweighted Sparse Clustering
To overcome the shortcomings of these methods, we propose the following simple modification of sparse clustering, which we call preweighted sparse clustering. The preweighted sparse clustering algorithm is described below:
1. Run the sparse clustering algorithm, as described previously.
2. For each feature, calculate the F-statistic, F j , (and associated p-value p j ) for testing the null hypothesis that the mean value of the feature j does not vary across the clusters.
3. For each feature j, define:
where m is the number of p j 's such p j α.
4. Run the sparse clustering algorithm using these w j 's (beginning with step 2) and continuing until convergence.
In other words, the preweighted sparse clustering algorithm first performs conventional sparse clustering. It then identifies features whose mean values differ across the clusters. Then the sparse clustering algorithm is run a second time, but rather than giving equal weights to all features as in the first step, this preweighted version of sparse clustering assigns a weight of 0 to all features that differed across the first set of clusters. The motivation is that this procedure will identify secondary clusters that would otherwise be obscured by clusters which have a larger dissimilarity measure (such as the situation illustrated in Figure 1 ).
This procedure requires one to choose a p-value threshold α for deciding which features should be give nonzero weight. An obvious choice is α = 0.05/p, where p is the number of features. However, the user may choose a less or more stringent cutoff depending on the sample size and other considerations. Also note that this procedure may be repeated multiple times if the secondary clusters identified are still unrelated to the biological outcome of interest.
Supervised Sparse Clustering
The preweighted sparse clustering algorithm described above is an unsupervised method, since it does not require or use an outcome variable. If an outcome variable is available and the objective is to identify clusters associated with the outcome variable, one may use the following variant of preweighted sparse clustering to incorporate such data, which we call supervised sparse clustering.
The supervised sparse clustering procedure is described below:
1. Let T j be a measure of the strength of the association between the jth feature and the outcome variable. (If the outcome variable is dichotomous, T j could be a t-statistic, or if the outcome variable is a survival time, T j could be a univariate Cox score.) Let T (1) , T (2) , . . . , T (p) denote the order statistics of the T j 's.
2. Run the sparse clustering algorithm with initial weights w 1 , w 2 , . . . , w p , where
3. Repeat steps 2 and 3 from the standard sparse clustering algorithm until convergence.
In other words, supervised sparse clustering chooses the initial weights for the sparse clustering algorithm by giving nonzero weights to the features that are most strongly associated with the outcome variable. Note that that no initial clustering step is required. This is similar to the semi-supervised clustering method of Bair and Tibshirani (2004) and the semi-supervised RPMM method of Koestler and others (2010) .
The supervised sparse clustering procedure requires the choice of a tuning parameter m, which is the number of features to be given nonzero weight in the first step. Our experience suggests that the procedure tends to give very similar results for a wide variety of different values of m;
therefore, optimizing the procedure with respect to this tuning parameter is unnecessary. As a default we suggest m = √ p, where p is the number of features. We will use this default throughout this manuscript unless otherwise noted.
Simulated Data Sets
We generated a series of simulated data sets to evaluate the performance of preweighted sparse clustering and compare it to the complementary clustering method of Nowak and Tibshirani (2008) and the complementary sparse clustering method of Witten and Tibshirani (2010) . We generated simulated data sets similar to the simulated data sets in Nowak and Tibshirani (2008) , who generated a series of p × 12 data matrices as follows:
Here, the ǫ ij 's are iid standard normal random variables. See Figure 3 for a graphical illustration of this data set. The first p e rows represent the "primary clusters" in the data set and the final p e rows represent the "secondary clusters."
We considered four simulation scenarios (similar to the four simulation scenarios considered in Nowak and Tibshirani (2008) ). We let a = 6 in all four scenarios. Unless otherwise specified, we also let b = 3, σ = 1, and n a = 6 for each simulation scenario. For the first three scenarios, 1000 matrices were generated with p = 50 and p e = 20. In the first scenario, we varied the value of b. In the second scenario, we varied the value of σ, and in the third scenario, we varied n a . In the final scenario, we generated 100 matrices with p = 2000 and varied the value of p e . (The first three scenarios are identical to the simulations of Nowak and Tibshirani (2008) ; the final scenario was modified slightly for computational reasons.) Preweighted sparse clustering, complementary clustering, and complementary sparse clustering were applied to each simulated data set. Each method identified a set of primary clusters and a set of secondary clusters, and the number of times each method identified the correct clusters was recorded.
We also generated a series of 1000 simulated data sets to test the supervised sparse clustering algorithm. Specifically, we generated 1000 5000 × 200 data matrices X where
Here I(x) is an indicator function, and the u ij 's are iid uniform random variables on (0, 1). The ǫ ij 's are iid standard normal, as before. We also defined the binary outcome variable y as follows: The objective of this simulation is to determine if supervised sparse clustering can correctly identify the clusters that are associated with the y i 's (as opposed to the other sets of spurious clusters). Supervised sparse clustering was applied to each of the 1000 simulated data sets. Three other methods were also considered, namely conventional sparse clustering, the semi-supervised clustering method of Bair and Tibshirani (2004) , and conventional 2-means clustering on the first three principal components of the data set. We also attempted to apply the semi-supervised RPMM method of Koestler and others (2010) to these simulated data sets, but in each case the procedure returned a singleton cluster.
OPPERA Data
We applied our preweighted sparse clustering method to a data set collected in the Orofacial Pain: Prospective Evaluation and Risk Assessment (OPPERA) study. OPPERA is a prospective cohort study designed to identify risk factors for temporomandibular disorders (TMD). OPPERA We applied our clustering algorithms to two previously published OPPERA data sets. The The second OPPERA data set was the OPPERA prospective cohort study, which includes all 3258 initially TMD-free individuals. See Bair and others (2013) for a more detailed description of this cohort. This data set includes the same 116 predictor variables that were considered in the case-control data set. However, the outcome variable was the time until the development of first-onset TMD. Since some participants did not develop first-onset TMD before the end of the follow up period, the outcome was treated as a censored survival time.
In our analysis of the OPPERA case-control data, we applied the preweighted sparse clustering algorithm as outlined in Section 2.2. Conventional sparse 2-means clustering was applied to the data set, after which the features that showed strongest mean differences across the clusters were given a weight of 0 when the preweighted version of sparse clustering was applied. The preweighted version was then applied for a second time in the same manner to identify tertiary clusters. All features were normalized to have mean 0 and standard deviation 1 prior to performing the clustering. The association between both the primary clusters and secondary clusters and chronic TMD was evaluated by calculating odds ratios and performing a chi-square test of the null hypothesis of no association between the clusters and TMD case status. We then applied preweighted sparse clustering to the OPPERA prospective cohort data set to produce a second set of primary and secondary clusters and evaluated the association between these cluster labels and the time until first-onset TMD using Cox proportional hazards models. Complementary hierarchical clustering was also applied to both data sets for comparison. (Complementary sparse hierarchical clustering was not considered for computational reasons.)
We also applied our supervised sparse clustering, sparse clustering, semi-supervised clustering, and clustering on the (first five) principal component scores to the OPPERA case-control data and the prospective cohort data. We let k = 3 for the case-control data and k = 2 for the prospective cohort data. Both data sets were randomly partitioned into a training set and a test set with an equal number of chronic TMD cases (or cases of first-onset TMD) in both partitions.
Each clustering method was applied to the training data and a lasso model (Tibshirani, 1996;  Friedman and others, 2010) was fit to the training data to predict the resulting clusters. This lasso model was then used to predict the clusters on the test data. The association between the clusters predicted by each of these methods and chronic TMD was again evaluated by calculating the odds ratios and performing chi-square tests, and the association between the predicted clusters and first-onset TMD was evaluated by fitting a Cox proportional hazards model.
Leukemia Microarray Data
We applied our supervised sparse clustering algorithm to the leukemia microarray data of Bullinger and others (2004) . This data set includes data for 116 subjects with acute myeloid leukemia. Gene expression data for 6283 genes are recorded for each subject, as well as survival times and outcomes.
Survival times ranged from 0 to 1625 days, with an average time of 407.1 days. The objective was to identify genetic subtypes (i.e. clusters) using the gene expression data that could be used to predict the prognosis of leukemia patients.
We applied our supervised sparse 2-means clustering method to this data set as well conventional sparse clustering, semi-supervised clustering, and clustering on the PCA scores. Before applying any of the clustering methods, the data were randomly partitioned into a training set and a test set, each of which consisted of 58 observations. Each clustering method was applied to the training data. To identify the "most significant" genes prior to applying supervised sparse clustering and semi-supervised clustering, the association between each gene and survival was evaluated by calculating the univariate Cox score for each gene. See Beer and others (2002) or Bair and Tibshirani (2004) for more information. For each set of clusters, a nearest shrunken centroid model (Tibshirani and others, 2002) was fit to the clusters in the training data and then applied to the test data to predict cluster assignments on the test data. The association between the predicted clusters in the test set and survival was evaluated using Cox proportional hazards models for each clustering method.
Results

Simulated Data Sets
The results of the first set of simulation scenarios are shown in Tables 1, 2 
OPPERA Data
We applied the preweighted sparse 2-means clustering method to the OPPERA case-control data.
The weights for both the primary, secondary and tertiary clusters are shown in Figure 4 . Observe that the measures of autonomic function had the largest feature weights for the primary clusters, whereas the measures of psychological distress had the largest feature weights for the secondary clusters. Measures of thermal pain have the largest features weights for the tertiary clusters. Thus, the preweighted sparse clustering method revealed a biologically meaningful set of secondary and tertiary clusters that were not identified by the conventional sparse clustering algorithm.
The associations between chronic TMD and the primary and secondary clusters identified by preweighted sparse 2-means clustering and complementary hierarchical clustering are shown in Table 6 . Observe that there is a significantly higher proportion of TMD cases in cluster 2 for both the primary and secondary clusters, but the association is stronger in the secondary clusters (OR = 1.9, p = 3.2 × 10 −5 ) than in the primary clusters (OR = 1.6, p = 0.002). Thus, if the primary objective is to identify clusters associated with TMD, the secondary clusters are preferable to the primary clusters, indicating that the secondary clusters are not only biologically meaningful but may be more clinically relevant than the primary clusters. The clusters identified by complementary hierarchical clustering were also associated with chronic TMD, although they were more weakly associated with TMD than the clusters identified by preweighted sparse clustering.
We also applied the preweighted sparse clusting and complementary hierarchical clustering methods to the OPPERA prospective cohort data. The results of this analysis are summarized in Table 7 . The primary clusters identified by preweighted sparse clustering were not significantly associated with first-onset TMD (HR = 1.2, p = 0.09). However, the secondary clusters were associated with first-onset TMD (HR = 1.9, p = 6.5 × 10 −7 ). Such a result suggests that clusters associated with an outcome of interest (first-onset TMD in this scenario) may be obscured by a set of clusters unrelated to the outcome of interest. The preweighted sparse clustering method was able to identify these obscured clusters. Neither the primary nor the secondary clusters identified by complementary hierarchical clustering were significantly associated with first-onset TMD.
Finally, we applied supervised sparse clustering (as well as three other variants of clustering discussed earlier) to the OPPERA case-control data and prospective cohort data. The results are shown in Tables 8 and 9 . While all four methods identified clusters that were associated with chronic TMD, the clusters produced by supervised sparse clustering and supervised clustering were much more strongly associated with TMD than the clusters produced by the methods that did not consider an outcome variable. Similarly, the two supervised clustering methods identified clusters associated with first-onset TMD whereas the clusters identified by the other two methods were not associated with first-onset TMD. This suggests that clustering methods that consider an outcome variable may do a better job of identifying biologically relevant clusters than methods that do not consider this information. Note that Tables 8 and 9 show the results for predicted clusters on an independent test data set, so they cannot be attributed to overfitting.
Leukemia Microarray Data
For each clustering method, the hazard ratio and associated p-values for the predicted test set clusters are shown in Table 10 . All four methods produced clusters that were associated with patient survival, although the clusters produced by supervised sparse clustering were more strongly associated with survival than the clusters produced by the other methods. This indicates that supervised sparse clustering can identify biollogically meaningful and clinically relevant clusters in high-dimensional biological data sets. The fact that the predicted clusters were associated with survival on an independent test set suggests that this finding is not merely the result of overfitting.
Discussion
Cluster analysis is frequently used to identify subtypes in complex data sets. In many cases, the primary objective of the cluster analysis is to identify clusters that offer new insight into a biological question of interest or that can be used to more precisely phenotype (and hence diagnose and treat) a particular disease. However, in many cases, the clusters identified by conventional clustering methods are dominated by a subset of the features that are not interesting biologically or clinically.
Despite the fact that this problem is very common in cluster analysis, relatively few methods have been proposed to identify clusters in these situations. As noted earlier, the idea of "complementary clustering" was first proposed by Nowak and Tibshirani (2008) , and Witten and Tibshirani (2010) proposed an alternative method based on sparse clustering. However, these methods have several drawbacks. They can only be used with hierarchical clustering. To our knowledge, our proposed method is the first complementary clustering algorithm that may be applied to kmeans clustering or other clustering methods. Although we have only considered preweighted k-means clustering in this study, our methodology is easily applicable to sparse hierarchical clustering or any other clustering method that can be used within the sparse clustering framework of Witten and Tibshirani (2010) . Furthermore, the complementary sparse hierarchical clustering method can be computationally intractible when applied to data sets with numerous observations. (We attempted to apply this method to the OPPERA data, but we were forced to abort the procedure as it was using over 40 GB of memory.) Finally, as observed in Sections 3.1 and 3.2, preweighted sparse clustering can identify clinically relevant clusters in some situations when these existing methods fail to identify such clusters.
The problem of finding clusters that are associated with an outcome variable has also not been studied extensively. Previously proposed methods include the semi-supervised clustering method of Bair and Tibshirani (2004) and the semi-supervised RPMM method of Koestler and others (2010) . Semi-supervised clustering produces useful results in a variety of circumstances, but the clusters produced by semi-supervised clustering can vary depending on the choice of tuning parameters and sometimes have poor reproducibility. Semi-supervised clustering can also fail to identify the true clusters of interest when the association between these clusters and the observed outcome is noisy, as we saw in Section 3.1. Likewise, a drawback of semi-supervised RPMM is that it can fail to detect that clusters exist in a data set. (Indeed, semi-supervised RPMM produced a singleton cluster in each of the examples we considered in the present study.) Supervised sparse clustering has been shown to overcome these shortcomings and can produce reproducible clusters more strongly associated with the outcome in some situations (see Section 3.3).
One shortcoming of the proposed preweighted sparse clustering is the fact that the clusters obtained may vary with respect to the choice of the tuning parameter s in the sparse clustering algorithm (see Section 2.1.1). The question of how to choose this tuning parameter has not been studied extensively. Witten and Tibshirani (2010) propose a method for choosing s based on permuting the columns of the data, but in our experience this method tends to produce values of s that are too large, which sometimes results in clusters that are not associated (or less strongly associated) with the outcome of interest. Choosing a smaller value of s may produce better results.
The question of how to choose this tuning parameter is an area for further study.
Despite this limitation, we believe that preweighted sparse clustering and supervised sparse clustering are powerful tools for solving an understudied problem. These methods can be used to identify biologically meaningful clusters in data sets that may not be detected by existing methods. More importantly, these methods can be used to identify clinically relevant subtypes of diseases like TMD and cancer, ultimately leading to better treatment options. Fig. 2 . Artificial example of a situation where the outcome variable is a "noisy surrogate" for the true clusters. In this artificial example, the density functions of the outcome variable for observations in each of two clusters are shown above. Observations in cluster 2 are more likely to have higher values of the outcome variable than observations in cluster 1, but there is considerable overlap between the two groups. Thus, classifying observations to clusters based solely on the outcome variable will result in a high misclassification error rate. Table 3 . Results of the first simulation when the values of n a were varied. The clusters associated with the first p e rows were defined to be "Effect 1," and the clusters associated with the final p e rows were defined to be "Effect 2." Table 5 . Results of the second simulation study. The following methods were applied to the simulated data set described in Section 2.4: 1) supervised sparse clustering, 2) sparse clustering, 3) supervised clustering , 4) 2-means clustering on the top 3 principal component (PCA) scores. The mean number of misclassified observations (and associated standard errors) are shown for each method. Table 6 . The association between chronic TMD and the primary and secondary clusters identified by preweighted sparse clustering and complementary hierarchical clustering on the OPPERA casecontrol data. In each case, the cluster with the lower proportion of TMD cases was called cluster 1.
Hazard Ratio P-value Preweighted Sparse Clustering Primary Cluster 1.2 0.09 Secondary Cluster 1.9 6.5 × 10 −7 Complementary Clustering Primary Cluster 1.0 0.98 Secondary Cluster 1.1 0.32 Table 8 . Four different clustering methods were applied to the OPPERA case-control training data. Each observation in the test data was assigned to a cluster by fitting a lasso model to predict the clusters on the training data and applying this model to the test data. The table below shows the association between each (predicted) cluster and chronic TMD on the test data. In each case, the cluster with the lowest proportion of TMD cases was called cluster 1 and the cluster with the highest proportion of TMD cases was called cluster 3. The odds ratio for TMD in each cluster (relative to cluster 1) and corresponding p-values were also calculated. 
