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Abstract. We construct entropy conservative and entropy stable high order accurate discontinuous Galerkin
(DG) discretizations for time-dependent nonlinear hyperbolic conservation laws on curvilinear meshes. The
resulting schemes preserve a semi-discrete quadrature approximation of a continuous global entropy inequal-
ity. The proof requires the satisfaction of a discrete geometric conservation law, which we enforce through
an appropriate polynomial approximation. We extend the construction of entropy conservative and entropy
stable DG schemes to the case when high order accurate curvilinear mass matrices are approximated us-
ing low-storage weight-adjusted approximations, and describe how to retain global conservation properties
under such an approximation. The theoretical results are verified through numerical experiments for the
compressible Euler equations on triangular and tetrahedral meshes.
1. Introduction
High order discontinuous Galerkin (DG) methods are attractive for the simulation of time-dependent wave
propagation due to their low numerical dispersion and dissipation [5, 6] and ability to handle unstructured
meshes and complex geometries. These same properties make them attractive for the resolution of transient
waves and vortices in compressible flow [7]. However, whereas the construction of stable DG methods for
wave propagation is relatively well-established, it is not possible to extend the same formulations directly
from linear wave problems to the nonlinear conservation laws which govern compressible fluid flow.
The low numerical dissipation of high order DG methods combined with the lack of inherently stable
formulations for nonlinear conservation laws has given high order discretizations the reputation of being
non-robust and highly sensitive to instabilities and under-resolved features [7]. This instability is addressed
in practice by adding additional stabilization through limiting, filtering, or artificial viscosity [8, 9, 10, 11].
However, these approaches are typically ad-hoc, and do not guarantee the stability of the resulting scheme.
Moreover, high order accuracy can be lost if the stabilization is too strong.
The lack of inherently stable formulations was addressed for high order nodal DG methods on quadrilateral
and hexahedral meshes in [12, 13]. The resulting schemes ensure that that the numerical solution satisfies
a semi-discrete version of an entropy inequality, independently of discrete effects such as under-integration.
This results in significantly more robust high order simulations, where the numerical solution does not
blow up even in the presence of under-resolved features such as shock discontinuities or turbulence. High
order entropy stable schemes have since been extended to staggered grid and non-conforming [14, 15] tensor
product elements, as well as to simplicial meshes [16, 1, 17].
Entropy stable methods have largely relied on a finite difference summation-by-parts (SBP) framework.
The summation-by-parts property holds for spectral element DG methods (DG-SEM), which assume a
polynomial basis which collocates the solution at Gauss–Legendre–Lobatto (GLL) quadrature nodes on
tensor product elements. The collocation approach requires the number of quadrature nodes to be identical
to the number of basis functions. Because analogous quadrature rules on the triangle and tetrahedron must
contain more nodes than the dimension of the underlying polynomial space [18, 19], GLL-like collocation
cannot be replicated on simplicial elements. It is still possible to construct entropy stable schemes on
simplicial elements within the SBP framework [16, 17]. However, the resulting SBP operators are not
“modal”, in the sense that the matrices are not associated with an underlying basis or approximation space.
Entropy stable schemes were extended to modal discretizations on affine meshes in [1], allowing for the
use of arbitrary basis functions and over-integrated quadrature rules. In this work, we show how to extend
the construction of modal high order entropy stable schemes to curved meshes. As noted in [17], this requires
the use of a split formulation for the geometric terms involved in differentiation, as well as the satisfaction of
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a discrete geometric conservation law (GCL) [20, 2]. We also show how to extend entropy stable schemes to
accomodate weight-adjusted mass matrices, which provide low storage approximations of inverse weighted
mass matrices appearing for curved meshes [4]. These weight-adjusted approximations can be applied more
efficiently than inverse weighted mass matrices on many-core architectures such as Graphics Processing Units
(GPUs) [21]. However, additional steps are required to ensure entropy stability and the conservation of mass,
momentum, and energy under weight-adjusted mass matrices.
The paper is organized as follows: Section 2 reviews the derivation of entropy inequalities for systems
of nonlinear conservation laws, and describes why this does not hold under a high order DG discretization.
Section 3 describes the construction of entropy stable DG methods for curved meshes using weighted mass
matrices, and Section 4 describes how to extend this to the case of weight-adjusted mass matrices. Section 5
describes how to enforce the geometric conservation law using a modification of the approach described in
[2], and Section 6 concludes by presenting two and three-dimensional numerical experiments which verify
the accuracy and stability of the presented schemes.
2. Systems of nonlinear conservation laws
This work addresses high order accurate schemes for the following system of n nonlinear conservation laws
in d dimensions
(1)
∂u
∂t
+
d∑
j=1
∂fj(u)
∂xj
= 0, u : Rd × [0,∞)→ Rn, fj : Rn → Rn,
where u(x, t) denotes the conservative variables for this system. We are interested in nonlinear conservation
laws for which an entropy function U(u) exists, where U(u) is convex with respect to the conservative
variables u. If this function exists, then it is possible to define entropy variables v(u) = ∂U∂u . These functions
symmetrize the system of nonlinear conservation laws (1) [22].
It can be shown (see, for example, [23]) that symmetrization is equivalent to the existence of entropy flux
functions Fj(u) and entropy potentials ψj such that
vT
∂fj
∂u
=
∂Fj(u)
∂u
T
, ψj(v) = v
Tfj(u(v))− Fj(u(v)), ψ′j(v) = fj(u(v)).
Smooth solutions of (1) can be shown to satisfy a conservation of entropy by multiplying (1) by v(u). Using
the definition of the entropy variables, entropy flux, and the chain rule yields
(2) vT
∂fj(u)
∂xj
=
∂U(u)
∂u
T
∂fj(u)
∂u
∂u
∂xj
=
∂Fj(u)
∂xj
,
∂U(u)
∂t
+
d∑
j=1
∂Fj(u)
∂xj
= 0.
Let Ω ⊂ Rd be a closed domain with boundary ∂Ω. Integrating over Ω and using Gauss’ theorem on the
spatial derivative yields
(3)
∫
Ω
∂U(u)
∂t
dx+
∫
∂Ω
d∑
j=1
(
v(u)
T
fj(u)− ψj (v(u))
)
nj dx = 0,
where n = (n1, . . . , nd)
T
denotes the unit outward normal vector on ∂Ω.
General solutions (including non-smooth solutions such as shocks) satisfy an entropy inequality
(4)
∫
Ω
∂U(u)
∂t
dx+
∫
∂Ω
d∑
j=1
(
v(u)
T
fj(u)− ψj (v(u))
)
nj dx ≤ 0,
which results from considering solutions of an appropriate viscous form of the equations (1) and taking the
limit as viscosity vanishes. In this work, schemes which satisfy a discrete form of (4) will be constructed by
first enforcing a discrete version of entropy conservation (3), then adding an appropriate numerical dissipation
which will enforce the entropy inequality (4).
2.1. Standard DG formulations for nonlinear conservation laws. We begin by reviewing the con-
struction of standard high order accurate DG formulations for (1).
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2.1.1. Mathematical notation. Let the domain Ω ⊂ Rd be decomposed into elements (subdomains) Dk, and
let D̂ denote a d-dimensional reference element with boundary ∂D̂. Let x̂ = {x̂1, . . . , x̂d} denote coordinates
on D̂, and let n̂i denote and the ith component of the unit normal vector on ∂D̂. We assume that n̂i is
constant; i.e., that the faces of the reference element are planar (this assumption holds for all commonly
used reference elements [24]).
We will assume that each physical element Dk is the image of D̂ under some smoothly differentiable
mapping Φk(x̂) such that
x = Φk(x̂), x ∈ Dk.
This also implies that integrals over physical elements can be mapped back to the reference element as follows∫
Dk
udx =
∫
D̂
uJk dx̂,
where Jk denotes the determinant of the Jacobian of Φk. Integrals over physical faces of D
k can similarly
be mapped back to reference faces.
We define an approximation space using degree N polynomials on the reference element. For example,
on a d-dimensional reference simplex, the natural polynomial space are total degree N polynomials
PN
(
D̂
)
=
{
x̂i11 . . . x̂
id
d , x̂ ∈ D̂, 0 ≤
d∑
k=1
ik ≤ N
}
.
Other element types possess different natural polynomial spaces [24], but typically contain the space of total
degree N polynomials. This work is directly applicable to other elements and spaces as well. We denote the
dimension of the approximation space PN as Np = dim
(
PN
(
D̂
))
. We also define trace spaces for each
face of the reference element. Let f̂ be a face of the reference element D̂. The trace space over f̂ is defined
as the space of traces of functions in PN
(
D̂
)
PNf
(
f̂
)
=
{
u|f̂ , u ∈ PN
(
D̂
)}
, f̂ ∈ ∂D̂.
We denote the dimension of the trace space as dim
(
PNf
(
f̂
))
= Nfp .
We next define the L2 norm and inner products over the reference element D̂ and the surface of the
reference element ∂D̂ as
(u,v)D̂ =
∫
D̂
u · v dx̂, ‖u‖2D̂ = (u,u)D̂, 〈u,v〉∂D̂ =
∫
∂D̂
u · v dx̂.
We also introduce the continuous L2 projection operator ΠN and lifting operator L. For u ∈ L2
(
D̂
)
, the
L2 projection ΠNu is defined through
(5)
∫
D̂
ΠNuv dx̂ =
∫
D̂
uv dx̂, ∀v ∈ PN
(
D̂
)
.
Likewise, for a boundary function u ∈ L2
(
∂D̂
)
, the lifting operator L [25, 26] is defined through
(6) (Lu, v)D̂ = 〈u, v〉∂D̂ , ∀v ∈ PN
(
D̂
)
.
Finally, we introduce L2, L∞ Sobolev norms and spaces, which will be utilized for error estimates. The
L2 space is defined as the space of functions with finite L2 norm. The Lebesgue L∞ norm and the associated
L∞ space over a general domain Ω are
‖u‖L∞(Ω) = inf {C ≥ 0 : |u (x)| ≤ C ∀x ∈ Ω} , L∞ (Ω) =
{
u : Ω→ R, ‖u‖L∞(Ω) <∞
}
.
The L2 and L∞ Sobolev norms of degree s are then defined as
‖u‖2W s,2(Ω) =
∑
|α|≤s
‖Dαu‖2L2(Ω), ‖u‖W s,∞(Ω) = max|α|≤s ‖D
αu‖L∞(Ω) ,
3
respectively. Here α = {α1, . . . , αd} is a multi-index of order |α| = α1 + · · ·+ αd such that
Dαu =
∂α1
∂xα11
· · · ∂
αd
∂xαdd
u.
The Sobolev spaces W s,2 and W s,∞ are defined as the spaces of functions with finite L2 and L∞ Sobolev
norms of degree s, respectively.
2.1.2. Discontinuous Galerkin formulations and the L2 projection. Discontinuous Galerkin methods have
been widely applied to systems of nonlinear conservation laws (1) [27, 28, 29]. The development of new
discontinuous Galerkin methods for nonlinear conservation laws has focused heavily on the choice of numerical
flux [30] or the development of slope limiters [9, 31] and artificial viscosity strategies [8, 10, 32]. However,
the treatment of the underlying volume discretization remains relatively unchanged between each of these
approaches.
Ignoring terms involving filters, limiters, or artificial viscosity, a semi-discrete “weak” DG formulation for
(1) can be given locally over an element Dk: find u ∈ (PN (Dk)× [0,∞))n such that∫
Dk
∂u
∂t
· v −
d∑
j=1
fj(u) · ∂v
∂xi
 dx+ d∑
j=1
∫
∂Dk
(
f∗j
(
u+,u
)) · vnj dx = 0, ∀v ∈ (PN (Dk))n ,(7)
where the numerical flux f∗ is a function of the solution u on both Dk and neighboring elements.
Unfortunately, solutions to (7) do not (in general) obey a discrete version of the entropy inequality (4).
Since (4) is a generalized statement of energy stability, the lack of a discrete entropy inequality implies that
the discrete solution can blow up in finite time. The reason for this is due to the fact that, in practice, the
integrals in (7) are not computed exactly and are instead approximated using polynomially exact quadratures.
This is compounded by the fact that the nonlinear flux function fj (u) is often rational and impossible to
integrate exactly using polynomial quadratures.
While this paper focuses on curved meshes, the inexactness of quadrature leads to the loss of the chain
rule and thus the loss of entropy conservation or entropy dissipation (4) even on affine meshes. We can
rewrite (7) in a strong form using a discrete quadrature-based L2 projection. For polynomial approximation
spaces on affine meshes, ∂v∂xi is polynomial. Then, mapping (7) back to the reference element D̂ and using
the L2 projection and (5), we have that∫
Dk
fj(u) · ∂v
∂xi
dx =
∫
D̂
ΠNfj(u) · ∂v
∂xi
Jk dx.
Thus, integrating by parts (7) recovers a “strong” DG formulation involving the projection operator∫
Dk
∂u
∂t
−
d∑
j=1
∂ΠNfj(u)
∂xj
 · v dx
+
d∑
j=1
∫
∂Dk
(
f∗j
(
u+,u
)−ΠNfj(u)) · vnj dx = 0, ∀v ∈ (PN (Dk))n .(8)
From this, we see that our discrete scheme does not differentiate the nonlinear flux function fj (u) exactly,
but instead differentiates the projection of ΠNfj (u) onto polynomials of degreeN . Because the L
2 projection
operator is introduced, the chain rule no longer holds at the discrete level and step (2) of the proof of entropy
conservation is no longer valid. Thus, ensuring discrete entropy stability will require a discrete formulation of
the system of nonlinear conservation laws (1) from which we can prove a discrete entropy inequality without
relying on the chain rule.
3. Discretely entropy stable DG methods on curved meshes
We will first show how to construct discretely entropy stable high order accurate DG methods on curvi-
linear meshes, but will present this using a matrix formulation as opposed to a continuous formulation. This
is to ensure that the effects of discretization, nonlinear, and quadrature are accounted for in the proof of
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semi-discrete entropy stability. We first introduce quadrature-based matrices, which we will then use to
construct discretely entropy stable DG formulations.
3.1. Basis and quadrature rules. We now introduce quadrature-based matrices for the d-dimensional
reference element D̂, which we will use to construct matrix-vector formulations of DG methods. Assuming
u(x̂) ∈ PN
(
D̂
)
, it can be represented in terms of the vector of coefficients u using some polynomial basis
φi of degree N and dimension Np
u(x̂) =
Np∑
j=1
ujφj(x̂), P
N
(
D̂
)
= span {φi(x̂)}Npi=1 .
We construct quadrature-based matrices based on φi and appropriate volume and surface quadrature
rules. The volume and surface quadrature rules are given by points and positive weights {(x̂i, ŵi)}Nqi=1 and{
(x̂fi , ŵ
f
i )
}Nfq
i=1
, respectively. We make the following assumptions on the strength of these quadratures:
Assumption 1 (Integration by parts under quadrature). The volume quadrature rule {(x̂i, ŵi)}Nqi=1 is exact
for polynomials of degree 2N − 1. Additionally, for any u, v ∈ PN
(
D̂
)
, integration by parts(
∂u
∂x̂i
, v
)
D̂
= 〈u, vn̂i〉∂D̂ −
(
u,
∂v
∂x̂i
)
D̂
holds when the volume and surface integrals are approximated using quadrature.
Assumption 1 holds, for example, for any surface quadrature rule which is exact for degree 2N polynomials
on the boundary of the reference element ∂D̂.
3.2. Reference element matrices. Let W ,Wf denote diagonal matrices whose entries are volume and
surface quadrature weights, respectively. The surface quadrature weights are given by quadrature weights
on reference faces, which are mapped to faces of the reference element. We define the volume and surface
quadrature interpolation matrices Vq and Vf such that
(Vq)ij = φj(x̂i), 1 ≤ j ≤ Np, 1 ≤ i ≤ Nq,
(Vf )ij = φj(x̂
f
i ), 1 ≤ j ≤ Np, 1 ≤ i ≤ Nfq ,(9)
which map coefficients u to evaluations of u at volume and surface quadrature points.
Next, letDi denote the differentiation matrix with respect to the ith coordinate, defined implicitly through
the relations
u(x̂) =
Np∑
j=1
ujφj(x̂),
∂u
∂x̂i
=
Np∑
j=1
(Diu)j φj(x̂).
The matrix Di maps basis coefficients of some polynomial u ∈ PN
(
D̂
)
to coefficients of its ith derivative
with respect to the reference coordinate x̂, and is sometimes referred to as a “modal” differentiation matrix
(with respect to a general non-nodal “modal” basis [19]).
Using the volume quadrature interpolation matrix Vq, we can compute a quadrature-based mass matrix
M by evaluating L2 inner products of different basis functions using quadrature
M = V Tq WVq, Mij =
Nq∑
k=1
ŵkφj(x̂k)φi(x̂k) ≈
∫
D̂
φjφi dx̂ = (φj , φi)D̂ .
The approximation in the formula for the mass matrix becomes an equality if the volume quadrature rule is
exact for polynomials of degree 2N . The mass matrix is symmetric and positive definite under Assumption 1;
however, we do not make any distinctions between diagonal and dense (lumped) mass matrices in this work.
The mass matrix appears in the discretization of L2 projection (5) and lift operators (6) using quadrature.
The result are quadrature-based L2 projection and lift operators Pq,Lq,
(10) Pq = M
−1V Tq W , Lq = M
−1V Tf Wf ,
5
which are discretizations of the continuous L2 projection operator ΠN and continuous lift operator L. The
matrix Pq maps a function (in terms of its evaluation at quadrature points) to coefficients of the L
2 projection
in the basis φj(x), while the matrix Lq “lifts” a function (evaluated at surface quadrature points) from the
boundary of an element to coefficients of a basis defined in the interior of the element.
Finally, we introduce quadrature-based operators DiN which will be used to construct discretizations of
our nonlinear conservation laws. This operator was introduced in [1] as a “decoupled summation-by-parts”
operator
(11) DiN =
 VqDiPq − 12VqLqdiag (n̂i ◦ Ĵf)VfPq 12VqLqdiag (n̂i ◦ Ĵf)
− 12diag
(
n̂i ◦ Ĵf
)
VfPq
1
2diag
(
n̂i ◦ Ĵf
) 
where n̂i is the vector containing values of the ith component of the unit normal on the surface of the
reference element D̂, and Ĵf is the vector containing values of the face Jacobian factor Ĵf which result from
mapping a face of D̂ to a reference face. Here n̂i ◦ Ĵf is the Hadamard product (i.e., the entrywise product)
of the vectors n̂i and Ĵf . When combined with projection and lifting matrices, D
i
N produces a high order
approximation of non-conservative products. Let f , g denote vectors containing the evaluation of functions
f(x), g(x) at both volume and surface quadrature points[
Pq Lq
]
diag (f)DiNg ≈ f
∂g
∂x̂i
.
It was shown in [1] that the matrix DiN satisfies several key properties. First, it can be observed that
DiN1 = 0, where 1 is the vector of all ones. Second, D
i
N satisfies a summation-by-parts property. Let Q
i
N
be the scaling of DiN by the diagonal matrix of volume and surface quadrature weights
QiN = WND
i
N , WN =
(
W
Wf
)
.
Then, QiN satisfies the following discrete analogue of integration by parts
(12) QiN +
(
QiN
)T
= BiN , BN =
(
0
Wfdiag
(
n̂i ◦ Ĵf
) )
.
The matrix DiN reduces to polynomial differentiation when applied to polynomials, in the sense that
DiN
[
Vq
Vf
]
=
[
VqDi
0
]
.(13)
3.3. Matrices on curved physical elements. The key difference between curvilinear and affine meshes
is that geometric terms now vary spatially over each element. In practice, derivatives are computed over the
reference element and mapped to the physical element Dk through a change of variables formula
Jk
∂u
∂xi
=
d∑
j=1
Gkij
∂u
∂x̂j
, Gkij = J
k ∂x̂j
∂xi
,
where we have defined the elements of the matrix Gk as the derivatives of the reference coordinates x̂j with
respect to the physical coordinates xi on D
k times the Jacobian of the transformation from reference to
physical coordinates Jk. We denote evaluations of Gkij at both volume and surface quadrature points as the
vector Gkij .
We assume in this work that the mesh is stationary. It can be shown at the continuous level that, for any
differentiable and invertible mapping, the quantity Gk satisfies a geometric conservation law (GCL) [2, 20]
(14)
d∑
j=1
∂
∂x̂j
Gkij = 0,
6
or that ∇̂ ·Gk = 0. Using (14), the scaled physical derivative Jk ∂u∂xi can be computed via
(15) Jk
∂u
∂xi
=
1
2
d∑
j=1
(
Gkij
∂u
∂x̂j
+
∂
(
Gkiju
)
∂x̂j
)
.
We will require the following assumptions on the mesh, as well as the geometric terms and outward normal
vectors:
Assumption 2 (Mesh assumptions). We assume that the mesh is quasi-uniform. The mesh is also assumed
to be watertight, such that normals are consistent across neighboring elements as follows: for a shared face
f between Dk and Dk,+, the scaled outward normal vectors for each element are equal and opposite at all
points such that
nJkf = −n+Jk,+f .(16)
We also assume that the scaled matrix of geometric terms transforms scaled reference normal vectors to
scaled physical normals, such that
d∑
j=1
Gkij n̂j Ĵf = niJ
k
f ,
 d∑
j=1
(
Gkij
)
f
◦
(
n̂j ◦ Ĵf
) = (ni ◦ Jkf ) ,(17)
where nj and J
k
f are vectors containing evaluations of the physical unit normals and face Jacobian factors
for Dk at surface quadrature points, respectively. Likewise,
(
Gkij
)
f
is a vector containing evaluations of Gkij
at the surface quadrature points.
The properties (16) and (17) hold at the continuous level for a watertight mesh [33], and thus at all points
where the geometric terms are computed exactly. However, we will also consider cases where the geometric
terms Gkij are modified to enforce a discrete form of (14); in these situations, it will be important to ensure
that (17) holds after such modifications.
Similar to what is done to stabilize finite difference discretizations [34, 35], we define physical differentiation
matrices based on the approximation of (15). Define Dik as
Dik =
1
2
d∑
j=1
(
diag
(
Gkij
)
DjN +D
j
Ndiag
(
Gkij
))
.
Using properties of the Hadamard product [36], we can rewrite Dik as
(18) Dik =
d∑
j=1
(
DjN ◦
{{Gkij}}) , {{Gkij}}mn = 12 ((Gkij)m + (Gkij)n) ,
where
{{Gkij}} denotes the matrix of averages between each of the entries of Gkij . From Assumption 2
and (18), it is straightforward to show that (because
{{Gkij}} is symmetric) Qik = WNDik also satisfies a
summation-by-parts property
(19) Qik +
(
Qik
)T
= Bik, B
i
k =
(
0
Wfdiag
(
ni ◦ Jkf
) )
.
Curvilinear mappings also imply that integrals over each physical element Dk are no longer simple scalings
of integrals over D̂. The L2 projection of u ∈ L2 (Dk) over a curvilinear element Dk is defined through
(20)
(
ΠkNu, v
)
Dk
= (u, v)Dk , ∀v ∈ PN
(
D̂
)
.
Mapping integrals to the reference element D̂ yields
(21)
(
ΠkNu, vJ
k
)
D̂
=
(
u, vJk
)
D̂
, ∀v ∈ PN
(
D̂
)
.
For affine elements, Jk is constant and can be cancelled. Thus, the L2 projection over affine elements is
equivalent to simply taking the L2 projection of a function over the reference element. However, for curved
elements, J acts as a spatially varying weight within the L2 inner product.
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Discretizing (21) requires a weighted mass matrix. We define a curved mass matrix over an element Dk
by weighting the discrete L2 norm with values of J at quadrature points
(22) Mk = V Tq Wdiag
(
Jk
)
Vq,
where Jk is a vector containing evaluation of the physical Jacobian factors for Dk at volume quadrature
points. Then, curvilinear L2 projection and lift matrices can be defined in a manner analogous to (10)
(23) P kq =
(
Mk
)−1
V Tq Wdiag
(
Jk
)
, Lkq =
(
Mk
)−1
V Tf Wfdiag
(
Jkf
)
.
These matrices are distinct from element to element, reflecting the fact that problem (21) is distinct from
element to element.
3.4. A discretely entropy stable DG formulation on curved meshes. Given the matrices in Sec-
tion 3.3, we can now define a local entropy stable DG formulation on an element Dk. Here, we seek an
approximation solution uN (x, t) to (1), which is represented using vector-valued coefficients uh(t) such that
uN (x, t) =
Np∑
j=1
(uh(t))j φj(x), (uh(t))j ∈ Rn.
Since the coefficients are vector valued, we assume that all matrices act component-wise on uh in the
Kronecker product sense.
We first define the numerical fluxes fi,S (uL,uR) as the bivariate function of “left” and “right” conservative
variable states uL,uR.
Definition 1. The numerical flux fi,S (uL,uR) is entropy conservative (or entropy stable) if it satisfies the
following conditions:
(1) fi,S (uL,uR) = fi,S (uR,uL) (symmetry).
(2) fi,S (u,u) = fi (u) (consistency).
(3) fi,S is referred to as entropy conservative if it satisfies conditions 1, 2, and
(vL − vR)T fi,S (uL,uR) = ψi (uL)− ψi (uR) .
We now introduce the L2 projection of the entropy variables vh and the entropy-projected conservative
variables u˜
uq = Vquh, vh = P
k
q v (uq) , v˜ =
[
v˜q
v˜f
]
=
[
Vq
Vf
]
vh, u˜ =
[
u˜q
u˜f
]
= u (v˜) .(24)
In (24), the entropy-projected conservative variables u˜ denote the evaluation of the conservative variables
in terms of the projected entropy variables at volume and face quadrature points. We note that, under
an appropriate choice of quadrature on quadrilaterals and hexahedra, this approach is equivalent to the
approach taken in [14], where the entropy variables are evaluated at Gauss nodes, then interpolated to a
different set of nodes and used to compute the nonlinear fluxes.
We now introduce a semi-discrete DG formulation for uh
duh
dt
+
[
P kq L
k
q
] d∑
j=1
(
2Djk ◦ Fj,S
)
1 +
d∑
j=1
Lkqdiag (nj)
(
f∗j − fj(u˜f )
)
= 0,(25)
(Fj,S)mn = fj,S ((u˜)m , (u˜)n) , 1 ≤ m,n ≤ Nq +Nfq ,
f∗j = fj,S(u˜
+
f , u˜f ) on interior faces,
where u˜+ denotes the values of the entropy-projected conservative variables on the neighboring element
across each face of Dk, and f∗j on the boundary denotes the jth component of some numerical flux through
which boundary conditions are imposed. Note that the face/surface Jacobian factors Jkf are incorporated
into the definition of Lkq .
Define the diagonal boundary quadrature matrix W∂Ω such that
(W∂Ω)ii =
{
Wf , if x̂
f
i is on the ∂Ω
0, otherwise.
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We have the following semi-discrete statement of entropy conservation:
Theorem 1. Let fi,S be an entropy conservative flux from Definition 1 and assume that Q
j
k1 = 0 for
j = 1, . . . , d over each element Dk. Then, (25) is entropy conservative in the sense that
∑
k
1Tdiag
(
Jk
)
W
dU(uq)
dt
=
∑
k
d∑
j=1
1Tdiag
(
nj ◦ Jkf
)
W∂Ω
(
ψj (u˜f )− v˜Tf f∗j
)
.
Proof. Under the assumption that Qjk1 = 0 for i = 1, . . . , d over each element and (19), the proof of entropy
conservation is identical to that of [1]. 
An entropy stable scheme can be constructed by adding an entropy-dissipating penalty term, such as
a Lax-Friedrichs penalization or the matrix dissipation terms introduced in [37, 38]. For example, Lax-
Friedrichs penalization can be incorporated by replacing the flux term with
Lkqdiag (nj)
(
f∗j − f(u)
)
=⇒ Lkq
(
diag (nj)
(
f∗j − f(u)
)− λ
2
Ju˜f K) ,
where λ is an estimate of the maximum eigenvalue of ∂f(u)∂u [16, 1].
4. Discretely stable and low storage DG methods on curved meshes
A disadvantage of the formulation (25) is high storage costs, especially at high orders of approximation.
While the matricesQik can be applied to a vector without needing to explicitly store the matrix, the projection
and lifting matrices (23) differ from element to element, necessitating either explicit pre-computation and
storage or the assembly and inversion of a weighted mass matrix for each right hand side evaluation. The
latter option is computationally expensive, while the former option increases storage costs. This increase
in storage can result in suboptimal performance on modern computational architectures [21], due to the
increasing cost of memory operations and data movement compared to arithmetic operations.
In this section, we present a discretely entropy stable scheme which avoids this high storage cost through
the use of a low-storage weight-adjusted approximation to the inverse of a weighted mass matrix. To ensure
a discrete entropy conservation or a discrete entropy inequality, we also modify the formulation (25) to take
into account the use of a weight-adjusted mass matrix.
4.1. A weight-adjusted approximation to the curvilinear mass matrix. The presence of the weighted
L2 inner product
(
JkΠkNu, v
)
D̂
in (21) results in the presence of a weighted mass matrix. Because the weight
Jk varies spatially over each element, the inverse of a weighted mass matrix is no longer a scaling of the
inverse reference mass matrix. The motivation for the weight-adjusted mass matrix is to replace the inversion
of weighted mass matrices over each element with the application of inverse reference mass matrices and
quadrature-based operations involving the spatially varying weights Jk [3, 4].
To define a weight-adjusted approximation to the curvilinear L2 inner product, we first define the operator
T−1w : L
2 → PN as follows
(26)
(
wT−1w u, v
)
D̂
= (u, v)D̂ , ∀v ∈ PN
(
D̂
)
.
Roughly speaking, Twu approximates u/w. Thus, taking w = 1/J
k provides an approximation of the
curvilinear L2 inner product (
Jku, v
)
D̂
≈
(
T−1
1/Jk
u, v
)
D̂
.
Computing T−1
1/Jk
u requires solving (26). Let u ∈ PN
(
D̂
)
, and let uJ denote coefficients for the polyno-
mial T−1
1/Jk
u. This results in the following matrix system
M1/JkuJ = Mu, M1/Jk = V
T
q Wdiag
(
1/Jk
)
Vq,
9
which implies that, when restricted to polynomials, the matrix form of T−1
1/Jk
is M−1
1/Jk
M . Then, the weight-
adjusted mass matrix is the Gram matrix with respect to the weight-adjusted inner product
(
T−1
1/Jk
u, v
)
D̂
,
such that
Mk ≈MM−1
1/Jk
M ,
(
Mk
)−1 ≈M−1M1/JkM−1.
The inverse of the weight-adjusted mass matrix can be applied in a matrix-free fashion by using quadrature to
form M1/Jk . This requires storage of the inverse reference mass matrix and the values of J
k at quadrature
points. Assuming that the number of quadrature points scales as O(Nd) in d dimensions, this yields a
storage cost of O(Nd) per-element compared to an O(N2d) per element storage cost required for the storage
of inverse weighted mass matrices
(
Mk
)−1
. This application of the weight-adjusted mass matrix is typically
applied using the L2 projection matrix Pq as follows
M−1M1/JkM
−1 = Pqdiag
(
1/Jk
)
VqM
−1.
When evaluating the right hand side of a semi-discrete formulation such as (25), the inverse mass matrix is
typically merged into operations on the right hand side, such that the main work in applying the weight-
adjusted mass matrix consists of applying the interpolation matrix Vq, scaling by pointwise values of 1/J
k
at quadrature points, and multiplying by the L2 projection matrix Pq.
4.2. A discretely entropy stable low storage DG formulation on curved meshes. Given the weight-
adjusted inverse mass matrix, we can also define a weight-adjusted version of the L2 projection over a curved
element Dk. We refer to this operator as Π˜kN : L
2 → PN , which satisfies(
T−1
1/Jk
Π˜kNu, v
)
D̂
=
(
uJk, v
)
D̂
, ∀v ∈ PN
(
D̂
)
.
It was shown in [4] that Π˜kN is given explicitly by
(27) Π˜kNu = ΠN
(
1
Jk
ΠN
(
uJk
))
,
where ΠN is the L
2 projection operator on the reference element D̂. We can discretize Π˜kN using quadrature
to yield a weight-adjusted projection matrix P˜ kq
P˜ kq = M
−1M1/JkM
−1V Tq Wdiag
(
Jk
)
= M−1V Tq Wdiag
(
1/Jk
)
VqPqdiag
(
Jk
)
= Pqdiag
(
1/Jk
)
VqPqdiag
(
Jk
)
.(28)
We can similarly define a weight-adjusted lifting matrix L˜q by replacing the weighted mass matrix in (23)
with the weight-adjusted mass matrix
L˜kq = M
−1M1/JkM
−1V Tf Wfdiag
(
Jkf
)
= M−1V Tq Wdiag
(
1/Jk
)
VqLqdiag
(
Jkf
)
= Pqdiag
(
1/Jk
)
VqLqdiag
(
Jkf
)
.(29)
We can now introduce the weight-adjusted projection of the entropy variables vh and the corresponding
entropy-projected conservative variables u˜
uq = Vquh, vh = P˜
k
q v (uq) , v˜ =
[
Vq
Vf
]
vh, u˜ =
[
u˜q
u˜f
]
= u (v˜) .(30)
A semi-discrete DG formulation for uh can be constructed using the variables defined in (30)
duh
dt
+
[
P˜ kq L˜
k
q
] d∑
j=1
(
2Djk ◦ Fj,S
)
1 +
d∑
j=1
L˜kqdiag (nj)
(
f∗j − fj(u˜f )
)
= 0,(31)
(Fj,S)mn = fj,S ((u˜)m , (u˜)n) , 1 ≤ m,n ≤ Nq +Nfq ,
f∗j = fj,S(u˜
+
f , u˜f ) on interior faces.
Since the weight-adjusted mass matrix inverse is low-storage, and since the matrices Djk in (18) can be
assembled from reference matrices DiN and the values of geometric terms at quadrature points, the overall
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scheme requires only O(Nd) storage per element. We can additionally show that formulation (31) is entropy
conservative in the same sense as Theorem 1:
Theorem 2. Let fi,S be an entropy conservative flux from Definition 1 and assume that Q
j
k1 = 0 for
j = 1, . . . , d over each element Dk. Then, (31) is entropy conservative in the sense that∑
k
1Tdiag
(
Jk
)
W
dU(uq)
dt
=
∑
k
d∑
j=1
1Tdiag
(
nj ◦ Jkf
)
W∂Ω
(
ψj (u˜f )− v˜Tf f∗j
)
.
Proof. The proof is similar to that of Theorem 1. First, recall from the definitions of the weight-adjusted
projection matrix (28) and weight-adjusted lift matrix (29) that
P˜ kq = M
−1M1/JkM
−1V Tq Wdiag
(
Jk
)
,(32)
L˜kq = M
−1M1/JkM
−1V Tf Wfdiag
(
Jkf
)
.(33)
Then, multiplying by the weight-adjusted mass matrix MM−1
1/Jk
M on both sides of (31) and using (32),
(33) yields the weak form of (31)
(34) MM−1
1/Jk
M
duh
dt
+
[
V Tq V
T
f
] d∑
j=1
(
2Qjk ◦ Fj,S
)
1 +
d∑
j=1
V Tf Wfdiag (nj)
(
f∗j − fj(u˜f )
)
= 0.
Testing with the weight-adjusted projection of the entropy variables vh = P˜
k
q v (uq) and using (32) then
yields for the time term(
P˜ kq v (uq)
)T
MM−1
1/Jk
M
duh
dt
= v (uq)
T
Wdiag
(
Jk
)
VqM
−1M1/JkM
−1MM−1
1/Jk
M
duh
dt
= v (uq)
T
Wdiag
(
Jk
) dVquh
dt
= 1TWdiag
(
Jk
)(
diag (v (uq))
duq
dt
)
= 1TWdiag
(
Jk
) dU(uq)
dt
.
The remainder of the proof is identical to that of Theorem 1 and [1]. 
4.3. Analysis of weight-adjusted projection. The construction of the discretely entropy stable weight-
adjusted DG formulation (31) replaces the L2 projection operator ΠkN with the weight-adjusted projection
operator Π˜kN . While this preserves entropy stability, it is unclear whether Π˜
k
N is high order accurate. In this
section, we prove that the weight-adjusted projection is high order accurate due to the fact that, for a fixed
geometric mapping and sufficiently regular u, the difference between the L2 and weight-adjusted projection
is
∥∥∥ΠkNu− Π˜kNu∥∥∥
L2(Ω)
= O(hN+2). Because the approximation error for the L2 projection is O(hN+1) for
sufficiently regular u, the difference between the L2 and weight-adjusted projection converges faster than
the L2 best approximation error. Consequentially, solutions computed using the L2 and weight-adjusted
projection are typically indistinguishable for a fixed geometric mapping [39].
We first note that Π˜kN = ΠN
(
1
Jk
ΠN
(
uJk
))
is self-adjoint with respect to the J-weighted L2 inner product
(35)
(
JkΠ˜kNu, v
)
D̂
=
(
ΠN
(
1
Jk
ΠN
(
uJk
))
, vJk
)
D̂
=
(
uJk,ΠN
(
1
Jk
ΠN
(
vJk
)))
D̂
=
(
uJk, Π˜kNv
)
D̂
.
Furthermore, using that the operator T−1
1/Jk
is self-adjoint for v ∈ PN
(
D̂
)
with respect to the L2 inner
product [3], we find that a projection-like property holds for the weight-adjusted L2 inner product
(36)
(
T−1
1/Jk
Π˜kNu, v
)
D̂
=
(
1
Jk
ΠN (uJ
k), T−1
1/Jk
v
)
D̂
=
(
ΠN (uJ
k), v
)
D̂
=
(
uJk, v
)
D̂
, ∀v ∈ PN D̂.
To prove
∥∥∥ΠkNu− Π˜kNu∥∥∥
L2(D̂)
= O(hN+2), we use a generalized inverse inequality and results from [3, 4].
We first introduce a modification of Theorem 3.1 in [40, 3]
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Theorem 3. Let Dk be a quasi-regular element with representative size h = diam
(
Dk
)
, and let D̂ be the
reference element. For N ≥ 0, w ∈WN+1,∞ (Dk), and u ∈W r,2 (Dk),∥∥∥∥u− 1wΠN (uw)
∥∥∥∥
L2(D̂)
≤ Chmin(r,N+1)
∥∥∥∥ 1√
Jk
∥∥∥∥
L∞(Dk)
∥∥∥∥ 1w
∥∥∥∥
L∞(Dk)
‖w‖WN+1,∞(Dk) ‖u‖W r,2(Dk) .
The proof is a straightforward modification of the proofs presented in [40, 3] accounting for reduced
regularity of u when r < (N + 1). The next result we need is a generalized inverse inequality.
Lemma 1. Let v ∈ PN
(
D̂
)
, and let h = diam
(
Dk
)
. Then,
‖v‖WN+1,2(Dk) ≤ CNh−N
∥∥∥√Jk∥∥∥
L∞
∥∥∥∥ 1√
Jk
∥∥∥∥
L∞
∥∥∥∥ 1JkGk
∥∥∥∥
WN,∞(Dk)
‖v‖L2(Dk) .
where CN depends on N , but is independent of h.
Proof. By applying Faa` di Bruno’s formula, we can express the degree (N + 1) Sobolev norm of v on Dk in
terms of derivatives of v on the reference element D̂. Noting that all (N + 1) derivatives of v disappear for
v ∈ PN
(
D̂
)
allows us to bound the degree (N + 1) Sobolev norm of v by its degree N Sobolev norm
‖v‖WN+1,2(Dk) ≤ CN
∥∥∥∥ 1JkGk
∥∥∥∥
WN,∞(Dk)
‖v‖WN,2(Dk) ,
where Gk is the matrix of scaled geometric terms for Dk. Then, a scaling argument [33, 41] yields
‖v‖WN,2(Dk) ≤ C1h−N
∥∥∥√Jk∥∥∥
L∞
‖v‖WN,2(D̂) .(37)
The quantity ‖v‖WN,2(D̂) can be bounded by noting that v ∈ PN
(
D̂
)
. Since PN
(
D̂
)
is finite-dimensional,
the Sobolev norm can be bounded from above by the L2 norm of D̂ with a constant C2 depending on N, d.
By another scaling argument, we have
‖v‖WN+1,2(D̂) ≤ C2 ‖v‖L2(D̂) ≤
∥∥∥∥ 1√
Jk
∥∥∥∥
L∞
C2 ‖v‖L2(Dk) .(38)

We can now prove that Π˜kNu is superconvergent to the curvilinear L
2 projection ΠkNu:
Theorem 4. Let u ∈ W r,2 (Dk). The difference between the L2 projection ΠkNu and the weight-adjusted
projection Π˜kNu is ∥∥∥ΠkNu− Π˜kNu∥∥∥
L2(Dk)
≤ CNCJhmin(r,N+1)+1 ‖u‖WN+1,2(Dk) ,
where CN is a mesh-independent constant which depends on N, d and CJ is
CJ =
∥∥Jk∥∥1.5
L∞(Dk)
∥∥∥∥ 1Jk
∥∥∥∥1.5
L∞(Dk)
∥∥∥∥ 1Jk
∥∥∥∥
WN+1,∞(Dk)
∥∥Jk∥∥
WN+1,∞(Dk)
∥∥∥∥ 1JkGk
∥∥∥∥
WN,∞(Dk)
.
Proof. We can rewrite the norm of the difference between the weight-adjusted and L2 projections∥∥∥ΠkNu− Π˜kNu∥∥∥2
L2(Dk)
=
(
ΠkNu− Π˜kNu, vJk
)
D̂
, v = ΠkNu− Π˜kNu.
Because v ∈ PN
(
D̂
)
, we can also evaluate the squared error as∥∥∥ΠkNu− Π˜kNu∥∥∥2
L2(Dk)
=
∣∣∣(ΠkNu, vJk)D̂ − (Π˜kNu, vJk)D̂∣∣∣ = ∣∣∣(u, vJk)D̂ − (Π˜kNu, vJk)D̂∣∣∣
≤ ∥∥Jk∥∥
L∞(Dk)
∣∣∣(u− Π˜kNu, v)
D̂
∣∣∣ .
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We can then note that Π˜kNu = ΠN
(
1
Jk
ΠN
(
uJk
))
to show that(
u− Π˜kNu, v
)
D̂
=
(
uJk,
v
Jk
)
D̂
−
(
ΠN
(
1
Jk
ΠN
(
uJk
))
, v
)
D̂
=
(
uJk,
v
Jk
)
D̂
−
(
ΠN
(
uJk
)
,
v
Jk
)
D̂
.
Adding and subtracting
(
ΠN
(
uJk
)
,ΠN
(
v
Jk
))
D̂
and using Theorem 3 (noting that v ∈ WN+1,2 (Dk) since
it is polynomial) gives∥∥∥ΠkNu− Π˜kNu∥∥∥2
L2(Dk)
≤ ∥∥Jk∥∥
L∞(Dk)
∣∣∣(u− Π˜kNu, v)
D̂
∣∣∣
=
∥∥Jk∥∥
L∞(Dk)
∣∣∣(uJk −ΠN (uJk) , v
Jk
−ΠN
( v
Jk
))
D̂
∣∣∣
≤ ∥∥Jk∥∥
L∞(Dk)
∥∥uJk −ΠN (uJk)∥∥D̂ ∥∥∥ vJk −ΠN ( vJk )∥∥∥D̂
≤ Chmin(r,N+1)+N+1C˜J ‖u‖W r,2(Dk) ‖v‖WN+1,2(Dk) ,
where
C˜J =
∥∥Jk∥∥
L∞(Dk)
∥∥∥∥ 1Jk
∥∥∥∥
L∞(Dk)
∥∥Jk∥∥
WN+1,∞(Dk)
∥∥∥∥ 1Jk
∥∥∥∥
WN+1,∞(Dk)
.
Applying Lemma 1 then yields∥∥∥ΠkNu− Π˜kNu∥∥∥2
L2(Dk)
≤ CNhmin(r,N+1)+1CJ ‖u‖WN+1,2(Dk) ‖v‖L2(Dk) .
Dividing through by ‖v‖L2(Dk) =
∥∥∥ΠkNu− Π˜kNu∥∥∥
L2(Dk)
gives the desired result. 
Theorem 3 can be used to show that the L2 error between ΠkNu, Π˜
k
Nu and u ∈ W r,2
(
Dk
)
is O(hr).
Theorem 4 demonstrates that the L2 difference between ΠkNu, Π˜
k
Nu is O(h
r+1), or at least one order higher
than the approximation error. We note that optimal convergence of the weight-adjusted projection requires
that the geometric mapping Φk is asymptotically affine (i.e., the Sobolev norm of J
k,Gk does not grow
under mesh refinement), which is ensured under nested mesh refinement and appropriate curvilinear blending
strategies [42, 40, 4].
4.3.1. Local and global conservation. We next address local conservation of the weight-adjusted scheme (31),
which is also referred to as primary conservation [43, 12, 13, 15]. We begin by noting that (31) is locally
conservative with respect to the weight-adjusted inner product. Testing (34) with 1 yields
1TMM−1
1/Jk
M
duh
dt
+
d∑
j=1
1T
(
2Qjk ◦ Fj,S
)
1 +
d∑
j=1
1TWfdiag (nj)
(
f∗j − fj(u˜f )
)
= 0.
Local conservation can be shown by applying the SBP property (19) and noting that
(
Bik ◦ Fj,S
)
1 =
Wfdiag
(
nj ◦ Jkf
)
fj(u) (using the consistency of fS and diagonal nature of B
i
k) yields
1TMM−1
1/Jk
M
duh
dt
+
d∑
j=1
1T
((
Qjk −
(
Qjk
)T)
◦ Fj,S
)
1 +
d∑
j=1
1TWfdiag (nj)
(
f∗j
)
= 0.
Since
(
Qjk −
(
Qjk
)T)
is skew-symmetric and Fj,S is symmetric, the Hadamard product of these two matrices
is skew-symmetric. As a result, 1T
((
Qjk −
(
Qjk
)T)
◦ Fj,S
)
1 = 0 and
(39) 1TMM−1
1/Jk
M
duh
dt
+
d∑
j=1
1TWfdiag (nj)
(
f∗j
)
= 0.
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Global conservation is shown by summing (39) over all elements Dk. Because the flux f∗j is single-
valued on each face and the outward normal nj changes sign on adjacent elements, the contributions
1TWfdiag (nj)
(
f∗j
)
cancel on all interior interfaces.1 On periodic meshes, this yields conservation with
respect to the weight-adjusted mass matrix∑
k
1TMM−1
1/Jk
M
duh
dt
= 0.
However, while the weight-adjusted approximation of the mass matrix is high order accurate and efficient,
it does not preserve the average over a physical element, which is equivalent to the J-weighted average over
the reference element. This is due to the fact that, in general,
(40)
∫
D̂
uJk dx̂−
∫
D̂
T−1
1/Jk
udx̂ ≈ 1TMJku− 1TMM−11/JkMu 6= 0.
Results in [3] show that the difference between the true mean and weight-adjusted mean in (40) converges
extremely fast at a rate of O(h2N+2). However, for systems of conservation laws, it is often desired that the
local element average is preserved exactly up to machine precision. We present two simpler approaches to
ensuring local conservation in this section.
The simplest way to ensure local conservation is to approximate J using a degree N polynomial and
utilize a sufficiently accurate quadrature. Then, we have the following lemma:
Lemma 2. Let Jk ∈ PN , and let integrals be computed using quadrature which is exact for degree 2N
polynomials. Then,
1TMM−1
1/Jk
Mu =
∫
D̂
T−1
1/Jk
udx̂ =
∫
D̂
uJk dx̂.
Proof. The proof relies on (26), which states that
(
1
Jk
T−1
1/Jk
u, v
)
D̂
= (u, v)D̂ for all v ∈ PN . If Jk is a
polynomial of degree N , then taking v = 1 yields(
T−1
1/Jk
u, 1
)
D̂
=
(
1
Jk
T−1
1/Jk
u, Jk
)
D̂
=
(
u, Jk
)
D̂
=
∫
D̂
uJk dx̂.
Additionally, the proof still holds if integrals are approximated using a quadrature rule which exactly inte-
grates uJk ∈ P 2N . 
We note that, for isoparametric curved elements, Jk 6∈ PN in general (in 2D, Jk ∈ P 2N−2, while in 3D,
Jk ∈ P 3N−3 [44]). Thus, to ensure local conservation, we will approximate Jk using a degree N polynomial
(for example, the interpolant or L2 projection onto PN ). We note that this approximation is required only
in the weight-adjusted mass matrix, and does not modify the scaled geometric terms Gkij .
The second approach relies on a simple correction which restores exact conservation of the true mean.
In [4], it was shown that a rank one correction of the weight-adjusted mass matrix inverse preserves the
mean exactly. However, this requires the use of the Sherman–Morrison formula to compute the inverse of a
rank one matrix update, which can be cumbersome to incorporate. We present a simpler explicit correction
formula which does not involve matrices. Let uJ and uWADG be defined through
(uJJ, v)D̂ = (f, v)D̂ , ∀v ∈ PN
(
D̂
)
,(
T−11/JuWADG, v
)
D̂
= (f, v)D̂ , ∀v ∈ PN
(
D̂
)
,
where uJ corresponds to the inversion of the weighted mass matrix and uWADG corresponds to the inversion
of a weight-adjusted mass matrix. For example, if f = uJ for some function u(x), then uJ = Π
k
Nu and
uWADG = Π˜
k
Nu. To ensure both local and global conservation, we require that the weighted average of
1Conservation still holds when incorporating entropy dissipation through penalty terms involving jumps. This is because the
definition of the jump changes sign on adjacent elements, such that jump contributions cancel when summing over all elements.
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uWADG is the same as the weighted average of uJ . Let the conservative weight-adjusted u˜WADG be defined
as
(41) u˜WADG = uWADG +
∫
D̂
(f − JuWADG) dx̂∫
D̂
J dx̂
.
Taking the weighted integral of u˜WADG yields∫
D̂
u˜WADGJ dx̂ =
∫
D̂
f dx̂.
In other words, (41) ensures local conservation by correcting the weighted average of uWADG to match that
of uJ . Applying this correction to the right hand side of (31) then yields a scheme which locally and globally
conserves mean values of the conservative variables.
This approach is applicable to an arbitrary weight, and can be generalized to matrix-valued weights as
well [21]. Moreover, using Theorem 6 in [3], one can show that the L2 norm of the difference u˜WADG−uWADG
is O(h2N+1), and does not affect high order accuracy.
5. Enforcing the discrete geometric conservation law
An important aspect of Theorem 1 is the assumption that Qjk1 = 0 for j = 1, . . . , d. However, this is not
always guaranteed to hold for Qjk as defined through (18). In this section, we discuss methods of constructing
the geometric terms Gkij for curvilinear meshes in a way that ensures Q
j
k1 = 0.
From (18), the condition Qjk1 = 0 is equivalent to
Qjk1 = WN
d∑
j=1
DjN ◦
{{Gkij}}1 = 12WN
d∑
j=1
(
diag
(
Gkij
)
DjN1 +D
j
Ndiag
(
Gkij
)
1
)
=
1
2
WN
d∑
j=1
DjNG
k
ij = 0,
where we have used that DjN1 = 0 to eliminate the first term. Since WN is a diagonal matrix with positive
entries, Qjk1 = 0 is equivalent to ensuring that a discrete version of the GCL (14) holds
(42)
d∑
j=1
DjNG
k
ij = 0.
This condition is required to ensure that free-stream preservation holds at the discrete level. In other words,
we wish to ensure that the semi-discrete scheme preserves (for u constant)
∂u
∂t
+∇ · f(u) = ∂u
∂t
= 0.
For isoparametric geometric mappings (where the degree of the mapping matches the degree of the polynomial
approximation) in two dimensions, the GCL is naturally enforced by the “cross-product” form, noting that
the scaled metric terms Gkij are exactly polynomials of degree N . As a result, computing the metric terms
exactly automatically enforces that both the continuous GCL (14) and the discrete GCL (42) are satisfied.
However, the discrete GCL is not always maintained at the discrete level in 3D.
In three dimensions, geometric terms are typically computed in “cross-product” form Gk1iGk2i
Gk3i
 = ∂x
∂x̂j
× ∂x
∂x̂k
, (i, j, k) = (1, 2, 3), cyclic.(43)
Note the abuse of notation here and in the sequel, the superscript k refers to the element number and the
subscript k to the cyclic index. This formula can be used to compute the geometric terms exactly at volume
and surface quadrature points. However, because ∂x∂x̂j ,
∂x
∂x̂k
∈ PN−1, the geometric terms Gkij are polynomials
of degree P 2N−2. The discrete GCL condition holds only if Gkij ∈ P 2N−2 are differentiated exactly; however,
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because applying DjN involves the L
2 projection, and because Gkij and its L
2 projection onto degree N
polynomials can differ, the discrete GCL (42) does not hold in general [2].
This can be remedied by using an alternative form of the geometric terms, which ensures that (42) is
satisfied a-priori [20, 45, 2]. The geometric terms Gkij can also be computed using a “conservative curl” form,
where Gkij are the image of the curl applied to some quantity as follows:
 Gk1iGk2i
Gk3i
 =

(
−∇̂ ×
(
x3∇̂x2
))
i(
∇̂ ×
(
x3∇̂x1
))
i(
∇̂ ×
(
x1∇̂x2
))
i
 ,(44)
where the subscript i denotes the ith component of the vector quantity. From (44), it can be observed that,
because the divergence of a curl vanishes, the continuous GCL condition (14) holds. The central idea of
[45, 2] is to use (44), but to interpolate before applying the curl
 Gk1iGk2i
Gk3i
 =

(
−∇̂ × IN
(
x3∇̂x2
))
i(
∇̂ × IN
(
x3∇̂x1
))
i(
∇̂ × IN
(
x1∇̂x2
))
i
 ,(45)
where IN denotes the degree N polynomial interpolation operator. Since the geometric terms are still
computed by applying a curl, the continuous GCL condition (14) is still satisfied. We shall also show that
this approximation also satisfies the discrete GCL condition.
We adopt a slight modification of (45) in this work which is tailored towards triangular and tetrahedral
elements. Because the geometric terms are computed by applying the curl, the geometric terms are approxi-
mated as degree (N−1) polynomials rather than degree N polynomials, which can reduce accuracy. Instead,
we approximate geometric terms by using the interpolation operator IN+1 onto degree (N + 1) polynomials,
then interpolating back to degree N polynomials
 Gk1iGk2i
Gk3i
 =

IN
(
−∇̂ × IN+1
(
x3∇̂x2
))
i
IN
(
∇̂ × IN+1
(
x3∇̂x1
))
i
IN
(
∇̂ × IN+1
(
x1∇̂x2
))
i
 .(46)
For any u ∈ PN
(
D̂
)
, ∂u∂x̂i ∈ PN−1
(
D̂
)
for i = 1, 2, 3. Thus, the interpolation to degree N polynomials is
exact, since the derivatives of a degree (N + 1) polynomial are degree N on triangles and tetrahedra.
Remark. The accuracy of (46) depends on the choice of interpolation points. It is well known that interpo-
lating at equispaced points can result in inaccurate polynomial approximations. One can determine good inter-
polation point sets by optimizing over some measure of interpolation quality (such as the Lebesgue constant),
and in practice, sets of interpolation points are pre-computed for some polynomial degrees N = 1, . . . , Nmax
on the reference element and stored [46, 47], or explicitly computed as the image of equispaced points under
an appropriately defined mapping [48, 49, 50].
To prove that the construction (46) satisfies Assumption 2, we must assume that the interpolation points
for a degree N element include an appropriate number of points on each face. We note that these assumptions
exclude interpolation points which lie purely in the interior of an element, such as those introduced in [51, 52].
We can now show that the geometric terms satisfy all conditions necessary to guarantee entropy stability:
Theorem 5. Let the mesh consist of triangles or tetrahedral elements which satisfy Assumption 2, and let
the interpolation points which define the degree N interpolation operator be distributed such that Nfp points lie
on each face. Then, the approximate geometric terms J˜kGkij and approximate scaled normals n˜iJ
k
f computed
using (46) and (17)) satisfy both the discrete GCL condition (42) and Assumption 2. Additionally, the error
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in the approximation satisfies
∥∥∥Gkij − G˜kij∥∥∥2
L2(Ω)
≤ CN |Ω|hN+2
√√√√ d∑
i=1
∑
k
‖ri‖2WN+2,2(Dk).
Proof. The satisfaction of (42) relies on the fact that G˜kij is a degree N polynomial and is equal to its own
L2 projection. Let G˜kij denote the polynomial coefficients of G˜
k
ij . Then, applying D
j
N to evaluations of G˜
k
ij
at volume and surface quadrature points and using (13), we have
d∑
j=1
DjN
[
Vq
Vf
]
G˜kij =
d∑
j=1
[
VqDiG˜kij
0
]
.
The entries of VqDiG˜kij correspond to values of the derivatives of G˜
k
ij evaluated at quadrature points. Since
d∑
j=1
∂
∂x̂j
G˜kij = 0
by construction using (46),
∑
j=1,...,d VqDiG˜
k
ij = 0 as well.
Equation (17) of Assumption 2 is satisfied by directly constructing the scaled normals n˜Jkf using values of
G˜kij at quadrature points. We must now prove that the construction of n˜J
k
f implies that Equation (16) holds.
This is not immediately clear; since the normals are constructed from the approximate geometric terms and
the formula (17), it is not guaranteed that n˜+Jk,+f = −n˜Jkf will hold across a shared face. However, the
scaled normal vectors involve only nodal values on the shared face because the normals are computed in terms
of the tangential reference derivatives [2]. Thus, assuming a watertight mesh, the interpolation nodes on two
neighboring elements will coincide for a shared face f , such that the trace of G˜kij from either neighboring
element will be the same lower-dimensional polynomial on f . This is sufficient to ensure that the scaled
normal vectors n˜+Jk,+f , n˜J
k
f will be equal and opposite.
The local L2 error
∥∥∥Gkij − G˜kij∥∥∥
L2(Dk)
can be bounded by noting that, since the error Gkij − G˜kij consists
of linear combinations of derivatives of the interpolation error ri − IN+1ri, it can be bounded by the H1-
seminorm of the latter quantity∥∥∥Gkij − G˜kij∥∥∥
L2(Dk)
≤
d∑
i=1
C1
∥∥∥√Jk∥∥∥
L2(D̂)
|(ri − IN+1ri)|H1(D̂)
≤
d∑
i=1
C˜N
∥∥∥√Jk∥∥∥
L2(D̂)
|ri|WN+2,2(D̂) ,
where we have used the Bramble-Hilbert lemma [41] on the reference element in the last step. Since it is
applied on the reference element D̂ rather than the physical element Dk, the constant C˜N depends on the
reference element and order of approximation, but not the mesh size h. A scaling argument for quasi-uniform
meshes then yields that
|ri|WN+2,2(D̂) ≤ C2hN+2 ‖ri‖WN+2,2(Dk) .(47)
The global estimate results from squaring (47), summing over all elements and using
∥∥∥√Jk∥∥∥2
L2(D̂)
=
∣∣Dk∣∣. 
Remark. It should be pointed out that this approach does not work on hexahedral elements. This is due to
the fact that the natural polynomial space on hexahedral elements is the tensor product space QN
(
D̂
)
QN
(
D̂
)
=
{
x̂i11 . . . x̂
id
d , x̂ ∈ D̂, 0 ≤ ik ≤ N
}
.
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For u ∈ QN+1
(
D̂
)
, ∂u∂x̂i is at most degree N in the coordinate x̂i, but can remain a polynomial of degree
N + 1 in all other coordinates. Thus, interpolating from degree N + 1 to degree N polynomials in (46)
introduces aliasing errors and is no longer exact. The result of (46) is no longer the image of a curl, and
thus does not satisfy the discrete GCL by construction.
We briefly outline how to compute G˜kij in three dimensions. Let
{
x̂Ni
}Np
i=1
denote the set of degree N
interpolation points, and let `Ni (x̂) denote the ith degree N Lagrange basis function on the reference element.
We define interpolation matrices V N+1N and V
N
N+1 between degree N and N + 1 polynomials such that(
V N+1N
)
ij
= `Nj (x̂
N+1
i ), 1 ≤ i ≤ Np, 1 ≤ i ≤ (N + 1)p(48) (
V NN+1
)
ij
= `N+1j (x̂
N
i ), 1 ≤ i ≤ (N + 1)p, 1 ≤ i ≤ Np,
where Np, (N + 1)p denotes the number of interpolation points for degree N and N + 1 polynomials, respec-
tively. Next, let x1,x2,x3 denote vectors containing x1, x2, x3 coordinates of degree N interpolation points
on a curved physical element Dk, and let x˜1, x˜2, x˜3 denote their evaluation at degree (N + 1) interpolation
points
x˜1 = V
N+1
N x1, x˜2 = V
N+1
N x2, x˜3 = V
N+1
N x3.(49)
Let D˜N+1i denote the nodal differentiation matrix of degree N+1 with respect to the ith coordinate direction.
The geometric factors are computed as follows:
Gk11 = V
N
N+1
(
D˜N+13
((
D˜N+12 x˜2
)
◦ x˜3
)
− D˜N+12
((
D˜N+13 x˜2
)
◦ x˜3
))
(50)
Gk12 = V
N
N+1
(
D˜N+11
((
D˜N+13 x˜2
)
◦ x˜3
)
− D˜N+13
((
D˜N+11 x˜2
)
◦ x˜3
))
Gk13 = V
N
N+1
(
D˜N+12
((
D˜N+11 x˜2
)
◦ x˜3
)
− D˜N+11
((
D˜N+12 x˜2
)
◦ x˜3
))
Gk21 = −V NN+1
(
D˜N+13
((
D˜N+12 x˜1
)
◦ x˜3
)
− D˜N+12
((
D˜N+13 x˜1
)
◦ x˜3
))
Gk22 = −V NN+1
(
D˜N+11
((
D˜N+13 x˜1
)
◦ x˜3
)
− D˜N+13
((
D˜N+11 x˜1
)
◦ x˜3
))
Gk23 = −V NN+1
(
D˜N+12
((
D˜N+11 x˜1
)
◦ x˜3
)
− D˜N+11
((
D˜N+12 x˜1
)
◦ x˜3
))
Gk31 = −V NN+1
(
D˜N+13
((
D˜N+12 x˜2
)
◦ x˜1
)
− D˜N+12
((
D˜N+13 x˜2
)
◦ x˜1
))
Gk32 = −V NN+1
(
D˜N+11
((
D˜N+13 x˜2
)
◦ x˜1
)
− D˜N+13
((
D˜N+11 x˜2
)
◦ x˜1
))
Gk33 = −V NN+1
(
D˜N+12
((
D˜N+11 x˜2
)
◦ x˜1
)
− D˜N+11
((
D˜N+12 x˜2
)
◦ x˜1
))
.
Remark. We note that the discrete GCL (42) can also be enforced directly through a local constrained
minimization problem [53, 17], which yields a solution in terms of a pseudo-inverse. However, we have not
found a straightforward way to simultaneously enforce both the discrete GCL condition (42) and Assumption 2
using this approach.
6. Numerical experiments
In this section, we present numerical results which verify the theoretical results in this work. We first
verify that the weight-adjusted L2 projection Π˜kN and the GCL-satisfying geometric factors G
k
ij obey the
error estimates in Theorem 4 and Theorem 5. Next, we verify the semi-discrete entropy conservation,
primary conservation, and accuracy of the proposed high order accurate methods for the compressible Euler
equations on curved meshes in two and three dimensions. For all curved meshes, we utilize the low storage
weight-adjusted formulation (31).
In choosing the timestep dt, we follow [24] and set
(51) dt = min
k
CFL
‖J‖L∞(Dk)
CN ‖Jf‖L∞(∂Dk)
,
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Figure 1. L2 errors in approximating both smooth and discontinuous functions using L2
and weight-adjusted projections on a curved mesh. The approximation order is N = 4, and
a degree 2N quadrature rule is used to compute integrals over the reference triangle.
where CN is the O(N
2) order-dependent constant in the surface trace inequality [24] and CFL is a user-chosen
constant. All numerical experiments in this work utilize the five-stage fourth order low storage Runge–Kutta
(LSRK-45) time-stepper [54].
6.1. Accuracy of weight-adjusted projection and geometric terms. In this section, we verify The-
orems 4 and 5 concerning the accuracy of the weight-adjusted projection and modified construction of
geometric terms satisfying the discrete geometric conservation law. Figure 1 shows L2 errors for both the
standard L2 projection (20) and the weight-adjusted projection (28) for a series of warped meshes of degree
N = 4. Errors are estimated using degree 2N +1 quadratures for triangles and tetrahedra [55]. We compute
L2 errors for both smooth and discontinuous functions
f(x) = ex1+x2 sin (pix1) sin (pix2) , g(x) = f(x) +H(x1 + x2 − sin(pix1)),
where H is the Heaviside function. For the smooth function f(x), we observe that the difference between
the L2 and weight-adjusted projections indeed converges at a rate of O
(
hN+2
)
as predicted by Theorem 1,
such that the L2 errors for each projection appear identical. The L2 errors for the L2 and weight-adjusted
projections of the discontinuous function g(x) are also virtually identical. However, the difference beteween
the L2 and weight-adjusted projection converges faster than estimated by Theorem 1, with the L2 error
converging as O(h1/2) and the difference converging as O(h2+1/2).
We next compare the approximation of the geometric factors on a curved three-dimensional mesh. We
generate a sequence of quasi-uniform unstructured tetrahedral meshes using GMSH [56] and construct a
curvilinear mesh from the distorted coordinates x˜ = x+ 18 cos
(
pi
2x1
)
cos
(
pi
2x2
)
cos
(
pi
2x3
)
. We then compute
the L2 error in approximating geometric terms for each element Dk by computing Gkij − G˜kij at quadrature
points. We estimate the mesh size as h = maxk
∥∥∥Jk/Jkf ∥∥∥
L∞
, since Jk = O(hd) and Jkf = O(h
d−1) in d
dimensions [24]. Figure 2 shows errors for an N = 3 and N = 4 mesh. We refer to the construction of
approximate geometric terms G˜kij introduced in [2, 57] as “Geo-N”, since the interpolation is performed
using a degree N interpolation operator. We refer to the construction of G˜kij in (46) and Theorem 5 as
“Geo-(N + 1)”, since the main interpolation step is performed on degree (N + 1) polynomials instead. It can
be observed that the Geo-N scheme converges at a rate of O(hN+1), while the Geo-(N+1) scheme converges
at a rate of O(hN+2). We note that the error in both the Geo-N and Geo-(N + 1) approximations of G˜kij
converge at the same rate or faster than the best approximation error.
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Figure 2. L2 errors in the approximation of metric terms Gkij with metric terms G˜
k
ij
satisfying the discrete GCL condition (42) and Assumption 2.
6.2. Two-dimensional compressible Euler equations. The compressible Euler equations in two dimen-
sions are given as follows:
∂ρ
∂t
+
∂ (ρu)
∂x1
+
∂ (ρv)
∂x2
= 0,(52)
∂ρu
∂t
+
∂
(
ρu2 + p
)
∂x1
+
∂ (ρuv)
∂x2
= 0,
∂ρv
∂t
+
∂ (ρuv)
∂x1
+
∂
(
ρv2 + p
)
∂x2
= 0,
∂E
∂t
+
∂ (u(E + p))
∂x1
+
∂ (v(E + p))
∂x2
= 0.
In two dimensions, the pressure is p = (γ − 1) (E − 12ρ(u2 + v2)), and the specific internal energy is ρe =
E − 12ρ(u2 + v2).
The choice of convex entropy for the Euler equations is non-unique [58]. However, a unique entropy can
be chosen by restricting to choices of entropy variables which symmetrize the viscous heat conduction term
in the compressible Navier-Stokes equations [22]. This leads to U(u) of the form
(53) U(u) = − ρs
γ − 1 ,
where s = log
(
p
ργ
)
is the physical specific entropy. The entropy variables in two dimensions are
v1 =
ρe(γ + 1− s)− E
ρe
, v2 =
ρu
ρe
, v3 =
ρv
ρe
, v4 = − ρ
ρe
.(54)
The conservation variables in terms of the entropy variables are given by
(55) ρ = −(ρe)v4, ρu = (ρe)v2, ρv = (ρe)v3, E = (ρe)
(
1− v
2
2 + v
2
3
2v4
)
,
where ρe and s in terms of the entropy variables are
(56) ρe =
(
(γ − 1)
(−v4)γ
)1/(γ−1)
e
−s
γ−1 , s = γ − v1 + v
2
2 + v
2
3
2v4
.
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(a) Uniform mesh (b) Warped mesh
Figure 3. 2D curved meshes used for testing entropy conservation and primary conservation.
The entropy conservative numerical fluxes for the two-dimensional compressible Euler equations are given
by Chandrashekar [37]
f11,S(uL,uR) = {{ρ}}log {{u}} , f12,S(uL,uR) = {{ρ}}log {{v}} ,(57)
f21,S(uL,uR) = f
1
1,S {{u}}+ pavg, f22,S(uL,uR) = f12,S {{u}} ,
f31,S(uL,uR) = f
2
2,S , f
3
2,S(uL,uR) = f
1
2,S {{v}}+ pavg,
f41,S(uL,uR) = (Eavg + pavg) {{u}} , f42,S(uL,uR) = (Eavg + pavg) {{v}} ,
where we have defined the auxiliary quantities
pavg =
{{ρ}}
2 {{β}} , Eavg =
{{ρ}}log
2 {{β}}log (γ − 1)
+
‖u‖2avg
2
,(58)
‖u‖2avg = 2({{u}}2 + {{v}}2)−
({{u2}}+ {{v2}}) .
6.2.1. Entropy conservation. We begin by testing the propagation of a shock on a two-dimensional curved
mesh using a discontinuous profile on the domain Ω = [0, 20] × [−5, 5]. We set the initial velocities to be
zero, and initialize the density and pressure as a discontinuous square pulse as in [1]
(59) ρ(x, t) =
{
3 |x1| < 1/2 and |x2| < 1/2
2 otherwise,
u(x, t) = v(x, t) = 0, p(x, t) = ργ .
To test the scheme (31), we utilize an entropy conservative flux and run it on a uniform triangular mesh with
a curvilinear warping shown in Figure 3. Theorem 2 ensures that, under an entropy conservative flux, (31)
is semi-discretely entropy conservative. This does not hold at the fully discrete level; however, it is possible
to verify that (31) is entropy stable using other approaches.
First, can examine the entropy RHS, which we define as the right hand side of (31) tested with vh
(60) entropy RHS = −
d∑
j=1
(
v˜T
(
2Qjk ◦ Fj,S
)
1 + v˜TfW
k
f diag (nj)
(
f∗j − fj(u˜f )
))
.
For positive density and pressure, (60) should be zero to machine precision. We can also track the change
in entropy ∆U = |U(u(x, t))− U(u(x, 0))|, which should converge to 0 as the timestep dt approaches zero.
Furthermore, the rate of convergence should match the order of the time-stepper used [59, 1].
Figure 4 shows the evolution of entropy U(u) over time [0, T ], where the final time T = 2. We compare
when the entropy-projected conservative variables u˜ are computed using the standard L2 projection on the
reference element, and when u˜ are computed using the weight-adjusted projection. For the standard L2
projection, the change in entropy does not decrease as dt decreases (for a fixed mesh and order N). When
u˜ is defined using the weight-adjusted projection, the entropy decreases as dt decreases. Moreover, the rate
of convergence is approximately O(dt4.675), which is slightly higher than the expected rate of O(dt4) when
using LSRK-45. Regardless of whether the standard and weight-adjusted projection was used, the entropy
RHS (60) is O(10−14), indicating that the proposed scheme is implemented correctly.
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Figure 4. Change in entropy under an entropy conservative formulation with N = 4. In
both cases, the magnitude of the entropy RHS (60) is O
(
10−14
)
.
These results suggest that the weight-adjusted projection is necessary to produce an entropy conservative
scheme on curvilinear meshes. However, entropy conservative schemes result in spurious oscillations and
lower convergence rates [1]. In practice, dissipative interface terms are added to produce entropy stable
schemes. In the presence of interface dissipation, the evolution of entropy over time, L2 errors for smooth
solutions, and the qualitative behavior of the solution are very similar with or without the weight-adjusted
projection. This may reflect the fact that aliasing-driven instabilities arise from the spatial discretization,
and the entropy RHS (60) is machine precision zero with or without the weight-adjusted projection. In
contrast, the presence of the weight-adjusted projection affects only the time-derivative on the left-hand
side, and may not play as large a role in suppressing aliasing instabilities.
6.2.2. Local and global conservation. Next, we check that primary conservation is maintained numerically on
curved meshes. We follow [15] and examine the semi-discrete evolution of the average of u over the domain
Ω
∂
∂t
∫
Ω
udx =
∑
k
∫
Dk
∂u
∂t
dx =
∑
k
∫
D̂
∂u
∂t
Jk dx̂ =
∑
k
1TWdiag
(
Jk
)
Vq
duh
dt
.(61)
The quantity (61) is computed using quadrature by multiplying the semi-discrete system (31) by 1TWdiag
(
Jk
)
Vq∑
k
1TWdiag
(
Jk
)
Vq
duh
dt
=
1TWdiag
(
Jk
)
Vq
[ P˜ kq L˜kq ] d∑
j=1
(
2Djk ◦ Fj,S
)
1 +
d∑
j=1
L˜kqdiag (nj)
(
f∗j − fj(u˜f )
)
︸ ︷︷ ︸
conservation residual
.(62)
We consider three different cases:
(1) Unmodified: the weight-adjusted DG scheme (31) is used without any special modifications,
(2) Polynomial approximation: the weight-adjusted DG scheme (31) utilizes the L2 projection of Jk
onto PN (D̂) in the weight-adjusted mass matrix (such that Lemma 2 holds),
(3) Conservative correction: the conservation correction (41) is applied to the right hand side of the
scheme (31).
All results use a Lax-Friedrichs flux, a CFL of 1/2, N = 4, and the curved mesh warping shown in Figure 3.
We use volume quadrature rules from [55] which are exact for degree 2N+1 polynomials, and use (N+1)-node
1D Gauss–Legendre quadrature rules on the faces.
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Figure 5. Conservation residuals for a discontinuous initial condition using the unmodified
WADG formulation (31) and two different techniques for restoring local conservation. Both
experiments use a Lax-Friedrichs flux, a CFL of 1/2, N = 4, and the curved mesh warping
shown in Figure 3.
(a) Affine mesh (b) Curved mesh
Figure 6. Example of affine and warped meshes (h = 1 shown) used in convergence studies.
Figure 5a shows computed conservation residuals from (62) on the curved mesh in Figure 3 for the discon-
tinuous pulse initial condition (59). The conservation residual oscillates around O(10−6) for the unmodified
scheme (31). Modifying the scheme using either the “Polynomial approximation” or “Conservative correc-
tion” approaches reduces the conservation error to between O(10−11) and O(10−12). We have also studied
the accuracy of each case in by comparing L2 errors on a curved mesh for a smooth vortex solution at time
T = 5. We observe that in all cases, the L2 errors are virtually identical. For N = 4 on an 8× 8 mesh, the
L2 errors for each case differ only in the 5th digit, while for the 16× 16 and 32× 32 meshes, they differ only
in the 8th digit. This confirms that both approaches outlined in Section 4.3.1 restore primary conservation
with no perceivable effect on accuracy.
6.2.3. Accuracy and convergence. Finally, we test the accuracy of the proposed schemes for smooth solutions
on curved meshes in two dimensions. We use the isentropic vortex problem [60], which has an analytical
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Figure 7. Convergence of L2 errors for the 2D isentropic vortex problem on affine and
curved meshes.
solution
ρ(x, t) =
(
1−
1
2 (γ − 1)(βe1−r(x,t)
2
)2
8γpi2
) 1
γ−1
, p = ργ ,(63)
u(x, t) = 1− β
2pi
e1−r(x,t)
2
(x2 − c2), v(x, t) = β
2pi
e1−r(x,t)
2
(x2 − c2),
where u, v are the x1 and x2 velocity and r(x, t) =
√
(x1 − c1 − t)2 + (x2 − c2)2. Here, we take c1 = 5, c2 = 0
and β = 5. The solution is computed on a periodic rectangular domain [0, 20]× [−5, 5] at final time T = 5.
Quasi-uniform triangular meshes are generated using GMSH [56], and a curvilinear warping is applied to
the mesh to test the effect of non-affine mappings. This warping is shown in Figure 6 and is defined by
mapping nodal positions on each triangle to warped nodal positions (x˜1, x˜2) via
x˜1 = x1 + sin (pix1/20) sin (2pi(x2 + 5)/10)
x˜2 = x2 − 1
2
sin (2pix1/20) sin (pi(x2 + 5)/10) .
To ensure primary conservation, we use the “Polynomial Approximation” strategy described in Section 4.3.1
and compute the inverse of the weight-adjusted mass matrix using the degree N L2 projection Π̂NJ
k instead
of Jk. The computed L2 errors are shown in Figure 7. We observe optimal O(hN+1) rates of convergence
for N = 2, N = 4. For degree N = 3, the rate of convergence is slightly higher than O(h4) and may indicate
that the mesh is not yet sufficiently fine for the L2 error to show the asymptotic convergence rate.
6.3. Three dimensional compressible Euler equations. In three dimensions, the compressible Euler
equations are given by
∂
∂t

ρ
ρu
ρv
ρw
E
+ ∂∂x1

ρu
ρu2 + p
ρuv
ρuw
u(E + p)
+ ∂∂x2

ρv
ρuv
ρv2 + p
ρvw
v(E + p)
+ ∂∂x3

ρw
ρuw
ρvw
ρw2 + p
w(E + p)
 = 0,(64)
where the pressure p and specific internal energy ρe are defined
p = (γ − 1)
(
E − 1
2
ρ(u2 + v2 + w2)
)
, ρe = E − 1
2
ρ(u2 + v2 + w2).(65)
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The formula for the entropy U(u) in three dimensions is the same as the two-dimensional formula (53). The
entropy variables in three dimensions are
v1 =
ρe(γ + 1− s)− E
ρe
, v2 =
ρu
ρe
, v3 =
ρv
ρe
, v4 =
ρw
ρe
, v5 = − ρ
ρe
.(66)
The conservation variables in terms of the entropy variables are given by
(67) ρ = −(ρe)v5, ρu = (ρe)v2, ρv = (ρe)v3, ρw = (ρe)v4, E = (ρe)
(
1− v
2
2 + v
2
3 + v
2
4
2v5
)
,
where ρe and s in terms of the entropy variables are
(68) ρe =
(
(γ − 1)
(−v5)γ
)1/(γ−1)
e
−s
γ−1 , s = γ − v1 + v
2
2 + v
2
3 + v
2
4
2v5
.
A set of entropy conservative numerical fluxes for the three-dimensional compressible Euler equations can
be written as
f1,S =

{{ρ}}log {{u}}
{{ρ}}log {{u}}2 + pavg
{{ρ}}log {{u}} {{v}}
{{ρ}}log {{u}} {{w}}
(Eavg + pavg) {{u}}
 , f2,S =

{{ρ}}log {{v}}
{{ρ}}log {{u}} {{v}}
{{ρ}}log {{v}}2 + pavg
{{ρ}}log {{v}} {{w}}
(Eavg + pavg) {{v}}
 ,(69)
f3,S =

{{ρ}}log {{w}}
{{ρ}}log {{u}} {{w}}
{{ρ}}log {{v}} {{w}}
{{ρ}}log {{w}}2 + pavg
(Eavg + pavg) {{w}}
 .
where we have defined the auxiliary quantities
pavg =
{{ρ}}
2 {{β}} , Eavg =
{{ρ}}log
2(γ − 1) {{β}}log
+
1
2
{{ρ}}log ‖u‖2avg(70)
‖u‖2avg = 2({{u}}2 + {{v}}2 + {{w}}2)−
({{u2}}+ {{v2}}+ {{w2}}) .
6.3.1. Accuracy and convergence. As before, we test the accuracy of the proposed scheme using an isentropic
vortex solution adapted to three dimensions. We take the solution to be the extruded 2D vortex propagating
in the x2 direction, whose analytic expression is derived from [61]
ρ(x, t) =
(
1− (γ − 1)
2
Π2
) 1
γ−1
u(x, t) = Πr,
E(x, t) =
p0
γ − 1
(
1− γ − 1
2
Π2
) γ
γ−1
+
ρ
2
|u| .
where u = (u, v, w)T is the velocity vector and
Π = Πmaxe
1−rT r
2 , r =
−(x2 − c2 − t)x1 − c1
0
 .
In this problem, we take c1 = c2 = 5, p0 = 1/γ, and Πmax = 0.4. The problem is solved on the domain
[0, 10] × [0, 20] × [0, 10]. We use GMSH to construct three unstructured meshes consisting of 1354, 9543,
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Figure 8. Convergence of L2 errors for the 3D isentropic vortex problem on unstructured
affine and curved meshes, with optimal O(hN+1) rates of convergence shown for reference.
and 72923 affine tetrahedra, corresponding to h = 2, h = 1, and h = 1/2 (shown in Figure 8a). We apply a
curvilinear warping by mapping nodal positions each tetrahedron to warped nodal positions (x˜1, x˜2, x˜3) via
x˜1 = x1 +
1
2
sin
(
pi
x1
10
)
sin
(
2pi
x2
20
)
sin
(
pi
x3
10
)
,
x˜2 = x2 − sin
(
2pi
x1
10
)
sin
(
pi
x2
10
)
sin
(
2pi
x3
10
)
,
x˜3 = x3 +
1
2
sin
(
pi
x1
10
)
sin
(
2pi
x2
10
)
sin
(
pi
x3
10
)
.
The geometric terms are approximated using (46) to ensure the satisfaction of the discrete GCL. Figure 8
shows L2 errors at final time T = 5 for N = 2, 3, 4 on both affine and curved meshes. In both cases, we
observe optimal O(hN+1) asymptotic rates of convergence for N = 2, 3, while for N = 4 we observe a rate
which is slightly higher than O(hN+1/2) but not quite O(hN+1). This may be due to the fact that the
time-stepper is 4th order while the spatial discretization is 5th order.
We also compared approximations of geometric factors using degree N polynomials via (46) and degree
N − 1 polynomials via (45). For the isentropic vortex problem on warped meshes, the approximation of the
geometric factors does not impact accuracy significantly. Utilizing (45) and approximating geometric factors
with degree N − 1 polynomials only changed the error in the 5th significant digit, and resulted in the same
asymptotic rates of convergence on curved 3D meshes. Future work will explore the effect of a more accurate
geometric approximation on curved boundaries where a solid wall boundary condition is applied, where the
approximation of geometry has been shown to have a more significant effect [62].
6.3.2. Inviscid Taylor–Green vortex. Our last numerical experiment investigates the behavior of entropy
stable DG schemes for the inviscid Taylor–Green vortex [63, 35, 17]. The domain is the periodic box
[−pi, pi]3, and the initial conditions are given as
ρ = 1
u = sin(x1) cos(x2) cos(x3),
v = − cos(x1) sin(x2) cos(x3),
w = 0,
p =
100
γ
+
1
16
(cos(2x1) + cos(2x2)) (2 + cos(2x3)) .
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Figure 9. Evolution of the kinetic energy dissipation rate over time on affine and curvi-
linear meshes, as well as dependence of average entropy over the domain
∫
Ω
U(u) at time
T = 20 for an entropy conservative formulation.
The Taylor–Green vortex is used to study the transition and decay of turbulence [64]. In the absence of
viscosity, the Taylor–Green vortex develops smaller and smaller scales, implying that for sufficiently large
times, the solution contains under-resolved features. We study the evolution of the kinetic energy κ(t)
κ(t) =
1
|Ω|
∫
Ω
ρu · udx,
as well as the kinetic energy dissipation rate −∂κ∂t , which we approximate by differencing κ(t). Figure 9
shows the evolution of κ(t) over time for both affine and curvilinear meshes with h = pi/8 and N = 3.
We also use a curved coarse mesh with element size h = pi test the convergence of the average entropy for
a non-dissipative entropy conservative formulation as the timestep decreases. In both cases, the mesh is
defined by constructing nodal positions u˜ from warpings of affine nodal positions x as follows
x˜ = x+ .125 sin(x1) sin(x2) sin(x3).
The kinetic energy is plotted at 100 equally spaced times between [0, 20]. The simulation is stable and does
not blow up despite the lack of filtering, limiting, or artificial viscosity. The results are qualitatively similar
to those reported in the literature, with the kinetic energy dissipation rate increasing around t = 4 and
peaking with a value of roughly 0.014 before t = 9 [64, 35]. We also observe that, for an entropy conservative
formulation, the average entropy appears to converge at a rate of O(dt5) for a 4th order time-stepping
method. The same phenomena was also observed in [1, 17].
7. Conclusions
This work describes how to extend entropy conservative and entropy stable DG “modal” discretizations
to curvilinear meshes using both weighted and weight-adjusted mass matrices. Assuming that the geometric
terms satisfy a discrete geometric conservation law, the presented schemes allow for the use of over-integration
while satisfying a semi-discrete entropy equality or inequality on curved meshes. Numerical results show
the presented schemes achieve optimal rates of convergence for smooth solutions on both two and three
dimensional affine and curvilinear meshes while remaining robust in the presence of under-resolved solutions
such as shocks and turbulence.
Several outstanding computational questions remain to be answered. First, the use of weight-adjusted
mass matrices is motivated by the low storage requirements and their efficient application on GPUs. However,
to guarantee discrete entropy stability, the computation of a weight-adjusted projection is necessary, which
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adds additional computational cost compared to the affine case. Furthermore, numerical results suggest
that, while computing the entropy-projected conservative variables u˜ using the weight-adjusted projection is
necessary to ensure a semi-discrete conservation of entropy, the difference between using a weight-adjusted
projection and regular projection may be negligible in practice. The necessity of the weight-adjusted pro-
jection in computing u˜ should be examined further. Secondly, on triangular and tetrahedral meshes, the
proposed schemes involve more computational work than under-integrated collocation-style SBP schemes
[19, 16, 17]. A careful computational comparison of the presented schemes with existing methods should be
done to weigh the benefits of improved accuracy with additional computational costs.
Finally, we note that while this work has focused on triangular and tetrahedral elements, the approaches
outlined here can be extended to more arbitrary pairings of (possibly non-polynomial) approximation spaces
and quadratures. For example, similar techniques can be used to construct entropy stable B-spline or
Galerkin difference discretizations on curved meshes [65, 39].
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