1] This study investigates the impact of snow, graupel, and hail processes on simulated squall lines over the Southern Great Plains in the United States. The Weather Research and Forecasting (WRF) model is used to simulate two squall line events in Oklahoma during May 2007, and the simulations are validated against radar and surface observations. Several microphysics schemes are tested in this study, including the WRF 5-Class Microphysics (WSM5), WRF 6-Class Microphysics (WSM6), Goddard Cumulus Ensemble (GCE) Three Ice (3-ice) with graupel, Goddard Two Ice (2-ice), and Goddard 3-ice hail schemes. Simulated surface precipitation is sensitive to the microphysics scheme when the graupel or hail categories are included. All of the 3-ice schemes overestimate the total precipitation with WSM6 having the largest bias. The 2-ice schemes, without a graupel/hail category, produce less total precipitation than the 3-ice schemes. By applying a radar-based convective/stratiform partitioning algorithm, we find that including graupel/hail processes increases the convective areal coverage, precipitation intensity, updraft, and downdraft intensities, and reduces the stratiform areal coverage and precipitation intensity. For vertical structures, simulations have higher reflectivity values distributed aloft than the observed values in both the convective and stratiform regions. Three-ice schemes produce more high reflectivity values in convective regions, while 2-ice schemes produce more high reflectivity values in stratiform regions. In addition, this study has demonstrated that the radar-based convective/stratiform partitioning algorithm can reasonably identify WRF-simulated precipitation, wind, and microphysical fields in both convective and stratiform regions.
Introduction
[2] With the advancement of microphysics schemes, extensive validations for existing schemes are needed in order to constrain and reduce any uncertainties. The current validation techniques depend upon the availability of observations. In situ measurements are essential for detailed and direct microphysics validations, such as particle size distributions and liquid/ice water content. However, these observations are limited to certain field campaigns as well as certain parts of the storms. On the other hand, radar and rain gauge measurements are widely available for the continental United States. Radar reflectivity provides the bulk information of 3-D distributions of hydrometeors and is very useful in model validations.
[3] A mesoscale convective system (MCS) primarily consists of convective and stratiform regions [Houze, 1977] , where significantly different microphysical and thermodynamic features are observed. In convective regions, the growth of ice is dominated by riming, whereas in stratiform regions, deposition and aggregation are the primary mechanisms [Churchill and Houze, 1984] . The resultant latent heating profiles are quite different for the two regions [e.g., Leary and Houze, 1979; Houze, 1982; Tao et al., 1989] . Previous studies have shown many discrepancies between models and observations, such as smaller stratiform areal coverage and weaker precipitation [Fovell and Ogura, 1988; McCumber et al., 1991; Luo et al., 2010] , and heavier precipitation from convective regions [e.g., Luo et al., 2010] in simulated storms. The simulated storm structure is known to be sensitive to the choice of the microphysics schemes. Double-moment schemes have previously been shown to produce more accurate precipitation compared with single-moment schemes [Morrison et al., 2009; Li et al., 2009] . Bin microphysics can produce a more realistic horizontally homogeneous stratiform region, whereas anomalous multicellular convective features can appear within the stratiform region when using bulk microphysics [Li et al., 2009 [Li et al., , 2009a . Most importantly, different configurations of ice particles have shown large impacts on storm precipitation distributions [e.g., Gilmore et al., 2004a Gilmore et al., , 2004b , fallouts [e.g., Cotton et al., 1982; McCumber et al., 1991; Ferrier et al., 1995] , updraft intensities [Johnson et al., 1993] , downdraft intensities [e.g., Proctor, 1988 Proctor, , 1989 Straka and Anderson, 1993] , and latent heat release [e.g., Tao et al., 2007] .
[4] Despite limitations in current cloud-resolving models, the aforementioned model-observation discrepancies can also be partly attributable to differences in convective/stratiform partitioning algorithms and storm environment [Lang et al., 2003 ]. For objective model-observation comparisons, the convective/stratiform partitioning algorithms should be applied consistently. Many studies have used precipitation intensity as a measure to distinguish the convective from the stratiform regions [e.g., Morrison et al., 2009; Li et al., 2009 Li et al., , 2009a . The theoretical background was based on Houze [1973] and Churchill and Houze [1984] , where a given threshold precipitation intensity was used to identify convective precipitation. On the other hand, the separation of the convective and stratiform regions using radar has been well established [Steiner et al., 1995; Feng et al., 2011] , and the algorithm has led to a better characterization of the precipitation structure of MCSs [Lang et al., 2003; . To date, there have not been many studies using this technique in model validations. Recently published papers include Luo et al. [2010] , which focused on the Mei-yu front over east China, and Varble et al. [2011] , which studied tropical convection over Darwin, Australia during the Tropical Warm Pool International Cloud Experiment (TWP-ICE). The purpose of this study is to apply this methodology to evaluate the impact of 2-ice schemes (cloud ice and snow processes) and 3-ice schemes (cloud ice, snow, graupel/hail) on simulated midlatitude continental MCS structures over the Southern Great Plains (SGP) of the United States. We investigate two squall line events over Oklahoma during May-July 2007 through the analysis of Next-Generation Radar (NEXRAD), Oklahoma Mesonet surface precipitation observations, and the WRF simulations. The data and methodology are described in sections 2 and 3, while results are presented in section 4. Conclusions are given in section 5.
Data Sources
[5] The data sets used in this study consist of North American Regional Reanalysis (NARR) as well as NEXRAD radar and Mesonet observations in Oklahoma. NARR is a regional reanalysis based on the NCEP ETA model, with 3 h temporal, 32 km horizontal, and 45 layer vertical resolutions over the North American domain since 1979 [Mesinger et al., 2006] . It is suitable for diagnosis of synoptic and mesoscale conditions over the State of Oklahoma. An assessment of NARR at the ARM SGP site has shown good agreement with atmospheric soundings [Kennedy et al., 2011] . In this study, the 500 hPa geopotential height and wind fields, surface mean sea level pressure, winds, temperature, and dew point temperature derived from NARR are used to explore the large-scale synoptic patterns of the two selected squall line cases.
[6] Radar reflectivity data from three NEXRAD radars (KTLX, KINX, KVNX) covering most of Oklahoma are used for this study. The radars operate at the wavelength of 10 cm (S band) in a preprogrammed sequence of 360°azimuthal sweeps at various elevation angles [Klazura and Imy, 1993] . A quality-control algorithm developed at the University of Washington is applied to the radar data to remove echo clutter and anomalous propagation. NEXRAD data are interpolated on 3 km grid in order to match the resolution of the model grid.
[7] Surface precipitation measurements are obtained from the Oklahoma Mesonet, a statewide monitoring network that consists of over 110 automated weather stations covering the entire state of Oklahoma [Brock et al., 1995] . The Oklahoma Mesonet is a system designed to measure the environment at the size and duration of mesoscale weather events. In this study, the 5 min data from tipping bucket rain gauges are used for evaluating the WRF-simulated precipitation.
Simulation Design and Analysis Method
[8] Simulations of the two selected squall line events are conducted using the Advanced Research WRF model version 3.1.1. [Skamarock et al., 2008] . There are 40 vertical levels and two spatial domains in the simulations: 9 km for the outer domain and 3 km for the inner domain ( Figure 1) . The time periods of simulations are from 00Z 06 May to 00Z 08 May 2007 for Case 1 and from 00Z 23 May to 00Z 25 May 2007 for Case 2. The model initial and boundary conditions are provided by NARR, where the time-varying lateral boundary conditions are applied at 3 h intervals.
[9] The Kain-Fritsch convective parameterization scheme [Kain, 2004] is adopted for the outer domain; no convective parameterization was used for the inner domain. The other physical parameterizations used in this study include the Yonsei University scheme for the planetary boundary layer , the Rapid Radiative Transfer Model longwave scheme [Mlawer et al., 1997] , the MM5 shortwave scheme [Dudhia, 1989] for the shortwave radiation, the Eta surface layer scheme [Janjic, 1996 [Janjic, , 2002 , and a unified Noah land-surface model [Chen and Dudhia, 2001 ].
[10] To investigate the impact of ice hydrometeors on the simulated MCS precipitation, five bulk microphysics schemes are used (listed in Table 1 ). The WRF single-moment microphysics scheme (WSMMPS) used in this study generally follows Hong et al. [2004] and Hong and Lim [2006] including ice sedimentation and other new ice-phase parameterizations. The GCE model [Tao and Simpson, 1993] one-moment bulk microphysical schemes are mainly based on Lin et al. [1983] with additional processes from Rutledge and Hobbs. [1983] . These schemes include the 2-ice microphysics scheme with prognostic ice variables of cloud ice and snow (i.e., WSM5 and Goddard 2-ice); 3-ice microphysics schemes with prognostic ice variables of cloud ice, snow, and graupel (i.e., WSM6 and Goddard 3-ice graupel schemes); and Goddard hail scheme which is a three-ice microphysics scheme with prognostic ice variables of cloud ice, snow, and hail.
[11] Despite the variations in different microphysics formulas for the WSMMPS (i.e., WSM5 and WSM6) and the Goddard schemes, the size distributions for rain, snow, and graupel in different schemes are kept consistent (i.e., same intercept and density) among different schemes, in order to reduce the differences between various microphysics schemes caused by these constants. We also find that these 11,120 constants do not have any significant impact on our results (not shown). The intercepts are 8.0 Â 10 6 , 1.6 Â 10 7 , 4.0 Â 10 6 , and 2.0 Â 10 5 for the rain, snow, graupel, and hail, respectively. The densities are 1000, 100, 300, and 917 kg m À3 for the rain, snow, graupel, and hail, respectively. In the original WSM6 and WSM5, the snow intercept parameter is a function of air temperature, following the equation:
where T 0 = 273.15 K. The above formula indicates that the number concentration of snow increases at colder temperatures, which enhances the rate of accretion of ice and sublimation/deposition of snow, and reduces the sedimentation of snow through the reduction of mean size of snow aggregates [Hong et al., 2004] . However, in this study the hydrometeor intercepts in WSM6 and WSM5 are kept as constants.
[12] Rayleigh scattering is assumed for the calculation of radar reflectivity, where the reflectivity factor is the sum of the sixth moment of the hydrometeor size distribution with a dielectric factor applied for ice particles. The parameters used in the calculation are consistent with the previously mentioned particle size distributions. The convective/stratiform partitioning scheme used in this study is based on the horizontal radar reflectivity gradient [Steiner et al., 1995] , which is also referred to as a "texture scheme" in the previous literatures. The criteria for identifying the convective region are based on intensity, "peakedness," and the surrounding area as described by Steiner et al. [1995] . Several input parameters for the partitioning scheme are tuned [Feng et al., 2011] to fit the midlatitude scenarios because the scheme is originally developed for tropical convection. The 2 km Mean Sea Level (MSL) height is used as the analysis level in order to avoid bright band contamination, and the reflectivity threshold for the convective region is set to 43 dBZ, according to the Z-R relationship in midlatitudes [Feng et al., 2011] . This partitioning scheme is applied to the NEXRAD radar observations and WRF-simulated radar reflectivity such that the model results are evaluated at the same metrics as the observations.
[13] The surface precipitation is also separated into convective and stratiform types by applying the above partitioning scheme. The radar-classified region is superimposed on the Mesonet sites for observations and WRF grid for model simulations. Considering the movement and evolution of the storm, the analysis is performed every 10 min, and then the results are integrated every 2 h period.
Results
[14] Two squall line events have been selected over Oklahoma during the periods from 00Z 06 May to 00Z 08 May 2007 (Case 1) and from 00Z 23 May to 00Z 25 May 2007 (Case 2). First, the large-scale synoptic patterns are Figure 1 . Domains used for the WRF simulations. The outer domain (labeled 1 at the center) has 9 km horizontal resolution. The inner domain (labeled 2) has a horizontal resolution of 3 km and covers the southern plains (Oklahoma and Kansas). The red boundary indicates the area precipitation analysis performed on, which is from 34°N to 37°N and 100°W to 94°W. discussed, and then the reflectivity and precipitation fields are compared in detail. Finally, the impacts of various microphysics schemes on WRF simulations are discussed and evaluated against observations.
Evaluation of the Simulated Squall Line
[15] The 06 May squall line event (Case 1) developed from the remnant convection of a squall line event that occurred on 05 May across Iowa to Oklahoma. The domain of interest (red box in Figure 1 ) is located to the east of a deep trough with divergence at 03Z 07 May (Figure 2a) . The low-level jet transported warm and moist air from the southeast to Kansas and Oklahoma (Figure 2c ) providing the favorable support for convective development in the warm sector ahead of the cold front/dry line ( Figure 2c ). The evidence of a dry line to the west of Kansas and Oklahoma is seen in NARR ( Figure 2c ) and WRF (Figure 2d ), as well as a moist tongue extending to Oklahoma region.
[16] With support from an upper-level trough (Figure 2a ) and low-level jet (Figure 2c ), the convection matured at 09Z 07 May and developed into a linear MCS. The system moved eastward and dissipated around 00Z 08 May. In the beginning, isolated convective cells formed from a humid and unstable air mass, producing merging outflow boundaries that likely triggered more convection and a widespread and long-lived MCS. The squall line event produced isolated large hail and damaging winds along with heavy rainfall (Storm Prediction Center, 2007) . As shown in Figures 3b-3f, WRF did not capture the extended stratiform region as seen from the NEXRAD radar observations (Figure 3a ).
[17] All simulations have minor location errors for the orientation of the squall line as compared with the observations. The Goddard 3-ice graupel ( Figure 3d [18] The 24 May squall line event (Case 2) occurred under a similar upper-level trough and jet streak location as Case 1 (Figure 2e ), providing the lifting mechanism for the event. The model well simulates the wind and pressure patterns at 500 mb (Figure 2f ). For the lower level fields (Figure 2g ), the temperature and moisture gradients are not as strong as Case 1 (Figure 2c ). In general, the model captures the pressure and dew point temperature patterns, but the dew point temperature is much higher than the reanalysis (Figure 2h ). This squall line event was associated with less low-level moisture and relatively weaker convection compared to Case 1 (not shown). The system maintained a well-defined linear structure for a longer period than Case 1 (not shown). For all the microphysics schemes, the WRF-simulated reflectivity has better spatial and temporal agreement with NEXRAD observations in Case 2 than in Case 1 (Figure 3 ).
[19] All simulations have a narrower stratiform rain region compared to the radar observations (Figures 3g-3l) at 12Z. As revealed in previous studies, the narrow stratiform coverage is due to the excessive evaporation in single-moment schemes, while the broader stratiform coverage occurs in higher moment bulk schemes and bin microphysics schemes [e.g., Morrison et al., 2009; Luo et al., 2010; Li et al., 2009 Li et al., , 2009a ]. Similar to Case 1, both Goddard 3-ice graupel and 2-ice schemes produce horizontal reflectivity structures closer to the observations (i.e., more continuous stratiform region compared to WSM6 and WSM5). The Goddard hail scheme, on the other hand, produces much higher radar reflectivity over the leading convective cells since the Goddard hail scheme was designed for simulating convection with intense updrafts in order to produce hail. Therefore, the hail microphysics scheme produces more reasonable results in Case 1 than in Case 2 where a moderate convective system is observed.
[20] To quantitatively evaluate the simulated precipitation for the two selected cases, Oklahoma Mesonet observations are used in this study. Figure 4 shows the time series of 3 h accumulated precipitation from the Mesonet rain gauge observations and WRF simulations with various 2-ice and 3-ice microphysics schemes (Table 1) . For Case 1 (Figure 4a ), WSM6 overestimates the total precipitation by 47% compared to the observations, with the peaks shifted ahead by 3 h. The discrepancy is mainly attributed to the overestimation from 03Z to 18Z on 06 May where additional convective cells are simulated over the analysis domain. Total precipitation from Goddard 3-ice graupel and 3-ice hail scheme is the closest to the observations among all the simulations (~10% overestimation). However, both Goddard 3-ice schemes significantly overestimate rainfall during 06 May and underestimate rainfall by~20% for the peak. The WSM5 and Goddard 2-ice schemes notably underestimate the total precipitation by~55% and~73%, respectively. Generally speaking, all simulated peaks occur 3 h ahead of the observations; the magnitudes of the peak produced by 3-ice schemes are similar to the observations, while those simulated from 2-ice schemes are nearly half that of the observations.
[21] For Case 2 (Figure 4b ), the simulated precipitation results agree much better than Case 1 in both total precipitation and the magnitudes of the peak. Compared to the observed total precipitation (21 mm), all 3-ice schemes overestimate precipitation by 38% (WSM6), 19% (Goddard 3-ice), and 24% (Goddard 3-ice hail). For both 2-ice schemes, the simulated total precipitation results agree within 14%. All simulated peaks, except for hail, have a 3 h lag behind the observed peaks. The good agreement in this case warrants additional study on the details of the simulated properties including areal coverage and precipitation within the stratiform and convective regions.
Convective/Stratiform Areal Coverage and Precipitation
[22] To evaluate the WRF-simulated storm structure in the convective and stratiform regions, the Feng et al. [2011] classification algorithm has been applied to both radar observations and WRF simulations. The percentages of areal coverage are against the area of the study domain. In comparison to the observed convective areal coverage (2.61%, Figure 5a ), all simulations (Figures 5b-5f ) overestimate the convective areal coverage ranging from 2.80% for the Goddard 2-ice scheme to 5.21% for WSM6. For the stratiform region (11.65% from NEXRAD), all the 3-ice schemes underestimate the coverage, with the best agreement from gce3ice (11.03%). On the other hand, all the 2-ice schemes have larger stratiform coverage than the observed ones shown in Figure 5 , with the best agreement from WSM5 (11.87%). [23] In order to quantitatively evaluate the simulated precipitation, 2 h of accumulated precipitation is averaged over the convective and stratiform regions from both Mesonet observations and the WRF simulations (Figure 5g-5l ). As shown in Figures 5i and 5k , the 2-ice schemes (WSM5 and Goddard 2-ice) underestimate the convective precipitation compared with the observation (15 mm), with the largest differences coming from the Goddard 2-ice scheme (8 mm). On the other hand, the 3-ice schemes (WSM6 and Goddard hail) overestimate the convective precipitation by 4 and 6 mm, respectively. The convective precipitation produced by the Goddard 3-ice graupel scheme (16 mm) is comparable to the observed value. Over the whole period, most schemes overestimate the stratiform precipitation with the exception of the Goddard hail scheme, which produces less rainfall (5 mm) compared with the observations (6 mm). However, all WRF simulations underestimated stratiform rainfall intensity from 6 to 14 UTC.
[24] The differences between the 2-ice and 3-ice schemes are prominent in the convective and stratiform areal coverages. The 2-ice schemes produce less convective areal coverage and more stratiform area coverage than the 3-ice schemes. In other words, by including graupel/hail processes in the simulations, the size of the convective (stratiform) region is increased (decreased). The only notable difference between the Goddard 3-ice graupel and hail schemes is the stratiform coverage during 17 to 20 Z, suggesting that the expanding stratiform region is suppressed in hail scheme. Hail is efficient in accreting small hydrometeor particles and has a higher fall speed than other same-sized hydrometeors. Therefore, more hydrometeors precipitate out in the Goddard 3-ice hail scheme than in other schemes. For example, the Goddard 3-ice hail scheme produces 19% more intensive convective rainfall than the Goddard 3-ice graupel scheme. Thus, there will be fewer hydrometeors left aloft with fewer hydrometeors being able to spread out due to the ascending front-to-rear storm relative flow. Conversely, for the 2-ice scheme, less dense hydrometeors (e.g., particles such as snow with smaller fall velocities) are more likely to be able to spread out to form an extensive stratiform region.
[25] The ratio of convective to stratiform precipitation is a function of hydrometeor composition. If lighter, slow falling ice-phased particles (i.e., snow) are present in clouds, the ratio of convective to stratiform precipitation tends to be smaller, and therefore the model-simulated ratios are much lower than observations. Conversely, if heavier, fast falling ice-phased particles are present in clouds, the simulated ratios are higher than the observations. Overall, the Goddard 3-ice graupel (2.0) and WSM6 (2.9) simulated ratios are closer to the observation (2.3).
Vertical Distribution of Squall Line Structures
[26] Figure 6 shows a snapshot of the horizontal radar reflectivity field, the horizontally classified DCS components based on radar reflectivity [Feng et al., 2011] , and vertical cross sections of the radar reflectivity observed by the KTLX radar (Figure 6a ) and simulated by the WRF model (Figure 6b -6f) on 24 May. As illustrated in Figure 6 , the simulated radar reflectivities and classified components qualitatively agree well with radar observations. The 5-10 dBZ echo tops are similar with values around 12-13 km. The simulated 40-50 dBZ echo extends higher (~10 km) than the observations (~6 km). That said reflectivity in the convective region has large variability in the simulations compared to observations, especially above 6 km.. Multicellular features are also evident in the WRF simulations as opposed to a horizontally homogeneous stratiform region in the observations. These multicellular features are commonly observed in bulk microphysics schemes [Li et al., 2009a [Li et al., , 2009b .
[27] For WRF simulations (Figure 6b-6f) , the strongest updrafts occur within the classified convective regions. To reveal the bulk vertical wind characteristics in the simulated 3-D volume data, Contoured-Frequency-with-Altitude Diagrams (CFADs) [e.g., Yuter and Houze, 1995; Steiner et al., 1995; Lang et al., 2003] of vertical velocity are generated for both the convective and stratiform regions (Figure 7) . The CFADs are produced from the simulations at 10 min intervals from 00 UTC to 24 UTC on 24 May 2007. The CFAD bin size is 1 m/s with a range of À15 to 50 m/s. As demonstrated in Figure 7 , the updrafts in the convective region are much stronger than those in the stratiform region in all simulations, indicating that the reflectivity-based partitioning scheme can reasonably separate the dynamical wind fields. Although there are still some high vertical velocity values in stratiform region, which are probably due to the tilting of convective updrafts, this feature only takes less than 0.1% of the grid and does not have a main impact on statistics. The convective updrafts in all 3-ice schemes are stronger than those in the 2-ice schemes, especially at upper levels (10 km), presumably due to more concentrated latent heat released from riming in the 3-ice schemes. Despite the obvious differences between the 2-ice and 3-ice schemes in the convective updraft, the differences are not obvious in the stratiform region. In addition, the Goddard hail scheme produces very weak vertical wind in the stratiform region.
[28] The CFADs of reflectivity are generated in Figure 8 from both NEXRAD radar and WRF for the convective and stratiform regions. The CFADs are produced from the reflectivity volume at 10 min intervals from 08 to 18 UTC on 24 May 2007 as the squall line is fully developed and well contained in the analysis domain during this time period. The CFAD bin size is 1 dBZ ranging from 5 to 60 dBZ. There are obvious differences in the reflectivity distribution characteristics between simulations and observations.
[29] At the lower levels of the convective region, the frequency maxima for the 3-ice schemes are located around 40-45 dBZ, which are slightly higher than the observations. The frequency maxima for the 2-ice schemes are located around 40 dBZ, due to lighter precipitation ( Figure 5 ) in the 2-ice compared with 3-ice schemes. For middle to upper levels (> 4 km in altitude) of the convective region (Figures 8a-8f ), the frequency maxima in observations lean toward smaller values due to a reduced number of large particles. At the level of~6 km, the observed frequency maxima are located at~30 dBZ, which is less than those below 4 km (~40 dBZ). In contrast, most simulations have frequency maxima that are~40 dBZ at 6 km (except for the hail scheme) and are almost constant from the surface up to 6 km. Also of note in the vertical cross sections (Figures 6c,  6e) is an increased reflectivity region (right above the convective core) for the 2-ice schemes. This may be due to the lack of fast falling ice species (i.e., graupel or hail).
[30] In order to investigate the simulated reflectivity biases in reflectivity distribution spectrums, the 10th, 50th, 90th, and 99th percentile of reflectivity for observations and simulations are plotted in Figure 9 . For example, the 10th percentile line (Figure 9a ) represents those grids with reflectivity values in the bottom 10% of the distribution spectrum. As discussed previously, the simulations in both convective and stratiform regions lack the approximately linear decrease in maximum reflectivity values from~4 km to echo top. In the convective region, the largest discrepancy between models and observations occurs above 4 km (Figures 9a-9d ). For the 50th percentile, which is the median of the reflectivity distribution, 3-ice schemes generally have higher (lower) reflectivity values than 2-ice schemes below 6 (above 8) km. The 10th percentile also displays this characteristic (Figures 9a and 9b ). For the 90th and 99th percentiles (top 10% and 1% of the distribution spectrum), differences between model and observations generally increase with height; 3-ice schemes have higher reflectivity values than the 2-ice schemes at the midlevel to upper level.
[31] Discrepancies between the model and observations also occur in the stratiform region. For example, between 6 and 8 km, most observed radar reflectivities are less than 25 dBZ, while the simulated frequency maxima are around 25-40 dBZ (Figure 8 ), and this feature is also evident in the 50th percentile profiles (Figure 9f ). Two ice schemes have higher reflectivities in the stratiform region compared to their counterpart 3-ice schemes at most levels (Figures 9e-9g) . At most grid points, WSM6 has the best resemblance with observations in the stratiform region. In rare occasions (in the 99th percentile), the simulated maximum reflectivities (except for hail scheme) exceed 40 dBZ above 6 km (Figures 8  and 9h ). Since the convective/stratiform partition scheme only considers the reflectivity at 2 km, the upper level of a tilted convective core could be counted as stratiform, causing these very high reflectivity values in stratiform regions. Hail scheme, despite having a positive bias at~8 km, has a lower reflectivity above 10 km in both convective and stratiform regions. In general, 3-ice schemes produce more high reflectivity values in convective regions, while 2-ice schemes produce more high reflectivity values in stratiform regions.
[32] Figure 10 shows the time and domain-averaged vertical profile of hydrometeor mixing ratios. There is more snow and cloud ice distributed in the stratiform region than in the convective region for all simulations. In addition, less graupel and hail are seen in the stratiform region than in the convective region in the 3-ice scheme. These features are consistent with reasonable separation of convective and stratiform regions. Compared to WSMMPS (i.e., WSM5 and WSM6), the Goddard schemes (i.e., 2-ice and 3-ice graupel) tend to produce even higher reflectivity values in the midlevels (6-8 km) for both the convective and stratiform regions. As shown in Figure 10 , Goddard schemes produce larger mean snow and graupel mixing ratio than their 2-ice or 3-ice counterparts in WSMMPS. At the same time, the area differences between Goddard scheme and WSM schemes are very limited, which is less than 2% of the whole domain ( Figure 5 ). This shows that the larger mean snow and graupel mixing ratio in Goddard scheme is attributed to more snow and graupel condensate in Goddard schemes. In the WRF model, the advection scheme treats all the hydrometeors as a bulk quantity. Thus, higher amounts of hydrometeors in the clouds means more hydrometeors can be transported and advected to a larger region. This can explain how the Goddard 2-ice scheme (Figures 5e and 6e ) produces a much wider stratiform region than WSM5 (Figures 5c and   6c ). Within this process, a dominant variable is the fall velocity of hydrometeor species. Because of the slower fall speed of snow compared with graupel, more ice particles are left aloft in the 2-ice simulations (e.g., reflectivity increase in Figure 6e ) than in the 3-ice simulations. As a result, there is an obvious decrease in reflectivity field of the convective region in Goddard 3-ice hail (Figure 8f ) than Goddard 3-ice graupel (Figure 8d ) due to hail having a faster fall speed than graupel.
[33] Despite the models reproducing general structures of the squall line at the lower level, many problems remain as shown in the CFAD plot, such as higher reflectivity values aloft in both convective and stratiform regions. Quite often, the discrepancies between model output and observations exist in the midlevel to upper level (above 6 km), which results from the inability of the model to accurately represent the particle size distribution, ice processes, and storm dynamics.
[34] Considering the microphysics processes alone, there are some apparent problems in the current single-moment schemes: hail processes that facilitate and produce the most precipitation. Thus, in the hail scheme, there are more convective hydrometeors aloft with fewer in-cloud hydrometeors overall. As a result, a smaller stratiform region will form because of overall reduced hydrometeors aloft, and with fewer hydrometeors aloft, the stratiform radar reflectivity value will be lower at midlevels. Recent studies show that the stratiform rain regions in convective systems have important roles in the organization and lifetime of convective systems [Del Genio et al., 2012; Feng et al., 2012] . Therefore, unrealistic stratiform rain structures may result in incorrect representation of convective processes. On the other hand, 2-ice schemes lack both graupel and hail processes, which means more lighter particles, slower fall speeds, and less effective precipitation production as compared to 3-ice schemes. Less precipitation coupled with slower hydrometeor fall speeds aloft typically leads to an extended trailing stratiform region. The 3-ice schemes with graupel/hail processes have resolved some problems, such as increased precipitation and reduced midlevel snow accumulation. In order to achieve an optimum and balanced result, ice processes may need to be reexamined, such as accretion and/or conversion rate of snow, graupel, and hail processes [Lang et al., , 2011 . Furthermore, more detailed microphysics schemes, such as higher moment schemes or 4-ice schemes (i.e., cloud ice, snow, graupel, and hail) may be needed to properly represent these evaluated features.
Conclusions
[35] In this study, two squall line events are studied over the Oklahoma-Kansas region on 6-7 and 23-24 May 2007 using observations and WRF simulations. Both cases are simulated in WRF using 2-ice and 3-ice microphysics schemes and then compared with the surface NEXRAD and Oklahoma Mesonet observations. The reflectivity-based convective/stratiform classification algorithm [Steiner et al., 1995; Feng et al., 2011] is applied to both the simulated and observed data sets in order to identify the areal converge, precipitation, and vertical structure of these two separated regions. The differences between the 2-ice and 3-ice microphysics schemes are investigated in order to understand the impact of graupel/hail processes on simulated precipitation. Based on an integrative analysis of simulations and observations, the following results are found:
[36] 1. For horizontal radar reflectivity distributions, the Goddard 2-ice and 3-ice graupel schemes produce a continuous uniform structure for the stratiform region, while the Goddard hail, WSM6, and WSM5 schemes display a broken and less uniform area. For both cases, all 3-ice schemes overestimate the total precipitation with the largest overestimation being from WSM6. Both 2-ice schemes produce less total precipitation than the 3-ice schemes.
[37] 2. When comparing the partitioned areal coverage and precipitation over the convective and stratiform regions, all simulations overestimate the convective areal coverage compared with the observations. By including the graupel/hail processes, the areal coverage and precipitation intensity increase in the convective region and decrease in the stratiform region. On the other hand, the 2-ice schemes that do not have any dense precipitating ice species with relatively high vertical fall velocities, such as graupel or hail, are more likely to spread out to form an extensive stratiform region.
[38] 3. As demonstrated in the CFAD plots, the vertical distribution of reflectivity is sensitive to the selection of schemes and the choices of snow, graupel, and hail categories. The model simulations have higher reflectivity compared with the observations, with the largest discrepancy ≥ 6 km. In convective regions, 3-ice schemes have higher reflectivity than 2-ice schemes at < 6 km, while 2-ice schemes have higher reflectivity values than 3-ice schemes at heights > 8 km for the 50th and 10th percentiles. In the 90th and 99th percentiles, 3-ice schemes produce higher reflectivity than 2-ice schemes in the midlevel to upper level. In stratiform regions, 2-ice schemes have higher reflectivity than their counterpart 3-ice schemes at most levels for the 10th, 50th, and 90th percentiles. And WSM6 has the closest resemblance to the observations in the stratiform region. In general, 3-ice schemes produce more high reflectivity values in convective regions, while 2-ice schemes produce more high reflectivity values in stratiform regions.
[39] 4. Both 2-ice schemes (i.e., WSM5 and Goddard 2-ice) tend to produce weak convective precipitation and high vertical radar reflectivity aloft, due to the lack of graupel processes. The 3-ice schemes, on the other hand, overestimate convective areal coverage and precipitation, while the overall vertical radar reflectivity structures are more realistic than the 2-ice schemes. This study shows that each bulk scheme evaluated in this study has its advantages and shortcomings. For example, the hail scheme facilitates precipitation formation, resulting in more convective precipitation, less total hydrometeors aloft, and lower radar reflectivity at midlevels. On the other hand, a smaller stratiform region is formed because of less hydrometeors left aloft. The 2-ice schemes do not produce precipitation as effectively as the other schemes due to the lack of either graupel or hail processes. With less precipitation, more hydrometeors remain aloft and higher radar reflectivity occurs at the midlevels, which produces a relatively more homogeneous and extended stratiform region.
[40] 5. This study has also investigated the application of a radar-reflectivity-based convective/stratiform partitioning algorithm [Steiner et al., 1995; Feng et al., 2011] in WRF simulations. The results demonstrate that the algorithm is able to identify both convective and stratiform regions reasonably in the following aspects: convective precipitation is heavier than stratiform precipitation (Figure 5g-5l) ; strong updrafts occur more often in the convective region than in the stratiform region (Figure 7) ; and snow and cloud ice resides largely in stratiform region, while graupel and hail resides largely in convective region (Figure 9 ). Detailed observations of in-storm wind and microphysics will be needed for quantitative validations in the future work.
[41] In summary, graupel/hail processes appear to play an important role in determining the storm structure. Further investigation can be conducted on more cases, especially for those with heavier stratiform precipitation and in weakly forced environments. All 2-ice schemes are unable to capture the observed structure of a squall line. By including the graupel/hail processes (Goddard 3-ice graupel/hail and WSM6), the 3-ice schemes are able to improve the convective and stratiform features in the squall lines. However, the improvements are limited. This suggests that while the basic structure can be captured by 3-ice schemes, 4-ice schemes may be needed to properly represent these evaluated features. In addition, the study shows the limitations of single-moment bulk Figure 10 . The time-averaged and domain-averaged hydrometeor mixing ratio vertical profiles for the convective region (a-e) and stratiform region (f-j) for WSM6 (a) (f), WSM5 (b) (g), Goddard 3-ice graupel (c) (h), Goddard 2-ice (d) (i), Goddard 3-ice hail (e) (j). schemes, which is possibly induced by the crude assumptions of hydrometeor size distributions that can introduce significant amount of errors in model simulations. Thus, spectrabin schemes should be considered in future microphysics validations. Detailed observations for in-storm 3-D winds and microphysics for quantitative validations of the model microphysics schemes and simulations will be needed from field campaigns, such as MC3E (Midlatitude Continental Convective Clouds Experiment). The differences between the simulations and observations are not only contributed from the uncertainties in microphysics schemes, initial condition (i.e., NARR), and other physical processes (e.g., cumulus, land-surface, or radiation schemes) also contribute to the forecast errors; however, they are beyond the scope of this study.
