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1. INTRODUCTION 
The general linearization problem consists in finding the coefficients gnmk in the expansion of 
the product of two polynomials pn(x),qm(X) in terms of an arbitrary sequence of orthogonal 
polynomials {yk(x) }, 
n-[-m 
pn(x)qm(x) = Z gnmkYk(X). (1) 
k=O 
Particular cases of this problem are the (standard) linearization or Clebsch-Gordan type problem 
(p = q = y), 
n-}-m 
y.(x)y~(x) = ~ l.~kU~(~), (2) 
k=0 
and the connection problem (qm(X) = 1), 
n 
pn(X) = E CnkYk(X)' (3) 
k=O 
which for pn(x) = x n is known as the inversion problem for the family {yk(x)}. 
The author would like to thank Professor S. Lewanowicz for making available [1] prior to publication and Professor 
J. S. Dehesa for useful comments and discussions. 
This work has been partially supported by the Junta de Andalucia, under the Research Grant FQM0207, and by 
the Spanish DGES Project PB96-0170. 
0893-9659/01/$ - see front matter (~) 2001 Elsevier Science Ltd. All rights reserved. Typeset by .4A/tS-TEX 
PII: S0893-9659 (00)00146-4 
262 J. SANCHEZ-RUIz 
Z)n -- 
and we use the contracted notation 
Linearization and connection problems are frequently encountered in applications. For instance, 
the m = n case of the standard linearization formula (2) for the sequence {pn(x)} is often required 
to evaluate the logarithmic potentials of orthogonal polynomials 
/~vn(x)] 2log ]x - t] dx, vn(t) 
which appear in the calculation of the position and momentum information entropies of quantum 
systems [2,3]. The literature on these topics is extremely vast (for a review, see [4]; see also 
[5-10]), and a wide variety of methods have been devised for computing the linearization and 
connection coefficients, either in closed form or by means of recurrence relations (usually in k). 
Very recently, it has been shown by Lewanowicz [1] that the connection problem between two 
families of orthogonal polynomials can at times be solved in a very simple way by taking advantage 
of known theorems from the theory of generalized hypergeometric functions. More precisely, this 
method can be applied to find the connection coefficients cnk in (3) when the polynomials pn(x) 
and yk(x) are either classical orthogonal polynomials of a discrete variable (i.e., those associated 
with the names of Chartier, Meixner, Krawtchouk, and Hahn), or classical continuous orthogonal 
polynomials (i.e., those associated with the names of Hermite, Laguerre, Jacobi, and Bessel) that 
can be represented as terminating hypergeometric functions whose arguments are equal up to a 
multiplicative constant. 
The aim of this paper is to show that the hypergeometric functions approach can also be 
used to obtain a set of novel linearization-like and connection-like formulae involving squares 
of Gegenbauer (i.e., symmetric Jacobi) polynomials (see Section 3 below). The corresponding 
linearization and connection coefficients are generally expressed in terms of terminating hyper- 
geometric functions of unit argument which, ir/some particular cases, can be evaluated as simple 
hypergeometric terms. 
2. NOTAT ION AND USEFUL  FORMULAE 
The definition of the generalized hypergeometric function is 
pFq ([aP] ) ~-~ (ap)k xk 
[bq] X = k=0 (bq)k k! 
where the symbols lap] and [bq] denote, respectively, sets {al, a2, . . . ,  ap} and {bl, b2,.., bq} of 
complex parameters such that -b j  ¢ No and ai ~ bj for 1 < i < p and 1 < j _< q. Throughout 
this paper, the letters p, q, r, s, t, u, and n stand for nonnegative integers. The Pochhammer 
symbol (z)~ is defined by 
r(z + n) r(1 - z) 
r(z) - ( -1)nr~--z - -n) '  
P q 
(aP)k = H (ai)k, (bq)k = H (bJ)k" 
i= i  j= l  
The key result we shall make use of is the following theorem, first derived by Fields and Wimp [11] 
(see also [12, Volume II, p. 7]): 
p+r+lFq+s [be], [ds] zw = k=o (bq)k (l~)k (k + X)k 
( k-n,[k+apl,[k+c~tl ] ) (4) 
×p+t+lFq+u+l 2k + A + 1, [k + bq], [k + ~u] Z 
Xr+u+2Fs+t ( -k'  k + A' [cr]' [at] I w) . 
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Two useful results concerning the 3F2 hypergeometric function are Clausen's formula [3, p. 76] 
(2"2b°+b)  [ (ab)121 z 1 z 3F2 2a + 2b, a + b  -~ a + b + -~ (5) 
min(n,m) 
(n + m-  2k + a) 
k=0 
(n + m - 2k)!(a)k(a)n-k(a).~-k(2a),~+m-k C(,~) (x~ 
x k . -~(n - -~) . ' - - - -~- -~ ~+m-~,  , .  
(here [n/2] denotes the integer part of n/2), and Dougall's linearization formula [3, p. 39], 
c(:)(x) = ~ ~-~TY)T.,(z-X-~_~ ~ - ~ "  
k=O 
bauer connection formula [3, p. 59], 
(s) 
(9) 
The Hermite polynomials Hn(x), which form an orthogonal sequence on the whole real line 
with respect o the weight function exp(-x2), 
/ Hn(x)Hm(x) exp = 2nn[v~Sn,m (-x 2) dx 
(:x) 
and have the hypergeometric series representation 
Hn(x) = (2x) ~ 2F0 2 ' _  2 -~-~ , 
and the Pfaff-Saalsch/itz summation theorem (see, e.g., [12, Volume I, p. 103]) 
( -(La, b, 1) (d -a)n(d-b)n  
3/'2 d,a+b-d -n+l  =-(-d~n~--a b)n" (6) 
The Gegenbauer polynomials C('8(x) are defined as (see, e.g., [13]) 
C(nO~)(x ) __ (20~)n p(a_ l /2 ,o~_ l /2 ) (x . ) ,  1 
(0: + 1 /2 )n  n ,, / OL > -- '~, 
where Pn (a'z) (x) are the Jacobi polynomials 
n-------~ 2F1 a+ 1 ' 
and they form an orthogonal sequence on the interval [-1, 1] with respect o the weight function 
(1 - x2) ~'-1/2, 
_ 21-2%rF(n + 2a) 
11 C(a)(x)C(a)(x) (1 - x2) a-1/2 dx = (n + a)n![F(a)] 2 5n,m. 
Important particular cases of Gegenbauer polynomials are the Legendre polynomials Pn(x), 
Chebyshev polynomials of the first kind Tn(x), and Chebyshev polynomials of the second kind 
u~(x), 
Pn(x) = C(1/2)(x), Tn(x) = lim n! C(,~)(xi Un(x) C(n 1) 
o-~0 (2~)n  n , , ,  = (x ) .  (7)  
Among the many well-known results involving Gegenbauer polynomials, we quote here the Gegen- 
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can be considered as a limiting case of Gegenbauer polynomials due to the relation [3, p. 34] 
Feldheim's linearization formula for Hermite polynomials [3, p. 42], 
min(n,Tn) 
Hn(x)Hm(x)= E (nk) (~)2kk 'Hn+m-2k(x ) '  (11) 
k=O 
can be obtained from Dougall's formula (9) by means of equation (10). The converse of equa- 
tion (11) is the much less known iielsen's formula [14] (see also [15, p. 641]), 
min(n,m) 
Hn+m(X)= Z (nk) (k ) ( - l )k2kk 'Hn- ' (x )Hm-k(x ) "  (12) 
k=0 
3. RESULTS 
Amongst he many different hypergeometric series representations existing for the Gegenbauer 
polynomials, we choose the following [3, p. 77]: 
n n 
(2~)n -g '  g + ~ 
c(#) (x )  - ~! ~V: '~ + : 
In particular, we have the special values 
1 -- X2 / . (13) 
(2a)n 
c(#) (1)  - n! ' c~") (x )  = 1, (14) 
and the polynomials of even degree are given by 
(-,(~) _ (2a)2n 2t7,1 ( -n ,  .n +1 a 
,-2,,(~) (2n)! \ ~+ 
1 -- X2 / . (15) 
On the other hand, using Clausen's formula (5), we obtain from (13) the following representation 
for the squares of the Gegenbauer polynomials: 
2 / -n ,  n + 2o~, o~ ) 
The hypergeometric function in this equation becomes indeterminated when ~ -- 0, i.e., for 
Chebyshev polynomials of the first kind. In this case, from the well-known trigonometric repre- 
sentation Tn(cos 0) = cos nO, we readily see that 
[Tn(x)]2 _ l + T2n(X) _ 1 1+2F1 1 -  x 2 . 
2 2 \ 
Taking into account equations (15) and (16), use of (4) with 
(17) 
r=s :0 ,  [c r ]=[ds]=0,  z = l, w = l - x 2, 
and a suitable identification of the remaining parameters leads to the following results. 
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THEOREM 1. The linearization formula for Gegenbauer polynomials (generalization of the m = n 
case of Dougall's formula) is 
[C(a)(x)] - (n!) 2 k=o (2fl)2k(k + fl)k(a + l /2)k ( 1) 
k - n, k + n + 2a, k + a, k + ~ + -~ 1 ~(~) 
×4F3 1 ~2k (X). 
2k+~+ 1, k+2a,  k+a+~ 
(18) 
The 4F3 function of unit argument in the right-hand side is balanced (i.e., the sum of the 
upper parameters equals the sum of the lower parameters minus one). In the cases c~ =/3 and 
= 2a - 1/2, it reduces to a balanced 3F2 function that can be summed up by means of the 
Pfaff-Saalschiitz formula (6). Thus, we have 
[C(na)(x)] 2= ~.1 ~ (nk) (2k)'(OOk(Ol)n_k(2k+2OL)n_ -4- Cr)k(2k A- ol + 1)n_ k C~)(x)' 
k=O 
(19) 
[c(~°)(x)]2 ~ ~=0 
(20) 
k!(k + 2a)n(a)k (1/2)k (1/2)n_ k ¢~(2a- 
x (2~ - 1/2)2 k (a + 1/2)k (2k + 2~ + 1/2)~_ k-2k 1/2) (x )  • 
In particular, equation (19) agrees with the m = n case of Dougall's formula (9). 
A similar simplification of equation (18) occurs when a = 0, although in this case, one has to be 
careful with the indeterminations arising in the right-hand side. Alternatively, the corresponding 
linearization formula can be derived from equation (8) using (14) and (17). The result is 
1 ~)(x) (•)2k(2k + • + 1),~-k [Tn(x)]2 -2 C( ° + k!(n)k(--•)n-k (~) = c~k (x) (21) 
k=0 
THEOREM 2. The inverse linearization formula for Gegenbauer polynomials (analogue of the 
m = n case of Nielsen's formula for Hermite polynomials) is 
(x) - (2n)! (2fl)2k(fl)k(a + 1/2)k k=O 
k-n ,k+n+a,k+2~,k+~+~ 1 ~)(x) 5. 
×4F3 1 
2k + 2~+ 1, k+13, k+a+~ 
The 4F3 function of unit argument in the right-hand side is again balanced, and reduces to a 
3F2 function that can be summed up by means of the Pfaff-Saalschiitz formula (6) in the cases 
a = ~ and a = 2/3 - 1/2. Thus, we have 
(1/2)= (2a)2k(2k +2a+ 1)~-k [ "~k (z) , (23) 
k=0 
c2(2z-1/2), , (Z + 1/2)~ 
n ~x) -  n!(1/2)n(~)n 
(nk) (k ! )2 ( - l /2 )n -k (k+2~)n-k (2~ - l/2)n+k [C(~)(x)] 2 (24) 
Using equation (10) into (23), we obtain the m = n case of the Nielsen formula (12). 
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When ~ -- 0, to derive the corresponding inverse linearization formula, we can either apply 
equation (22) taking into account he indeterminations that arise in the right-hand side, or use 
equation (8) together with (14) and (17), the result being 
[ 2 C(2:)(x)=- 2 + ~  [T0(z)] 2+4 
k=O 
(25) 
THEOREM 3. The connection formula for the squared Gegenbauer polynomials i  
= ~ (2~)2k(/3)k(a + 1/2)k k=0 
k-n ,k+n+2w,  k+a,k+2/3, k+/3+~ 1 C~)(x) 
xsF4 1 
2k +2~+ 1, k+/3,  k+2a,  k+a+ ~ 
(26) 
The balanced 5F4 function of unit argument in the right-hand side reduces to a balanced 4F3 
if either c~ = 2/3 - 1/2 or/3 = 2a - 1/2. The same happens in the indeterminate cases a = 0 and 
/3 -- 0, for which the corresponding formulae can be derived more easily from the a = 0 case of 
Theorem 2 and the ~ = 0 case of Theorem 1, respectively, together with (14) and (17), 
1 [ [  2 ~-~(nk)(k')2(n)k(/3+l/2)k 
[Tn(x)]2 = 2 C°(~)(x)] + (2/3)2k(/3)k(1/2)k k=0 
k-  n, k + n, k + k + + 1 2 
× 4F3 1 (x) , 
2k + 2~J + 1, k+/3,  k+~ 
(27) 
[C( a ]2 (~)2  ~ k~0 (k ) (k+2a)n(a)k (1 /2 )k  
)(x) = - [T0(x)] 2 + 2 (k)k(a + 1/2)k 
k-n ,k+n+2a,  k+c~,k+-~ 1 [Tk(x)] 2
x4F3 1 " 
2k + 1, k + 2a, k + a + -~ 
The 4F3 functions in equations (27) and (28) reduce to 3F2 functions when 3 = 1/4 and 
a = 1/4, respectively. Using the Pfaff-Saalschfitz theorem (6), we then obtain the remarkably 
simple expansions 
1 [ (3/4)n ~ (k) (k')2(n)k(--1/2)n-k [C(1/4)(x)] 2] (29) 
[Tn(x)]2 "2 [C(°W4)(x)] 2+ (1/4)n k=O ( 1/2)2k(1/2)k (2k + 3/2)n_ k 
[c(nl/4)(x)] 2 = [ (  (1/2)n ~2 ((1/2)n ~ 3] 
- \ n! ] +2\  n! ] ] [T°(x)]2 
+4(1/2)n ~-, (1/4)k(1/2)n-k(1/2)n+k 
n] ~ ~- - -  k~.(n -~-~.. [Tk(x)]2 "
(30) 
4. CONCLUDING REMARKS 
In summary, we have obtained three linearization-like and connection-like formulae relating 
Gegenbauer polynomials and their squares: a generalization of the m = n case of Dougall's 
linearization formula, an analogue of the m = n case of Nielsen's inverse linearization formula for 
Hermite polynomials, and a connection formula for the squares• To our knowledge, these results 
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are new, and in particular, they are different from other results of the same kind that can be found 
in the literature [15,16]. The new formulae have been obtained by means of a known theorem of 
the theory of generalized hypergeometric functions, which yields closed-form expressions for the 
coefficients in terms of terminating hypergeometric functions of unit argument. Finally, we shall 
mention here that the hypergeometric functions approach may also be used to obtain recurrence 
relations for the expansion coefficients [10]. 
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