In this paper, we consider a class of models for two-way matrices with binary entries of 0 and 1. First, we consider Boolean matrix decomposition, conceptualize it as a latent response model (LRM) and, by making use of this conceptualization, generalize it to a larger class of matrix decomposition models. Second, probability matrix decomposition (PMD) models are introduced as a probabilistic version of this larger class of deterministic matrix decomposition models. Third, an algorithm for the computation of the maximum likelihood (ML) and the maximum a posteriori (MAP) estimates of the parameters of PMD models is presented. This algorithm is an EM-algorithm, and is a special case of a more general algorithm that can be used for the whole class of LRMs. And fourth, as an example, a PMD model is applied to data on decision making in psychiatric diagnosis.
Within the domain of data analysis binary data have often taken a special place. This paper deals with a collection of models for binary data, which in the simplest case will be two-way two-mode (i.e., a binary matrix). Throughout this paper, the first mode will be referred to as objects and the second mode as attributes. Depending on the substantive context, the objects may be thought to denote persons, situations, stimuli, etc., and the attributes person characteristics, intelligence items, variables, etcetera. The data then indicate whether a person has a given characteristic, etcetera. This paper will also consider models for a slightly more complex type of data that arises when a binary two-way two-mode data set is extended with a replication mode (which can be conceived as a two-way matrix with multiple observations per cell).
Given such data, one may be interested in formal models that reveal the mechanisms according to which the data have come about. Quite a natural class of mechanisms that may be considered in this respect accounts for the data on the basis of the interplay of certain properties or events at the level of the objects, on the one hand, and properties or events at the level of the attributes, on the other hand. Existing models that make use of such mechanisms are the models of nonmetric factor analysis (Coombs, 1964) , the Rasch model and various other models from Item Response Theory. The representation (i.e., the properties or events mentioned above) on which these models are based can be considered as geometrical: the objects and the attributes are represented as points in a space (possibly unidimensional as in the case of the Rasch model) whose geometrical relations determine (the probability of) the response. For nonmetric factor analysis, these geometrical relations are dominance relations between the coordinates of the objects and the attributes on each of the dimensions of this space. For the Rasch model, we also have a dominance relation, but this time it is with respect to points on a single line (i.e., the person and the item parameter) and it does not determine the response in an all-or-none fashion but probabilistically. And in the item factor analysis model (see Bock & Aitkin, 1981 ) the probability of a response depends on the position of the person and the item in the space through the scalar product of their coordinate vectors.
A distinctive characteristic of the models to be presented in this paper is that the properties or events they include (i.e., their representation) have the same nature as the data they intend to account for, that is, they are binary. The substantive relevance of such type of models can be exemplified by the case of successes of persons in intelligence items one wants to explain in terms of unobserved strategies that a person masters/does not master and via which an item can/cannot be solved. Another example are person by choice alternative (pick any out of n) data one wants to explain on the basis of latent requisites that a person poses/does not pose and that a choice alternative meets/does not meet.
Throughout this paper, the unobserved properties/events at the level of the objects and attributes will be referred to with the generic term of latent responses, and the modeling of data in terms of latent responses from the object side and from the attribute side will be referred to as matrix decomposition. Two cases of matrix decomposition will be considered: a first case in which the latent responses are constants, which will lead to deterministic models, and a second case in which the responses are random variables, which will lead to probabilistic models. The deterministic models are generalizations of the known models of Boolean factor analysis (Mickey, Mundle & Engelman, 1983 ) and hierarchical classes analysis (De Boeck & Rosenberg, 1988; Van Mechelen, De Boeck & Rosenberg, 1995) . The probabilistic models are novel.
In the following, we begin by introducing the basic ideas of Boolean matrix decomposition by means of an example. We then show how these ideas can be generalized to a larger class of matrix decomposition models. Next, probability matrix decomposition (PMD) models are introduced as a probabilistic version of this larger class of deterministic matrix decomposition models. Then, an algorithm for the computation of the maximum likelihood (ML) and the maximum a posteriori (MAP) estimates of the parameters of PMD models is presented. Finally, as an example, a PMD model is applied to data on deCision making in psychiatric diagnosis.
Basic Ideas

Example
We consider a hypothetical study on decision making in interpersonal relations. Fourteen subjects participated in this study. They were shown video recordings of 12 other persons presenting themselves in some standardized way (e.g., by giving a sketch of a typical week in their daily life, and telling about the most happy and most sad period in their lives). After each person's presentation, a subject had to indicate whether or not he or she would like this person as a member of a group with which he or she would spend a hypothetical one-week holiday. The data of this study can be presented in a 14-by-12 array, which is shown in Table l(a).
The structure in this matrix can be understood in terms of some characteristics of the persons presenting themselves (further denoted as candidates), namely those that are relevant for the subject's judgments. In particular, it is assumed that each of the subjects has based his or her judgment on a subset of the following three person
