It is shown that the kemeled Langevin equation, which has recently been proposed by Tanaka et al. to quantize field theories with bottomless actions, reproduces perturbation theory results independent of the initial conditions. The effective potential is approximately determined from the kemeled Langevin equation to be bounded from below. The evolution equation for the two-point correlation function also defines the effective potential for the propagator, which is given for the zero-dimensional "wrong-sign" -A¢4 model under the assumption that all higher-moment cumulants than the second vanish. § 1. Introduction
It is shown that the kemeled Langevin equation, which has recently been proposed by Tanaka et al. to quantize field theories with bottomless actions, reproduces perturbation theory results independent of the initial conditions. The effective potential is approximately determined from the kemeled Langevin equation to be bounded from below. The evolution equation for the two-point correlation function also defines the effective potential for the propagator, which is given for the zero-dimensional "wrong-sign" -A¢4 model under the assumption that all higher-moment cumulants than the second vanish. § 1. Introduction
Recently Tanaka et aLl) proposed a new quantization method of field theories with bottomless actions using the kerneled Langevin equation 2 ) in the framework of the stochastic quantization. 3 ) Their method is based on a judicious choice of the kernel, which makes the Langevin equation free from runaway solutions. They checked consistency with perturbation theory in the first order of the coupling constant, and presented numerical (non-perturbative) calculations of their equation as well as well-defined, generalized path-integral representation. As a concrete model they discussed "wrong-sign" -/1.¢} model. In a succeeding paper 4 ) they applied the new scheme to zero-dimensional ¢} model and developed a systematic calculational method in terms of stochastic diagrams. They also proved consistency with perturbation theory up to the second order of the coupling constant and carried out numerical analysis giving finite quantum expectation values as in Ref. 1) . Consistency with perturbation theory in all order of coupling constant is yet to be proved, however, if their method works at all.
Although arbitrariness in the kernels reflects that in the integration variables in the path integral, it goes without saying that the path-integral method is not applicable to bottomless systems for nonperturbative calculations, because the Boltzmann factor es is non-normalizable. Consequently, if their method is confirmed also in perturbation theory in any order of the coupling constant, one can say that the kerneled Langevin equation in Ref. 1 ) is a right place to study field theories with potentials unbounded from below.
In this paper we show that consistency of their method with perturbation theory is valid in any order of the coupling constant. . On the other hand, perturbation theory is powerless to prove the absence of runaway solutions which are a nonperturbative phenomenon. The presence of runaway solutions reflects the instabilitity of the vacuum. Because of the latter one usually believes 5 ) that the (renormalized) coupling constant of the ).</;4 theory is positive definite ("right-sign" case). It is important, therefore, to see how the kerneled Langevin equation of Ref. 1) avoids runaway solutions for the "wrong-sign" model in a nonperturbative regime. It will be seen that a simple approximation scheme exists to show the nonperturbative stabilization of the "wrong-sign" -).</;4 model in the method of Ref. 1).
This paper is organized as follows. In the next section we prove that arbitrariness in the kernels reflects that in the integration variables in the path integral provided the equilibrium limit exists. We then present our perturbation theoretic proof of the equivalence of the kerneled Langevin equation in Ref. 1) to the conventional (perturbative) path-integral quantization in § 3. A simple approximation scheme to see how runaway solutions disappear in a nonperturbative way will be discussed in § 4. The last section summarizes the present investigation with some remarks on different approach advocated in Ref. 6 ) whose authors avoid using Langevin equation but employ the stationary Fokker-Planck equation for nonperturbative discussion. We shall give the proof of Eq. (12) below in Appendix A, while more about the approximation scheme employed in § 4 will be discussed in a simplified way in Appendix B. § 2. Arbitrariness in the kernels in the kerneled Langevin equation
The kerneled Langevin equation
2 ) for scalar field theory reads
where the kernel K in Ref. 1) is simply denoted by 'K. The Langevin equation (1) is interpreted as the Stratonovich equation
7
) so that the usual differential and integral calculi are valid.*) We follow the conventional notations l ) in the stochastic quantization and, in particular, the dot denotes the partial derivative with respect to the fifth-time denoted by r. Hereafter we omit space-time argument x when no confusion occurs. If the equilibrium limit exists, <¢(r»TJ tends to zero for r-->=. Hence we have, by noting the relation**) <K l / 2 7J( r»TJ=(1/2)«oK/o</;)( r»TJ, and taking the equilibrium limit r-->=,
where we define <···>=limr_=<···(r»TJ. By assumption of the stochastic quantization method < ... > coincides with the path-integral average if the latter is well-defined. Hence Eq. (2) should be an identity in the path-integral method if the equilibrium limit does not depend on the kernel.***) To show that Eq. (2) is an identity we start from the path-integral (3) which is assumed to be well-defined. Changing the variable by
where E is an arbitrary, infinitesimal function, we have Comparing with Eq. (3) we find Eq. (2) with <···>=Z-lfD¢(···)e-S[¢J by functionally differentiating with E(X). We thus see that arbitrariness in the kernels in Eq. (1) reflects that in the integration variables in the path-integral.
This argument does not go through for theories with bottomless actions, for which Eq. (3) does not exist. In such cases < ... > can no longer be expressed by the usual path-integral, but nonetheless Eq. (2) has a meaning if K is so chosen that Eq. (1) has an equilibrium limit. That is, even if the path-integral is ill-defined, the stochastic quantization scheme offers a well-defined mathematical method of calculating euclidean (or quantum) Green's functions. This is the key observation in Ref. They showed the existence of the (unique) equilibrium limit of Eq. (4), or more generally, Eq. (1) with K = eS,nt for bottomless systems, using the Fokker-Planck equation and derived generalized path-integral representation which is well-defined in contrastwith ill-defined Eq. (3). They also calculated <¢2> in the first-order perturbation approximation and presented numerical results.
Before entering our main job we here describe a quick way of evaluating the perturbation series. In the equilibrium limit Eq. (4) To generate perturbative expansion based on Eq. (4) it is convenient to introduce the characteristic function
where ¢(r) is the solution to Eq. (4). It obeys a differential equation 8 )
where
with F= e-S4 -1 and the prime indicates the differentiation: 
Wo(j, r)= erAoC(j)= C(j( r))exp 2~2 (1-e-2m2r ), j( r)= erAOje-rAo= je-m2r , which is subject to Wo==Ao Wo with Wo(O, r)=C(O)=l and W(j, 0)= Wo(j, O)=C(j)
denoting an arbitrary initial value. In the equilibrium limit r-HXJ , the initial-value dependence disappears because j(oo)=O and C(O)=l, and we have
*) It should be noted that m 2 <¢2)(2)=1 +A<¢4) (1) . This is, in general, true in perturbation theory, namely,
m 2 <¢2)=1 +A<¢4). Then «m 2 /2)¢2_(A/4)¢4)=(m 2 /4)<¢2)+ 1/4. For 5=50 +54 we get the same result «m2/2)¢2+(A/4)¢4)=Z-IJd¢((m2/2)¢2+(A/4)¢4)e-S=(m2/4)<¢2)+1/4, where <¢2) is obtained by the for· mula in the text with
The initial-value dependence also disappears in the equilibrium limit even for the naive case K = 1 for which Al = Al and which is annoyed with runaway solutions. In this sense the following perturbation theoretic proof of the existence of the equilibrium limit does not necessarily imply the absence of the runaway solutions of the original Langevin equation. The absence of the runaway solutions is to be proved independently as in Ref. 1) .
Expanding the exponential in Eq. (9) one has
(lIa)
where W(O)U) = 1 and
By repeatedly using Eq. (10) and defining we easily find that
m=l where we have used j(O)=j and j(oo)=O. Derivation of Eq. (12) will be sketched in Appendix A. Denoting the n-th order terms in the coupling constant A by the square brackets with the superscript (n) and putting
we make a resummation in Eq. (lIa) to obtain
where (16) it is straightforward to show that W(j) is given by Eq. (9) with Al being replaced by Al of Eq. (7) so that it is nothing but the perturbative expansion of the formula 
it is easy to see that
is the n=1 case of Eq. (15). Suppose then that the case is true up to n=n-l. We shall prove that the same is true also for n= n. We first rewrite Eq. (13) by using Eqs. (12) and (18) as*)
By assumption of induction
Since F=e-s4 -1 and**)
... Since the n=1 case was shown to hold true, this completes our perturbation theoretic proof of the equivalence of Eq. (4) to the formula (17).
Once the existence of the equilibrium limit is established, it is rather easy to get the result (17). Since Ao+ Al = jiIoe-Skd/dj) from Eq. (6b), we have iIoe-Skd/dj) W(j) =0, whence e-Skd/dj) W(j) is proportional to Wo(j). This is nothing but Eq. (17). § 
Approximate solutions
We now proceed to solve Eq. (4) approximately with special attention to runaway solutions. Taking the 7}-average of Eq. 21) is not closed because the 7J-average of the righthand side involves higher-moment cumulants than the lowest. Therefore, it is impossible to determine <¢> by Eq. (21) only unless some approximation method like perturbation theory is employed. Perturbation theory is of course useless to see the absence of runaway solutions which are a nonperturbative phenomenon. Consequently, we look for the approximation which makes Eq. (21) solvable without knowledge on the higher-moment cumulants but yet shows the nonperturbative aspect of it. The simplest approximation is that all higher-moment cumulants than the lowest vanish, namely, <¢n(r»r/=O for n=2, 3, .... Equation (21) then becomes <¢(r»1J= -m2<¢(r)1Je-(f)<¢(r»~= -d~~~~~)~~1J) Next consider two-point correlation function. Multiplying Eq. (4) by ¢(r) and remembering the relation <e-(1/2)S47j¢(r»~=<e-s'(r»~-(;1/2)<¢4e-S'(r»~, we obtain ~ :t <¢2(r»~=-m2<¢2e-S·(r»~+<e-s·(r»~. This time we simply put <¢(r»~=O and assume that all higher-moment cumulants than the second vanish, i.e., <¢n(r»g=O for n=3, 4, "', which, in turn, implies <¢2n+l(r»~=0, while <¢2n(r»~=(2n-l)!!«¢2(r»~)n n=l, 2, .... 
e-te-AX2(T)t2t-l/2dt=llx(;)) .
(25)
The evolution equation for x( r) is again one of the overdamped motions given by
Zx(r)= I(x(r))= dx(r); I x
where 1(0)=1 and 1'(0)= -m2<0. If I(x) becomes negative for large x, the effective potential, V2(x), for the "propagator" grows as increasing x and hence Eq. 
;; 
o ().2) consistent with the perturbation theory provided ).<).0=0.04···(m=I).
The graph of f(l)(x) for m=1 and ).=0.01,0.1 is depicted also in Fig. 2(a) (dotted lines) . For ).>).0, j<1)(X) has no zero for x>O. Equation (28) itself is also obtained as follows. The first-order perturbation approximation, es4 =I-S4, in Eqs. (25) and (26) simplifies Eq. (24) to
This equation can be solved analytically but it is enough to recognize here that, for ).<).0, it has the stationary solution with X(CO)=X2 if the initial value x(O)<xo, X2 and Xo denoting the positive zeros,**) if present, as indicated in Fig. 2(a) . See also the dotted lines in Fig. 2(b) , which describe the effective potential V2(I)(X) of Eq. (29) > Xo for)' <).0 and whenever). > ).0. This is not the case in Eq. (27) for). < ).1. Note that there exists). such that ).0<).<).1. In this sense, the fact that Eq. (24) has no runaway solutions is essentially non-perturbative. This can also be seen as follows.
If we consider j<2)(X), next approximation to j<1)(X) of Eq. (28), we find that there are no runaway solutions since j<2)(X) becomes negative for large x. This alternating situation concerning the presence or absence of the runway solutions, which also happens for Eq. (22), indicates that the perturbative expansion of Eq. (27) (and Eq. (22» has, in fact, no meaning. Better approximation methods of treating with Eqs. (21) and (24) should be looked for. The present approximation scheme becomes simpler in the equilibrium limit. See Appendix B. § 5. Discussion
The authors in Ref. 1) are not the first who realized that the stochastic quantization is applicable to bottomless actions. The authors in Ref. 6 ) discussed already in 1984 the stochastic quantization of field theories with bottomless actions, using the (D+ I)-dimensional path-integral formulation for the naive kernel K =1, however. Their basic equation for the non-perturbative discussion is the stationary FokkerPlanck equation whose ground state solution is required to be normalizable. The perturbative vacuum has zero "energy", while it ceases to exist for large coupling constant where the system undergoes phase transition or the like because the normalizable ground state solution gets finite "energy", stabilizing the theory.
Appearance of the critical value of the coupling constant may roughly be understood as follows. From the naive Langevin equation (1) with K = 1 for the zerodimensional "wrong-sign" -).¢4 model we find (4) reproduces the perturbation results independent of the initial conditions, although one cannot rely on the perturbative expansion to solve it under the assumptions employed in § 4. It is of course true that perturbation results are trustless for large coupling constant, but Eq. (4) does not introduce a nonperturbative vacuum other than the perturbative one. This statement is true provided no phase tansition occurs based on Eq. (4). A phase transition would occur if the effective potentials Vi, 112 have more than one minimum and the initial-value dependence appears (and then disappears) for <¢>, <<Ii> and so on. It is unlikely, however, that the r-Hx) limit on the right-hand side of Eq. (21) has more than one zero with respect to <¢> as remarked before. This is the content of the existence of a unique equilibrium limit for any)...
Since the naive Langevin equation fails

I
) to lead to the Fokker-Planck equation for bottomless case assumed in Ref. 6 ), we consider that the method in Ref. 1) is more appropriate to discuss the unbounded potentials and, hence, no phase transition is expected for the "wrong-sign" -)..¢4 model.
from which the second equality of Eq. (18), or the n=1 case of Eq. (12) follows. For general n we rewrite the last factor of the right-hand side of Eq. (lIb) as above
The integral with respect to tn is split into two terms, one from the upper limit and one from the lower limit
Here we have used
The integral with respect to tn-1 similarly gives two terms,
from the upper limit and from the lower limit. In a similar way we obtain as first terms of the consecutive integrals
and finally where we have skipped the common argument r. When taking the limit r-Hx) the index 7J will be omitted as defined below Eq. (2). For each n this equation defines an evolution equation for (equal-r)(n+l)-th moment. Because it is highly nonlinear, we have restricted ourselves to the cases n=O, 1 in the text. The approximation scheme employed in § 4 is now applied to solve higher moments in the equilibrium limit provided they exist, whence runaway solutions are now beyond discussion. Assuming that all odd moments vanish, Eq. (B ·In) is trivially satisfied for even n. Replacing n by 2n-l in Eq. (B· In) we have < ¢¢2n-l)~= _ m2<¢2ne-S4)~ +(2n-l)<¢2(n-l) e-S4)~ .
In the equilibrium limit this equation reduces to m2<¢2ne-S4)=(2n-l)<¢2(n-l)e-S4) , n=l, 2, .... This is the equation quoted below Eq. (4). For n=1 we assume that all highermoment cumulants than the second vanish so that Eq. (B·31) determines <¢2). It is given by the zero of the function I(x) in § 4 and, as we have seen, coincides with the perturbation theory result up to order,1. On the other hand, the assumption <¢4)C=0 implies <¢4)=3<¢2)2=3/m 4 +18,1/m 8 + 0(,12) which already disagrees with the firstorder perturbation theory result given below Eq. (4). This is because ,1 defines ¢4 coupling constant. In order to get the correct number 24 instead of 18 we have to lift the assumption <¢4)C=0 and solve Eqs. (B·31) and (B·32) as coupled equations under the assumption that all higher, moment cumulants than the fourth vanish, thereby treating <¢4) as a variable. This is the next-improved version of the approximation introduced in § 4. The coupled equations are greatly simplified by expanding the exponential up to, say, order ,12. Then The procedure of improving the approximation is now obvious. We next treat <¢6) as a variable in addition to <¢2) and <¢4) by assuming <¢2n)c=0, n=4, 5, ... to solve coupled equations (B·3l), (B·32) and (B·33) and so on.
