I nvestment in long-only commodity index funds soared over the last five years. Some refer to this surge and its attendant impacts as the financializatiott of commodity futures markets. In view of the scale of this investment-in excess of $250 billion in 2008-it is not surprising that a worldwide debate has ensued about the role of index funds in commodity futures markets. On one side, championed by Masters [2008] , are those who declare that the "wall" of investment money works to drive prices away from fundamental value. Others (e.g., Krugman [2008] ; and Irwin, Sanders, and Merrin [2009] ) are dismissive of the notion that commodities are mispriced in liquid and efficient markets and point out logical inconsistencies in the bubble argument and several contradictory facts.
Several studies have been completed recently in an attempt to sort out which side of the index fund debate is correct. A few conclude that commodity index funds have impacted commodity futures prices (e.g., Gilbert [2009; 2010] ; Einloth [2009] ; and Tang and Xiong [2010] ). Irwin and Sanders [2011] argue that the data and methods used in these studies are subject to a number of important criticisms that limit the degree of confidence one can place in the results. Most studies find little or no evidence of a relationship between index fund positions and movements in commodity futures prices (e.g., Buyuksahin and Harris [2009] ; Stoll and Whaley [2010] ; ). However, a concern with these studies is the power of the time-series statistical tests used, which may lack the statistical power necessary to reject the null hypothesis, because the dependent variable-the change in futures prices-is extremely volatile. Another issue is that direct tests of the relationship between index fund positions and price movements in energy futures markets have been hampered by the lack of publically available data on positions of index funds in these markets.
The objective of this research is to provide new empirical evidence on the market impact of commodity index funds that addresses the deficiencies found in previous studies. Our empirical analysis uses new data from the Commodity Futures Trading Commission (CFTC) contained in the "Disaggregated Commitments of Traders" (DCOT) report. This report includes data on the positions held by swap dealers-which are assumed to reflect index-type investments since much of the commodity index-based investment is delivered through swaps'-in a variety of markets including energy futures markets. We focus on a group of 14 grain, livestock, soft, and energy futures markets. Bivariate Granger causality tests are used to investigate lead-lag dynamics between index fund positions and futures returns (price changes) or price volatility in each commodity futures market. In addition, a new systems approach to testing lead-lag dynamics is introduced and applied. The systems approach improves the power of statistical tests by taking into account the contemporaneous correlation of model residuals across markets and allows a test of the overall impact of index funds across markets.
DISAGGREGATED COMMITMENTS OF TRADERS REPORT
The CFTC has long had a large trader reporting system for the purpose of detecting and deterring futures and options market manipulation (Fenton and Martinaitas [2005] ). Positions must be reported to the CFTC on a daily basis if they meet or exceed reporting levels. A weekly snapshot of the position data is compiled in aggregate form and released to the general public as the "Commitment of Traders" report (COT). The COT pools traders into two broad categories (commercial and noncommercial), all contract maturities are aggregated into one open-interest exhibit, and the report is released each Friday with the data as of the end-of-day on the preceding Tuesday.
In where reporting traders (those traders with positions over a specific size) are disaggregated into processors and merchants (PM), swap dealers (SD), managed money (MM), and other reportables (OR). Positions are divided into long (L), short (S), and spreading (SP) as indicated by the corresponding suffixes. For example, the SDL, SDS, and SDSP are the swap dealers' long, short, and spreading positions, respectively. Spreading positions are simply offsetting long and short positions in the same market, but with different contract months and are largely considered market neutral.
Swap dealers (SD) are defined by the CFTC as those traders who deal primarily in swaps and hedge those transactions in the futures market. Processors and merchants (PM) include traditional commercial usersprocessors, and producers of the commodity who are actively engaged in the physical markets and are using the futures to hedge associated price risks. Managed money (MM) represents positions held by commodity trading advisors, commodity pool operators, and hedge funds,-* who manage and conduct futures trading on the behalf of clients. Other reportable (OR) are noncommercial traders who are large enough to report, but do not fit into one of the other categories.
It is important, especially for the energy futures markets, to understand the manner in which index fund positions are categorized in DCOT reports. The first notable point is that pension and other investment funds that place index investment directly into the futures markets rather than going through a .swap dealer are classified as managed money (MM) or other reportables (OR) in the DCOT. At least in agricultural futures markets, this leakage into other categories is rather small; Sanders, Irwin, and Merrin [2010] show that nearly 85% of index positions are held by swap dealers in these markets. Of potentially greater concern, a swap dealer's position in the futures market may represent a variety of over-thecounter (OTC) positions. That is, how active are the swap dealers in nonindex-related swaps? Calculations by the CFTC [2008] suggest that for commodities, such as wheat, over 90% of the swap dealer long positions represent index traders; whereas, in crude oil it may be as low as 41%. The difference between the two extremes reflects the amount of nonindex-related OTC or swap trading. Wheat, for example, has very little OTC trading other than positions reflecting index-related positions. Conversely, crude oil has very active OTC markets used by index funds, hedgers, and other speculators. Therefore, a swap dealers' overall long position will reflect a mix of index, hedging, and other speculative positions.
Swap dealers net these various positions internally (offset long and short positions on their own books), and then look to lay off the residual risk in the futures market. As a result, a swap dealer's long position in the futures market may represent only a portion of the overall index investments to which they are party (see Exhibit 1 for a hypothetical example).
Certainly, it can be argued that the net positionrepresenting the residual component, which must be where p^ is the futures price of the nearest-to-expiration contract on Tuesday of each week corresponding with the DCOT as-of position dates. In order to avoid distortions associated with contract rollovers, p^, in the log relative price return is always calculated using futures prices for the same nearest-to-expiration contract as p^. Rollover dates for the 12 agricultural commodities occur on or before the first of the delivery month, such that no return is calculated using prices during the delivery month. For the energy markets, the rollover occurs on or before the 16th of the month preceding the delivery month, also avoiding any issues associated with delivery intentions.
Two measures of volatility are computed for use in the empirical tests. First, a forward-looking volatility measure, or implied volatility, is extracted from the options quotes for each market. Implied volatility is provided by CRB online quote services and is calculated in the following manner:
This volatility is measured by entering the prices of options premiums into an options-pricing model, then solving for volatility. The implied volatility value is based on the mean of the two nearest-the-money calls and the two ncarestthe-money puts using the Black options-pricing model. This value is the market's estimate of how volatile the underlying futures will be from the present until the option's expiration. (CRB [2010] ).
While this method of deriving the market's implied volatility assumes that Black's pricing model is correct, it is a commonly accepted method of calculating the volatility implied in the options markets and is generally regarded as providing reasonably efficient volatility estimates (e.g., Hull [2000] p. 255). The resulting volatility is expressed as an annualized percentage.
In Equation 3, actual or realized market volatility is calculated using the high-low range estimator originally developed by Parkinson [1980] and widely used by financial analysts (e.g., Sitmo |201()])-':
where Zis equal to 52 in order to annualize the volatility estimate, n is equal to 1 week, and H. and L. are the high and low prices for the week. Specifically, H and L are extracted from the daily highs and lows of the nearest-to-expiration futures contract recorded from Wednesday through Tuesday (inclusive) corresponding with the DCOT as-of position dates. The same contract rollover rules are used for computing realized volatility and returns.
Prior to formal statistical modeling, it is important to determine if the series in question are stationary (fixed mean and variance). If not, then tests of statistical significance may be invalid (Enders [1995] p. 216). Here, we follow the standard testing procedure popularized by Dickey and Fuller to test the null hypothesis of a unit root. The results suggest that returns and volatility are stationary, while the swap dealer positions need to be differenced to be stationary. So, in the following timeseries models, the swap dealer positions will be differenced, while returns and volatility will be used in levels to achieved balanced regression equations (same order of integration on the right and left side of the equations).
EMPIRICAL METHODS AND RESULTS
Arguments that index funds impact commodity prices focus primarily on the role of long-only index funds that purchase commodity futures as an asset class. Indeed, Masters and White [2008] suggest that this is essentially a demand shift that pushes up prices. In a demand framework, the relevant measure of positions is that of quantity. Therefore, the analysis that follows concentrates on swap dealers' net positions (long positions-short positions) reported in the DCOT report as a proxy for their overall buying or demand."' The summary statistics for DCOT swap dealers net long positions are shown in Exhibit 2. They indicate the size of index positions had a wide range over the sample period. For instance, in the corn futures market the swap dealer position had a maximum of 430,100 contracts and a minimum of 163,606 for a range of over 100%. In the sugar, cocoa, crude oil, and natural gas markets the effect of swap dealer netting is seen in the occurrence of a net short position (the minimum net long position is negative). This confirms that the swap dealer positions in these markets contain positions other than those held by long-only index funds. To gauge the relative size of the swap dealer positions in each market, the percentage of the long-side of each market held by swap dealers is also tabulated. The summary statistics for percentage of long positions are provided in Exhibit 3. The percentage of long positions held by DCOT swap dealers can vary over a wide range. In cotton, the average is 31.1%, but it ranges from a maximum of 41.9%) to a minimum of 22.1%. Likewise, in CBOT wheat, live cattle, and lean hogs the swap dealers (index positions) can be at times over 40%i of the long side of the market. Even the energy markets show relatively high maximum levels, with the percentage of long positions for swap dealers having a maximum of 45.0% in crude oil and 38.6% in natural gas. It is often these EXHIBIT Hamilton [1994] suggests the direct, or bivariate. Granger test for examining the lead-lag or causal relationship between two series. Granger causality is a standard linear technique for determining whether one time series is useful in forecasting another. In our case, the time series of interest are market measures of returns {R), implied volatility (IV), and realized volatility (RV). The causal variable is the net swap dealer position (NET). As an example, consider the causal relationship between market returns and net positions. Under the null hypothesis that index traders' net position does not Granger cause market returns, the following linear regression (Equation 4) is estimated for each market (k) over time (i):
where the lag structure (m, ti) for each market is determined by a search procedure over m = 4 and n -4 using OLS and choosing the model that minimizes the Schwartz criteria to avoid overparmeterization (Enders [1995] p. 88). If the OLS residuals demonstrate serial correlation (Breusch-Godfrey Lagrange multiplier test), additional lags of the dependent variable are added until the null of no serial correlation cannot be rejected.
Previous time-series studies of lead-lag relationships between index fund market participation and commodity futures returns conduct tests market-by-market when data on multiple markets are available (e.g., Stoll and Whaley [2010] ; Sanders and Irwin [2011] ). As noted earlier, standard time-series approaches can be criticized for a lack of statistical power when the dependent variable demonstrates extreme volatility such as that observed for market returns. Summers [1986] demonstrates that traditional time-series tests may also have low statistical power against a random walk null hypothesis if the true data-generating process is driven by fad or sentiment. Researchers have proposed alternative, more powerful time-series tests (e.g., Jegadeesh [1991] ) and they have been applied in previous work on the market impact of commodity index funds; however, they can still suffer from a lack of robustness under the alternative hypothesis (see Daniel [2001] ).
In this research, the power of causality tests based on Equation (4) is increased by modeling the K markets as a system of seemingly unrelated regressions. Since the error term, 8^ ^, in Equation (4) is correlated across markets the power of causality tests can be increased by employing a GLS estimator within Zellner's seemingly unrelated regression (SUR) framework (see Harvey [1991] p. 66).'' Previous researchers have used the SUR framework to increase the power of market efficiency tests in foreign exchange markets (Frankel [1980] ; Bilson [1981] ). Under the SUR approach, GLS parameter estimates are the best, linear, unbiased, coefficient estimates. The efficiency gains over OLS estimates increase with the correlation between the residuals (e ^) and with the number of equations. Harvey also points out additional efficiency gains by imposing the constraint of equal parameters across equations, where appropriate. Moreover, estimating Equation (3) as a system of K regressions also allows for a more complete set of hypothesis tests.
Traditional bivariate causality in a single market, k, is tested under the null hypothesis in Equation (4) that traders' net positions (NET) cannot be used to predict (do not lead) market returns:^ ^= 0 for all /. A rejection of this null hypothesis, using an F-test of the stated restriction, provides direct evidence that trader positions are indeed useful for forecasting returns in that market. In order to gauge the aggregate impact of trader positions in that market, the null hypothesis that Z"^, ß ^, = 0 in each k market will reveal the cumulative directional impact of traders positions on returns, if any. Clearly, in the event that the lag structure is n = 1, then the test of null hypothesis that 2^"=,ß,t. = 0 is equivalent to a simple test on the parameter restriction that ß| ^ = 0.
When estimated as a system of K equations in a SUR framework. Equation (4) allows for the testing of systematic or aggregate impacts across all markets. To further increase the efficiency gains, coefficients are restricted across market equations where appropriate (see Harvey [1991] p. 69). Specifically, the strategy for selecting the restricted SUR model follows the sequential testing procedure outlined by Harvey (p. 186) where the most general model is first estimated (no crossmarket parameter restrictions). Then, using a Wald test, the hypothesis of equal parameter estimates is tested across markets. When the null of equal parameter estimates is not rejected, then the restriction is placed on the model. Specifically, all K models are first estimated as a SUR system using the lag structure chosen with the OLS search procedure. Second, for each estimated parameter the null hypothesis that the cross-equation parameters are equivalent is tested (e.g., y, I = y, , = •••= y, J. If we fail to reject the null hypothesis at the 10% level, then that parameter restriction is imposed resulting in a pooled estimate or single parameter across equations (e.g., y^.). A 10% significance level is used (instead of 5%) to be somewhat conservative in the imposition of parameter restrictions. By pooling parameters-when we fail to reject that they are equivalent-the number of parameter estimates is decreased and statistical efficiency is further enhanced.
To illustrate, consider again Equation (4) and two extreme examples. First, the most restrictive case, where the null of equivalency across markets is not rejected for all parameters. In this case, the parameter estimates are all pooled. Then, causality testing proceeds using the pooled parameter under the null, H^^:^, = 0 for all / (where /. represents a parameter common across the K markets). Rejection of the null hypothesis suggests that positions lead returns across the system (all markets jointly). Additionally, the aggregate impact that 2"^,ß . = 0 can be tested for the system as a whole. In this naost restrictive case, there are no tests for individual markets as the pooled result applies equally to all markets.
At the other extreme, assume that we reject the null hypothesis of equal crossmarket parameters in all cases. This is the least restrictive case where none of the parameter estimates are pooled and individual coefficients are estimated for all iC markets. In this case, the null hypothesis is tested for each k under the null, H^^^ ^^ -0 for all /, as well as the aggregate impact, 2^"=|ß,j, =0, is tested for each k market. Moreover, the SUR estimation allows for the testing of systemwide causality, H,:ß ^, = 0 for all 7 and k, and for the systematic impact across markets, Z|,.^iZ"^iß^^, = 0. This is an important improvement over a strictly market-by-market OLS approach to causality testing, because it allows for broader statements about systematic impacts.
The first set of empirical causality tests focus on the null hypothesis that net positions do not lead rettirns. In this case, the independent variable in Equation (4) is market returns (R) and the explanatory variable is the change in the net position (ANET). Exhibit 4 shows the SUR test results for the null hypothesis that the swap dealer positions do not lead returns for each market.
In every market, except live cattle, changes in net swap dealer positions enter the model specification with the minimum lag structure of w = 1. The testing of parameter restrictions was unable to reject that the ßj ^ coefficients were equivalent across markets, k, which results in a pooled estimation of ß^., across all Kmarkets. As a consequence, all the markets for which n = 1 have the same causality test result where ß^ = -0.0018 and it is not statistically different from zero. The ß., ^ was only specified and estimated for live cattle. So, this market generates an incremental result, but also fails to reject the null of no causality (/»-value = 0.2994). In this particular system, there is a common ß^ and a single ß., ^ estimated for live cattle. Therefore, the test for systemwide causality (ß|. =ß, | ,,= 0) happens to be equivalent to the test for just the live cattle market. So, the system results likewise show a cumulative impact that is not statistically different from zero. In total, there is no evidence that the net positions held by DCOT swap dealers lead market returns.T he second set of causality tests focus on the linkage between net positions and market volatility. While there is a growing body of empirical w^ork on the impact of trader positions on returns, there is less empirical evidence with regard to trader positions and market volatility. Granger causality tests are run in a similar fashion to those used to test the linkages between positions and returns. Equation (5) is used to test the null hypothesis that net trader positions {NET^ do not lead implied volatility {IV) in an SUR framework: -¿ß.,AN£T,_., + e, (5)
i=t
The results for estimating Equation (5) are shown in Exhibit 5, where the null of equal coefficients on lagged positions is not rejected." Therefore, individual ß ^^ coefficients are estimated for each market, k'. In the system, there are two rejections of the no causality null hypothesis at the 5% level across the 14 markets. The null hypothesis of no causality is rejected at the 5% level for soybeans and also for natural gas. The estimated direction of the impact is negative in both markets, suggesting that larger swap dealer positions actually lead to lower implied volatility. The two individual market rejections result in a rejection of the null hypothesis of no causality for the system (p-value = 0.0005). However, the mixed signs on the coefficients result in a cumulative directional impact (-4.0300) that is not statistically different from zero (p-value = 0.5821), suggesting that while there are market specific impacts (soybeans and natural gas) there is not a pervasive directional impact across the system of markets.
The prior set of tests focused on implied or forward-looking volatility. Granger causality tests are also performed to see if positions lead actual or realized volatility (RV) as measured by Parkinson's high-low estimator in Equation (6):
.ANET (6) /=! Exhibit 6 presents the estimates and hypothesis tests associated with Equation (6). Again, individual ß ^ĉ oefficients are estimated for each market, k. The SUR system rejects the null of no causality in soybeans and cocoa at the 5% level. Coffee is the only market with two lags of positions and it has a negative cumulative impact (p-value = 0.0581). Causality is also tested for the system as a whole utilizing the pooled estimation. The null of no causality across the market system is rejected at the 5% level and the cumulative impact is systematically negative (/)-value = 0.0131).
The results in Exhibits 4 and 5 are reasonably consistent in suggesting that higher levels of index trader or swap dealer participation in the markets are associated with lower levels of volatility in subsequent weeks. While there are some significant individual market findings, the strongest results are manifest in the systemwide rejections. Specifically, in Exhibit 6, a negative leading relationship is suggested between index trader positions and realized volatility across all markets. Some care must be taken when interpreting causality results (see Newbold [1982] ). The lead-lag relationship does not necessarily imply that index trader positions have some dampening impact on implied volatility. It may simply indicate that larger index fund or swap dealer positions coincide with other fundamental factors that portend lower volatility levels. Still, the results provide evidence that is contrary to popular notions that index investments exacerbate market volatility. Importantly, the results for market returns show no evidence linking futures prices to index investments suggesting that there is not a mechanism by which these market participants could create a price bubble.
SUMMARY AND CONCLUSIONS
Money flowing into the commodities markets as an alternative investment increased rapidly from 2004 through 2008. At the same time, commodity prices also increased rather dratnatically with a number of commodity prices hitting all-time highs in the first half of 2008. Not surprisingly, this tandem of events brought commodity index funds under intense scrutiny and a worldwide debate ensued as to the role of index funds in commodity futures markets. Those who believe index funds were responsible for a bubble in commodity futures prices (e.g.. Masters |2008]) make what seems like an obvious argument-the sheer size of index investment overwhelmed the normal functioning of these markets. Importantly, an empirical linkage must be made between commodity index fund positions and prices or there is no obvious mechanism by which a bubble can form. Therefore, continued empirical tests are an important element of this debate.
Our empirical analysis relies on data compiled by the CFTC in the "Disaggregated Commitments of Traders" report. In particular, the positions held by swap dealers are assumed to reflect index-type investments. The data are used to test if index funds impact either returns or price volatility across 14 grain, livestock, soft, and energy futures markets. The sample period begins on June 13, 2006, and ends on December 29, 2009, yielding a total of 186 weekly observations for analysis. Bivariate Granger causality tests are used to investigate lead-lag dynamics between index fund positions and futures returns (price changes) or price volatility in each commodity futures market. In addition, a new systems approach to testing lead-lag dynamics is introduced and applied. The systems approach improves the power of statistical tests by taking into account the contemporaneous correlation of model residuals across markets and allows a test of the overall impact of index funds across markets.
Examination of the data characteristics and subsequent empirical modeling lead to the following general conclusions. First, there is no convincing evidence that positions held by index traders (as represented by swap dealers) impact market returns. The system of Granger-style causality tests fails to reject the null hypothesis that that trader positions do not lead market returns. Hence, there is no evidence of a linkage between index trader positions in commodity futures markets and price levels. Second, larger net long positions by index traders lead to lower market volatility in a Granger sense. There is a consistent tendency to reject the null hypothesis that index trader positions do not lead market volatility. The direction of the impact is routinely negative. While index positions lead to lower volatility in a statistical sense, it is possible that trader positions coincide with some other fundamental variable that is actually causing the lower market volatility. Still, this result is contrary to popular notions about index traders increasing market volatility.
The policy implications of the results are straightforward: current regulatory proposals to limit speculationespecially on the part of index funds-are not justified and likely will do more harm than good. In particular, limiting the participation of index fund investors would rob the commodity futures markets of an important source of liquidity and risk-absorption capacity at a time when both are in high demand. Most likely, increased U.S. regulation will force commodity index funds off-shore to rapidly growing international futures markets that have a lower regulatory burden. Or, more ominously, tighter position limits on speculation in commodity futures markets combined with the removal of hedge exemptions could force commodity index funds into thinly traded cash markets, where truly chaotic results could follow.
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'See CFTC [2008] . Since 2007, the CFTC has also released the, "Supplemental Commodity Index Traders," (CIT) reports, which break out the positions of index traders for 12 agricultural markets. See Irwin and Sanders [2010] for a detailed comparison of the CIT and DCOT reports.
*Funds that identify themselves as hedge funds may be registered with the CFTC and, thus, technically would be more accurately described as CTAs. Registration requirements can be found at www.NFA.futures.org/NFA-registration/ CTA/index.html.
••See Spurgin [2001] for a discussion of bias and efficiency of Parkinson estimators.
We tested other position measures including the percentage of long positions as shown in Exhibit 3. The empirical results were generally not sensitive to the position measure and the results presented here are representative of those found for all of the position measures. For a more thorough description of the relevant position measures, see Irwin and Sanders [2010] .
''The correlation matrix of residuals for the OLS estimates of (4) showed correlation coefficients ranging from a high of 0.96 (CBOT wheat and KCBOT wheat) to a low of -0.12 (corn and feeder cattle) with an average of 0.28.^W e also ran Granger causality tests usmg index trader positions for 12 agricultural futures markets found in CFTC "Supplemental" (CIT) reports. Similar hypothesis test results were found using the CIT data. See Irwin and Sanders [2010] .
"Equations (5) and (6) were also estimated with monthly dummy variables to test for seasonality in volatility. For this sample period, the null hypothesis of equal volatility across months was not rejected, so the monthly dummy variables were not included in the final model specifications.
