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EDGE RINGS WITH q-LINEAR RESOLUTIONS
KENTA MORI, HIDEFUMI OHSUGI AND AKIYOSHI TSUCHIYA
ABSTRACT. In the present paper, we give a complete classification of connected simple
graphs whose edge rings have a q-linear resolution with q≥ 2. In particular, we show that
the edge ring of a finite connected simple graph with a q-linear resolution, where q ≥ 3,
is a hypersurface, which was conjectured by Hibi, Matsuda, and Tsuchiya.
1. INTRODUCTION
Let K be a field and K[x] := K[x1, . . . ,xn] the polynomial ring with n variables over K.
For a finite simple graph G on the vertex set [n] := {1, . . . ,n}, the edge ring K[G] of G
is the K-subalgebra of K[x] generated by the quadratic monomials xix j corresponding to
the edges {i, j} of G. Recently, edge rings and the associated lattice polytopes, which
are called edge polytopes, have been studied from the viewpoints of combinatorics, graph
theory, geometric algebra, and commutative algebra. In particular, there has been signif-
icant interest in understanding the minimal free resolutions of K[G] for several classes of
graphs [2, 6, 9, 10, 11, 15, 16, 18]. We are interested in which edge ring has a q-linear
resolution, where q ≥ 2. Previously, in [15], Hibi and the second author gave an alge-
braic characterization of finite connected simple graphs whose edge rings have 2-linear
resolutions.
Proposition 1.1 ([15, Theorem 4.6]). Let G be a finite connected simple graph on [n].
Then K[G] has a 2-linear resolution if and only if K[G] is isomorphic to the polynomial
ring in n−2δ variables over the edge ring K[K2,δ ] of the complete bipartite graph K2,δ .
Furthermore, in [9], Hibi, Matsuda, and the third author showed an algebraic property
of finite connected simple graphs whose edge rings have 3-linear resolutions.
Proposition 1.2 ([9, Theorem 0.1]). The edge ring of a finite connected simple graph with
a 3-linear resolution is a hypersurface.
In addition, they conjectured that the edge ring of a finite connected simple graph with
a q-linear resolution, where q ≥ 4, is a hypersurface ([9, Conjecture 0.2]). Recently, this
conjecture has been proved for the cases of chordal graphs [11] and bipartite graphs [18].
In the present paper, we prove this conjecture for any finite connected simple graph.
Theorem 1.3. The edge ring of a finite connected simple graph with a q-linear resolution,
where q≥ 4, is a hypersurface.
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Moreover, using Propositions 1.1 and 1.2 and Theorem 1.3, we give a complete clas-
sification of connected simple graphs whose edge rings have a q-linear resolution with
q≥ 2.
Theorem 1.4. Let G be a finite connected simple graph. Then K[G] has a 2-linear reso-
lution if and only if G satisfies one of the following:
(i) G is obtained by adding some trees to a complete bipartite graph K2,δ .
(ii) G is a non-bipartite graph and obtained by adding one edge to a graph satisfying
condition (i) above.
A vertex v of a connected graph G is called a cut vertex if the graph obtained by the re-
moval of v from G is disconnected. Given a graph G, a block of G is a maximal connected
subgraph of G with no cut vertices.
Theorem 1.5. Let q ≥ 3, and let G be a finite connected simple graph with non-edge
blocks B1, . . . ,Bs. Then K[G] has a q-linear resolution if and only if G satisfies one of the
following:
(i) s= 1 and B1 is an even cycle of length 2q.
(ii) s = 1 and B1 is a non-bipartite graph obtained by adding a path to an even cycle
of length 2q.
(iii) s= 2 and B1 is an even cycle of length 2q, and B2 is an odd cycle, or vice versa.
(iv) s = 2 and B1 and B2 are odd cycles having one common vertex. In addition,
r1+ r2 = 2q, where ri is the length of Bi.
(v) s = 2 and B1 and B2 are odd cycles without a common vertex. In addition, the
length of the shortest path from a vertex of B1 to a vertex of B2 is q− (r1+ r2)/2,
where ri is the length of Bi.
The present paper is organized as follows. In Section 2, we introduce the notion of
q-linear resolutions, and give necessary conditions for the edge rings to have q-linear
resolutions. In particular, the degree of the edge polytopes is important (Lemma 2.4). In
Section 3, in order to give several necessary conditions for the edge rings to have q-linear
resolutions, we study the degree of the edge polytopes and the minimal set of generators
of toric ideals of edge rings. Finally, in Section 4, we give proofs for Theorems 1.3, 1.4,
and 1.5.
2. TORIC RINGS WITH q-LINEAR RESOLUTIONS
Let S= K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K with each
degxi = 1. Let 0 6= I ⊂ S be a homogeneous ideal of S and
0→
⊕
j≥1
S(− j)βh, j → ·· · →
⊕
j≥1
S(− j)β1, j → S→ S/I→ 0
a (unique) graded minimal free S-resolution of S/I. The Castelnuovo-Mumford regularity
of S/I is
reg(S/I) =max{ j− i : βi, j 6= 0}.
We say that S/I has a q-linear resolution if βi, j = 0 for each 1 ≤ i ≤ h and for each
j 6= q+ i−1. If S/I has a q-linear resolution, then
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• reg(S/I) = q−1 and
• I is generated by homogeneous polynomials of degree q.
See, e.g., [3] and [7] for detailed information about regularity and linear resolutions. In
addition, the following necessary condition is known.
Lemma 2.1 ([4, Proposition 1.9 (d)]). If S/I has a q-linear resolution, then the number
of generators of I is at least
(
c+q−1
c−1
)
, where c is the codimension of S/I.
A lattice polytope P ⊂ Rn is a polytope such that any vertex of P belongs to Zn.
Let K[x±1,s] = K[x±11 , . . . ,x
±1
n ,s] be a Laurent polynomial ring in n+1 variables over a
field K. If P ∩Zn = {a1, . . . ,am}, then the toric ring K[P] of P is the K-subalgebra of
K[x±1,s] generated by the monomials xa1s, . . . ,xams ∈ K[x±1,s]. Furthermore, the toric
ideal IP of P is the defining ideal of K[P], i.e., the kernel of a surjective ring homomor-
phism pi : K[y1, . . . ,ym]→ K[P] defined by pi(yi) = x
ais for i = 1,2, . . . ,m. It is known
that IP is generated by homogeneous binomials. See [7, Chapter 3] for an introduction to
toric rings and ideals.
Let P and P ′ be lattice polytopes in Rn. The toric ring K[P ′] is called a combinato-
rial pure subring of the toric ring K[P] if P ′ is a face of P . Although this definition is
different from that in [14], they are equivalent (see [13]). It is known [14, Corollary 2.5]
that, if K[P ′] is a combinatorial pure subring of K[P], then
βi, j(IP ′)≤ βi, j(IP)
for all i and j. Thus we have the following immediately.
Proposition 2.2. Let P and P ′ be lattice polytopes such that K[P ′] is a combinatorial
pure subring of K[P]. Suppose that K[P ′] is not isomorphic to a polynomial ring. If
K[P] has a q-linear resolution, then so does K[P ′]
Let G be a finite simple graph on the vertex set [n] with the edge set E(G). Given an
edge e = {i, j} ∈ E(G), we set ρ(e) = ei+ e j ∈ Z
n. Here ei is the i-th unit vector in R
n.
The edge polytope PG of G is the convex hull of
{ρ(e) : e ∈ E(G)}.
Then the toric ring K[PG] of PG is isomorphic to the edge ring K[G] of G. A subgraph
G′ of a graph G is called an induced subgraph of G if there exists V ⊂ [n] such that G′ is
a graph on the vertex set V and the edge set
{{i, j} ∈ E(G) : i, j ∈V}.
It is easy to see that, if G′ is an induced subgraph of a graph G, then PG′ is a face of PG.
Thus we have the following.
Lemma 2.3. Let G be a finite connected graph and let G′ be an induced subgraph of
G. Suppose that K[G′] is not isomorphic to a polynomial ring. If K[G] has a q-linear
resolution, then so does K[G′].
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Let P ⊂ Rn be a lattice polytope of dimension d. Then the δ -polynomial (or h∗-
polynomial) of P is a polynomial in λ defined by
δ (P,λ ) = (1−λ )d+1
(
1+
∞
∑
t=1
|tP ∩Zn|λ t
)
,
where tP = {ta : a ∈P}. It is known that each coefficient of δ (P,λ ) is a nonnegative
integer and the degree of δ (P,λ ) is at most d. Let deg(P) = deg(δ (P,λ )) and set
codeg(P) = d+1−deg(P). Then
codeg(P) =min{r ∈ Z>0 : int(rP)∩Z
n 6= /0},
where int(rP) is the relative interior of rP in Rn, holds in general. See, e.g., [8, Part II]
for detailed information. With some conditions, the degree of P gives a lower bound for
reg(K[P]). In fact, the following is known.
Lemma 2.4 ([9, Corollaries 3.2 and 3.4]). Let G be a finite connected graph and let G′
be a subgraph of G. Then we have degPG′ ≤ degPG ≤ reg(K[G]).
Recall that, if K[G] has a q-linear resolution, then reg(K[G]) = q− 1. Hence, by
Lemma 2.4, it turns out that deg(PG) < q is a necessary condition for K[G] to have a
q-linear resolution.
3. EDGE POLYTOPES AND EDGE RINGS
In this section, we study the degree of edge polytopes and the set of generators of the
toric ideal of edge rings. The results in the present section give necessary conditions for
K[G] to have a q-linear resolution.
3.1. Dimension of edge polytopes. First, we introduce a result on graphs with a small
cyclotomic number since the cyclotomic number is related to the codimension of K[G].
Let G be a connected graph with n vertices and m edges. Then c(G) = m−n+1 is called
the cyclotomic number (or the circuit rank) of G. Note that a connected graph G satisfies
c(G) = 0 if and only if G is a tree. A connected graph with c(G) = 1,2,3 is said to be
unicyclic, bicyclic, and tricyclic, respectively. It is known [1] that the number of the cycles
in a connected graph G is at least c(G) and at most 2c(G)−1. In particular, a connected
graph is unicyclic if and only if it has exactly one cycle. The edge subdivision operation
for an edge e = {u,v} of a graph G is the deletion of e from G and the addition of two
edges {u,w} and {w,v} along with the new vertex w. A graph obtained from a graph G
by a sequence of edge subdivision operations is called a subdivision of G. Bicyclic and
tricyclic graphs are characterized as follows.
Proposition 3.1 (e.g., [19]). Let G be a connected simple graph.
(a) G is bicyclic if and only if G is obtained by adding some trees to a graph G0,
where G0 is a subdivision of one of the multigraphs in Fig. 1.
(b) G is tricyclic if and only if G is obtained by adding some trees to a graph G0,
where G0 is a subdivision of one of the multigraphs in Fig. 2.
The following proposition is essentially proved in [5, Theorem 2.5].
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FIGURE 1. Multigraphs for bicyclic graphs [19]
H1 H2 H3
H4 H5 H6
H7 H8 H9
H10 H11 H12
H13 H14 H15
FIGURE 2. Multigraphs for tricyclic graphs [19]
Proposition 3.2. Let G be a finite graph with n vertices. Then
dimPG = n− r(G)−1,
where r(G) is the number of connected components of G that are bipartite.
In particular, if G is a connected graph with n vertices and m edges, then
dim(K[G]) = dimPG+1= n− r(G),
codim(K[G]) = m−dim(K[G]) = m−n+ r(G) =
{
c(G) G is bipartite,
c(G)−1 otherwise.
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Note that the following conditions are equivalent:
(i) K[G] is isomorphic to a polynomial ring;
(ii) codim(K[G]) = 0;
(iii) PG is a simplex.
Graphs satisfying such conditions are completely classified.
Proposition 3.3 ([7, Lemmas 5.5 and 5.6]). Let G be a finite connected graph with n
vertices and m edges. Then K[G] is isomorphic to a polynomial ring if and only if G
satisfies one of the following:
(a) m= n−1 and G is a tree;
(b) m= n and G has exactly one cycle C. In addition, C is an odd cycle.
3.2. Degree of edge polytopes. In the present subsection, we give several sufficient con-
ditions for graphs G to satisfy deg(PG) ≥ q. The following two lemmas are given in
[18].
Lemma 3.4 ([18, Lemmas 2.1 and 2.2]). Let q≥ 3 be an integer. If G has two even cycles
C1 and C2 of length 2q having at most one common vertex, then we have degPG ≥ q.
Lemma 3.5 ([18, Lemmas 2.3 and 2.4]). Let q ≥ 3 be an integer. If G has a bipartite
subgraph obtained by adding a path to an even cycle, and if the length of every cycle in
G is 2q, then we have degPG ≥ q.
We now give two important lemmas about sufficient conditions for graphs G to satisfy
deg(PG)≥ q.
Lemma 3.6. Let q≥ 3 be an integer. If G has an even cycle of length> 2q, then we have
deg(PG)≥ q.
Proof. LetC= (i1, i2, . . . , i2r) be an even cycle inG of length 2r> 2q. Then the dimension
of PC is 2r−2. Since
1
2
∑
e∈E(C)
ρ(e) = ei1 + · · ·+ ei2r ∈ int(rPC)∩Z
2r,
we have codeg(PC)≤ r. By Lemma 2.4, deg(PG)≥ 2r−2+1− r = r−1≥ q. 
A vertex v of a connected graph G is called a cut vertex if the graph obtained by the re-
moval of v from G is disconnected. Given a graph G, a block of G is a maximal connected
subgraph of G with no cut vertices.
Lemma 3.7. Let q≥ 3 be an integer. Let G be a connected tricyclic graph having at least
one even cycle. If the length of every even cycle in G is 2q, then we have deg(PG)≥ q.
Proof. By Proposition 3.1 (b), there exists a subgraph G0 of G that is a subdivision of a
graph H in Fig. 2. Let C and C′ be even cycles in G0. By Lemma 3.4, we may assume
that C and C have at least two common vertices. If C∪C′ is a bicyclic graph, then C∪C′
is a graph appearing in Lemma 3.5 and hence deg(PG)≥ q. Hence we may assume that
(∗) IfC andC′ are even cycles inG0, thenC andC
′ have at least two common vertices,
and C∪C′ is not bicyclic.
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Case 1. (H = H1, . . . ,H7.) Then G has exactly three cycles. By condition (∗), we may
assume that G has one even cycle C1 = (i1, i2, . . . , i2q) of length 2q and two odd cycles
C2 = ( j1, j2, . . . , j2r+1) and C3 = (k1,k2, . . . ,k2s+1). Let H
′ = C1 ∪C2 ∪C3. Then the
dimension of PH ′ is 2q+2r+2s− t for some t ∈ {0,1}. Since all of
α =
1
2
∑
e∈E(C1)
ρ(e) = ei1 + · · ·+ ei2q
β =
1
2
∑
e∈E(C2)
ρ(e) = e j1 + · · ·+ e j2r+1
γ =
1
2
∑
e∈E(C3)
ρ(e) = ek1 + · · ·+ ek2s+1
are integer vectors, we have
α +β + γ ∈ int((q+ r+ s+1)PH ′)∩Z
|V (H ′)|.
Hence codeg(PH ′)≤ q+ r+ s+1. By Lemma 2.4,
deg(PG)≥ 2q+2r+2s− t+1−q− r− s−1= q+ r+ s− t ≥ q.
Case 2. (H = H8,H9,H10,H11.) Then G0 has exactly two blocks B1 and B2 where B1 is a
cycle and B2 is obtained by adding a path to a cycle. Note that B2 contains an even cycle
C1 = (e1, . . . ,e2q). By Lemmas 3.4 and 3.5, we may assume that B1 is an odd cycle and
B2 is not bipartite. Let C2 be one of two odd cycles in B2. Let G
′ be a subgraph B1∪B2
of G. Then the dimension of PG′ is 2q+ |E(B1 ∪C2)| − |E(C1 ∩C2)| − 2− t for some
t ∈ {0,1}. Since all of
α =
1
2
∑
e∈E(B1∪C2)
ρ(e)
β =
1
3
q
∑
i=1
ρ(e2i−1)+
2
3
q
∑
i=1
ρ(e2i)
γ = ∑
1≤i≤q
e2i∈E(C2)
ρ(e2i)
are integer vectors, and 1/2+2/3−1= 1/6> 0,
α +β − γ ∈ int(rPG′)∩Z
|V (G′)|,
where r = q+ |E(B1 ∪C2)|/2− |E(C1 ∩C2)|. Hence we have codeg(PG′) ≤ r. By
Lemma 2.4,
deg(PG) ≥ 2q+ |E(B1∪C2)|− |E(C1∩C2)|−2− t+1− r
= q+ |E(B1∪C2)|/2−1− t
≥ q.
Case 3. (H = H12,H13,H14,H15.)
Note that, if C and C′ are odd cycles in G0 having at least one common edge such that
C∪C′ is a bicyclic graph, then C∪C′ contains an even cycle. Hence by condition (∗),
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aa′
C11
C12
C13
H12
C21
C22
C23
H13
C31 C32 C33
H14
C41
C42
C43
H15
FIGURE 3. H12, . . . ,H15
it follows that any Ci j in Fig. 3 is an odd cycle except for C12, C22, and C32. If Ci2 is an
even cycle, then we replace Ci2 with the odd cycle whose edge set is E(Ci1)∪E(Ci2) \
(E(Ci1)∩E(Ci2)). Thus we may assume that anyCi j in Fig. 3 is an odd cycle.
Case 3.1. (H = H12, a+a
′ is odd.)
We may assume that a is odd and a′ is even. Let a= 2s+1 and a′ = 2t. Given positive
integers k, ℓ, k′, and ℓ′ with
2k+1+2ℓ+a+a′ = 2k′+2ℓ′+1+a+a′ = 2q,
let G0 be a graph on the vertex set [m
′−2] with the edge set E(G0) = {e1, . . . ,em′}, where
m′ = 2q+2k′+2ℓ′+1 and
ei =


{i, i+1} 1≤ i≤ 2q−1,
{1, i} i= 2q,2q+1,
{i−1, i} 2q+2≤ i≤ 2q+2k′−1,
{2q+2k′−1,2k+2} i= 2q+2k′,
{2k+1+a+1,2q+2k′} i= 2q+2k′+1,
{i−2, i−1} 2q+2k′+2≤ i≤ 2q+2k′+2ℓ′,
{2q+2k′+2ℓ′−1,2q−a′+1} i= 2q+2k′+2ℓ′+1.
See Fig. 4. Then one has dim(PG0) = 2q+2k
′+2ℓ′−1−1= 2q+2k+2ℓ−2. Since
2k+1
∑
i=1
1
2
ρ(ei)+
2ℓ
∑
i=1
1
2
ρ(e2k+1+a+i)+
k′
∑
i=1
(
2
3
ρ(e2q+2i−1)+
1
3
ρ(e2q+2i)
)
+
ℓ′
∑
i=1
(
1
3
ρ(e2q+2k′+2i−1)+
2
3
ρ(e2q+2k′+2i)
)
+
1
3
ρ(e2q+2k′+2ℓ′+1)
+
s
∑
i=1
(
1
6
ρ(e2k+1+2i−1)+
5
6
ρ(e2k+1+2i)
)
+
1
6
ρ(e2k+1+2s+1)
+
t
∑
i=1
(
1
6
ρ(e2k+1+a+2ℓ+2i−1)+
5
6
ρ(e2k+1+a+2ℓ+2i)
)
= 2e1+ e2+ · · ·+ em′−2 ∈ int((k+ ℓ+ k
′+ ℓ′+ s+ t+1)PG0)∩Z
m′−2,
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2k+1
2k+2 2k+3 2k+1+a 2k+1+a+1
2q+2k′
2q+2k′+2ℓ′−1
2q−a′+12q−a′+22q
2q+1
2q+2
2q+2k′−2
2q+2k′−1
2k+1+a+2
2k+1+a+3
2k+1+a+2ℓ
2k+1+a+2ℓ−1
3
2k
2q+2k′+2ℓ′−2
2q+2k′+1
e1
e2k+1
e2k+2 e2k+1+a
e2q+2k′+1
e2q+2k′+2ℓ′+1
e2q−a′+1e2qe2q+1
e2q+2
e2q+2k′−1
e2q+2k′ e2k+1+a+1
e2k+1+a+2
e2k+1+a+2ℓ−1
e2k+1+a+2ℓ
e2
e2k e2q+2k′+2
e2q+2k′+2ℓ′
FIGURE 4. Case 3.1
we obtain codeg(PG0)≤ q+ k+ ℓ. Hence it follows that
deg(PG0)≥ 2q+2k+2ℓ−2+1−q− k− ℓ= q+ k+ ℓ−1≥ q.
Case 3.2. (H = H12, a+a
′ is even.)
Given positive integers k, ℓ, k′, and ℓ′ with
2k+1+2ℓ+1+a+a′ = 2k′+2ℓ′+a+a′ = 2q,
let G0 be a graph on the vertex set [m
′−2] with the edge set E(G0) = {e1, . . . ,em′}, where
m′ = 2q+2k′+2ℓ′ and
ei =


{i, i+1} 1≤ i≤ 2q−1,
{1, i} i= 2q,2q+1
{i−1, i} 2q+2≤ i≤ 2q+2k′−1,
{2q+2k′−1,2k+2} i= 2q+2k′,
{2k+1+a+1,2q+2k′} i= 2q+2k′+1,
{i−2, i−1} 2q+2k′+2≤ i≤ 2q+2k′+2ℓ′−1,
{2q+2k′+2ℓ′−2,2q−a′+1} i= 2q+2k′+2ℓ′.
See Fig. 5. Then one has dim(PG0) = 2q+2k
′+2ℓ′−2−1= 2q+2k+2ℓ−1.
Case 3.2.1. (H = H12, a= 2s+1, and a
′ = 2t+1.)
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2k+1
2k+2 2k+3 2k+1+a 2k+1+a+1
2q+2k′
2q+2k′+2ℓ′−2
2q−a′+12q−a′+22q
2q+1
2q+2
2q+2k′−2
2q+2k′−1
2k+1+a+2
2k+1+a+3
2k+1+a+2ℓ+1
2k+1+a+2ℓ
3
2k
2q+2k′+2ℓ′−3
2q+2k′+1
e1
e2k+1
e2k+2 e2k+1+a
e2q+2k′+1
e2q+2k′+2ℓ′
e2q−a′+1e2qe2q+1
e2q+2
e2q+2k′−1
e2q+2k′ e2k+1+a+1
e2k+1+a+2
e2k+1+a+2ℓ
e2k+1+a+2ℓ+1
e2
e2k e2q+2k′+2
e2q+2k′+2ℓ′−1
FIGURE 5. Case 3.2
Since
2k′
∑
i=1
1
2
ρ(e2q+i)+
2ℓ′
∑
i=1
1
2
ρ(e2q+2k′+i)+
k
∑
i=1
(
1
3
ρ(e2i−1)+
2
3
ρ(e2i)
)
+
1
3
ρ(e2k+1)
+
ℓ
∑
i=1
(
1
3
ρ(e2k+1+a+2i−1)+
2
3
ρ(e2k+1+a+2i)
)
+
1
3
ρ(e2k+1+a+2ℓ+1)
+
s
∑
i=1
(
1
6
ρ(e2k+1+2i−1)+
5
6
ρ(e2k+1+2i)
)
+
1
6
ρ(e2k+1+2s+1)
+
t
∑
i=1
(
1
6
ρ(e2k+1+a+2ℓ+1+2i−1)+
5
6
ρ(e2k+1+a+2ℓ+1+2i)
)
+
1
6
ρ(e2q)
= e1+ e2+ · · ·+ em′−2 ∈ int((k+ ℓ+ k
′+ ℓ′+ s+ t+1)PG0)∩Z
m′−2,
we obtain codeg(PG0)≤ q+ k+ ℓ. Hence it follows that
deg(PG0)≥ 2q+2k+2ℓ−1+1−q− k− ℓ= q+ k+ ℓ≥ q.
Case 3.2.2. (H = H12, a= 2s, and a
′ = 2t.)
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Since
2k′
∑
i=1
1
2
ρ(e2q+i)+
2ℓ′
∑
i=1
1
2
ρ(e2q+2k′+i)+
k
∑
i=1
(
1
3
ρ(e2i−1)+
2
3
ρ(e2i)
)
+
1
3
ρ(e2k+1)+
ℓ
∑
i=1
(
2
3
ρ(e2k+1+a+2i−1)+
1
3
ρ(e2k+1+a+2i)
)
+
2
3
ρ(e2k+1+a+2ℓ+1)
+
s
∑
i=1
(
1
6
ρ(e2k+1+2i−1)+
5
6
ρ(e2k+1+2i)
)
+
t
∑
i=1
(
5
6
ρ(e2k+1+a+2ℓ+1+2i−1)+
1
6
ρ(e2k+1+a+2ℓ+1+2i)
)
= e2k+1+a+1+ e2q−a′+1+ e1+ e2+ · · ·+ em′−2
∈ int((k+ ℓ+ k′+ ℓ′+ s+ t+1)PG0)∩Z
m′−2,
we obtain codeg(PG0)≤ q+ k+ ℓ+1. Hence it follows that
deg(PG0)≥ 2q+2k+2ℓ−1+1−q− k− ℓ−1= q+ k+ ℓ−1≥ q.
Case 3.3. (H = H13,H14.)
Since the arguments in Case 3.1 and Case 3.2.2 remain valid even if a′ = 0, we have
deg(PG) ≥ q when H = H13. Furthermore, since the argument in Case 3.2.2 remains
valid even if a= a′ = 0, we have deg(PG)≥ q when H = H14.
Case 3.4. (H = H15.)
Let a, b, c, d, e, and f be the lengths of the paths of the graph G0 in Fig. 6. Since
the length of every even cycle in G0 is 2q, we have a+ b+ e+ f = b+ c+ d + e =
c+a+d+ f = 2q. This gives a+ f = b+ e= c+d = q.
d e
f
a
b c
H15
FIGURE 6. Case 3.4 (the length of each path)
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Given positive integers a, b, and c with a,b,c< q, let G0 be a graph on [3q−2] with
the edge set E(G0) = {e1, . . . ,e3q}, where
ei =


{0,vs1} i= 1,
{vsi−1,vsi} 2≤ i≤ q−1 and i 6= a+1,
{vtb,vsa+1} i= a+1,
{vsq−1,vkc} i= q,
{0,vt1} i= q+1,
{vti−1,vti} q+2≤ i≤ 2q−1 and i 6= q+b+1
{vkc,vtb+1} i= q+b+1,
{vtq−1,vsa} i= 2q,
{0,vu1} i= 2q+1,
{vui−1 ,vui} 2q+2≤ i≤ 3q−1 and i 6= 2q+ c+1
{vsa,vuc+1} i= 2q+ c+1,
{vuq−1 ,vtb} i= 3q.
See Fig. 7. Then one has dim(PG0) = 3q−2−1= 3q−3.
0
vs1
vsa−1
vsa
vt1
vtb−1
vtb
vu1
vuc−1
vkc
vsa+1
vsa+2 vsq−2
vsq−1
vtb+1
vtb+2
vtq−2
vtq−1vuc+1
vuc+2
vuq−2
vuq−1
e1
ea
eq+1
eq+b
e2q+1
e2q+c
ea+1
ea+2 eq−1
eq
eq+b+1
eq+b+2
e2q−1
e2qe2q+c+1
e2q+c+2
e3q−1
e3q
FIGURE 7. Case 3.4
Case 3.4.1. (all of a, b, and c are odd.)
Since each C4i is an odd cycle, all of q−a, q−b, and q− c are odd. Let
(a,q−a,b,q−b,c,q− c) = (2a′+1,2a˜+1,2b′+1,2b˜+1,2c′+1,2c˜+1).
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Since
2a′+1
∑
i=1
1
2
ρ(ei)+
2a˜+1
∑
i=1
1
2
ρ(e2a′+1+i)+
b′
∑
i=1
(
1
3
ρ(eq+2i−1)+
2
3
ρ(eq+2i)
)
+
1
3
ρ(eq+2b′+1)+
b˜
∑
i=1
(
1
3
ρ(eq+2b′+1+2i−1)+
2
3
ρ(eq+2b′+1+2i)
)
+
1
3
ρ(e2q)
+
c′
∑
i=1
(
1
6
ρ(e2q+2i−1)+
5
6
ρ(e2q+2i)
)
+
1
6
ρ(e2q+2c′+1)
+
c˜
∑
i=1
(
1
6
ρ(e2q+2c′+1+2i−1)+
5
6
ρ(e2q+2c′+1+2i)
)
+
1
6
ρ(e3q)
∈ int((a′+ a˜+b′+ b˜+ c′+ c˜+2)PG0)∩Z
3q−2,
we obtain codeg(PG0)≤ (3q−2)/2. Hence it follows that
deg(PG0)≥ 3q−3+1−
3q−2
2
=
3q−2
2
≥ q.
Case 3.4.2. (all of a, b, and c are even.)
Since each C4i is an odd cycle, all of q−a, q−b, and q− c are odd. Let
(a,q−a,b,q−b,c,q− c) = (2a′,2a˜+1,2b′,2b˜+1,2c′,2c˜+1).
Since
2a′
∑
i=1
1
2
ρ(ei)+
2a˜+1
∑
i=1
1
2
ρ(e2a′+1+i)+
b′
∑
i=1
(
2
3
ρ(eq+2i−1)+
1
3
ρ(eq+2i)
)
+
b˜
∑
i=1
(
1
3
ρ(eq+2b′+2i−1)+
2
3
ρ(eq+2b′+2i)
)
+
1
3
ρ(e2q)
+
c′
∑
i=1
(
5
6
ρ(e2q+2i−1)+
1
6
ρ(e2q+2i)
)
+
c˜
∑
i=1
(
1
6
ρ(e2q+2c′+2i−1)+
5
6
ρ(e2q+2c′+2i)
)
+
1
6
ρ(e3q)
∈ int((a′+ a˜+b′+ b˜+ c′+ c˜+1)PG0)∩Z
3q−2,
we obtain codeg(PG0)≤ (3q−1)/2. Hence it follows that
deg(PG0)≥ 3q−3+1−
3q−1
2
=
3q−3
2
≥ q.
Case 3.4.3 (at least one of a, b, and c is odd, and at least one of a, b, and c is even.)
If a and b are odd, and c is even, then q−a and q−b are even since each C4i is an odd
cycle. By considering c, q−a, and q−b instead of a, b, and c, the case is reduced to Case
3.4.2. Thus we may assume that a is odd, and b and c are even. Since each C4i is an odd
cycle, q−a is odd and q−b and q− c are even. Let
(a,q−a,b,q−b,c,q− c) = (2a′+1,2a˜+1,2b′,2b˜,2c′,2c˜).
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Since
2a′+1
∑
i=1
1
2
ρ(ei)+
2a˜+1
∑
i=1
1
2
ρ(e2a′+1+i)+
b′
∑
i=1
(
2
3
ρ(eq+2i−1)+
1
3
ρ(eq+2i)
)
+
b˜
∑
i=1
(
1
3
ρ(eq+2b′+2i−1)+
2
3
ρ(eq+2b′+2i)
)
+
c′
∑
i=1
(
5
6
ρ(e2q+2i−1)+
1
6
ρ(e2q+2i)
)
+
c˜
∑
i=1
(
5
6
ρ(e2q+2c′+2i−1)+
1
6
ρ(e2q+2c′+2i)
)
∈ int((a′+ a˜+b′+ b˜+ c′+ c˜+1)PG0)∩Z
3q−2,
we obtain codeg(PG0)≤ 3q/2. Hence it follows that
deg(PG0)≥
⌈
3q−3+1−
3q
2
⌉
= q−2+
⌈q
2
⌉
≥ q.

3.3. Toric ideals of edge rings. In the present subsection, we study the set of generators
of the toric ideal of a graph. Let G be a finite connected graph. As explained in Section 2,
the toric ring K[PG] of PG is isomorphic to the edge ring K[G] of G. Let G be a graph
withm edges and let IG⊂K[y1, . . . ,ym] denote the toric ideal ofPG. The toric ideal IG has
been discussed in many papers. See [7, Chapter 5] and [21] for details. In particular, the
minimal set of generators of IG has been described using graph theoretical terminology.
A walk of G of length q connecting v1 ∈V (G) and vq+1 ∈V (G) is a finite sequence of the
form
Γ = ({v1,v2},{v2,v3}, . . . ,{vq,vq+1})
with each {vk,vk+1} ∈ E(G). An even walk is a walk of even length and a closed walk is
a walk such that v1 = vq+1. Given an even closed walk
Γ = (ei1,ei2, . . . ,ei2q)
of G with each ek ∈ E(G), we write fΓ for the binomial
fΓ =
q
∏
k=1
yi2k−1−
q
∏
k=1
yi2k
belonging to IG, where pi(yi) = x
ρ(ei)s. The following lemma is due to Villarreal [20,
Proposition 3.1].
Lemma 3.8 ([7, Lemma 5.9]). The toric ideal IG of a finite connected simple graph G is
generated by { fΓ : Γ is an even closed walk of G}.
A necessary condition for fΓ to belong to a minimal set of binomial generators of IG is
as follows.
Proposition 3.9 ([7, Lemmas 5.10 and 5.11] and [12]). Let Γ be an even closed walk of
a graph G. If the binomial fΓ belongs to a minimal set of binomial generators of IG, then
fΓ is irreducible and Γ visits each vertex at most twice and satisfies one of the following:
(i) Γ is an even cycle;
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(ii) Γ consists of two odd cycles having exactly one common vertex;
(iii) Γ consists of two odd cycles C and C′ having no common vertices and two walks
that join v ∈V (C) and v′ ∈V (C′).
Note that a complete characterization for a minimal set of binomial generators of IG is
given in [17].
Lemma 3.10. Let q≥ 3. Suppose that K[G] has a q-linear resolution. Then the length of
any even cycle in G is 2q.
Proof. LetC be an even cycle inG of length 2r. If 2r< 2q, then the degree of the binomial
fC ∈ IG is r< q, and henceK[G] does not have a q-linear resolution. Suppose that 2r> 2q.
Then K[G] does not have a q-linear resolution by Lemma 3.6. 
4. GRAPHS WITH q-LINEAR RESOLUTIONS
In the present section, we give proofs for Theorems 1.3, 1.4, and 1.5. First, we
give a characterization of a connected graph G such that K[G] is a hypersurface (i.e.,
codim(K[G]) = 1).
Proposition 4.1. Let G be a finite connected graph with n vertices, m edges, and non-edge
blocks B1, . . . ,Bs. Then the following conditions are equivalent:
(i) K[G] is a hypersurface;
(ii) m=
{
n if G is bipartite,
n+1 otherwise;
(iii) G satisfies one of the following:
(a) s= 1 and B1 is an even cycle;
(b) s = 1 and B1 is a non-bipartite graph obtained by adding a path to an even
cycle;
(c) s= 2 and B1 and B2 are cycles such that at least one of B1 and B2 is an odd
cycle.
Proof. Let G be a connected graph. Since codim(K[G]) = m− n+ r(G), it follows that
codim(K[G]) = 1 if and only if m= n+1− r(G). Thus we have (i)⇔ (ii).
If G is bipartite, then (ii) holds if and only if c(G) = 0 if and only if G has exactly one
cycle. Hence G is a bipartite graph with n edges if and only if G satisfies condition (a).
Thus (ii)⇔ (iii) holds for bipartite graphs.
Suppose that G is not bipartite. Then (ii) holds if and only if G is bicyclic. By Propo-
sition 3.1 (a), a non-bipartite graph G is bicyclic if and only if G satisfies either (b) or (c).
Thus we have (ii)⇔ (iii) holds for non-bipartite graphs. 
Lemma 4.2. Let q ≥ 3. Suppose that a connected graph G has no even cycles. If K[G]
has a q-linear resolution, then K[G] is a hypersurface.
Proof. Since G has no even cycles, it is well known that each block of G is either an edge
or an odd cycle. If G has at most two odd cycles, then K[G] is either a hypersurface or
isomorphic to a polynomial ring.
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Suppose that G has exactly three odd cycles. Then G is tricyclic, and we may assume
that G is a subdivision of one of the graphs H1, . . . ,H7 in Fig. 2. Since the codimen-
sion of K[G] is c = 2, the number of generators of IG is at least
(
c+q−1
c−1
)
= q+1 ≥ 4 by
Lemma 2.1. Then there exist at least four even closed walks of length 2q satisfying one
of the conditions (ii) and (iii) in Proposition 3.9. Since G has exactly three odd cycles,
there exists a pair of odd cycles (C,C′) that yields two even closed walks Γ of length 2q
satisfying condition (iii) of Proposition 3.9. Then G is a subdivision of one of the graphs
H1, H3, and H4 in Fig. 2. Let Γ1 = (C,W1,C
′,W2) be an even closed walk of length 2q
satisfying condition (iii) of Proposition 3.9. Since Γ1 visits each vertex at most twice,
and the sum of the length of W1 and W2 is even, it follows that W1 is a path and W2 is
the reverse walk of W1. Let Γ2 = (C,W
′
1,C
′,W ′2) be another even closed walk of length
2q satisfying condition (iii) of Proposition 3.9. Then W1 and W
′
1 have the same length.
However, this is impossible since G is a subdivision of one of the graphs H1, H3, and H4
in Fig. 2 that has no even cycles. Thus IG has at most three generators and hence K[G]
does not have a q-linear resolution.
If G has more than three odd cycles, thenG has an induced connected subgraphG′ with
exactly three odd cycles. Since K[G′] does not have a q-linear resolution, K[G] does not
have a q-linear resolution by Proposition 2.3. 
We are now in a position to prove main theorems.
Proof of Theorem 1.3. Suppose that K[G] has a q-linear resolution and is not a hypersur-
face. By Lemmas 3.10 and 4.2, G has at least one even cycle, and the length of any even
cycle of G is 2q. Moreover, from Lemma 3.4, there exists exactly one block B of G that
contains an even cycle.
Suppose that B is an even cycle. Since K[G] is not a hypersurface. G has at least
two odd cycles C1 and C2. Then there exists a tricyclic subgraph of G which contains
B∪C1∪C2. By Lemma 3.7, this is a contradiction.
Suppose that B is a nonbipartite graph obtained from an even cycle by joining two ver-
tices by a path. If G has no blocks consisting of an odd cycle, then K[G] is a hypersurface.
Suppose that G has a block B′ consisting of an odd cycle. Then there exists a tricyclic
subgraph of G which contains B∪B′. By Lemma 3.7, this is a contradiction.
Thus the cyclotomic number of B satisfies c(B) ≥ 3. Then there exists a subgraph
H of B such that H is a tricyclic graph having an even cycle. By Lemma 3.7, this is a
contradiction. 
Proof of Theorem 1.4. Let G be a connected graph with n vertices and m edges. In the
proof of [15, Theorem 4.6], it was shown that K[G] has a 2-linear resolution if and only if
G has a subgraph K2,δ and IG = IK2,δK[x2δ+1, . . . ,xm] by changing the indices of variables
if needed.
If G satisfies condition (i), then each edge e ∈ E(G) \ E(K2,δ ) is not contained in
any cycle of G. Since G is bipartite, IG is generated by fΓ where Γ is an even cy-
cle of G by Proposition 3.9. Hence IG = IK2,δK[x2δ+1, . . . ,xm]. Suppose that G satis-
fies condition (ii). Let G′ be a subgraph of G obtained by removing e from G which
satisfies condition (i). Since G′ is a bipartite graph with n vertices and m− 1 edges,
we have codim(K[G′]) = (m− 1)− n+ 1 = m− n = codim(K[G]). Hence we have
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IG = IG′K[xm] where xm corresponds to the edge e. Since G
′ satisfies condition (i), we
have IG = IG′K[xm] = IK2,δK[x2δ+1, . . . ,xm].
Suppose that K[G] has a 2-linear resolution. Then G has a subgraph K2,δ and
codim(K[G]) = codim(K[K2,δ ]) = |E(K2,δ )|− |V(K2,δ )|+1.
Let B1, . . . ,Bs be the set of all blocks of G, where B1 contains K2,δ . Then
codim(K[G]) = r(G)−1+
s
∑
i=1
(|E(Bi)|− |V (Bi)|+1).
Note that |E(B1)|−|V(B1)|+1≥ |E(K2,δ )|−|V(K2,δ )|+1 and each |E(Bi)|−|V (Bi)|+1
is a nonnegative integer.
If G is bipartite, then |E(B1)|− |V (B1)|+1 = |E(K2,δ )|− |V (K2,δ )|+1 and |E(Bi)|−
|V (Bi)|+1= 0 for any i≥ 2. Hence B1 = K2,δ and Bi is an edge for any i≥ 2. Thus this
is equivalent to satisfying condition (i).
If G is not bipartite, then there exists an odd cycle C. Let e be an edge of C which is
not contained in K2,δ , and let G
′ be a subgraph of G obtained by removing e. Since IG =
IK2,δK[x2δ+1, . . . ,xm], we havem−n= codim(K[G])= codim(K[G
′]) =m−1−n+r(G′).
Thus G′ should be a bipartite graph such that K[G′] has a 2-linear resolution. 
Proof of Theorem 1.5. From Theorem 1.3 and Proposition 4.1, K[G] has a q-linear res-
olution if and only if IG is generated by a binomial of degree q, and G satisfies one of
conditions (a), (b), and (c) of Proposition 4.1. From Proposition 3.9, we have the follow-
ing:
(i) If s= 1 and B1 is an even cycle, then IG is generated by a binomial of degree ℓ/2,
where ℓ is the length of B1. Thus K[G] has a q-linear resolution if and only if
ℓ= 2q.
(ii) If s= 1 and B1 is a non-bipartite graph obtained by adding a path to an even cycle,
then IG is generated by a binomial of degree ℓ/2, where ℓ is the length of the even
cycle. Thus K[G] has a q-linear resolution if and only if ℓ= 2q.
(iii) If s = 2, B1 is an even cycle, and B2 is an odd cycle, then then IG is generated by
a binomial of degree ℓ/2, where ℓ is the length of B1. Thus K[G] has a q-linear
resolution if and only if ℓ= 2q.
(iv) Suppose that s= 2 and B1 and B2 are odd cycles having one common vertex. Let
ri be the length of Bi. Then IG is generated by a binomial of degree r1+ r2. Thus
K[G] has a q-linear resolution if and only if r1+ r2 = 2q.
(v) Suppose that s= 2 and B1 and B2 are odd cycles without a common vertex. Let ri
be the length of Bi and let ℓ be the length of the shortest path from a vertex of B1
to a vertex of B2. Then IG is generated by a binomial of degree r1+ r2+2ℓ. Thus
K[G] has a q-linear resolution if and only if r1+ r2+2ℓ= 2q.
Hence we have the desired conclusion. 
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