Abstract. The well-known Chvátal-Erdős Theorem states that every graph G of order at least three with α(G) ≤ κ(G) has a hamiltonian cycle, where α(G) and κ(G) are the independence number and the connectivity of G, respectively. Oberly and Sumner [J. Graph Theory 3 (1979), 351-356] have proved that every connected, locally-connected claw-free graph of order at least three has a hamiltonian cycle. We study the connection of these two theorems. For x ∈ V (G), let B(x) denote the subgraph of G induced by the closed neighborhood of x. Then the theorem by Oberly and Sumner says that a connected graph G of order at least three satisfying α(B(x)) ≤ 2 ≤ κ(B(x)) for every vertex x has a hamiltonian cycle. The comparison of this theorem with The Chvátal-Erdős Theorem leads us to suspect that the threshold 2 between α(B(x)) and κ(B(x)) is not necessary. We say that G satisfies the local Chvátal-Erdős condition if α(B(x)) ≤ κ(B(x)) holds for every vertex x in G. The second author conjectured that if the order of a connected graph G is at least three and satisfies the local Chvátal-Erdős condition, then G has a hamiltonian cycle. In this paper, we support this conjecture by proving that under this assumption, G is 1-tough and has a 2-factor.
1. Introduction. For a graph G, we denote by α(G) and κ(G) the independence number and the connectivity of G, respectively. We say that G satisfies the Chvátal-Erdős condition if α(G) ≤ κ(G). Chvátal and Erdős [3] have proved the following theorem.
Theorem 1.1 (The Chvátal-Erdős Theorem [3] ). Every connected graph of order at least three satisfying the Chvátal-Erdős condition has a hamiltonian cycle.
For a vertex x in a graph G, let N G (x) denote the neighborhood of x in G and let G x be the subgraph of G induced by N G (x). We say that x is locally-connected if G x is connected, and that G is locally-connected if every vertex in G is locally-connected. A graph G is said to be claw-free if no set of four vertices in G induces a graph isomorphic to K 1,3 in G. Oberly and Sumner [5] have proved the following theorem.
Theorem 1.2 ([5]
). Every connected, locally-connected claw-free graph of order at least three has a hamiltonian cycle.
Though Theorems 1.1 and 1.2 look quite different, we can observe a connection between them. For a vertex x of a graph G and a positive integer r, let B(x, r) denote the subgraph of G induced by the set of vertices which have distance at most r from x. The graph B(x, r) is sometimes called the ball of radius r centered at x. We simply write B(x) for B(x, 1). In other words, B(x) is the subgraph of G induced by the closed neighborhood of x. It is easy to see that for every vertex x in G, κ(B(x)) = κ(G x ) + 1 and α(B(x)) = α(G x ). In particular, x is locally-connected if and only if B(x) is 2-connected. Moreover, G is claw-free if and only if α(B(x)) ≤ 2. Therefore, Theorem 1.2 can be put in the following way. Theorem 1.3. A connected graph G of order at least three has a hamiltonian cycle if α(B(x)) ≤ 2 ≤ κ(B(x)) holds for every vertex x in G. The above observation leads us to a localized version of the Chvátal-Erdős condition.
Definition A graph G is said to satisfy the local Chvátal-Erdős condition if α(B(x)) ≤ κ(B(x)) holds for every vertex x in G.
In [6] , the following conjecture has been made. Conjecture 1 ([6] ). Every connected graph of order at least three satisfying the local Chvátal-Erdős condition has a hamiltonian cycle.
The purpose of this paper is to support this conjecture by proving two necessary conditions for hamiltonian graphs. We first prove that a graph with the local Chvátal-Erdős condition has a 2-factor. Theorem 1.4. Every connected graph of order at least three satisfying the local Chvátal-Erdős condition has a 2-factor.
In the above theorem, the assumption of connectedness of G is not essential. In fact, from the above theorem, we can immediately deduce that a graph with the local Chvátal-Erdős condition has a 2-factor if each component has order at least three.
For a real number t, a graph G is said to be t-tough if |S| ≥ t · w(G − S) holds for every proper subset S of V (G) with w(G − S) ≥ 2, where w(H) is the number of components of a graph H. It is a well-known fact that every graph with a hamiltonian cycle is 1-tough, while not every graph with a 2-factor is 1-tough. Our second theorem claims that a graph which satisfies the assumption of Conjecture 1 is 1-tough. Theorem 1.5. Every connected graph satisfying the local Chvátal-Erdős condition is 1-tough.
We first prove Theorem 1.4 in the next section. Then we prove Theorem 1.5 in Section 3. And we make a conclusion in Section 4.
When we consider the local Chvátal-Erdős condition, multiple edges have no meaning. However, in the proof of Theorem 1.4, we deal with an auxiliary graph which may have multiple edges. Therefore, we use the term "graph" and "multigraph" strictly in this paper. When we say a "multigraph", we consider the situation in which multiple edges are allowed. On the other hand, when we say a "graph", we consider a graph without multiple edges. Loops are not allowed throughout this paper. If there is no fear of confusion, we often identify a graph with its vertex set. For example, if C is a component of a multigraph G, we write x ∈ C to mean x is a vertex in C.
For basic graph-theoretic terminology and notation not defined in this paper, we refer the reader to [4] . For a vertex x of a multigraph G, we denote by
. For disjoint sets of vertices S and T in G, we denote by e G (S, T ) the number of edges that has one endvertex in S and the other in T . If S is a singleton set S = {s}, we write e G (s, T ) instead of e G ({s}, T ). In particular, for x, y ∈ V (G), e G (x, y) is the number of edges between x and y. A path which starts at a vertex u and ends at a vertex v is called a uv-path. The length of a path P is denoted by l(P ).
A matching of a multigraph G is a set of independent edges in G. If M is a matching of G, then let V (M ) denote the set of endvertices of the edges in M . For
The following is a trivial observation from the definition of the local Chvátal-Erdős condition. We will use the local Chvátal-Erdős condition in this form in the proofs of Theorems 1.4 and 1.5. 
2-Factors.
In this section, we prove Theorem 1.4. Let (S, T ) be an ordered pair of disjoint sets of vertices of a graph G. Let C be a component of G − (S ∪ T ). Then C is said to be an odd component (resp. even component) if e G (C, T ) ≡ 1 (mod 2) (resp. e G (C, T ) ≡ 0 (mod 2)). Let H G (S, T ) be the set of odd components of G − (S ∪ T ) and let
It is easy to see δ G (S, T ) ≡ 0 (mod 2) for every S, T ⊂ V (G) with S ∩ T = ∅. We use the following criterion for the existence of a 2-factor, which is a restricted form of Tutte's f -Factor Theorem.
Theorem 2.1 (Tutte [7] ). A multigraph G has a 2-factor if and only if
A disjoint sets of vertices S and T in a multigraph G is called a barrier if δ G (S, T ) ≤ −2. By Theorem 2.1, if G does not have a 2-factor, then G has a barrier. A barrier (S, T ) is called a minimal barrier if |S ∪ T | is smallest among all the barriers of G.
We first study properties of a minimal barrier of a graph without a 2-factor. Though (1)-(3) have already been proved in [1] , we give them a proof here for the sake of completeness.
Lemma 2.2. Let G be a graph which does not have a 2-factor, and let (S, T ) be a minimal barrier of G.
By the minimality of (S, T ), δ G (S, T ) ≥ 0. On the other hand, by the definition of an odd component, if C ∈ H G (S, T ) and
, and e G (v, D) = 0 for each even component D with respect to (S, T ). Furthermore, since e G (v, T − {v}) = 0 for each v ∈ T , T is an independent set. These prove (1), (2) and (3).
Let v ∈ S and S = S − {v}. Also let l = {C ∈ H G (S, T ) : e G (v, C) ≥ 1} . By the minimality of (S, T ), δ(S , T ) ≥ 0. On the other hand, if C ∈ H G (S, T ) and
On the other hand, if e G (v, T ) ≤ 1, then by (4), there exist three odd components with respect to (S, T ) which have a neighbor of v. This implies α(G v ) ≥ 3, and (5) follows.
We use the next lemma in the last part of the proof of Theorem 1.4. The Lemma can be found in [2] . Lemma 2.3. Let H be a bipartite multigraph with partite sets X and Y . If there is no isolated vertex in Y and d H (y) ≥ d H (x) holds for every edge xy with x ∈ X and y ∈ Y , then H has a matching which saturates Y .
Let H be a bipartite multigraph with partite sets X and Y . Then we replace each edge e of H with a path of odd length. We call the resulting graph H an even subdivision of H. Note that an edge e may be replaced by a path of length one, which is equivalent with doing nothing to e. In particular, H itself is an even subdivision of
. Therefore, H is also a bipartite multigraph. Let X and Y be the partite sets of H . If X ∩ X = ∅, then X ⊂ X and Y ⊂ Y . Lemma 2.4. Let H be a bipartite multigraph with partite sets X and Y , and let H be an even subdivision of H with partite sets X and Y such that X ⊂ X and Y ⊂ Y . Then for every matching M of H, there exists a matching M of H such that
Proof. For each e = uv ∈ E(H), we denote by P e the path that is replaced by e. Since l(P e ) ≡ 1 (mod 2), |V (P e )| ≡ 0 (mod 2), and hence both P e and P − {u, v} have a perfect matching. Let M e and M e be the perfect matchings of P e and P e − {u, v}, respectively. (Note that if l(P e ) = 1, then
Since M is a matching, M is also a matching, and by the construction
We are now ready to prove Theorem 1.4. Proof.
of Theorem 1.4 Assume, to the contrary, that G does not have a 2-factor. Let (S, T ) be a minimal barrier.
2-Factors in Graphs with the Local Chvátal-Erdős Condition
Proof. Since (S, T ) is a barrier,
By Lemma 2.2 (1) and (2),
Therefore, we have
We perform the following operations to G.
(1) Remove all even components.
and has not been added yet. Perform this operation to every C ∈ C 1 . Note that this operation does not create multiple edges. Our proof strategy from here is to find a matching in H which saturates T . This implies |T | ≤ |X| and together with Claim 1, we obtain a contradiction. For this purpose, we use Lemmas 2.3 and 2.4. Actually, in most cases we will obtain d H (y) ≥ d H (x) for an edge xy ∈ E(H) with x ∈ X and y ∈ T . Unfortunately, this inequality is not guaranteed if x = u C 1 for some C ∈ k≥1 C 2k+1 . In order to handle this situation, we will investigate a local structure around u C 1 in G, using the local Chvátal-Erdős condition of G.
For each x ∈ S, we define a mapping
, then by the construction of H, we have xv ∈ E(H), In this case, let f x (v) = v. If xv / ∈ E(G), then there exists a component C ∈ C 1 with N G (C)∩T = {v} and N G (x)∩C = ∅. Take a neighbor v of x in C, and let f x (v) = v . (N H (x) ) is an independent set in G.
Claim 2. Let x ∈ S and let {v
Since T is independent, {w 1 , w 2 } ⊂ T . By symmetry, we may assume w 2 / ∈ T . Then w 2 ∈ C 2 for some C 2 ∈ C 1 with N G (C 2 ) ∩ T = {v 2 } and x ∈ N G (C 2 ). If w 1 ∈ T , then w 1 ∈ N G (C 2 ), which implies w 1 = v 2 . On the other hand, since w 1 ∈ T , w 1 = v 1 . These imply v 1 = v 2 , and hence w 1 = w 2 . This contradicts w 1 w 2 ∈ E(G). If w 1 / ∈ T , then w 1 ∈ C 1 for some C 1 ∈ C 1 with N G (C 1 ) ∩ T = {v 1 } and w 1 ∈ N G (x). Then since v 1 = v 2 , we have C 1 = C 2 , by Claim 2, which yields w 1 w 2 / ∈ E(G).
Claim 4. Let xy be an edge in H with x ∈ S and y
Proof. Let α(G x ) = t. Since G satisfies the local Chvátal-Erdős condition, we have κ(G x ) ≥ t − 1.
Since d H (x) ≥ 2, we can take y ∈ N H (x) − {y}. Let z = f x (y) and z = f x (y ). By the definition of f x and Claim 3, {z, z } ⊂ N G (x), z = z and zz / ∈ E(G). Since κ(G x ) ≥ t − 1, there exist t − 1 internally-disjoint zz -paths Q 1 , . . . , Q t−1 in G x .
First, suppose y / ∈ N G (x). Then there exists a component C ∈ C 1 with N G (C) ∩ T = {y} and z ∈ C. By Claim 2, z / ∈ C. Thus, V (Q i ) ⊂ C for each i, 1 ≤ i ≤ t − 1. Let w i be the first vertex that does not lie in C when we traverse Q i from z to z , and let W = {w 1 , . . . , w t−1 }. Since xy / ∈ E(G), y / ∈ N G (x) and hence y / ∈ t−1 k=1 V (Q k ). Therefore, W ⊂ S.
We claim that w i = w j if i = j; hence |W | = t − 1. Assume to the contrary w i = w j for some i and j with 1 ≤ i < j ≤ t − 1. Since Q i and Q j are internallydisjoint, this is possible only if w i = w j = z . However, by the definition of z , z ∈ T ∪ U , while w i = w j ∈ S. This is a contradiction.
By the construction of
Next, suppose y ∈ N G (x). Then z = y. Let v i be the successor of y in Q i (1 ≤ i ≤ t − 1) and let V 0 = {v 1 , . . . , v t−1 }. Note that by Lemma 2.2 (1) and (2),
We define a mapping g : V 0 → N H (y) in the following way. If v i ∈ S, then yv i ∈ E(G) and yv i ∈ E(H). Let g(v i ) = v i . Suppose v i ∈ C for some C ∈ C 2k+1 with k ≥ 1. In this case, we have N G (y) ∩ C = ∅, and hence
) be the first vertex that does not lie in C when we traverse
We claim that g is an injection. Assume, to the contrary, that g(v i ) = g(v j ) = w for some i, j with 1 ≤ i < j ≤ t − 1. If w ∈ U C for some C ∈ C 2k+1 , then {v i , v j } ⊂ C ∩ N G (y). This contradicts Lemma 2.2 (3). Therefore, w ∈ S. Then by the definition of g, we have w ∈ V (Q i ) ∩ V (Q j ). This is possible only if w = z . However, by the definition of f x , z = f x (y ) ∈ T ∪ U . Since w ∈ S, this is again a contradiction. Hence g is an injection.
Since g is an injection,
is an independent set contained in N G (x), and since f x is an injection, we
We will prove that H is an even subdivision of a bipartite multigraph which satisfies the assumption of Lemma 2.3. In order to prove it, we place the following assumption in Claims 6-13 ( * ) Suppose xy is an edge of H with x ∈ X, y ∈ T and d H (x) > d H (y). Claim 6. Under the assumption of ( * ), we have
Proof. By ( * ) and Claim 5, x / ∈ S and hence x ∈ U C1 for some
Then since T is independent by Lemma 2.2 (1), yw / ∈ E(G) also in this case. Therefore, we have α(G z ) ≥ 2 and hence κ(G z ) ≥ 1. This implies that there exists a yw-path P in G z . Let a be the successor of y in P . Since a ∈ N G (y) ∩ N G (z) and N G (y) ∩ C 1 = {z}, we have a ∈ S. Since ya ∈ E(G), ya ∈ E(H) and hence {a, x} ⊂ N H (y). However, since (2) and (5) 
On the other hand, since N G (C) ∩ (S ∪ T ) = {y}, there does not exist a va-path in G y , and hence κ(G y ) = 0. This contradicts the local Chvátal-Erdős condition of G. Thus, we have N G (C) ∩ S = {a} and (6) is proved.
As proved in Claim 6, let N H (y) = {x, a}. And let C 1 be the unique component
Exactly two components of G − (S ∪ T ) contain a neighbor of a, and both of them belong to H G (S, T ). (One of them is C 1 .)
Proof.
(
This implies that G a − yz is connected. Let P be a yz-path in G a − yz, and let w be the successor of y in P . Then w / ∈ S by Claim 6 (2), w / ∈ T by Lemma 2.2 (1), w / ∈ C 1 by Claim 6 (4), w / ∈ C for any C ∈ k≥1 C 2k+1 − {C 1 } by Claim 6 (3) and w / ∈ k≥0 C 2k by Lemma 2.2 (2). Therefore, w ∈ C for some C ∈ C 1 with N G (C) ∩ T = {y}. Since z ∈ C 1 and C 1 ∈ k≥1 C 2k+1 , z / ∈ C. Hence V (P ) − {y} ⊂ C. Let w be the first vertex that does not lie in C when we traverse P from w to z. Then by Claim 6 (6), w = a. This contradicts
∈ N G (a) ∩ T , and hence there exists a component
∩ {y, y } = ∅ and {v, y, y } is an independent set in G a . This contradicts (1), and hence we have d H (a) = 2. (3) Since α(G a ) = 2, at most two components of G − (S ∪ T ) contain a neighbor of a. On the other hand, by Lemma 2.2 (4) and |N G (a) ∩ T | = 2, at least two odd components with respect to (S, T ) contain a neighbor of a. These facts yield (3) . (1) and (3), {y, y , w} is an independent set. This implies α(G z ) ≥ 3 and κ(G z ) ≥ 2. Then there exists a yy -path P in G z −a. Let v be the successor of y in P . By Claim 6 (2), (3), (4), and Lemma 2.2 (1), (2), we have v ∈ C for some C ∈ C 1 with N G (C) ∩ T = {y}. By Claim 6 (6) , N G (C) ∩ S = {a}. Then since y / ∈ C, P passes through a. This is a contradiction.
(2) Since α(G a ) = 2, {z , y , z} is not independent. Since y z / ∈ E(G), we have y z ∈ E(G).
This contradicts Claim 6 (3).
Since α(G a ) = 2, κ(G a ) ≥ 1, or G a is connected. Claim 9. For every yy -path P in G a , the successor of y in P is z. In particular, z is a cutvertex of G a .
Proof. Let P be a yy -path in G a and let v be the successor of y in P . If v ∈ C for some C ∈ C 1 , then since y / ∈ C, we can take the first vertex v in P that does not lie in C when we traverse P from v to y . However, by Claim 6 (6), this implies v = a, which contradicts the fact that P is a path in G a . Therefore, we have v / ∈ C∈C1 C. Then by Claim 6 (2), (3), (4) and Lemma 2.2 (1), (2), we have v = z.
Let Q 0 be a shortest yy -path in G a . Claim 10. l(Q 0 ) = 3. Proof. Note that the successor of y in Q 0 is z by Claim 9. Let w be the successor of z in Q 0 . Since y z / ∈ E(G) by Claim 8 (1), we have w = y and l(Q 0 ) ≥ 3. On the other hand, if l(Q 0 ) ≥ 4, then since Q 0 is a shortest path, {y, w, y } is an independent set in G a . This contradicts Claim 7 (1).
. Then since α(G a ) = 2, {z , y, w} is not an independent set. On the other hand, by the minimality of Q 0 , yw / ∈ E(G), and by Claim 8 (3), yz / ∈ E(G). Thus, we have wz ∈ E(G).
and T is independent, we have w ∈ S. (1) . On the other hand, az ∈ E(G) by the definition of z and wz ∈ E(G) by Claim 11 (1) . Hence N G (C 2 ) ∩ S = {a, w}. (3) Since {z, y } ⊂ N G (w) and y z / ∈ E(G) by Claim 8 (1), α(G w ) ≥ 2 and hence κ(G w ) ≥ 1. Let P be a y z-path in G w and let v be the successor of y in P . Since T is independent, v ∈ S ∪ U . If v ∈ S, then since v = w, we have v = a. If v ∈ U , then by (1), v ∈ C for some C ∈ C 1 with N G (C) ∩ T = {y } and N G (C) ∩ S ⊂ {a, w}. Then since w / ∈ V (P ) and z / ∈ C, we have a ∈ V (P ). This implies that every y z-path in G w contains a. Hence a is a cutvertex of G w and κ(G w ) = 1, which also implies α(G w ) = 2. (4) If three components of G − (S ∪ T ) contain a neighbor of w, we have α(G w ) ≥ 3, a contradiction. Since z ∈ N G (w) ∩ C 1 and z ∈ N G (w) ∩ C 2 , C 1 and C 2 are the only components of G − (S ∪ T ) that contain a neighbor of w.
(5) Assume N G (w) ∩ T = {y } and let y ∈ N G (w) ∩ T − {y }. By the minimality of Q 0 , y = y. Then {y , y } ∩ N G (z) = ∅ by Claim 8 (1). Moreover, y y / ∈ E(G) since T is independent. Therefore, {z, y , y } is an independent set contained in G w . This contradicts α(G w ) = 2.
Claim 13. d H (y ) ≥ 3. Proof. Assume d H (y ) = 2, and let S = S − {a, w}. Then N G (a) ∩ T = {y, y } by Claim 7 (2) , N G (a) ∩ U ⊂ C 1 ∪ C 2 by Claim 7 (3), N G (w) ∩ T = {y } by Claim 12 (5) and N G (w) ∩ U ⊂ C 1 ∪ C 2 by Claim 12 (4). Let C = C 1 ∪ C 2 ∪ {a, w}. Then C is a component of G − (S ∪ T ). Furthermore, e G (C, T ) = e G (C 1 , T ) + e G (C 2 , T ) + e G (a, T ) + e G (w, T ) ≡ 1 + 1 + 2 + 1 ≡ 1 (mod 2). This contradicts the minimality of (S, T ), and the claim follows.
By the assumption ( * ) and Claims 6-13, we obtain the following. Claim 14. If e = xy is an edge of H with x ∈ X, y ∈ T and d H (x) > d H (y), then there exists a path P e = xyay of length three in H such that d H (y) = d H (a) = 2 and 3 = d H (x) ≤ d H (y ).
For each edge e = xy with x ∈ X, y ∈ Y and d H (x) > d H (y), suppress two vertices of degree two in P e . Note that multiple edges may arise in the process. Let H be the resulting multigraph. Since each P e has length three, H is a bipartite graph. Let X 0 and Y 0 be the partite sets of H . We may assume T ∩ Y 0 = ∅. Then Y 0 ⊂ T and X 0 ⊂ X.
Claim 15. No vertex in Y 0 is an isolated vertex of H . Proof. Assume, to the contrary, that Y 0 contains an isolated vertex y of H . Then y ∈ T and it is also an isolated vertex of H. Since G is connected and |V (G)| ≥ 2, N G (y) = ∅. Let u ∈ N G (y). By Lemma 2.2 (1) and (2), u / ∈ T and u does not lie in an even component with respect to (S, T ). If u ∈ S, then u ∈ N H (y), and if u ∈ C for some C ∈ k≥1 C 2k+1 , then U C ∩ N H (y) = ∅. Both contradict the assumption. Therefore, u ∈ C for some C ∈ C 1 . Moreover, since N G (C) ∩ S ⊂ N H (y) = ∅, we have N G (C) ∩ (S ∪ T ) = {y} for every C ∈ C 1 with N G (y) ∩ C = ∅.
Let C 1 , . . . , C h be the components of G−(S ∪T ) with N G (y)∩C i = ∅ (1 ≤ i ≤ k). Then e G (y, C i ) = 1 for each i, 1 ≤ i ≤ h by Lemma 2.2 (3). Since G is connected
