Abstract. The article is devoted to material about expansions and mean-square approximations of specific multiple Itô and Stratonovich stochastic integrals using multiple Fourier-Legendre series. Considered multiple Itô and Stratonovich integrals are included into stochastic Taylor expansions (Taylor-Itô and Taylor-Stratonovich expansions). Therefore, results of this article may be useful for numerical solution of Itô stochastic differential equations. Expansions of multiple Itô and Stratonovich stochastic integrals of multiplicity 1-5 using Legendre polynomials are derived.
Introduction
Let (Ω, F, P) be a complete probubility space, let {F t , t ∈ [0, T ]} be a nondecreasing right-continous family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which is F t -measurable for any t ∈ [0, T ]. We assume that the components f Here x t is some n-dimensional stochastic process satisfying Eq. (1) . The nonrandom functions a : ℜ n × [0, T ] → ℜ n , B : ℜ n × [0, T ] → ℜ n×m guarantee the existence and uniqueness up to stochastic equivalence of a solution of Eq. (1) [1] . The second integral on the right-hand side of (1) is interpreted as an Itô integral. Let x 0 be an n-dimensional random variable, which is F 0 -measurable and M{|x 0 | 2 } < ∞; M denotes a mathematical expectation. We assume that x 0 and f t − f 0 are independent when t > 0.
One of the effective approaches to numerical integration of Itô SDEs is an approach based on TaylorItô and Taylor-Stratonovich expansions [2] - [4] . The most important feature of such expansions is a presence in them of so called multiple Itô and Stratonovich stochastic integrals, which play the key role for solving the problem of numerical integration of Itô SDEs and has the following form: t1 . . . dw Note that ψ l (τ ) ≡ 1 (l = 1, . . . , k); i 1 , . . . , i k = 0, 1, . . . , m in [2] - [4] and ψ l (τ ) ≡ (t − τ ) q l
(l = 1, . . . , k; q 1 , . . . , q k = 0, 1, 2, . . .); i 1 , . . . , i k = 1, . . . , m in [5] , [6] . Effective solution of the problem of combined mean-square approximation for collections of multiple Itô and Stratonovich stochastic integrals (2) and (3) composes the subject of this article.
Theorems about expansions of multiple Itô and Stratonovich stochastic itegrals
Suppose that every ψ l (τ ) (l = 1, . . . , k) is a continuous on [ . . . Theorem 1 (see [5] - [14] ). Suppose that every ψ l (τ ) (l = 1, . . . , k) is a continuous on [t, T ] function and {φ j (x)} ∞ j=0 is a complete orthonormal system of continuous functions in L 2 ([t, T ]). Then j=0 is a partition of [t, T ], which satisfies the condition (7) .
In order to evaluate significance of the theorem 1 for practice we will demonstrate its transformed particular cases for k = 1, . . . , 4 [5] - [14] :
J[ψ (1) ] T,t = l.i.m.
J[ψ (2) ] T,t = l.i.m. 
where 1 A is the indicator of the set A.
The following theorem adapt the theorem 1 for the integrals (3) of 2-5 multiplicities.
Theorem 2 (see [7] - [15] ). Suppose that {φ j (x)} ∞ j=0 is a complete orthonormal system of Legendre polynomials or trigonometric functions in L 2 ([t, T ]). At the same time ψ 2 (s) is a continuously differentiable on [t, T ] function and ψ 1 (s), ψ 3 (s) are two times continuously differentiable on [t, T ] functions. Then
where ψ l (s) ≡ 1 (l = 1, . . . , 5) in (14), (16) , (17) ; another denotations see in the theorem 1.
is an approximation of (2), which is the prelimit expression in (8). Let's denote [14] it was shown that
. . .
The value E p k can be calculated exactly. Theorem 3 (see [10] , [13] , [14] ). Suppose that the conditions of the theorem 1 are satisfied. Then
means the sum according to all possible permutations (j 1 , . . . , j k ), at the same time if j r changed places with j q in the permutation (j 1 , . . . , j k ), then i r changes places with i q in the permutation (i 1 , . . . , i k ); another denotations see in the theorem 1. Note that
Then from the theorem 3 for pairwise different i 1 , . . . , i k and for i 1 = . . . = i k we obtain:
is a sum according to all possible permutations (j 1 , . . . , j k ).
Consider some examples of application of the theorem 3 (i 1 , . . . , i k = 1, . . . , m):
3. Expansions and approximation of specific multiple stochastic integrals of multiplicities 1-5 using Legendre polynomials
In this section we provide considerable practical material (based on theorems 1-3) about expansions and approximations of multiple Itô and Stratonovich stochastic integrals of the following form:
The complete orthonormal system of Legendre polynomials in the space L 2 ([t, T ]) looks as follows
where P j (x) -is a Legendre polynomial. It is well-known that the polynomials P j (x) may be represented for example in the form
Note some well known features of polynomials P j (x):
where
Considering these features, theorems 1, 2 and using the system of functions (26) we get the following expansions of multiple Itô and Stratonovich stochastic integrals:
or in general form:
(000)T,t = I * (i1i2i3) (000)T,t + 1 {i1=i2}
Let's analyze the approximation I * (i1i2)q (00)T,t of multiple stochastic integral I * (i1i2) (00)T,t , obtained from (30) replacing ∞ on q.
It is easy to prove, that
Then, using the theorem 3 we get:
We proposed i 1 = i 2 in formulas (45), (46). Let's examine (31), (32) for i 1 = i 2 :
from which, considering (27) and (28), we get
(1)T,t w p. 1.
Obtaining (49) we supposed, that equations (31), (32) are executed w. p. 1. Complete proof of this fact will be given further in this article.
Note, that it is easy to get equality (49) using Itô formula and formulas of connection between multiple Itô and Stratonovich stochastic integrals.
Using the theorem 3 we obtain:
In tables 1-3 we have calculations according to formulas (45), (46), (50) for various values of q. In the given tables ε means right parts of these formulas. It follows from (38), that
In addition, using the Itô formula we have:
from which, considering formula (39) we get:
(2)T,t w. p. 1. Let's check whether formulas (51), (52) follow from (36) -(38), if we suppose i 1 = i 2 in the last ones.
From (36) -(38) when i 1 = i 2 we get:
It is easy to see, that from (53) and (54), considering (49) and (27) - (30), we actually obtain equalities (51) and (52), and it indirectly confirm rightness of formulas (36) -(38).
On the basis of presented expansions of multiple stochastic integrals we can see, that increasing of multiplicities of these integrals or degree indexes of their weight functions leads to noticeable complication of formulas intended for mentioned expansions.
However, increasing of mentioned parameters lead to increasing of orders of smallness according to T −t in the mean-square sense for multiple stochastic integrals, that lead to sharp decrease of member quantities in expansions of multiple stochastic integrals, which are required for achieving acceptable accuracies of approximation. In the context of it let's examine the approach to approximation of multiple stochastic integrals, which provides a possibility to obtain mean-square approximations of the required accuracy without using common expansions of type (34).
Let's analyze the following approximation of triple integral using (11):
, where (56)
where P i (x) is a Legendre polynomial (i = 0, 1, 2, . . .).
In particular, from (55) when
(000)T,t = q1 j1,j2,j3=0
Using the theorem 3 and (18) if k = 3 we obtain:
m).
For the case i 1 = i 2 = i 3 it is comfortable to use the following formulas:
In more general case, when ψ 1 (s), ψ 2 (s), ψ 3 (s) ≡ (t − s) l ; l -is a fixed natural number or zero, we may write down
is a complete orthonormal system of Legendre polynomials in the space L 2 ([t, T ]). Now, it is clear, that for approximation of stochastic integral I (i1i2i3) (000)T,t we may use formulas (55) -(57), (59) -(63) instead of complex expansion (34).
We may act similarly with more complicated multiple stochastic integrals. For example, for the approximations of stochastic integrals I (i1i2i3i4) (0000)T,t , I * (i1i2i3i4) (0000)T,t we may write down (see (12) , (43)): 
Moreover according to the theorem 2 we can use i 1 , i 2 , i 3 , i 4 = 0, 1, . . . , m in (65). From (18) if k = 4 we obtain: Using the theorem 3 we can calculate exactly the left part of (66) for any possible combinations of i 1 , i 2 , i 3 , i 4 . These relations was obtained in [10] , [14] .
In the case i 1 = . . . = i 4 there are the following representations:
w. p. 1. Table 5 . CoefficientsC 1jk In more general case, when ψ 1 (τ ), . . . , ψ 4 (τ ) ≡ (t − τ ) l ; l -is a fixed natural number or zero, we may right down the following:
w. p. 1,
is a complete orthonormal system of Legendre polynomials in the space L 2 ([t, T ]). Table 9 . CoefficientsC 5jk Table 12 . CoefficientsC 10kl Table 13 . CoefficientsC 02kl Assume, that q 1 = 6. In tables 4-10 are given the exact values of coefficientsC kji when i, j, k = 0, 1, . . . , 6 (here and further the Fourier-Legendre coefficients has been calculated exactly using DE-RIVE (computer packs of symbol transformations).
Calculating the value of expression (59) when q 1 = 6, i 1 = i 2 , i 1 = i 3 , i 3 = i 2 we get the following approximate equality:
Let's choose, for example, q 2 = 2. In tables 11-19 we have the exact values of coefficientsC lkji ; i, j, k, l = 0, 1, 2. In the case of pairwise different i 1 , i 2 , i 3 , i 4 we have from (66) the following approximate equality:
Let's analyze approximations for the following four multiple stochastic integrals (see theorem 1):
kji ,
rlkji , whereC 
Note that approximations (68)- (71) 
Note, that from (18) we can write down
Legendre polynomials of trigonometry?
This section is devoted to the comparative analysis of the efficiency of application of Legendre polynomials and trigonometric functions to the mean-square approximation of multiple Itô and Stratonovich stochastic integrals.
Using the theorem 1, 3 and complete orthonormal system of trigonometric functions in the space L 2 ([t, T ]) we obtain: (72)
is a standard Gaussian random variable for various i or j;
, where r = 1, 2, . . .; another denotations see in the theorem 1. The expansion (72) has been derived for the first time by Milstein G.N. in [3] on the base of Karhunen-Loeve expansion of the Brownian bridge stochastic process.
However, this approach has an obvious drawback. Indeed, we have too complex formulas (in comparison with (28), (29)) for stochastic integrals with Gaussian distribution:
proposed the following mean-square approximations on the base of the expansions (72), (74):
where ζ
q ; r = 1, . . . , q; i = 1, . . . , m are independent standard Gaussian random variables.
Obviously, for approximations (76) and (77) we obtain:
This idea has been developed in [2] . For example, the approximation I (i1)q (2)T,t , which corresponds to (76), (77) has the form [2] :
q , α q has the form (78) and
q ; r = 1, . . . , q; i = 1, . . . , m -are independent standard Gaussian random variables; i = 1, . . . , m.
Nevetheless expansions (76), (80) ,t ; i 1 , i 2 , i 3 = 1, . . . , m. This is due to the fact that for this approach the number q is fixed for all stochastic integrals included into the considered collection. However, it is clear that due to the smallness of T − t, the number q for I (i3i2i1) (000)T,t could be taken significantly less than in formula (77) (see for comparison the case of Legendre polynomials). This feature is also true for formulas (76), (80).
To obtain the expansion for (3) on the base of the approach from [3] the truncated expansions of components of Wiener stochastic process f s must be iteratively substituted in the single integrals, and the integrals must be calculated, starting from the innermost integral. This is a complicated procedure that obviously doesn't lead to a general expansion of (3) valid for an arbitrary multiplicity k. For this reason, only expansions of simplest single, double, and triple integrals (3) were obtained (see [2] , [3] ).
At that, in [3] the case of ψ 1 (s), ψ 2 (s) ≡ 1 and i 1 , i 2 = 0, 1, . . . , m is considered. In [2] the attempt to consider the case of ψ 1 (s), ψ 2 (s), ψ 3 (s) ≡ 1 and i 1 , i 2 , i 3 = 0, 1, . . . , m has been realized.
Note that generally speaking the approximations I (000)T,t due to iterative limit transitions in the approach from [3] . This feature will be considered in details further.
Let's compare computational costs for the approximation I (i1i2)q (00)T,t (i 1 = i 2 ) of multiple stochastic integral I (i1i2) (00)T,t (i 1 = i 2 ), obtained from (30) replacing ∞ on q (i 1 = i 2 ) with the approximation (77). Not difficult to show that [5] :
Let's compare (83) with (77), and (82) with (79). Consider minimal natural numbers q trig and q pol , which satisfy to (see Table 37 ):
Thus, we have: From the other hand the formula (77) includes 4q + 4 of independent standard Gaussian random variables. At the same time the folmula (83) includes only 2q + 2 of independent standard Gaussian random variables. Moreover the formula (83) is simpler than the formula (77). Thus, in this case we can talk about approximately equal computational costs for formulas (77) and (83).
There is one important feature. As we mentioned above, further we will see that introduction of random variables ξ (000)T,t ; i 1 , i 2 , i 3 = 1, . . . , m. This is due to the fact that the number q is fixed for all stochastic integrals, which included into the considered collection (the case of trigonometric functions). However, it is clear that due to the smallness of T − t, the number q for I
(000)T,t could be chosen significantly less than in the formula (77). This feature is also true for formulas (76), (80). However for the case of Legendre polynomials we can chose different numbers q for different stochastic integrals (see Sect.
3).
From the other hand, if we will not introduce of random variables ξ (1)T,t , I
(i1) (2)T,t (with Gaussian distribution) will be approximated worse. In this situation we can talk about advantage of Ledendre polynomials.
Using the theorem 1 for the system of trigonometric functions we have (
where 
q ; r = 1, . . . , q; i = 1, . . . , m -are independent standard Gaussian random variables; i = 1, . . . , m (see (78), (81)).
Mean-square error of approximation (84) (i 1 = i 2 , i 1 = i 3 , i 2 = i 3 ) has the following form [5] :
In the Table 38 we can see the numerical confirmation of rightness of the formula (85) (ε is a right part of (85)).
As we mentioned above the approach of Milstein G.N. [3] leads to iterated operation of limit transition. The analogue of (84) has been derived in [2] on the base of the approach from [3] . It means that authors in [2] formally could not use double sum with the upper limit q in the analogue of (84). From the other hand the rightness of (84) follows directly from the theorem 1. Note that (84) has been obtained reasonably for the first time in [5] .
The mean-square error (85) has been obtaind for the first time in [5] on the base of the simplified variant of the theorem 3 (the case of pairwise different i 1 , . . . , i k ).
The number q as we noted above must be the same in (76), (77), (84). This is the main drawback of this approach, because really the number q in (84) can be choosen essentially smaller than in (77).
Note that in (84) we can replace I (i3i2i1)q (000)T,t on I * (i3i2i1)q (000)T,t and (84) then will be valid for any i 1 , i 2 , i 3 = 0, 1, . . . , m (see the theorem 2).
Let's compare the efficiency of application of Legendre polynomials and trigonometric functions for approximation of multiple stochastic integrals I (i1i2) (00)T,t , I Consider following conditions ( 
where C j3j2j1 ,C j3j2j1 are defined by (56), (57).
In Tables 39 and 40 we can see minimal numbers q, q 1 , p, p 1 , which satisfy the conditions (86) -(89). As we mentioned above numbers q, q 1 are different. At that q 1 ≪ q (case of Legendre polynomials). Moreover we can not take different numbers p, p 1 for the case of trigonometric functions. Thus, we must to chose q = p in (76), (77), (84). This leads to huge computational costs (see very complex formula (84)). From the other hand we can to chose different numbers q in (76), (77), (84). At that we must to exclude random variables ξ
q from (76), (77), (84). This leads to another problems which we discussed above.
Let's compare computational costs for approximation I (i1i2)q (01)T,t (i 1 = i 2 ; i 1 , i 2 = 1, . . . , m) defined by (31) (the case of Legendre olynomials) and for approximation I (i1i2)q (01)T,t (i 1 = i 2 ; i 1 , i 2 = 1, . . . , m) obtained using the theorem 1 (the case of trigonometric functions) [5] : 
. For (90) (i 1 = i 2 ) from the theorem 3 we get [5] :
In Table 41 we can see the numerical confirmation of rightness of formula (91) (ε is the right part of (91)).
Let's compare the complexity of formulas (31) and (90) (i 1 = i 2 ). The formula (90) includes the double sum 1 2π 2 q r,l=1 r =l
Thus, the formula (90) is more complex, than the formula (31) (i 1 = i 2 ) even if we take identical numbers q in these formulas. As we noted above the number q in (90) must be equal to the number q from the formula (77), so it is much larger than the number q from the formula (31) (i 1 = i 2 ). In result we have obvious advantage of the formula (31) in computational costs. As we mentioned above, if we will not introduce of random variables ξ q , then the number q in (90) can be chosen smaller, but the mean-square error of approximation of the stochastic integral I (i2i1) (00)T,t will be three times larger (see (73)). Moreover in this case stochastic integrals I (i1) (1)T,t , I (i1) (2)T,t (with Gaussian distribution) will be approximated worse. In this situation we can again talk about advantage of Ledendre polynomials.
Summing up the results of this section we can come to the following conclusions.
(i) We can talk about approximately equal computational costs for formulas (77) and (83). This means that computational costs for realizing of Milstein scheme (explicit one-step strong numerical method of order of accuracy 1.0 for Itô stochastic differential equations) for the case of Legendre polynomials and for the case of trigonometric functions are approximately the same.
(ii) If we will not introduce of random variables ξ q (see (77)), then the mean-square error of approximation of the stochastic integral I (i2i1) (00)T,t will be three times larger (see (73)). In this situation we can talk about the advantage of Ledendre polynomials within the frames of Milstein method. Moreover in this case stochastic integrals I (i1) (1)T,t , I (i1) (2)T,t (with Gaussian distribution) will be approximated worse.
(iii) If we talk about the explicit one-step strong Taylor-Itô scheme of order of accuracy 1.5 for Itô stochastic differential equations, then numbers q, q 1 (see (83), (55)) are different. At that q 1 ≪ q (the case of Legendre polynomials). The number q must be the same in (76), (77), (84) (the case of trigonometric functions). This leads to huge computational costs (see very complex formula (84)). From the other hand we can to chose different numbers q in (76), (77), (84). At that we must to exclude random variables ξ (i) q , µ (i) q from (76), (77, (84) . This leads to another problems which we discussed above (see (ii)).
5.
Convergence with probability 1 of expansions of some specific multiple stochastic integrals
Let's address now to the convergence with probability 1. Prooving the theorem 1 (see [5] - [11] , [13] , [14] ) we obtained the following representation:
. . . . . . (2i + 1)(2i + 3)(2i − 1)(2i + 5) ,
