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Abstract 
Algorithmic skeletons are polymorphic higher-order functions that represent common parallel- 
ization patterns and that are implemented in parallel. They can be used as the building blocks of 
parallel and distributed applications by embedding them into a sequential anguage. In this paper, 
we present a new approach to programming with skeletons. We integrate the skeletons into an 
imperative host language enhanced with higher-order functions and currying, as well as with 
a polymorphic type system. We thus obtain a high-level programming language, which can be 
implemented very efficiently. We then present a compile-time technique for the implementation of 
the functional features which has an important positive impact on the efficiency of the language. 
Afier describing a series of skeletons which work with distributed arrays, we give two examples 
of parallel algorithms implemented in our language, namely matrix multiplication and Gaussian 
elimination. Run-time measurements for these and other applications show that we approach the 
efficiency of message-passing C up to a factor between 1 and 1.5. @ 1998-Elsevier Science 
B.V. All rights reserved 
Keywords: Algorithmic skeletons; High-level parallel programming; Efficient implementation of 
functional features; Distributed arrays 
1. Introduction 
Although parallel and distributed systems gain more and more importance nowadays, 
the state of the art in the field of parallel software is far from being satisfactory. Not 
only is the programming of such systems a tedious and time-consuming task, but its 
outcome is usually machine-dependent and hence its portability is restricted. 
One of the main reasons for these difficulties is the rather low level of parallel 
programming languages available today, in which the user has to account explicitly 
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for all aspects of parallelism, i.e., for communication, synchronization, data and task 
distribution, load balancing, etc. Moreover, program testing is impeded by deadlocks, 
non-deterministic program runs, non-reproducible errors, and sparse debugging facili- 
ties. Finally, programs run only on certain machines or on restricted classes of ma- 
chines. However, due to the nearness to the machine, a high performance can be 
achieved. 
Attempts were made to design high-level languages that hide the details of par- 
allelism and allow the programmer to concentrate on his problem. Such high-level 
approaches would naturally lead to less efficient programs than those written directly 
in low-level languages, and the crux is to find a good trade-off between efficiency losses 
and gains in easiness of programming, as well as in safety and portability of programs. 
In this paper, we present such an approach, namely a language with algorithmic 
skeletons, which combines the advantages of high-level (declarative) languages and 
those of efficient (imperative) ones. The main aim is to enable easy parallel program- 
ming and at the same time to get an efficient implementation. 
A skeleton is an algorithmic abstraction common to a series of applications, which 
can be implemented in parallel [6]. Skeletons are embedded into a sequential host 
language, thus being the only source of parallelism in a program. Most skeletons, 
like for instance map, farm, and divide&conquer [7] are polymorphic higher-order 
functions, and can thus be defined in functional languages in a straightforward way. 
This is why most languages with skeletons employ a functional host [8,14]. However, 
programs written in these languages are still 5 to 10 times slower than their low-level 
counterparts, e.g., C with message passing [14]. 
A series of approaches use an imperative language as a host, like for instance P3L [ 11, 
which builds on top of C++, and in which skeletons are internal language constructs. 
The main drawbacks are the difficulty to add new skeletons and the fact that only 
a restricted number of skeletons can be used. A related approach is PCN [9], where 
templates provide a means to define reusable parallel program structures. The language 
also contains lower-level features, such as dejinitional variables, by which processes can 
communicate, but which can lead to problems such as deadlocks. In the language WAS 
[18], arithmetic and logic operators are extended by overloading to global operators 
that can be applied pointwise to the elements of matrices. These operations are no 
skeletons in the sense of the former definition, but their functionality resembles that 
of certain skeletons. SPP(X) [8] uses a ‘two-layer’ language: a high-level, functional 
language for the application and a low-level language (at present Fortran) for efficient 
sequential code that is coordinated by the skeletons. 
In this paper, we present a new approach to parallel programming with algorith- 
mic skeletons. We detine an imperative language called SkiI,’ which we use as a 
framework in which we embed the skeletons. Skeletons are thus not part of the lan- 
guage, but they are implemented in it. In order to enable a straightforward integration 
2 S/cd is an acronym for Skeleton Imperative Language. 
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of the skeletons, Ski1 contains a series of functional features, mainly higher-order 
tunctions, currying and polymorphic types. These features are eliminated at compile- 
time by an instantiation procedure, which generates for each polymorphic higher-order 
function one or more monomorphic first-order instances. Thus, as our results show, 
an efficient overall implementation can be achieved. On the other hand, since the 
transformation is static, a restriction has to be imposed on certain recursively defined 
higher-order functions. However, this restriction applies only to special cases, which 
seldom appear in practice. 
Skil does not support nested parallelism, like NESL [2] or P3L [l] does, because the 
emphasis was placed here on the efficiency of the implementation and on the integration 
of the functional and imperative features, rather than on the composition of skeletons. 
Using Skil, we construct the data structure ‘distributed array’ and define a series 
of data-parallel skeletons operating on it. We then show how two parallel applications 
can be programmed in a sequential style by using these skeletons. Run-time mea- 
surements show that our results are considerably better than those obtained by using 
pure functional languages with skeletons, approaching those of direct low-level (C) 
implementations. 
The paper is organized as follows. Section 2 presents the language SkiZ with an 
emphasis on its functional features. Section 3 describes distributed arrays and Section 4 
presents a series of skeletons working on this data structure. Section 5 describes the 
core of the implementation of Skil, namely the instantiation procedure. Section 6 then 
presents two parallel applications implemented by means of skeletons and gives run- 
time results, as well as comparisons with other implementations. Finally, Section 7 
concludes the paper. 
2. The language Ski1 
As mentioned in the introduction, Ski1 aims at combining a high programming level 
with an efficient implementation. We have therefore started with an imperative lan- 
guage, namely C3 and enhanced it by a series of functional constructs. The goal was 
to allow skeletons, which are polymorphic higher-order functions, to be specified in 
Ski1 as naturally as in functional languages. As an example, consider the function 
map, which applies a given argument function to a given list of items, yielding a list 
of results. In Haskell [ll], this function can be defined as follows: 
map :: (a 4 b) 4 [a] -+ [b] 
maPf[l=[l 
map fx:xs= fx: mapfxs 
3 This choice is only a pragmatic one, based on the widespread use of C, for which mature compilers are 
available (we use a C-compiler as a back-end in our implementation). However, other imperative languages 
can equally well be used instead. 
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We shall now present the language enhancements that are necessary in order to make 
such function definitions possible. 
2.1. Higher-order functions 
Ski1 allows the definition of higher-order functions (HOFs), i.e., of functions with 
functional arguments or result. Although this feature could be simulated in C by 
passing/returning pointers to functions, this simulation would not allow the use of 
functional arguments created dynamically by partial applications. Hence, we allow the 
explicit definition of HOFs. For instance, (a for the time being monomorphic version 
of) the function map - working on lists of integers - can be defined in Ski1 as follows, 
provided the standard list functions nil, cons, and empty are available: 
intlist map (int f (int), intlist 1) { 
if (empty (I)) return nil () ; 
else return cow ( f (1+ elem), map ( f, 1 -+ next)) ; } 
Although functions can be arguments of other functions, they cannot occur in data 
structures and certain expressions. More exactly, the following restrictions apply: 
l No element of a data structure may have a functional type. Pointers to functions are 
nevertheless allowed for compatibility to C. 
l Expressions with functional type may occur only in function applications and in 
return statements. 
In this paper, we concentrate on HOFs with functional arguments, both in the descrip- 
tion of the implementation of HOFs and in the examples. HOFs with functional results 
are not so important from the point of view of algorithmic skeletons, therefore we shall 
only outline them here. Such an HOF is considered as shorthand for the corresponding 
‘q-expanded definition’, i.e., for the definition in which additional formal parameters 
have been supplied, and its result type has become non-functional. Due to this intented 
meaning, these HOFs are translated by q-transformation, i.e., by supplying additional 
parameters as shown in [23]. 
2.2. Currying 
Closely related to higher-order functions is function currying. This means that an 
n-ary function 4 is considered to be a function with one argument returning a new, 
(n - 1)-ary function, and so on. Ski1 functions are implicitly curried, i.e., the call 
f(el,. . . , e,) is internally considered to represent f(er). . . (e,) whereby the function 
application is left-associative. However, functions can also be explicitly curried, more- 
over the two styles can be mixed freely, e.g., f(er,ez)(es,e4). 
Currying is important in Skil, because it allows partial function application, i.e., the 
application of an n-ary function to k <n arguments. Partial applications are useful in 
4 The arity x(f) of a function f is defined as the number of formal parameters in the deli&ion of f. 
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creating new functions at runtime. As an example, suppose we want to compare all 
elements of a list 1st with a given threshold value thresh, using the binary function 
‘less than’ (It). The desired boolean list can be generated by calling the function map, 
with a partial application of It as its functional argument: map (lt (thresh), 1st). 
We shall now give a formal specification of the Ski1 expressions, since these, together 
with the types, are the constructs where the most important differences between Ski1 
and C occur. We thereby assume the existence of a set of function symbols Fun, a set 
of variables Var, and a set Argc Var of formal parameters in function definitions. 
The set ApplExpr of Ski1 applicative expressions comprises applications of either 
function symbols or formal arguments to a number of expressions not necessarily equal 
to the arity of the function (because of partial applications and of HOFs with functional 
results, which can be over-applied), as well as explicitly curried function applications: 
ApExpr := {cp(el,. . . , e,)IcpEFunUArg, eiEExpr, i=l,...,n, nB05} 
U {upex(el,. . . , e,)jupexEApExpr, eiEExpr, i=l,...,n, nal} 
The set of Ski1 expressions is defined as a modification of the set of C expressions, 
where the C applicative expressions are replaced by the Skil applicative expressions: 
Expr : = CExpr ( CAp Expr/Ap Expr ) 
2.3. Polymorphism 
Consider again the definition of the function map given in the beginning of this 
section, which has the polymorphic type (a--f b) -+ [a] -+ [b]. Although polymorphism 
can be simulated in C by casting and void pointers, this eludes the type checking 
performed by the compiler, leading to error prone programs. We have therefore cho- 
sen to explicitly support classical, Hindley-Milner polymorphism [19] and perform a 
polymorphic type checking, which leads to safer programs. 
A further reason for using polymorphism is that in C, void pointers are compatible 
to any pointer type, but not to other types. Therefore, in order to ‘fit’ a non-pointer 
type into a void pointer, this type has to be ‘boxed’ in a pointer type, leading to an 
additional indirection and hence to a decrease of efficiency. Our solution, however, 
avoids this kind of overhead. 
Polymorphism is achieved by enhancing the type system with type variables, which 
have in Ski1 the syntax $t, where t is an identifier. Type variables may be used in any 
type declaration or specification and can be instantiated with arbitrary types, with some 
exceptions described below. A type is considered to be polymorphic iff it contains at 
least one type variable. 
Formally, the set Type of Ski1 types is defined over the C primitive types and the 
type variables (taken from a set TypeVar), as the closure with respect to the appli- 
cation of the C type constructors array, pointer, structure, union, and function [13], 
5 Notice that n may be less, equal or greater than ar( f). If n = 0, the brackets may be omitted. 
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and of the pardata constructor (described in the next subsection). In order to simplify 
the declaration of instances of polymorphic structures, unions, and pardatas the type 
variables appearing inside their components have to be listed as parameters in the over- 
all definition, enclosed between angle brackets. For instance, a polymorphic list can be 
declared as follows: 6 
typedef struct -list ($t) { $t elem; struct -list ($t) *next; } *list($t) ; 
From this generic list type, a monomorphic instance can be created by supplying some 
type for the parameter. For example, a list of integers can be declared as list(int). 
As we have mentioned, there are some restrictions in using polymorphism in Skil. 
These restrictions are mainly: 
l A type variable must not be instantiated with void or with a functional type. 
b A type variable must not be instantiated with a pardata type (see next subsection), 
if the former is part of another data structure. This is a special case of the condition 
that pardatas must not occur inside other data structures. 
l If the type of the left or of the right hand side of an assignment is polymorphic, 
then the two types must be identical. In other words, a type cannot be instantiated 
as a result of an assignment. The reason for this restriction is that polymorphism is 
unsound in the presence of assignments [17], as the following example shows: 
St x ; 
x=1 ; 
x = “hello” ; 
In this case, it is not clear what type x should have, int or char *. 
2.4. Distributed data structures 
Apart from the need to cope with distributed functionality, a parallel language should 
allow the definition of distributed data structures. This aspect has been addressed in 
most languages with skeletons by considering these distributed types (mostly arrays) 
as internally defined [8, 14, 161. 
Since one of our aims is flexibility, we want to allow any distributed data structure 
to be defined, as long as it is ‘homogeneous’, in the sense that it is composed of 
identical data structures placed on each processor. This is done by means of the par- 
data construct, which is similar to the typedef construct, but introduces a distributed 
(‘parallel’) data structure. The syntax of this construct is: 
pardata name ($tl,. . . , $t,,) implem ; 
where $tl,..., $t,, n 20 are type parameters and implem is a (possibly polymorphic) 
type, representing the data structure to be created on each processor. The distributed 
6 This is actually the imperative counterpart of the functional list type [a], defined here as a product type, 
rather than a sum-of-products type, since the internal NULL pointer is used instead of the [ ] constructor. 
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data structure is then the entirety of all local structures and is identified by name. Thus, 
a pardata is logically an array with p elements, where p is the number of processors, 
each element being placed on one processor. However, the type of the single elements 
(implem in the above declaration) is not subject to any restrictions, in particular, it 
can denote a recursive data structure, like a list or a tree. Distributed data structures 
may not be nested, in particular the type arguments of a pardata construct cannot be 
instantiated with other pardatas. 
The type arguments of a pardata can be instantiated with arbitrary types (except 
functions and distributed ones). However, some problems may appear if dynamic (i.e., 
pointer-based) data types are used. In this case, skeletons that move elements of the 
pardata from one processor to another should not move the pointer as such, but the 
data pointed to by it. For that, they get additional functional arguments which account 
for this data marshalling. This issue is addressed in [4]; the skeletons presented here 
are given in a simplified syntax, without the additional functional arguments. 
Finally, the functions $$par and $$dyn test if a data structure is distributed (i.e., a 
pardata) and dynamic (i.e., if it contains pointers), respectively. The latter is needed 
for the efficient implementation of skeletons that move elements with dynamic type 
between processors. For further details, see [4]. 
3. The distributed data structure urruy 
A distributed array is declared in Ski1 by means of the pardata construct: 
pardata array ($t) implementation ; 
where the type parameter $t denotes the type of the elements of the array and imple- 
mentation is the data structure created on each processor, as described below. 
We consider p processors, but make no assumption on the topology in which they 
are connected. An array is d-dimensional and n denotes its size in one dimension 
(we assume here for simplicity that the arrays have the same size in each dimension). 
Arrays can be distributed at present only block-wise onto the processors. 7 Each block is 
represented internally as a record containing the (local) array elements, the dimension 
and total sizes of the array, as well as the bounds of all blocks (the values of the 
endmost three data structures are identical on all processors): 
typedef struct Block{ 
$t *arr ; int dim ; Index totsize ; Bounds *bds ; } *Block ; 
where Index is a (classical) array with dim integer components and Bounds is a data 
structure comprising two Index structures containing the lowest and highest index of a 
7 However, there is no problem in employing other distributions - like cyclic, block-cyclic, etc. - as well. 
Of course, the implementation of the skeletons has to be enhanced with these other cases. We are planning 
to extend our array skeletons, in order to be able to handle the most common data distributions, like for 
instance those employed in HPF [lo]. 
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block, respectively. The bounds of all blocks are initialized at the creation of an array 
(by the skeleton array-create) and then used by skeletons which need to know where 
certain elements of the array are located (like, for instance, the permute skeletons). 
3.1. Basic operations 
Since the implementation of blocks is hidden, macros have been provided for ac- 
cessing local array elements, the bounds of the own block and the total sizes of the 
array. Array elements can be accessed by 
$t array_get_elem (array ($t) a, Index ix) ; 
void arrayput_elem (array ($t) a, Index ix, $t newual) ; 
which read and overwrite the array element having a given index, respectively. An 
important aspect is that these macros can only be used to access local elements, i.e., 
the index ix should be within the bounds of the array block currently placed on each 
processor. The reason for this restriction is that remote accessing of single array ele- 
ments introduces additional communication which easily leads to inefficient programs. 
Non-local element accessing is still possible, however only in a coordinated way by 
means of skeletons. 
Although the elements are local, for reasons of transparency, the indices used by the 
macros are global (i.e., indices of the overall array). However, in some cases, the use 
of local indices (i.e., relative to the lower bound of a block) might lead to important 
efficiency gains [5]. For this, the following macros are provided: 
$t array_get_local_elem (array ($t) a, Index local-ix) ; 
void arrayputlocal-elem (array ($t) a,Index local-ix, $t newval) ; 
The total sizes of an array are delivered by 
Index array_totalsizes (array ($t) a) ; 
whereas the local bounds of the own block are accessible using the macro: 
Bounds arrayblockbounds (array ($t) a) ; 
4. Skeletons for arrays 
We shall now present some skeletons for the distributed data structure array. As we 
have mentioned, skeletons should provide a certain generality and independence from 
the machine. In the case of array skeletons, this amounts to the following requirements: 
(1) Array skeletons should be generic enough to be used in implementing different 
algorithms. 
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(2) Their interface should hide the topology of the network used, only the number 
of processors (in our implementation netSize) and the id of the current processor 
(pro&) being available. 
4.1. The ‘create’ and ‘destroy’ skeletons 
array-create creates a new, blockwise distributed array and initializes its elements 
using a given function. 
array ($t) array-create (int dim,Index size, Index blocksize, 
Index lowerbd (int), $t init_elem (Index)) ; 
where: 
l dim is the number of dimensions of the array. At present, only one- and two- 
dimensional arrays are supported, since in this case, the internal representation allows 
to achieve a higher efficiency. Arrays with an arbitrary number of dimensions can 
also be supported, however, in this case, accessing the array elements is not so 
efficient. 
l size contains the global sizes of the array. 
l blocksize contains the sizes of a block. Passing a zero or negative value for a 
component makes the skeleton fill in a default value. 
l lowerbd is a user-defined function, which gets a processor number and computes the 
lowest bound (i.e., the smallest index) of the block hosted by that processor. The 
skeleton uses this function to initialize on each processor the lower bounds of all 
blocks. Thus, this function determines the mapping of array blocks to processors. 
l init-elem is a user-defined function that initializes each element of the array depend- 
ing on its index. 
array-destroy deallocates an existing array, also removing all auxiliary data structures. 
void array-destroy (array ($t) a) ; 
4.2. The ‘map’ and ‘copy’ skeletons 
arraymap applies a given function to all elements of an array, and puts the results 
into another array. However, the two arrays can be identical; in this case the skeleton 
makes an in situ replacement. 
void arraymap (St2 f ($tl,Index), array ($tl) from, array ($t2) to) ; 
The source and the target arrays must be identically distributed, but need not have the 
same element type. The result is placed in another array rather than returned, since the 
latter would lead to the creation of a temporary distributed array, whereas our solution 
avoids this additional memory consumption. Note that this efficiency improvement is 
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not directly possible in a pure functional host language, where side-effects are not 
allowed. 8 
array-copy copies one array into another. The second array must have been previ- 
ously created. 
void array-copy (array ($t) from, array ($t) to) ; 
array-copy takes advantage of the internal representation of the array to perform 
copying very efficiently. This is why this skeleton was implemented, instead of using 
arraymap parameterized with the identity function for this purpose. 
4.3. The tfold’ and ‘broadcast’ skeletons 
array-fold composes (‘folds together’) all elements of an array by means of a user- 
defined function. 
$t2 array-fold ($t2 cow-f ($tl, Index), $t2 fold-f ($t2, $t2), array ($tl) a) ; 
Since the result should not necessarily have the same type as the array elements, the 
skeleton first applies the conversion function conu_f to all array elements in a map-like 
way. This step could also be done by a preliminary arraymap, but our solution is 
more efficient. 
After that, each processor composes all elements of its block using the folding time- 
tion fold-f. In the next step, the results from all blocks (i.e., one from each processor) 
are folded together. Since the order of composition is nondeterministic, the user should 
provide an associative and commutative folding function, otherwise the result is unpre- 
dictable. The inter-processor composition is implemented as an all-to-all communication 
performed on the edges of a virtual hypercube topology following the butterfly pattern 
(i.e., in the first step, the pairs of processors whose numbers - in binary representation 
- differ only in the least significant bit exchange their data, in the second step the 
processors whose numbers differ in the second least significant bit do the exchange, 
and so on, up to the most significant bit). 
However, if p is not a power of 2 - thus allowing the embedding of a virtual 
hypercube topology covering all processors - this procedure is modified as follows. 
The hypercube topology is built on q processors, where q = 2k, 2k < p c 2k+‘. In the 
first step, each of the p - q processors that is not part of the hypercube sends its 
data to one processor of the hypercube, which folds the two results together. Since 
p - q cq, all such pairs of processors can be chosen to be disjoint, therefore this 
communication can be done in parallel in one step. After that, the folding is done on the 
hypercube as shown above. The last step is the reverse of the first one, the processors 
on the hypercube sending the (now final) result to the processors that are not on the 
hypercube. 
8 A work-around might be &forestation [22], however this is difficult for higher-order programs. 
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array-broadcast-block sends one array block to all other processors. Each processor 
overwrites its block with the broadcast one. The block to be broadcast is the one 
containing the element with the given index ix. 
void array-broadcast-block (array ($t) a, Index ix) 
4.4. The ‘permute’ skeletons 
array-permuteblocks switches the blocks of an array using a given permutation 
function. This function computes for .each processor number the number of the pro- 
cessor to which the own block has to be-sent (i.e., for each source processor, the cor- 
responding target processor). The user must provide a bijective function from (0,. . . , 
p - 1) to {O,..., p - l}, otherwise a run-time error occurs. 
void array_permuteblocks (array ($t) a, int f (int)) ; 
array-permute-rows applies only to 2-dimensional arrays, i.e., to matrices. It permutes 
the rows of a matrix using a given permutation function, which computes the new 
position of a row based on its old position. The user must provide a bijective function 
from {O,l,..., n- 1) to {O,l,..., n - 1). Moreover, in the current implementation, for 
reasons of efficiency, the blocks of the array may contain only complete rows of the 
matrix (i.e., the matrix should be divided into ‘horizontal slices’). 
void array-permute-rows (array ($t) a, int f (int)) ; 
5. Translation of the functional features 
Since one of our major goals is efficiency, we have avoided expensive run-time 
techniques, such as closures, to implement the functional features of Skil, but used a 
compile-time technique based on instantiation instead. 
The instantiation procedure builds for each higher-order or polymorphic function a 
number of first-order monomorphic specialized functions (‘instances’), as needed in the 
calling program. The technique is related to the higher-order macro-expansion [22], 
but has the advantage of providing a unitary framework for translating higher-order 
ftmctions with functional arguments, partial applications and polymorphism. The target 
language is the base language (C). 
We first present some sample instantiations and derive from them the limitations 
of the concept. We then impose some constraints on the functional arguments of 
recursively defined HOFs to ensure the termination of the transformation. Finally, 
after some formal preliminaries, the actual instantiation procedure is 
presented. 
In the following, unless otherwise stated, we denote expressions by e, e’, . . . , types 
by r, r’, . . ., function symbols by f, f ‘, g, g’, h, h’, . . . and formal arguments by a, a’, . . . 
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Further, we use three auxiliary functions in the translation procedure. The first one, 
vpe, delivers the type of an expression, as determined uring type checking: 
type : Expr -+ Type 
The other two functions test whether a type is functional or polymorphic, respectively. 
functional, polymorphic: Type+ B 
functional returns true, if the constructor at the top of the type term is function, and 
polymorphic returns true, if the type term contains at least one type variable. 
Finally, we define equivalence on types (denoted as II) as structural equality, i.e., as 
identity of the top constructors and recursive equivalence of their parameters. However, 
since our language is an enhancement of C, we also observe the C rules on type 
matching (two structures or unions are distinct iff they have different names, void * 
matches any pointer, etc.). 
5.1. Some examples and limitations 
We first concentrate on higher-order functions, whereas the issues of partial applica- 
tions and polymorphism will be addressed later. Consider the following (monomorphic) 
definition of map: 
list (double) map (double f (double), list (double) I) { 
. . . cons (f + elem), map (f, 1-b next)) . . . } 
Then the call map (log, 1st) can be instantiated together with the definition, yielding 
the new call map-l (1st) and the new definition: 
list (double) map-l (list (double) I) { 
. . . cons (log(l+ elem), map-1 (l+ next)) . . . } 
The instantiation was performed by removing the functional parameter f from the 
header of the definition of map and replacing it by the actual argument log in 
the body. Note that instantiating the recursive call of map poses no problems, since 
the functional argument f of this call is just the formal parameter of the function. 
Thus, the transformation can be handled using a table of already made instantiations 
and comparing each new HOF to be processed with the instances in the table.9 In 
this example, the instance map-1 is created on encountering the call map (log, 1st) and 
used to instantiate the recursive call of map in the body of its definition. 
There are nevertheless cases in which instantiation cannot be performed, since it 
would end up in a non-terminating computation. Let us first consider the composition 
functional (f 0 g) (x) = f(g(x)): 
$c compose (%c f ($b), $b g ($a), $a x) { return f(g(x)) ; } 
9 This also avoids the duplication of equivalent instances in the general case. 
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Using it, we can define the following HOF: lo 
F(g,x) { . . .F(compo=(g, g),x) . . . 1 
The transformation of this function generates a non-terminating sequence of instances, 
corresponding to the functional arguments g,gz,g4, etc. Such situations can be ruled 
out by imposing certain restrictions. In [22], this restriction is that HOFs may not have 
calls to higher-order functions as arguments in recursive calls. We use a refinement of 
this condition, which in addition allows the instantiation in cases like: 
F(g,x) { *.. F (compose (hl, h2), x) . . . } 
where hl and h2 are the names of some functions (not of functional formal arguments). 
We formulate the condition on the instantiation of HOFs as follows: 
(C) If a HOF is defined recursively, then in all its recursive calls (direct or 
indirect ones), no argument with functional type may contain an application to 
a functional parameter of the considered HOF. 
In case of direct recursion, this condition can be formally stated as follows. 
Let TO f (zlal,..., z,a,) body be a HOF definition. 
Then for each application of the form f (ei,. . . ,ek) in body 
and ViE{l,..., k} such that functional (?‘pe (ei)) and 
ei=gi (e:,,,...,e&), ri >O 
and Vl~{l,..., ri} such that functional (v/~e (ei,,)) 
and Vp~{l,..., n} such that functional (zP), 
the following holds: ei,, does not contain aP. 
However, since HOFs can be indirectly recursive, the check of a HOF call against 
its definition is not sulhcient. Consider, for example, the following mutually recursive 
HOFs: 
F(g, x) { . . . H (compose (g,g), x) . . . ) 
H (9, xl { . . . F (g,x) . . . } 
Supposing F is called with a functional argument p, we get the following nested HOF 
calls, which obviously leads to a non-terminating instantiation: 
. . . F(P,~) . . . 
c--f . . . H (compose ( p, p), x) . . . 
c--r ..* F (compose (p, p), n) . . . 
The current HOF call must thus be compared with all calls of this HOF that are 
currently processed. It is therefore necessary to keep track of all current nested instan- 
tiations, which we call active instantiations. Moreover, since we no longer compare 
‘OIn this and some of the following examples, we use a simplified syntax (omitting, for instance, types 
where they arc irrelevant) and highlight only the important aspects. 
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a call with the corresponding definition, but with another call, and since functional 
parameters are inlined in the body of a HOF before its processing, we have to keep 
track which of the actual arguments of a HOF call were initially formal parameters of 
the HOF definition. This is done by marking these functional arguments (we use a * 
for this purpose) and checking the termination condition only for marked arguments. 
As an example, consider the HOFs: 
F(f) { . . . F (compose (f, f)) . . . ) 
G(f) 1 .-- G (compose (P, P>> . . . } 
The reader can easily verify that, given a function p, the call F (p) leads to a non- 
terminating instantiation, whereas the call G (p) does not. 
The termination condition can be formulated as follows: 
(C’) Let 
The 
f (Q,..., e,) be a HOF call. 
V active instance f(ei, . . . , f$) 
and Vi~{l,..., n} such that functional (type (ei)) and 
ei=gi (e^i,l,*..ve^i,.>, ri >O 
and V’1~{1,..., ri} such that fu/WiOna/ (fype (e^i,l)) 
and Vj~{l,..., n} such that functional (type (e:)) and 
t$=hj ($$,...,$j), Sj 20 
the following holds: t?i,l does not contain hi* 
The condition (C’) is in practice not ‘too restrictive’, since most HOFs used in real 
programs pass their functional parameters unchanged to their recursive calls, like the 
map function does. 
We now turn to partial applications. Consider again the call map (It (thresh), 1st). 
In order to instantiate it, together with the definition of map, the partial application of 
It is replaced by the list of its arguments (here thresh) and inserted into the body of 
map, yielding the new call map_? (thresh, 1st) and the definition: 
map_2 (x, 1) { . . . cons (It (x, 1-b elem), map-2 (x, 1 -+ next)) . . . } 
Note that we could not have applied here the same technique as in the case of ‘plain’ 
functional arguments, i.e., eliminate the argument and insert it into the body of the 
HOF, since the result would have been map-3 (Zst) and: 
map-Z (1) { . . . cons (It (thresh, 1 ---t elem), map-3 (I+ next)) . . . } 
If the variable thresh is defined in another environment, hen its insertion into the body 
of map-3 brings it out of scope. l1 Hence, non-functional arguments have to be passed 
as arguments to HOF instances, unlike functional arguments, which are de&red on the 
top level. The translation of partial applications thus includes a form of A-lifting, i.e., 
I1 Nevertheless, a possible optimization would be to use this technique for the arguments of a partial 
application which are constants, since these are not bound to a certain scope. 
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unnesting of nested function definitions 1121, with the difference that not all parameters 
are added to the ‘lifted’ function, but only the ones with local scope. 
Should the functional arguments have functional arguments of their own, then the 
latter have to be instantiated first. The instantiation procedure is thus applied innermost- 
to-outermost. 
A polymorphic function is translated to one or more appropriate monomorphic 
instances. Recall the (polymorphic) definition of map from Section 2. Upon encoun- 
tering a call which, say, computes the codes for a given list of characters (converting 
a list(char) to a Zist(int)), this function is instantiated to 
list (int) map-4 (int f (char), list (char ) I) { . . . } 
This instance can now be further transformed with respect to its functional arguments. 
In the procedure presented in Section 5.3, the instantiation of HOFs with functional 
arguments, partial applications and polymorphism is done simultaneously. 
5.2. Formal preliminaries 
We shall now define some data structures and functions, which we use in the in- 
stantiation procedure. 
In order to avoid code duplication in case of equivalent HOF calls and as an aid to 
the instantiation of nested or recursive HOFs, a table of instances is defined. This table 
contains for each HOF a list of records of all instances created for that HOF. Each 
record contains the name of the function, the arity of the HOF call and the type and 
name of each argument of the call. If the type of an argument is functional and the 
corresponding actual argument in the call is of the form g(ei, . . . , e,) with n 2 0, then 
the name field is set to g. In case of a non-functional argument the name field remains 
empty (E). The types in the record are needed in the instantiation of polymorphic 
HOFs, as shown in the next section. 
/nstRec := { (f, k, ~1, g1 , . . . , V,, gk) 1 f E Fun, k E NY 7; E TYPe U {e}, 
giEFunU{E}, i=l,...k} 
lnsts := [Fun + 9 (InstRec)] 
Notice that the instance record contains function names, but no formal arguments 
(gi $! Arg). The reason is that, by the time a function application is processed, the 
functional formal parameters of its enclosing function definition have been replaced 
by the actual function names throughout this definition (see procedure 9 in the next 
subsection). 
Using the table of instances, the translation procedure can check whether an in- 
stance equivalent to the current one has been created before. Two HOF instances are 
considered to be equivalent (denoted by 2) iff they have the same arity, the types of 
their arguments are pairwise equivalent and the functional arguments consist of calls or 
partial applications of the same functions, respectively. Since the instantiation can be 
performed more efficiently if an equivalent instance already exists, the check is done 
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8: Expr x B (InstRec) + InstRec u {E} 
I (f (el, . , ek), inst7w.9) := 
if 3 instm E instrees such that 
in&m = (f’, k, q, gl, , rk, gk) and 
ViE {l,...,k} ri N type (Q) and 
functiona (pi) 3 q has the form gi (e:,,, . . , e&) 
then result in&m 
else result d 
Fig. 1. The test on equivalent instances. 
before transforming the current HOF call, by matching the CUZZ against the instance 
records previously created for that HOF. This is done by the function 8, given in 
Fig. 1 (hereby, f’ is the name of an instance of f ). 
In addition to the instance table, a list of active instantiations has to be kept. This list 
helps to detect possible cases of non-termination, in direct or mutually recursive HOFs 
and consists of the records of the active instantiations: Crtlnsts := [Fun + 9 (InstRec)]. 
An instantiation of a HOF call terminates, if condition (C’) holds. Pragmatically, (C’) 
is checked using instance records by the function V presented in the next section. 
We further use a table that helps us to retrieve a function definition by its name: 
FunDefs := [Fun + FunDefl. Since a table is represented by a function fundefs E 
FunDefs, its extension by a new entry fundef for the function f is denoted by fundefs 
[f +fundef I. 
Finally, we define substitutions as idempotent mappings from variables to expres- 
sions. Substitutions are written in postfix notation. Thus, con[v/e] represents a variant 
of the construct con (which might be an expression, a statement, etc.), in which all free 
occurrences of v have been replaced by e. Subst denotes the set of all substitutions, 
and we use u, o’, . . . for its elements. Similarly, we denote by TSubst the set of type 
substitutions, which replace type variables by types. 
5.3. The instantiation procedure 
The instantiation of fUnctiona arguments, partial applications and polymorphism is 
done by the diction 9 shown in Fig. 2, which is executed for all applicative expres- 
sions, i.e., for all expressions that have the form f (el, . . . , ek), k 2 0. These applications 
are run through starting from the main expression (which must be monomorphic and 
first-order) and recursively continuing with the body of each fimction called. Since 
HOF calls may be nested, X is applied innermost-to-outermost, i.e., first to el, . . . , ek, 
and then to the overall call. For simplicity, we present here only the transformation of 
the overall call. 
Apart from the expression to be instantiated, 9 gets as arguments the table fdefs 
containing all function definitions, including those of the created instances, the table 
ins@ with information on each HOF call that led to the creation of an instance, as well 
as the list crtinsts of active instantiations. It returns the new, instantiated expression, 
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4: Expr x RmDefs x Inats x Crtlnsts + Expr x RmDefs x Insts 
4 (e, fdefs, ins& crtinsts) := 
let e have the form f (el, . . , ek), k 1 0 
fdef := fdefa (f) 
ishof := 3 E (1,. . , k} such that functional (type (ei)) 
if not ishof and not polymorphic (type (f)) 
then for all applicative expressions i in the body of fdef do 
(d, fdefs, insts) := Y (8, fdefs, insts, crtitwts) 
result (e, fdefs, in&) 
eqinat := I (e, inst.3 (f)) 
instrec := (~,k,E,e ,..., E,e) 
e’:=e; i := 1 ; 0 := [] 
for j := 1 to k do 
(2k x ‘E’ after ‘k’) 
if 
(e’, fdef, instrec, i, u’) := Y (e’, fdef, in&w, i, j, eqinst) 
cl := c7 0 a’ 
eqinst # e 
then let eqinst have the form (f’, k, . . .) 
else if W (inst9-q crtinsts (f), in&, false) 
then error 
fdef := fdef (T 
let f’ be a ‘new’ name 
fdef := fdef V/f’1 
let instree have the form (E, k, ~1, 91, . , Q, gh) 
instree := (f’, k, ~1, 91, , Q, g,J 
insts := inats [f --f (in&s(f) U {in&cc})] 
crtinats := crtinsts [f + (crtinsta (f) U {in.strec})] 
for all applicative expressions 6 in the body of fdef do 
(6, fdefa, inats) := $ (2, fdefs, in&s, crtinsta) 
crtinats := crtinats [f + (crtinsts (f) \ {instree})] 
fdefa := fdefa [f’ + fdef] 
result (e’ [f/f’] , fdefs, i&s) 
Fig. 2. The instantiation procedure 9. 
as well as the tables fdefs and insts, which it may have modified by adding new 
instance definitions and records, respectively. For more clarity, we have employed an 
‘imperative’ notation in the description of the transformation 9. 
If the function f is neither higher-order nor polymorphic, then 9 applies itself to 
all applicative expressions in the body of f, leaving the initial expression e unchanged 
(lines 6-9). Otherwise, the function d is called to check if an equivalent instance of f 
has already been created (line 10). For the case that no such instance exists, a new 
instance record instrec is created with the arity set to k and all name and type fields 
set to E (line 11). After that, each argument of the HOF call is processed by the step 
procedure Y described later in this section. 
In run j, Y transforms the jth argument of the HOF call, i.e., ej (line 14). However, 
since each of the previous arguments el, . . . , ej-1 was replaced by 0, 1 or more new 
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9: Expr x FImDef x InstRec x N x N x 1nstRec + 
Expr x FunDef x InstRec x N x TSubst 
Y (e, jdef, instrec, i, j, eqinst) := 
let e have the form f (el, . . , et) 
and fdef have the form 70 f (71 al, , T,, a,) body 
and in&w have the form (E, k, ~1, 91, . , Tj-1, gj_1, E, E, E, , E) 
T := type (ei) 
inStTCC := (E, k, 71, 91, . . , Tj-1, gj_1, 7, E, E, , E) 
if polymorphic (q) then o := unify (T~,T) else o := [ ] 
if not functional (T) 
then result (e, fdefi instrec, i + 1, u) 
else let ei have the form g,!” (e$, . , e&), Ti 2 0 
e' := f(el,...,ei-l,el,l,...,~,,,ei+~,...,C) 
if eqinst = E 
then instree := (E, k, 71~91,. ,T~-I, gj-1,7, d", &, , E) 
let Vi,13 . . . , gvg be ‘new’ variables 
fdef := 70 f(q al, , C-1 ai-1, tme(e:,,) I/q, . . . . 
type b&) R,r;r 7i+l %+I, . . , 7, G) 
bodY bi / .9i* (Y&l, 7 Yi,ri)l 
reSUlt (e’, jdef, insttw, i + Tit u) 
Fig. 3. The auxiliary step procedure 9’. 
arguments (in case of partial applications), ej was shifted to a new position in the 
argument list pointed to by the extra index i. In case no equivalent instance already 
exists, Y also performs a stepwise update of the definition of the new instance (fdef) 
and of the instance record (instrec). Further, if fdef is polymorphic, Y successively 
constructs the substitution that matches the type of fdef with that of the call of f. 
After the function Y was called for all arguments and if no equivalent instance 
already exists (line 16), then the termination condition (C’) is checked. The function 
%? delivers true, if a possibly non-terminating instantiation was detected (line 18) in 
which case Y exits with error. Otherwise, the polymorphic types in fdef are instantiated 
to monomorphic ones using the substitution o (line 20). After that, the creation of 
the instance record and of the instance definition has to be completed. The definition 
header is provided with a fresh function name for the new instance (line 22), which is 
also entered into the record (line 24). In addition, the body of the definition must be 
instantiated, too. For that, the now completed record is added to the table of instances 
insts (line 25), as well as to the list of active instantiations crtinsts (line 26). The body 
of the definition is processed by performing the transformation 9 on all applicative 
expressions within (lines 27-28). After processing the body, the current instance record 
is removed from crtinsts (line 29) and the resulting instance detiition fdef is added 
to the set of function definitions (line 30). Finally, the name of the HOF is replaced 
by the name of the instance in the transformed call (line 31). 
The step procedure Y (Fig. 3) instantiates the argument at the jth position in the 
initial HOF call, which was shifted by the transformation of the first j - 1 arguments to 
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the ith position, becoming ei in the current state of instantiation of the call. The index 
i also points to the current parameter in the instance definition, since the parameters 
in the definition are replaced simultaneously with those in the call. On the other hand, 
j is used as an index on the instance record, because the latter reflects the structure 
of the initial HOF call. Apart from these parameters, Y gets as arguments the current 
instance definition fdef and record instrec, as well as the equivalent instance eqinst. 
It returns the (possibly modified) expression, instance definition and record, as well 
as the position of the next argument of the HOF call that will be processed and the 
substitution yielded by matching the types of the current argument in the call and in 
the definition. 
Y first sets the type of the jth item in the instance record to the type of ei (lines 
7-8). Further, it checks whether the type of the ith parameter in the definition is 
polymorphic and if so, unifies it with the type of ei yielding the type substitution c 
(line 9). This unification (done by the function unify) succeeds, because the two types 
were found to be compatible by the type checker. After that, if the type of ei is not 
functional, then the instantiation of this argument is finished (line 11). Otherwise, ei is 
an application of a function, say gi, to 0 or more arguments (line 12). The superscript 
(?) denotes that gi may be marked by * or not. Then, ei is replaced by the arguments 
of the application (line 13). Note the unitary processing of both ‘plain’ functional 
arguments (Yi = 0) and functional arguments resulting from partial applications (ri > 0). 
If no equivalent instance already exists (line 14), then the instance record and the 
instance definition must also be updated. The hrst update is done by setting the name 
of the jth argument to gi (line 15). Note that iff gi was marked in the call (i.e., in ei), 
then it also has to be marked in instrec (denoted again by the superscript (?)). The 
second update is performed both on the header and on the body of the function defini- 
tion. In the header, the ith parameter and its type are replaced by a list of new param- 
eters (.Yi,l,--., ye,) having the types of the new arguments of the call (lines 17-19). 
In the body, each call of the eliminated formal parameter ai is replaced by a call of 
the function gi (marked, to show that it comes from an instantiated formal parameter), 
with the new parameters yi,i, . . . , yi,,, as (additional) arguments (line 19). Since ai may 
already have been applied to some arguments, this substitution may create an explicitly 
curried application. This application is later uncurried by a subsequent translation step. 
Finally, the updated expression, instance definition and record are returned, together 
with the position of the next argument to be processed and the current substitution 
(line 20). 
Finally, we shall describe the function %, which checks for a possibly non-terminating 
instantiation. Since the instantiation procedure 9 is applied inner-most-to-outermost, 
a nested HOF call is implicitly ‘flattened’ before processing, so that condition (C’) 
cannot be checked directly. We therefore use the instance records, which reflect the 
structure of HOF calls. 
There are two aspects in checking the condition (C’) in this way. On the one 
hand, every active instantiation has created an instance record and inserted it into the 
list crtinsts. Thus, the check of the current instance against all active instances is 
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Q : InstRec x B(InstRec) x lusts x B -+ lB 
Q (instrec, crtrecs, in&s, nested) := 
let in&w have the form (f, k, 71, 91, . . , ok, gk) 
for a := 1 to k do 
if gj # e 
then if 3 EC = (gi, .) E in&s (g), for some g E fin such that 
Q (fee, crtrecs, insts, true) = true 
then result true 
else if nested and gi is marked (i.e. gi*) and 
3 c&w = (f’, I, T;, g;, . . , <, g;) E crtrecs and 
3 j E (1,. . ,I} such that gi = g(i 
then result true 
result false 
Fig. 4. The termination check function V. 
equivalent to a check of the current record against all records in crtinsts. On the other 
hand, instance records reflect the ‘flattened’ structure of a HOF call, therefore the check 
on a nested HOF call must be simulated by a transitive closure with respect to the 
records created by inner HOF applications. 
The function W is given in Fig. 4. It returns true, if a possibly non-terminating 
instantiation was detected. Further, the parameter nested ensures that, in case of nested 
HOF calls, the check is done only for instance records corresponding to inner HOF 
applications. This avoids recursive HOFs with unchanged functional parameter (like 
map) to be erroneously reported as leading to non-terminating instantiations. 
As an example, consider the nested HOF call f(g(h(x))), where w(g)>2 and 
ar(h)>2, i.e., the applications of g and h are partial. The application of g is processed 
first, yielding an instance, say gl, and a corresponding record, in which h occurs as 
functional argument. Then, the application of f is instantiated to, say fl, yielding a 
record, in which gl appears as functional argument. V checks the termination condition 
(Fig. 4) for the application of f by comparing the functional arguments in all active 
instance records of f not only with the arguments in the record of fl, i.e., with gl, but 
also with those in the record corresponding to g1 (i.e., with h), if that record exists, 
and so on, recursively. 
In Appendix A, we prove the termination and correctness of the transformation, 
whereas in Appendix B, an example illustrating the instantiation, including the detection 
of a potential non-termination, is given. 
Concluding this section, we shall address the issue of separate compilation. Our 
instantiation technique normally requires monolithic compilation, since the application 
and HOF source codes must be available at the same time to the compiler. However, 
a restricted form of separate compilation is possible, if all HOF definitions are in the 
same module as their calls. In this case, first-order monomorphic functions can also 
be used from other modules. For instance, in the example given in Appendix B, the 
functions p, q, and t are declared as external, their bodies being processed during the 
compilation of the modules containing their definitions. 
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6. Sample applications 
We shall now present two sample applications illustrating the way parallel programs 
can be written using algorithmic skeletons. The first program multiplies two matrices 
using Gentleman’s algorithm [21] and the second implements the Gaussian elimination 
method for solving linear systems. At the end of this section, we give results for further 
applications. 
We have implemented the skeletons and applications on a Parsytec MC system with 
64 T800 transputers connected as a 2-dimensional mesh and running Parix [20]. 
We have compared our results with those obtained for the same applications using 
the data-parallel functional language DPFL [14,16] and the same or similar skeletons. 
Our run-times are faster than those of DPFL, approaching in most cases those of 
hand-written message-passing C code. On the one hand, this is due to the efficiency of 
imperative languages, which is higher than that of their functional counterparts, on the 
other hand, it is due to the translation of the functional features by instantiation done 
by the Ski1 compiler, whereas the implementation of DPFL is based on the closure 
technique. Detailed results are given throughout this section. 
6.1. Matrix multiplication 
The algorithm of Gentleman multiplies two matrices distributed block-wise onto a 
2-dimensional mesh of processors. It first shifts the blocks of the first matrix placed 
on the ith row of processors cyclically i times to the left, and the blocks of the 
second matrix placed on the jth column of processors j times upwards. After this 
restructuring, the blocks of the two matrices placed on the same processor can be 
multiplied, since their pairwise corresponding inner indices are equal (i.e., Aik and Bkj). 
After this multiplication, the blocks of the first matrix are cyclically shifted one step 
to the let? and those of the second matrix one step upwards. This leads to new index 
combinations, but these combinations have also equal inner indices, so that the blocks 
can again be multiplied with one another and the result added to that of the previous 
multiplication. After repeating this combination of computation and communication fi 
times, where p is the size of the network, we obtain the product matrix of the two 
matrices. The algorithm is presented in detail in [21]. 
The implementation of this skeleton uses the arraymap skeleton for the computation 
steps and the arraypermuteblocks skeleton for the communication steps. The program 
is given below. 
void matmult (int n) { 
array (int) a, b, c ; 
a = array-create (2, {n, n},‘* {O,O}, lower-bd (n), init_fl) ; 
I* In order to avoid excessive details, we have used the pseudo-code notation {x, y) for the ‘classical’ 
array with elements x and y. 
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b = array_create (2, {n, n}, {O,O}, lowerbd (n), init-f2) ; 
c = am.zy_create (2, {n, n}, {O,O}, lowerbd (n), zero) ; 
arraypermuteblocks (a, left-i) ; 
arraypermuteblocks (b, upper-i) ; 
for (i = 0 ; i<sqrt (netSize) ; i + +) { 
arraymap (localscal-prod (a, b), c, c) ; 
array-permute-blocks (a, left-l) ; 
arraypermuteblocks (b, upper-l) ; } 
/* output array c */ 
array-destroy (a) ; 
/* destroy arrays b and c */ 
1 
In the hrst line, the variables a, b, and c are declared as having the type ‘distributed 
array with integer elements’. The arrays are then created with dimension 2, total 
size n x n and default block size by the skeleton array-create. The lower bounds 
(and hence the form of the blocks) are given by the argument function lowerbd. The 
elements of a and b are initialized by the user-defined functions init_fl and init_f2, 
whereas those of the result matrix c are set to zero. The first two calls of the skele- 
ton array-permute-blocks perform the initial restructuring. The functions left-i and 
upper-i compute the numbers of the processors situated i positions to the left and up- 
wards of the current processor, respectively. The local block multiplications are done 
by mapping the function localscal-prod to every element of the result matrix c. This 
function computes the result of the scalar product of the corresponding row of the 
u-block and the corresponding column of the b-block, and adds it to the current ele- 
ment of c (denoted by u), as shown below. 
loculsculprod addresses the array elements by their local coordinates, since this 
addressing is more efficient than that by global coordinates [5]. For that, it gets the 
lower bounds of the current block and computes the local coordinates as offsets relative 
to these lower bounds. 
$t localsculgrod (array ($t) u, array ($t) b, $t u, Index ix) { 
int k, asize ; 
Bounds abds, b-bds ; 
Index local-ixl, local-ix2 ; 
abds = arrayblock-bounds (a) ; 
bbds = array-blockbounds (b) ; 
asize = abds -+ upperBd[l] - a_bds + lowerBd[ l] ; 
Zocal_ixl[O] = ix[O] - abds + ZowerBd[O] ; 
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Table 1 
Run-time results for matrix multiplication [bold: absolute times; roman: speedups DPFL/SkiZ; italics: slow- 
downs SkiZ/Parix-C] 
200 300 400 500 600 700 800 
2x2 14.37 47.84 
10.50 10.55 - - - - - 
1.30 
4x4 4.08 12.99 29.96 57.63 98.58 
9.41 9.87 10.08 10.23 10.31 - - 
1.38 1.33 1.30 1.29 - 
6x6 2.29 6.49 14.73 28.10 46.42 73.12 108.70 
8.10 8.92 9.37 9.62 9.79 
1.56 1.49 1.38 1.35 1.33 I.31 1.30 
8x8 1.55 4.38 9.10 17.22 28.06 44.11 63.61 
6.48 7.82 8.47 8.91 9.18 9.41 9.53 
1.87 1.60 1.50 1.44 1.41 1.38 1.36 
local_ix2[ l] = ix[ l] - bbds + lowerBd[l] ; 
for (k=O ; k<asize ; k++) { 
local_ixl[ l] = local_ix2[O] = k ; 
v + = array_get_local_elem (a, local-ixl) * 
array-get-local-elem (b, local_ix2) ; } 
return v ; 
Notice that localscal_prod is called from within arraymap which supplies the cur- 
rent array element v and its index ix as arguments (see Section 4). However, it needs 
as further arguments the arrays a and b. Passing these arguments is done without alter- 
ing the type of the functional argument of the map skeleton by partially applying the 
function localscal-prod to these two arguments in the main procedure, thus creating 
a function which has the type expected by map. 
We have measured the run-times of the Ski1 program for matrix sizes between 
100 x 100 and 800 x 800 on 4 to 64 transputers. l3 The results are given in Table 1, 
where bold entries stand for absolute run-times (in seconds), roman font entries denote 
speedups relative to the DPFL implementation, and entries in italics remaining slow- 
down factors with respect to the Parix-C I4 implementation. 
I3 In the cases where Jii did not divide n, the next highest value divisible by a was taken, e.g. n = 204 
for ,@=6). 
l4 Parix-C is a parallel C dialect based on message-passing [20]. 
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Fig. 5. Comparison: Ski1 vs. DPFL (left) and Ski1 vs. Parix-C (right) for matrix multiplication. 
For more clarity, we have plotted the speedups relative to DPFL and the slow-downs 
relative to Parix-C against the number of processors, for all matrix sizes and obtained 
the graphics in Fig. 5. Notice that in the left graphic, most of the speedups relative 
to DPFL are grouped around the factor 9, while only a few go below 8. This is also 
reflected in the right graphic, where most of the slow-downs relative to C are around 
1.4, whereas only very few are situated above 1.5. The latter values correspond to 
the case when arrays with small sizes are distributed onto large networks, yielding 
small blocks. In this case, it is obvious that the communication overhead gains more 
importance, leading to a drop of efficiency. Moreover, the use of the permute skeleton, 
which is more general than the rotate skeletons used in [16], also contributes to the 
performance drop in the lower left corner of Table 1. However, in most cases, the Ski1 
version is only 30-40% slower than the direct implementation in C with message- 
passing, which is still acceptable for practical applications, considering the high level 
on which programs can be written. 
6.2. Gaussian elimination 
Gaussian elimination can be used to solve linear systems of the form A . x = b or 
to invert a matrix A, if A is not singular. In the first case, the right hand side vector 
b is added to the matrix A as the (n + 1)th column. Using linear transformations and 
combinations of the rows of the extended matrix, yielding the identity matrix in the first 
n columns, the (also transformed) (n + 1)th column represents the solution vector x. 
Formally, the transformation is given below. 
for k:=O to n- 1 do 
fori:=Oton-1 do 
if ifk then 
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for j := n downto k do 
C&j 1=&j - aik. (akjfa~) 
for i:=O to n-l do 
Xi := ai,/Llii 
The algorithm given above is not complete, since it fails if the current pivot element 
(a&) is 0. This can be avoided by exchanging the current row with one where the 
kth element is non-zero (for reasons of numerical stability, the row with the greatest 
absolute value of the kth element is chosen as pivot row). 
We shall now parallelize this algorithm. The outer loop is not adequate for paral- 
lelization, since it contains inter-loop dependencies, so we take the inner two loops 
and implement them with a map skeleton. However, the innermost loop must be nm 
sequentially from n down to k in order not to overwrite elements too soon. Since the 
map skeleton does not process the array elements in a given order, we have to use two 
different arrays, one as source and one as target. The implementation of the algorithm 
is given below. 
We consider the right-hand side vector b to have been appended to the matrix A, 
yielding a IZ x (n + 1) matrix. This matrix is divided into p blocks (p being the number 
of processors and denoted here by the predefined variable netSize), each containing 
n/p rows (we assume for simplicity that p divides n). 
The first problem is now to determine and to broadcast the pivot row. The determi- 
nation part is done by means of the skeleton array-fold. The result we expect from this 
skeleton is twofold: on the one hand, the number of the row containing the maximal 
pivot element and on the other hand, the value of the pivot element (because, if this 
value is 0, then the matrix is singular). For that, we define the structured type efemrec, 
which contains for each array element its value, its row and its column. array-fold 
first converts each array element to an elemrec and then folds them together using 
the function max-abs-in-col, which computes the maximum only over those elements, 
whose column is k. 
typedef struct-elemrec { float val ; int row ; int co1 ; } elemrec ; 
void gauss (int n) { 
array (float) a, b, piv ; 
elemrec e ; 
/* create arrays a and b, with size n x n + 1 */ 
/* create array piv, with size netSize x n + 1 */ 
for (k=O; k<n; k++) { 
e = array-fold (make-elemrec, maxabs-in-co1 (k), a) ; 
if (e.val == 0.0) error (‘Matrix is singular’) ; 
if (e.row ! = k) 
array-permute-rows (a, switchTows (e.row, k)) ; 
arraymap (copy-pivot (a, k), piv, piv) ; 
arraybroadcast-block (piv, {k/(n/netSize), 0)) ; 
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arraymap (eliminate (k, a, piv), a, b) ; 
array-copy (b,a) ; } 
arraymap (normalize (b), b, a) ; 
/* output array b */ 
/* deallocate arrays a, b, and piv */ 
The use of the elemrec data structure is possible because of the polymorphic type of 
the skeleton array-fold. 
Having found the would-be pivot row, we must exchange it with the current row. 
This is done by calling the skeleton array-permute-rows with an argument function 
that for each of the considered two rows returns the number of the other one, and is 
the identity for each other row. Note that since the switching is done by a skeleton, 
which globally works on all rows, all processors except 2 have nothing to do. This is 
however no overhead, because no processor can continue before it gets the pivot row, 
so it would be idle anyway. 
The next step is broadcasting the pivot row. Unlike row permutation, row broad- 
casting can be reduced to broadcasting blocks, if each block consists of exactly one 
row. l5 This is why the array p iv is created with the size p x (n + 1 ), each processor 
thus getting one row. Before actually broadcasting the pivot row, we have to get it 
from our array into piv. Since no single rows can be accessed, this is done by calling 
the skeleton arraymap. This applies the function copy-pivot to all elements of the 
array piv, overwriting only those, which correspond to the pivot row. The function 
copypivot is given below. 
$t copypivot (array ($t) a, int k, $t v, Index ix) { 
Bounds bds = arrayblockbounds (a) ; 
if (bds-+lowerBd[l] <=k && k<bds+upperBd[l]) 
return array_get-elem (a, {k, ix[l]})/array_get_elem (a, {k,k}) ; 
else 
return v ; } 
Upon checking the arity of this function against its call in the gauss procedure, one 
can observe that copy_pivot was partially applied to the array a and the row number 
k in the procedure gauss. The remaining two arguments, the array element v and its 
index ix, are supplied by the skeleton itself. Notice that we have addressed here the 
array elements by their global coordinates (i.e., with the macro array_get_elem), since 
it is more simple and in this case it does not have a negative influence on the overall 
performance. 
l5 This method does not work for row permutation, in case two rows placed on the same processor are 
switched. Such clash cases would have to be handled by the application program, which should have access 
to single rows within the same block. 
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The function copy-pivot checks if the current block of the array a contains the 
pivot row, using the skeleton arrayblockbounds. If this is true, then it returns the 
corresponding element, already normalized relative to the pivot element, i.e., akj/aM. 
The skeleton arraymap overwrites then the corresponding element of the array piv. 
Otherwise, the old value is returned, which is equivalent to leaving the element of piv 
unchanged. 
Now, the pivot row can finally be broadcast and each processor can do the actual 
elimination on the rows of its block. This elimination is done by mapping the function 
eliminate to all elements of a and writing the results into the copy array b. This 
function also gets its first arguments by partial application, namely the number of the 
pivot row, the pivot array and the old array. The elimination is done only for elements 
at the right of the pivot element, except for those in the pivot row itself, by computing 
aij := aij - aik .(akj/a~) as shown below (procld is the number of the current processor, 
and is equal to the number of the row of the array piv mapped to this processor). 
$t eliminate (int k, array ($t) a, array ($t) piv, $t v, Index ix) { 
if (ix[O] == k 11 ix[l] <k) 
return v ; 
else 
return v - array_get_elem (a, {ix[O], k}) * 
arruy_get_elem (piv, {procld, ix[l]}) ; } 
Finally, since the pivot elements were not normalized to 1, each element of the last 
column (i.e., of the result x) has to be divided by the pivot (i.e., diagonal) element 
of that row. This is done by applying the function normalize to the elements of the 
-Y. 
The Gaussian elimination program was run for matrices with size n x n, for different 
values of n between 64 and 640, on 4 to 64 transputers. The first version of gauss was 
implemented without the search and the exchange of the pivot row, i.e., corresponding 
to the initial version of the algorithm given at the beginning of this section. The reason 
was that this version had been implemented in DPFL [ 161 and we wanted to make 
a fair comparison. Table 2 shows the absolute run-times of the Ski1 program in sec- 
onds, its speedups relative to the DPFL program, as well as its slow-downs relative to 
Pal-ix-C. 
As for the previous example, we have plotted the speedups relative to DPFL and 
the slow-downs relative to Parix-C against the number of processors and obtained the 
graphics in Fig. 6. Notice that in the left graphic, most of the speedups relative to 
DPFL are grouped around the factor 8, whereas only a few go below 6. Again, these 
values correspond to the case when arrays with small sizes are distributed onto large 
networks, yielding small blocks, leading to a higher weighting of the communication 
overhead. 
The slow-downs relative to C are between 1 and 1.85, in some cases even slightly 
less than 1, the average of 1.34 being comparable to the one obtained for matrix 
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Table 2 
Run-time for Gaussian elimination [bold: absolute times; roman: speedups DPFL/Skil; italics: slow- 
downs Skil/ParixC] 
P n 
64 128 256 384 512 640 
1.54 10.56 79.56 263.94 
4 8.26 9.12 9.47 9.57 
1.79 1.79 I.83 1.85 
0.80 3.79 23.60 73.69 168.41 321.79 
16 5.49 7.30 8.45 8.88 9.08 - 
1.38 1.35 I.49 1.58 1.64 1.69 
0.83 3.02 15.20 43.71 95.83 178.41 
32 3.96 5.64 7.18 7.91 8.30 8.56 
1.22 1.07 1.14 1.24 1.31 1.38 
0.88 2.74 11.43 29.69 61.32 109.47 
64 3.36 4.48 5.68 6.49 7.02 7.43 
1.07 0.88 0.87 0.92 0.98 1.05 
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Fig. 6. Comparison: Ski1 vs. DPFL (left) and Ski1 vs. Parix-C (right) for Gaussian elimination. 
multiplication. On the whole, the results relative to message-passing C are good, for 
larger networks even very good. 
The second version of gauss we tested was the one with pivoting. The run-times 
were here about twice as long as in the first version, which is satisfactory, since it is 
visible from the description of the implementation of the pivot search and exchange, 
that this implies considerable overhead. 
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Fig. 9. Averages of Skit results vs. results for DPFL and Parix-C. 
This result is very important, because it shows that algorithmic skeletons can lead to 
efficient implementations and thus become interesting for real applications. 
7. Conclusions 
We have presented in this paper a new approach to parallel programming with 
algorithmic skeletons. We have designed a language that allows high-level program- 
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Fig. 7. Comparison: Skil vs. DPFL (left) and Ski1 vs. Parix-C (right) for shortest paths. 
6.3. Further run-time results 
We have implemented further applications with the skeletons presented above. One 
of these applications is all-pairs-shortest-paths in graphs. The basic operation of this 
algorithm is a modified matrix multiplication applied log n times to the distance matrix 
of the graph, however, using addition in the role of the multiplication and the minimum 
function in the role of the addition in the computation of the ‘scalar products’. Unlike 
the previous applications, shortest paths was implemented using a single generic matrix 
multiplication skeleton, which is parameterized by two point-wise functions, the generic 
‘addition’ and the generic ‘multiplication’. This skeleton is described in [23]. 
The shortest paths program was run for graphs with 100-800 nodes on 4-64 pro- 
cessors. The results relative to DPFL and C are given in Fig. 7. Notice that the curves 
resemble those of matrix multiplication, however the absolute results are better. The 
reason is that here, the entire parallel computation is ‘encapsulated’ in a single skeleton, 
thus allowing more effective optimizations. 
Another application is a statistical (‘Monte Carlo’) method for the numerical solution 
of a partial differential equation. The algorithm is described in [15], we give here only 
the results, which are depicted in Fig. 8. 
Again, the Ski1 implementation is faster than the DPFL one, with most of the relative 
speedups grouped around 6 (left graphic). On the other hand, the performance of Ski1 
is comparable to that of C, most of the relative slow-downs being clustered around 1 
(right graphic). 
The averages of the results of all applications we have presented, are summarized 
in Fig. 9 (hereby, matrix mult2 is the implementation of the algorithm of Gentleman 
based on the generic matrix multiplication skeleton [23]). Note that the average relative 
speedups of Ski1 vs. DPFL are between 5.7 and 9.7, whereas the remaining slow-downs 
to C are relatively small, between 3% (for monte carlo) and 41% (for matrix multi). 
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ming and at the same time can be efficiently implemented, namely Skil, an imperative 
language enhanced with functional features and a polymorphic type system. 
Unlike other related approaches, skeletons are not internal language constructs, but 
they are written in Skil. Ski1 thus provides the framework in which both skeletons and 
applications are implemented. Thereby, parallelism is encapsulated in the skeletons - 
which should have a high degree of flexibility and re-usability - whereas the application 
is written like a sequential program. Since skeletons are the only parallel constructs 
available, the programming style is more restricted than, for instance, in languages 
with explicit message passing. However, the gains with respect to the structure and 
clarity of programs, as well as in easiness of programming and testing, and not least 
in portability, outweigh this limitation by far. 
We have then described a compile-time technique for the implementation of the 
functional features. This technique is crucial for the efficiency of our implementation, 
because it eliminates the overhead caused by classic run-time techniques based on 
closures. Since our transformation is static, we imposed certain limitations in case of 
recursive HOFs and developed a static criterion to check such HOFs on possibly non- 
terminating instantiations. We have shown that our transformation terminates and is 
correct. 
Finally, we have described a series of skeletons for the work with distributed arrays 
and showed how two matrix applications can be implemented on the basis of skeletons 
on a parallel machine. Run-time results have pointed out that our implementation was 
faster than that of a functional language with skeletons, approaching the performance 
of hand-written C code based on message-passing. The importance of this result lies 
in showing that the skeletal approach, which allows writing high-level parallel pro- 
grams, can also lead to efficient implementations and thus becomes interesting for real 
applications. 
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Appendix A. Termination and correctness of the instantiation 
Theorem 1 (Termination). The instantiation procedure, as dejned by X, terminates. 
Proof. The instantiation procedure starts with the main expression and continues with 
the bodies of the called functions and so on, recursively. In order to have a non- 
terminating instantiation, two conditions have to be met: 
(a) At least one HOF, say f, must be (directly or indirectly) recursive. 
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(b) During the nested instantiation of f, a new instance has to be generated in each 
step, respectively, in case of mutual recursion, a new instance must be generated at the 
latest after a finite number of steps. Since the list crtinsts keeps track of the instances 
created during a nested instantiation, this condition can be formulated as follows: in 
each step of the nested instantiation of f, no equivalent record may exist in crtinsts. 
We shall now show that condition (C’) rules out a non-terminating transformation. 
An instance record instrec of f has the form: 
n 
instrec=(f,k,zl,gl,...,Zk,gk) 
where f^ is the name of the instance, k is the number of arguments of the call, ri is 
the type of the ith argument and gi is the name of the (applied) function, if the ith 
argument is functional. Then V instrec’ E crtinsts (f ), i.e., for all active instances of 
f, with instrec’ = (f’, k’, T{, gi, . . . , T;, , gk, ) we have 
instrecy instrec’ ti k#k’ or 
3i,l<i<k, such that ri$rI or gi#gi 
i.e., the new instance differs from the other active instances either in: 
l The number of arguments of the call. However this can lead to the creation of at 
most ar( f) instances. 
l The type of one of its arguments. However, since all types in a program can be 
determined statically, the number of instances that can be generated by type instan- 
tiation is finite. 
l The applied function - if the argument is functional. Since functions can be cre- 
ated dynamically, for instance by partial applications, the generation of an endless 
sequence of instances is in this case possible. We shall therefore restrict ourselves 
to the instantiation of functional arguments and further assume for simplicity that 
k=k’. 
Consider a call of f. Since f is a HOF, at least one of its arguments, say the jth, 
must be functional. The call of f must thus have the form 
f(el,..., ej-1, g(4 9...,e;), ej+l,...,ek) 
where 12 0. We will take a closer look at the functional argument and determine what 
will be entered in the current instance record at the jth position (gj). There are 3 cases, 
depending on the arguments ei, . . . , ei: 
(1) None of ei,..., e; is functional. In this case, g is entered as such in the field gj 
of the instance record. However, only a finite number of combinations, given by 
k and the total number of functions in the program, can thus be achieved, so that 
an endless instantiation is not possible in this case. 
(2) One of the arguments, say ej is functional, i.e., ei =hi(ey,. . .,eg), m>O, but 
V instrec’ E crtinsts( f) with instrec’ = (f’, k, ~‘1, gi, . . . , zi, A), we have: g(, # hi, 
vs= l,... ,k. In this case, a new instance is generated for g, say g’. However, 
the next time this call has to be instantiated (due to recursion), its arguments 
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ei,..., ej will be the same, since they do not depend on the arguments of any 
active instantiation and hence on the parameters of any enclosing function defini- 
tion. Thus, g’ is used again, no new instance being necessary. Consequently, the 
generation of an endless sequence of instances is not possible here either. 
(3) An ei has the form hi(ey,. . . ,eG), m 20, and 3 instrec’ E crtinsts(f) with 
instrec’= (f’, k, 7’1, gi, . . . , ri, g;), and 3s E { 1,. . . , k}, such that gi = hi. Here, a 
non-terminating instantiation may result, however this case is ruled out by condi- 
tion (C’). Thus, the instantiation, as defined by f, terminates. 0 
Theorem 2. [Correctness] Given a Ski1 program which may contain higher-order 
functions, partial applications and polymorphic types, the following holds for the 
output of the transformation 2
(a) It contains no higher-order functions. 
(b) It contains no partial function applications, but it may contain curried 
applications, which are uncurried in a subsequent transformation. 
(c) It may contain non-instantiable polymorphic types. An occurrence of such a type 
as argument of sizeof, $$dyn, or $$par is regarded as a (fatal) program error. 
In all other cases, this type is irrelevant o the rest of the program and can thus 
be instantiated to an arbitrary monomorphic type, e.g. to int. 
Proof. (a) All HOFs with functional arguments (in the reachable part of the code) are 
processed by the transformation 3. Consider such a HOF call. If any of its arguments 
is again a HOF, it is processed first. Consider now the leftmost innermost such call. Let 
this call have the form f(el , . . . , e,) and suppose ei has a functional type. Then, if ei is 
a function name, it is eliminated from the HOF call; if ei is a partial application, then 
it is replaced by its arguments. However, these arguments are non-functional, otherwise 
ei were a HOF call, which contradicts our assumption of having chosen the innermost 
HOF call. Thus, after processing all arguments (i.e., et,. . . , en), the transformed call is 
first-order. We can now consider its enclosing HOF call, which, after similar processing 
of its imrer HOF calls, becomes an innermost one, and apply the same procedure to it. 
It can thus be shown by induction, that HOF calls nested up to an arbitrary depth are 
transformed to first-order calls. The same transformation is applied in parallel to the 
definitions of these HOFs. HOFs with functional result are translated by a procedure 
related to q-expansion (see Section 2.1), which is performed before X [23]. 
(b) Assume a partial function application still exists after the instantiation was done. 
There are three possibilities; either this partial application is an argument of a function 
call, or it is an argument of a return statement, or it occurs elsewhere in the program. In 
the first case, this would mean that the enclosing call is a HOF call, which contradicts 
item (a) above. In the second case, the enclosing function definition would be a HOF 
definition, which again contradicts item (a). In the last case, the partial application can 
either come from the source program or have been inserted by the transformation 9. If 
it was already in the source program, then it would have been rejected by the parser as 
a functional expression which does not observe the specification of the language (see 
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Section 2.1). On the other hand, the transformation 9 does not insert new function calls 
in a program, but only modifies existing ones. This contradiction shows that all partial 
applications in the reachable part of the code are eliminated by 9. Curried function 
definitions and calls - both explicit ones from the source program and such introduced 
for example by Y (line 19) - are uncurried in a subsequent compilation phase. 
(c) Since the main expression is monomorphic, polymorphism can only enter the 
computation by local variables with polymorphic type or by calls of functions with 
polymorphic return type. Consider the first function definition (in the order of their 
processing by $), say f, in which a non-instantiable polymorphic type (call it $t) 
occurs. The only way in which $t could influence the computation ‘outside’ of f, is 
through type-dependent computations. There are 3 operators that take a argument a type 
and return an expression: sizeof, $$dyn, and $$par [23]. If the argument of one of these 
operators is a non-instantiable polymorphic type, then the result is not determined. This 
case is considered erroneous and disallowed as such. As an illustration, consider the 
following example: 
int f (void) { 
Sty ; 
return 1 +sizeof ($t) ; } 
Here, the type $t cannot be instantiated, therefore the value of the expression sizeof 
($t) is undefined. In all other cases, non-instantiable polymorphic types are irrelevant 
for the result of the program and can therefore be instantiated to arbitrary monomorphic 
types. An example of such non-instantiable polymorphic types is the declaration $t x, 
where neither x nor $t are used anywhere in the block of its definition. 0 
Appendix B. An instantiation example 
We shall now illustrate the way the instantiation of HOFs with functional argu- 
ments, partial applications and polymorphism works with an example. Since most real 
examples are easy to instantiate - consider for example the function map - we have 
contrived the following (recursive) definitions of the HOFs inner and outer: 
extern int p (int, int, int) ; 
extern int q (int, int) ; 
extern int t (int, int) ; 
int inner (int j3 (int), int y) { return j3 (y + 1) ; } 
$t outer (St fl ($t), $t j2 (%t), $t x, int n) { 
if (n == 1) { return fl (x) ; 
else return outer cf2, fl, x, n - 1) ; } 
Consider further the nested higher-order function call 
. . . outer (inner (p (1,2)), q (3), t (4,5), 6). . . 
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On comparing the calls of p, q, and t with their prototypes above, we see that p and 
q are partially applied, whereas t is totally applied. 
We shall now describe the main steps of the instantiation. We start with the leftmost 
innermost HOF call, i.e., the call of inner. This HOF has as functional argument the 
partial application of p, which is replaced by its arguments I and 2 (lines 12-13 in 9”). 
Correspondingly, the definition of inner has to be adapted. This is done by replacing 
j3 in the formal parameter list by two new arguments (ul and 212) (lines 17-18 in Y) 
and its call in the body by p (VI, ~2) (line 19 in Sp). The latter replacement yields 
p (ul, ~2) (y+ l), which is later uncurried to p (01, ~2, y+ 1). After that, the body 
of the instance has to be processed (lines 27-28 in 3). As it contains no HOF calls, 
it remains unchanged. The body of p is processed uring the translation of the module 
containing its definition. The resulting call is thus inner-1 (I, 2) and the corresponding 
definition is: 
int inner-1 (int ul, int ~2, int y) { return p (ul, ~2, y+ 1) ; } 
We now instantiate the outer HOF call, which has the form 
. . . outer (inner-l (1,2), q(3), t (4,5), 6) . . . 
The first two arguments are partial applications and are dealt with like in the previous 
case. The third argument is non-functional (total application) and therefore remains 
unchanged. After two steps we obtain the call outer-1 (1, 2, 3, t(4, 5), 6) and the 
corresponding instance record: 
instrec, := (outer-l,4, int + int, inner-l*, int --+ int, q*, E, E, E, E) 
At the same time, the following instance definition is created: 
int outer-l (int u3, int ~4, int u.5, int x, int n) { 
if (n == 1) return inner-1 (~3, ~4, x) ; 
else return outer (q (u5), inner-1 (u3, u4), x, n - 1) ; } 
We now have to process the body of this definition. This amounts to the instantiation of
the call of outer in the else-branch. This is done analogously to our initial expression, 
yielding the new call outer.2 (US, ~3, ~4, X, n - l), the instance record: 
instrecz := (outer-2, 4, int 3 int,q*, int 4 int, inner-l*, E, E, E, E) 
and the definition: 
int outer-2 (int ~6, int ~7, int ~8, int x, int n) { 
if (n == 1) return q (u6,x) ; 
else return outer (inner-l (~7, u8), q (u6), x, n - 1) ; } 
Again, the recursive call to outer has to be processed. This time, though, the func- 
tion d finds instrecl to equivalent o the instance that would be created for this call 
(instrecl E insts (outer)), so it only transforms this call to outer-l (~7, ~8, ~6, x, n - 1) 
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(line 13 in 9’ and line 31 in 9). This concludes the instantiation of our initial expres- 
sion, the overall result being listed below. 
/ * p, g, and t unchanged */ 
int inner-l (int ul, int v2, int v) { 
return p (vl,o2,y+ 1) ; } 
int outer-l (int K?, int 24, int ~5, int X, int n) { 
if (n == 1) return inner-l (~3, v4, X) ; 
else return outer-2 (21.5, v3, v4,x, n - 1) ; } 
int outer2 (int ~6, int ~7, int v8, int n, int n) { 
if (n == 1) return q (~6, X) ; 
else return outer-l (~7, v8, v6, X, n - 1)) ; } 
. . . outer-1 (1,2,3,t(4,5),6) . . . /* the initial call */ 
Notice that, throughout the instantiation, the function V detects no potentially non- 
terminating instantiation. Had, however, outer been defined as follows: 
$t outer (St fl (St), $t j2 (St), $t x, int n) { 
if (n == 1) returnfl(x) ; 
else return outer (compose cfl,fl), j-2, x, n - 1) ; ) 
then, in the instantiation of the recursive call of outer, the application of compose 
would have been processed first, yielding the instance record: 
instrec3 := (compose_l, 2, int 4 int, inner-l*, int + int, inner-l*) 
and then, the call of outer would have been instantiated, leading to the creation of 
instreq (instead of instrecz): 
instreq := (outer_?, 4, int -i int, compose-l*, int -i int, q*,&, E, E, E) 
In this case, %? would have considered first all argument functions occurring in instrecq, 
then all argument functions appearing in instrecs (transitive closure over compose-l), 
etc. It would have found that inner-l, which occurs in instrec3, also occurs in instrecl 
(which belongs to the list of active instance records, too) and it is marked. Therefore, 
V would have reported a potentially non-terminating instantiation. 
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