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Abstract
In this day and age, automation systems have to deal with differing customer
needs, environmental requirements and multiple application contexts. Automation
systems have to be variable enough to satisfy all of these demands. The develop-
ment and maintenance of such highly-customizable systems is a challenging task
and becomes increasingly more difficult considering multiple involved engineering
disciplines and long lifetimes, which is characteristic for industrial systems of the
automation domain. Software product line engineering provides developers with
fundamental concepts to manage the variability of such systems. However, these
concepts are not established in the domain of automation systems. In addition,
the involvement of multiple engineering disciplines poses a threat to existing SPL
techniques. This thesis contributes novel approaches to improve the development
and maintenance of software-intensive automation product lines. In total, three
major contributions are made, spanning across the complete design phase of an
automation system. (1) The feature modeling process is improved by detecting
hidden dependencies between interrelated feature models from separate engineering
disciplines. Furthermore, hidden dependencies and occurring defects in the feature
models are explained in a user-friendly manner. (2) A model-driven development
approach is introduced consisting of UML models, which are extended with delta
modeling to manage variability in the automation product line. The models encom-
pass information that is needed to automatically derive and analyze a performance
model. (3) Subsequently, an efficient family-product-based performance analysis is
proposed for the previously derived UML models that is vastly superior compared
to common product-based approaches. All of these techniques have been evaluated
using multiple case studies, with one being a real-world automation system.

Zusammenfassung
In der heutigen Zeit sehen sich Automatisierungssysteme mit einer steigenden
Komplexität konfrontiert. Einzelne Kunden haben unterschiedliche Ansprüche an
das System und ebenso müssen Umweltbedingungen der verschiedenen Betrieb-
sumgebungen sowie abweichende Anwendungsgebiete bei der Entwicklung eines Au-
tomatisierungssystems berücksichtigt werden. Diese Komplexitätsaspekte werden
unter dem Stichwort Variabilität zusammengefasst. Ein Automatisierungssystem
muss in der Lage sein, sämtliche Anforderungen zu erfüllen. Die Entwicklung
und Wartung dieser Systeme wird jedoch durch die stetig wachsende Variabilität
und eine potentiell lange Lebensdauer immer schwieriger. Zusätzlich sind an dem
Entwicklungsprozess eines Automatisierungssystems mehrere Ingenieursdisziplinen
beteiligt. Die Techniken aus dem Bereich der Software-Produktlinienentwicklung
bilden Lösungen, um die Variabilität beherrschbar zu machen. In der Automa-
tisierungstechnik sind diese Techniken weitgehend unbekannt und durch den in-
terdisziplinären Charakter oft nicht ausreichend. Daher werden in dieser Dis-
sertation neue Ansätze entwickelt und vorgestellt, die auf die Domäne der Au-
tomatisierungstechnik zugeschnitten sind. Insgesamt leistet diese Dissertation fol-
gende drei wissenschaftlichen Beiträge: (1) Die Entwicklung von Feature-Modellen
wird durch die Detektion von verborgenen Abhängigkeiten, die zwischen Feature-
Modellen der unterschiedlichen Ingenieursdisziplinen existieren, verbessert. Gle-
ichzeitig liefert der vorgestellte Algorithmus die Erklärung für die Existenz dieser
Abhängigkeiten. Dieses Konzept wird auf weitere Defekte in Feature-Modellen
ausgeweitet. (2) Einen modell-basierten Ansatz zur Entwicklung eines Automa-
tisierungssystems. Der Ansatz basiert auf Modellen aus der UML, die mit Hilfe
der Delta Modellierung Variabilität abbilden können. Zusätzlich sind die Mod-
elle mit Informationen über Performance Eigenschaften angereichert und erlauben
die automatische Ableitung eines Performance-Modells. (3) Eine effiziente Perfor-
mance Analyse von allen Varianten des Automatisierungssystems, die auf den zuvor
abgeleiteten Performance-Modellen basiert. Alle Beiträge wurden mit Fallstudien
evaluiert. Eine Fallstudie repräsentiert ein reales Automatisierungssystem.
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1 Introduction
Current market dynamics force companies to develop countless individualized prod-
ucts in order to meet all the demands of their customers [BBO+12, PBvdL05]. The
automation domain is not immune to this request for mass customization of mass-
produced products [VHFF+15]. Thus, modern automation systems simultaneously
exist in many variants to comply with the differing customer requirements and ap-
plication contexts. Additionally, they must operate over several decades and adjust
to changing environmental conditions, such as functional, technical or legal require-
ments during their lifetime [BBO+12]. As a result, companies face the challenge to
deal with this increasing variability, while keeping the costs low for themselves and
the quality high for their customers.
A key success factor in the development of such a variability-intensive automation
system is reuse. Engineers should reuse already developed system artifacts when-
ever it is possible. In the literature, reusability is often achieved by applying the
concept of product line development [KA11, PBvdL05, CE05, CN02, KCH+90]. Its
advantages are well recognized in combination with software systems such as the
Linux kernel [TLSSP11], however they are not yet state-of-the-art for the develop-
ment of automation systems [BBO+12]. KePlast and KeMotion are two examples
for which product line techniques have successfully been applied to the automation
domain [LEGP15]. KePlast is a platform for the automation of injection mold-
ing machines and KeMotion is a control system for robotics.1 A direct application
of software product line techniques is not sufficient for automation systems, since
their development often involves multiple stakeholders from various disciplines such
as mechanical, electrical and software engineering. Thus, the development must
consider not only dependencies within each discipline, but among the disciplines as
well [BBO+12]. Additionally, this interdisciplinary aspect has to be addressed on two
levels as software product line development is typically divided into problem and so-
lution space [PBvdL05, CE05, KA11]. The problem space is referred to as the set of
all valid system specifications and consists of domain-specific concepts and features.
A concrete specification requires the selection of features that the desired system
should have. The problem space also contains information about invalid feature
combinations and default dependencies [CE05]. The solution space on the contrary
is referred to as the set of concrete systems and consists of implementation artifacts.
Developers can compose these artifacts to create a system implementation based on
1http://www.keba.com/de/home
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the concrete specification. Naturally, there must be a mapping between both spaces
available in order to enable this process. The mapping and all defined dependencies
in the problem space are also referred to as configuration knowledge [CE05]. This
thesis directly contributes to the research focus of product line development in the
automation domain across both spaces.
1.1 Research Question
The idea of this thesis is to provide a holistic and efficient modeling approach cover-
ing variability and performance aspects across several engineering disciplines during
the design time of an automation system. While there have been considerable ad-
vances in modeling variability in software product lines [CE05, KA11, KCH+90,
BSRC10], existing approaches lack the functionality to deal with the interdisci-
plinary nature of automation systems [BBO+12]. Furthermore, the analysis of
non-functional performance properties such as throughput, utilization and aver-
age response time is a crucial task during the development of an automation sys-
tem, e.g., to identify optimization potential in its layout. Existing work focuses on
expressive modeling and analysis of performance in systems with few or just one
variant [BDIS04, BKR09, CM02, BM05]. Approaches that can efficiently execute
such quality analyses are already scarce in the general area of software product
lines [GS11, TAK+14] and thus also not available for automation systems. Hence,
there is a strong need to develop an interdisciplinary variability modeling concept
and combine it with an efficient performance analysis covering the complete design
time of a product line in the automation domain. This ultimately leads to the
central research question of this thesis:
How can we efficiently develop variant-rich systems in the automation domain and
analyze their performance properties during design time?
In order to provide an adequate answer, it is paramount to solve three problems
that are reflected within the following research questions. Finding an answer to
each question provides a stepping stone towards an overall improved development
process of an automation product line.
• RQ1: How can we reuse and adapt existing variability modeling approaches
to deal with the interdisciplinary nature of automation systems in the problem
space?
• RQ2: How can we capture the complete variability of a real-world automation
system during its design time in a uniform way considering the solution space?
• RQ3: How can we efficiently analyze product lines in the automation domain
regarding performance metrics?
2
1.2 Approach
Variability modeling is a key aspect and part of two research questions. While
RQ1 focuses on variability in the problem space that captures domain knowledge
in an abstract way, RQ2 deals with variability in the solution space and concrete
development artifacts. A combination of both questions provides us with the holistic
variability modeling approach for automation systems in problem and solution space.
Finally, developing an efficient performance analysis in RQ3 enables us to evaluate
all variants of the automation system with regard to performance metrics such as
throughput or utilization. Hence, we can bring both worlds, variability modeling
and performance analysis, together and close the research gap specified in the central
research question.
1.2 Approach
This work aims at improving model-based automation product line engineering in
both problem and solution space. Fig. 1.1 depicts the overall approach developed
in this thesis with respect to the defined RQs and individual tasks T1-7 that must
be completed to find an answer to each RQ. A description of the figure is part
of the following paragraphs in which we take a closer look at each of the three
contributions.
Variability in the Problem Space (RQ1). Most approaches for variability mod-
eling, in general, and feature modeling [KCH+90] in particular, consider one large
model that specifies all features and their valid combinations [HTH13, BSRC10].
Feature models are the de-facto standard for variability modeling in the problem
space [PBvdL05, CE05]. However, experience with applying feature modeling to
real-world product lines shows that modeling all features within one model does not
scale well in terms of visualization, maintainability, and automated analysis, espe-
cially with regard to multiple involved disciplines [LEGP15, LFVH13]. Each change
in a feature model may lead to a defect or may arbitrarily influence any part of the
feature model [BSRC10, TBK09]. Several approaches try to mitigate these prob-
lems such as feature model composition, feature model views and feature modeling
for multi software product lines. Feature model composition is the process of com-
bining two or more feature models into a larger feature model [RSTS11, HTH13].
The idea is that we can develop feature models of manageable size and combine
them on demand. Typically, there are constraints that link features of one feature
model with those of other feature models. An alternative approach is that of feature
model views [HTH13]. Instead of composing feature models from smaller models,
we can define views on top of an existing, possibly larger feature model. Each view
is typically specific to a certain group of stakeholders. Both feature model composi-
tion and feature model views contribute to what is known as multi software product
3
1 Introduction
Efficient Performance 
Analysis Techniques
Problem Space
Solution Space
Interdisciplinary 
Variability Modeling for 
Automation Systems
Uniform Variability 
Modeling Framework for 
Automation Systems
Defect Explanation 
Techniques
Explanation of 
Dependencies between 
Disciplines
enhanced with
RQ3
includes
includes
is connected to 
RQ2
RQ1
RQ1
RQ1
Specification of 
Performance 
Properties
System Variants 
is basis for  
is basis for  
RQ3
RQ2
used to assess 
applied to
T1 T2
T3
T4 T5 T6
T7
Figure 1.1: Overview of the proposed approach.
lines [HGR12, BRN+13]. That is, we can reuse existing product lines within another
product line.
A feature modeling approach that encompasses appropriate measures to deal with
the interdisciplinary aspect and supports engineers in the comprehension of defects
and dependencies to ensure sound feature models is missing at the moment. Existing
approaches either support only the interdisciplinary aspect or provide means to
explain defects in one large feature model. The explanation of dependencies between
different disciplines is not considered at all in literature.
1. Contribution: We propose improvements to the development and maintenance
of feature models tackling these missing aspects. Our approach encompasses support
for multiple disciplines by using feature model decomposition (T1) and presenting
the reasons for possible dependencies to other domains (T3). Consequently, we
assist developers in the debugging process of defects in a feature model raising its
overall quality (T2). We can apply similar concepts developed in (T2) to also
fulfill (T3) (cf. Fig. 1.1). The improvements are integrated in an existing feature
modeling framework and their impact on response times is not perceptible by users.
In particular, we operate on propositional formulas that allow efficient computations
for feature models and process the obtained results to provide developers with visual
feedback.
Variability in the Solution Space (RQ2). Variability is studied extensively in the
context of software product lines [PBvdL05]. Existing approaches can be classified
in three main directions: annotative (or negative, [VG07]), compositional (or pos-
itive, [KAK08]) and transformational [Sch10, HMPO+08]. Annotative approaches
consider one model representing all products of the product line. Variant annota-
4
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tions, e.g., using stereotypes in UML models [Gom04] or presence conditions [CA05],
define which parts of the model have to be removed to derive a concrete product
model. Annotative variability models tend to quickly become very difficult to man-
age for large software product lines with many variants. Compositional approaches
associate model fragments with features that are related to a specific configura-
tion. Throughout the years several composition methods have been proposed such
as aspect-oriented or feature-oriented software development [NK08, ABKS13]. How-
ever, they can only add functionality to an existing product, and the impact of a
feature is limited by the used composition technique. Transformational approaches
as the common variability language [HMPO+08] or delta modeling [Sch10] are the
most flexible ones, since they allow us to freely add, remove and modify model
fragments.
A foundational goal of this thesis is to express the variability and all other relevant
information of an automation system across the complete design time. The design
time is often comprised of multiple development steps in which each step provides
a refinement of system development artifacts [PHAB12].
2. Contribution: Following the well-known separation of concerns principle, we
propose a multi-perspective modeling approach with three levels of abstraction.
Each modeling perspective represents one development step and is specified by
models of the Unified Modeling Language [MG15]. Variability is managed using
the delta modeling approach. In combination with a mapping between the individ-
ual perspectives, we are able to fully model any automation system and all of its
variants (T4). Modeling errors are mitigated with the help of a consistency check-
ing concept. The approach encompasses an automatic generation of system variants,
which is necessary to actually control a real-world automation system (T7). The
mapping between problem and solution space is realized with an application con-
dition restricting the composition of implementation artifacts [PHAB12]. Hence,
we have a holistic modeling approach for automation product lines spanning across
both spaces.
Performance Analysis in the Solution Space (RQ3). Variant-rich automation
systems are not only complex with respect to the analysis of the variability defined
in the problem space (e.g., as in a feature model and defect explanation [BSRC10]).
Variability in the solution space poses difficulties for the application of existing
analysis techniques, such as type checking, static program analysis, model checking
and deductive verification [TAK+14]. A naive solution for this problem involves the
analysis of each variant in isolation and is called a product-based analysis. This is
not scalable for systems with high variability. Already the generation of all pos-
sible variants in a product line is infeasible due to an exponential growth in the
worst case with the number of features. Even if the generation of all products is
5
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possible, separate analyses of variants perform numerous redundant computations
due to similarities in the individual variants. Several other analysis strategies for
product lines have already been identified, i.e. feature- or family-based, which are
vastly more efficient compared to the naive approach [TAK+14]. A feature-based
strategy analyzes all artifacts connected to a specific feature, while ignoring other
features or the dependencies stored in the feature model. Thus, the complexity is
reduced to a linear number of analysis tasks, i.e., for every feature. A family-based
strategy merges all artifacts in one artificial family model, which also incorporates
the knowledge about dependencies in the feature model. Analyzing this artificial
family model is often more expensive compared to analyzing an individual variant.
However, this analysis is only executed once [TAK+14].
We are confronted with similar problems in order to achieve an efficient combina-
tion of our modeling and performance approaches. Most of the existing approaches
focus on feature models which are insufficient for a performance analysis in automa-
tion systems, since the system behavior is not taken into account [GS11]. Although
analyzing the source code avoids this problem, we aim at providing performance
estimations during early stages of the development, since we solely focus on the
design time. An efficient performance analysis is not available in the literature for
this purpose.
3. Contribution: As an initial step, we must provide the necessary performance
specifications within our multi-perspective modeling approach (T5). Afterwards, a
product-based solution is straightforward possible given the system models. How-
ever, we devise an efficient family-product-based performance analysis for automa-
tion product lines (T6). It is based on behavioral models of our previous contribu-
tion. The models are interpreted as queueing networks underlying continuous-time
Markov chains. The construction and analysis of an artificial family model forms
the core of this contribution. We can use this concept to acquire the steady-state
and to calculate several performance properties such as throughput, utilization,
(average) queue length and (average) response time for all variants. The general
process is applied to different classes of continuous phase-time distributions com-
prised of exponential- and Coxian-distributed service times (T6). A comparison to
a product-based approach shows the supremacy of our analysis type.
1.3 Structure of this Thesis
An introduction to product lines and our running example in Chapter 2 marks the
beginning of this thesis. The focus lies on the development process of a software
product line and variability modeling techniques that are used later on in the contri-
bution parts. The running example is a real-world automation system, which we use
to validate the applicability of all contributions. Due to the nature of our proposed
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approach, we dedicate a whole chapter to each contribution. Chapter 3 describes
an algorithm, which is capable of explaining dependencies between multiple feature
models as well as typical feature model defects in a similar manner. We continue
with the introduction of a modeling framework capturing all relevant information of
an automation system during design time in Chapter 4. The framework consists of
models from the Unified Modeling Language and is extended with delta modeling
as variability management concept. In Chapter 5, we propose the efficient family-
product-based performance analysis with the artificial family model. We instantiate
the idea two times for queueing networks of different complexity showing its appli-
cability. In addition, each of the three contribution chapters incorporates necessary
foundations, an evaluation part and related work relevant for this specific topic.
We conclude the thesis and discuss future work in Chapter 6. Additional material
within the appendix as well as a list of abbreviations can be found at the end of this
thesis.
7

2 Background
The goal of this chapter is to set the general context for the thesis and to provide an
introduction into the main topics common for all later contributions. We describe the
basic idea of product lines and especially product lines in the software domain. Then,
we explain the concrete engineering process of software product lines in more detail
as well as two variability modeling techniques and different analysis strategies. The
chapter is completed by a description of a software-intensive automation product
line serving as running example throughout the thesis.
2.1 Product Lines
During the last century customer demands have shifted back forth between individ-
ualized and standardized products. In the beginning, each product was handcrafted
for a specific customer such as a car. However, an increasing population size and
its rising wealth demanded a significantly improved production process, since craft-
ing products by hand was no longer able to cope with the ever increasing demand.
Probably the most infamous solution in history was the introduction of the assembly
line by Henry Ford in his factories. As a result, he was able to produce his vehicles
significantly cheaper compared to the handcrafted process enabling a production for
the mass market. Hence, mass production was born [PBvdL05, CE05].
The main drawback was the lack in diversification and during the decades cus-
tomers developed a demand for more individualized products tailored to their spe-
cific needs. Considering the automotive domain cars for different purposes were
introduced such as family, sport or all-terrain vehicles. This trend further continued
until today and car manufacturers state that almost no vehicle leaving a factory is
identical to another one. In addition to mass production, manufacturers now have
to deal with mass customization [PBvdL05, CE05].
Ultimately a product line is defined in the literature as follows:
Definition 2.1: Product Line
“A product line is a set of systems scoped to satisfy a given market.” [CE05]
An application of this definition to the previously used automotive domain results
in the historical Ford Model T being a product line or nowadays, e.g., the VW Golf
7. Of course, it is not limited to the automotive industry. Product lines can be
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found in many parts of our every day life such as the food and computer industries,
e.g., customizing sandwiches or configuring a new computer. The software domain
has similar needs in terms of high diversity and a cost-efficient development process
leading us to the concept of software product lines.
2.1.1 Software Product Lines
Modern software systems get increasingly more complex due to a rising functional-
ity as well as the immense number of possible end devices in order to satisfy the
differing customer requirements. Contrary to this complexity, many devices only
have limited resources available making it impossible to deploy the complete soft-
ware such as in case of embedded systems. Hence, a software systems must be
specifically tailored to fulfill all customer wishes while meeting all environment re-
quirements [BCK12, PBvdL05]. Again, we can identify aspects of mass production
and mass customization leading to an analogous definition as in Def. 2.1:
Definition 2.2: Software Product Line
“A software product line (SPL) is a set of software-intensive systems sharing a
common, managed set of features that satisfy the specific needs of a particular
market segment or mission and that are developed from a common set of core
assets in a prescribed way.” [CN02]
A feature is a characteristic that is visible to the end-user and supports the com-
munication of commonalities and differences between individual products of the
SPL [ABKS13]. Consider the modern human machine interfaces in cars as a market
segment. An SPL for that domain could have features such as speech recognition,
navigation software or wireless connections for the mobile phone. SPLs comprise
not only pure software products, e.g. Microsoft Office, but many software-intensive
embedded systems as well, e.g., control units in the car or a television.
By combining individual features together, an SPL gives birth to a large number
of possible variants of the system that have to be managed. This large variant
space poses a threat for the development, maintenance and testing process of an
SPL. Traditional engineering approaches are not able to deal with the size and
complexity introduced by this variability calling for a specific software product line
engineering approach [PBvdL05].
2.1.2 Software Product Line Engineering
The problem of mass production is easy to solve in software systems, since software
can be copied very quickly. However, the greatest threat lies in the mass customiza-
tion and therefore the variability. Managing this variability is a key aspect of the
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SPL engineering to ensure an efficient development process. The SPL engineering
is defined as follows:
Definition 2.3: Software Product Line Engineering
“SPL engineering is a paradigm to develop software applications (software-
intensive systems and software products) using platforms and mass customiza-
tion.” [PBvdL05]
A platform is described as a common structure to enable the creation of complete
variants of the SPL. They foster reuse potential while minimizing redundancy in the
development. Platforms are not limited to source code, but include requirements
and all kinds of models as well [PBvdL05, CN02, CE05].
The SPL engineering is divided into two phases, namely, the domain engineer-
ing and the application engineering. The two phases including their sub-steps are
described in the next paragraphs and also depicted in Fig. 2.1.
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Domain Engineering. Domain engineering establishes the reusable domain arti-
facts spanning from requirements to source code, hence the platforms. The definition
is as follows:
Definition 2.4: Domain Engineering
“Domain Engineering is the process of SPL engineering in which the common-
ality and the variability of the SPL are defined and realized.” [PBvdL05]
The process is composed of five sub-phases as depicted in the upper part of
Fig. 2.1. First, the product management focuses on economical aspects of the
SPL and the desired market segment. The scope of the SPL is defined in alignment
with the company goals and market strategies. As a result, a product road map is
created describing the major common and variable features, a release schedule for
product variants and if possible a list of existing products and artifacts usable to
develop the common platforms for the SPL in the future [PBvdL05].
Second, common and variable requirements of the SPL are identified in the do-
main requirements engineering based on the product road map. In contrast to
single software systems, these requirements describe the full SPL and therefore all
foreseeable variants at that point in time. However, as Fig. 2.1 already depicts the
domain engineering is a continuous development process and may have an arbitrary
number of iterations. As a result, the derived requirements can be extended or al-
tered in future cycles. A variability model is created containing the information of
the requirements as well as their commonalities and differences. This model can be
on a textual or model-based level.
The third sub-process is called domain design and takes the previously derived
variability model to develop a reference architecture by mapping requirements to
technical solutions. This architecture serves as a common, top-level structure for
all SPL variants enabling the aspect of mass customization. During this process
the variability model is refined to also express internal variability mandatory for the
technical solution.
Fourth, the domain realization produces reusable software components given
the defined reference architecture. Again, reusability is the key aspect for this pro-
cess. The designed and implemented software assets should be loosely coupled and
provide an adequate interface to maximize the reuse potential. The result of this
phase is not a complete product variant of the SPL, but individual components that
can be combined to create the desired product. Hence, it also ensures respective
configuration mechanisms to select this product given the available components.
The fifth and last sup-process in the domain engineering is domain testing. Es-
pecially validation and verification of the reusable software components is the goal at
this point. Thus, the realization is tested against the specification, i.e. requirements
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and architecture, and domain testing should also detect faults in the individual
components. In addition, the developed test artifacts should also be reusable for
future iterations. The existing variability model is used to derive potential test ar-
tifacts. Contrary to single-system engineering, we have no executable application
under test, since this is part of the testing process in the application engineering.
Only single components are tested at this point.
The complete domain engineering process can and often must be repeated to
deal with changing requirements, environments or general evolution of the SPL.
Application Engineering. Application engineering is responsible for deriving con-
crete product variants based on the artifacts created during the domain engineering.
It ensures sound binding of the variability to the specific demand of an application.
A common definition is as follows:
Definition 2.5: Application Engineering
“Application engineering is the process of SPL engineering in which applica-
tions of the product line are built by reusing domain artifacts and exploiting
the variability.” [PBvdL05]
Except from the product management sub-process in the domain engineering, all
described sub-processes have a direct counterpart in the application engineering.
The individual domain artifacts serve as respective inputs for these application sub-
processes. The lower half of Fig. 2.1 shows their correlation and similar to the
previous paragraph, we briefly describe the individual sub-processes.
During the application requirements engineering it is mandatory to involve
the customer as one of the essential stakeholders, since only the customer knows
the desired requirements for the specific application. Ideally, the domain artifacts
already capture all customer demands. However, in some cases the defined require-
ments during the domain engineering are not sufficient for the customer. Hence,
the requirements as well as the variability model must be extended to reflect them.
Ultimately, we have a complete requirement specification for the particular applica-
tion.
In the next step, the application design, an instance of the reference architecture
is invoked to form the concrete application architecture. Necessary application-
specific changes are combined with the reference architecture saving time compared
to single-system development, since the complete reference architecture or certain
parts can be reused multiple times for any number of applications. The output is
an architecture fulfilling all specified requirements.
Finally, the application realization produces a fully-fledged and executable
application based on the architecture and software artifacts. Most crucial part is
13
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Figure 2.2: Problem and Solution Space in the context of SPL engineering [KA11,
ABKS13, CE05].
the selection and configuration of the software components.
The application testing focuses to improve the quality of the created application
and verifies as well as validates it against the specification. Again, the test artifacts
can be derived from the domain testing process enabling a high reuse potential. Ide-
ally, we have a traceability mechanism to map requirements to software components
and test cases making this sub-phase a lot easier. However, in SPL engineering it
is often not possible to test all variants and combinations that can be produced in
the application engineering due to limited resources and the exponentially growing
variant space [KSS13, LPKS14, ER11].
2.1.3 Problem and Solution Space
SPL engineering is typically divided into the problem space and the solution space,
which is also depicted in Fig. 2.2 [CE05]. The problem space consists of domain-
specific abstractions describing the requirements of a software system as well as its
intended behavior. The top-left corner in Fig. 2.2 basically is a summarized version
of several domain engineering sub-phases previously shown in Fig. 2.1. Again, we
emphasize that the results are documented in terms of features that play an impor-
tant role in the first contribution of this thesis. The solution space solely contains
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implementation-oriented abstractions, such as models or source code artifacts (cf.
top-right corner in Fig. 2.2). Features in the problem space are mapped to arti-
facts in the solution space. Hence, a selection of features ultimately results in the
selection of the connected implementation components with which the executable
application is created (cf. bottom-half of Fig. 2.2). The mapping can have different
shapes, which depend on the implementation method and the degree of automa-
tion. A straightforward solution with low complexity is a name-based approach
due to naming conventions. More sophisticated solutions use constraints that are
processable by machines, such as preprocessors [CE05].
In this thesis, we focus on the artifacts created during the domain engineering
spanning across the problem and the solution space, hence the complete upper-half
of Fig. 2.2. First, we deal with different aspects of a feature model representing the
derived variability model (Chapter 3). Second, we provide variability management
techniques to model (Chapter 4) and analyze (Chapter 5) implementation-oriented
artifacts. The overall goal is to minimize the effort necessary for the development
and maintenance of an SPL.
Feature Modeling. In an SPL not all combinations of features are useful or
even physically possible (cf. Section 2.2). Feature models are one way to ex-
press the intended variability. After their introduction by Kang et al. in 1990,
they ascended to be the default modeling concept for SPLs in the problem
space [KCH+90, BSRC10, CE05, PBvdL05]. A feature model consists of a hierarchi-
cally arranged set of features and has typically a tree-like graphical representation,
which is called feature diagram, such as depicted in Fig. 2.3 for a simple computer
mouse SPL. Relationships between parent and child features are expressed using
the following notations and their semantics (see legend in Fig. 2.3 for graphical
notation) [KCH+90, CE05]:
• Mandatory – feature must be selected, if the parent is,
• Optional – feature is optional,
• Or – one or more subfeatures can be selected,
• Alternative – only one subfeature can be selected.
Example 2.1: Computer Mouse
For instance, all variants of the computer mouse must have the mandatory
features Left Button, Right Button, Sensor and Connection. However, we
can only choose one sensor type from Ball or Laser. The connection to a
computer is established with an USB cable or a wireless Bluetooth interface.
Some mouse variants also support both connection types. A Scroll Wheel is
an optional component.
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Figure 2.3: Feature diagram for a computer mouse SPL.
Abstract features such asMouse, Sensor and Connection do not contain realization
artifacts and are only used for structural purposes or represent place holders for
features planned in the future [TLSSP11]. A core feature is present in all variants
of the SPL, e.g., Left Button. Relationships between features that are not related
by a parent-child relationship can be expressed using cross-tree constraints (CTC)
written in propositional logic. Fig. 2.3 presents three CTCs below the feature tree.
The formulas are not limited to simple require (first CTC) and exclude (second
CTC) relationships, but can be arbitrarily complex representing any combination of
features, e.g., as depicted in the third CTC [CE05].
At this point, we only introduced the visualization of a feature model that sup-
ports developers to build and maintain an SPL. While this representation is easy to
understand for humans, propositional formulas are a more efficient representation
for analysis purposes [BSRC10].
Propositional Formulas in Feature Models. A propositional formula is an expres-
sion that consists of logical operators ∧,∨,¬,⇔,⇒ and a set of boolean variables.
The truth values true and false are assigned to the boolean variables in order to
compute the result of an expression. We were already confronted with some small
propositional formulas as part of the CTCs in a feature model. Each feature model
can be automatically translated into a propositional formula [Bat05, Man02]. A
feature is considered as a boolean variable and assigned the respective truth value
(true = selected, false = not selected). The formula evaluates to true, if the selec-
tion of features is valid. Given the logical operators, every parent-child relationship
can be translated into a propositional formula (cf. Table 2.1). A conjunction of all
formulas represents the complete feature model [Bat05].
Relationship Propositional Formula
Mandatory Parent⇔ Child
Optional Child⇒ Parent
Or Parent⇔ (Child1 ∨ Child2 ∨ ... ∨ Childn)
Alternative (Child1 ⇔ (¬Child2 ∧ ... ∧ ¬Childn ∧ Parent))∧
(Child2 ⇔ (¬Child1 ∧ ... ∧ ¬Childn ∧ Parent))∧
(Childn ⇔ (¬Child1 ∧ ... ∧ ¬Childn−1 ∧ Parent))
Table 2.1: Translation from feature model to propositional logic.
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Delta Modeling. In order to create a seamless development process for SPLs, we
need a variability modeling technique for the solution space as well. Delta Modeling
(DM) is a general concept of integrating variability with atomic model transforma-
tions. Variability in DM is captured by a core model and a set of delta models.
A core model corresponds to a valid variant, and in many cases, it is the smallest
possible variant of the SPL. The delta models contain changes to the core model by
additions, modifications and removals of model elements. An application of a valid
set of delta models to the core leads to a new variant of the SPL. Fig. 2.4 depicts the
principle of DM using the example of state machines. First, we create a core model
of the product line. In this example, the core model contains four connected states
including an initial and final state. Next, we can define the necessary model trans-
formations in the delta models. For instance, the delta model to generate Variant 1
based on the core model contains the removal of the transition from S2 to S1. We
can define the delta operations to arrive at Variant 3 in a similar way. In addition,
DM gives us the instruments to also generate Variant 3 based on Variant 1, if we
define the necessary delta operations. This process can be continued to derive the
other variants displayed in Fig. 2.4 as well.
Furthermore, we can attach an application condition to every delta model en-
abling the selection of deltas based on a concrete feature combination. Therefore,
application conditions are defined in terms of features from the feature model. In
combination with an application order for delta models, we can also compose multi-
ple deltas to derive a concrete variant [Sch10]. The main characteristics of DM are
as follows [Sch10]:
• The DM concept is independent of a concrete implementation or modeling
language. We can instantiate it for any language, e.g. Java or the Unified
Modeling Language, by defining the respective delta operations.
• DM allows a modular as well as incremental development process.
• Variability is expressed by the same concepts across all models of the SPL.
• Feature combinations can be explicitly captured by the attached application
conditions.
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Figure 2.4: Principle of Delta Modeling [Sch10].
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A formal definition of DM and its semantics is given in [Sch10]. Furthermore, DM is
not the first and not the only available variability modeling concept in the literature.
A comparison of several approaches is given in the related work (cf. Section 4.4).
Software Product Line Analysis Strategies. The analysis of a software system
is a crucial task to ensure its correctness and reliability. However, the large variant
space in SPLs threatens the application of traditional analysis strategies such as
type checking, theorem proving or performance analysis. The generation of all pos-
sible variants already is infeasible in many cases due to the potentially exponential
growth of valid feature combinations. As a result, researchers started to exploit the
very nature of SPLs and developed analysis strategies that consider the variability
information available in the problem and solution space models [TAK+14, CE05]. In
the following, three analysis strategies are described that we encounter throughout
the course of thesis.
The naive approach is a product-based analysis in which we generate (all) products
of the SPL and analyze them in isolation. A typical optimization strategy is to
compute a sample set containing a smaller number of products based on a coverage
criteria. This subset is then used to make statements about properties for the
complete SPL. However, the core strategy remains a product-based analysis, which
is defined as follows:
Definition 2.6: Product-based Analysis
“The analysis of an SPL is product-based, if it operates only on generated
products or models.” [TAK+14]
Its main advantage lies within the applicability of existing tools to analyze indi-
vidual products. Additionally, the analysis of all products in this manner provides
a sound and complete result for a considered property. A product-based approach
typically serves as baseline to compare other strategies, e.g., in terms of efficiency
(cf. Chapter 5). Of course, the main disadvantage is the inefficiency due to redun-
dant computations in this strategy [TAK+14].
Family-based analysis strategies constitute the second type. The general idea is to
analyze the variability model and domain artifacts together by creating a single large
model and derive the intended properties afterwards. The definition is as follows:
Definition 2.7: Family-based Analysis
“The analysis of an SPL is family-based, if it operates only on domain artifacts
and incorporates the knowledge about valid feature combinations.” [TAK+14]
Thus, family-based strategies can avoid redundant computations and it is not
necessary to generate individual products. We can typically observe an increased
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efficiency, e.g., in terms of computation time. The main drawback is that changes
in the variability model, i.e., the addition of a new feature, forces us to create a
completely new model and execute the analysis again. In addition, the size of the
analysis problem may exceed physical limitations such as memory capacities as we
consider all artifacts of the SPL at once [TAK+14].
Further analysis strategies are defined in the literature such as feature-based ap-
proaches, which consider only domain artifacts related to a specific feature. Finally,
a combination of multiple approaches is possible. For instance, a family-product-
based analysis is defined as:
Definition 2.8: Family-Product-based Analysis
“The analysis of an SPL is family-product-based, if it consists of a family-
based analysis followed by a product-based analysis and the analysis effort of
the family-based analysis is reused in the product-based analysis.” [TAK+14]
In Chapter 5, we develop a family-product-based analysis strategy for performance
properties and compare it to a product-based approach. Chapter 4 contains two
product-based approaches used to ensure the consistency in solution space models.
2.2 The Pick and Place Unit as Running Example
The Institute of Automation and Information Systems (AIS) at the TU Munich
has developed a bench-scale automation system called the Pick and Place Unit
(PPU) [VHLFF14, LFVH13]. The development of a case study usually includes
significant resources, time- and money-wise, and this is especially the case in the
domain of plant and machine engineering. An automation system is comprised of
both software and expensive hardware components, while its evaluation capabilities
are limited compared to pure software systems due to the nature of such an automa-
tion system [VHLFF14]. The estimated cost of the PPU hardware is about 100.000
Euros. The main purpose of the PPU is to study variability aspects in the automa-
tion domain. For instance, customer A may require faster robots than costumer B,
which means that the hardware setup as well as the software have to be adapted.
Design of the Pick and Place Unit. Fifteen different variants of the PPU are
defined and documented with, e.g., structural and behavioral models, CAD, simula-
tion, and control code for programmable logic controllers [VHLFF14]. All variants
of the PPU share a common set of features fulfilling Def. 2.2 for an SPL. These
features are as follows:
• Stack: Functioning as a workpiece input storage.
• Slide: Functioning as a workpiece output storage.
• Crane: Transporting workpieces between the input and output storage.
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Figure 2.5: CAD models of the PPU based on [VHLFF14].
While the stack and crane are software-intensive components, the slide does not
contain any software itself, since it is just a mechanical ramp. Fig. 2.5a depicts the
CAD model of these core features that simultaneously compose the smallest possible
variant of the PPU. Each of the available variants provides an optimization of the
system or adds some new functionality. Fig. 2.5b shows the maximum variant of the
PPU containing all features. Two larger features were added with a stamping module
and a conveyor to improve the output storage. Of course, several smaller changes
to software and hardware components were made in order to reach this final variant
that are not directly visible in this high-level CAD model. In theory, it is possible to
create many more variants through combinatorial combination of individual features
(cf. Section 3.1). However, only the 15 variants are reasonable and therefore well-
documented by the developers. Throughout this thesis, we consider the following
three variants in more detail:
Basic: Is the minimal system configuration consisting of three components, i.e.,
stack, crane and slide (cf. Fig. 2.5a). The workpieces are transported from
the stack to the slide by the crane. This process is repeated until no more
workpieces are present.
Stamp: In the next more complex variant, the PPU can distinguish between two
different types of workpieces (metallic or plastic). While black-colored plastic
workpieces are treated as in the Basic variant, metallic pieces take a different
route through the system. They are transported by the crane to the new
stamping component. After the stamp process is finished, these pieces are also
transported to the slide. The process is repeated until no more workpieces are
available at the stack.
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Optimized: This variant is identical to the previous one on the hardware level. The
crane implementation is optimized as the crane no longer waits at the stamp
for the stamping process to be finished. Instead, the crane moves back to the
stack to pick up the next plastic workpiece (if present) and transports it to the
slide. Afterwards, the crane returns to the stamp and picks up the stamped
metallic workpiece and also transports it to the slide.
A detailed description of the specific hardware changes including sensors and
switches as well as implementation artifacts for all variants can be found in the
technical report, which is provided by the AIS chair [VHLFF14]. Whenever ap-
plicable throughout this thesis, we use the PPU to explain new aspects relevant
for the specific contributions. However, the PPU is still a small SPL and not all
proposed contributions are visible if we consider only our running example. This is
especially the case considering later evaluations as the contributions are intended
for industrial-size SPLs.
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3 Interdisciplinary Variability Modeling in
the Problem Space
This chapter shares material with work published in [KAT16], [AKTS16]
and [KATS17].
Contribution
We adapt an artificial intelligence algorithm to explain defects that can appear
in a feature model. The explanations are presented in a user-friendly way, and
their computation has almost no impact on the performance of the application.
Given the possibility of multiple interrelated models, we also identify and
explain hidden dependencies by the same means. The applicability is shown
in a two-fold evaluation using our running example and industrial-size SPLs.
Variability modeling is a core task during SPL development. The resulting model
is a cornerstone in each SPL serving as foundation for communication purposes
with the customer as well as the derivation of complete product variants (cf. Sec-
tion 2.1.2). An established approach to model variability in SPLs are feature mod-
els [PBvdL05, CE05, BSRC10]. A feature represents a commonality or difference
in the SPL. Industrial-size SPLs tend to contain thousands of such features and
relationships between them making the development and maintenance increasingly
more difficult. Developers can easily introduce defects in the feature model during its
evolution [MD08]. This problem is even further intensified by considering multiple
interrelated feature models for different engineering disciplines or purposes. Each
feature model is maintained by several developers. Supporting both development
and maintenance in this topic is part of the automated analysis of feature models
and one of the main challenges in SPLs [BFGR13, BSRC10].
In this chapter, we propose an adapted artificial intelligence algorithm to generate
user-friendly explanations for possible defects in a feature model based on its under-
lying propositional logic representation. As a preliminary step, we are also able to
identify hidden dependencies if we encounter multiple interrelated feature models.
The algorithm is able to explain these dependencies in a similar way.
We first lay the necessary foundation for this contribution with background on
defects and automated analyses in feature models. The preliminaries are followed
by the two main concepts of identifying hidden dependencies and generating expla-
nations for the defects as important aspects in the automated analysis of feature
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models. Afterwards, we present an evaluation in order to emphasize the qualitative
and quantitative results of both concepts. Next, we compare our concept with al-
ready existing ideas in the literature. Finally, the chapter is concluded by a summary
and discussion of points left for future work.
3.1 Preliminaries
An introduction to feature modeling and its concepts was already given in the back-
ground (cf. Section 2.1.3). Thus, we can continue with the description of defects in
feature models.
3.1.1 Defects in Feature Models
The development and maintenance of a feature model is always prone to the in-
troduction of defects, especially with a rising number of features. However, such
problems can only occur by defining additional relationships using CTCs or an
equivalent approach. The general parent-child relations are error-free, if we consider
the four common semantics described previously (cf. Section 2.1.3). Von der Maßen
et al. classify possible defects into three major categories [vdML04]:
1. Inconsistencies: A feature model contains an inconsistency, if a contradiction
between modeled relationships is present ultimately leading to an inconsis-
tent product derivation. Inconsistencies pose severe issues that can occur on
domain and product configuration level. A domain inconsistency reflects an
erroneous captured domain, e.g., a mutual exclusion between two core features.
A product configuration inconsistency results from invalid configurations, e.g.,
a core feature has not been selected for a product.
2. Anomalies: A feature model contains an anomaly, if at least one configuration
cannot be derived although it is valid. Anomalies are categorized as medium
issues, e.g., a core feature that implies an optional feature resulting in the
optional feature to be a core feature as well. Thus, a variant without the
optional feature is not possible.
3. Redundancies: A feature model contains redundancy, if at least one relation-
ship is modeled multiple times. Redundancy is a double-edged sword. It de-
creases maintainability, since all appearances of the relation have to be changed
in case of evolution. Yet, sometimes it can increase the comprehensibility of
a feature model for developers. Thus, it is classified as a light issue, e.g., an
optional feature that implies a core feature which is already in all variants.
In the following part, we introduce specific defects that can occur in a feature model
and classify them according to the described categories. The PPU does not contain
all identified defects which is why we use a different example. Fig. 3.1 shows a
significantly simplified feature model of a car. A car must have a Carbody and a
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Figure 3.1: Defects in a feature model [KAT16].
Gearbox. One can choose between Manual and Automatic gearboxes. In addition,
we can select a Radio with different subfeatures, namely Ports, Navigation, and
Bluetooth, further extending the functionality. Navigation automatically includes a
GPS system and may include maps for either Europe or USA. Music can be played
via USB, CD, or both options. Finally, six CTCs express further relationships in
the feature model [KAT16].
Void Feature Models. A void feature model is categorized as an inconsistency,
since not a single variant can be derived from the SPL. It is the most severe issue,
which we can encounter as part of the feature modeling process [vdML04].
Example 3.1: Void Feature Model
For example in Fig. 3.1, adding the constraint ¬(Carbody ∧ Gearbox) would
result in a void feature model. Both features represent core features and a
mutual exclusion between them adds a contradiction to the feature model
making the derivation of a product impossible [KAT16].
Dead Features. Features are regarded as dead, if they can never be selected in any
variant of the product line. Hence, the feature has no effect at all. A dead feature is
classified as an anomaly, since only a subset of variants is not derivable [vdML04].
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Example 3.2: Dead Features
The last CTC in Fig. 3.1 makes two features dead with Bluetooth and Man-
ual. Due to the mandatory nature of Carbody, we must select an Automatic
transmission. Automatic itself is part of an alternative group and therefore
excluding all other features in this group, here only Manual. In addition,
the CTC forbids Bluetooth to be part of the variant making it also a dead
feature [KAT16].
False-Optional Features. A feature is defined as false-optional, if the selection
of its parent makes the feature itself selected as well, although it is defined as
optional and not mandatory. False-optional features are also considered as an
anomaly [vdML04].
Example 3.3: False-Optional Features
In Fig. 3.1, we already know that Maunal is a dead feature. Thus, the Auto-
matic gearbox is always selected making it false-optional. The selection of a
Radio implies the child feature Navigation as well producing a chain of effects,
since Navigation also requires USB and therefore its parent Ports [KAT16].
Redundant Constraints. A CTC is redundant if its removal does not change the
validity of configurations. There are multiple cases leading to a redundant CTC,
e.g., the implication of a mandatory feature, mutual exclusion of alternative features,
multiple implications and exlcusions or a transitive chain of implications. As the
name already suggests, these defects fall into the third category of redundancy and
are light issues, since no variant is actually affected [vdML04].
Example 3.4: Redundant Constraints
Consider the CTC Carbody ∧ Gearbox in Fig. 3.1. It is redundant simply
because both features are already mandatory and part of all product vari-
ants. A similar example is the CTC Europe⇒ Gearbox, because requiring a
mandatory feature is information that is already available in the feature tree.
Redundancy can also be caused by the cooperation of numerous CTCs as in
the case of Navigation ⇒ USB. By selecting the Navigation, it is already
implied that the car has a USB port. Hence, it is not necessary to imply USB
again with the GPS feature, which is automatically selected after Navigation
because its mandatory. We could safely remove one CTC.
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void(FM) := ¬SAT (FM )
dead(f) := ¬SAT (FM ∧ f )
falseOpt(fopt) := TAUT (FM ∧ fp(fopt)⇒ fopt)
redundant(c) := TAUT (FM ′ ⇔ FM ′ ∧ c)
with TAUT (x) := ¬SAT (¬x)
Table 3.1: Defect detection with a SAT solver. FM = feature model, f = feature of
interest, fopt = optional feature, fp = parent of feature fopt, c = cross-tree
constraint, FM = FM ′ ∧ c, and x = propositional formula [KAT16].
3.1.2 Automated Analysis of Feature Models
During the last section, the detection and explanation of defects was executed manu-
ally using expert knowledge. However, both methods get increasingly more difficult
considering large-scale SPLs. Thus, we require analysis techniques to automatically
identify and explain the defects. Since the invention of feature models in the year
1990, researchers have proposed several analysis techniques tailored to SPLs. The
detection and explanation of defects pose two of challenges in SPLs that can be
solved automatically [KCH+90, TAK+14, BSRC10].
Detection of Defects. Propositional formulas are an efficient representation of
feature models in order to perform automated analyses techniques and each formula
can be transformed into Conjunctive Normal Form (CNF). Given this conjunction
of clauses, we can determine if the formula is satisfiable, thus answering the question
whether we can derive a valid variant of the SPL in which case the feature model is
not void. This check can be automated using a satisfiability (SAT) solver [BSRC10,
Bat05]. Although SAT solving is NP-complete, a tremendous amount of research was
conducted in order to make SAT solving and its tools much more efficient [Mar09].
Table 3.1 refers to SAT solver calls for the detection of defects. In case of a
void feature model, the SAT solver cannot find any truth value assignment that
gives us a satisfied formula. It is similar for the identification of a dead feature. A
SAT solver tries to determine a truth value assignment in which a certain feature is
selected. If no such valid assignment is found, the feature is marked as dead. For
false-optional features, the solver is not able to find a solution in which the parent
feature is selected while the child remains deselected. Thus, the child must always
be selected and is marked as false-optional. The respective call in Table 3.1 is always
true and therefore a tautology. Redundancy is identified by checking whether two
feature models are equivalent. One feature model contains the considered constraint,
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while it is not present in the other model. The derived configurations or truth
value assignments satisfying the formula must be identical in order to identify the
constraint as redundant. The automated detection is a prerequisite to actually
explain defects. We rely upon an existing framework for feature modeling, which
already includes detection of defects using a SAT solver [KTS+09].
The detection of defects is not restricted to the domain of SAT solving. Another
strategy relies on binary decision diagrams (BDD). The propositional formula of
the feature model is transformed into a BDD instead of a CNF. Again, we can
check if a certain truth value assignment is satisfiable. In addition the paths in a
BDD represent all possible product configurations of the SPL revealing all variants.
However, the size of a BDD heavily depends on the ordering of variables and finding
the best variable ordering is also NP-complete. A combination of several solvers may
lead to a more efficient solution by taking individual advantages of the strategies
into account for a specific problem, e.g., defect detection [BSTRC07].
Explanation of Defects. The generation of an explanation for a defect is the sec-
ond automated analysis considered in the literature [BSRC10, BFGR13, LSW15].
An explanation should inform developers about the features and relationships lead-
ing to a defect [BSRC10]. For example, consider the following simple feature model:
X
Y Z
Y  ⇒  ¬ Z
Legend:
Mandatory
Optional
Dead feature
Figure 3.2: Simple feature model containing a dead feature.
In this case, it is obvious why the feature Z is detected as dead. Three available
explanation approaches in the literature give us the following feedback:
• Approach 1 [Bat05]:
X has a contradiction Z because set by user
not Y because (Y) implies (not Z)
not X because (X iff Y)
not X because it is root of grammar
But X
• Approach 2 [TBD+08]:
1: Dead Feature: Z (2 explanations) -> [to-Y-rel], [CTC-1]
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Figure 3.3: Feature diagram of the PPU: Customer Viewpoint [FLVH15, LFVH13,
AKTS16, KATS17].
• Approach 3 [RGMS14]:
Analyzing the defects...
Defect:.........DEAD_FEATURE
Feature:........Z
Causes: FULL MANDATORY FEATURE EXCLUDES AN OPTIONAL
FEATURE
Explanation: Optional feature Z is dead because it is excluded by the full
mandatory feature Y with the dependency CTC1
The generated explanations range from just presenting the responsible CTC as well
as the parent-child relationship between X and Y to full natural language expres-
sions. A detailed description of the underlying mechanics is omitted at this point
and given in the related work (cf. Section 3.5).
3.2 Interrelated Feature Models
A typical feature model of the industrial domain has several thousand features and
CTCs making maintenance a tedious and error-prone task. Multiple developers from
different domains further contribute to this problem. One possibility to counteract
such negative aspects in large-scale SPLs is the usage of multiple feature models
that are dedicated to separate purposes, scopes or levels of granularity. The purpose
of a feature model is described as its considered space. Features can exist in the
problem-, solution- and configuration space. Problem space features rather refer to a
system specification in terms of requirements identified during the domain analysis.
Solution space features refer to concrete system artifacts for the development and
configuration space features deal with product derivation aspects. In classical feature
modeling, the scope is identical to the complete SPL. We have one model containing
all necessary features. However, even a small SPL as the PPU can easily be divided
into several reasonable and separate scopes (cf. Fig. 3.4 to get a first idea). As a
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PPU_Mechanics
ChangeOverArm
(a) Feature diagram of the PPU: Mechanical Viewpoint
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Potentionmeter
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Cylinder
Inductive Micro Switches
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Electrics Sensors
Safety
PPU_Electrical
Pneumatics
(b) Feature diagram of the PPU: Electrical Viewpoint
Additional Functionalities
Continuous Manual Self-healing
PPU_Software
ChangerOverArm Control
Mode of Operation
Cylinder Control
Lifting/Lowering Control
Discrete DiagnosisSetup
Position Control
Automatic
(c) Feature diagram of the PPU: Software Viewpoint
Figure 3.4: Engineering feature diagrams of the PPU [FLVH15, LFVH13, KATS17,
AKTS16].
result, the complexity for individual developers is reduced, since they only have to
focus on a subset of all features. Developers must always decide the desired level of
granularity for their feature model. Features can be high-level components as the
crane or just a small sensor in case of the PPU [LEGP15].
For instance, Fig. 3.3 is solely comprised of features in the problem space, since
it is meant for a potential customer and visualizes the requirements identified for
the PPU. The PPU can process up to two different types of workpieces simultane-
ously with size Small and Large. The operating environment can either be Smooth
or Rough, but not both at the same time. The additional functionalities of Self-
healing and Diagnosis are optional. The customer feature diagram contains only 20
features, but we are already able to generate 270 valid configurations. Thus, 270
potential PPUs although only 15 variants are actually described and implemented
(cf. Section 2.2).
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However, the development and maintenance of the PPU involves multiple domains
with software, mechanical and electrical engineering that are not sufficiently repre-
sented in the previously described feature model. The model in Fig. 3.3 is solely
for configuration purposes by a potential customer or plant manufacturer. As a re-
sult, three additional engineering feature models are available for the PPU covering
the different domains [FLVH15, LFVH13]. The individual models are depicted in
Fig. 3.4. It is not surprising that some features are similar to the customer feature
model such as the Positioning (present in the electrical and software model) or Ad-
ditional Functionalities that are also visible in the software feature model. However,
some features are only present in the engineering models, e.g., Safety. Fig. 3.4a
consists of two alternative features describing different mechanical mechanisms to
lift workpieces. These features are also reflected in Fig. 3.4b as child features of
Pneumatics and Electrics. The PPU can be equipped with several sensors, namely
Inductive, Micro Switches or Potentiometer, to ascertain the positions of workpieces
and the crane. For the PPU, an Emergency Stop Button is not mandatory. Depend-
ing on the selected sensors, the positioning can work in a discrete or continuous
manner (cf. Fig. 3.4c). The PPU can always be controlled manually or operate
fully automatic. Finally, the PPU can have a diagnosis function and heals itself if a
problem is encountered. It is not relevant for our work, to what extent self-healing
is possible [AKTS16, KATS17]. The goal of separate feature models is to reduce
the complexity for the developers and let them focus on important assets for their
domain [STSS13, ACLF11a].
3.2.1 Combining Interrelated Feature Models
Several feature models alone do not provide an ultimate solution to reduce complex-
ity, since such an approach is missing a very important aspect. The individual fea-
ture models have to be connected to each other in order to be able to fully model the
SPL. Hence, we need a mechanism to express dependencies between the separate fea-
ture models. Again, CTCs are a viable solution for this problem [AKTS16, KATS17].
For instance, the CTC Smooth⇒ (Micro Switches ∨ Inductive ∨ Potentiometer)
specifies that by selecting the feature Smooth in the customer feature model of the
PPU, we also have to select one of the positioning sensors in the electrical feature
model of the PPU.
The developers of the PPU models proposed a different approach using a map-
ping matrix between the customer feature model and the engineering models to
express such global constraints [FLVH15, LFVH13]. For instance, a customer can
select the small workpiece type resulting in the selection of the features ChangeOver-
Arm in the mechanics, Vacuum Gripper and ChangeOverArm in the electrics and
ChangeOverArmControl in the software. Several of these dependencies are defined
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Figure 3.5: Extract from the mapping matrix [FLVH15].
by the developers in [FLVH15]. Hence, the mapping matrix sets the customer’s
model into context of the engineering models. Fig. 3.5 shows an extract of the origi-
nal matrix. The columns 1-4 (left-side) represent features from the customer feature
model. The three top-level rows belong to the engineering models. The matrix is
interpreted as follows: Selecting the small workpiece size in the customer model
requires changeover arm in the mechanics, vacuum gripper in the electrics and so
on. The connection of the individual engineering models to each other is missing
in the mapping. Additionally, the definition is rather informal and the matrix does
not scale very well. Thus, automated analyses for defect detection and explanation
are difficult based on the mapping matrix making a representation as CTCs a more
viable option [AKTS16, KATS17].
In the literature, the modularization of an SPL into multiple feature models
and their relations is clustered under the emerging topic of multi software product
lines [HGR12]. A detailed description of existing concepts in this topic is presented
in the related work part (cf. Section 3.5). In order to follow the proposed contri-
bution, it is sufficient to know that we can combine multiple feature models using
CTCs and feature models themselves can be translated to propositional logic as well.
Implicit Constraints. The connection of multiple feature models with CTCs or a
mapping matrix to depict global relationships may lead to hidden dependencies in
the individual feature models. Developers often focus on just one feature model and
are not aware of all the global constraints. However, they should be informed of
the resulting dependencies for their feature model, since they can easily introduce
defects otherwise [LEGP15, KST+16]. For the remainder of this thesis, we call such
hidden dependencies implicit constraints.
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A B
C D
E F
G H
Feature Model 2Feature Model 1
C  ⇒  G
G  ⇒  D
(a) Hidden implication
A B
C D
E F
G H
Feature Model 2Feature Model 1
C  ⇒  G
D  ⇒  H
(b) Hidden exclusion
Figure 3.6: Two exemplary implicit constraints [AKTS16, Ana16].
Example 3.5: Implicit Constraints
Fig. 3.6 shows four feature models. The left side describes a cycle of implica-
tions between two feature models due to two global constraints (cf. Fig. 3.6a).
Feature C implies the feature G and in return G also implies D resulting in
an implicit constraint in the Feature Model 1, namely C ⇒ D. The right
side depicts another appearance of an implicit constraint (cf. Fig. 3.6b).
Again two global CTCs are defined with feature C implies G and D re-
quires H. However, G and H are part of an alternative relationship and due
to the CTCs the optional features C and D are also mutual exclusive with
¬(C ∧ D) [AKTS16, Ana16].
An implicit constraint is a projection of globally defined relationships across mul-
tiple feature models to a concrete relationship relevant in a specific feature model.
Thus, implicit constraints are always redundant as their contained information is
identical to the global relationships from which they originate [AKTS16]. We can
also apply this statement to a single feature model as explained in the next section.
3.2.2 Making Hidden Dependencies Visible
The PPU consists of four feature models of which each depicts a different viewpoint.
In addition, we are aware of some relationships from the customer model to the
individual engineering models. A feature model representing the full product line is
called a complete feature model. This includes separate feature models for different
domains, since they can be merged into one large model under a new root feature.
In case of the PPU, we can integrate the four models at hand into a complete model.
Most of the automated analysis techniques operate on a single large model [BSRC10].
A partial feature model is an arbitrary submodel in this complete model. It can
either be a model representing one domain, e.g., the customer model for the PPU
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Figure 3.7: CTCs based on the mapping matrix. Highlighted constraints are redun-
dant [FLVH15, AKTS16, KATS17].
or a submodel in a feature model, e.g., the Work Pieces with all of its subfeatures
represents a submodel. The idea of a partial feature model is to reduce the visible
complexity for the developer [AKTS16].
Implicit constraints occur if we only consider such partial feature models. They
always provide redundancy considering the complete feature model, since the in-
formation is already available in the CTCs of the complete feature model, which
we refer to as global constraints. Showing globally defined CTCs does not help
in a partial feature model if the features are unknown and the number can easily
add up to several thousands. Stakeholders need to focus on constraints relevant
for the partial feature model that they observe at the moment. In addition, it
is mandatory that developers are aware of such dependencies in order to prevent
the introduction of inconsistencies or errors during feature model maintenance and
development [AKTS16].
In order to reason about the implicit constraints of the PPU, it is first necessary to
convert the mapping matrix into a representation that is efficient to analyze such as
propositional formulas. Hence, we translated the matrix into CTCs. The complete
list of constraints is depicted in Fig. 3.7. They represent our global constraints that
must be valid the complete feature model. Highlighted constraints are redundant
and provide no additional information, thus it would be possible to remove them
without introducing defects or false configuration possibilities [KAT16, FS10]. We
validated the correctness of all CTCs with the actual developers of the PPU. As
previously mentioned, 15 variants of the PPU are described in detail. The actual
feature models permit a significantly larger number of possible variants with 5184,
since the mapping matrix is not restrictive enough [AKTS16]. If the global con-
straints of the complete feature model are already defined as CTCs, we can skip this
conversion step.
Detection of Implicit Constraints. To assure the completeness of partial models,
the automated detection of hidden dependencies has become an important field of
research [LEGP15, KST+16, SKT+16, ACLF11b]. For our approach, the detection is
a necessary prerequisite to actually explain why implicit constraints occur [AKTS16].
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The first challenge is the creation of a partial model based on a complete one,
while preserving all dependencies. The elimination of features must not change
dependencies between features in the submodel. A state-of-the-art approach for this
problem is feature model slicing [ACLF11b]. It removes features while preserving
all existing dependencies. Feature model slicing is typically used for the removal of
abstract features or the decomposition and evolution of a feature model [TKES11,
ACLF11b]. We benefit from an efficient slicing algorithm that has already been
successfully applied in practice [KST+16, SKT+16]. Inputs to this slicing algorithm
consist of a complete feature model in CNF and a subset of features that are not
part of the desired partial feature model. After performing the slicing, the algorithm
returns a partial feature model in CNF without the specified set of features while
maintaining all dependencies between features in the partial model. The foundation
of the slicing algorithm is based on logical resolution. The idea is to construct a
new CTC, namely resolvent rs, that represents a dependency in the partial feature
model. Given two clauses c1, c2 and a literal l ∈ c1∧¬l ∈ c2, we can derive a resolvent
using the resolution rule by combining both clauses and removing the literal l such
as rs = (c1 ∪ c2) \ {l,¬l}. The resolvent represents a transitive relationship between
the two clauses and is considered as an implicit constraint. A brief example of the
concept of logical resolution is given in the following and a more detailed explanation
of the slicing algorithm is available in [KST+16].
Example 3.6: Logical Resolution
Remove B from the formula (A⇒ B)∧(B ⇒ (C∧D)) with logical resolution:
1. Create CNF: (¬A ∨B) ∧ (¬B ∨ C) ∧ (¬B ∨D)
2. Derive Resolvents:
• rs1 = ((¬A ∨B) ∪ (¬B ∨ C)) \ {B,¬B} ⇒ (¬A ∨ C)
• rs2 = ((¬A ∨B) ∪ (¬B ∨D) \ {B,¬B} ⇒ (¬A ∨D)
3. Add to input formula: (¬A∨B)∧(¬B∨C)∧(¬B∨D)∧(¬A∨C)∧(¬A∨D)
4. Remove clauses used for resolution: A⇒ (C ∧D)
We reuse this feature model slicing algorithm in our approach. A specific feature,
that acts as the root of the partial feature model, is selected. The slicing algorithm
then removes all features that are not part of the subtree of the new root feature.
Given the PPU, the process works as follows: First, the four feature models are
merged into one large model. Therefore, we create a new root feature, e.g., PPU and
the old root features, namely PPU_Customer, PPU_Mechanics, PPU_Electrics
and PPU_Software, act as children of PPU. Second, we can select any feature in
the complete model, e.g., one of the old root features, and the output of the slicing
algorithm is the desired partial feature model with all dependencies.
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Figure 3.8: Customer model with implicit constraints [KATS17].
Highlighting Implicit Constraints. The sliced feature model might contain CTCs
from the complete feature model. This is the case if a global CTC is defined solely
with features of the partial/sliced model, e.g., the constraint only includes features
from the customer model such as Small ⇒ Discrete. In order to detect implicit
CTCs, it is necessary to differentiate between old global constraints and new implicit
constraints by comparing CTCs of both feature models. Each CTC in the partial
feature model that is not present in the global CTCs automatically is an implicit
constraint considering this partial model. We decided to explicitly highlight implicit
constraints with a red frame (cf. Fig. 3.8). Additionally, implicit constraints are
always marked as redundant indicated by the yellow background (cf. Fig. 3.7 and
Fig. 3.1). Global constraints in a partial feature model are not highlighted except
they were also marked as redundant before the slicing process.
For the customer model, we compute two implicit constraints with (Diagnosis ∨
¬Self -healing) and (¬Small ∨ ¬Large) (cf. Fig. 3.8). As for the PPU, we have
already shown the global constraints in Fig. 3.7. Since the individual feature models
of the PPU have no constraints at all, it is obvious that no global constraint occurs
after the slicing process for the customer model. The hidden dependencies are now
visible to the developer. At this point, we are still missing the cause why these
constraints occur and what the connection to the other feature model parts is.
3.3 An Algorithm for the Generation of Explanations
Explaining defects in feature models is a challenging automated analysis [BSRC10].
However, generating answers in form of why a certain defect has occurred during,
e.g., feature model evolution, leads to a significantly simplified and faster repair
process for these defects. In this section, we explain our analysis method for ex-
plaining defects in feature models beginning with the introduction of an adequate
basic algorithm.
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Algorithm Requirements. It is our motivation to support the developer such that
a solid decision process is possible regardless of the defect type. This led to the
following three requirements for our algorithm:
1. Generic: The algorithm should be generic to cover all defects mentioned pre-
viously.
2. Efficient: The algorithm should scale to large feature models with thousands
of features and constraints.
3. Informative: Explanations should be user-friendly and as short as possible.
Explanation parts, which have a high probability to cause a defect, should be
emphasized.
The foundations of the explanation algorithm are based on previous work by Ba-
tory and can be found in a tool called GUIDSL which is part of the AHEAD tool
suite [Bat05]. It successfully adapts basic ideas of the Boolean Constraint Prop-
agation (BCP) algorithm to provide justifications for selected and deselected fea-
tures [FK93]. In GUIDSL, a user can select a specific feature and obtains feedback
why other features are not available anymore. However, explanations are just given
in terms of propositional formulas and GUIDSL only operates during the config-
uration process (cf. Section 3.1.2, Approach 1). It provides the user with ex-
planations concerning the configuration possibilities of a product line. BCP is a
sound algorithm and used as an inference engine for a Logic Truth Maintenance
System [Bat05, KAT16]. In the following, we explain the LTMS and BCP in more
detail.
3.3.1 Background: Logic Truth Maintenance Systems
Truth maintenance (TM) is typically used for implementing an inference system in
the domain of artificial intelligence. The core of a truth maintenance system (TMS)
is an inference engine that deduces assumptions about variable values and maintains
reasons for the deduced decisions. A TMS can be used to execute a range of activities
such as propositional deduction, reasoning, and explanation capabilities [Doy79].
Thus, it is not surprising that quite a number of TMSs exists that are fundamen-
tally different at their core. We have justification-, assumption- and logical-based
TMSs in the literature [Rut94, DK86, MS83]. For the purpose of explaining de-
fects, we require a TMS that can process any propositional formula, works with
logical operations and comprehends semantics behind the logic, e.g., a variable can-
not be represented by a positive and a negative assignment simultaneously [Cop04].
Justification- and assumption-based TMSs are restricted to horn clauses (i.e., clauses
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of the form A ∧ B ∧ ... ∧ Y ⇒ Z) [FK93]. A logical-based TMS fulfills all the nec-
essary requirements and is additionally already implemented in GUIDSL providing
us with a first starting point. The Logic Truth Maintenance System (LTMS) is
a propagation-based approach working with boolean constraints in order to derive
an explanation. The basic idea of LTMS is depicted in Fig. 3.9 and we need the
following logical specification [KAT16]:
• a set of boolean variables,
• a propositional formula composed of clauses that restrict these variables,
• premises, which are initial and permanent truth value assignments for the
variables, and
• a set of truth value assumptions for the variables that may be revoked at some
point.
LTMS
Explanations
Premises
Formula
Deductions
BCP
Figure 3.9: Logic Truth Maintenance System [KAT16, Ana16].
While an LTMS is a powerful approach capable of emulating a simple artificial
intelligence, we focus on the ability to deduce inferences made from truth value
assumptions and boolean variables. After an inference is computed, the LTMS saves
the reason for the inference. We benefit from this process, since an LTMS is able
to find violations in a propositional formula based on the premises and the inferred
assumptions. For instance, the truth value of a dead feature has to be false in order
to satisfy the feature model formula and by setting its truth value to true as premise,
an LTMS will compute a violation at some point. We can reuse the inferred and
stored reasons up to this point for the generation of an explanation [KAT16, Ana16].
The described logical specification can be directly mapped to our feature model
domain with features represented by Boolean variables. Since each feature model
can be translated to a propositional formula, we have clauses restricting the boolean
variables. The premises depend on the considered defect which we plan to explain.
Boolean Constraint Propagation The fundamental core of an LTMS is its con-
tained inference engine. Analog to the implementation in GUIDSL, we make use of
boolean constraint propagation (BCP) as inference engine [Bat05]. The constraints
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are represented by Boolean formulas and pose a special constraint satisfaction prob-
lem [Apt99]. Variables are connected by AND, OR, and NOT and we can reason
about truth values given specific logical rules. Two rules are exemplarily shown
below [KAT16]:
Example 3.7: Reasoning about Truth Values
1. X ∧ Y = Z: If Z = true, then X and Y must be true.
2. X ∨ Y = Z: If X = false ∧ Z = true, then Y must be true.
BCP is also called Unit Resolution and uses such rules in order to deduce in-
ferences [DP60]. A three-valued logic serves as input to BCP with (true, false,
unknown) as well as a propositional formula in CNF.
The basic principle of a BCP is to assign one of the following types to every clause
in the CNF:
• Satisfied: at least one variable is true.
• Violated: all variables are false.
• Unit-Open: one variable is unknown while the remaining variables are false.
• Non Unit-Open: more than one variable is unknown, the remaining ones are
all false.
Thus, we can observe that a unit-open clause can be satisfied by setting its unknown
variable to true. A violated clause is equivalent to a contradiction necessary for the
explanation of a defect. The BCP clause types are now demonstrated with a concrete
example [KAT16]:
Example 3.8: Clause Types in BCP
Regarding the clause ¬A ∨B ∨ C, the different types are demonstrated:
• If A is false, the clause is satisfied.
• If A is true, B is false and C is false, the clause is violated.
• If A is true, B is false and C is unknown, the clause is unit-open. C is
derived as true.
• If A is true and B and C are unknown, the clause is non unit-open.
An overview of the BCP algorithm is given in Fig. 3.10. BCP is invoked with the
CNF of the feature model and the initial truth value assignments of the premises.
The selection of truth values for the premises is especially important, since we want
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Premises
CNF
Contradiction
Unit-open
clauses
Figure 3.10: Overview of the BCP algorithm [KAT16, Ana16].
to force BCP to generate a contradiction. At first, BCP searches the CNF for unit-
open clauses and pushes them on a stack. Next, the algorithm pops the last encoun-
tered unit-open clause from the stack and infers the truth value of the unknown
variable. The result is stored and the CNF is searched again for new unit-open
clauses that are pushed onto the stack. This process is repeated in an iterative
fashion until a violation is detected during the constraint propagation and BCP
terminates.
A three-tuple of (conclusion, reason, {antecedents}) is responsible for the infor-
mation storage of each deduced truth value assignment. A conclusion represents an
assigned truth value to a variable. The reason is the unit-open clause leading to the
inferred value and the set of antecedents contains all the remaining variables in the
considered clause whose truth values were already referenced and for which BCP
also maintains such a three-tuple. We demonstrate the individual steps of the BCP
algorithm as part of the following example [KAT16, Ana16]:
Example 3.9: BCP in Action
Given the formula of a feature model with (A ⇒ B) ∧ (B ⇒ ¬A), which is
transformed to a CNF: (¬A∨B)∧(¬B∨¬A). As depicted in Table 3.3.1, BCP
is invoked with A = true and maintains its reason as premise. Consequently, a
premise does not have any antecedents. BCP pushes all unit-open clauses from
the CNF to a stack. After examining (¬B∨¬A), BCP infers B = false, records
its unit-open clause as a reason and refers to variable A as its antecedent. Next,
BCP discovers the violated clause (¬A ∨B) and reports a contradiction.
ID Conclusion Reason Antecedents Stack
#1 A=1 premise (¬B ∨ ¬A), (¬A ∨B)
#2 B=0 (¬B ∨ ¬A) #1 (¬A ∨B)
#3 (¬A ∨B) #2 violated clause
Table 3.3.1 The general process of the BCP algorithm.
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In GUIDSL, LTMS and BCP are used to support a user during the configuration
process of an SPL by giving explanations in form of propositional logic stating why a
specific feature cannot be selected (cf. Section 3.1.2, Approach 1) [Bat05]. In this
thesis, we take LTMS and BCP on a different level by already supporting the actual
development and maintenance of the feature model itself, explaining all described
defects and presenting a comprehensible explanation to the developer.
3.3.2 Automated Explanation of Defects
BCP is able to explain defects in a feature model given its CNF and initial truth
value assignments. The algorithm is generic, since we only have to adapt the input
premises with respect to the considered defect. In the following, we give small use
cases (cf. Fig. 3.11) for all considered defects serving as examples to demonstrate
the applicability of the BCP algorithm.
Explaining Void Feature Models. The most severe defect is a void feature model.
Consider the feature model depicted in Fig. 3.11a. The features B and C exclude
each other, although both are core features. BCP requires the CNF of the feature
model and a premise leading to a contradiction as input. In case of a void model, we
can force the occurrence of a contradiction by assuming the root feature A as true,
hence it is selected. Table 3.2 describes the step-wise execution of BCP. First, we
create a CNF for the feature model. During the creation of the CNF, we additionally
store information about the tracing of each variable to the feature model, since every
variable belongs to a clause, which either originates from the feature tree topology or
from a CTC. All variables except for the premise A = 1 are unbound at this point.
BCP traverses the CNF and pushes all unit-open clauses on a stack. Afterwards,
the clause at the top of the stack, i.e., (¬A ∨ C), is removed and BCP infers the
truth value of C satisfying the clause. All clauses containing C are updated with
the inferred value. Next, the CNF is searched for new unit-open clauses and the
process is repeated until a contradiction appears in the clause (¬A ∨ B). Since
the information of the tracing between all used clauses and the feature model is
available, we can reuse it to create a comprehensible explanation. An explanation
can be generated by reporting the reasons: first, take the violated clause into account
and, second, traverse the reasons for conclusions backwards to the premises. Initial
value assumptions do not need to be reported.
While a textual representation can be considered as a first step in terms of user-
friendly explanations (cf. Table 3.2 bottom part), we ultimately prefer a visualiza-
tion of the reasons directly visible in the feature model as depicted in Fig. 3.12.
However, both explanation types are identical and contain the same information.
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A
B C
¬ (B  ∧  C)
(a) Void Model
A
B C
D E
¬ B  ∨  E
(b) Dead Feature
A
B
C D
¬ C  ∨  D
(c) False-optional
Feature
A
B
C D
C  ∧  B
(d) Redundant Constraint
Figure 3.11: Examples used for the application of BCP [KAT16].
CNF: (A) ∧ (¬A ∨B) ∧ (¬A ∨ C) ∧ (¬B ∨ A)∧
(¬C ∨ A) ∧ (¬B ∨ ¬C)
ID Con. Reason AC Stack
#1 A=1 premise (¬A ∨ C), (¬A ∨B)
#2 C=1 (¬A ∨ C) #1 (¬B ∨ ¬C), (¬A ∨B)
#3 B=0 (¬B ∨ ¬C) #2 (¬A ∨B)
#4 (¬A ∨B) #3 violated clause
Explanation: Feature Model is void, because: B is a
mandatory child of A (violated clause), ¬(B ∧C) is a
constraint (#3), C is mandatory child of A (#2).
Table 3.2: Explaining the void feature model.
A
B C
¬ (B  ∧  C)
Figure 3.12: Result
Explaining Dead Features. An exemplary application to explain a dead feature is
demonstrated with the feature model illustrated in Fig. 3.11b. An alternative feature
E is implied by a core feature B which results in D to be dead. The respective BCP
process including a resulting explanation is depicted in Table 3.3. The premise D
= true is propagated. As D is initially bound, it does not have any antecedents and
all other variables are assumed to be unknown. The last occurred unit-open clause
(¬D ∨¬E) is removed from the stack and examined. Since D is bound as true and
the clause has to be satisfied, variable E is concluded to be false. The algorithm
continues until a value is set resulting in a violated clause of the CNF, which is the
case for the clause (A). A is the root feature and set to false in the fourth iteration
of BCP resulting in a contradiction. The stack in iteration #5 is omitted at this
point, but instead we present the violated clause of the CNF [KAT16, Ana16]. For
the dead feature D, the explanation is shown on a textual level in Table 3.3 and
graphically in Fig. 3.13.
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CNF: (A) ∧ (¬A ∨B) ∧ (¬A ∨ C) ∧ (¬B ∨ A)∧
(¬C ∨ A) ∧ (¬C ∨ D ∨ E) ∧ (¬D ∨ C) ∧ (¬E ∨ C) ∧
(¬D ∨ ¬E) ∧ (¬B ∨ E)
ID Con. Reason AC Stack
#1 D=1 premise (¬D ∨ ¬E), (¬D ∨ C)
#2 E=0 (¬D ∨ ¬E) #1 (¬B ∨ E), (¬D ∨ C)
#3 B=0 (¬B ∨ E) #2 (¬A ∨B), (¬D ∨ C)
#4 A=0 (¬A ∨B) #3 (¬D ∨ C)
#5 (A) #4 violated clause
Explanation: Feature D is dead, because: A is the
root (#5), B is a mandatory child of A (#4), ¬B ∨E
is a constraint (#3), E and D are alternative children
of C (#2).
Table 3.3: Explaining the dead feature D.
A
B C
D E
¬ B  ∨  E
Figure 3.13: Result
Explaining False-Optional Features. False-optional features are modeled as part
of alternative- and or-groups or simply as optional, but are always present if their
parent is as well. The adaption of the BCP algorithm is intuitive: By setting the
truth value of a false-optional feature to false and the direct parent feature to true,
a contradiction will occur. The CNF must contain the constraint, which leads to a
false-optional feature, since no violation would occur otherwise. An example for a
false-optional feature is shown in Fig. 3.11c. Table 3.4 demonstrates the constraint
propagation of the BCP algorithm. Setting the false-optional feature D to false,
and its parent B to true, feature C must be false to satisfy the constraint (¬C ∨D).
This is a contradiction to the clause (¬B ∨ C) [KAT16, Ana16]. The final result is
visible in Fig. 3.14.
CNF: (A) ∧ (¬A ∨B) ∧ (¬B ∨ A) ∧ (¬B ∨ C)
∧(¬C ∨B) ∧ (¬D ∨B) ∧ (¬C ∨D)
ID Con. Reason AC Stack
#1 D=0 premise
#2 B=1 premise (¬C ∨D), (¬B ∨ C),
(¬B ∨ A)
#3 C=0 (¬C ∨D) #1 (¬B ∨ C), (¬B ∨ A)
#4 (¬B ∨ C) #3 violated clause
Explanation: Feature D is false-optional, because:
C is a mandatory child of B (#4) and ¬C ∨D is a
constraint (#3).
Table 3.4: Explaining the false-optional feature D.
A
B
¬ C  ∨  D
C  D
Figure 3.14: Result
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Explaining Redundant Constraints. A CTC is only redundant, if the relationship
among its features is already modeled in some other way in the feature model.
We can use this relationship to explain the redundant constraint. First input is the
generated CNF from the feature model without the redundant constraint. Of course,
the CNF still includes the information contained in the CTC due to its redundant
nature. However, choosing the premises is a bit more challenging for this defect. A
contradiction only occurs if the truth values result in a non-satisfiable constraint. We
can have multiple assignments leading to a non-satisfiable constraint. It is necessary
to analyze all non-satisfiable combinations as individual explanations may give us
an incomplete explanation. Each combination can result in a different explanation
and only their union gives us a fully fledged solution. Duplicate explanation parts
can be ignored as they provide no additional information in understanding the cause
for a redundant constraint.
CNF: (A) ∧ (¬A ∨B) ∧ (¬B ∨ A) ∧ (¬B ∨ C)∧
(¬C ∨B) ∧ (¬D ∨B)
ID Con. Reason AC Stack
#1.1 B=0 premise
#1.2 C=0 premise (¬D ∨B), (¬A ∨B)
#1.3 D=0 (¬D ∨B) #1.1 (¬A ∨B)
#1.4 A=0 (¬A ∨B) #1.1
#1.5 (A) #1.4 violated clause
#2.1 B=0 premise
#2.2 C=1 premise
#2.3 (¬C ∨B) #2.1 violated clause
#3.1 B=1 premise
#3.2 C=0 premise
#3.3 (¬B ∨ C) #3.1 violated clause
Explanation: Constraint C∧B is redundant, because:
A is the root (#1.5), B is a mandatory child of A
(#1.4) and C is a mandatory child of B (#2.3, #3.3).
Table 3.5: Explaining the redundant constraint C ∧B.
A
B
C D
C  ∧  B
Figure 3.15: Result
For instance, we consider the feature model in Fig. 3.11d. The constraint B∧C is
redundant since B and C will always appear even without the constraint. The CNF
of the feature model without that constraint is shown in Table 3.5. We can compute
three different assignments that lead to an invalid formula. Table 3.5 presents the
results computed by BCP. First, variables B and C are both bound to false. The
unit-open clause (¬D ∨ B) is removed from the stack and examined. Since B is
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bound to false and the clause has to be satisfied, variable D is concluded to be
false. The algorithm continues until a value is set resulting in a violated clause of
the CNF, which is the case for the clause (A). In the second iteration, variable B is
set to false and C is set to true. A violation in the CNF clause (¬C ∨ B) appears
because all terms are false. The third iteration sets variable B to true and C to
false. A violation in clause (¬B ∨ C) appears as all terms are false. Gathering the
reasons for the three iterations results in the following set of clauses:
{(A), (¬A ∨B), (¬C ∨B), (¬B ∨ C)}
Although the clause (¬D ∨ B) is existent in the reasons, it is skipped since the
explanations are generated backwards based on the antecedents. The reason in
iteration #1.5 refers to #1.4 and #1.4 directly relates to #1.1 as antecedent skipping
#1.3 and the clause (¬D ∨ B) for this explanation. Table 3.5 and Fig. 3.15 show
the final explanation [KAT16, Ana16].
Explaining Implicit Constraints. Since an implicit constraint simultaneously is a
redundant one, the actual BCP process is also similar comprising the same input
parameters and premises leading to a non-satisfiable constraint. However, an expla-
nation can involve features from multiple partial models, which is why the CNF of
the sliced feature model is not sufficient to generate a full explanation. Although
implicit constraints consist only of features from the partial model, their reason of
existence always lies within the complete feature model due to the global CTCs.
Again, consider the feature models in Fig. 3.6a with the implicit constraint C ⇒ D.
Table 3.6 presents the BCP process explaining the implicit constraint C ⇒ D. First,
we pass the complete feature model CNF and premises to BCP. In this case, we have
only one truth value assignment leading to a violated clause with D = false and
C = true. We refrain from showing the complete CNF due to its length. BCP con-
cludes G to be true and updates all respective variables. This results in a violated
clause ¬G ∨ D [AKTS16]. A visualization for this defect is currently missing and
explanations are purely given in textual form (cf. Sections 3.4.1 and 3.6).
ID Conclusion Reason Antecedents Stack
#1 D=0 premise
#2 C=1 premise (¬C ∨G), (¬G ∨D),
(¬C ∨B)
#3 G=1 (¬C ∨G) #2 (¬G ∨ F ), (¬G ∨ ¬H),
(¬G ∨D), (¬C ∨B)
#4 (¬G ∨D) #3 violated clause
Explanation: Constraint C ⇒ D is implicit, because: G ⇒ D is a
constraint (#4) and C ⇒ G is a constraint (#3).
Table 3.6: Explaining the implicit constraint C ⇒ D [KATS17].
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Characteristics of BCP. Overall, the BCP algorithm meets previously defined
requirements. Since BCP works on the basis of predicate logic [FK93] and every
feature model can be mapped to a propositional formula, BCP is generic and can
explain the described defects. It has been invented several decades ago and was
initially used to efficiently implement artificial intelligence [FK93]. The BCP al-
gorithm only maintains reasons leading to inferences and ignores clauses, which do
not contribute to a violation during the propagation. The additional tracing of
CNF clauses to their feature model origin provides us with the information to cre-
ate user-friendly explanations. A combination of both aspects leads to informative
explanations for the developer on a textual or graphical level [KAT16].
3.3.3 Limitations
Although BCP is quite powerful and fulfills our requirements, we still encounter
some limitations that we address in the following. The two main drawbacks are the
order-sensitivity and incompleteness of BCP.
Order-sensitive. The generated explanation of BCP is influenced by the order of
clauses in the CNF and the stack. For example, traversing the CNF from the left to
the right as in all previously described examples may lead to a different explanation
than processing the CNF from the right to the left. A similar observation can be
made for the stack, since BCP originally infers always the latest unit-open clause on
top of the stack. This limitation ultimately leads to the conclusion that BCP does
not always find the explanation with a minimal length.
Incomplete. BCP can generate explanations for most of the typical scenarios in
feature modeling. However, we encountered some rare cases in which BCP is not able
to infer truth values. Fig. 3.16a and Fig. 3.16b depict two of such examples. BCP
cannot generate an explanation for the dead feature E or the redundant constraint
A ∧ C ⇒ Root. The problem lies within the unit-open clauses, since the propo-
sitional formulas of both examples do not contain any unit-open clauses. Hence,
it is impossible for BCP to generate an explanation [FK93]. This behavior affects
all possible defects and some more cases are given in the Appendix. Integrating
alternative approaches, e.g., finding a minimal unsatisfiable core (cf. Chapter 3.5)
may solve this problem. However, BCP remains a sophisticated first step in the
generation of defects.
3.3.4 Improvements to the Generated Explanations
While the incompleteness of BCP remains a challenge, we can lift the problem of
its order-sensitivity by introducing two improvements to the core algorithm. The
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C  ∨  D
A  ∧  C  ⇒  ¬ E
(a) Dead Feature
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A  ∨  B
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A  ∧  C  ⇒  Root
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Constraint
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E  ⇒  B
(c) Short Explanations
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B  ⇒  C
D  ⇒  G
D  ∨  C
(d) Emphasizing Parts
Figure 3.16: Limitations and Improvements [KAT16]
generation of a shorter explanation is possible without iterating through all clause
combinations in the CNF or stack. We can take advantage of multiple generated
explanations in order to emphasize core explanation parts.
Finding Shorter Explanations. In general, a short explanation is preferred by
many developers, since the considered defect often is easier to understand, especially
if we take large-scale feature models with several thousand features and constraint
into account in which the explanation length may also rise. In the best case, we
would like to find the minimal explanation for a defect. In order to guarantee this,
BCP requires an examination of every possible order of clauses, which is not efficient
in terms of computation times. Thus, we introduce a heuristic that improves the
classical BCP algorithm and is based on the stack maintaining the unit-open clauses.
The basic BCP algorithm terminates after identifying a contradiction. In many
cases the stack still contains unused unit-open clauses at this point, which can be
used to generate additional explanations. Thus, we execute BCP again until the
stack is empty. Consider Fig. 3.16c and the redundant constraint E ⇒ B. BCP
generates the following two explanations with:
• Constraint E ⇒ B is redundant, because:
1. Explanation 2. Explanation
• E is a mandatory child of D, A is the root
• D is a mandatory child of C, B is a mandatory child of A
• C is a mandatory child of B.
Comparing the old algorithm (left-side) to the new improved one (right-side) favors
the heuristic. Both explanations comprise only relevant information to comprehend
the cause of the defect. However, it is not necessary to report the transitive chain
which arises from the redundant constraint. The core nature of B is sufficient enough.
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Emphasizing Core Explanation Parts. Given the previous improvement, BCP can
already generate multiple explanations for one defect. We take advantage of this fact
in order to emphasize the most relevant parts in an explanation. Every explanation
is comprised of either parent-child relationships in the feature tree and/or CTCs.
Some of these relationships and CTCs may appear in multiple explanations for a
defect. Identical parts are more likely to be responsible for the case of a defect.
Thus, editing these parts has a higher probability to repair a defect.
For instance, editing a CTC that is not present in all explanations cannot fully
repair a defect, as at least one explanation containing another cause still remains
for the defect. Fig. 3.16d shows a feature model including three CTCs resulting in
a false-optional feature C. BCP generates the following three explanations for this
defect using the heuristic [KAT16, Ana16]:
1. G is an or-child of C, D ⇒ G is a constraint and,
D ∨ C is a constraint.
2. D ∨ C is a constraint, D is a mandatory child of B
and, B ⇒ C is a constraint.
3. D ∨ C is a constraint, D ⇒ G is a constraint and,
G is an or-child of C.
Comparing the three explanations above leads to the conclusion that D ∨
C is a constraint appears in all explanations. Indeed, we can fix the defect by
removing this constraint. Such information can be visually highlighted within an
explanation in order to point out concrete parts that are more likely to cause the
defect. Fig. 3.16d shows how the emphasis of crucial parts in explanations works
using a different color-intensity, which ranges from black to red. Black parts are
only present in one explanation, while red parts occur in all explanations [KAT16].
Coloring the Feature Diagram. The first realization of BCP and all of its concepts
was purely based on textual explanations. Thus, a developer received an explana-
tion without any visual feedback except for the colored emphasis of most relevant
explanation parts. It is obvious that explanations containing more than 10 or 20
parts are difficult to comprehend even for domain experts. The origin of a specific
clause, either feature tree or CTC, is saved during the creation of the CNF. Instead
of just providing textual explanations with this information, we can directly color
the feature tree, which was implemented in the second realization.
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3.4 Evaluation
The evaluation is divided in two main parts. After a description of our prototyp-
ical implementation in FeatureIDE1 [KTS+09], we focus first on the number and
structure of implicit constraints and second on qualitative and quantitative aspects
of our generated explanations. The considered case studies comprise the PPU, the
simplified car feature model (cf. Fig 3.1) in detail as well as additional large-scale
SPLs to show the applicability and scalability of BCP and our user-friendly expla-
nations. In particular, we investigate the following research questions for implicit
constraints:
• RQ 3.1: How many implicit constraints exist in decomposed SPLs? There is
no significant amount of research available considering the existence of hidden
dependencies. Hence, we want to prove that such dependencies do exist in this
context and have to be addressed adequately.
• RQ 3.2: How long does it take to derive implicit constraints? The perfor-
mance impact for the derivation of implicit constraints is necessary to investi-
gate.
• RQ 3.3: What is the structure of an implicit constraint? Inspecting the
implicit constraints and their explanations can reveal important information
about the structure of the SPL.
• RQ 3.4: How many partial models are involved? Given the structure of
such constraints, we can reason about the amount of local features from the
observed submodel in comparison to the number of features from adjacent
models gives us an even better insight into the SPL.
Considering the qualitative and quantitative aspects of explanations, we aim at
answering the following research questions:
• RQ 3.5: Do explanations contain the necessary parts to understand the defect?
An explanation is comprehensible, if changing or removing the generated parts
can repair the defect. We also inspect the usability of the emphasized parts.
• RQ 3.6: What is the average length of an explanation? The length is a
significant factor for the developer. Thus, we inspect the average length in
feature models of different size and what the impact of the proposed heuristic,
i.e., finding a shorter explanation, is for all explanations.
1http://wwwiti.cs.uni-magdeburg.de/iti_db/research/featureide/
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3.4.1 Implementation
We provide a prototypical implementation in the open-source framework Fea-
tureIDE, which was released in version 3.1.0. The coloring of the feature tree followed
in version 3.3.0.2 The implementation of the adapted BCP uses the CNF generated
from a feature model to infer reasons for a defect. An explanation is built by the
combination of several reasons. However, such an explanation only consists of pure
CNF clauses leading to the contradiction in the BCP algorithm (cf. Section 3.3.2).
The information about CNF clauses is hardly beneficial for the developer, as their
relation to the feature model is not obvious. We focus on the challenging task to
provide the developer with useful feedback, which is why we trace the relations
between the feature model and its CNF clauses.
Every feature contains structural information in a feature model. It occurs as part
of the tree topology and can additionally appear in an arbitrary number of CTCs.
Regarding the tree topology, a feature can take up different roles with parent or
child and in addition it is defined as mandatory, optional or part of alternative and
or groups. User-friendly explanations can be generated by reusing this structural
information in combination with the concluded reasons of BCP. The mapping of a
clause to the feature model comes with several difficulties [KAT16, Ana16]:
• Translating the feature model into a CNF results in a one-to-many relationship
between a feature and the boolean variables representing this feature in the
formula. A variable occurs multiple times in the CNF. Hence, every variable
has to carry its structural information whether it is a parent, child, mandatory
and so on in the tree topology or is contained inside a CTC.
• This annotation of a variable has to be as efficient as possible, since FeatureIDE
operates with variables in multiple processes.
The annotation of every variable with the structural information takes place during
the creation of the CNF of the feature model. FeatureIDE itself already provides
means to retrieve the structural information of a feature. Furthermore, it includes
the detection of defects with a SAT solver, which we reuse here (cf. Section 3.1.2).
After modeling a feature model in FeatureIDE, our approach can be executed by
simply clicking on a defect. The explanation is instantly generated and the fea-
ture tree colored for this defect. In the first realization, we generated explanations
for all defects at once and only in textual form. This approach had a significant
performance impact especially in large-scale feature models [KAT16]. The second
implementation has no noticeable performance drawback. A developer instanta-
neously sees the result. We implemented a lazy computation that generates only an
explanation for the selected defect on-demand. The main tool support was developed
in two student theses by Sofia Ananieva [Ana16] and Timo Günther.3
2https://github.com/FeatureIDE/FeatureIDE
3https://www.youtube.com/watch?v=0n-CibotBnc
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The derivation, highlighting and explanation of implicit constraints works in a
similar fashion. Developers have to right-click on a feature and select the context
entry Show Hidden Dependencies of Submodel. A dialog opens containing the partial
feature model with the selected feature as new root. Below the root, all features
appear in the same way as in the complete feature model. Global CTCs relevant
for the partial model are depicted below the feature hierarchy. Implicit constraints
can be distinguished by a surrounding red border and are marked as redundant
as well. The presented partial model is not editable at the moment. Reflecting
changes in the partial model back to the complete model is a challenge for future
work. The generated explanations for the implicit constraints also rely on the textual
representation. The feature tree is not colored for this contribution, which is also
left for future work.
3.4.2 Evaluating Implicit Constraints
The first research question tackles the actual existence of implicit constraints in
feature models in general. First of all let us return to our running example, the PPU,
for which our approach derives four implicit constraints with [KATS17, AKTS16]:
1. Diagnosis ∨ ¬Self -healing (Customer Feature Model)
2. ¬Small ∨ ¬Large (Customer Feature Model)
3. Cylinder ∨ ChangeOverArm (Electrical Feature Model)
4. Diagnosis ∨ ¬Self -healing (Software Feature Model)
Table. 3.7 presents explanations for the implicit constraints above retrieved using
our extension of FeatureIDE. The first constraint is a hidden implication in the cus-
tomer feature model because of two global CTCs. A similar dependency is detected
for the software feature model shown in the fourth constraint. The explanations
reveal that almost identical features are involved in both cases. Recalling Fig. 3.7,
the explanations can be mapped to the last three CTCs resulting in two implicit
dependencies. A hidden exclusion is expressed in the second constraint. We have
two features in the customer model implying different features in an alternative re-
lationship of the mechanical model. The third constraint gives the most complex
explanation in our running example. Considering only the electrical feature model
without implicit constraints, it is possible to avoid the selection of the Cylinder and
ChangeOverArm at all. However, the derived implicit constraint forbids this config-
uration, since we have to select at least one of both features. We observe a transitive
chain in the customer feature tree from the root PPU of the complete model to the
two workpiece types Small and Large. Again, both imply different features even
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from different feature models. However, due to bijections, an implicit dependency
occurs in the electrical feature model.
The last column in Table 3.7 depicts all involved partial feature models for each
implicit constraint. For the PPU, we mostly have two partial models responsible
for a hidden dependency. However, in one case features from all partial models are
present in the explanation. A complete explanation often involves features from
multiple partial models, which is necessary to fully understand the hidden depen-
dency and supports the communication between developers, since it is now obvious
which features are responsible.
Next, we focus on performance measurements and evaluations concerning the
number of implicit constraints in a large product line to fully answer RQ 3.2 and
RQ 3.1. As case example, we have a feature model from the automotive industry
with 2,513 features and 2,833 global CTCs. The execution time has been measured
using an Intel(R) Core(TM) i7-4800MQ CPU with 2.7 GHz and 16-GB RAM.
Table 3.8 presents the detailed results of our evaluation. The first column refers to
the depth of a feature in the complete model that is selected as the root of the partial
feature model. For instance, the automotive example has six child features below its
root at depth one. The third column contains the number of features in these partial
models, e.g., the largest model at position 5 contains 2,065 features in its subtree.
This partial model also contains with eleven most of the implicit constraints at this
depth. Overall, there are twelve hidden dependencies, which seems to be a rather
small amount in comparison to the size of the complete feature model. Furthermore,
we evaluate the child features of these six features as well resulting in 25 analyzed
partial models. The number in brackets indicates to which parent feature (1-6) the 25
features belong. We can observe that the amount of implicit constraints significantly
increased with 189. The computation time for partial models without any implicit
constraints is 0.44 s on average, which is the time needed by the slicing algorithm
to derive the partial model. Of course, our approach does not start any explanation
attempts in these cases. Depending on the number of derived implicit constraints,
the computation time rises with a linear factor. However, this is to be expected
and the time with at most 170 s for 123 constraints is still acceptable. The average
number of explanation parts (or length of the explanation) is 15.1 parts at depth one
and 16.46 at depth two. Given several hundred features even in the partial models,
we believe that the explanation is still comprehensible and definitely beneficial for
the developer in understanding the dependencies. A more detailed reasoning on the
explanation length is available in the next part of the evaluation. Thus, we conclude
that implicit constraints are present and relevant for real-world feature models (cf.
RQ 3.1) and the computation time is acceptable (cf. RQ 3.2) [AKTS16].
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Depth Partial Model # Features # IC Computation
in FM (Parent) Time (s)
1 1 105 1 0.81
1 2 171 - 0.46
1 3 54 - 0.52
1 4 112 - 0.51
1 5 2065 11 542.60
1 6 5 - 0.43
2 7 (1) 8 - 0.50
2 8 (1) 72 - 0.47
2 9 (1) 4 - 0.48
2 10 (1) 3 2 1.05
2 11 (1) 17 - 0.45
2 12 (2) 167 - 0.48
2 13 (2) 3 - 0.45
2 14 (3) 21 2 2.08
2 15 (3) 18 - 0.46
2 16 (3) 3 - 0.46
2 17 (3) 3 - 0.44
2 18 (3) 5 - 0.44
2 19 (3) 3 - 0.41
2 20 (4) 3 - 0.46
2 21 (4) 88 - 0.45
2 22 (4) 16 - 0.43
2 23 (4) 4 - 0.45
2 24 (5) 684 123 170.83
2 25 (5) 16 - 0.44
2 26 (5) 948 39 75.7
2 27 (5) 231 20 21.24
2 28 (5) 185 3 2.51
2 29 (6) 2 - 0.45
2 30 (6) 1 - 0.44
2 31 (6) 1 - 0.46
Table 3.8: Implicit constraints for the automotive model [AKTS16]. FM = feature
model, IC = implicit constraint.
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RQ 3.3 questions the structure of the derived implicit constraints. We were able
to identify three major groups of logical expressions:
1. Implication: The implicit constraint represents an implication, e.g., A ⇒ B
or A ∧B ⇒ C.
2. Exclusion: The implicit constraint represents a mutual exclusion between fea-
tures, e.g., ¬(A ∧B).
3. Negation: The implicit constraint represents a negated feature, e.g., ¬A.
Table 3.9 presents our classification of the derived 201 implicit constraints into the
three major groups and an additional group for any other kind of logical expressions.
We also give examples of the identified CNF patterns. As indicated by the overall
percentage, almost all implicit constraints can be mapped to one of the major cate-
gories. Implication forms by far the largest group with about 75%. Finally, we took
a closer look to the features occurring in the constraints (cf. Table 3.10). Naturally,
an implicit constraint involves additional partial feature models meaning that some
features in the constraint are part of another submodel. We observed that up to four
individual submodels are involved in an implicit constraint. Less than 40% of all
features in an explanation are local features meaning features of the partial model in
which the implicit constraint occurred. An explanation consists of 24% up to 56.1%
local features. On average, explanations comprise 37.35% local features leading us
to the conclusion, that a hidden dependency is mostly caused by relations between
features from other submodels, thus answering (RQ 3.4) [AKTS16].
Logic CNF Pattern Overall
Negation ¬A 8.6 %
Implication
¬A ∨B 14.6 %
¬A ∨ ¬B ∨ C 58.1 %
¬A ∨B ∨ C 2.5 %
Exclusion ¬A ∨ ¬B 15.7 %
Other A ∨B ∨ C 0.5 %
Table 3.9: Classification of implicit constraints in logical expressions and represen-
tation as CNF patterns for the automotive model [AKTS16].
Consequently, implicit constraints do exist in a significant number and are neces-
sary to understand partial feature models in isolation. Investigating the usefulness
of our explanations is part of the next section.
3.4.3 Evaluating Explanations
The second part of the evaluation was conducted with all available case studies from
the PPU over the simple car feature model to the large automotive SPL with more
than 2,000 features.
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Depth Partial Model Involved Models Local Features
1 5 3/6 40 %
2 14 (3) 1/25 25 %
2 24 (5) 2/25 29.7 %
2 26 (5) 1/25 24 %
2 27 (5) 1/25 56.1 %
2 28 (5) 4/25 51.3 %
Table 3.10: Analyzing explanations for implicit constraint with respect to further
involved partial feature models and local features for the automotive
model [Ana16].
Qualitative Evaluation. In particular, the comprehensibility is investigated using
the simple car feature model. RQ 3.5 is answered successfully, if we can understand
and repair all detected defects with the generated explanations.
Void Model. As described in Chapter 3.1.1 and again depicted in Fig. 3.17a, the
simple car feature model is not void. However, for the purpose of our evaluation,
we temporarily add the CTC Carbody ∧ ¬Gearbox to the feature model making
it void. The explanation in Fig. 3.17b reveals that exactly the added constraint is
identified as cause for the void model. Although multiple explanations are generated
as indicated by the color gradient, explanation parts in a bright red color are present
in all explanations and thus more likely to cause the defect. It is obvious that
removing this constraint again would repair the defect.
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(a) Originial feature model
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(b) Void Model
Figure 3.17: Explaining a void model.
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Dead Features. The Car feature model has two dead features, namely Bluetooth
and Manual. Fig.3.18a and Fig.3.18b show the respective explanations. Due to the
core feature Carbody, we must select an Automatic transmission. Automatic itself is
part of an alternative group and therefore excludes all other features in this group,
here only Manual. Bluetooth is dead, since its negation is implied by a core feature.
False-Optional Features. Fig. 3.18c-3.18f show the explanations generated for the
four false-optional features USB, Ports, Navigation and Automatic. The explanation
for the feature Automatic is quite similar to the one of the dead feature Manual
due to the constraint Carbody ⇒ Automatic ∧ ¬Bluetooth. Navigation is always
selected if we have a Radio and implies itself USB which is a child of Ports making
all three false-optional. The CTCs and feature tree dependencies responsible for this
behavior are fully revealed in the generated explanations making the defects easy to
comprehend.
Redundant Constraints. Overall, there are three CTCs marked as redundant in
the feature model. Carbody ∧ Gearbox is redundant, because both features are
already core features (cf. Fig. 3.19c). Among all explanations, we always present
the improved one concerning length and coloring. The CTC Europe ⇒ Gearbox
is redundant as implying a core feature is meaningless (cf. Fig. 3.19b). In case of
the last example Navigation ⇒ USB, the redundancy is caused by the constraint
GPS ⇒ USB. By selecting the Navigation, it is already implied that the car has a
USB port due to the mandatory feature GPS. Hence, it is not necessary to imply
USB again with the Navigation feature.
To conclude the comprehensibility, we can observe that the explanations contain
the required information to fix the detected defects. For the Car feature model,
we have successfully shown the applicability of the presented algorithm as well as
the satisfaction of RQ 3.5. We are aware that this example does not cover a
full empirical evaluation of our approach with external developers. However, we
postpone a detailed user study to further prove its benefits to future work [KAT16].
Quantitative Evaluation. As the next step, we focus on evaluations concerning the
length of the short explanations to answerRQ 3.6. Table 3.11 presents the evaluated
feature models along with information about their number of features, constraints
and defects. The first feature model is our running example. Furthermore, addi-
tional generated feature models consisting of 200, 500, 1,000, and 2,000 features and
constraints, respectively, were taken into account for the evaluation. These models
have already been used in prior evaluations [KTS+09]. A feature model from the
automotive industry represents the biggest feature model with 2,513 features and
2,833 constraints and it is our second real-world example. Void feature models were
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(a) Bluetooth is dead.
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(c) USB is false-optional.
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(d) Ports is false-optional.
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(e) Navigation is false-optional.
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(f) Automatic is false-optional.
Figure 3.18: Explaining defects in the car feature model.
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(a) Redundant Constraint 1.
CD
USA
BluetoothNavigation
USB
Europe
Ports Manual
Carbody Radio
GPS
Car
Gearbox
DigitalMaps
Automatic
Navigationcc⇒ccUSB
Europecc⇒ccGearbox
GPScc⇒ccUSB
Carbodycc∧ccGearbox
Radiocc∧ccGearboxcc⇒ccNavigation 
Carbodycc⇒ccAutomaticcc∧cc¬cBluetooth
(b) Redundant Constraint 2.
CD
USA
BluetoothNavigation
USB
Europe
Ports Manual
Carbody Radio
GPS
Car
Gearbox
DigitalMaps
Automatic
Navigationcc⇒ccUSB
Europecc⇒ccGearbox
GPScc⇒cUSB
Carbodycc∧ccGearbox
Radiocc∧ccGearboxcc⇒cNavigation 
Carbodycc⇒ccAutomaticcc∧cc¬cBluetooth
(c) Redundant Constraint 3.
Figure 3.19: Explaining defects in the car feature model.
Model # Features # CTCs # RC # D # FO
PPU 52 15 5 0 0
200-Model 200 20 8 106 13
500-Model 500 50 14 262 56
1000-Model 1,000 100 44 628 138
2000-Model 2,000 200 87 1,236 254
Automotive 2,513 2,833 563 192 12
Table 3.11: Overview of evaluated feature models [KAT16, Ana16].
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Figure 3.20: Improved explanation lengths [KAT16, Ana16].
prohibited in the automatic generation process. The evaluation includes all detected
defects in the feature models. The computation time is not considered here, since
the performance impact is not perceivable by developers [KAT16]. We measure
the explanation length in its number of parts. Fig. 3.20 illustrates the explanation
length for all improved explanations found in the feature models. Given the rather
small product line of the PPU, we observe that each explanation has at most seven
parts (cf. Fig.3.20a). Although the next model is about four times larger, we only
see a slight increase in the explanation length in Fig. 3.20b.
The explanation length continues to increase for the larger models as well. However,
even for the automotive feature model 50% of the explanations consist of 4 to 25
parts [KAT16, Ana16].
While reasoning on the length of improved explanations, we can determine the
frequency of a first explanation already being the shortest possible based on our
algorithm. In Table 3.12, the number of explanations for redundant constraints
per model is illustrated as well as how often an improved explanation has been
found in later processing steps. Additionally, a relative shortening concerning the
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Model # Explanations # Improved Explanations Shortening (%)
PPU 6 1 44.4
200-Model 8 2 50
500-Model 14 2 25.1
1000-Model 44 11 39.7
2000-Model 87 21 48.4
Automotive 563 56 29.8
Table 3.12: Finding improved explanations [KAT16].
explanation length is presented. Given these results, we were able to make the
following observations:
• The average explanation length grows only slightly compared to the number
of features and constraints.
• In most cases, the adapted BCP finds a short explanation in the first run.
• Shorter explanations are between 25-50% smaller.
Considering the length of shorter explanations (cf. RQ 3.6), we conclude that even
for large feature models a significant number of explanations stay below 20 parts,
which is still comprehensible for developers, especially with regard to the developed
visualization. Finally, we can define the size of a model as the number of features
plus the number of CTCs. The maximum length of an explanation would be identical
to the size of a model. A comparison of the model size to the average explanation
length reveals that for the PPU about 10% of the model is involved in a defect,
while this percentage steadily decreases in larger SPLs. For the automotive model
less than 1% is present in the explanations on average [KAT16, Ana16].
3.4.4 Discussion
Next, we summarize the collected data and our observations in a condensed form
regarding the defined research questions.
RQ 3.1: How many implicit constraints exist in decomposed SPLs?
We were able to prove the existence of hidden dependencies in feature models.
Even relatively small SPLs such as the PPU contain implicit constraints. We iden-
tified four implicit constraints for the PPU. In realistic large-scale SPLs the appear-
ance depends on the considered depth and of course heavily on the structure. If a
large portion of features is clustered in a single partial model (cf. Table 3.8, Depth
1), we are not likely to have many implicit constraints. On the opposite, if we have a
more even distribution of features, it is more likely to encounter implicit constraints
(cf. Table 3.8, Depth 2).
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RQ 3.2: How long does it take to derive implicit constraints?
The feature model slicing algorithm is very efficient with an average runtime of
0.44 s. It is not surprising that the computation time increases with the number of
implicit constraints, but is still acceptable. Even for the automotive example the
complete process takes nine minutes at most, thus a developer has enough time to
grab a cup of coffee if a large partial model is under consideration.
RQ 3.3: What is the structure of an implicit constraint?
Implicit constraints occur most often as implications and exclusions with almost
91%. Thus, we have most likely similar cases to our introductory examples in
Fig. 3.6.
RQ 3.4: How many partial models are involved?
Less than 40% of all features in an explanation are local features leading us to the
conclusion that the interweaving of partial models plays an important role during
SPL development. In case of the PPU, we could observe that in one case all partial
models were involved (cf. Table 3.7).
RQ 3.5: Do explanations contain the necessary parts to understand the de-
fect?
Except for the special cases in which no unit-open clauses exist, BCP was always
able to generate an explanation. The explanations are understandable and support
the repair process of the defects in case of the PPU and the simple car feature model.
The presented results look very promising for larger SPLs. However, a more detailed
investigation for large-scale SPLs is left for future work.
RQ 3.6: What is the average length of an explanation?
The explanation length is critical for the comprehensibility of a defect. First of
all it stays constant at different depths in case we explain an implicit constraint.
The best result definitely is the relation of the feature model size to the explanation
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length, since the length increases only slightly compared to the model size. Consid-
ering the automotive model, we have to look at only 0.34% of the complete model
given our explanations on average to comprehend a defect. However, there is always
a possibility to generate exceptionally long explanations, e.g., at most 95 parts for
the automotive model. Such explanations remain difficult to understand for devel-
opers. Our improved BCP algorithm generates multiple explanations for one defect.
In most cases, BCP computes the shortest explanation immediately. Hence, the
first explanation is already the shortest one. We also validated the scalability to
large-scale SPLs.
3.4.5 Threats to Validity
Finally, we discuss possible threats concerning our case studies and methodology
according to Wohlin et al. [WRH+12]. Conclusion validity ensures the rationality
of our conclusions on a statistical level given the available data and its relationship.
While conclusion validity focuses on whether there exists such a relationship, internal
validity evaluates a causal relationship between both implementation and results.
No unknown or not measured factor must be involved in the final result. Construct
validity assesses whether we designed the evaluation correctly in order to retrieve the
desired data. Finally, external validity is related to generalizability of the outcome,
e.g., derived conclusions hold for other feature models.
Conclusion Validity. Due to the lack of realistic industrial-size feature models
that are still scalable for automated analyses and available to the general public
our results are based on a single model from this domain. A full validation of
the conclusions made for implicit constraints, e.g., logic structure, occurrences and
involved models, is only possible with further large-scale feature models. The threat
also remains for the length of an explanation.
Construct Validity. The construct validity also suffers from the threat of just one
large-scale feature model. Nevertheless, we carefully analyzed the model at different
depths leading to a reasonable variety and amount of data.
Internal Validity. An explanation completely relies on the order of clauses in the
CNF. Different CNF orderings may lead to different explanations. To counter this
threat, we proposed a heuristic that also generates multiple explanations and may
produce an even shorter one. A combinatorial exploration of all combinations is not
reasonable due to its performance impact. However, a minimal explanation cannot
be guaranteed at this point and calls for other approaches (cf. Section 3.5). In
addition, artificially generated data, such as some of our feature models, always has a
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possible distorting effect on the results. This is especially the case for the explanation
length. However, these models have proven themselves in other evaluations such as
the feature model slicing [KST+16] and are available from S.P.L.O.T.4 We observed
identical results to the automotive model as well.
External Validity. Again, the generalization suffers from the use of generated mod-
els and just a single realistic large-scale feature model. We argue that an adequate
overview of the generated explanation length is present by covering a large number
of different defects.
3.5 Related Work
In the following, we examine the existing work relevant for this contribution. First,
we begin with the topic of detecting defects, which is a prerequisite for our proposed
approach. Next, we focus on the actual explanation of defects. Last and major part
of this related work section is dedicated to the decomposition of feature models and
hidden dependencies.
Automated Analyses and Defect Detection. There has been a considerable
amount of work on feature modeling and the automated analysis of feature mod-
els. In particular, many tools are available such as FeatureIDE, TVL, FAMIL-
IAR, SPLConqueror, Clafer, and pure::variants [CBH11, MBC+13, SRK+12,
BDA+14]. In addition, many approaches including the previously mentioned ones
already provide support for the detection of defects [BSRC10, BFGR13, EPAH09].
An overview of analysis tools is given by Meinicke et al. [MTS+14]. The field
of automated analyses spans to 30 different analysis operations that range from
defect detection and explanation to product validation and refactoring [BSRC10].
Von der Maßen and Lichter [vdML04] defined various feature model defects
from which we benefited in our work. Hemakular [Hem08] proposes an approach
to detect defects in feature models with the SPIN model checker. The approach
combines model checking with BCP in order to propagate consequences of a feature
selection and report violations. In general, model checking is a powerful analysis
method, since it can fully verify the considered model with respect to a specifica-
tion. In this case, model checking identifies user selections leading to an invalid
product. An invalid product results from a violation which is detected by BCP dur-
ing constraint propagation, e.g., a dead feature. The approach is limited due to the
difficulty of model checking large feature models. Trinidad et al. [TBD+08] also
contributed a significant amount of research to the detection of defects formulating
4http://www.splot-research.org/
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a constraint satisfaction problem as foundation. Since the concepts of Trinidad
et al. involve explanations, we postpone a detailed discussion of their work to the
related work on explanations. Our proposed approach takes advantage of an exist-
ing automated analysis for the detection of defects in the FeatureIDE framework.
FeatureIDE is well-known and widely used in the SPL community even for indus-
trial SPLs [LEGP15, SKT+16]. Thus, we argue that FeatureIDE is a sophisticated
choice to form the foundation of our contribution.
Explaining Defects. The first attempt to connect propositional formulas to prod-
uct lines was performed by Mannion [Man02]. Batory [Bat05] built upon this
work and introduced LTMS and BCP to support developers in the configuration of
a variant based on a feature model. The implementation is available in GUIDSL
and provides feedback in terms of why a certain feature cannot be selected. In
contrast to our work, GUIDSL can only explain dead features and focuses on the
configuration process, while we already support the developer during development
of the feature model (cf. Section 3.1.2, Approach 1). We improved Batory’s work
in different ways: First, by explaining more defects and also expressing explanations
in a user-friendly way. Second, our explanations are closer to the feature model by
referring to the structure and, hence, increasing the transparency of explanations.
Third, we emphasize important explanation parts and show the scalability [KAT16].
A renowned algorithm concerning the explanation of a CSP is called QuickX-
plain [Jun04]. It uses of a divide-and-conquer strategy to compute a minimal set of
faulty constraints in a CSP. Lesta et al. [LSW15] adapt the QuickXplain algorithm
for the explanation of defects in attributed feature models. An attribute to a feature
is similar to a variable in programming languages or the respective attribute in a
UML class diagram. They are often based on integer values [LSW15, Jun04]. In
order to keep the implementation efficient, the authors do not search for a minimal
explanation, which is similar to our approach. We focus on explanations for classi-
cal feature models and considered no attributes. Lesta et al. explain all defects
except for redundant constraints. Since the approach heavily depends on a specific
constraint solver, it is difficult to apply other explanation strategies whereas our
approach is independent and BCP can be replaced easily. Finally, the source code
is not open-source [LSW15].
Returning to the work of Trinidad et al., we can say that it is closely related to
the contributions provided in this thesis. The authors use the Theory of Diagnosis
invented by Reiter [Rei87] as foundation and retrieve a minimal set of constraints
relevant for the explanation of a defect (cf. Chapter 3.1.2, Approach 2) [TBD+08].
The implementation is available in the FAMA tool [Tri12, BSTRC07]. Again, we
focus on the modeling level and support the developer at an early development stage
to repair a defect. As many other approaches FAMA supports the configuration
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process by presenting a set of necessary feature selections and deselections to fix
an invalid product configuration. Again, Trinidad et al. are able to explain all
defects except for redundant constraints. In addition, the explanations are expressed
in an abbreviated way which is at the expense of comprehensibility compared to our
colored feature tree (cf. Section 3.1.2, Approach 2) [TBD+08].
Felfernig et al. [FBGR13] also demonstrate an approach based on the Theory
of Diagnosis using the FastDiag algorithm. Similar to the previous QuickXplain
algorithm, the FastDiag algorithm implements a divide-and-conquer strategy. The
input consists of a set of constraints and it divides the constraints into subsets
that ultimately contain the smallest subset of inconsistent constraints. The final
explanation is presented in form of the responsible constraint set, which has to be
deleted or adapted in order to repair the defect [FS10]. FastDiag can guarantee a
minimal explanation and it is not restricted to a specific solver. Similar to our work,
all defect types can be explained. Nevertheless, the evaluation is solely conducted
with a feature model offered by the S.P.L.O.T. repository that contains only 172
features. In order to achieve the desired defects, CTCs have been randomly inserted
to produce the inconsistencies. No information about the number or type of the
defects is provided and the evaluation lacks a large-scale feature model to show the
scalability. We argue that a combination of both approaches would be beneficial,
since a minimal explanation paired with the proposed visualization has the most
advantages for developers.
The ontological rule-based approach by Ricón et al. [RGMS14] poses the third
explanation concept shown in Chapter 3.1.2. It generates explanations in natural
language similar to our first realization. However, it can only explain dead and false-
optional features. Similar to GUIDSL, Kramer et al. [KSRB13] present an ap-
proach to generate explanations for configuration purposes. In particular, they add
explanation fragments as attributes to features and relationships while the concate-
nation of such fragments forms a complete explanation for a configuration. Although
explanations are also expressed in a user-friendly way, the approach is only viable
for small or medium sized feature models. In contrast, we give explanations during
the modeling phase and strive to find short explanations. Osman et al. [EPAH08]
extend feature models by so called variation points, before an explanation is possi-
ble. It was our goal to refrain from such extensions or to put additional workload
on the developer.
Finding a guaranteed minimal explanation is also proposed by a few other ap-
proaches. Liffiton et al. [LS08] aim to find a minimal unsatisfiable subset (MUS)
of clauses, hence the core of an unsatisfiable boolean formula. Mapping a MUS to
defects in feature models results in a minimal explanation consisting of clauses in
propositional logic. It is also possible to compute a minimal correction subset mean-
ing the minimal set of clauses that must be removed in order to get a satisfiable
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formula. Liffiton et al. developed a two-step approach called CAMUS (Compute
All Minimal Unsatisfiable Subsets). As first step, CAMUS finds all minimal cor-
rection subsets and in a second phase it derives all MUSs. The authors state that
the used algorithms can easily be adapted to work with different solvers making
them independent. The evaluation of CAMUS proves its scalability and also re-
veals that it performs significantly better than other existing algorithms for the two
phases. The main drawback of CAMUS is the resource cost of the first step making
it not advisable if only one minimal explanation is required, i.e., a developer is only
interested in one defect.
A state-of-the-art approach to determine a minimal explanation based on clauses
is proposed by Guthmann et al. [GST16]. The concept is implemented in a tool
named HSMTMUC and sits on top of a satisfiability modulo theories (SMT) solver.
Similar to the previous approach it determines the minimal unsatisfiable core in a
boolean formula [NRS13]. The core represents an explanation consisting of pure
clauses if HSMTMUC is applied to the domain of explaining defects in a feature
model. SMT solvers conclude the satisfiability for formulas in first-order logic and
are capable of finding an unsatisfiable core [BSST09]. Guthmann et al. evalu-
ated two SMT solvers with Z3 [DMB08] and MATHSAT [CGS07] to determine the
unsatisfiable core and afterwards process it further in HSMTMUC. The evaluation
shows that the best runtime and the smallest average core size is achieved by using
MATHSAT and invoking HSMTMUC afterwards. As future work, one can exchange
BCP with an algorithm that calculates the minimal unsatisfiable core and therefore
always gives us the smallest possible explanation. In combination with the existing
visualization, we would achieve an extraordinary solution for this challenge.
Finally, the analysis of a product line to determine defects is not limited to feature
models only. Actual source code can also be analyzed, e.g., to find dead code
blocks or compiler errors [TAK+14]. Tartler et al. propose techniques to detect
anomalies in the source code of the Linux kernel [TLD+11, TLSSP11, TSSPL09]. An
application of our work to explain dead code or compiler errors could help developers
in fixing those problems, especially as the actual cause could also be in the feature
model [KAT16].
Decomposition and Hidden Dependencies. Several concepts to reduce complex-
ity for the developers in feature models exist in the literature. We decided to use
interrelated feature models, since they were already available for our running exam-
ple and supported by the FeatureIDE extension for VELVET [STSS13]. Another
concept relies on the introduction of different views onto a feature model. Each
view contains only the relevant information for itself. Instead of actually removing
the features as in slicing, views hide undesired features. Clark et al. [CP10] pro-
vide a first theory for feature model views. Checking the compatibility of different
67
3 Interdisciplinary Variability Modeling in the Problem Space
views as well as reconciliation of compatible views is possible. Views are often con-
nected to the configuration process and not the actual development or maintenance
of a feature model [SLW12, HHS+11]. Similar to the previous approach Schroeter
et al. [SLW12] develop and evaluate a formalism for defining multiple views and
checking the inconsistency. These aspects can be extended to the concept of multi
software product lines combining several product lines and expressing their depen-
dencies [ZKDT11]. The PPU can also be considered as a multi software product
line and VELVET supports their development. VELVET also adapts the concept of
merging the separate feature models together below an artificial root and lets stake-
holders express dependencies between the individual models [STSS13]. Lettner
et al. [LEGP15] added functionality in FeatureIDE to support different modeling
spaces, modeling at different abstraction levels and dependencies between the spaces
using inter-space dependencies. Inter-space refers to dependencies between the so-
lution, problem, and configuration space based on the feature model. Revealing and
understanding such dependencies between features from different spaces turned out
to be extremely challenging. Although, we do not operate in different spaces, this
challenge can be exactly mapped to dependencies in partial feature models.
An approach that detects hidden dependencies was presented by Mendonça et
al. [MCMdO08] and works at the configuration level. The authors state that the
configuration process is complicated due to multiple involved parties. Consequently,
they propose a possible solution with collaborative product configuration to coordi-
nate this process. The validation of products is supported by an efficient dependency
analysis algorithm detecting interdependent relations, i.e., the selection of one fea-
ture must automatically select another feature. Mendonça et al. [MCMdO08]
perform an efficient dependency analysis on graphs representing the feature models
for the detection process. Contrary to our approach, interdependent relations are
detected on configuration level, whereas we operate on modeling level. Additionally,
no explanations of the detected dependencies are given.
Jonata and Botterweck [JB08] focus on describing an SPL from different per-
spectives, i.e., a feature model and an architectural model. The latter is a com-
ponent model containing implementation details of the SPL. During the feature
selection process, we may encounter inconsistencies between both models, e.g., a
feature model allows a configuration which is not possible due to technical restric-
tions of the architecture. To solve this problem, the authors propose an integration
of both models. For this purpose, the models are transformed into propositional
logic and combined. An application of existential quantification enables the compu-
tation of a feature model containing such hidden dependencies. The original feature
model is then extended with the derived dependencies. Thus, it can support the cus-
tomer or user during the configuration process [JB08]. Jonata and Botterweck
use existential quantification to produce a feature model with implicit constraints,
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whereas the slicing algorithm by Krieter et al. [KST+16], which is implemented in
FeatureIDE and reused in our work, takes advantage of logical resolution. Although
logical resolution is also based on existential quantification, it is an improvement
due to the preservation of the formula in CNF.
Ghanam et al. [GM10] also detect hidden dependencies between features. Fea-
tures are typically linked to code artifacts in SPL development. Ghanam et al.
use executable acceptance tests in their approach. These tests are specifications
of defined requirements and can automatically test the behavior of a system. The
authors extend features containing implementation artifacts with several executable
acceptance tests. Thus, the selection of a feature forces the execution of all tests.
Furthermore, the tests also inherit all dependencies of the linked features, i.e., tests
for features in alternative groups are alternative as well. However, the hidden de-
pendencies only comprise exclude and require relationships in this approach. After
the detection, developers have to inspect the respective implementation artifacts as
well as the feature model in order to identify the cause of a failed test. Contrary to
our work, the approach cannot detect arbitrary implicit constraints [GM10]. Over-
all, no approach actually considers the explanation of hidden dependencies after the
detection process. Thus, we argue that our proposed approach provides a novel
contribution to this research field.
The removal of features from a feature model while preserving all existing de-
pendencies is called feature model slicing. Thüm et al. [TKES11] introduced this
concept during the reasoning on edits between two feature models. They were
especially interested in the removal of abstract features [TBK09]. According to
Thüm et al. editing a feature model produces a new model which can be classified
into either a specialization (products are removed from the SPL), a generalization
(new products are added to the SPL) or a refactoring (the set of products is main-
tained). In order to classify an edit, it is necessary to remove abstract features
from both models. The authors delete every appearance of an abstract feature in
the CNFs until it contains only concrete features. FeatureIDE provides tool sup-
port for the classification of edits [TBK09, TKES11]. Given this first idea, Acher
et al. [ACLF11a, ACLF11b] implemented a feature model slicing technique with
focus on the decomposition of feature models into multiple interrelated ones. The
slicing algorithm is part of their FAMILIAR tool, which provides a domain specific
language for feature model manipulation [MBC+13]. A rivaling slicing algorithm is
developed by Krieter et al. [KST+16] several years later and integrated in Fea-
tureIDE. We benefit from this implementation, which uses logical resolution at its
core, and reuse it to derive implicit constraints in the partial feature models. In
addition, the algorithm was also successfully used to derive so-called feature model
interfaces [SKT+16]. A feature model interface contains an arbitrary subset of fea-
tures and hides the remaining information similar to the previously described view.
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Schröter et al. [SKT+16] provide means to enable the composition of multiple in-
terfaces while keeping the computation cost for automated analyses operations low,
since they can reuse results from individual interfaces.
3.6 Chapter Summary and Future Work
We have presented a generic and efficient algorithm for explaining defects in feature
models based on propositional logic. It is able to explain most types of defects,
which can be encoded in a CNF and a set of initial truth value assumptions. An
additional tracing of literals to structural information of the feature model provides
us with the means to express explanations in a user-friendly manner. In addition,
we have presented an approach for deriving and explaining implicit constraints in
interrelated feature models. Implicit constraints are indeed existent in real-world
SPLs and cannot be neglected for development and maintenance purposes. The
scalability is shown by analyzing several large-scale feature models including an
industrial one. In all cases, the explanation length stays acceptable at no perceivable
cost for the computation time. We implemented our approach as part of the open-
source framework FeatureIDE [KAT16, AKTS16].
Regarding future work, the approach can be extended in several directions. The
most beneficial improvement is the computation of minimal explanations for all de-
fects. In addition, irrelevant parts of the model with respect to the explanation could
be concealed in large feature models improving the comprehensibility of our expla-
nations even further. A user study with industrial developers would investigate the
actual saving of time using our explanations during development and maintenance.
To reduce remaining threats to our evaluation, an extension in the number of ana-
lyzed large-scale feature models is necessary. Finally, an important task is to enable
edit operations in the partial feature models and reflect them back to the complete
one in order to fully support maintenance. A visualization similar to the other
defects would be advantageous for implicit constraint as well [KAT16, AKTS16].
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This chapter shares material with work published in [KLL+14], [KPST14]
and [KS16].
Contribution
We devise a design-level modeling approach consisting of three modeling per-
spectives. Each modeling perspective provides a different viewpoint onto the
system following the principle of separation of concerns. The models are
equipped with variability modeling capabilities in order to support developers
in creating reusable implementation artifacts. The approach includes textual
and graphical model editors as well as a consistency checking concept. Its
applicability is shown with our running example of the PPU.
Modern software systems are extremely long-lived. This is especially the case in
the automation domain in which systems are operated for several decades. Due
to limited durability of physical system components or technology changes dur-
ing the system’s lifetime, variability is introduced in the hardware parts. Software
counterparts are successively affected as well [LBKVH12]. Besides, there are sev-
eral other reasons for variability, such as differing production requirements, pro-
cess improvements or product variations. Typically, there are different variants of
the same automation system available [BBO+12], e.g., to satisfy varying customer
needs. All of these aspects lead to a high diversity in modern automation systems
creating an increased complexity for system management and maintenance [Bro95].
Ultimately, the proper functioning of the system has to be ensured for all vari-
ants [VHFF+15, KPST14].
In this chapter, we propose a multi-perspective modeling approach in order to
model a system on different levels of abstraction. The approach is comprised of
well-known models taken from the Unified Modeling Language (UML) [MG15]. In
addition, each modeling perspective is equipped with delta modeling providing de-
velopers with the capabilities to create reusable artifacts and model all possible
variants of the SPL in a similar fashion. We extended the concept to also identify
inconsistencies across the variants that developers may have introduced by the usage
of delta modeling.
Again, we first lay the necessary foundation for this contribution. Next, we in-
71
4 Multi-Perspective Modeling in the Solution Space
troduce the individual modeling perspectives as well as their connection. This part
also includes the application of delta modeling to each modeling perspective and a
concept for consistency checking. This is followed by implementation-specific details
and an application of the presented ideas to our running example of the PPU. Af-
terwards, we compare our concept with already existing ideas in the literature. The
chapter is concluded by a summary and discussion of points left for future work.
4.1 Preliminaries
The foundation consists of two topics. First, we point out the benefits of model-
driven development compared to classical software development. Second, we intro-
duce the considered UML diagram types used for our approach.
4.1.1 Model-Driven Development
”Model-driven development holds promise of being the first true gener-
ational leap in software development since the introduction of the com-
piler.” (Bran Selic, IBM Rational Software, 2003)
In Model-Driven Development (MDD), the primary artifacts of interest are mod-
els. A model is an abstraction of the reality, represents a real world object or
situation [Sta73]. MDD continuously gets more attention, especially in the indus-
trial domain [MCF03, Sel03, Vya13, TPK07], and several sophisticated tools have
been developed in this context showing its benefits. A famous example is Matlab1
with the Simulink extension which enables block-based development on a graphical
level. Simulink itself contains packages to provide code generation and simula-
tion capabilities based on these models. Overall, MDD improves the productivity
in large-scale software systems compared to classical software development after
outliving a first adjustment phase. In particular, the expected benefits are as fol-
lows [Amb08, AK03, FR07, Sch06, KLL+14]:
• A higher level of abstraction results in an easier and more understandable way
to describe the system during all periods of development, since we can hide
complex details.
• Lower redundancy increases productivity, shortens the development time and
therefore reduces the costs for the development.
• Separation of concerns allows developers to focus on their fixed viewpoint/per-
spective and reduces the complexity for each person.
1https://de.mathworks.com/products/matlab.html
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• Testing and simulation can be performed on a more abstract model level, also
including automated analyses of models to prove the soundness and/or other
important properties of complete models or some model parts.
• Automated code generation produces highly optimized and efficient source
code in terms of required resources.
We want to leverage these benefits and also pursue an approach that primarily
focuses on models as artifacts of interests and fully supports MDD with respect to
SPLs.
4.1.2 Unified Modeling Language
In the domain of software engineering, the term model is inevitably connected to the
different diagram types of the Unified Modeling Language (UML), since they are the
de-facto standard in both academia and industry to model a software system. UML
is the Object Management Group’s most frequently used specification, and is de-
scribed as the lingua franca in software engineering for modeling and documentation
purposes [MG15, Pet13]. Overall, UML provides fourteen separate diagram types
that can be used to describe a system from different perspectives (e.g., behavior,
structure) or abstraction levels (e.g., design, analysis). In addition, UML has influ-
enced the development of other modeling languages, such as SysML which focuses
on systems engineering. UML assists developers in dealing with complexity and dis-
tributes responsibilities among individual stakeholders [Pen03]. The diagrams help
to support many software development activities, such as: transforming an analysis
model into a design model, transforming a design model into an implementation,
generating documentation, model-driven testing, validation and verification, schedu-
lability analysis, and performance estimation [TLG+16]. The following paragraphs
introduce the three UML diagram types of interest for this thesis: activity diagrams,
block-based and state machine diagrams.
Activity Diagram. An UML activity diagram is a graphical representation of a
workflow. Its intended use is to model organizational or computational processes.
Fig. 4.1a depicts a simple activity diagram containing all the required elements for
our proposed approach. The notation is straightforward with black-colored initial
and final nodes. Activity nodes describe the tasks that have to be executed, the
diamonds represent decisions in the workflow and are enriched with a condition
(if-else construct) that has to be fulfilled in order to traverse a specific path. The
identical notation is used for merge constructs. Finally, activity diagrams support
concurrency indicated by the black bars (fork and join elements). In Fig. 4.1a an
object enters the workflow at Activity 1 and goes to Activity 2 if the condition
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Activity 1
Activity 3
Activity 2
Activity 4
Activity 5
Activity 6
if[x]
else
(a) UML Activity Diagram
Component 2 Component 3
Component 1
Signal 3
External
Signal Signal 1
Signal 2
(b) Block-Based Diagram
State 1 State 2Event[Guard]/Action
(c) UML State Machine Diagram
Figure 4.1: Relevant Diagram Types of UML.
is evaluated to true or to Activity 3 otherwise. After Activity 2 is performed the
workflow is split into two parallel tasks, i.e. Activity 4 and 5, that are simultaneously
executed. Afterwards, the workflow joins together before reaching the merge node.
Considering the second path, an object simply enters Activity 6 before entering the
merge node. The workflow is finished in the final node. Objects are referred to as
workpieces and customers throughout this thesis. Further diagram elements, e.g.
swim lanes, are omitted for this thesis as they are not required. Activity diagrams
are part of the behavioral system descriptions provided by the UML.
Block-Based Diagram. The second relevant diagram does not directly originate
from the UML, since it is not one of the 14 available types. Fig. 4.1b shows a
graphical representation of the block-based diagram. It contains components, ports
and connections. Ports are the interfaces with which components communicate with
each other via directed connections. A connection is equipped with a signal that
is transmitted following the specified direction. In Fig. 4.1b, we can determine
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that Component 1 receives external input such as temperature values or humid-
ity. Hence, it may reflect a sensor component. The information is transmitted to
Component 2, which itself communicates with Component 3 in a bidirectional way.
We can see a strong correlation to UML composite structure and UML component
diagrams. However, composite structure diagrams are intended to depict the in-
ternal structure of classes, e.g. as used in programming language, which are not
the focus of this thesis. Concerning component diagrams, connections are realized
with interfaces representing a customer-service provider relationship. One compo-
nent requires data, which is provided by another component. We can imagine to
also model signals between different hardware components with this notation for an
automation system. In addition, recent studies indicate that UML is applicable as
a general purpose architecture description language (ADL) [Pan10, Oqu06, KS00].
In the end, our decision for this special ADL is based on previous work. The block-
based diagrams were already successfully used and evaluated to model software
architectures, derive test case selection strategies and manage architectural vari-
ability [LLL+13, HKR+11a]. They belong to the structural diagrams. Hierarchical
components are not considered in this thesis.
State Machines. UML state machines [Har87] are an enhanced realization of the
mathematical concept of a finite automaton. Computer science has countless appli-
cation scenarios for state machines. They are one of the most used diagram types in
software development, probably next to UML class diagrams [TLG+16]. Fig. 4.1c
depicts an exemplary state machine. The notation is similar to activity diagrams
with identical initial and final states. Transitions connect the individual states and
are by default spontaneous (or internally triggered), unless a triggering event, a
guard and a resulting action are specified. Thus, the system in Fig. 4.1c enters
State 1 and can only continue if the [Guard] evaluates to true and the defined Event
occurs. In this case, the system performs the specified Action and enters State 2
before it reaches the end. Analogue to activity diagrams, state machines describe
behavior in a software system. Other concepts such as parallel and nested states
are not considered in this thesis as the PPU does not require them. However, an
extension of the proposed contribution to these elements is imaginable.
4.2 The Modeling Perspectives
An application of MDD principles to the automation domain also involves the con-
sideration of multiple disciplines with mechanical, electrical and software engineering
(cf. Chapter 3). We must provide models that are easy to understand and can repre-
sent all relevant aspects of an automation system [VHMK+15]. Following the ideas
of the SPES XT project where an embedded system is developed in a model-driven
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Workflow Perspective
Architecture Perspective
Behavior Perspective
Tasks/Stations are executed 
on components
Components have an internal 
implementation
Path of workpieces
Hardware components
Actual implementation
Figure 4.2: Multi-Perspective Design: Overview [KLL+14].
fashion with different interconnected viewpoints [PHAB12], we decided to use three
modeling perspectives. Each modeling perspective is represented by one of the pre-
viously described UML diagrams, since they are easy to understand for developers
of each discipline. The three distinct variants of the PPU introduced in Chapter 2,
i.e., Basic, Stamp and Optimized, serve as application scenarios in this section.
4.2.1 Conceptual Design
During the early development stages, it is helpful to visualize the conceptual idea
of the automation system. The concept is then refined into a system architecture.
This architecture is quite similar to a pure software system architecture in which
we have to identify components and their interfaces to exchange data. Nevertheless,
automation systems consist of real hardware elements, e.g. robots, sensors, which
have to be modeled as well as their communication channels. In a last step, we
have to model the behavior of the components based on the previously defined
architecture. The complexity is increasing during these modeling steps, since we
have to deal with a rising number of details, which we have to consider and therefore
model. For example, even one architectural component may contain a state machine
with a dozen or more states and each state may have multiple transitions with events,
guards or actions.
Our multi-perspective design-level modeling approach consists of a workflow, ar-
chitecture and behavioral perspective to model an automation system. Fig. 4.2 shows
the hierarchy of the modeling perspectives and their connections. The three mod-
eling perspectives can cover different stages in system development and are capable
to include all relevant information of an automation systen. Additionally, elements
in any modeling perspective can be mapped to elements in another modeling per-
spective to create a consistent model of the system. This structure is based on a
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typical software development process in which the general functionality and idea of
the desired system are first defined in an abstract way, i.e. in form of use cases.
The sequence of a use case can then be modeled as UML activity diagram. Af-
terwards, the development process enters several design phases. First, we create
a high level technical design in form of an architecture, which is the basis for a
segmentation into a more detailed design such as classes. The implementation ef-
fort for software developers can be reduced significantly if the design phases are
executed thoroughly [FR07, Pet13]. Naturally, there is also a connection between
elements of the different design phases. Thus, we follow a similar process with our
modeling approach for automation systems. As discussed earlier, we can use UML
component diagrams as alternative representation for the architecture modeling per-
spective. Although the automation community commonly uses languages from the
IEC 61131-3, e.g. ladder and function block diagrams or structured text, to realize
their systems, recent observations show a trend to concepts and diagrams of the
UML [WVH04, Fri09, VHBKF11]. This aspect encourages our decision to use UML
diagrams to model an automation system.
The Basic variant of the PPU serves as example demonstrating the concept and
realization of each modeling perspective.
Workflow Perspective. The workflow perspective is the most abstract modeling
level. It captures the technical process realized by an automation system and de-
scribes the path of a workpiece through the automation system as well as the different
tasks that need to be performed in the prescribed order (cf. Fig. 4.2). The workflow
perspective is described by UML activity diagrams. We refer to the activity nodes
as tasks/stations throughout this thesis. Listing 4.1 and Fig. 4.3 show the workflow
of the Basic PPU variant on this top-level perspective. It is a sequential order of
three tasks, since the workpieces are just transported from the Stack to the Slide
using the Crane. The structure in Listing 4.1 is fundamentally different compared
to Fig. 4.3. At first, we define the name of the model. Then, tasks and control
flows are defined separately. The task definition includes a label and a certain type.
Labels can be used in case of a transformation to a graphical representation as in
Fig. 4.3. The types are identical to the different nodes in activity diagrams. Con-
trol flows are defined by giving a source and target task. Developers can choose
between textual and graphical development based on their own preferences or the
task at hand. While modeling an activity diagram is not challenging in general, it
gets increasingly more difficult with the introduction of DM, especially in case of
the graphical representation (cf. Section 4.3.1).
ActivityDiagram PPU:Basic {
Tasks{
Start ( type= Initial , label= "Start" )
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Stack ( type= Action , label= "Stack" )
5 Crane ( type= Action , label= "Crane" )
Slide ( type= Action , label= "Slide" )
End ( type= Final , label= "End" )
}
ControlFlows{
10 flow0 = Start => Stack
flow1 = Stack => Crane
flow2 = Crane => Slide
flow3 = Slide => End
}
15 }
Listing 4.1: Workflow of the PPU: Textual.
Stack Crane Slide
Figure 4.3: Workflow of the PPU: Graphical [KLL+14].
The Stack and Crane tasks are further refined in the next modeling perspectives
with components, their dependencies and finally an internal behavior. The Slide is
a pure mechanical piece with no communication channels to other components and
no implementation, which is why an additional refinement is not necessary.
Architecture Perspective. The architecture perspective captures the logical lay-
out of the automation system, i.e., the technical system, where a component in the
architecture represents an actual hardware part, e.g., sensors and actuators. The
communication is represented by signals passed between components via ports and
connectors making a flow of information possible. Signals can be sent according to
the specified direction through ports and connectors. The architecture perspective
is described by the block-based diagrams taken from [Lac17, LLL+13].
Fig. 4.4 shows the architecture for the Basic variant. The PPU has two main
components Stack and Crane. An extra component for the Slide is not necessary,
since it is a mechanical slide without any behavior. All remaining components are
sensors providing input signals for the Stack or Crane. They provide the information
if there is a workpiece present wpPresent at the Stack, what the current position of
the Crane atPlace is or what the current separator state spRetract or spExtract is
at the Stack. The textual representation is omitted for this modeling perspective
and future parts, since it does not contain any additional information compared
to the graphical one. Textual examples for all modeling perspectives are available
in [Lor14].
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Stack CranewpPresentwpPresent
wpPresent spRetracted
spExtracted
atPlace atPlace
atPlace atPlace
atStack
atSlide
spRetractspRetracted
spRetracted
spExtract
spExtracted
spExtracted
Figure 4.4: Architecture of the PPU: Graphical [KLL+14].
Tasks in the workflow perspective are mapped to components in the architecture
perspective meaning that the component is executing this task. A task can be
assigned to several components, e.g., the task is executed on multiple machines.
Vice versa, a machine can execute several tasks. Our modeling approach facilitates
fine-grained and configurable allocation of task execution.
Behavior Perspective. The behavior perspective describes how the single compo-
nents in the system operate. It is described by UML state machines. Thus, devel-
opers can describe the internal Stack or Crane implementation. Each state machine
is assigned to the components on the architectural perspective. Several components
can be assigned the same behavior, while it is impossible that the same compo-
nent has two behaviors at the same time, otherwise it would be another variant of
the system. The behavior perspective uses signals introduced in the architecture
perspective as triggering events or guards at transitions, but may also use further,
implementation-oriented events.
There are two different main components, the Stack and the Crane, for which we
provide behavioral specifications in Fig 4.5. In the state machine for the Stack, after
an initialization phase, the Stack goes into the ProvideWP state. For a filled Stack,
wpPresent results in a continuous loop of the Stack’s pneumatic cylinder separating
workpieces from the Stack for the Crane until the Stack is empty. A new workpiece
can only be provided after the previous one is picked up PickUpWp by the vacuum
gripper of the Crane. The second component, the Crane, needs a different behavioral
model. First, the Crane needs to move to the Stack CraneToStack. The Crane uses
the signals spRetracted and spExtracted from the Stack about the pneumatic cylinder
status. The Crane either waits for the next workpiece or picks an available workpiece
up. An empty Stack results in a final state, whereas an actual workpiece triggers
the Crane to move to the slide CraneToSlide, put down the workpiece and move
back to the Stack.
In summary, the behavioral perspective permits to specify details in a high-level
manner, while still allowing effective code generation, as shown in the implementa-
tion part (cf. Section 4.3.1).
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Figure 4.5: Behavior of the main components: Graphical [KLL+14].
Mapping of the Modeling Perspectives. Fig. 4.6a depicts the mapping between
different modeling perspectives for the Basic variant of the PPU in our graphical
realization. Developers get a list of available elements in the respective modeling
perspectives and can simply draw connections between them. For instance, the
task Stack is connected to the component Stack in the architecture and obviously
to a state machine Stack in the behavior modeling perspective. A similar process
applies for the Crane. As previously stated, the Slide does not have any elements
besides the task itself and thus it has no connections. The sensor atPlace occurs
multiple times in the architecture, but the implementation stays identical which
is why both components are linked to the same state machine, namely Position.
Additional components and state machines are neglected at this point, since the
general mapping principle remains the same.
The general concept is depicted in Fig. 4.6b. We can have an arbitrary number
of models on each modeling perspective. This is especially important in case of
the behavior, since each component in the architecture typically has its own state
Stack
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Figure 4.6: Mapping and general structure [KLL+14].
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machine. A restriction to the other perspectives in terms of diagram numbers was
deemed unnecessary, since developers can always decide for themselves how many
separate workflows or architectures they need in order to model a system. The
mapping between the individual perspectives is modeled separately (cf. Fig 4.6b,
bottom). All of these models make up the Core variant of a system.
However, with the Core, i.e. Basic, we have implemented just one variant of
the PPU. In order to create reusable models for the complete PPU product line,
we introduce the concept of DM withing all of our modeling perspectives as a next
step [KLL+14, KPST14].
4.2.2 Application of Delta Modeling
The main idea of delta modeling (DM) is to represent system variants by explicitly
modeling changes to a designated core system. Thus, we can consider theBasic PPU
variant as our core. A delta contains a set of operations to add, remove or modify
model elements. By applying the necessary deltas in an appropriate order to the core
system, the desired variant can be automatically generated (cf. Section 2.1.3). The
underlying formal semantics can be found in [Sch10]. We instantiate this generic
semantics for each modeling perspective in order to model additional variants of the
PPU with deltas. In the following, we use the approach to generate the Stamp
variant of the PPU.
Workflow Deltas. An instantiation of DM, its operations and application scenarios
encourages the definition of a solid formalism in advance to simplify the actual
realization. Thus, we provide a formal definition of our workflow based on UML
activity diagrams at first.
Definition 4.1: Workflow
A workflow is a tuple Wf = (V , E ,L) where:
• V is the set of all nodes;
• E ⊆ V × L × V is the set of labeled edges;
• L is the set of all labels.
This definition specifies a directed graph. Without loss of generality, V contains
the node types: V = ΣAction ∪ ΣInitial ∪ ΣFinal ∪ ΣDecision ∪ ΣMerge ∪ ΣFork ∪ ΣJoin.
Each edge e ∈ E has a label l ∈ L specifying conditions for traversing the edge, if
applicable. Spontaneous transitions between nodes are allowed, since conditions are
not always necessary.
In our workflow model, we allow a delta to add and remove nodes of all types.
Furthermore, deltas can add and remove transitions. In this way, the control flow
can be completely altered. Additionally, transitions can be relabeled. Relabeling
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can either be expressed through replacing the existing transition with an add and
remove operation or by modifying the transition directly. We now formally define
all possible atomic delta operations on our workflow.
Definition 4.2: Workflow Delta Operations
A workflow delta is a set of delta operations δ ⊆ WfOp for a given set of Wf
= (V , E ,L), where
WfOp = {add v | v ∈ V} ∪ {add (vs, lst, vt) | vs, vt ∈ V , lst ∈ L}
∪ {rem v | v ∈ V} ∪ {rem e | e ∈ E}
∪ {mod (vs, lst, vt) by kst | (vs, kst, vt) ∈ E , kst ∈ L}
in which vs is the source node and vt the target node of an edge.
A single delta is able to generate a new workflow. However, previous work has
shown that a set of deltas can be combined into a single composite delta by defining
an appropriate delta composition operation. In order to ensure that the application
of such a delta leads to a well-formed workflow, we require that the delta is applicable
and consistent. A delta is applicable to the workflow if all elements (node, edge or
label) which should be removed or modified exist and if all elements which are added
do not exist. A delta is consistent if it adds, removes or modifies each element
at most once [Sch10]. Furthermore, a consistent delta ensures that there are no
dangling edges in the resulting workflow. This means that removing a node also
causes the removal of all resulting edges. Edges are never added between nodes
that are removed in the delta. If a node of an added edge does not exist in the
core workflow model, the necessary source and/or target edges are also added in
the delta. Ensuring consistency plays a major role in our multi-perspective design
level modeling approach, which is why we dedicate a complete subsection to the
introduction of a concrete consistency checking concept (cf. Section 4.2.3).
The following definition formalizes how to obtain a valid variant by applying a
delta to a workflow.
Definition 4.3: Workflow Delta Application
The application of an applicable and consistent delta δ ⊆ WfOp to a
Wf = (V , E ,L) is defined by the function Wf ′ = apply(Wf , δ), where
Wf ′ = (V ′, E ′,L′). It is recursively defined as follows:
1. Case: δ = ∅: Wf ′ = Wf .
2. Case: δ = δ′ ∪ δ′′ ∧ δ′, δ′′ ∈WfOp: Wf ′ = apply(apply(Wf , δ′), δ′′).
3. Case: δ = add v: V ′ = V ∪ {v}
4. Case: δ = add (vs, lst, vt): E ′ = E ∪ {(vs, lst, vt)}.
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5. Case: δ = rem v: V ′ = V \ {v}.
6. Case: δ = rem e: E ′ = E \ {e}.
7. Case: δ = mod (vs, lst, vt) by kst: E ′ =
(
E \{(vs, lst, vt)}
)
∪{(vs, kst, vt)}.
Given this formalism, we can define a respective workflow delta for the PPU
that contains the necessary changes to the Basic variant in order to generate the
new Stamp variant (cf. Example 4.1). Fig. 4.7 depicts the final result after the
delta is applied to the core within our graphical representation of the workflow. All
elements from the Basic variant are grayed out, while elements changed in the delta
are colored in deep black. Listing 4.2 depicts the identical delta within our textual
approach. The delta can be addressed by its name Stamp. This is followed by the
addition of all required nodes. Again, nodes are specified with labels and types. We
can remove control flows from any variant by writing Variant.DesiredControlFlow.
The notation is similar for the removal of nodes which is not necessary in this case.
Overall, we are able to access all modeled variants and deltas with this notation.
New control flows are added by specifying a source and target task. Furthermore,
it is possible to annotate them, e.g. with guards visible for flow5 and 6.
Example 4.1: PPU Workflow Delta
δ-Operation from Basic ⇒ Stamp:
δWf = {add CraneM , add Stamp, add DN , add MN , rem(Stack, , Crane),
rem(Crane, , Slide), add(Stack, ,DN ), add(DN , wpBlack, Crane)
add(DN , wpMetallic, CraneM), add(CraneM , , Stamp),
add(Stamp, ,MN ), add(Crane, ,MN ), add(MN , , Slide)}
Stack Crane Slide
CraneM Stamp
wpBlack
wpMetallic
DN MN
Figure 4.7: Workflow: Stamp Variant [KLL+14, KPST14].
DeltaActivityDiagram Basic to Stamp {
Stamp {
addNode Crane_M ( type= Action , label= "Crane_M" )
addNode Stamp ( type= Action , label= "Stamp" )
5 addNode DN ( type= Decision , label= "DN" )
addNode MN ( type= Merge , label= "MN" )
removeControlFlow Basic.flow1
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removeControlFlow Basic.flow2
10 addControlFlow flow4 = Basic.Stack => DN
addControlFlow flow5 = DN => Basic.Crane(guard="wpBlack")
addControlFlow flow6 = DN => Crane_M(guard="wpMetallic")
addControlFlow flow7 = Crane_M => Stamp
addControlFlow flow8 = Stamp => MN
15 addControlFlow flow9 = Basic.Crane => MN
addControlFlow flow10 = MN => Basic.Slide
}
}
Listing 4.2: Workflow Delta: Textual.
Architecture Deltas. The instantiation of DM can be repeated for the block-based
diagrams. First, we provide a formal definition for our architecture models.
Definition 4.4: Architecture
An architecture is a tuple Arc = (C,P , CON ,S,m) where:
• C is the set of all components;
• P is the set of all ports;
• S is the set of all signals;
• CON ⊆ P × S × P is the set of connections labeled with signals,
• m : P → C is a function mapping each port to a component.
The central elements in the architecture perspective are components, ports and
connections with associated signals. Deltas are able to add and remove components,
ports and connections in order to change the architectural structure. Signals are
always bound to a connector. Hence, a delta can also change the signal attached to
a connector. Thus, we obtain the following formal delta operations.
Definition 4.5: Architecture Delta Operations
An architecture delta is a set of delta operations δ ⊆ ArcOp, where
ArcOp = {add c | c ∈ C} ∪ {add (ps, sst, pt) | ps, pt ∈ P , sst ∈ S}
∪ {rem c | c ∈ C} ∪ {rem con | con ∈ CON}
∪ {mod (ps, sst, pt) by kst | (ps, kst, pt) ∈ CON , kst ∈ S}.
∪ {add (p, ct) | p ∈ P ,m : p→ ct} ∪ {rem p | p ∈ P}
in which ps is the source port, pt the target port of a connection and ct the
target component.
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Again, we need an applicable and consistent delta to ensure a well-formed architec-
ture. Applicability at this perspective forces identical properties as in the workflow,
i.e., existence of removed and modified elements as well non-existence of elements
that should be added to the architecture. The delta is consistent if no component
is isolated meaning without any connection to other components. Furthermore, all
ports are connected to another port and transmit a signal. Definition 4.6 specifies
the delta application in order to generate a new variant.
Definition 4.6: Architecture Delta Application
The application of an applicable and consistent delta δ ⊆ ArcOp to a
Arc = (C,P , CON ,S,m) is defined by the function Arc′ = apply(Arc, δ),
where Arc′ = (C ′,P ′, CON ′,S ′,m′). It is recursively defined as follows.
1. Case: δ = ∅: Arc′ = Arc.
2. Case: δ = δ′ ∪ δ′′ ∧ δ′, δ′′ ∈ ArcOp: Arc′ = apply(apply(Arc, δ′), δ′′).
3. Case: δ = add c: C ′ = C ∪ {c} .
4. Case: δ = add (ps, sst, pt): CON ′ = CON ∪ {(ps, sst, pt)}.
5. Case: δ = rem c: C ′ = C \ {c}.
6. Case: δ = rem con: CON ′ = CON \ {con}.
7. Case: δ = mod (ps, sst, pt) by kst: CON ′ =
(
CON \ {(ps, sst, pt)}
)
∪
{(ps, kst, pt)}.
8. Case: δ = add (p, ct): P ′ = P ∪ {p} ∧ m′ | m : p→ ct.
9. Case: δ = rem p: P ′ = P \ {p}.
Finally, we are able to define a delta for our architecture and the Stamp variant
of the PPU. We only show an extract of the complete delta based on the formal
notation in the following example:
Example 4.2: PPU Architecture Delta
Extract of the δ-Operation from Basic ⇒ Stamp:
δArc = {add wpBlack, add(pin, wpBlack), add(pout, wpBlack)
add(, wpBlack, pin), add(pout, wpBlack, pStack), ...}
This delta fraction adds the component wpBlack and its dependencies to the
architecture. Other components can be added likewise.
The final result after the application of the complete delta is depicted in Fig. 4.8.
Again, the deep black parts indicate all executed changes to the core model. A
Stamp component has to be added to the architectural perspective with several
sensors for the position of the workpiece within the Stamp component. The position
is signaled to the Crane, which provides the Stamp module with metallic workpieces.
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Figure 4.8: Architecture: Stamp Variant [KLL+14, KPST14].
Therefore, a new position sensor is added to the Crane as well. The identification
of the workpiece type is done at the Stack with an additional sensor called wpBlack.
Behavior Deltas. The instantiation of DM for state machines is similar to activity
diagrams, since both diagram types are a directed graph with nodes/states, edges/-
transitions and labels. Thus, we define the formalism for state machines in analogy
to our workflow:
Definition 4.7: State Machine
A state machine is a tuple SM = (S, T ,L) where:
• S is the set of all states;
• T ⊆ S × L × S is the set of labeled transitions;
• L is the set of all transition labels.
Again, this definition specifies a directed graph. Without loss of generality, S
contains the state types: S = s0 ∪ΣFinal ∪ΣState where s0 is the initial state. Each
transition t ∈ T has a label l ∈ L specifying conditions for traversing the transitions.
In this case, the set of labels is a conjunction of L = ΣEvents ∪ ΣGuards ∪ ΣActions.
Spontaneous transitions between states are allowed.
State machines contain states and transitions, which can be changed with deltas.
A delta can add and remove states and transitions in order to change the modeled
behavior. Deltas can also change the transition labels consisting of an event, a guard
and an action in any combination. Thus, we can formally define all atomic delta
operations as follows:
Definition 4.8: State Machine Delta Operations
A state machine delta is a set of delta operations δ ⊆ SMOp for a given set
of SM = (S, T ,L), where
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SMOp = {add s | s ∈ S} ∪ {add (ss, lst, st) | ss, st ∈ S, lst ∈ L}
∪ {rem s | s ∈ S} ∪ {rem t | t ∈ T }
∪ {mod (ss, lst, st) by kst | (ss, kst, st) ∈ T , kst ∈ L}
in which ss is the source state and st the target state of a transition.
Again, we need an applicable and consistent delta to ensure a well-formed state
machine. Applicability at this modeling perspective also forces properties as in the
workflow, i.e., existence of removed and modified elements as well non-existence
of elements that should be added to the state machine. The delta is consistent if
no state is isolated meaning without any transition to other states. Definition 4.9
formally specifies the delta application in order to generate a new variant in this
modeling perspective.
Definition 4.9: State Machine Delta Application
The application of an applicable and consistent delta δ ⊆ SMOp to a
SM = (S, T ,L) is defined by the function SM ′ = apply(SM , δ), where
SM ′ = (S ′, T ′,L′). It is recursively defined as follows:
1. Case: δ = ∅: SM ′ = SM .
2. Case: δ = δ′ ∪ δ′′ ∧ δ′, δ′′ ∈ SMOp: SM ′ = apply(apply(SM , δ′), δ′′).
3. Case: δ = add s: S ′ = S ∪ {s}
4. Case: δ = add (ss, lst, st): T ′ = T ∪ {(ss, lst, st)}.
5. Case: δ = rem s: S ′ = S \ {s}.
6. Case: δ = rem t: T ′ = T \ {t}.
7. Case: δ = mod (ss, lst, st) by kst: T ′ =
(
T \{(ss, lst, st)}
)
∪{(ss, kst, st)}.
The behavior perspective contains the most changes in order to successfully gen-
erate the Stamp variant. Fig. 4.9 depicts the final result and an application of
the formalism is given in Example 4.3. In this modeling perspective, a new state
machine for the Stamp is added, which captures a sequential process. Either the
Stamp is waiting for a new workpiece or the separator puts the piece under the
Stamp. After the Stamp process, the Crane transports the workpiece to the Slide.
The Stack is identical to the Stack in the Basic variant except for the differentiation
of the two workpieces in one event. Similar to the workflow, the crane component
is extended by an additional path for the stamping process.
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Example 4.3: PPU State Machine Delta
Extract of the δ-Operation from Basic ⇒ Stamp
δSM = {add q0, add WaitingForWP, add MagazineExtracted, add Stamp,
add MagazineRetracted, add finalState, add(q0, ,WaitingForWP ),
add(WaitingForWP,wpPresent,MagazineExtracted)},
add(MagazineExtracted,mgExtracted, Stamp),
add(Stamp,mgRetracted,MagazineRetracted),
add(MagazineRetracted, error, finalState),
add(MagazineRetracted, !wpPresent,WaitingForWP )
This delta part adds the new state machine for the stamp component to the
behavior perspective. Changes to the crane and stack state machines can be
defined likewise.
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Figure 4.9: Behavior: Stamp Variant [KLL+14, KPST14].
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Figure 4.10: Mapping and general delta structure [Lor14, KLL+14].
After the application of a set of deltas in order to generate a variant, it must be
ensured that still a valid system variant is achieved. This is required for the single
modeling perspectives in isolation, as well as for the mappings between the differ-
ent perspectives (workflow/architecture, architecture/behavior). These mappings
might have to be adjusted after changing a single perspective separately. Therefore,
also delta operations exist which add, remove or modify the mapping between the
perspectives [KLL+14, KPST14, G1¨5]. Fig. 4.10a shows the final mapping. We can
observe that the task CraneM is also linked to the component Crane, because it is
the same physical hardware part in reality and its implementation is just changed
by a few states. It is also possible to model this variant with just one Crane task.
However, we need this distinction for our performance analysis in the next chapter.
In addition, the Stamp has a continuous connection across all modeling perspectives.
Further changes are not necessary for the Stamp variant.
Besides the textual and graphical representation of the three modeling perspec-
tives, we can define the respective delta operations for each modeling perspective as
well as the mapping. Fig. 4.10b indicates that deltas are combined into the so-called
Interdelta structure. The idea is to model all changes required to generate a valid
new variant of the system in one Interdelta. For instance, the previously described
deltas to enable the stamping process at the PPU would be part of one interdelta.
However, a general limitation does not exist in this approach. It is also possible to
define multiple interdeltas and apply them in a sequential order to generate a valid
new variant.
4.2.3 Consistency Checking Strategies
Using modeling perspectives during the development process ultimately results in
a strong dependency between them making consistency an important aspect to en-
sure a valid system in the end. UML does not provide us with a formal notation of
consistency rules at all. Inconsistencies may already occur during the development
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of one model. This aspect is intensified by consideration of multiple models for dif-
ferent perspectives [IIS+11]. Inconsistencies can easily lead to errors in the software
system [HKRS05, MBC05]. In Fig. 4.9 and more specifically the state machine for
the Stack, a removal of the transition from state ProvideWP to state Separator Ex-
tracted results in a deadlock that would require a shutdown of the PPU. Hence, it
is paramount to identify inconsistencies as early as possible, e.g., during the design
phase, and fix them afterwards [SZ01, TLG+16]. The detection of inconsistencies
requires a set of consistency rules, which we discuss in the following.
Consistency Rules. Some informal specifications for consistency rules can be found
in the UML standard and are referred to as rules for well-formed models [MG15].
Most consistency rules defined in the literature are related to UML class diagrams,
which are not present in our multi-perspective modeling approach. In general, the
consistency rules found in the UML standard or other literature help us to ensure
consistency on each perspective in isolation. For our modeling approach, it is also
mandatory to ensure consistency across the three perspectives Thus, we have the
following rule categories for our approach:
1. Intra-perspective rules affect each perspective in isolation.
2. Inter-perspective rules affect one full variant of the system.
We identified 22 rules that have to be fulfilled in order to receive a valid work-
flow [KS16, Kre16]. The rules vary from proving the existence of an initial or final
node to reachability checks for each node. An architecture as well as a state ma-
chine must comply to 11 different consistency rules such as each port must have a
connector or a state machine has exactly one initial state. The difference in numbers
can be explained by a significantly larger number of model elements at the work-
flow level. Hence, we must validate a set of 44 different consistency rules for the
intra-perspective category. The mapping between the perspectives, i.e., the inter-
perspective, can be validated by using an additional number of 5 rules, e.g., each
state machine is connected to at least one component in the architecture. A detailed
list of all rules can be found in [Kre16].
Given this set of rules, it is possible to use different validation strategies [TAK+14],
whereas each concept has another impact on the actual number of checks performed
to enforce validity across the variants. We discuss the application of two product-
based strategies (cf. Chapter 2) in the following [KS16].
Product-based Consistency Checking. A product-based technique analyzes all
variants of the product line in isolation [TAK+14]. Thus, all consistency checks are
executed for each individual variant of the PPU. First of all, the developer has to
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select the interdeltas leading to the variants for which a validation of consistency
is desired. Next, the complete variants are generated within our multi-perspective
modeling framework, e.g. Stamp and Optimized. Basic is the core and does not
need to be generated. In a next step, we can start the product-based consistency
checking on the three variants. First, we validate our core with the complete set of
consistency rules. Afterwards, this process is iteratively repeated for each generated
variant. However, since we also re-validate modeling perspectives that may never be
touched, we have to execute lots of redundant checks. This is a brute force approach,
which is feasible for the small automation product line of the PPU, but becomes
increasingly more inefficient for a larger variant space [KS16]. Our actual imple-
mentation continuously checks all models of the core during development, which is
why we could skip its validation in reality [Kre16].
Product-based Incremental Consistency Checking. Our product-based incre-
mental approach consists of similar steps as the previous one. Again, developers
have to select the respective interdeltas and generate the final variants in our multi-
perspective modeling framework. And again, we initially validate the core variant
ensuring that all perspectives and their mappings are consistent. However, each
delta encapsulates the modifications executed on the specified model in the respec-
tive modeling perspective. Taking this information into account, we can improve
the product-based method in two aspects: First, we do not have to recheck models
that are already valid. Most likely a delta does not touch all modeling perspectives,
e.g., it only modifies one modeling perspective, making consistency checks on the
remaining perspectives obsolete. Second, some changes do not even require another
iteration on the modified model, e.g., modifying the performance values in the work-
flow (cf. Chapter 5). The decision to recheck a specific model always depends on the
types of modifications in the delta. Based on the transformations that are possible
in deltas and the defined consistency rules, we are able to decide if any rule may be
violated by the transformation and, therefore, if a revalidation of the model is nec-
essary. As a result, we can expect a reduction of the consistency checks compared
to the previous product-based approach, since we avoid many redundant checks.
However, this is only the case in small deltas that are limited to some models. A
large delta affecting all models and the mapping would result in a validation of the
complete variant, and we would lose the incremental benefits here [KS16].
Overall, the presented and realized consistency checking concepts still leave space
for improvement. Family-based and feature-based strategies that incorporate more
variability knowledge from deltas or the feature model would certainly provide a
greater benefit [TAK+14].
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4.3 Case Study
A description of the prototypical implementation marks the beginning of this section.
Afterwards, we use the presented concepts to model the Optimized variant of the
PPU. In particular, we plan to answer the following research questions:
• RQ 4.1: Is our modeling approach expressive enough to represent a real-world
automation product line?
• RQ 4.2: Is it feasible to use the approach during the complete development
process?
4.3.1 Implementation
The multi-perspective design-level modeling approach is fully implemented as both
textual and graphical editors. The textual implementation uses domain-specific
languages (DSLs) on all three modeling perspectives realized with Xtext2. Xtext
is an open-source framework for developing DSLs and part of the Eclipse Modeling
Framework (EMF). It allows the user to write a grammar, which forms the founda-
tion of the DSL. Listing 4.3 depicts a snippet of the Xtext grammar for our state
machines. We can link grammar definitions together via grammar-mixin enabling
us to reuse specified signals in the architecture within the state machines (Line 1-3).
import "http ://www.isf.tubs/Architecturearx" as arx
...
(variabels += Variable )*
’statechart ’ name=ID ’{’
5 (’states ’ ’{’ (states +=State )* ’}’)
(’alphabet ’ ’{’ (labels +=Label )* ’}’)
(’transitions ’ ’{’ (transitions += Transition )* ’}’)
’}’;
State:
10 name=ID;
Transition:
name=ID ’=’ from=[ State|QualifiedName] ’->’
to=[ State|QualifiedName] ’:’ label=[ Label];
...
Listing 4.3: Excerpt of the State Machine Grammar.
Furthermore, a state machine has a unique identifier, an arbitrary number of states,
transitions and an alphabet containing a set of labels (Line 4-8). States and tran-
sitions themselves also have a unique identifier with which they are accessed in the
modeling perspectives. In Line 12-13, the transition relation is defined by source
2http://www.eclipse.org/Xtext/
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and target state as well as a label from the alphabet. Of course, the label itself is
either an event, guard, action or any combination. More details about the developed
Xtext grammars are available in [Lor14].
Several comfort functions such as syntax highlighting and auto completion are
available due to the implementation with Xtext. Each DSL in our tool underlies a
grammar that already prevents some basic inconsistencies such as all model elements
in one modeling perspective must have a unique name or nodes in the workflow must
be of a defined type (action, decision, fork,...). However, Xtext is only capable of
checking consistency rules with respect to the underlying grammar. Thus, Xtext
cannot determine if a node is unreachable or all specified signals are used at one
point. We implemented additional consistency rules and their respective checks di-
rectly in the Java source code (cf. Section 4.2.3). Developers are notified about
inconsistencies by errors in the Eclipse workspace. We can ensure the consistency
of the complete core model during its development. However, during the model-
ing of deltas we can only rely on build in Xtext mechanics, since our consistency
checking concept is currently implemented to operate on final and complete vari-
ants. The general workflow in our tool is to first model the core and any number
of deltas. Second, developers can generate the desired variants. The application of
an interdelta is only possible if the models that are modified actually exist in the
respective modeling perspectives. If the interdelta is applicable, we execute the con-
crete modifications defined in a delta. Afterwards, all variants can be analyzed with
a product-based or product-based incremental approach to identify inconsistencies
(cf. Section 4.2.3) [Kre16, Lor14].
Graphical Delta Modeling. Delta modeling already exists for a wide variety of
languages from pure programming such as Java [SBDT10] to modeling languages,
e.g., MontiArc in which also software architectures are modeled [HKR+11a]. All in-
stantiations have in common that deltas are specified only on a textual basis. While
this is necessary in a programming language where classes, methods and attributes
can be changed by deltas, we identified it as a major drawback for graphical mod-
eling languages. Developers often prefer a graphical development process, if they
are confronted with UML diagram, simply because it is the common representation,
which is lectured in academia and provided by the OMG [MG15]. Additionally, we
may lose some advantages of the MDD process and ultimately have a slower percep-
tion and comprehensibility for developers in case of large models. Of course, a state
machine with thousands of states is also not comprehensible in a graphical way, and
we would need adequate counter-measurements, i.e. hierarchical states. The textual
definition of a delta in our concept is straightforward. Listing 4.4 describes a delta
operation on the behavior perspective for the stack component of the PPU. The se-
mantics of the delta is identical to the graphical representation previously depicted
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in Fig. 4.9. We have two alternative options to change the transition label. The
modify-operation simply allows us to directly change the label (Line 5). However, it
is also possible to remove the old label as well as the transition and add respective
new model elements (Line 8-11).
DeltaStatechart Basic to Stamp{
Stack{
//Short Version
5 modify label of t2_3 to (wpMetallic || wpBlack/spExtracted)
//Long Version
remove transition t2
remove label t2_3
10 add label t2_3b (wpMetallic || wpBlack/spExtracted)
add transition t2b = ProvideWP ->SeparatorExtracted:t2_3b
}}
Listing 4.4: Textual Delta Representation.
For graphical DM, we need a new concept in order to distinguish between the
core model and all individual delta models. We identified three possible approaches
that may fulfill the requirements using colors, symbolics and layers [Mey14, G1¨5].
The color-approach gives each delta its own unique color. For instance, changes
executed in the first delta are green, changes in the second delta are colored in red
and so on. Developers are always confronted with the core and all existing deltas
at once. The major drawback is the scalability, since we have to assume dozens of
deltas. Even for the small SPL of the PPU with its 15 explicitly defined variants,
we would have to distinguish 15 different colors. The number of deltas increases
significantly even for the PPU, if we do not consider that one delta generates a new
variant, but the new variant is composed of several deltas executed in a sequential
order. A similar problem arises with the symbolic-approach in which each delta is
represented by a unique shape. For instance, the core is depicted by solid lines, the
first delta by dashed lines and a second delta by dotted lines. Even if we combine
both approaches, the scalability would not improve significantly. Both concepts
suffer from the unsolved problem of how we can visualize delta operations on top of
the delta itself [Mey14, G1¨5].
Thus, we decided to realize a concept using separate modeling layers for each
delta. Fig. 4.11 depicts the basic idea using the stack component of the PPU in
two variants. At the first layer (left-side), we model the core of the state machine
for the Stack as in the Basic variant of the PPU (see also Fig. 4.5). In order to
model the delta to generate the Stamp variant, we create a new modeling layer (cf.
Fig. 4.11, right-side) and specify the changes (see also Fig. 4.9). Modeling layers,
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Figure 4.11: Layer Concept
that are not edited at the moment, are shifted into the background. The graphical
representation indicates this by graying them out. We are still able to access them
from the current layer, since a delta may change all already existing model elements.
Developers can select and de-select deltas or introduce nested deltas. A combination
with one of the previous approaches enables us to identify additions, removals and
modifications in the respective delta, e.g., removals can be symbolized by dashed
lines or a red color.
This implementation is realized with the Graphical Modeling Framework (GMF)3
and the Graphical Editing Framework (GEF)4. The decision fell on GEF as it sup-
ports maximum customization, which is necessary for our application purposes with
delta modeling. We can model each modeling perspective and the mapping with
the help of graphical editors. The overall process is identical to the textual realiza-
tion [G1¨5, Ant15, Mey14].
Variant Generation. Up to this point, we can fully model an automation system
such as the PPU within our tool chain. The ultimate goal is to actually control the
real-world system with the help of our models which is why we realized a connection
to an automation control software. Given a complete variant, core or any generated
one, we can export it to CODESYS5, which is a widely used industrial development
tool for automation control software enforcing the IEC 61131 standard. The export
format is based on XML generating an almost complete CODESYS project with
3http://www.eclipse.org/gmf-tooling/
4https://eclipse.org/gef/
5http://www.codesys.com/
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Multi-perspective
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Export Models
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Figure 4.12: Workflow to CODESYS [KLL+14].
the help of Java Emitter Templates6, which is imported using the CODESYS UML-
plugin. In order to provide a meaningful model-to-model transformation, we had
to annotate our model elements with positioning values needed by the CODESYS
plugin. Otherwise, all model elements would lie at the exact same point, which is not
desired by any developer. Therefore, we implemented a heuristic distributing the
model elements across the workspace in CODESYS. Fig. 4.12 sketches the workflow.
Developers can use our multi-perspective modeling framework to create variants.
After the export and import steps, we can observe our models in the CODESYS
workspace. Finally, executing the program within CODESYS lets us control the
connected automation system. The terminal configuration is not included in the
export format and still needs to be provided by CODESYS.
Connecting Spaces. We have to make the solution space UMLmodels configurable
from the problem space feature model developed in the first contribution. Thus, we
need a connection or mapping between the different spaces and their artifacts that
allows users to select a specific feature configuration and the complete variant is
automatically generated within our multi-perspective modeling approach. Indeed,
we can specify an application condition as well as an application order within our
textual editors. Listing 4.5 depicts an exemplary application for a variant of the
PPU which adds a conveyor belt. Users can select a concrete product configuration,
e.g., ConveyorLine, which is derived from a feature model and afterwards the tool
automatically selects the deltas with the respective tag and generates the variant.
In addition, this delta must be applied after the delta for stamping module has been
executed. The user is guided through this process by a wizard in Eclipse.
Conveyor{
after Stamp
when "ConveyorLine"
5 addNode ...
addControlFlow ...
}
Listing 4.5: Conditions.
Hence, the missing link between problem and solution space artifacts is also available
concluding the implementation part.
6https://eclipse.org/modeling/m2t/?project=jet
96
4.3 Case Study
4.3.2 Feasibility Study
Throughout this chapter, we successfully applied our multi-perspective design level
modeling approach to develop a single system with the Basic PPU variant and
to model variability with the Stamp variant. We exemplarily apply the proposed
concepts to another variant of the PPU withOptimized (cf. Section 2.2) to show the
feasibility of our approach. This variant is identical to the Stamp at the hardware
level. We just optimize the Crane implementation in a way that the crane no longer
waits at the Stamp for the stamping process to be finished. Instead, the Crane moves
back to the Stack to pick up the next plastic workpiece (if present) and transports
it to the Slide. This change can be interpreted as a software optimization in a later
release or can be sold as “premium“ behavior.
The step from Stamp to Optimized causes a performance improvement for
the Crane (cf. Chapter 5). Assuming that workpieces vary each time, the Crane
takes the metallic ones to the Stamp, returns to the Stack in order to pick up the
black plastic ones and transports them to the Slide before getting the stamped
metallic pieces from the Stamp. This increases the throughput of the system. As
depicted in Fig. 4.13, the delta changes solely the behavioral perspective of the Crane
component. In its state machine, we add several states after the state PutDownWP2.
If a metallic workpiece is followed by a non-metallic one, the Crane moves back to
the Slide to transport the non-metallic workpiece to the Slide while the metallic
workpiece is still stamped. The Crane enters the additional loop only if a non-
metallic piece is available at the stack. In case of a second metallic workpiece, the
Crane finishes processing the piece, which is at the Stamp [KLL+14].
CraneToStampPutDownWP2WaitingForStampPickUpWp2 /mgExtracted
mgRetracted & 
atStamp/mgRetracted
CraneToStack2
wpBlack
PickUpWp2CranToSlide2PutDownWp2CraneToStamp2
spExtracted & 
atStackatSlide
atStamp
Figure 4.13: Necessary changes to the Crane implementation [KLL+14].
We modeled the remaining variants of the PPU likewise. All created models are
available in the following student theses [Lor14, Ant15, G1¨5].
Discussion. Next, we summarize our observations in a condensed form regarding
the defined research questions.
RQ 4.1: Is our modeling approach expressive enough to represent a real-world
automation product line?
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The application of our modeling approach can be seen as a success. We are
able to express all relevant parts of an automation system. In addition, we can
model variability through the application of delta modeling. By supporting both,
textual and graphical development, developers can select their preferred option. The
consistency checking concept mitigates faults during early stages of the development
process.
RQ 4.2: Is it feasible to use the approach during the complete development
process?
Indeed, we are able to support developers from early design phases to the actual
execution on a physical machine. A successful application to three variants of the
PPU supports this claim.
Threats to Validity. The largest threat lies within the number of case studies.
We were only able to test our approach on a single automation system with the
size of a lab demonstrator (cf. Section 2.2). A typical automation system such as
KeMotion and KePlast is significantly larger in terms of number of hardware and
software elements as well as actual size. In addition, the PPU does contain few
specified variants for which a product-based consistency checking approach is still
viable. Larger product lines would require more advanced concepts for this purpose.
Next, we considered variability in automation system, but neglected the fact of
evolution. However, system evolution is a common companion in the domain of
long-living systems affecting both hardware and software. We argue that our general
concept is still applicable, since delta modeling can capture evolution by the same
means [Sch10, LKS16]. In any case, the feasibility of our approach must be re-
evaluated for this case.
The feasibility of the presented results is also threatened by the lack of users
from other domains. While the approach is feasible enough for software engineers,
we have no data concerning the feasibility for a mechanical and electrical engineer.
This aspect is especially important, which is why we pursue it further in the future
work part of this chapter.
4.4 Related Work
In the following, we separately examine existing work regarding variability in the
domains of software and automation system development. First, we focus on re-
lated work in software engineering. Second, we review existing work on capturing
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variability in industrial plant automation as our intended field of application. The
section is concluded by related work on consistency checking in UML diagrams.
Variability Modeling for Software Systems. Variability is studied extensively in
the context of SPLs [PBvdL05]. Variability modeling approaches in SPLs can be
separated into three different classes: annotative, compositional and transforma-
tional. Annotative methods consider one model representing all products of the
product line. Variant annotations, e.g., using stereotypes in UML models [Gom06]
or presence conditions [CA05], define which parts of the model have to be removed to
derive a concrete product variant. Annotative variability models become easily very
complex and unmanageable for large SPLs with many variants. Compositional ap-
proaches associate model fragments with features, which are composed for a specific
feature configuration. A well-known example is AHEAD developed by Batory et
al. [BSR03], in which a product is incrementally built using a base module and a se-
quence of feature modules. Noda et al. [NK08] construct models by aspect-oriented
composition. Other approaches to represent variability on a modeling level, e.g. by
Prehofer [Pre04] and Klein et al. [KPR97], have focused more on composing and
adding features and not on capturing evolution. Compositional approaches can only
add functionality to an existing product, and the impact of a feature is limited by
the used composition technique. In contrast, evolution inevitably needs refactorings,
which is very restricted by using compositional methods. Model transformations are,
for instance, applied in the common variability language where the variability of a
base model is described by rules how modeling elements of the base model have to
be substituted in order to obtain a particular product model [HMPO+08]. Delta
modeling is a modular transformational approach to design and implement SPLs in-
troduced by Schaefer [Sch10]. Delta modeling has so far been applied to represent
variability of software architectures [HKR+11a] and Java programs [SBDT10]. Fi-
nally, a considerable different approach to handle variability is presented by Jörges
et al. [JLM+12]. They use a constraint-based method to define valid combinations
of artifacts by semantic annotations. Variants are specified in a top-down manner
by successively limiting the permitted combinations until a final product is reached.
We use a design-level modeling approach consisting of three modeling perspectives,
which provide different viewpoints of the system. Individual developers can focus on
different system aspects following the principle of separation of concerns. A similar
approach is pursued in the SPES project where an embedded system is developed
in a model-driven fashion with different interconnected viewpoints [PHAB12]. The
language for the architecture viewpoint is based on work by Lochau et al. [LLL+13]
in which it is used for delta-oriented testing of large-scale systems.
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Variability Modeling in the Automation Domain. Ensuring the changeability of
automation systems was lately identified as one major challenge for future industrial
competitiveness [LLVH13]. Model-based software and systems engineering is inten-
sively studied over the last decades, e.g., [Vya13, YVP13, BSBF11, TPK07]. An
UML model to provide support for re-engineering of automation control software by
automatically identifying operation sequences for the control software is presented
by Legat et al. [LSVH13]. This approach might be integrated as extension of
the architecture perspective for (semi-)automatically deriving the state machines.
Colla et al. [CL11] use event-based models to generate control code for cyclically
executed controller platforms (as typically used in automation systems) with some
performance limitations. In [WVH11], Witsch et al. propose a specialized UML
state machine for cyclic control behavior of automation control software. Within
our modeling approach, such platform-specific execution behavior is abstracted as
an event-based behavior. A lot of research has also been conducted on dynamic
reconfiguration of control software, i.e., changing the control behavior during oper-
ation [KMLH11, VM10]. This aspect is especially interesting regarding a point left
for future work in this thesis with runtime adaptation and delta models at runtime
(cf. Section 4.5). Froschauer et al. [FDG08] use a design time variability model
based on SysML for modeling variability of function blocks. This information is
later used to automatically reconfigure (event-based) IEC 61499 control software.
Based on the same standard, Suender et al. [SVZ11, RSS+07] propose an approach
for downtimeless changeability of control systems. A mapping between event-based
and cyclically executed control platforms is already possible [CL11]. Thus, we can
transform our event-based state machines into any control software that has a cyclic
execution time. Nevertheless, Legat et al. [LLVH13] concluded that for automation
systems, the dependencies of knowledge generation during engineering, i.e., model-
ing, and knowledge application for adapting the automation systems is still an open
issue in industrial practice. The approach presented within this thesis can be seen
as a first step towards closing this gap.
Consistency Checking. UML is often the de-facto standard in industry to de-
velop software systems and simultaneously model-to-code generators get more and
more popular as they reduce development efforts [UNThEs08]. The correctness of
generated code heavily depends on consistency in the UML models which is why
consistency techniques are a key aspect in MDD [UNThEs08, TAK+14]. Usmann
et al. [UNThEs08] identified in their survey five consistency types in UML models
with inter-model, intra-model, evolution, semantic and syntactic consistency. The
types are based on a literature review concerning existing UML consistency check-
ing methods. Most of the methods are based on class-, sequence- and state machine
models leaving our architecture and workflow perspectives excluded. Nonetheless,
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we adapted the general consistency types in our work. A more recent study sup-
ports the results of the survey [TLG14]. Mens et al. [MSS05] also proposed a
classification of inconsistencies in their work.
Egyed et al. have done an extensive amount of research to ensure consistency
in UML models for systems without variability. In [Egy06], an instant consistency
checking method working on the three most popular UML models (see previous
paragraph) has been proposed and implemented in a tool called UML/Analyzer,
which is integrated within the famous IBM Rational RoseTM . Similar to this work,
our core is also instantly validated during development. However, this is not possi-
ble for the variability, which is not considered in [Egy06]. Several other approaches
exist that can execute consistency checking in UML models for single software sys-
tems [UNThEs08, LHE10, Egy07]. In all cases, the main limitation of these ap-
proaches is that they do not treat system variability. Managing inconsistencies in
systems with variability and evolution requires an incremental consistency check-
ing method, which can be based, e.g., on delta modeling. The incremental nature
is mandatory due to the large number of variants that we may have to check and
to reduce the response time for the developers. Identifying inconsistencies is often
not sufficient enough. One has to aim at fixing the detected inconsistencies in the
future (cf. Section 4.5). Some of the proposed techniques in the literature already
include methods for fixing UML models [Egy07, RE12], but again without consider-
ing variability. Repairing variant-rich systems is a much more challenging task. In
the research-in-progress paper by Lopez-Herrejon et al. [LHE12], a preliminary
study how to locate fixes in specific features is proposed. A future task is to build on
this work and extend it towards an approach for fixing delta models over multiple
perspectives.
SPLs are commonly represented with the help of feature models depicting com-
monalities and variability of the system. Lopez-Herrejon et al. [LHE10] reuse this
knowledge to provide consistency for lower level UML models. A similar approach
is presented by Demuth et al. [DLHE11]. In combination with the feature models
developed in the first contribution of this thesis, an application of these approaches
to further prevent inconsistencies during the variant generation would be possible.
4.5 Chapter Summary and Future Work
We have presented a multi-perspective modeling approach for automation systems
in accordance to MDD principles. Developers can decide to use textual or graphical
modeling editors. Variability is handled through the application of delta modeling to
each of the three modeling perspectives. It is possible to generate a complete system
variant by applying the corresponding deltas to the core model. The approach is
equipped with consistency rules and different methods to enforce them. Overall, we
defined two different categories with intra- and inter-perspective for our modeling
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perspectives and integrated all of them in our tool chain. Based on these rules, we
presented different strategies for consistency checking. Delta modeling itself pro-
vided us with the foundation to optimize the product-based consistency checking
approach. In the end, we can ensure a valid system variant without any inconsis-
tencies. All presented concepts are applied to our running example of the PPU.
By including a code generation for the automation control software of CODESYS,
we were also able to successfully evaluate the complete tool chain, from the design
phase to the actual execution, on the physical machine.
Future Work. Several tasks are left for future work in this thesis and will be
discussed in the following. First of all, to further assess the usability, we need to
carry out a controlled user experiment with respect to understandability, learnability,
maintainability and general feasibility of the modeling approach. Additionally, we
could evaluate the improvement in usability of the graphical modeling approach over
the textual one. The scalability can only be evaluated by using a larger case study
than the PPU.
The current realization provides developers only with the knowledge that incon-
sistencies exist in the models. A concept to repair these faults is missing. The
idea is to support developers in a way that is similar to common IDE features for
programming languages, e.g., adding the import statement for a used function as
available in Eclipse or Microsoft Visual Studio. In terms of our modeling approach,
a component in the architecture has to be connected to a state machine in the be-
havior perspective. If there is no such behavior, a repair operation would be to
create a default state machine, if the developer complies with the suggestion. The
possible cases for inconsistencies have to be explored and fixing operations for these
cases have to be provided. Formulating those fixes in terms of deltas allows us to
nicely integrate them in the overall modeling framework.
Our modeling approach supports variability in space. It most likely does sup-
port variability in time, i.e., evolution, as well, since delta modeling is expres-
sive enough [Sch10]. However, a detailed investigation of evolution is on open
point. In addition, we can encounter runtime adaptation introducing a third di-
mension [GKP+14, DPS12]. The notion of delta modeling can be extended to be
applicable dynamically during runtime as previous work has shown for programming
languages [DS11, DPS12]. Furthermore, a reference architecture for model-based
runtime adaptation that includes a generic framework for models@runtime is avail-
able [AGJ+14]. A combination of both aspects within our modeling approach gives
us the means to also capture this third dimension of change.
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Software Product Lines
This chapter shares material with work published in [KST14], [KTTS15]
and [KTTS17].
Contribution
In order to reason about performance properties of an automation system,
we extend the UML activity diagrams of the workflow perspective with per-
formance information. Given the annotated models, we devise an efficient
family-product-based performance analysis for SPLs and show its superiority
compared to a product-based approach. The developed concept is applied to
different classes of continuous phase-time distributions with exponential- and
Coxian-distributed service times. A general application is presented with two
real-world software systems, while a large-scale evaluation is conducted with
artificially generated performance models.
Performance is a key requirement in automation systems and user-centric software
applications because it directly affects the perceived quality of a system. Software
models such as UML diagrams (cf. Chapter 4) allow us to reason about archi-
tectural and implementation issues, but non-functional properties of a system are
neglected. A performance model can single out the most relevant characteristics
of a system that lead to performance degradations causing, e.g., throughput bot-
tlenecks or excessively large response times. Traditionally, the use of performance
models is advocated as early as possible in the development lifecycle to drive design
decisions towards performance efficiency, rather than fixing performance issues only
after deployment, at a higher cost [CDI11]. This typically involves the evaluation of
several instances of a model. For example, what-if scenarios investigate the impact
that changes of certain parameters (service rates or routing probabilities) have on
the system’s performance. These evaluations have to be efficient, since a significant
delay in the development process is not tolerable during design time.
However, the efficiency is threatened by two major sources of complexity which
already affect a performance model for a single variant and get increasingly more
difficult to handle for a complete product line with thousands of variants.
• Model-specific complexity: Many systems typically consist of a large num-
ber of components interacting with each other to implement a certain func-
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tionality: users, robots, conveyor lines, CPU cores and so on. Tradition-
ally, models for these systems have been developed using techniques based on
a discrete state-space representation such as continuous-time Markov chains
(CTMCs) [BDIS04]. Unfortunately, these suffer the infamous problem of state-
space explosion: the number of states grows at worst exponentially with the
number of components in the system.
• Family-related complexity: The computations performed for the analysis of a
specific model instance cannot be re-used to evaluate another model drawn
from the same parameter space (e.g., when a service rate value or routing
probability is changed). The situation becomes even more problematic when
alternative instances have to be examined in case of structural modifications
such as the addition or removal of model elements (cf. Chapter 4).
We consider both problems of complexity within our proposed performance analysis
and provide an adequate solution. However, we do not consider possible deadlocks
in an automation system, e.g., introduced by a collision of workpieces and a (tem-
porary) degradation in performance as a result.
In this chapter, we propose an efficient performance analysis for SPLs to compute
non-functional properties such as throughput, utilization, (average) queue length
and (average) response time of a system. The analysis is based on the workflow
models proposed in Chapter 4 and capable to estimate the performance not only of
an automation system, but of any workflow-type software system.
Again, we begin with the necessary background for this contribution consisting of
Markov processes, queueing networks and their connection to performance engineer-
ing. This is followed by foundations for a naive performance analysis in queueing
networks with exponentially and non-exponentially distributed service times. After-
wards, we propose a more efficient performance analysis for both queueing network
classes. Next, the developed analysis is evaluated for both types and compared to
the naive approach. After a description of the related work, we conclude the Chapter
and suggest possible future work in this direction.
5.1 Preliminaries
While UML is one of the standard languages for modeling software systems in a
uniform way (cf. Chapter 4 and [MG15]), a similar solution cannot be found for
performance modeling. The software performance community introduced several
languages and notations, e.g., execution graphs, stochastic Petri nets and process
algebras, over the decades that are currently in a co-existing state [CDI11]. For
the purpose of this thesis, two of the basic notations with Markov processes and
queueing networks are sufficient and will be introduced in the following.
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5.1.1 Markov Processes
A Markov process is a stochastic process fulfilling the Markov property. The Markov
property states that the probability distribution of future states in the process only
depends on the current state and not on past ones [Ste09]. Thus, states have no
memory. Markov processes take a central role in the performance analysis of software
systems. It is possible to use them as primary notation and directly express the sys-
tem dynamics with such a Markov process in form of a labeled graph or a transition
matrix. However, in many cases Markov processes are used as underlying semantics
to find an analytical solution, e.g., in case of queueing networks [BGdMT05]. The
latter option also applies to our performance analysis technique, since it relies on
the transformation of a software model into a queueing network as our considered
performance model. In general, a stochastic process is defined as follows:
Definition 5.1: Stochastic Process
A stochastic process is a collection of random variables
X = {X(t) : t ∈ T}
where X(t) : T × Ω→ S. Ω is the probability space, T is usually referred to
as time and S is the state space [CDI11, Ste09].
Furthermore, stochastic processes can be categorized using the state space (dis-
crete or continuous) and the time (also discrete or continuous). The state space
S of a process is the set of all values that the random variables X(t) can possibly
assume. Hence, each individual value represents one state in the process.
Definition 5.2: Markov Process
A stochastic process is called a Markov process if {X(t)} is memoryless, which
can be expressed in a mathematical way by
Pr(X(tn+1) = xn+1 | X(tn) = xn, . . . , X(t1) = x1)
= Pr(X(tn+1) = xn+1 | X(tn) = xn)
In a more simplified way, we can express this property as the probability to go
from the present state s(tn) to a future state s(tn+1) which is always identical
regardless if we consider the complete history of the process or just the present
state [CDI11].
The graph in Fig. 5.1 represents a Markov process with two states. We can switch
between states based on the specified probability. It is also possible to express this
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Figure 5.1: Markov process transition graph.
system in matrix notation with:
P =
[
0.3 0.7
0.8 0.2
]
Each row i and each column j represent a state and P (i, j) gives us the probability
to transition from one state to another. In any case, the outgoing probabilities of a
state must always sum up to 1.
The primary goal of analyzing such a Markov process is the calculation of a prob-
ability distribution for the random variable X(t) in the state space S. Ultimately,
the system enters a regular pattern of behavior which is also called the steady state
of the system. Several performance metrics that we consider throughout this chap-
ter can be derived from this steady state. Markov processes have been extensively
researched for many decades and today they are widely used in the field of per-
formance analysis [Ste09, CDI11]. Finding the solution for a Markov process and
therefore its steady state is closely related to the matrix representation.
The transition between different states is only one aspect of the system behavior.
We have to consider the time spent in each state as well. In literature, they are
defined as the sojourn times and describe the task of how long it takes a system to
process something. By entering a state i ∈ S at a time t and the transition to a new
state takes place at time t+T , the sojourn time is represented by T . Sojourn times
also fulfill the Markov property and are therefore memoryless. For a continuous-time
Markov chain (CTMC) as in Definition 5.2 the probability of a state transition in a
time interval is defined as follows:
Definition 5.3: Transition Rate
Assume that a transition from the current state i to the new state j occurs
with a probability pij. The probability pij can be given by a Markov process
transition graph (cf. Fig. 5.1). Due to the Markov property, this rate must
only depend on the states i and j. Hence, the transition rate is defined as
Pr(X(t) = i | X(t+ dt) = j) = qijdt+ o(dt),∀i 6= j, i, j ∈ S
where qi is the sojourn time specified by the probability distribution function
and qij = qipij [Ste09, CDI11].
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In detail, we will develop an efficient performance analysis based on CTMCs with
two different types of probability distributions in the Sections 5.2.1 and 5.2.2.
5.1.2 Queueing Networks
Queueing network (QN) models are a common representation for a performance
model. The analysis of a QN combines an efficient model evaluation with an ad-
equate accuracy of the result, making them popular in the software performance
evaluation community [Ste09, CDI11]. Informally, a QN is a set of service centers
that interact with each other. A service center represents a resource of the system.
Customers traverse these service centers and occupy their resources for a specific
amount of time. In case of the PPU, we can also identify such service centers, e.g.,
the crane and stack components. The different workpieces represent customers that
are processed by the PPU. Typically, QN are visualized as a directed graph whose
nodes are service centers and edges depict the potential paths that customers can
take in the system.
The literature differentiates between two classes of QNs based on the workload
type present in the network. An open QN can harbor any number of customers that
arrive from external sources outside the network. Additionally, customers may leave
the QN as well. Fig. 5.2a depicts an open QN with three service centers. Each service
center has a queue attached that may be infinite. Of course, in real-world systems
as in the automation domain, the queue cannot be infinite. For instance, the stack
of the PPU can have a maximum queue of five workpieces while the crane has just
a queue of one workpiece. The workload of a closed QN is completely determined
by the fixed number of customers circulating the system. It is not possible for
customers to leave the QN and no new customers can arrive from external sources.
However, a network in which a leaving customers is instantly replaced by a new one,
is also considered to be a closed QN. Fig. 5.2b shows an exemplary closed QN with
three service centers. Our contribution addresses both QN types with open QN in
Section 5.2.1 and closed QN in Section 5.2.2. Queues always follow a scheduling
strategy which is first-come-first-serve in all cases throughout this thesis.
The last important parameter in a QN is the service time given by a probability
distribution function. It can be informally described as how long it takes a service
center to process a customer (cf. sojourn times). We applied our efficient perfor-
mance analysis to two types of phase-type distributions. These service time distri-
butions are based on a mixture of multiple phases and each phase contains an ex-
ponentially distributed service time. In the first case (cf. Section 5.2.1), we consider
just one phase represented by a single exponential distribution. The second more
complex case is represented by a Coxian distribution that can have 2 or more phases
(cf. Section 5.2.2). It is not mandatory that the individual phases are identical. Dis-
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Figure 5.2: Classes of Queueing Networks.
tributions with multiple phases are extremely important in the performance evalua-
tion domain, since they are able to approximate any type of probability distribution
and thus enable engineers to model more realistic scenarios [BGdMT05, Ste09].
While such a distribution is over the top for a small automation system as the PPU,
one can imagine Internet network traffic between several servers as an example. Typ-
ically, there are peak times, e.g., in the evening, where many people put load onto
the system, and there are less frequented times. We can approximate the real-world
traffic by using multiple of such phases as in the Coxian distribution and compute
performance metrics in the system [BHLM13, GF99, Ste09]. All exponential distri-
butions give rise to CTMCs, since a discrete time cannot sufficiently express such
behavior. However, we consider only a discrete state space, since our main inter-
est lies in modeling and analyzing real-world automation or software systems with
distinctive physical components. In addition, we limit ourselves to a single class of
customers.
After modeling a QN with all the necessary parameters from service stations to
probabilities, we can compute the performance metrics in the steady state behavior
of the system. Further mathematical details are omitted at this point, since they
will be introduced step-wise throughout the next sections.
We decided to use QN as performance models, since an immediate mapping with
software models from the UML is possible [CDI11, ITT16]. This property is es-
pecially beneficial for us, since we already have developed UML models that are
enriched with a variability modeling mechanism in the previous Chapter 4.
5.2 Foundations
In the following, we describe the two considered queueing network classes in more de-
tail. Additionally, we extend our workflow models with performance annotations to
enable reasoning about performance metrics. Given the annotated workflow models,
we also present how a naive performance analysis for individual variants is possible
in both network classes.
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5.2.1 Queueing Networks with Exponential Service Times
The development of an efficient performance analysis for product lines begins with
an adequate selection of a QN class as performance model. Our choice is the class
of Jackson networks as they are particularly simple to compute due to an efficient
product-form solution [Jac63]. A product-form solution means that the computation
of a specific metric in this QN, e.g., the throughput, is computationally inexpensive
and often possible in polynomial time [Ste09, CDI11]. This property is invaluable
with regard to product lines and their possibly massive variant space. A Jackson
network is an open QN in which the service times follow an exponential distribution.
Given our multi-perspective modeling approach proposed in the previous chapter,
a performance analysis would be possible on all three perspectives [BMB+15, CM02,
CDI11]. However, our focus is to provide developers as early as possible with feed-
back about optimization potential in the system, which is why we use the workflow
perspective comprised of UML activity diagrams as source for our performance anal-
ysis. The PPU serves as a first application example, and, for convenience, we show
once again the Basic variant as UML activity diagram in Fig. 5.3. Since the UML
is not natively equipped with features to capture performance-related attributes, we
have to extend our workflow modeling perspective, respectively.
Stack Crane Slide
Figure 5.3: Basic variant of the PPU.
Augmentation of the Workflow. A formal definition of the workflow perspective
is already available in Section 4.2.2. We extend the previous definition in order to
incorporate performance annotations as well. The augmented software models are
called performance-annotated activity diagrams. The annotations are independent
from the actual annotation mechanism that may be used in an implementation, e.g.,
as part of our previously developed DSLs or with the MARTE profile (see [Obj11])
and its PaStep stereotype (e.g., [TG08]).
Definition 5.4: Performance-Annotated Activity Diagram for Jackson QN
Let V be the set of all nodes. A performance-annotated activity diagram for
Jackson QNs (PAADJ) is a tuple
PAADJ = (V,E, λ, µ),
where V ⊆ V , E ⊆ V × R≥0 × V , λ : V → R≥0, and µ : V → R>0.
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Again, this definition specifies a directed graph annotated with three distinct
pieces of information. Each edge e ∈ E has a non-negative real, giving the proba-
bility with which that path is taken by a job in the source node. Each node v ∈ V
is associated with a service rate, µ(v), denoting the average speed at which a job is
processed in v. Finally, λ(v) denotes the workload, the speed at which jobs arrive
from the external world due to the open QN class. Using this definition, we can
change the software model of the PPU in Fig. 5.3 into a performance model based
on a Jackson network as depicted in Fig. 5.4. In case of the PPU, all performance
annotations are based on actual measurements conducted at the physical machine.
For each node v, the top-left label gives λ(v) and the top-right label represents µ(v).
The edges are labeled with their associated probabilities. Workpieces can only arrive
at the stack component of the PPU, which is why all other nodes have an arrival
rate of 0 due to the open QN nature. Of all three components, we can easily identify
the crane as the component with the slowest service time.
We point out that Definition 5.4 does not explicitly consider initial, final, choice,
and merge nodes. Similar to previous work [TG08], we argue that these are not
necessary when an activity diagram is used as a performance model. For instance,
a node with no outgoing edges can be interpreted as a node where workpieces leave
the system after they are processed; this is equivalent to connecting the node to
a final node with a probability one. An initial node represents the point in the
workflow where the whole process starts; this is equivalently represented by labeling
nodes through the function λ, which models how workpieces appear at each node.
Moreover, if the probabilities attached to the outgoing edges of a merge node sum
up to a value p < 1, this can be interpreted as a workpiece that leaves the system
with probability 1−p; this is equivalent to adding a further edge to the merge node,
labeled with 1− p, which leads to a final node. In a similar fashion, decision nodes
are not necessary as they can be modeled using multiple transitions from the same
node. Thus, we simply remove the nodes that are not supported and redirect the
edges appropriately in our PAADJs.
Finally, of all the elements in UML activity diagrams that are not used in Defini-
tion 5.4, we wish to remark the absence of fork and join nodes. Unfortunately, their
performance interpretation leads to models that, in general, do not have an efficient
solution for which we strive. Thus, we neglect them throughout this contribution
and leave further investigation of this matter to future work.
Stack Crane Slide
1.0 1.0 1.00.120.50.09 0.0 0.0
Figure 5.4: PAADJ of the Basic variant.
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Next, we provide necessary conditions that have to be fulfilled by a PAADJ in
order to yield a meaningful performance model.
Definition 5.5: Well-formedness
A PAADJ is well-formed if and only if the following conditions hold:
i) There exists at least one v ∈ V such that λ(v) > 0;
ii) For all v ∈ V it holds that ∑(v,p,v′)∈E p ≤ 1;
iii) For all v, v′ ∈ V , for any (v, p, v′), (v, q, v′) ∈ E it holds that p = q;
iv) There exists at least one v ∈ V such that ∑(v,p,v′)∈E p < 1.
Assumption i) is required to ensure that the model receives customers starting
at least from one node. Assumption ii) corresponds to the natural interpretation
of edge labels as probabilities. Assumption iii) requires that there is at most one
directed edge between any two nodes, so that the probability with which node v′
is visited after v is not ambiguously defined. Finally, iv) requires that, eventually,
jobs leave the workflow. This is a necessary condition for a steady-state behavior.
Otherwise, the system would keep accumulating customers or workpieces [KST14].
Product-Based Performance Analysis. The main objective of a performance
analysis is to compute metrics such as throughput, utilization, queue lengths or
response times. A necessary requirement is the construction and solution of the
famous traffic or flow balance equations. Traffic equations describe the mean ar-
rival rate of customers at a node and their solution provides us with the means to
compute the other previously mentioned performance metrics. A Jackson network
is characterized by the number of external and internal arrivals at each node and
literature already gives us the essential traffic equations for a product-based perfor-
mance analysis [Ste09, Jac63]. Thus, we can analyze each variant in isolation given
a well-formed PAADJ with:
Definition 5.6: Product-based Evaluation
The product-based evaluation of a PAADJ is given by the following traffic
equations
(I − P T )γ = λ, (5.1)
where I is the identity matrix, λ is the vector containing all arrival rates at
each node λ(v). This is ordered in the same way as nodes appear in the matrix
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P , which is defined as P = (pv,v′), for all v, v′ ∈ V with
pv,v′ =
p if (v, p, v′) ∈ E,0 otherwise.
Finally, γ is the vector of unknown arrival rates, with elements denoted by
γ(v) [KST14].
In essence, we are interpreting a PAADJ as a CTMC that underlies a Jackson
network [Jac63], by giving the following semantics [KST14]:
• λ(v) is the arrival rate of customers at the node v, which is exponentially
distributed. If λ(v) = 0, node v does not have exogenous arrivals and may
only process customers arriving from other nodes, according to the topology
of the workflow.
• Customers at a node v are processed by a service rate µ(v) > 0, also according
to an exponential distribution. When the node is busy serving a customer,
the other customers accumulate in a queue and are scheduled according to a
first-come-first-serve strategy.
• P is the routing probability matrix, defining with which probability a job in
node v, after being serviced, moves to any other node v′.
• γ gives the effective arrival rates, which take into account the actual traffic
incoming at node v due to the exogenous arrival as well as to the feedback
from other nodes.
Recalling the PAADJ of the PPU in Fig. 5.4 we get the following elements:
P =
 0.0 1.0 0.00.0 0.0 1.0
0.0 0.0 0.0
 λ =
 0.090.0
0.0
 µ =
 0.50.12
1.0
 (5.2)
The mean service time is given by E = 1/µ(v). It is similar for the mean arrival time
τ = 1/λ(v). Assuming the time unit to be in seconds, a service rate of 0.5 means
that the stack components needs 2 seconds on average to process a workpiece, while
the crane components takes about 8.3 seconds on average to completely process a
workpiece. The mean arrival rate between two workpieces at the stack is calculated
by τSt = 1/0.09 = 11.1 s. Already at this point, we can derive the information
that the stack will inevitably run out of workpieces, since the arrival rate is slower
than the processing rate of the slowest component, namely the crane. However, this
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observation is only possible due to the simple sequential order of processing steps in
the Basic variant of the PPU.
Returning to the traffic equations, once the system (5.1) is solved for γ, the steady-
state behavior of the network is completely characterized (e.g., [Ste09]). However,
these traffic equations are only valid and can be solved if the QN is stable [Mit97].
The transient behavior, i.e. the time before the system settles into the steady state,
is not considered in this thesis. Specifically, the following metrics can be computed
for any v ∈ V .
• γ(v) is the throughput, i.e., the rate at which customers are served at node v.
In the steady state, the throughput is equal to the effective arrival rate, since
the rate of incoming and outgoing customers is balanced at a node.
• The utilization of node v, denoted by ρ(v), i.e., the probability that the node
is busy serving customers, is given by:
ρ(v) = γ(v)/µ(v).
This also induces the stability requirement with p(v) < 1, since we have only
one server at each node available to process customers. If this condition does
not hold, the QN would accumulate customers and per definition we are no
longer in the steady state.
• The queue length at node v, denoted by L(v), i.e., the number of customers at
node v including those in service, is given by
L(v) = ρ(v)/(1− ρ(v)). (5.3)
• The average response time of customers at node v, denoted by W (v), is given
by
W (v) = L(v)/γ(v).
For instance the utilization of the PPU with the given values in the steady-state is
ρ(Stack) = 0.09/0.50 = 0.18 = 18%
ρ(Crane) = 0.09/0.12 = 0.75 = 75%
ρ(Slide) = 0.09/1.00 = 0.09 = 9%
which clearly identifies the crane component as the bottleneck of the PPU.
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5.2.2 Queueing Networks with Coxian Service Times
In this section, we extend the concepts previously applied to Jackson networks, i.e.,
enhancing the workflow with performance annotations and a product-based perfor-
mance analysis, to a more powerful class of QN. In particular, we consider a QN
where service times are defined by Coxian distributions. These can be informally
considered as a “composition” of exponential phases that can approximate any given
probability distribution arbitrarily closely while still keeping the whole network rep-
resentable as a CTMC [Cum82, Ste09]. Such general distributions are necessary to
model realistic data traffic in networks, e.g., Internet traffic between data centers.
A Jackson network has only one exponential phase and cannot deal with such sce-
narios. In addition, we lift the restriction of parallelism/concurrency by modeling
multiple, independent and identical servers at each service station, e.g., to model
multi-core CPUs. However, both extensions make an efficient solution impossible
as in Jackson networks, since we encounter the problem of state-space explosion.
The number of states grows rapidly, exponentially in the worst case, with the num-
ber of customers, service centers, servers and phases in the CTMC. A modeler has
to resort to expensive simulations in these cases, which is inefficient considering a
product line with a large variant space. We tackle this problem in a closed QN by
providing an approximation to the traffic equations in order to achieve an efficient
solution. As in case for Jackson networks, the size should then only depend on the
network topology.
In this case, the PPU is not sufficient to serve as running example. There are
no multiple servers at a component. The processing rate of workpieces is always
identical for an individual variant making phase-type distributions not necessary.
This is why we introduce a new running example in the following and apply the all
concepts to this example.
Adaptation of the Workflow Augmentations. In order to successfully model a
QN with Coxian values, we have to adapt the workflow modeling perspective again.
A PAADJ representing a Jackson network does not include multiple servers at ser-
vice stations and several phases in the service time distribution, which are necessary
for the new QN class. Thus, we introduce an adapted performance-annotated ac-
tivity diagram, referred to as PAADC , which can represent Coxian values as well as
multiple servers. However, the main restriction of PAADJs remains with the lacking
support for fork/join nodes [DMI04, BM05, BMB+15]. Thus, we have no parallelism
for the path which a customer can take in the system, but service stations contain
parallelism under the aspect of multiple servers.
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We now present the formal definition of the adapted PAADC analogue to Defini-
tion 5.4:
Definition 5.7: PAADC with Coxian Values
A PAADC is a tuple PAADC = (V , E , C,S, µ, p) where:
V ⊆ N is the set of nodes; in the following we shall use V = {1, 2, . . . , n};
E ⊆ V × [0; 1]× V is the set of labeled edges;
S = (S1, . . . , Sn) ∈ Nn>0 is the server multiplicity vector;
C = (C1, . . . , Cn) ∈ Nn≥0 is the initial condition vector;
µ = (µ1, . . . , µn), with µi = (µi1, . . . , µimi) ∈ Rmi>0 for mi > 0 are the Coxian
rate vectors;
p = (p1, . . . , pn), where pi = (pi1, . . . , pimi) ∈ Rmi≥0 with pimi = 1 for 1 ≤ i ≤ n
are the Coxian probability vectors.
We remark that mi is the number of phases of the Coxian distribution for node
i; the Coxian vectors for station i are denoted by µi = (µi1, . . . , µimi) and p
i =
(pi1, . . . , pimi). With this notation, the mean service time at station i is (cf. [Ste09]):
Ei = 1/µi1 + pi1/µi2 + pi1pi2/µi3 + . . .+ pi1· . . . · pimi−1/µ
i
mi
. (5.4)
Information Retrieval System. Next, we introduce our new running example of
the Information Retrieval System (IRS) taken from [CM02]. The application sce-
nario of an IRS is as follows: Users can access the IRS via a main interface or
terminal stations and perform search requests. The IRS itself can execute two types
of operations consisting of local and remote data research. If the user requires a
local research, the IRS accesses a local database or disk searching for the element
of interest. In case of a remote research, the item is searched over the network. As
we may have multiple users accessing the IRS and executing remote researches, all
queries are evenly divided onto three processors to ensure a good response time of
the IRS. We chose this model, because it is a realistic example that already is avail-
able in the literature and we can directly model it as a PAADC . Cortellessa et
al. [CM02] also modeled a second variant of the IRS based on structural modifica-
tions, which we can capture with the delta operations in our framework. Figure 5.5
shows a graphical representation of the PAADC for the centralized platform variant
of the IRS of [CM02, Fig. 15]. We take this as our core variant. All hardware and
delay entities can be directly represented as nodes in our PAADC . Hardware enti-
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Figure 5.5: A Performance Annotated Activity Diagram for the IRS centralized plat-
form case study of [CM02]. We refer to Table 5.1 for the remaining
performance annotations.
ties represent processors and disks, while delay entities refer to terminals and the
network.
Each node, labeled with a boldface symbol, represents a service station and is
annotated with the following information: number of customers at that station in
the initial condition, server multiplicity, and service time distribution. Edges are
annotated with probabilities, with the usual interpretation: for instance, a customer
served at the CPU station P1 will go to the disk station D with probability 19/100,
or into the wide-area network station W1 with probability 80/100; else it goes back
to terminal station T [KTTS17].
Table 5.1 shows the performance annotations for all service stations of the running
example in Fig. 5.5. We reused the mean service times for individual entities given
Table 5.1: Performance annotations for the core PAADC of Fig. 5.5.
Name Customers Servers Rates Probabilities
T 10 10 (1,2) (1/2,1)
D 0 1 (4000, 2000) (1/2,1)
P1 0 4 (20000, 10000) (1/2,1)
P2 0 4 (20000, 10000) (1/2,1)
P3 0 4 (20000, 10000) (1/2,1)
P4 0 4 (20000, 10000) (1/2,1)
W1 0 10 (1,2) (1/2,1)
W2 0 10 (1,2) (1/2,1)
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Figure 5.6: Coxian CTMC for the Disk service station.
in [CM02], e.g., for the stations D and P1. The only nonstandard annotation
concerns the service time distribution, represented by the vectors in the last two
columns of the table. Such vectors, hereafter called Coxian rate vector and Coxian
probability vector, respectively, provide a representation of a CTMC that describes
the service time at a station. The length of the vectors gives the number of states
of such CTMC (the phases of the distribution). For instance, we always consider
two phases in our running example. The Coxian rate vector lists the rate of the
exponentially distributed residence time at each state; the Coxian probability vector
gives the probability with which the service process moves from one state to the next.
If such probability, p, is less than one, the service ends after the current state with
probability 1 − p. The time between the start of the process in the first state and
its exit from any state determines the non-exponential distribution for the service.
For instance, Fig. 5.6 shows a CTMC representation for a Coxian distribution with
two phases of the Disk service station. Starting from phase 1, a customer has a
residence time of 4000, but with probability 1/2 it will be followed by an additional
exponential delay with rate 2000. Otherwise the second phase is skipped and a
customer leaves the service station after the first phase.
Finally, the mean service times in seconds for the stationsD and P1 are calculated
by (cf. [CM02], the values are identical):
ED = 14000 +
1/2
2000 = 0.0005 s
EP1 = 120000 +
1/2
10000 = 0.0001 s
We continue with the mandatory conditions to achieve a meaningful PAADC model:
Definition 5.8: Well-formedness
A PAADC is well-formed if and only if the following conditions hold:
i) ∑(i,r,j′)∈E r = 1 for all i ∈ V ;
ii) Any pair (i, r, j), (i, r′, j) ∈ E yields r = r′. Hence, we let ri,j be the
unique probability such that (i, ri,j, j) ∈ E .
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iii) Any two nodes of a PAADC are connected by a path with non-zero prob-
ability. Put different, the nodes of a PAADC build a strongly connected
graph.
Condition i) imposes a closed topology: with probability 1 a customer serviced
at any station goes into some other station; condition ii) requires that there exists
only one edge between two nodes. Considering our centralized platform IRS running
example, we modeled a well-formed PAADC . iii) means that the routing probability
matrix is irreducible. In comparison to the well-formedness of a PAADJ , it is no
longer possible for customers to leave the QN and customers can always reach any
station in the QN regardless of their current position.
From a CTMC to Traffic Equations. At this point, we were able to perform
a product-based performance analysis for Jackson networks given the traffic equa-
tions [Jac63]. However, a performance analysis for a QN with Coxian values is only
possible with an expensive simulation of the complete system due to the state-space
explosion in the CTMC. A compact and efficient representation such as the traffic
equations is not available [BGdMT05]. Fortunately, we can perform an approxima-
tion of the traffic equations based on ordinary differential equations. The general
procedure to acquire the desired traffic equations is depicted in Fig. 5.7.
We first interpret a PAADC as a closed QN with multi-server queues and Coxian-
distributed service times. A node i has a queue with Si servers. If the number of
customers in station i at time t, denoted by Ci(t), is less or equal Si, each customer
is serviced with a Coxian-distributed service time that is specified by vectors µi
and pi. Instead, if Ci(t) > Si then the number of customers that are queueing for
service at time t is at least Ci(t) − Si. All stations have a first-come-first-serve
strategy. Finally, R = (ri,j)1≤i,j≤n is the routing probability matrix, defining with
which probability a customer in node i, after being serviced, moves to any node j.
Since the service-time distribution at each station consists of multiple exponential
stages, the whole QN can be described as a CTMC. Intuitively, the state of the
system is completely characterized by how many customers are present at each
station (the queue length); in particular, the state has to keep track of how many
customers are executing which phase of service. A CTMC state is characterized by
a so-called population vector (cf. Fig. 5.7). For instance, the initial state of the
CTMC in Fig. 5.5 has 0 customers in all stations but T, where all 10 customers
are serviced in phase 1 of the two-phase Coxian distribution; indeed, since the
          Population Vectors            Network Description       Transition Rates ODEs         Traffic Equations
Figure 5.7: Workflow from a CTMC to the traffic equations.
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topology is closed and there are 10 circulating customers, stations T, W1 and W2
are effectively acting as delay stations where customers do not compete for shared
resources. We can define such population vectors for each state of a station in the
network and their combination gives us a description of the complete network state
at the current point in time. The logical next step is to define the transition rates
(cf. Definition 5.3) with which a customer goes from one state to another state in
the CTMC [KTTS15, KTTS17].
Again, in contrast to a Jackson network, it is not possible to derive the concrete
traffic equations based on the CTMC model, i.e., routing probability matrix and
transition rates. However, Kurtz [Kur70] developed a method to approximate the
CTMC by a system of ordinary differential equations (ODE) and proved that it is
a sound approach. We are able to use this approximation under the assumption
of an irreducible routing probability matrix which in turn is a requirement for a
well-formed PAADC . Here, we limit ourselves to providing the resulting ODEs.
The ODE representation of a PAADC = (V , E , C, S, µ, p) is the set of ODEs
Ξ1 ∪ . . . ∪ Ξn, where mi denotes the number of Coxian phases and Ξi is defined by
C˙i1 = −µi1 min(Ci1, Si1) +
n∑
j=1
rj,i
[
(1− pj1)µj1 min(Cj1 , Sj1)+
+
mj−1∑
l=2
(1− pjl )µjlSjl + µjmjSjmj
]
(5.5)
S˙i1 = −pi1µi1 min(Ci1, Si1) +
mi−1∑
l=2
(1− pil)µilSil + µimiSimi (5.6)
S˙i2 = −µi2Si2 + pi1µi1 min(Ci1, Si1)
S˙i3 = −µi3Si3 + pi2µi2Si2
...
S˙imi = −µimiSimi + pimi−1µimi−1Simi−1
and the initial conditions are given by Ci1(0) = C1, Si1(0) = S1, Si2(0) = 0, . . . ,
Simi(0) = 0.
Each set of ODEs Ξi refers to the equations for station i. This approximation has
already been successfully applied in process algebra [TGH12, TDGH12, Hil96] and
layered queueing networks [FAOW+09]. Thus, we can describe each station with a
set of ODEs [KTTS15, KTTS17].
For instance, we now present a fragment of the ODEs for the IRS. We denote by
CP21 the number of customers (C) in station P2 (superscript) that are in stage 1
(subscript) of the Coxian distribution; and similarly, by SW11 the number of servers
that are serving the customers in the first stage of the Coxian distribution in sta-
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tion W1. The ODEs for these two variables evolve according to:
C˙P21 =−2· 104 min(CP21 , SP21 )+
1
6 min(C
W1
1 , S
W1
1 )+
2
3S
W1
2 (5.7)
S˙W11 =−
1
2 min(C
W1
1 , S
W1
1 )+2SW12 (5.8)
The complete ODE semantics are available in the literature [KTTS15, KTTS17].
Product-Based Performance Analysis. The ODE representation lets us derive
the traffic equations for the steady-state throughput of a PAADC . We can achieve
this by setting each ODE to zero and plugging (5.6) into (5.5) (cf. [KTTS15]
and [KTTS17] for more details here). Finally, the traffic equations are given in
matrix notation with
R†ζ = ζ, ζ = (ζ1, . . . , ζn)†. (5.9)
where (· )† denotes matrix transposition. R is the routing probability matrix and
ζ is the vector of unknown arrival rates.
This system of equations is the ODE counterpart of the traffic equa-
tions [BGdMT05], which relate station throughputs through the routing probability
matrix. Thus, we can compute performance metrics for individual variants in a
product-based manner again. However, we still cannot recover the steady state
throughputs T i from these equations. This is because, we have to deal with an
homogeneous system of equations, which has infinitely many solutions. We can
compute normalized arrivals by setting, e.g., ζ1 = 1 (other choices are also possible)
and find a normalized solution. These arrivals are typically called relative arrival
rates, i.e., the values ζ1/ζ1, . . . , ζn/ζ1 [BGdMT05]. For instance, the relative arrivals
rates for the core IRS variant are given by
(ζT , ζP1, ζD, ζW1, ζW2, ζP2, ζP3, ζP4) =
(1.0, 5.0, 0.95, 4.0, 4.0, 1.3, 1.3, 1.3)
However, by exploiting the fact of a closed QN, we can define a bottleneck con-
dition similar to the stability condition for Jackson networks (cf. Section 5.2.1)
and derive the actual throughputs of each station. After the following bottleneck
condition is checked for all service stations:
Si >
Eiζ i∑n
j=1 Ejζj
n∑
j=1
Cj, for all 1 ≤ i ≤ ν (5.10)
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We can derive the steady-state throughput as follows:
Definition 5.9: Throughput
For all stations i, with 1 ≤ i ≤ n, the steady-state throughput T i is
T i =

ζ i(∑nj=1 Ejζj)−1∑nj=1Cj if (5.10) holds,
ζ iρ else, where ρ := min
{
Sj(ζjEj)−1
∣∣∣∣ 1 ≤ j ≤ ν}
The condition (5.10) searches for bottlenecks in the PAADC by relating the pro-
cessing rate of the considered service station i to the complete network. In particular,
it reflects the worst case scenario, since all customers are present at the considered
station. The question is now, if the station i can process the customers faster in
comparison to the complete network or if they already queue again in station i.
A queue is comprised of all customers in service as well as customers waiting for
service. If the queue exceeds the number of available servers at a service station, we
encounter a bottleneck and (5.10) is violated. It is possible that multiple stations
pose a bottleneck in which case the actual throughput of all stations is limited by
the slowest station in the network (second case). If no bottleneck is present in the
network the relative arrival rate ζ i with regard to the processing rate of the com-
plete network gives us the actual throughput (first case). Again, the throughput
in the steady-state of a system is balanced (number of incoming customers equals
the number of outgoing customers). Thus, we do not have to incorporate the mean
service time E here. A proof of this result is available in [KTTS17].
For instance, in the PAADC model of Fig. 5.5 we compute the steady-state
throughputs for each station in our running example with
(T T , T P1, TD, TW1, TW2, T P2, T P3, T P4) =
(0.88, 4.44, 0.84, 3.55, 3.55, 1.18, 1.18, 1.18)
T P1 represents the steady-state throughput in the station P1 calculated as 4.44
customers per second (on average). Furthermore, we can compute the queue length
with the obtained results. Since queue i has Si servers and the mean service rate is
given by Ei, its maximal throughput is Si/Ei.
Definition 5.10: Queue Length
If (5.10) holds, we have that the steady-state queue length at station i is given
by Li = EiT i for all 1 ≤ i ≤ n. If, instead, (5.10) is violated, we have that∑
i∈I
Li =
n∑
j=1
Cj −∑
i/∈I
EiT i for I :=
{
1 ≤ i ≤ ν | Si(ζ iEi)−1 = ρ
}
Li = EiT i for any i /∈ I
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By noting that i ∈ I whenever Si/Ei = ζ iρ = T i, we conclude that I denotes the
bottlenecked queues of the network. We can only quantify the number of customers
residing in all bottlenecked queues ∑i∈I Li. For instance, in the PAADC model of
Fig. 5.5, we compute the steady-state throughputs with
(LT , LP1, LD, LW1, LW2, LP2, LP3, LP4) =
(1.1110, 0.0004, 0.0004, 4.4439, 4.4439, 0.0001, 0.0001, 0.0001)
We can observe that the system has no bottleneck, since all queues are below the
number of available servers at a service station. In addition, we can see that the
delay stations T, W1 and W2 have the largest queues. This is due to their slow
mean service rate of 1.25 compared to the other service stations. Indeed, if we
raise the number of customers to 22 the queues of W1 and W2 increase to 9.8
almost reaching the server capacities. In case of 23 customers both stations pose a
bottleneck. These numbers were determined by continuously raising the customers
in the system from the initial value of 10 to 23 in incremental steps of one.
As stated in [KTTS15, KTTS17], this allows to propose the following definition,
which permits the analysis of a well-formed PAADC .
Definition 5.11: Product-based Evaluation
The product-based evaluation of a PAADC is given by the expressions for
T 1, L1, . . . , T n, Ln as described in Def. 5.9 and Def. 5.10.
Hence, we can perform a product-based performance analysis for Jackson net-
works as well as networks with a Coxian service time distribution concluding the
foundations.
Prof. Mirco Tribastone and Assistant Prof. Max Tschaikowski contributed signif-
icantly to the theoretical concepts of this part, especially the ODE approximation
representing the traffic equations is their achievement.
5.3 Creating the 150%-Variability Model for Jackson
Networks
At this point, we can model a single variant of a software or automation system with
the necessary performance annotations and perform a product-based performance
analysis. In this section, we propose an efficient performance analysis for the Jackson
networks making the analysis of a complete product line feasible.
5.3.1 Application of Delta Modeling
We already know how to model additional variants of the considered system with
the help of delta modeling without performance-related values in our workflow (cf.
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Chapter 4). Thus, the obvious next step is to extend the concept of delta modeling to
also cover performance aspects. Again, each delta contains a set of basic operations
to be performed on a PAADJ , such as the addition and removal of a node, or the
modification of parameters such as the probabilities of an edge or the service rate in
a specific node. Applying a delta to the defined core yields a new PAADJ variant,
which has performance characteristics that can be analyzed using the product-based
evaluation in Definition 5.6. The Basic variant of the PPU will serve once again as
our core variant.
First, we start with extending all possible atomic delta operations for a PAADJ .
Definition 5.12: PAADJ Deltas
A PAADJ delta is a set of delta operations δ ⊆ Op, where
Op = {add (vi, λi, µi) | vi ∈ V, λi ≥ 0, µi ≥ 0}
∪ {add (vi, pij, vj) | vi, vj ∈ V, pij > 0} ∪ {rem v | v ∈ V } ∪ {rem e | e ∈ E}
∪ {mod λ(vi) by λj | vi ∈ V, λj ≥ 0} ∪ {mod µ(vi) by µj | vi ∈ V, µj > 0}
∪ {mod (vi, pij, vj) by qij | (vi, pij, vj) ∈ E, qij > 0}.
Adding an action node v also requires to define the arrival rate λ(v) and the
service rate µ(v). When an edge is added, its associated probability must be strictly
positive. This is without loss of generality because an edge with probability zero
essentially corresponds to the case where no edge at all is connecting two nodes. For
the same reason, when a service rate or a probability are modified we require strictly
positive values. This is not the case for arrival rates, so long as the resulting variant
is well-formed in that at least one node has a positive arrival rate. The modification
of values is a simplification since it can also be encoded by removing node or edge
and adding it with the desired rate or probability, respectively. Analogously to
Chapter 4, we only consider a single delta to generate a new PAADJ variant, and
all conditions for applicability as well as consistency must hold [KST14].
The following definition formalizes how to obtain a variant by applying a delta to
a PAADJ .
Definition 5.13: PAADJ Delta Application
The application of an applicable and consistent delta δ ⊆ Op to a PAADJ =
(V,E, λ, µ) is defined by the function PAADJ ′ = apply(PAADJ , δ), where
PAADJ ′ = (V ′, E ′, λ′, µ′). It is recursively defined as follows.
1. Case δ = ∅: PAADJ ′ = PAADJ .
2. Case: δ = δ′∪ δ′′ ∧ δ′, δ′′ ∈ Op: PAADJ ′ = apply(apply(PAADJ , δ′), δ′′).
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3. Case: δ = add (vi, λi, µi):
V ′ = V ∪ {vi} λ′(v) =
λ(v) if v 6= vi,λi if v = vi, µ′(v) =
µ(v) if v 6= vi,µi if v = vi.
4. Case: δ = add (vi, pij, vj): E ′ = E ∪ {(vi, pij, vj)}.
5. Case: δ = rem v: V ′ = V \ {v}.
6. Case: δ = rem e: E ′ = E \ {e}.
7. Case: δ = mod λ(vi) by λj: λ′(v) =
λ(v) if v 6= vi,λj if v = vi,
8. Case: δ = mod µ(vi) by µj: µ′(v) =
µ(v) if v 6= vi,µj if v = vi,
9. Case: δ = mod (vi, pij, vj) by qij: E ′ =
(
E\{(vi, pij, vj)}
)
∪{(vi, qij, vj)}.
Case 1 means that the application of an empty delta does not change the PAADJ .
Case 2 describes the application of delta operations as a recursive function, which
finishes after applying all delta operations after the other. Cases 3 and 4 cover the
add delta operations for nodes and edges. Removing a node v and an edge e from a
PAADJ just removes them from the sets of nodes V and edges E. The modification
of λ and µ is straightforward, since we are dealing with mathematical functions.
An exception is the modification of a probability of an edge which is encoded by
removing the existing edge and adding the desired edge [KST14].
Figure 5.8 illustrates the known Stamp variant of the PPU as a PAADJ . The
Optimized variant can be obtained by a simple modification of the service rate
in the CraneM component with µ = 0.04. Thus, it slightly increases the perfor-
mance in terms of an increased processing of workpieces. The formal specification
of the respective deltas is given in Example 5.1. Again, these three variants serve
as application examples for our efficient performance analysis, before a large-scale
evaluation is conducted in Section 5.5.
Example 5.1: PPU Workflow Delta with Performance Annotations
δ-Operation from Basic ⇒ Stamp:
δS = {add(CraneM , 0.00, 0.03), add(Stamp, 0.0, 0.3),
mod(Stack, 1.0, Crane) by 0.67, add(Stack, 0.33, CraneM),
add(CraneM , 1.0, Stamp), add(Stamp, 1.0, Slide)
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δ-Operation from Stamp ⇒ Optimized:
δO = mod µ(CraneM) by 0.04
Stack Crane Slide
1.00.120.50.09
wpBlack
0.67
CraneM
0.03
Stamp
0.3
wpMetallic
0.33 1.01.0
1.0
0.0 0.0
0.00.0
Figure 5.8: Stamp variant of the PPU with performance annotations.
At this point, we are able to fully model a product line such as the PPU with
our PAADJs and perform a product-based performance analysis. However, solving
the traffic equations over and over again for each variant in isolation is inefficient
and computationally expensive. Thus, we generate an artificial super-variant from
our core model and the associated set of deltas. We refer to this super-variant
as 150%-model. This is an over-saturated variant representing the whole product
line which, in general, does not correspond to a concrete variant of interest to the
modeler [TAK+14, KST14]. Each element that is changed by a delta is represented
with a parameter instead of its concrete values in the 150%-model. A 150%-model
of the PPU contains the three variants Basic, Stamp and Optimized in one large
model.
We now consider a core PAADJ and a set of deltas ∆. We define the 150%-model
as a special kind of PAADJ , which has all nodes and transitions that are introduced
or modified by each δ ∈ ∆. As discussed, in general the 150%-model is not a valid
PAADJ variant, but it contains all the information to retrieve a variant resulting
from the application of any δ ∈ ∆. The origin of a node or transition from the core
model or a specific delta, where it is added, modified or removed, is traced by means
of a labeling function L, defined as follows [KST14].
Definition 5.14: 150%-Model
Let PAADJc = (Vc, Ec, λc, µc) be the core model and ∆ be a set of consistent
and applicable deltas. Let L = {C} ∪ {δ, !δ | δ ∈ ∆}, with C 6∈ ∆, be the set
of labels. The 150%-model is PAADJ150 = (V150, E150, λ150, µ150,L), where:
V150 = Vc ∪ {v | ∃δ ∈ ∆ : add (v, λi, µi) ∈ δ},
E150 = Ec ∪ {(vi, pij, vj) | ∃δ : add (vi, pij, vj) ∈ δ ∨mod (vi, qij, vj) by pij ∈ δ},
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λ150 and µ150 are partial functions of V150 × L defined as
λ150 : V150 × L→ R≥0, λ150(v, l) =

λc(v) if l = C ∧ v ∈ Vc,
λi if l = δ ∧ add (v, λi, µi) ∈ δ,
λj if l = δ ∧mod λ(vi) by λj ∈ δ,
0 if l = !δ ∧ rem v ∈ δ,
µ150 : V150 × L→ R≥0, µ150(v, l) =

µc(v) if l = C ∧ v ∈ Vc,
µi if l = δ ∧ add (v, λi, µi) ∈ δ,
µj if l = δ ∧mod µ(vi) by µj ∈ δ,
0 if l = !δ ∧ rem v ∈ δ,
and L is the labeling function defined as
L : V150 ∪ E150 → 2L,
L(v) =
C if v ∈ Vc,∅ otherwise, ∪ {δ | add (v, λi, µi) ∈ δ} ∪ {!δ | rem v ∈ δ}.
L(e) =
C if e ∈ Ec,∅ otherwise, ∪ {δ | add e ∈ δ} ∪ {!δ | rem e ∈ δ}
∪ {δ | mod (vi, qij, vj) by pij ∈ δ ∧ e = (vi, pij, vj)}
∪ {!δ | mod (vi, qij, vj) by pij ∈ δ ∧ e = (vi, qij, vj)}.
In order to construct the 150%-model, we consider all nodes V150 which are either
part of the core PAADJ or are added in a delta. The set of edges E150 contains
all edges from the core and all edges added by a delta. Since the probability of an
existing edge can be modified by a delta, we add an edge with the new probability to
the 150%-model. As a result, we have an edge with the previous probability and an
edge with the modified one in the 150%-model. The domain of the functions λ150 and
µ150 are pairs, where the first element indicates the node or edge that is labeled and
the second pair specifies a delta label. The functions map onto the concrete value of
the rate that the element has in that specific delta. Finally, the labeling function L
is necessary in order to identify the core and the original PAADJ variants in order to
map the results of a performance analysis to the individual PAADJ variants. Nodes
have three possible labels: C means that the node is part of the core PAADJ . Since
deltas add or remove nodes, we use δ to denote addition, and !δ for removal. The
labeling of edges is done in a similar way. The 150%-model of the PPU is shown
in Fig. 5.9. Nodes and edges occur only in the core model, e.g., L(v) = {C}, are
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marked with solid lines; otherwise, dashed lines are used. The labels of the nodes
are shown within the nodes in the bottom part. The delta to generate the Stamp
variant from the core is denoted as δS and the delta to generate the Optimized
variant is derive as δO in Fig. 5.9.
Stack Crane Slide
0.67
CraneM Stamp
0.33 1.01.0
1.0
{c} {c} {c} 
{c} 
1.0 {c,!δS,!δO}
{δS,δO}
{δS,δO}
{δS,δO}
{δS,δO}
{δS,δO}{δS,δO}
Figure 5.9: 150%-model of the PPU containing the Basic, Stamp and Optimized
variants.
The following definition considers a projection, i.e., how to obtain a concrete
PAADJ obtained by applying a delta to a core model, from a 150%-model.
Definition 5.15: Projection
Let PAADJ150 be a 150%-model obtained from a core PAADJc through a set
of deltas ∆. Then its projection to δ ∈ ∆, denoted by project(PAADJ150, δ), is
given by PAADJp = (Vp, Ep, λp, µp), where
Vp = {v ∈ V150 : C ∈ L(v) ∨ δ ∈ L(v)} \ {v : !δ ∈ L(v)} ,
Ep = {e ∈ E150 : C ∈ L(v) ∨ δ ∈ L(v)} \ {e : !δ ∈ L(e)} ,
λp : Vp → R≥0, with
λp(v) =
λ150(v, δ) if it is defined,λ150(v, C) otherwise,
µp : Vp → R>0, with
µp(v) =
µ150(v, δ) if it is defined,µ150(v, C) otherwise.
In order to complete the cycle, we prove the following theorem, which shows that
projecting a 150%-model onto a delta is equivalent to applying the same delta to
the core model.
127
5 Model-Based Performance Analysis for Software Product Lines
Theorem 5.1: Core to Delta equals 150%-Model to Delta
For an applicable and consistent delta δ, let
(Va, Ea, λa, µa) = apply(PAADJc , δ)
and
(Vp, Ep, λp, µp) = project(PAADJ150, δ).
Then it holds that (Va, Ea, λa, µa) = (Vp, Ep, λp, µp).
Proof. We show that v ∈ Va ⇐⇒ v ∈ Vp. Suppose v ∈ Va. Then it is because
v ∈ Vc or add (vi, λi, µi) ∈ δ. In all cases it holds that v ∈ Vp. Viceversa, assume
v ∈ Vp. This means that C ∈ L(v) or δ ∈ L(v) and that !δ 6∈ L(v); that is v ∈ Vc
or add (vi, λi, µi) ∈ δ, and rem v 6∈ δ. Thus it holds v ∈ Va. Similar arguments hold
for showing that e ∈ Ea ⇐⇒ e ∈ Ep. Comparing λ150, and λ′ in Definition 5.13, we
infer that λa(v) = λp(v) and µa(v) = µp(v), for any v ∈ Va = Vp.
5.3.2 Family-Product-Based Performance Analysis
Given the 150%-model, we propose an efficient family-product-based performance
analysis (cf. Chapter 2, Def. 2.8). The concept is based on symbolic computation
yielding an expression for the complete family of products and not just a single
variant. This is achieved by solving the traffic equations for the 150%-model. Af-
terwards, the solution still contains parameters for each element that is changed by
a delta as defined within the 150%-model. By plugging in the concrete values of
an individual variant into this symbolic expression, we get the actual performance
metric for that variant. This allows the re-use of the same symbolic expression for
all variants, unlike the solution with product-based evaluation in which the traffic
equations have to be solved for each variant from scratch.
We now discuss the symbolic evaluation of the 150%-model in more detail. In
essence, we take a 150%-model and associate a symbolic variable to each element
that is varied in at least one delta. Let S denote the set of all symbolic variables,
whose elements are indicated by a superscript ‘∗’.
Definition 5.16: Family-based Evaluation
Let PAADJ150 be a 150% model. The family-product-based evaluation is given
by the solution of
(I − P Ts )γs = λs, (5.11)
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where:
λs : V150 → R ∪ S, λs(v) =
λ150(v, C) if 6 ∃l ∈ L \ {C} : λ150(v, l) is defined.λ∗v otherwise,
µs : V150 → R ∪ S, µs(v) =
µ150(v, C) if 6 ∃l ∈ L \ {C} : µ150(v, l) is defined.µ∗v otherwise,
Ps = (psv,v′)v,v′∈V150 , psv,v′ =

q if ∃e = (v, q, v′) ∈ E150 ∧ L(e) = {C},
0 if 6 ∃e = (v, q, v′) ∈ E150,
p∗v,v′ otherwise.
Informally, λs(v) (and similarly, µs(v)) treat all parameters that are changed by
at least one delta operation as symbolic. Else, the parameter is simply the concrete
value assigned in the core model. Concrete probabilities pv,v′ are assigned when two
nodes are associated only in the core model, or when they are not associated at all,
i.e., probability of 0. Otherwise, the symbolic variable p∗v,v′ is used [KST14].
For an illustrative explanation, let us consider again our example of the PPU in
Fig. 5.9. By Definition 5.16, the family-product-based evaluation is
Ps =

0.0 p∗St,C p∗St,CM 0.0 0.0
0.0 0.0 0.0 0.0 1.0
0.0 0.0 0.0 p∗CM ,S 0.0
0.0 0.0 0.0 0.0 p∗S,Sl
0.0 0.0 0.0 0.0 0.0
 λs =

λ∗St
0.0
0.0
0.0
0.0
 µs =

0.5
0.12
µ∗CM
µ∗S
1.0
 (5.12)
where S = {p∗St,C , p∗St,CM , p∗CM ,S, p∗S,Sl, µ∗CM , µ∗S, λ∗St}. The vectors are ordered as
follows: Stack, Crane, CraneM , Stamp and Slide. This notation is also used for the
routing probability matrix. Note that the arrival rate at the stack component also
is represented by a symbol, which we use in the following to compute the utilization
of the PPU for several arrival rates in a family-product-based manner. Thus, the
utilization will be given by the following symbolic expression:
Util =
[
2 ∗ λ∗St,
25 ∗ λ∗St ∗ p∗St,C
3 ,
λ∗St ∗ p∗St,CM
µ∗CM
,
10 ∗ λ∗St ∗ p∗CM ,S ∗ p∗St,CM
µ∗S
,
λ∗St ∗ p∗St,C + λ∗St ∗ p∗CM ,S ∗ p∗S,Sl ∗ p∗St,CM
]
(5.13)
We observe that plugging in the concrete parameters of the Basic variant with
p∗St,C = 1.0, p∗St,CM = 0.0, p
∗
CM ,S
= 0.0, p∗S,Sl = 0.0, µ∗CM = 0.0, µ
∗
S = 0.0 and
λ∗St = 0.09 in the symbolic expressions yields an identical result as the previous
product-based evaluation of the Basic variant. Again, we compute the stack with
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18%, the crane with 75% and the slide with 9% utilization. The utilization or
any other performance metric of all variants can be computed by evaluating the
same symbolic expression, assigning the appropriate concrete values related to each
variant. Instead, as discussed, product-based evaluation does not allow the re-use of
any computation because the solution is based on numerical matrix inversion. For
instance, we can efficiently compute the utilization behavior of all components under
the aspect of an increasing arrival rate at the stack as depicted in Fig. 5.10. We can
observe a linear growth in the components utilization for all variants. Considering
the Stamp variant, the crane is at maximum capacity for an arrival rate of 0.09. As
expected, the Optimized variant performs slightly better compared to the Stamp
one. However, we can identify the crane as the system bottleneck for all cases.
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Figure 5.10: Utilization based on varying arrival rates.
We are now left with showing that the symbolic evaluation with the appropriate
concrete parameters of a variant always corresponds to the product-based evalua-
tion, i.e., the non-symbolic numerical analysis of a single variant in isolation. The
following definition concretizes a 150% model with respect to a delta δ, i.e., it isolates
the elements of the 150% model that are relevant for δ.
Definition 5.17: Concretization
Let PAADJ150 be a 150% model from a core PAADJc with a set of deltas ∆ and
with symbolic FB evaluation (5.11). A concretization of PAADJ150 for δ ∈ ∆
is given by (I − P Tk )γk = λk, where
λk = (λk(v))v∈V150 , λk(v) =

λ150(v, δ) if defined,
λ150(v, C) if defined and λ150(v, δ) is not defined,
0 otherwise,
Pk = (pkv,v′)v,v′∈V150 , pkv,v′ =

psv,v′ if psv,v′ 6∈ S,
p if ∃e = (v, p, v′) ∈ E150 ∧ δ ∈ L(e),
0 otherwise.
130
5.3 Creating the 150%-Variability Model for Jackson Networks
The concretization creates a system of equations with the size of the 150%-model.
However, all symbols from the symbolic expressions are now replaced by the concrete
values for a specific variant. Contrary, the projection derives a concrete variant
from the 150%-model first and inserts the specific values afterwards. Thus, we
get a system of equations with a much smaller size as it includes just one variant.
Nevertheless, if we compute the final performance metrics, these metrics should be
identical. The next theorem is the desired, crucial result of consistency. It states
that the family-product-based symbolic solution, restricted to those nodes that are in
the variant given by apply(PAADJc , δ), corresponds to the product-based evaluation
of apply(PAADJc , δ) itself [KST14].
Theorem 5.2: Consistency
Let (I−P Ta )γa = λa denote the product-based evaluation of (Va, Ea, λa, µa) =
apply(PAADJc , δ), for δ ∈ ∆, and let (I −P Tk )γk = λk be the concretization of
the 150% model PAAD150 for δ. Furthermore, we define
V δ =
{
v ∈ V150 :
(
C ∈ L(v) ∧ !δ 6∈ L(v)
)
∨ δ ∈ L(v)
}
.
It holds that i) V δ = V a and ii) γa(v) = γk(v) and µa(v) = µk(v), for all
v ∈ V δ [KST14].
Proof. Suppose first that v ∈ V δ and assume toward a contradiction that v 6∈ Va.
If C ∈ L(v) ∧ !δ 6∈ L(v) then this implies that v ∈ Vc and rem v 6∈ δ, which in turns
implies that v ∈ Va, a contradiction. Similarly, if δ ∈ L(v) then add (v, λi, µi) ∈ δ,
which must again imply v ∈ Va, because by consistency of deltas, an added node
cannot be removed in the same δ. The direction v ∈ Va =⇒ v ∈ V δ can be proven
similarly.
Let pkv,v′ denote an element of Pk for all v, v′ ∈ V150, and, similarly, let pav,v′ denote
an element of Pa. First, we prove that pkv,v′ = pav,v′ for all v, v′ ∈ V δ. We do so by
case distinction on pkv,v′ . Suppose that pkv,v = psv,v′ and psv,v′ 6∈ S. This implies that
∃e = (v, psv,v′ , v′) ∈ E150, L(e) = {C}. Therefore, by contradiction it is possible to see
that none of the operations add e, rem e, and mod e by q is in δ. Since L(e) = {C}
implies e ∈ Ec and e is not altered by δ in any way, then e ∈ Ea, thus pkv,v′ = psv,v′ .
Now suppose that pkv,v′ = p because ∃e = (v, p, v′) ∈ E150 ∧ δ ∈ L(e). This must
necessarily imply that either add e ∈ δ or mod (v, q, v′) by p ∈ δ. In both cases it
holds that (v, p, v′) ∈ Ea and therefore pav,v′ = p = pkv,v′ . We now turn to the case
pkv,v′ = 0. This may be due to two cases: a) 6 ∃e = (v, p, v′) ∈ E150, for any p, or b)
∃e = (v, p, v′) ∈ E150, δ 6∈ L(e) and C 6∈ L(e). If a) holds, then clearly (v, p, v′) 6∈ Ea
for any p a fortiori, hence pav,v′ = 0. If b) holds e may either not be considered at
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all in the operations in δ (although, e.g., it may hold that δ′ ∈ L(e), for δ 6= δ′); or
!δ ∈ L(e). This would imply that rem (v, p, v′) ∈ δ, hence pkv,v′ = 0 also in this case.
Now, we show that pkv,v′ = 0 for v ∈ V δ and v′ 6∈ V δ. Suppose toward a contradic-
tion that pkv,v′ > 0 for some v′. Then, again by case distinction: if pkv,v′ = psv,v′ , with
psv,v′ 6∈ S then ∃e = (v, pkv,v′ , v′) ∈ E150,L(e) = {C}. This implies that C ∈ L(v)
and C ∈ L(v′). Now we show that !δ 6∈ L(u), for u = v, v′. Suppose that !δ ∈ L(u),
then rem u ∈ δ. This implies, by consistency, that all connected edges should be
removed in the same δ, hence !δ ∈ L(e), a contradiction. For the other case, we
consider ∃e = (v, p, v′) ∈ E150 ∧ δ ∈ L(e). This implies that either add e ∈ δ or
mod (v, q, v′) by p ∈ δ, but in both cases it must hold by consistency (cannot add an
edge between vertices that are not there or that will be removed, or cannot modify
an edge between vertices that will be removed) that v, v′ ∈ V δ, a contradiction.
For the same reason, it holds that pkv,v′ = 0 for v 6∈ V δ and v′ ∈ V δ. Analogous
arguments can be used to show the remaining equivalences.
Thus, overall, the system (I − P Tk )γk = λk can be written in the block structure (I − P
δ
k )T 0
0 (I − P δck )T

 γ
δ
k
γδ
c
k
 =
 λ
δ
k
λδ
c
k
 ,
where the upper elements refer to the nodes in V δ and the bottom elements refer
to the nodes in V δc = V150 \ V δ. Therefore, we conclude that
γδk = (I − P δk T )−1λδk = (I − P Ta )−1λa = γa.
A summary of the results presented thus far is shown in Figure 5.11 and consid-
ering the two problems of complexity from the beginning of this chapter, we can
make the following observations:
• Model-specific complexity: This problem is basically avoided by observing that
the models of our interest, i.e. Jackson networks with a single class of cus-
tomers and an exponential distributed service time, admit a very efficient
product-form solution [Jac63, Ste09].
• Family-related complexity: The computation of a symbolic expression repre-
senting the complete product line provides a solution for this aspect. Thus,
we are able to re-use computations completely independent from the number
of variants.
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PAADJc PAADJa
PAADJ150 PAAD
J
p (I − P Ta )λa = γa
(I − P Ts )γs = λs (I − P Tk )λk = γk
Def. 5.13
Def. 5.14
Def. 5.6
Def. 5.6
Thm. 5.1
Def. 5.16
Def. 5.15
Def. 5.17
Thm. 5.2
Figure 5.11: Summary of results. Single-headed arrows illustrate how to derive ob-
jects from other objects using the definitions presented in this thesis.
Double-headed arrows indicate the results of consistency between the
150% and the single products obtained by a δ application.
5.4 Creating the 150%-Variability Model for Coxian
Queueing Networks
Similar to the previous section, we now propose an efficient family-product-based
performance analysis for the second class of networks with Coxian distributed ser-
vice times. Analyzing a PAADC involves solving a system of linear equations (5.9).
Again, we exploit commonalities in a variability model in order to perform this cal-
culation only once on the 150%-model. As variability modeling techniques, we use
once again delta modeling and the overall procedure is similar to the one for Jackson
networks. We require the typical well-formedness conditions for the PAADCs ensur-
ing that no dangling nodes are present, or that the sum of all outgoing probabilities
from a node is equal to 1 (cf. Def. 5.12 and Section 4.2.2). The main differences to
Jackson networks consist of the new performance annotations, i.e., multiple servers,
Coxian rate and probability vectors and the number of customers, which have to
be captured by delta operations. Additionally, we need to solve a different type of
traffic equations to generate the 150%-model.
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5.4.1 Application of Delta Modeling
First of all, we formally define the notion of delta for PAADCs with Coxian service
distributions, multiple servers and a closed QN. To this end, we first recall that any
vector can be seen as a function on natural numbers. For instance, an x ∈ R2 is
a function x : {1, 2} → R such that x = (x(1), x(2)). This view becomes useful
whenever the nodes V of a PAADC do not form a set {1, . . . , n} but an arbitrary
finite subset of N. This can easily happen, for instance, when nodes are removed or
replaced by other nodes. With this in mind, in the following we interpret vectors
as functions and identify Si, Ci, µi and pi by S(i), C(i), µ(i) and p(i), respectively.
Again, for simplicity, in this thesis we assume that each variant is induced by a
single delta operation (cf. Section 4.2.2).
Definition 5.18: PAADC Deltas
A PAADC delta (based on Def. 5.7) is a set of delta operations δ ⊆ Op, where
Op = {add (i, C(i),S(i), µ(i), p(i)) | i ∈ N, C(i) ∈ N≥0,
S(i) ∈ N>0 and µ(i), p(i) define a Coxian distribution}
∪ {rem e | e ∈ N× (0; 1]× N}
∪ {add (i, rij, j) | i, j ∈ N, rij > 0} ∪ {rem i | i ∈ N}
∪ {mod (i, rij, j) by r˜ij | (i, rij, j) ∈ E , r˜ij > 0}
∪ {mod (i, C(i),S(i), µ(i), p(i)) by
(C˜(i), S˜(i), µ˜(i), p˜(i)) | C˜(i) ∈ N≥0, S˜(i) ∈ N>0
and µ˜(i), p˜(i) define a Coxian distribution}
Up to this point, it is not ensured that the application of a delta also leads to a well-
formed PAADC variant (cf. Def. 5.8). We require that any delta must be applicable
and consistent fulfilling the conditions described in Section 4.2. Additionally, the
underlying routing matrix has to remain irreducible, implying in particular that the
probabilities of the outgoing edges of a node have to sum up to one.
The following definition formalizes how to obtain an arbitrary variant through
application of a delta to a PAADC .
Definition 5.19: PAADC Delta Application
The application of an applicable and consistent delta δ ⊆ Op to a PAADC =
(V , E , C,S, µ, p) is defined by the function PAADC′ = apply(PAADC , δ), where
PAADC′ = (V ′, E ′, C ′,S ′, µ′, p′). It is recursively defined as follows.
1. Case δ = ∅: PAADC′ = PAADC .
2. Case: δ = δ′∪δ′′ ∧ δ′, δ′′ ∈ Op: PAADC′ = apply(apply(PAADC , δ′), δ′′).
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3. Case: δ = add (i, C(i),S(i), µ(i), p(i)):
C ′ = C ∪ {(i, C(i))} S ′ = S ∪ {(i,S(i))}
µ′ = µ ∪ {(i, µ(i))} p′ = p ∪ {(i, p(i))}
V ′ = V ∪ {i}
4. Case: δ = add (i, rij, j): E ′ = E ∪ {(i, rij, j)}.
5. Case: δ = rem i: V ′ = V \ {i}.
6. Case: δ = rem e: E ′ = E \ {e}.
7. Case: δ = mod (i, rij, j) by r˜ij: E ′ =
(
E \ {(i, rij, j)}
)
∪ {(i, r˜ij, j)}.
8. Case: δ = mod (i, C(i),S(i), µ(i), p(i))
by (C˜(i), S˜(i), µ˜(i), p˜(i)) :
C ′ =
(
C \ {(i, C(i))}
)
∪ {(i, C˜(i))}
S ′ =
(
S \ {(i,S(i))}
)
∪ {(i, S˜(i))}
µ′ =
(
µ \ {(i, µ(i))}
)
∪ {(i, µ˜(i))}
p′ =
(
p \ {(i, p(i))}
)
∪ {(i, p˜(i))}
Case 1 and 2 are identical compared to the application of deltas to Jackson net-
works (cf. Def. 5.13). In case 3 lies the first major difference as a service station is
now equipped with two additional parameters, i.e., number of customers C(i) and
servers S(i). In addition, the external arrival rate in Jackson networks is exchanged
with the Coxian probability vector p(i). A parameter for the service rate is present
in Jackson and Coxian QN. Cases 4-7 also have semantics that can be found in a
Jackson network. However, instead of modifying the individual rates at a service
station, we now always modify the complete service station to keep the number of
delta operations low for developers [KTTS15, KTTS17].
For instance, let us consider the following delta δDP applied to the core PAADCc
of Fig. 5.5.
δDP = {rem (P1, 4/5,W1), rem (W2, 1,P1),
rem (D, 1,T), rem (P1, 19/100,D),
add (L1, 0, 10, (1/2, 1), (1/2, 1)),
add (P5, 0, 2, (20000, 10000), (1/2, 1)),
add (L2, 0, 10, (1/2, 1), (1/2, 1)),
add (P1, 99/100,L1), add (L1, 1,P5),
add (P5, 2/10,L2), add (L2, 1/2,D), add (D, 1,L2), add (L2, 1/2,P5),
add (P5, 1/10,L1), add (P5, 7/10,W1), add (W2, 1,P5)}.
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Figure 5.12: PAADC variant obtained by applying δDP . L1 and L2 are new delay
stations representing a LAN.
Its overall intent is to change the IRS to a distributed variant. This variant can
answer more user requests before it reaches its maximum capacity by enabling re-
search in a local network instead of always relying on the wide area network [CM02].
This is realized by the following sequence of basic operations: removal of the edges
between the P1 and both W1 and W2, as well as all edges to station D. Then, we
add two delay nodes to the network with L1, L2, and a new CPU (P5). This can
be shown to implement the modifications presented in [CM02, Fig. 16].
The addition or removal of an edge is syntactically defined by three parameters
with source, probability and target. Adding a node requires five parameters with
name, #-customers, #-servers followed by the service time distribution vectors.
Removing a node can simply be achieved by referring to its name. Overall, this leads
to the addition of nine new transitions. Figure 5.12 shows the resulting PAADC after
applying δDP to the core PAADCc . Deep black parts indicate the changes performed
by the delta. Table 5.2 summarizes the performance annotations of this variant.
Table 5.2: Performance annotations for the PAADC variant of Fig. 5.12 obtained by
applying delta δDP .
Name Customers Servers Rates Probabilities
T 10 10 (1,2) (1/2,1)
D 0 1 (4000, 2000) (1/2,1)
P1 0 4 (20000, 10000) (1/2,1)
P2 0 4 (20000, 10000) (1/2,1)
P3 0 4 (20000, 10000) (1/2,1)
P4 0 4 (20000, 10000) (1/2,1)
P5 0 2 (20000, 10000) (1/2,1)
L1 0 10 (1/2,1) (1/2,1)
L2 0 10 (1/2,1) (1/2,1)
W1 0 10 (1,2) (1/2,1)
W2 0 10 (1,2) (1/2,1)
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To show an example of a delta obtained through modification of existing PAADC
elements, we consider δF , which represents a failure of P4 compensated by an in-
crease of the servers at stations P2 and P3 by one:
δF = {rem P4, rem (W1, 1/3,P4), rem (P4, 1,W2),
mod (W1, 1/3,P2) by 1/2,
mod (W1, 1/3,P3) by 1/2,
mod (P2, 0, 5, (20000, 10000), (1/2, 1)),
mod (P3, 0, 5, (20000, 10000), (1/2, 1))}.
Figure 5.13 and Table 5.3 show the corresponding QN model and its performance
annotations, respectively.
P1
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P3W1 W2
1.0
1.0
1.0
1.0
1.0
1
100
19
100
80 
100
½
½
Figure 5.13: PAADC variant obtained by applying δF to the core. Again, deep black
parts indicate the changed model elements.
Table 5.3: Performance annotations of the PAADC variant of Fig. 5.13 obtained by
applying delta δF .
Name Customers Servers Rates Probabilities
T 10 10 (1,2) (1/2,1)
D 0 1 (4000, 2000) (1/2,1)
P1 0 4 (20000, 10000) (1/2,1)
P2 0 5 (20000, 10000) (1/2,1)
P3 0 5 (20000, 10000) (1/2,1)
W1 0 10 (1,2) (1/2,1)
W2 0 10 (1,2) (1/2,1)
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We remark that typical studies [ETCS14, GF99] such as what-if scenarios can be
encoded in this delta-based framework. For instance, understanding the performance
when the server multiplicity at station T varies from 1 to 10 can be encoded with
10 different deltas, i.e., δk = {mod (T, 10, k, (1, 2), (1/2, 1))}, with 1 ≤ k ≤ 10.
Notably, our framework also allows both structural and parametric changes.
5.4.2 Family-Product-Based Performance Analysis
Let us consider a core PAADCc with a set of deltas ∆. As stated earlier, the 150%-
model is an over-saturated PAADC consisting of all nodes and edges that are added
or modified by some delta δ ∈ ∆. Although it is not a valid PAADC variant
in general, we have the necessary information to derive a specific variant of the
considered system. This information is stored in the 150%-model with the help of a
labeling function φ.
Definition 5.20: Creating the 150%-model
Let PAADCc = (Vc, Ec, Cc,Sc, µc, pc) be the core model and ∆ be a set of con-
sistent and applicable deltas. Let L = {c}∪{δ, !δ | δ ∈ ∆} be the set of labels.
The 150%-model is
PAADC150 = (V150, E150, C150,S150, µ150, p150, φ),
where:
V150 = Vc ∪ {i | ∃δ ∈ ∆ : add (i, C(i),S(i), µ(i), p(i)) ∈ δ},
E150 = Ec ∪ {(i, rij, j) | ∃δ : add (i, rij, j) ∈ δ ∨
mod (i, rij, j) by r′ij ∈ δ}.
For any X ∈ {C,S, µ, p}, we define the partial functions
X150 : V150 × L → R≥0, X150(i, l) =
Xc(i) if l = c ∧ i ∈ Vc,
X(i) if l = δ ∧ add (i, C(i),S(i), µ(i), p(i)) ∈ δ,
X ′(i) if l = δ ∧mod (i, C(i),S(i), µ(i), p(i))
by (C ′(i),S ′(i), µ′(i), p′(i)) ∈ δ,
0 if l = !δ ∧ rem i ∈ δ,
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At last, φ is the labeling function defined as
φ : V150 ∪ E150 → 2L,
φ(i) =
c if i ∈ Vc,∅ otherwise,
∪ {δ | add (i, C(i),S(i), µ(i), p(i)) ∈ δ}
∪ {!δ | rem i ∈ δ}.
φ(e) =
c if e ∈ Ec,∅ otherwise, ∪ {δ | add e ∈ δ} ∪ {!δ | rem e ∈ δ}
∪ {δ | mod (i, rij, j) by r′ij ∈ δ ∧ e = (i, r′ij, j)}
∪ {!δ | mod (i, rij, j) by r′ij ∈ δ ∧ e = (i, rij, j)}.
The 150%-model of PAADCs is based on all nodes V150 and edges E150 that are
either part of the core model or added by a delta. For each modified probability,
one edge with the new probability is added to the 150%-model to ensure that no
information is lost. The domain of the partial function X150, with X ∈ {C,S, µ, p},
is a pair where the first element indicates the node or edge that is labeled, and
the second parameter specifies a delta label. In addition, the labeling function φ
keeps track of the deltas that affect a node or an edge. For instance, φ(e) = {c, !δ}
says that the edge e is present in the core model and is removed by δ. Instead,
φ(e) = {δ} expresses the fact that e is not present in the core model and is added by
δ. The main difference to the construction of the 150%-model in Jackson networks
(cf. Def. 5.14) is to keep track of the additional performance annotations in the
service stations, i.e., number of customers and servers as well as the Coxian vectors.
If any modification in a service station occurs, we store all of the service station
parameters in the 150%-model and not just the changed value. In Jackson networks
it was possible to modify arrival or service rates separately without specifying the
other parameters of the service station [KTTS15, KTTS17].
The complexity of constructing a 150%-model is linear with the number of deltas.
Given our labeling function, we can iterate through all deltas and add the informa-
tion about their specific operations to the core model, which ultimately results in
the 150%-model. A prerequisite is that the set of deltas is consistent, which should
be ensured beforehand. However, the full construction process can be automated
and does not necessarily require expert knowledge.
Figure 5.14 shows a graphical representation of the 150%-model which subsumes
the core model in Fig. 5.5 as well as the two variants originated from δDP and
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δF . Notationally, nodes and edges that do not occur in all variants are drawn with
light-gray lines. Elements that do occur in every variant are marked with solid deep-
black lines. Labels shown at the bottom-middle of each node indicate the presence
conditions as given by the labeling function. For instance, label c refers to the core
model while label δDP in node P5 means that the node is only present in the variant
obtained by applying δDP . A similar labeling is used for edges. We omit showing the
X150 functions here, since they would only summarize the contents of Tables 5.1–5.3.
We now discuss the symbolic evaluation of the 150% model in detail. Again, the
concretization allows us to obtain a specific variant from the 150%-model. Its defi-
nition is similar to the concretization for a 150%-model in case of Jackson networks
(cf. Def. 5.17) and therefore omitted at this point [KTTS15, KTTS17]. The next
theorem states that a concretization PAADCδ of a 150%-model with respect to a
given delta coincides with the application of the delta to the core model PAADCc .
This statement will be needed later to relate the product-based evaluation to the
family-product-based evaluation. Its proof is similar to the proof of Theorem 5.2.
Theorem 5.3: Consistency
Let PAADC150 be a 150%-model and δ ∈ ∆ and PAADCδ = apply(PAADCc , δ).
Let Rδ be the routing probability matrix of PAADCδ and R
†
δζ = ζ be its traffic
equations. Denote by ζδ the unique solution of the traffic equations when
ζ1δ = 1. Then, the product-based evaluation of apply(PAADCc , δ) is given by
T iδ , for i ∈ Vδ, where
T iδ =

ζ iδ(
∑n
j=1 E
j
δζ
j
δ )−1
∑n
j=1 Cδ(j) if (5.10),
ζ iδ min
{
Sδ(j)(ζjEjδ)−1 |
with j ∈ V150 such that Sδ(j) <∞
}
else
As in the case of Jackson networks, we can write the traffic equations of the
Coxian QN for the 150% PAADC model. Instead of solving the traffic equations
R†δζδ = ζδ for each variant PAADCδ separately, we provide a solution for all variants
of the family. The key idea relies on the introduction of a routing matrix Rs on the
set V150, with entries that are either constants or symbolic variables. In particular,
to incorporate variability, all elements that are added, removed, or modified by at
least one delta are replaced by symbolic expressions. Theorem 5.3 guarantees that
the symbolic solution of the traffic equations evaluated with the concrete values of
a given delta provides the correct performance estimates [KTTS15, KTTS17].
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Theorem 5.4: Family-product-based Evaluation
Let PAADC150 be a 150%-model and δ ∈ ∆ and Rs = (rsi,j)i,j∈V150 denote the
150% routing matrix, where
rsi,j =

r if ∃e = (i, r, j) ∈ E150 ∧ L(e) = {c},
0 if 6 ∃e = (i, r, j) ∈ E150,
r∗i,j otherwise.
Let r∗ denote the vector of symbolic variables r∗i,j present in Rs. Let ζs denote
the symbolic solution of
R†sζs = ζs, with ζ1s = 1. (5.14)
Then, it holds that ζ is = ζ iδ for all i ∈ Vδ if r∗ is such that
r∗i,j =
(Rδ)i,j if i, j ∈ Vδ,0 otherwise.
Its proof is available in [KTTS17].
Let us illustrate Theorem 5.4 using the 150%-model of Fig. 5.14. The symbolic
routing matrix Rs is given in Fig. 5.15. The theorem states that evaluating ζs with
the probability values of a delta δ coincides with the product-based solution of the
concrete variant obtained by applying δ to the core model.
Rs =

0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1/100 0.0 r∗P1,D r∗P1,W1 0.0 0.0 0.0 0.0 r∗P1,L1 0.0 0.0
r∗D,T 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 r∗D,L2
0.0 0.0 0.0 0.0 0.0 r∗W1,P2 r∗W1,P3 r∗W1,P4 0.0 0.0 0.0
0.0 r∗W2,P1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 r∗W2,P5 0.0
0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 r∗P4,W2 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 r∗L1,P5 0.0
0.0 0.0 0.0 r∗P5,W1 0.0 0.0 0.0 0.0 r∗P5,L1 0.0 r∗P5,L2
0.0 0.0 r∗L2,D 0.0 0.0 0.0 0.0 0.0 0.0 r∗L2,P5 0.0

Figure 5.15: Symbolic routing matrix
For instance, instantiating Rs with the values of δF yields the matrix in Fig. 5.16.
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Rs(rδF ) =

0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1/100 0.0 19/100 80/100 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 1/2 1/2 0.0 0.0 0.0 0.0
0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Figure 5.16: Routing matrix of the 150%-model with values for δF
Instead, applying δF to the core model yields the routing matrix:
RδF =

0.0 1.0 0.0 0.0 0.0 0.0 0.0
1/100 0.0 19/100 80/100 0.0 0.0 0.0
1.0 0.0 0.00 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 1/2 1/2
0.0 1.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 1.0 0.0 0.0
0.0 0.0 0.0 0.0 1.0 0.0 0.0

The elimination of rows 8, 9, 10 and 11 and columns 8, 9, 10 and 11 from Rs(rδF )
gives rise to RδF . More importantly, eliminating the coordinates 8-11 of ζs(rδF ) will
give us the unique solution of the traffic equations R†δF ζδF = ζδF . A similar result
can be obtained for δDP .
Overall, by symbolically solving the equation (5.14), we have a solution for the
whole family. This underpins the usefulness of our technique when the number of
variants is large as discussed next. Considering the two problems of complexity from
the beginning of this chapter, we can make the following observations:
• Model-specific complexity: This problem is circumvented by using an ODE
approximation for the CTMC model to provide an efficient solution in form of
traffic equations. Each service center has its own set of ODEs and adding a new
service center results only in a linear number of new equations. The complexity
of the performance analysis solely depends on the network topology.
• Family-related complexity: The computation of a symbolic expression repre-
senting the complete SPL also provides a solution in this case. We are able to
re-use computations completely independent from the number of variants.
5.5 Evaluation
The evaluation is divided into two main parts. After a description of our prototypical
implementation in our multi-perspective modeling framework, we focus first on the
evaluation of Jackson networks and second on the evaluation of QN with a Coxian
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service time distribution. The considered case studies are comprised of artificially
generated and realistic performance models to compare the product-based and the
family-product-based approaches in large-scale SPLs. In particular, we investigate
the following research questions:
• RQ 5.1: What is the computational benefit of the family-product-based perfor-
mance analysis in case of Jackson networks? Our proposed technique is only
meaningful, if there is a significant difference in terms of computation times.
• RQ 5.2: How does this benefit change for the more powerful QN type contain-
ing Coxian distibutions? Similar to the previous research question. However,
due to extensive changes in the mathematical background, we have to investi-
gate the potential computational benefit again.
• RQ 5.3: What is the impact of variability on computation times in case of Cox-
ian QN? We are especially interested in the distribution of symbols throughout
the routing probability matrix and a possible negative impact for the compu-
tational benefits of the family-product-based analysis.
5.5.1 Implementation
We extended the implementation of our multi-perspective modeling approach
(cf. Chapter 4) with the proposed performance annotations. The graphical represen-
tation of the Jackson networks was already presented in the previous sections 5.2.1
and 5.3. Again, users can choose between the graphical and textual representation
in our multi-perspective modeling approach to create a Jackson network. The fol-
lowing Listing presents the Basic PPU with performance annotations in our textual
DSLs. Its semantics are identical to Fig. 5.4.
ActivityDiagram PPU: Basic {
Tasks{
Start ( type= Initial , label= "Start" )
Stack ( type= Action , label= "Stack",
5 arrival= "0.09", service= "0.5" )
Crane ( type= Action , label= "Crane",
arrival= "0.00", service= "0.12" )
Slide ( type= Action , label= "Slide",
arrival= "0.00", service= "1.0" )
10 End ( type= Final , label= "End" )}
ControlFlows{
flow0 = Start => Stack
flow1 = Stack => Crane (probability="1.0")
flow2 = Crane => Slide (probability="1.0")
15 flow3 = Slide => End}}
Listing 5.1: PAADJ of the PPU: Textual.
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Furthermore, a product-based performance analysis is directly possible within our
framework. The mathematical computations are executed with the Apache Com-
mons Math library.1 However, for the family-product-based analysis an export of
the routing probability matrix and the values for service and arrival rates to Mat-
lab2 is necessary. Matlab has an efficient symbolic solver as part of the Symbolic
Math Toolbox. In case of the Coxian networks, the product-based and the family-
product-based analyses are both completely performed in Matlab. For instance, the
symbolic expressions for the IRS running example are created with the following
listing of Matlab code in which zeta (ζ) is the unique solution of the system of
equations (5.14) and E represents the mean service time E.
%Define Variables, Matrix, Servers, Customers, and E
...
%Prepare Symbolic Solving
zeta = [l0 l1 l2 l3 l4 l5 l6 l7 l8 l9 l10]’;
5 A = [(R ’)*([l0 l1 l2 l3 l4 l5 l6 l7 l8 l9 l10]’)]-zeta;
A(1,:) = [];
Rs = subs(A, l0, 1);
%Solve system of equations symbolically
10 S = solve(Rs,l1 ,l2 ,l3 ,l4 ,l5 , l6 , l7 , l8, l9 , l10);
%Buffer solutions
zeta = [1 S.l1 S.l2 S.l3 S.l4 S.l5 S.l6 S.l7 S.l8 S.l9
S.l10];
15 Mult = E * zeta ’;
%Create symbolic expressions
for k = 1:11
Rv(k) = (E(k)*zeta(k)* Customers )/Mult; %Condition
20 Tt(k) = (zeta(k)* Customers )/Mult; %TRUE
Mi(k) = Server(k)/( zeta(k)*E(k)); %FALSE
end
...
Listing 5.2: Extract from the Matlab-File.
After the definition and initialization of the necessary variables, we have to prepare
the matrix equations for the symbolic solver. Line 4 defines the vector, which later
contains the unique solution of ζ. In line 5, we perform a basic matrix operation
1http://commons.apache.org/proper/commons-math/
2https://de.mathworks.com/products/matlab.html
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by bringing the system of equations R†sζs = ζs into the form R†sζs − ζs = 0 and
store the result in A. This is followed by removing the first row, i.e., the first
linear equation, from the system of equations (Line 6). Removing one equation
is a necessary prerequisite to find a solution, but we are not restricted to delete
the first one as any choice is valid. We already know the result of this removed
equation because we set its solution l0 to 1 (cf. Theorem 5.4). Line 7 substitutes
all appearances of l0 with 1 in the system of equations. Finally, we can symbolically
solve the equations in Line 10. The unique solution is saved in ζ (Lines 13-14) and
we perform a multiplication of the ζ with the mean service times, which we need
in the coming calculations. Lines 18-22 create the final symbolic expressions for
each of the eleven nodes in the IRS. We create the bottleneck condition in line 19,
the expressions for the throughputs if no bottleneck is present (Line 20), and the
expressions for the throughputs if a bottleneck is present in the network in line 21.
Afterwards, we can plug-in the concrete values of an individual variant, check the
condition for all nodes and compute the performance metrics. In general, the process
is similar for Jackson networks with respect to the different system of equations and
formulas to determine performance metrics as described in Section 5.2.1. Exemplary
symbolic expressions for the PPU modeled as a Jackson network were already given
in equation 5.13. The final symbolic expressions for the IRS as a Coxian network
consist of several hundred characters making a representation in this thesis not
reasonable.
5.5.2 Evaluation of Jackson Networks
We compared the family-product-based symbolic analysis against the product-based
approach, where each configuration is solved separately for a given concrete set of
parameter values. The focus lies on computation times in order to answer (RQ 5.1).
Our experimental set-up was as follows. We considered randomly generated 150%
PAADJ models with different numbers of nodes and variables for their symbolic
evaluation, i.e., the set of elements in S. In detail, let n denote the total number
of nodes in the family-product-based evaluation, i.e., n = |V150|, p be the number of
variables in the routing probability matrix (i.e., the number of symbols in Ps), m
the number of variables in the service rates (the symbols in the range of the function
in µs), and g the number of variables in the exogenous arrival rates (the symbols in
the range of λs). For any given choice of (n, p,m, g), all the other parameters were
randomly generated, with the service rates drawn uniformly at random in [1.0; 20.0],
and the arrival rates in the range [0.0; 3.0]. For instance, the symbolic evaluation of
the PPU in (5.12) corresponds to a configuration (n, p,m, g) = (5, 4, 1, 2).
For each tuple (n, p,m, g), we considered 200 randomly generated variants, which
we analyzed with both the product-based and the family-product-based approach.
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In essence, we randomly generated 200 tuples, each of length p+m+g, corresponding
to a specific instantiation of the symbolic parameters. For the family-product-based
approach, each tuple was used to evaluate a symbolic expression for the average
queue length; for the product-based approach instead, the parameters were used to
solve the system of equations for each variant. We measured the execution times for
both performance analyses, repeated 5 times in order to reduce the noise in the mea-
surements. The tests were implemented in Matlab using the Symbolic Math Toolbox
for the family-product-based evaluation, and the built-in functions for the solutions
of systems of linear equations for the product-based evaluation. The measurements
were conducted on a machine with an Intel Core i7 2.66 GHz with 8 GB RAM.
Each row in Table 5.4 shows the overall execution times, averaged over the 5
runs, of both analyses across the 200 random variants, which represent the whole
family for each configuration (n, p,m, g). We report the average speedup product-
based/family-product-based (PB/FB). The last column shows the pre-computation
(PC) time taken to symbolically solve equation (5.11). These results allow us to
make the following observations [KST14].
• We confirm that for any fixed choice of p, m, and g that we considered, larger
values of nmake a family-product-based analysis increasingly more convenient,
with speedups up to over 2000 times; see, for instance, the configurations
(4, 0, 1, 0), (24, 0, 1, 0), (142, 0, 1, 0), and (302, 0, 1, 0). These configuration have
a low share of variability with one symbol in the service rates and get the
highest benefit from the family-product-based analysis. We can make a similar
observation for other configurations with few symbols. This is because of the
increasing cost of solving the system of linear equations for the product-based
approach, while our proposed analysis solves it symbolically only once.
• For fixed n, varying p, m, and g has an impact on speedup, since the higher
the number of variables the larger the symbolic expression derived by the
family-product-based approach.
• For fixed n, not all other parameters affect the speedup in the same manner.
In particular, compare the two cases p = m = g = 2 and p = g = 0, m = 6, for
every given n. Both have the same number of variables (i.e., six), but the latter
case consistently enjoys a better speedup. This is because the m variables do
not appear in equation (5.1), thus for m = 6 the symbolic expressions of
the solution of equation (5.1) can be greatly simplified. The m variables will
appear in the calculation for the queue lengths Lv.
• The family-product-based evaluation is not always more efficient than the
naive approach. In our study, this has occurred in smaller models (i.e., n =
24) with relatively high number of variables. In these cases, the symbolic
expression turned out to be more difficult to compute than the linear system
of equations for which Matlab is well-known to be optimized.
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• The pre-computation time behaves well with the number of variables, in par-
ticular with respect to the p variables that are used in the solution of equa-
tion (5.1).
Overall, the advantage of our family-product-based performance analysis would in-
crease further if we analyze more than 200 variants. However, we did also observe
that the number of symbols have an impact on computation times and therefore the
benefit of the proposed performance analysis. This aspect needs additional investi-
gation. Nevertheless, we conclude that (RQ 5.1) is answered sufficiently with an
increasing benefit for large networks and many variants.
Variables Runtimes (s)
n p m g FB PB PB/FB PC
4 1 0 0 0.011 0.049 4.47 0.545
4 0 1 0 0.004 0.043 10.78 0.185
4 0 0 1 0.009 0.045 4.92 0.190
4 1 1 1 0.011 0.046 4.13 0.214
4 2 2 2 0.014 0.049 3.60 0.319
4 4 4 4 0.020 0.049 2.43 0.310
24 1 0 0 0.011 0.066 5.96 1.141
24 0 1 0 0.004 0.063 14.60 1.124
24 0 0 1 0.011 0.067 6.29 1.152
24 1 1 1 0.013 0.068 5.04 1.244
24 2 2 2 0.016 0.068 4.31 1.100
24 0 6 0 0.007 0.065 9.94 1.004
24 4 4 4 0.099 0.070 0.70 1.904
142 1 0 0 0.016 6.540 397.34 5.425
142 0 1 0 0.005 8.107 1664.28 4.908
142 0 0 1 0.015 10.808 726.41 4.836
142 1 1 1 0.017 10.069 601.51 5.113
142 2 2 2 0.019 10.052 526.50 4.936
142 0 6 0 0.007 7.802 1191.79 5.137
142 4 4 4 0.026 10.985 429.83 4.942
302 1 0 0 0.019 19.186 1007.95 11.026
302 0 1 0 0.006 13.680 2292.46 11.192
302 0 0 1 0.018 13.399 728.73 11.050
302 1 1 1 0.021 19.520 909.12 11.591
302 2 2 2 0.024 19.459 820.30 11.214
302 0 6 0 0.006 13.896 2258.21 11.089
302 4 4 4 0.030 14.879 495.06 11.718
Table 5.4: Results [KST14]. FB=Family-product-based, PB=Product-based.
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5.5.3 Evaluation of Networks with Coxian Rates
Again, we first compare the product-based and the family-product-based anal-
yses in terms of computation times. We considered a model of a realistic
three-tiered system, Rubis, which has been employed as a benchmark appli-
cation for various evaluation purposes in the software performance community
(e.g., [UPS+05, GDK+14, NSG+13]). While in the original model each tier was
described by a single station, here we consider a load-balancing version where each
tier has a number of parallel stations, similarly to [ITT16]. The goal of a load-
balancing system is to distribute workloads across multiple resources, such as disk
drives, computers, clusters, and network links. This is useful to optimize the usage
of available resources, maximize system throughput, minimize system response time,
and avoid overloading individual resources.
Figure 5.17 depicts the smallest model instance that we considered. The sentry
node is a delay station which collects all requests to the system. Each tier i is made
of a dispatcher Di which distributes customers to the three parallel servers (i.e., S1–
S3 for tier one). This basic structure was used to build larger QNs by increasing
the number of servers at each tier by a factor of ten and one hundred, resulting
in QNs with 94 and 904 stations, respectively. For a given network size, hereafter
denoted by n, we varied the number of symbolic variables. In particular, r denotes
the number of symbols in the routing probability matrix, E represents the number
of symbols in the mean service times and S refers to the number of server symbols
giving us configurations in the form of (n, r, E, S). This allowed us to study models
of different size with a realistic topology, going beyond our previous evaluation that
considered synthetic Jackson networks.
We remark that software systems with such kinds of variability occur in practice.
For example, we can implement different load balancing strategies by leaving entries
of the routing probability matrix as symbols. Each variant represents a different
choice of the probabilities with which the dispatcher at each tier forwards requests
to the processing. In an optimization problem, one would like to find the variant
that optimizes a certain performance index. Clearly, the number of possible vari-
ants to be analyzed can become huge even for a moderate number of servers and
choices of probabilities with 0.01 steps, a granularity typical of real-world load bal-
Sentry D1
S3
S2
S1
D2
S6
S5
S4
D3
S7
S8
S9
1 3
1 3
1 3
1 3
1 3
1 3
1 3
1 3
1 3
1.0
1 2
1 2
1 2
1 2
1.0
Figure 5.17: An instance of a QN model for the three-tier load balancing system
used for the evaluation.
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ancers [PKHS10]. Variants with different Coxian rate and probability vectors are
useful to perform sensitivity analysis or uncertainty analysis: each variant repre-
sents a sample for the parameter space, for instance by fixing mean service times
uniformly spaced within a given interval. Finally, variants that contain changes in
the number of servers can be useful in cloud computing applications. Here, the
number of servers may represent the number of physical or virtual machines that
are active. These are typical decision variables in optimization problems used to
derive dynamic resource allocation policies [ATZ07].
The comparison index for the evaluation of (RQ 5.2) is the break-even point
(BE), intended as the least number of products for which the overall runtime of
the product-based computations exceeds that of the family-product-based analysis
(including the symbolic solution of the 150%-model). This is an indicator of the
size of the parameter space after which our analysis is computationally more conve-
nient than the product-based analysis. For any given choice of symbolic variables
(n, r, E, S), concrete products were generated as follows: the mean service time at
each node was sampled uniformly at random from the interval [1.0; 10.0]; the server
multiplicities were taken uniformly from [1; 20] for each station; the number of cus-
tomers was 50. The steady-state network throughput was the performance measure
of interest in this study.
Again, the evaluation was conducted in Matlab similar to the Jackson networks.
Table 5.5 presents the results. For each chosen configuration (n, r, E, S), we mea-
sured the average runtime for the evaluation of the steady-state symbolic expression
(column FB) and of the product-based solution (column PB). Column PC reports
the pre-computation time to symbolically solve the system of linear equations, in-
cluding the construction of the symbolic expression for the throughput. The last
column gives the break-even point, i.e., the number of variants, which we have to
analyze before the family-product-based approach is advantageous compared to the
product-based approach. We were able to make the following observations based on
these results [KTTS15]:
• The break-even point is smaller than 6437 variants across all cases. This pro-
motes the use of a family-product-based analysis — at least for the case study
— because it represents a tiny fraction of the potential parameter space that
can be explored with the degrees of variability considered in our experiments.
Each symbol represents a parameter that takes values in the reals. Thus, even
a single variable may represent infinitely many variants.
• The average evaluation of a symbolic expression is faster than the corre-
sponding product-based analysis, up to one order of magnitude in the case of
n = 904. In the worst case examined here, our analysis yields a 11% improve-
ment over the product-based one. Hence, the family-product-based analysis
analyzes individual variants always faster than the product-based approach.
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• The pre-computation times are mostly affected by n and r, the size of the
150%-model and the number of symbols in the routing matrix. The configura-
tions (13, 13, 0, 0) and (13, 13, 13, 13) have the longest pre-computation times
for networks of size n = 13. A similar observation is possible in case of n = 94
and at least the configuration (904, 13, 13, 13). This can be explained by the
fact that the main bottleneck of the computations is the solution of the linear
system of equations, which requires an explicit inversion of the symbolic rout-
ing probability matrix. Other symbols are introduced during the construction
of the final symbolic expressions, which takes after the matrix inversion. Thus,
symbols in E and S have a lesser impact on computation times.
Variables Runtimes (s)
n r E S FB PB PC BE
13 6 0 0 0.0009 0.0010 0.39 3997
13 0 6 0 0.0008 0.0011 0.26 875
13 0 0 6 0.0008 0.0010 0.27 1392
13 6 6 6 0.0009 0.0011 0.41 2077
13 13 0 0 0.0009 0.0011 0.74 3744
13 0 13 0 0.0008 0.0010 0.27 1375
13 0 0 13 0.0008 0.0010 0.27 1392
13 13 13 13 0.0009 0.0012 0.48 1612
94 6 0 0 0.0010 0.0019 1.97 2189
94 0 6 0 0.0011 0.0016 1.64 3297
94 0 0 6 0.0011 0.0015 1.58 3975
94 6 6 6 0.0011 0.0016 1.79 3594
94 13 0 0 0.0011 0.0015 2.38 5961
94 0 13 0 0.0011 0.0016 1.67 3343
94 0 0 13 0.0011 0.0015 1.62 4067
94 13 13 13 0.0011 0.0015 2.07 5175
904 6 0 0 0.0020 0.0192 80.54 4683
904 0 6 0 0.0021 0.0223 82.98 4108
904 0 0 6 0.0019 0.0209 79.02 4159
904 6 6 6 0.0018 0.0186 83.98 4999
904 13 0 0 0.0020 0.0216 79.38 4056
904 0 13 0 0.0018 0.0186 85.61 5106
904 0 0 13 0.0019 0.0187 94.96 5636
904 13 13 13 0.0020 0.0178 101.72 6437
Table 5.5: Computation results [KTTS17].
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Although the computational advantage of the family-product-based performance
analysis decreases compared to the evaluation for Jackson networks, it is still present
and significant in case of analyzing several thousand variants. A possible explanation
for this decrease can be found in the matrix operations. The product-based analysis
of Coxian networks is much faster in Matlab compared to the product-based anal-
ysis of Jackson networks. This observation holds even for large networks with 904
nodes. In contrast, the pre-computation time of the family-product-based analysis
in Coxian networks stays about the same compared to Jackson networks resulting
in the decreased computational benefit of our proposed performance analysis. How-
ever, one has to conduct further experiments if this is also the case for other case
studies. Thus, we successfully identified the answer to (RQ 5.2) with a decrease in
the overall efficiency of the family-product-based approach.
Cost of Variability. To understand how the degree of variability impacts the pre-
computation time of our family-product-based analysis in Coxian networks, we fur-
ther studied the structure of the 150%-model. For this we considered synthetic
150%-models. This choice is motivated by the fact that the running example has
a rather regular structure such that the symbolic routing probabilities may happen
to be in the same row (for the outgoing edges from D1, D2, and D3) or in the
same column (for the outgoing edges of the server stations at each tier). This may
simplify the computations for the matrix inversion, required to symbolically solve
the system of equations in (5.14).
Instead, here we consider an application scenario where the symbolic parameters
are more uniformly distributed across the matrix. We show how they affect the
runtimes by comparing against a situation where the symbolic parameters are found
just in a few rows. Specifically, we studied different configurations of (16, r, E, S)
meaning that the network size is fixed at 16 nodes. For each configuration we
considered two cases. In the localized case the symbolic routing probability matrix
Rs was such that the first and second rows contained all symbols, while all remaining
rows had only concrete values, drawn uniformly at random such that the sum across
any row is equal to one. In the distributed case, the symbolic parameters were placed
such that the following two conditions were satisfied: i) at least 65% of the rows in
Rs contain symbols; and ii) no more than than four symbols can be found in one
row. The terms localized and distributed reflect the scattering principle of symbols
in the routing matrix.
Table 5.6 reports the runtimes to build the symbolic expressions for the steady-
state network throughput. The results demonstrate that the topology of the routing
probability matrix has a strong impact on the pre-computation time, with runtimes
that are separated by at least two orders of magnitude between the localized and
the distributed cases. The influence of the mean service time E and the servers
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Variables Runtimes (s)
n r E S Localized Distributed
16 20 0 0 1.131 113.40
16 20 16 0 1.136 112.71
16 20 0 16 1.129 108.89
16 20 16 16 1.140 113.07
16 24 0 0 2.116 943.12
16 24 16 0 2.114 924.82
16 24 0 16 2.122 940.65
16 24 16 16 2.105 942.54
Table 5.6: Impact of the degree of variability in the routing matrix on the symbolic
pre-computation times [KTTS17].
S, instead, is negligible since their related symbolic variables are used only after
routing probability matrix is inverted. The number of symbolic variables in the
matrix, denoted by r, impacts the runtimes sensibly.
Thus, we conclude that variability has a serious effect on computation times in
case of Coxian networks (RQ 5.3). We argue that a similar observation is likely
for Jackson networks as the symbolic matrix inversion also is the bottleneck for
this family-product-based performance analysis. However, in order to verify this
statement another experiment is required in the future.
Finally, we remark that the localized and distributed scenarios impacted not only
time, but also space. For instance, we registered a peak memory usage of 3.2 GB
for the distributed case of the configuration (16, 24, 16, 16). In contrast, the localized
cases required at most 1 GB RAM. Thus, in case of larger networks with high
variability, the available system memory can also become a problem [TAK+14].
5.5.4 Discussion
In this section we, summarize the main limitations of our proposed approach and
point out threats to validity.
Limitations. Our starting point is a variability-intensive system that can be rep-
resented as a QN. A main limitation of our model is that it only allows to describe
“flat” networks. For instance, layering of services (whereby an entity acts both as a
customer and as server) is not supported, yet it is a frequent pattern of interaction,
e.g., in multi-tier systems. Extending our work to enhanced models such as layered
queueing networks, that support such patterns is left for future work. However, we
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note that in certain cases it is possible to capture such dynamics still using a flat
network, including the QN model of Rubis [UPS+05] discussed here.
Another major assumption is that the analysis provides steady-state performance
metrics. Lifting the family-product-based analysis to the transient dynamics is a
challenging task that we did not address and may be not possible due to the un-
derlying mathematical construct. However, we remark that steady-state metrics
are relevant in long-running systems where the time it takes a system to enter the
steady-state can be neglected as for the PPU. Indeed, steady-state metrics are most
popular in many software performance engineering scenarios [CM02, GF99].
We only support anticipated variability, meaning that all variants must be known
beforehand. This is not always the case in SPLE, since a product line may evolve
over time, e.g., due to changing requirements and a possible introduction of new
variants [MD08]. As a result, the symbolic analysis has to be conducted again
afterwards. This unanticipated variability is a challenge, which is left for future
work. However, the family-product-based approach can be applied when the model is
used at runtime to steer a running system toward an optimal configuration [ITT16].
In this case, it is reasonable to assume that the family does not change during
the execution, but different variants may be chosen to control performance. The
150%-model would be computed at each build of the system, but always oﬄine.
Threats to Validity. The evaluation of Jackson networks is based on artificial
models in which the symbolic parameters were randomly generated and distributed
throughout the routing probability matrix, service and arrival rates. A large-scale
SPL from the real world was not analyzed to evaluate the computational benefit of
our family-product-based performance analysis. We only applied it to the relative
small automation product line of the PPU. Thus, our observations rely on these
generated models and we cannot transfer the achieved results with full certainty to
real-world SPLs. The next threat deals with the rather low number of symbols, i.e.,
twelve symbols at most, even in case of large networks with 302 nodes. The com-
putational impact of high variability is not considered in the evaluation of Jackson
networks. However, we remark that even a single symbol may represent an infinite
number of variants.
The evaluation of networks with Coxian-distributed service times suffers from
similar threats. Although we consider a load-balancing system, which is often used as
benchmark in the software performance community [UPS+05, GDK+14, NSG+13],
the network extension to 94 and 904 nodes is an artificial construction. Again,
we generated and distributed the symbols randomly across the routing probability
matrix, the mean service time and the number of servers. Hence, we have a realistic
example as foundation, but introduced further synthetic models. The threat of a
relative low number of symbols also remains. However, in order to mitigate this
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threat, we conducted a second experiment in which the share of symbols was much
higher compared to the network size. Again, the models used for this evaluation
were artificially generated with respect to certain conditions (cf. Section 5.5.3). An
application to real SPLs with high variability is missing at this point.
5.6 Related Work
Our contribution follows the line of research in exploiting software models with ex-
plicit notions of variability in order to improve the efficiency of the analysis, lever-
aging commonalities across different variants [TAK+14]. We first create a model
representing the complete family of variants in the product line. Next, this model
is analyzed giving us the family-based nature in our proposed performance analysis.
Afterwards, we derive concrete performance metrics of individual variants represent-
ing the product-based part of the analysis. In the terminology defined by Thüm et
al. [TAK+14] this results in a combined approach called family-product-based anal-
ysis (cf. Chapter 2). Furthermore, according to Thüm et al. [TAK+14] only a few
family-product-based analysis exist in the literature. Tartler et al. [TLSSP11] pro-
pose a sample-based approach that includes the variability model and prepocessor-
based source code to achieve code coverage. This aspect is contrary to typical
sample-based approaches, which only consider the variability model. However,
Tartler et al. [TLSSP11] target bug finding in source code and not properties
related to performance. Shi et al. [SCD12] propose a family-product-based analy-
sis to cover feature interactions in the product line. Given valid feature combinations
specified by the variability model, they derive a dependency graph representing the
whole product line. Similar to our performance analysis they use the concept of
symbolic execution to create test cases. Afterwards, test cases can be executed to
analyze individual products. Non-functional performance properties are not consid-
ered by Shi et al. [SCD12].
Although not part of the family-product-based approaches, Siegmund et
al. [SKK+12, SGAK15] also focus on detecting feature interactions. However, the
authors aim at predicting the performance impact of specific feature interactions,
which allows to derive conclusions about the performance of a customized and gen-
erated program. Siegmund et al. propose a sample-based strategy for this task
in [SKK+12] and combine this work with a machine-learning algorithm in [SGAK15].
Guo et al. [GCA+13] follow this line of research by building a performance model
from measurements on the real system with a statistical learning approach. The cre-
ated performance model represents a correlation between feature selections and the
resulting impact on performance of the system. We did not explicitly consider fea-
ture interactions within our family-product-based performance analysis. While the
described approaches rely on system measurements, we focus on models to achieve
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a performance prediction. Overall, our proposed performance analysis complements
this line of research.
For qualitative models and the analysis of functional properties, approaches are
the model-checking algorithm of Classen et al. [CHS+10, CCS+13], which checks
linear temporal logic formulae for a family of models induced by a featured transi-
tion system. A featured transition system incorporates the information of a feature
model in a typical labeled transition system. This combination can be exploited to
derive properties for the complete SPL in a family-based fashion, i.e., safety prop-
erties. The on-the-fly model checker by ter Beek al. [tBFGM15] continues in this
direction by proposing a family-based analysis for behavioral models. In particular,
this work is based on the fundamental introduction of a featured transition sys-
tem representing a the whole family of an SPL. The main difference to Classen
et al. [CHS+10, CCS+13] lies in the choice of the used model checker. Ghezzi et
al. [GS11] propose an approach based on parametric probabilistic model checking
of software product line models as annotated UML sequence diagrams. The anno-
tations depict variations points required to derive specific configurations. Thus, we
have a single model for a family of variants. This leads to a symbolic expression that
encodes the dependence of certain properties of interest from variables, in a man-
ner which is analogous to ours. However, our work is different in that we consider
properties of performance as opposed to reliability/energy.
Filieri et al. [FGT11, FTG15] propose a technique to parametric model checking
of discrete-time Markov chains (DTMCs). It consists of a symbolic partial evalua-
tion for the analysis of pCTL formulae, which is followed by an instantiation with
the concrete values that may be taken by the “variable” transition probabilities.
The focus of Filieri et al. [FGT11, FTG15] lies on run-time model checking, while
we focus on the design time of a system. Nevertheless, our proposed performance
analysis can be used at run-time after the family model is constructed to evaluate
possible variants. This is especially beneficial if we encounter a failure of one com-
ponent, which we have to compensate by re-distributing the workload. Parametric
model checking requires the DTMC to be built. In application domains, which focus
on single-user scenarios—for instance in certain case studies concerning energy con-
sumption [FTG15] and reliability [GS11]—this is feasible because the model does
not incur state-space explosion, since the state space essentially depends on the com-
plexity of the user’s model. Conversely, single-user scenarios are, to a large extent,
uninteresting for performance evaluation because nontrivial interactions arise from
many users contending a pool of resources. In this case, the state-space size grows
combinatorially with the number of users and resources. In real-world performance-
related applications, the enumeration of the state space of the CTMC of a concrete
product—let alone a symbolic representation of a family—will likely fail on commod-
ity hardware. Actually, one of our main contributions is that we avoid the CTMC
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building altogether by reasoning symbolic over an approximate ODE representation
whose size only depends on the network topology. To cope with large-scale DTMCs,
ter Beek et al. propose the use of statistical model checking [tBLLV15], for a
feature-aware process algebra with DTMC semantics that captures a dynamic prod-
uct line (where the active features can be changed during execution [GH04]). The
analysis does not take advantages of the common behaviors among the variants.
There exists research for SPLs that deal specifically with model-based performance
analysis. Tawhid and Petriu consider a UML software product line model [TP11],
annotated with performance information, from which they derive performance mod-
els as layered queueing networks [FAOW+09]. The problem space variability model
is represented by a feature model in which features are annotated with performance-
related properties available in the MARTE profile of the UML. The solution space
models consist of UML sequence and deployment diagrams, which are also extended
with MARTE annotations. The concrete derivation of variants is realized with a
model-to-model transformation in the Atlas Transformation Language. A second
transformation creates the layered queueing network based on the UML models,
which represent the concrete variant. However, the performance analysis is done in
a product-by-product fashion, which does not takes advantage of the commonalities
in the family. Exteberria et al. [ETCS14] consider a performance analysis for
feature-aware software designs under uncertainty. In particular, the authors analyze
the correlation between a specific feature selection with uncertain parameters and
the resulting system performance. Uncertain parameters refer to values that may
be unknown during early design phases. Thus, the performance analysis is executed
two times for each variant to determine the best and worst case scenarios for these
uncertain parameters. A feature model is used as variability model and connected
to an architectural model embedding variable features. The variants are generated
with the SPLConquerer tool [SRK+12]. Contrary to our family-product-based per-
formance analysis, each variant is still solved in isolation.
Happe et al. [HKR11b] propose a compositional reasoning approach in the Pal-
ladio framework. It is based on component models with performance annotations
and incorporates various analysis tools. For instance, software architects can get
immediate feedback on bottlenecks in the system, which is similar to our family-
product-based performance analysis in Coxian networks. Nevertheless, Palladio re-
quires a component model, while we operate on behavioral models of the software
system. Finally, we are most closely related to research that was conducted paral-
lel to this thesis by Incerto et. al. [ITT16]. The authors consider self-adaptive
systems as systems with high variability, which are able to change their configura-
tion on-the-fly in case of critical events during run-time. Incerto et. al. [ITT16]
pursue the goal to find a new configuration satisfying all defined quality-of-service
requirements, i.e., throughput, utilization and response time. Similar to our pro-
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posed performance analysis, a single QN model is created for the complete family of
configurations and solved in a symbolic way. While we use this symbolic solution to
directly compute performance metrics for individual variants, Incerto et. al. en-
code the model and the quality of service constraints as SMT problem. Afterwards,
the Z3 SMT solver is used to devise a feasible configuration for the system.
5.7 Chapter Summary and Future Work
In this chapter, we have presented an efficient family-product-based performance
analysis for SPLs. The analysis is based on UML activity diagrams, which are en-
hanced with performance annotations. By interpreting these software models as
queueing networks, we were able to perform a product-based performance analysis
and calculate performance metrics, e.g., throughput, for each variant in isolation.
Similar to the contribution in Chapter 4, we manage variability through the ap-
plication of delta modeling and use it to construct a 150%-model representing the
complete product line. A single analysis of this family model enables us to efficiently
derive performance metrics for all variants.
Overall, we considered two different types of queuing networks that can be en-
coded with the respective performance annotations as UML activity diagram. The
family-product-based analysis was first introduced for Jackson networks. In Jack-
son networks, we annotate a service station with the external arrival rate and a
service rate. A service station in Coxian networks is annotated with the number of
customers, the number of servers, a Coxian service rate vector and a Coxian prob-
ability vector. Edges are labeled with a routing probability in both network types.
Each performance value that is changed by a delta is represented as a symbol in
the 150%-model. Solving the equations of a 150%-model for a given network type
presents us with symbolic expressions. The performance metrics of an individual
variant are obtained by inserting the concrete values of this variant. The procedure
is similar for both network types as they only differ in the equations, which we have
to solve. The evaluation has shown a significant benefit in computation times for
our family-product-based analysis compared to a product-based one in all cases.
In future work, it should be tested if a family-product-based analysis is applicable
to more expressive formalisms. For instance, by removing the limitation of the lack
of support for fork/join synchronization barrier, and extend it to layered queueing
networks. The efficient analysis of transient behavior, i.e., the time before we enter
the steady-state, is still an open point and should be considered in the future. With
respect to the development of an SPL, the most crucial problem which we have to
solve is the management of unanticipated variability, i.e., evolution of the SPL. An
incremental performance analysis may hold the key for an efficient solution. Finally,
the proposed approach can be used as a foundation to formulate an optimization
problem similar to work done by Incerto et. al. [ITT16].
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Software product line development is an important task in modern software engi-
neering. The rising amount of variability in software systems threatens single sys-
tem development strategies and calls for product line methods [PBvdL05, CE05].
Reusability is a key aspect in this paradigm to reduce redundant tasks as much
as possible for developers. Many approaches have already been proposed to sup-
port the development of an SPL [PBvdL05, CE05, BSRC10, TAK+14]. How-
ever, as we have motivated in the introduction of this thesis, there is a lack of
adequate product line approaches concerning the automation domain. Variabil-
ity management is a rather new challenge for developers of an automation sys-
tem, but gets increasingly more important with a rising software share in such
systems [BBO+12, FLVH15, VHFF+15, Vya13].
6.1 Discussion
In this section, we recall the research questions defined in the introduction of this
thesis and discuss answers based on our observations. We also take a closer look at
an applicability of the contributions to systems beyond the automation domain.
RQ1: How can we reuse and adapt existing variability modeling approaches
to deal with the interdisciplinary nature of automation systems in the problem
space?
We use multiple interrelated feature models to fully express an interdisciplinary
product line in the problem space. The idea is adapted from work conducted in
the topics of feature model composition [RSTS11, HTH13] and multi software prod-
uct lines [HGR12, BRN+13]. An initial idea for automation systems was already
presented by the developers of the PPU in [FLVH15]. However, we significantly
extended the existing approach in two directions. First of all, we applied a feature
model slicing technique onto the interrelated feature models to identify and high-
light possible dependencies between the individual engineering domains and their
feature models. We took advantage of an efficient slicing algorithm, which was al-
ready part of the FeatureIDE framework [KST+16]. The main contribution in this
part is the generic explanation algorithm for defects in feature models. Our basic
idea is founded on a successful application of BCP to the configuration process of an
SPL [Bat05]. We extended the algorithm to deal with possible defects in a feature
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model during its development and maintenance including dependencies between in-
terrelated feature models. In combination with our user-friendly visualization, we
argue that our approach is a novel achievement in the domain of automated feature
model analysis. Overall, we reused, adapted and extended the idea of multiple fea-
ture models, a feature model slicing algorithm and an algorithm for the development
of artificial intelligences to provide a successful answer to this research question.
We could already observe in our evaluation that the approach is not limited to
just automation systems. In fact, we can apply the complete process to any kind
of system given at least the feature model. This does also include industrial-size
SPLs with thousands of features. The performance is only limited by the used SAT
solver in the background. Although, SAT solving is proven to be NP-complete,
the community has developed several heuristics and improvements to guarantee an
efficient computation in many cases. Additionally, the core algorithm of BCP can
easily be exchanged by other algorithms, which search for a minimal unsatisfiable
set (MUS) to reduce the explanation length in the future. A swap from SAT to
SMT solvers would also be imaginable.
RQ2: How can we capture the complete variability of a real-world automation
system during its design time in a uniform way considering the solution space?
First of all, the proposed multi-perspective modeling approach (cf. Chapter 4) is
capable of capturing all relevant information of an automation system. The decision
for UML models fosters an easy familiarization of developers as these models are
well-known in mechanical, electrical and software engineering. While we focus on
automation systems, a similar approach was developed for embedded systems in
the SPES project [PHAB12]. We managed variability with the concept of delta
modeling in a uniform way, since it is applied to all levels of abstraction in a likewise
manner. These aspects were shown by successfully using variants modeled within
our framework to control the PPU. The combination of UML models with delta
modeling across three connected modeling perspectives concludes the answer for
this research question.
Nevertheless, the presented approach leaves space for several points, which are
worth of a continued discussion. We did include a prototypical consistency checking
concept in our modeling framework. Yet, a literature review revealed that more
sophisticated approaches to detect inconsistencies are available at least for other
UML models, i.e., class and sequence diagrams [Egy06, RE12]. An application
of these concepts to our UML models would be worth looking into. A similar
observation can be made for automatic repair operations in UML models [LHE12].
In general, the application domain of our complete modeling framework is rather
small by just considering automation systems. We argue that at least individual
perspectives equipped with delta modeling can be reused in other domains as well,
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since variability modeling in UML is itself a benefit. Finally, we only considered
variability in space as all variants of the PPU were known in advance. However,
automation systems evolve over time in order to fix defects or improve usability.
Thus, the same implementation artifacts exists in different versions over time, the
automation system evolves. This variability in time has to be addressed as well.
Delta modeling is capable to capture both variability in space and time by the same
means [Sch10, LKS16]. Hence, our multi-perspective modeling framework should be
able to deal with evolution, but this aspect still needs further investigation within
our proposed approach.
RQ3: How can we efficiently analyze product lines in the automation domain
regarding performance metrics?
Although this research question does not explicitly incorporate the necessity of
being in the solution space, we stated in the introduction that performance analy-
ses on feature models is insufficient for automation systems. Thus, the choice fell
on design level models in the solution space, which we already developed in the
previous contribution. Fortunately, the proposed workflow modeling perspective
is able to manage variability with delta modeling. We further extended it with
performance annotations to enable an actual performance analysis. By using the
knowledge available in the deltas, we create an artificial family model represent-
ing the complete product line. Analyzing this model gave us the opportunity to
efficiently derive performance metrics for individual variants without executing re-
dundant computations. This family-product-based performance analysis is achieved
by creating symbolic expressions to calculate the steady-state throughput at first
and insert concrete performance values for individual variants afterwards. Over-
all, the efficiency and ultimately supremacy of our approach was shown in several
experiments for both instantiations of the concept.
A point for discussion is how the performance values used for the annotation are
obtained. In case of the PPU, we could rely on measurements of the physical ma-
chine. However, this option is not always available, especially if the system is still in
development. We argue that this knowledge must be delivered by domain experts or
a single initial simulation of the system to gain a basic understanding of the possible
behavior. Limitations such as the missing fork/join barrier or evolution support are
further discussed in the future work. Nevertheless, our proposed performance anal-
ysis is applicable to behavioral models of any workflow-type software system such as
service-oriented architectures, data centers or systems where the focus is on control
flow. Thus, a limitation to automation systems does not exist. Similar approaches
are scarce in the literature as the performance community does not focus on system
with high variability [GS11]. Family-product-bases analyses rely on the knowledge
that all variants are known in advance. These analyses cannot deal with evolution,
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e.g. the addition of a new variant to the product line, in an efficient way. The fam-
ily model must be constructed from scratch again forcing us to redo the symbolic
computations. We also limited ourselves to investigate the steady-state behavior,
which may be insufficient if the system never reaches a steady-state. Both points
have to be examined in the future.
By arriving at this point, we are finally able to provide an answer to the central
research question, which asks the following:
How can we efficiently develop variant-rich systems in the automation
domain and analyze their performance properties during design time?
In this thesis, the efficient development relies on UML models equipped with delta
modeling in the solution space. On top lies the feature modeling in the problem
space to ensure a holistic software product line development process for automation
systems. The analyze of performance properties during design time is based on the
construction of a 150% model and a symbolic solution of the resulting performance
equations. We believe that the observations taken from the individual evaluations
and a comparison to related work justify the statement of being a novel result in
the research community.
6.2 Future Work
While this thesis contributes approaches for variability modeling considering an
interdisciplinary product line in both problem and solution space with good results,
we envision future work to improve our current achievements. First, and foremost,
all presented techniques have to be applied to additional real-world case studies.
The best case would be a large-scale automation system in order to directly apply
all steps of our improved automation product line development process. However,
the variability modeling in the problem space as well as the efficient performance
analyses can also deal with other SPL case study types as previously stated. Further
case studies would allow us to generalize our observations.
Future Work for Interdisciplinary Variability Modeling. An explanation algo-
rithm based on BCP has some disadvantages that should be addressed in the future.
BCP does not ensure a minimal explanation and in rare cases it is not able to find
an explanation at all [FK93]. These are obvious points for an improvement and a
MUS algorithm is most likely suitable to compensate these problems [LS08]. The
implementation of a MUS algorithm in FeatureIDE is straightforward possible, since
it also operates on propositional logic and we can use a SAT solver to find the MUS.
Currently, we use BCP to explain defects occurring during the modeling phase
of a feature model. However, BCP can also be applied to other aspects regarding
an SPL, i.e., supporting developers during the configuration process of a concrete
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variant. Preliminary work in this direction was already conducted in GUIDSL, but
limited to the explanation of why certain features cannot be selected [Bat05]. A
similar application would be the explanation of dead code, e.g., code fragments
surrounded by an #ifdef statement which are never included in any feature combi-
nation [TSSPL09]. This problem requires a combined analysis of the feature model
and implementation artifacts of the SPL. In particular, the conjunction of a pres-
ence condition, i.e., the formula containing feature selections which include the code
block, and the feature model formula is not satisfiable [ABKS13]. Thus, BCP and
MUS as well should be able to find an explanation.
Furthermore, we can exploit the available information in an explanation to actu-
ally fix a defect if this action is desired by the user. This functionality would be very
similar to standard IDE features as available in Eclipse and Microsoft Visual Stu-
dio. All presented concepts concerning the visualization must also be extended to
implicit constraints. At the moment, we only highlight the constraint and generate
a textual explanation. This restriction should be lifted in the future. Furthermore,
the slicing algorithm provides us with a non-editable feature model. Edit operations
on this partial feature model are necessary, since we assume individual developers
working on these models. Ultimately, the changes should be reflected back to the
complete feature model to keep the models consistent and ease maintenance effort.
Future Work for Multi-Perspective Modeling. A sophisticated assessment of the
usability of our multi-perspective modeling approach remains an open point. Thus,
we would have to conduct a controlled user experiment with respect to understand-
ability, learnability and maintainability of the modeling framework. Simultaneously,
we can evaluate the improvement in usability of the graphical modeling approach
over the textual one.
Although we have a prototypical consistency checking concept within our model-
ing framework, there is still room for improvement. The development of a consis-
tency checking technique that takes full advantage of the available information in
the deltas would be an adequate extension to maximize the support for developers
during evolution and maintenance. Incrementality is key here, since it minimizes
the response time as only changed parts and parts possibly affected by the changes
need to be considered. As a basis for the incremental consistency checking approach,
we envision work on type checking for delta-oriented product lines in Java [BDS13].
Other approaches available in the literature are also worth investigating such as
work done in [Egy06, RE12, LHE10, LHE12].
Providing repair operations is a similar point as for the previous contribu-
tion. Again, if we are aware of an inconsistency, the knowledge can be ex-
ploited to provide developers with automated repair operations as in programming
IDEs [MSS05, Egy06]. Finally, one can imagine to make the modeling framework
runtime-aware [AGJ+14]. This would allow us to change the behavior, i.e, the cur-
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rent variant of an automation system on-the-fly, and in addition, we can incorporate
an efficient performance analysis at runtime. An application scenario would be a
breakdown of one hardware part and based on the resulting performance metrics we
can directly decide which would be the best alternative variant. Afterwards, we can
apply the respective deltas and activate the variant on the machine.
Future Work for Efficient Performance Analysis in SPLs. We identify three
major points regarding the performance analysis of variability-aware models. The
first is about absence of “layering” in the performance models. Indeed, the class of
queuing network models analyzed in this thesis are “flat”, in the sense that there
must be a distinction between the role of server and job in the system. Yet, it
is well understood in the software performance community that in order to cap-
ture more realistic scenarios it may be necessary to also study “layered” models,
e.g. [FAOW+09], where an entity (e.g., a web server) can be at the same a server
(to incoming requests from a client) and a client (to perform requests to a database
server). Other characteristics that deviate from the features of ordinary queueing
networks are, for instance, fork/join behaviors. Yet, these are useful not only in
traditional software systems, but also in the automation domain where it is not
uncommon to find independent branches of a production line that merge, e.g., for
the final assembly of a product.
The second point is about managing an evolving product line. The construction of
a 150% model requires knowledge of all variants in advance. However, an automation
system or any other SPL most certainly is subject to changes in the variants over
time. The addition of a new variant or new changes in old variants force us to
construct a new 150% model and re-compute the symbolic expressions necessary for
the performance analysis, which is of course not desired and inefficient [TAK+14].
We envision an incremental performance analysis that is able to reuse previous
computation results. In general, this may require us to move away from a family-
product-based analysis strategy.
Finally, the third point is concerned with variability-aware reasoning techniques
for transient dynamics. The family-product-based analyses are applicable in order to
compute more efficiently the steady-state measures of performance. However, these
techniques are oblivious to the behavior of the system in the transient state, i.e.,
when it is sufficiently away from a stationary regime. Thus, a runtime adaptation
approach based on the above techniques may not be effective when the time to reach
a stable solution is non-negligible. This calls for further techniques in order to adapt
more promptly and dynamically to varying conditions.
Last but not least, the concept can always be applied to other queueing network
types such as Gordon-Newell networks or networks with an Erlang distribution as
service times [BGdMT05].
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List of Abbreviations
ADL = Architecture Description Language
AIS = Institute of Automation and Information Systems
BCP = Boolean Constraint Propagation
BDD = Binary Decision Diagram
BE = Break-even Point
CAMUS = Compute All Minimal Unsatisfiable Subsets
CNF = Conjunctive Normal Form
CTC = Cross-Tree Constraint
CTMC = Continuous-time Markov Chain
DM = Delta Modeling
DSL = Domain Specific Language
DTMC = Discrete-time Markov Chain
EMF = Eclipse Modeling Framework
FB = Family-product-based Analysis
GEF = Graphical Editing Framework
GMF = Graphical Modeling Framework
IRS = Information Retrieval System
LAN = Local Area Network
LTMS = Logic Truth Maintenance System
MDD = Model-driven Development
MUS = Minimal Unsatisfiable Subset
ODE = Ordinary Differential Equation
PAAD = Performance-annotated Activity Diagram
PB = Product-based Analysis
PC = Pre-computation Time
PPU = Pick and Place Unit
QN = Queueing Network
SAT = Boolean Satisfiability Problem
SMT = Satisfiability Modulo Theories
SPL = Software Product Line
TM = Truth Maintenance
TMS = Truth Maintenance System
UML = Unified Modeling Language
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