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1. INTRODUCTION 
It is well known that the integral inequalities of Gronwall-Bellman type [2] 
and its extensions [3, 7J play a vital role in studying the qualitative behavior 
of solutions of ordinary differential equations and Volterra integral equations. 
But they are not useful in studying the behavior of solutions of measure 
differential equations and differential equations with impulsive perturbations. 
The reason for this is that the integral inequalities of Gronwall-Bellman 
type and its extensions are not available for the Stieltjes integrals. However, a 
slight modification of Gronwall-Bellman inequality and its extensions would 
be useful to obtain some stability properties of solutions of ordinary differen- 
tial equations containing measures. 
The object of this paper is to investigate some stability properties of solu- 
tions of ordinary differential systems with respect to impulsive perturbations. 
Section 2 is devoted to the preliminaries and basic lemmas. Sections 3 and 4 
contain main theorems on uniform asymptotic stability of zero solution of a 
system of ordinary differential equations containing measures. 
2. PRELIMINARIES AND BASIC LEMMAS 
For any vector x E R”, the euclidean n-space, let 
1x1 =f I&I. 
i=l 
We shall denote by C[E, R”] the class of continuous mappings from E into 
e. Let J = [O, 00). 
We shall consider the following measure differential equation 
Dx =.f(t, 4 + g(c x) Du, (2.1) 
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where x E Rn, Du denotes the distributional derivative of the function u. 
f,gEC[J x Rn,R*]andu: J-R is a function of bounded variation, right- 
continuous on J. Here Du can be identified with a Stieltjes measure and will 
have the effect of sudden change of the state of the system at the points of 
discontinuity of U. The primary aim of considering (2.1) is the following. 
The equation (2.1) may be regarded as a perturbed system of the ordinary 
differential equation 
x’ = f(t, x) (’ = dldt), (2.2) 
where the perturbation g(t, x) Du is impulsive and has the effect of sudden 
change of the state of the system. A natural question arises; under what 
conditions are the stability properties of (2.2) shared by the solutions of (2.1) ? 
It seems difficult to get a statisfactory answer to this question. It may 
be so because differential and integral inequalities play a very important role 
in the stability theory [6]; but when we consider the stability of solutions 
of (2.1), the fact that its solutions are discontinuous renders many of 
differential inequalities unapplicable and, moreover, the integral inequalities 
obtained so far are not applicable for Stieltjes integrals. However, as shown 
below, Gronwall-Bellman inequality can be generalized and extended so as 
to be useful for the investigation of some stability properties of solutions of 
(2.1) with respect to the solutions of (2.2). Let f and g be sufficiently smooth 
for local existence and uniqueness [cf. 8-j. 
Let x(t) = x(t, to , x0) and y(t) = y(t, to , x0) be the solutions of (2.2) and 
(2.1), respectively, through (to , x0), existing in the right of to > 0 in S(Y) 
where S(Y) = {X E Rn: 1 x [ < r>. The function y(t, t,, , x,,) is a solution of 
(2.1) with y(t,) = x0 , if and only if, it is a solution of 
We use the following lemmas in our subsequent discussion. 
LEMMA 2.1 [l]. Let u and K be scalar nonnegative functions deJined a4 
integrable on [0, T]. Let f be a scalar nonnegative function and a function of 
bounded variation on [0, T]. Then, the inequality 
implies that 
44 < f (0 + s,’ K(s) $4 6 t E [O, Tl (2.3) 
u(t) G f (0) exp [Jo’ K(s) ds] + lo’ exp [J8’ K(T) dT] df (s), (2.4) 
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where the integral on the right hand side of (2.4) is to be understood as a Stieltjes 
integral. 
LFMMA 2.2. Let u, K and g be nonnegative integrable fundons on [O, T] 
and c be an arbitrary nonnegatiwe constant. Assume that g(u) is monotonously 
increasing in u, g(0) = 0. Then, if the inequality 
u(t) < c + 1 t K(s) g(W & t E (0, Tl (2.5) 
0 
holds, the inequality 
u(t) < w-’ [w(c) + lot K(s) ds] > t E 10, Tl (2.6) 
remains valid as long as w(c) + Ji K(s) ds lies in the domain of definition of w-l, 
qkere the function w is defined by the relation 
and w-r is the inverse mapping of the function w. 
Remark 2.1. When the functions u, j and K are continuous, Lemma 2.1 
reduces to a generalization of Gronwall-Bellman inequality. 
Remark 2.2. Lemma 2.2 is a generalization of Bihari’s inequality [cf. 33. 
DEPINITION 2.1. The null solution of (2.1) is said to be eventually 
uniformly asymptotically stable if the following two conditions hold: 
(i) for every l > 0, there exist a S = S(C) > 0 and 7 = T(C) > 0 such 
that I At, to , x0)1 -c E, t > to >, r(e) provided that ( x,, 1 < 6; 
(ii) for every v > 0, there exist positive numbers So , 7. and T = T(T) 
such that 1 y(t, to, x0)1 < 7, t > to + T, to > 7. provided j x0 j < So . 
3. MAIN THEOREMS 
In this section, we shall give sufficient conditions for uniform asymptotic 
stability of (2.1) with respect to (2.2). Let f(t, 0) = 0 for all t >, 0. 
THEOREM 3.1. Let the null solution of (2.2) be uniformly asymptotically 
stable. Assume that: 
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(i) f satisjes a Lipschitz condition of the type 
I fP> 4 - f(4 Y)l <L(t) I * - y I 9 fo~l~l,lYi <a 




4) ds < A(T), 
00 t 
where A(r) > 0 is a continuous function for all 7 > 0; 
(ii) there exists Y > 0 such that if / x / < Y, then 1 g(t, x)1 Q y(t) fd 
all t > 0, where y(t) is a continuous function and 
G(t) = St’+’ y(s) dv(s) -+ 0, as t-+co. 
Here v(t) is the total variation of the function u over the interval [0, t]. Their 
there exist To > 0 and 6, > 0 such that if to > To and ) x0 1 < 6, , the soktion 
y(t, to, x0) of (2.1) satis& I At, to, x,)[ -+ 0, as t + ax In particular, ;J’ 
g(t, 0) = 0, then the null solution of (2.1) is eventually uni$rmly asymptotically 
stable. 
Proof. Constants associated with (2.2) regarding the stability of the null 
solution shall be starred and those associated with (2.1) shall not. Without 
loss of generality we may assume Y < a < So*. Let to > 1 and 1 x0 1 < Y. 
Then if 1 x(t, to, x0)1 , ( y(t, to, x0)1 < Y on [to, to + T] for some T > 0, 
for y(t) = r(4 to , x0> and x(t) = x(t, to , x0), we have 
Obviously JiO y(s) d v s is a function of bounded variation on any finite ( ) 
interval contained in [to , co). Hence, by Lemma 2.1, we get 
I r(t) - x(t)1 G 1: exp [/stL(o) do] Y(S) dv(s) 
< eA17) 
I 
t y(s) dv(s). 
to 
Since t > to > 1, by changing the order of integration, we obtain 
t 1 y(t) - x(t)[ < eA(r) s G(s) ds. to-1 
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Define Q((t) = sup{G(s): t - 1 < s < oo}. Then Q(t) decreases to zero as 
t-+c~ and 
I r(t) - 4t)l < (1 + 4 @‘Q(to>. 
Let 0 < E < r. Choose 6 = S(E) = 6*(42) so that 0 < 6 < E. Choose 
T = T(C) = T*(6/2). Choose TI = T,(a) 2 1 so large that 
Q(T,) < S[2(1 + 7) +)1-l 
Let t, 3 TI and j x0 1 < 6. Then for as long as 1 y(t, t, , x0)1 < r in the 
interval [t, , to + T], 
Let 
I Y% to 9 x0)1 G I Y& to 9 x0) - 46 to 9 x0)1 + I x@, to 9 x0)1 
< eAtT)( 1 + 7) Q(T,) + (42) 
< (W) + (42) < E. 
Then, 
1 Yl 1 < 1 Y1 - x(2, + 7, to 3 x,)1 + t X(t, + 7, to , x,)1 
< P/2) + I XC0 + T*@/2>, to > x0)1 < @/2) + (a/2) 
= 6. 
Now, let m be a positive integer and assume that / y(t, to, x0)1 < E on 
[to , to i- mu] and ( y(to -I- mT, to , x0)1 < 6. Let ym = y(to + mT, to , x0). Then 
for as long as ( y(t, to + m~,y,)l < Y on the interval [t, + 7127, to + (m + 1) T], 
he have 
I ~(4 to + mr, ~41 
Let 
d 1 y& tO + mTs  3%) - +, to -k mTp Ym)l -k 1 x(t9 tO + mTyym)I 
< @‘)(l + T)  Q(to + mT) + (4) 
< (iv) + (4) < (42) + (42) = E* 
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Then 
Thus, by induction, 
I Y@, to , x0)1 < E 
on every interval [t,, + mr, to + (m + 1) ~1, and hence on [t, , co). Hence, if 
g(t, 0) = 0, then we have shown that the null solution of (2.1) is eventually 
uniformly stable. For the rest of the proof, choose 8, = S(Y) and T, = T,(r). 
Fix t,, > To and ) x,, I < 6,. Then 1 r(t, to, x,)1 < r on [t, , 00). Let 
0 < 7 -=c Y. Choose a(~) = S*(77/2), 0 < 6 < 7, ~(7) = T*(6/2) and T,(q) 
so that 
Q(T,) < S[2(1 + T) e”(‘)J-l. 
Let y0 = ~(t, + TX , t,, , x0). Then I y. I < r < So*. Then 
I~(~o+~+T~,~ofT~,~o)l 
~Iy(to+~+T,,t,+T,,yo)--(~,+~+T~,~o+T,,yo)l 
+ I x(to + 7 + Tl, to + TX, ro)l 
d e”(‘)(l + T) Q(to + TJ + (a/2) < (a/2) + (a/2) = 8. 
Thus by the first part of the proof, we have 
Ir(4 to , x0)1 = lr(4 to + 7 + Tl 9 Y(to + 7 + Tl Y to > xo))l -=L 77 
for all t > to + T, 
where T = T(T) = 7 + Tl . This completes the proof. 
THEOREM 3.2. Assume that all the conditions of Theorem 3.1 are satisfied 
except that Condition (i) is repraced by 
If (t, 4 - f cc Y)l G 44 41 x - Y I> 
for ( x 1 , 1 y 1 < Y, where w(0) = 0 and w(u) is monotonm.sZy increasing in u) 
h(t) is a twnnegative integrable function such that sr h(s) ds is finite. 
Then there exist To > 0 and 6, > 0 such that if to > To and 1 x0 ( < 8, 
the solution y(t, to, x0) of (2.1) satisfies Iy(t, to, x0)] -+ 0 as t -+ co, provide b 
that 
l dt 
I- 0 WV> 
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is divergent. If g(t, 0) = 0, then the null solution of (2.1) is eventually uniformly 
asymptotically stable. 
Proof. As in the proof of Theorem 3.1, let to >, 1 and ( x0 ( < r. Then if 
( y(t, t, , x,)1 , 1 x(t, to , x,)1 < Y on [to , to + T] for some positive number T, 
for y(t) = r(t, to, x,,) and x(t) = x(t, to , x,,), we have 
I Y(4 to > x0> - 44 to 9 x0)1 G jt: h(s) 4 Y(S) - 4s>l) ds + jt; Y(S) MS) 
< s t: W 41 Y(S) - 441) ds + Q(to) (1 + 4, 
Where Q is the function defined in Theorem 3.1. Thus, by applying Lemma 
2.2 on [to, to + T], we have 
I r(t, t o 3 xo) - x(t, to , x0)1 < ~-2-l [f8(1 + 7) Q(to)j + jt’ h(s) ds] 3 
II 
where Q(u) = JzO (&/w(s)), u. > 0, u > 0. Since si (ds/w(s)) is divergent 
(or a(O) = -cc), for a given or > 0 there exists a positive number 
Kr = Kr(br), however large, such that 
Q-l(s) < 61 , whenever s d -K(4 
and also for a given positive number K, there exists a positive number 
~a =: Ed, however small, such that 
for s Q 6a(K,). 
Let 0 < E < Y be given, choose 6 = S(P) = d*(r/2) so that 0 < S < E. 
Choose 7 = T(E) = T*(S/2). Let <I = S/2 and define 
K, = K,(S/2) + jm h(s) ds. 
0 
Choose TI 3 1 so large that 
Let to > TI and ] x0 ) < 6. Then as long as 1 y(t, to, x0)] < I for 
t E [to , to + T], we have 
Irk to 3 x31 d I r(t) - #)I + I $9 to 9 x0)1 
-=c Q-l [~MKaN + jm X(s) d-q + (4) < ~-1[--Klw211 + (4) 
0 
< @/2) + (42) < E* 
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Thus on [to , t, + T] we have shown that 1 y(t, to , x0)/ < E whenever j x,, j < 8 
and to > Tl . Let y1 = y(t,, + T, t,, , x0), then it is easy to show that 1 y1 1 < 6. 
The rest of the proof is exactly the same as in Theorem 3.1 and hence omitted. 
4. THE STABILITY OF WEAKLY NONLINEAR DIFFERENTIAL SYSTEMS 
In this section we shall consider linear differential systems with impul- 
sive perturbations and present some results which generalize some of the 
results of [l, 4, 5, and 91. To this end, we assume that 
in Eq. (2.1), where A is an n x n constant matrix and FE C[ J x R”, P]. 
The solution y(t) of 
Dx = Ax + F(t, x) + g(t, x) Du (4.1) 
satisfying y(t,) = x,, , t, E J, is given by 
where @p(t) is the fundamental matrix of the equation x’ = Ax satisfying 
Q(O) = I and @ E Cm(/) [cf. 81, where I denotes the unit matrix. 
THEOREM 4.1. Assume that: 
(i) all characteristic roots of A have negative real parts; 
(ii) given any E > 0, there exist 6(c), T(E) > 0 such that 
IF(t,x)l 6~1x1 provided 1 x 1 < S(E) and t > T(E); 
(iii) the condition (ii) of Theorem 3.1 holds. 
Then, there etit To > 0 and 6, > 0 such that for every to > To and 
1 x0 1 < So , any solution y(t) = y(t, to , x0) of (4.1) satis$es 
li+i y(t) = 0. 
If, in particular, (4.1) possesses the null solution, then the null solution is even- 
tually uniformly asymptotically stable. 
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Proof. Since all characteristic roots of A have negative real parts, there 
exist positive constants a and cr such that 
/ @p(t)] = ) eAt 1 < cle+ for t 3 0. (4.3) 
Suppose that 
s = 6((a/2) c;l> < r. 
Choose t, and x0 so that t, > T = T((42) CT’) and 1 x0 / < S, < 6. As long 
as /y(t)\ = j y(t, to, x0)\ < 6, for t >, to we have 
1 y(t)\ < clewa(t-t0) 1 x0 1 + It1 (u/2) e-a(t-s) ] y(s)] ds + j” cle-a(t-s)y(s) dw(s), 
to 
which implies 
eat I y(t)1 < cleat0 I x0 I + (a/2) l: eas Iy(s)1 ds + cl jt: easy(s) W). 
By Lemma 2. I, we then have 
1 y(t)\ < cle-(a’2)(t-to) (a’2)(t-s$(s) dw(s). 
Suppose that to > 1. Then for t > to , by changing the order of the 
integration, we have 
/’ eca/2)sy(s) dw(s) < jt e(a/2)(s+l)G(s) ds. 
to to-1 




e-(a12)(t-s)y(s) dv(s) < e@Q(to) l”, e-(@)(t-@ ds < (2/u) ea12Q(t,,). 
0 
Thus, if we choose So and To so that 
So < min(S, (S/2) c;‘), 
To 3 -x(1, T), &CT,) < VP) W/4 eaf2)-1, 
then for t > T,, and ) x0 1 < 6, we have 
I YWI -=c 6 
409148b14 
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< e+ e-(a/2’W-8’G(s) ds 
0 
= eW e-(aP)(t-@G(s) ds + 112 e-(alz)(t-*)G(s) ds] 
6 e@ [Q(l) lt” e-(a12)(t-s) ds + Q((t/2) + 1) Lr2 e-(a12)(t-s) dF] 
< @/“[Q(l) (2/a) e-(a’4)t + Q((t/2) + 1) (2/a)] 
-0 as t-ax. 
Hence, we have 
I 346 to , x0)1 - 0 as t-al. 
This proves also that if g(t, 0) = 0, the null solution of (4.1) is eventually 
uniformly asymptotically stable. This completes the proof. 
THEOREM 4.2. Assume that all the conditiotls of Theorem 4.1 are satisjed 
except the Condition (ii) which is replaced b 
I w, $1 < h(t) w(l x I), 
for ( x ( < Y, where w(0) = 0, w(u) is monotonously increasing in u, and A(t) 
is a nonnegative integrable fun&m such that Jr X(s) ds is finite. 
If Ji [dt/w(t)] is divergent and (4.1) possesses null solution, then the null 
solution of (4.1) is eventually uniformly asymptotically stable. 
Proof. Using (4.2), (4.3) and the assumptions of the theorem, we have 
I rWl G cl I x0 I + cl ( W 41 r(sl) ds + ( cle-a(t-aW) W) (4.4) 
= low = I r(t)1 = I At, to, xo)l d Y. If t > to > 1, similar to the proof of 
Theorem 4.1, we obtain 
s t c,e-aft-“‘y(s) dv(s) < (c&z) Q(to) ea. to 
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Therefore, from (4.4), for t > t, > 1 we have 
(4.5) 
where ca = (cl/a) ea. Hence, by Lemma 2.2, we get 
where 
Now, we choose 1 x0 / and Q(to) small enough so that Q[c, I x0 ( + csQ(to)] 
will be as small as we desire (it will approach ---co arbitrarily). Then the 
right-hand side of (4.6) can be made arbitrarily small for all t > to . This 
proves the eventual uniform stability of the null solution of (4.1). 
We shall further show that ] r(t)1 + 0 as t + co, provided that 1 x,, j 
is sufficiently small. Since the null solution of (4.1) is eventuaIly uniformly 
stable, ( y(t)\ is bounded for sufficiently small 1 x0 1 . That is, if to is sufficiently 
b3e, 
I Y(4 to > x0)1 < K for all t > to , 
whenever I x0 1 < 6, where K depends on S and may be supposed to satisfy 
K < T. Using (4.2), (4.3) and the assumptions of the theorem, we then get 
j y(t)\ < c, I x0 ) eTact+ + cl sljz e- a’t-“h(s) w(K) ds 
+ cl Jt e-@ct+)A(s) w(‘K) ds + cl St epa++(s) der(s) 
t/2 to 
< cl 1 x0 1 ewact+) + c,w(K) e-0t’2 s t’z X(s) ds 
0 
(4.7) 
+ c,w(K) l:, X(s) ds + cl@ I’-, e-act-s)G(s) ds- 
0 
Similarly to the proof of Theorem 4.1, we have 
s t e-a(t-a)G(s) ds -+ 0 as t-b Co.to-1 
Then, since JT X(s) ds is finite, the right-hand side of (4.7) tends to zero as 
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t -+ co. Consequently, 1 y(t)/ + 0 as t -+ co, which completes the proof of 
the theorem. 
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