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Abstrat
Let X be a d-dimensional diusion proess andM the running supremum of the rst omponent.
In this paper, we rst show that for any t > 0, the pair (Mt,Xt) density law with respet to
Lebesgue measure an be haraterized as a weak solution of a partial dierential equation on
an open set. In the one-dimensional ase, this density is the unique weak solution of a partial
dierential equation (PDE) on the set {(m,x) ∈ R2, m ≥ x}.
Keywords: Partial dierential equation, running supremum proess, joint law.
A.M.S. Classiation: 60J60, 60G70, 60H10.
In a previous work [9℄, using Malliavin alulus and speially Nualart's seminal book [21℄, we
prove that the joint law of a pair (X,M), X being a d-dimensional diusion, and M the running
maximum of its rst omponent, is absolutely ontinuous with respet to Lebesgue's measure. In the
present work, we go on, proving that in the open set {(m, x), m > x1} the density is a weak solution
to a PDE. In the one-dimensional ase, we prove moreover that there is boundary onditions on the
diagonal {(m, x), m = x1}. This work follows the previous paper [9℄ and Waly Ngom's thesis [20℄.
When the proess X is a Brownian motion suh results are well known, see for instane [17℄. In
the literature there exist other studies on the law of this running maximum: For instane, multidi-
mensional diusion ase in [16℄, random walk in [13℄, reeted Brownian motion [18℄, martingale ase
is studied by Rogers [23, 13℄. In ase of boundaries problem, some numerial studies are provided
by Hermann and Tanré [15℄ or Saerdote et al. [25℄. For general Gaussian proesses, the law of the
maximum is studied in [2℄. The ases where the proess X is a Lévy proess are deeply studied in
the literature, see for instane [12℄. In ase of linear diusion, we refer to [11℄. Some spei diusion
proesses as Ornstein-Uhlenbek [1℄ and [4℄ are also investigated.
Suh studies onerning this running maximum are useful in nanial area whih get out hitting
times, for instane for the priing of barrier option. It is known that the law of suh stopping time
is losely related to the one of the running maximum, see [6, 7, 26℄. An appliation of our work is
∗
outinmath.univ-toulouse.fr, IMT, UMR 5219
†
pontiermath.univ-toulouse.fr, IMT, Université Paul Sabatier, 31062 Toulouse, Frane.
1
the ase of a nanial produt with prie proess X , whih produts a benet f(Xt) at time t but
only when the running maximum belongs to an interval [a, b]; in suh a ase the joint law is useful
to ompute suh a benet (for instane a barrier option).
The model is as following: on a ltered probability spae (Ω,F = (Ft = σ(Wu, u ≤ t))t≥0,P) ,
W := (Wu, u ≥ 0) is a d-dimensional Brownian motion, where the ltration F is ompleted and àd.
Let a diusion proess taking its values in R
d, solution to
dXt = B(Xt)dt+ A(Xt)dWt, law of X0 =µ0 on R
d, t > 0(1)
where X0 is independent of the Brownian motion and A and B are dened on R
d
to respetively
d × d matries, Rd. Let us denote C ib(Rd) the set of the funtions i times dierentiable, bounded,
with bounded derivatives. We speify the ases where X0 = x0∈ Rd, t > 0 meaning that the initial
law is Dira one.
We assume that B and A satisfy both hypotheses:
(2) B ∈ C1b (Rd) and A ∈ C2b (Rd), ‖B‖ = sup
x∈Rd
|B(x)|,
and there exists a onstant c > 0 suh that
c‖v‖2 ≤ vTA(x)AT (x)v, ∀v, x ∈ Rd.(3)
Let Mt := sups≤tX
1
s . In [9℄ , it is proved that for all t > 0, the law of (Mt, Xt) has a density pV with
respet to the Lebesgue measure. The aim of this artile is to show that this density is solution of a
PDE, and it is the unique one in dimension 1.
Setion 1 presents the main results: in d dimension, pV is a weak solution of a PDE on the open
subset of R
d+1 {(m, x), m > max(x1, x10)}. In one-dimensional ase the density is the unique weak
solution of a PDE with boundary onditions. Setion 1.1 gives the proofs with the expetation of the
It formula as [8℄ Theorem 2.1 for Lévy proesses. The key Proposition 1.5 onerning d-dimensional
ase is proved in Setion 2. The proof in one-dimensional ase (Setion 3) needs more sophistiated
tools. This setion develops some ruial properties of the density pV in one dimension and Setion
3.4 provides useful tools to onlude the proof in one dimension ase. Setion 4 provides a uniqueness
theorem for this PDE and as a orollary the uniqueness of the weak solution in ase d = 1.
1 Main results
We start with some useful notations:
∆ = {(m, x) ∈ Rd+1, m ≥ x1, x = (x1, · · · , xd)}.
Aording to the model (1), let us denote the innitesimal generator
L = Bi∂xi +
1
2
∂2xi,xj(AA
T )ij.(4)
Abusing of notation, even if the d+ 1 oordinate m appears, keep the notation L.
Reall Assumptions: A ∈ C2b (Rd), B ∈ C1b (Rd); there exists a onstant c > 0 suh that
c‖v‖2 ≤ vTA(x)AT (x)v, ∀v, x ∈ Rd
and the notations Mt = sup0≤s≤t{X1s} and Vt = (Mt, Xt) ∈ Rd+1.
2
Theorem 1.1 Let B and A satisfy Assumptions (2) and (3). Let the initial ondition V0 be a
random variable taking its values in {x ∈ Rd+1, x1 = x2}. Let Φ ∈ C2b (Rd+1,R), suh that supp Φ is
inluded in the interior of ∆. Then
(5) E[Φ(Vt)− Φ(V0)] = E
[∫ t
0
L(Φ)(Vs)ds
]
.
Aording to [9℄, for all t > 0, the proess Vt law admits a density pV (.; t) with respet to Lebesgue's
measure.
Corollary 1.2 Let B and A satisfy Assumptions (2) and (3). Then the density pV (., .; t) is a weak
solution on the interior of ∆ of the PDE
∂tpV (.; t) = L∗pV (.; t)
where L∗ is the adjoint operator of L.
The proof of Corollary 1.2 is a standard onsequene of some integration by parts.
In one-dimensional ase, we an deal with the boundary onditions.
Theorem 1.3 Let B ∈ C1b (R), let A ∈ C2b (R) satisfy Assumption (3) and let Φ ∈ C2b (R2,R). Let
pV (., .; t) be the law density of the pair Vt = (Mt, Xt) and pM(., t) be the one of Mt:
E[Φ(Vt)]− Φ(V0) = E[
∫ t
0
[LΦ(Vs)] ds(6)
+
1
2
∫ t
0
E[∂1Φ(Ms,Ms))A
2(Ms)
pV (Ms,Ms; s)
pM(Ms; s)
]ds.
Remark 1.4 This result is to be ompared to Theorem 2.1 and Proposition 4.4 in [8℄.
1.1 Proof of Theorem 1.1
Let Φ ∈ C2b (Rd+1). Before applying It formula to t→ Φ(Vt), one remarks that the omponentMt is
a non dereasing ontinuous proess, so it is a nite variation proess thus the brakets d〈X,M〉t = 0,
and d〈M〉t = 0. It's formula yields
Φ(Vt)− Φ(V0) =
∫ t
0
∂Φ
∂x
(Ms, Xs)A(Xs)dWs +
∫ t
0
∂Φ
∂m
(Vs)dMs +
∫ t
0
LΦ(Vs)ds
where L is the innitesimal generator of diusion proess X. The rst term on the right hand side
above is a martingale so its expetation is equal to 0. So
(7) E[Φ(Vt)− Φ(V0)] = E[
∫ t
0
LΦ(Vs)ds] + E[
∫ t
0
∂Φ
∂m
(Vs)dMs].
Now the deal is to look at
E[
∫ t
0
∂Φ
∂m
(Vs)dMs].
Namely, without lost of generality, we look at E[
∫ t
0
Ψ(Vs)dMs] where Ψ ∈ C1b (Rd+1).
The key result is the following proposition, proved below, Setion 2:
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Proposition 1.5 Let B and A satisfy Assumptions (2) and (3). Let Ψ ∈ C1b (Rd+1,R). Denote
‖A1(x)‖2 =∑dj=1A1j(x)2 and XMt := (Mt, X2t , ..., Xdt ) then:
(i) for all T > 0 there exists a onstant C > 0, (depending on ‖A‖∞, ‖B‖∞, ‖∇A‖∞, ‖Ψ‖∞,‖∇Ψ‖∞ and T ) suh that ∀t ∈ [0, T ], h ∈ [0, 1],
(8)
∣∣∣∣∣E[
∫ t+h
t
Ψ(Vs)dMs]− 2
√
hE[Ψ(Mt, X
M
t )‖A1.(Xt)‖H(
Mt −X1t√
h‖A1.(Xt)‖
)]
∣∣∣∣∣ ≤ C‖Ψ‖C1bh,
(ii) for all t > 0, h ∈ [0, 1],∣∣∣∣E[
∫ t+h
t
Ψ(Vs)dMs]− 2
√
hE[Ψ(Mt, X
M
t )‖A1(Xt)‖H(
Mt −X1t√
h‖A1(Xt)‖
)]
∣∣∣∣ = o(h),
where using the standard Gaussian distribution funtion ΦG :
H(B) :=
∫ ∞
B
1√
2pi
(y −B)e− y
2
2 dy =
e−
B2
2√
2pi
− BΦG(−B).(9)
To onlude Theorem 1.1 proof, let Φ be a funtion with support inluded in the interior of∆, then
using Proposition 1.5 withΨ = ∂1Φ, the seond term of (8) left hand inludingΨ(Mt,Mt, X
2
t , · · · , Xdt )
is nul, so this left hand satises
|E[
∫ t+h
t
∂1Φ(Vs)dMs]| ≤ C‖∂1Φ‖∞h.
Then the appliation t→ E[∫ t
0
∂1Φ(Vs)dMs] is Lipshitz and, using Proposition 1.5 (ii), its derivative
is null almost everywhere. So, sine Ψ = ∂1Φ is nul on the diagonal of ∆, this ends the proof of
Theorem 1.1. •
2 Proof of Proposition 1.5, dimension d
Reall the notations XMt = (Mt, X
2
t , · · · , Xdt ), and Mt = sup0≤s≤tX1s . The proof of Proposition 1.5
is developped along this setion.
2.1 Control in rst step Euler sheme approximation
Here are provided some estimations of proesses X and M inrements expetation. Abusing of
notations, when there is no ambiguity, X denotes X1.
Depending on the assumptions, letK denote eithermax(‖A‖∞, ‖B‖∞) ormax(‖A‖∞, ‖B‖∞, ‖∇A‖∞),
let Cp be the Burkholder Davis Gundy inequality onstant.
Lemma 2.1 Let A and B be bounded; ∀h > 0, ∀t, ∀s, ∀p ≥ 1
E
(
sup
s≤h
‖Xt+s −Xt‖p
)
≤ 2p(1 + Cp)[hp + hp/2]Kp.
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Proof: Using (a + b)p ≤ 2p−1 [ap + bp] , a, b ≥ 0:
sup
s≤h
‖Xt+s −Xt‖p ≤ 2p−1
[
sup
u≤h
(
‖
∫ t+u
t
B(Xs)ds‖
)p
+ sup
u≤h
(
‖
∫ t+u
t
∑
α
Aα(Xs)dW
α
s ‖
)p]
.
The expetation then Burkholder Davis Gundy inequality imply
E(sup
s≤h
‖Xt+s −Xt‖p) ≤ 2p−1(1 + Cp)E
[(∫ t+h
t
‖B(Xs)‖ds
)p
+
(∫ t+h
t
‖A(Xs)‖2ds
)p/2]
.
Boundness of B and A yields E(sups≤t |Xt+s −Xt|p) ≤ 2p−1(1 + Cp)[hpKp + hp/2Kp]. •
Lemma 2.2 Let B and A satisfy Assumptions (2) and (3); the following bound is satised, ∀t ≤ T,
∀p≥ 1:
(10) E (|Mt+h −Mt|p) ≤ 2p
√
1 + C2p(h
p + hp/2)Kp ; E (|Mt+h −Mt|p) = o(hp/2).
Proof: One remarks that Mt+h − Mt =
(
X1t −Mt + sup0≤u≤h(X1t+u −X1t )
)
+
where (x)+ =
max(x, 0). For any a ≥ 0, (x− a)+ ≤ |x|1x>a thus
0 ≤ Mt+h −Mt ≤ | sup
0≤u≤h
(X1t+u −X1t )|1{sup0≤u≤h(X1t+u−X1t )>Mt−X1t }.
Cauhy-Shwartz inequality yields:
0 ≤ E ([Mt+h −Mt]p) ≤
√
E
(
| sup
0≤u≤h
(X1t+u −X1t )|2p
)
P({ sup
0≤u≤h
(X1t+u −X1t ) > Mt −X1t }).
Lemma 2.1 in ase 2p proves the bound (10) and that the almost sure limit
limh→0 sup0≤u≤h(X
1
u−X1t ) = 0. Aording to Theorem 1.1 [9℄ the pair (Mt, Xt) law admits a density,
thus P({Mt −X1t = 0}) = 0. So atually E ([Mt+h −Mt]p) is bounded by the produt of hp/2 and a
fator going to zero and it is an o(hp/2). •
For any t let the proess (Xt,h, h ∈ [t, T ]) and the running maximum of its rst omponent be
dened as:
Xt,h:=
∑
α
Aα(Xt)
[
W αt+h −W αt
]
, Mt,h := sup
0≤u≤h
X1t,u.(11)
Lemma 2.3 Under Assumptions (2) and (3), the following bound is satised: there exists a on-
stant Dp suh that ∀t ≤ T, ∀h ∈ (0, 1] :
E
(
sup
s≤h
‖Xs+t −Xt −Xt,s‖p
)
≤ 22p−1(1 + Cp)2Dphp.
Proof: By denition, with W˜u := Wt+u −Wt, u ≥ 0
Xs+t −Xt −Xt,s =
∫ s
0
B1(Xu+t)du+
∫ s
0
[
A1(Xu+t)− A1(Xt)
]
dW˜u.
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Using one again (a + b)p ≤ 2p−1(ap + bp), a, b ≥ 0,
sup
s≤h
‖Xs+t −Xt −Xt,s‖ ≤ 2p−1
[(∫ h
0
‖B1(Xu+t)‖du
)p
+ sup
s≤h
∥∥∥∥
∫ h
0
[
A1(Xu+t)− A1(Xt)
]
dW˜u
∥∥∥∥
p
]
.
Expetation and Burkholder Davis Gundy inequality prove:
E
(
sup
s≤h
‖Xs+t −Xt −Xt,s‖p
)
≤ 2p−1(1 + Cp)

E
(∫ h
0
‖B1(Xu+t)‖du
)p
+ E
∣∣∣∣∣
∫ h
0
‖A1(Xu+t)−A1(Xt)‖2du
∣∣∣∣∣
p/2

 .
The rst term above is bounded by Kphp sine B is bounded. Assumption A ∈ C1b and Jensen's
inequality imply the seond term is bounded by
Kphp/2−1
∫ h
0
E‖Xu+t −Xt‖pdu thus
E
(
sup
s≤h
‖Xs+t −Xt −Xt,s‖p
)
≤ 2p−1(1 + Cp)Kphp/2−1
[
hp/2+1 +
∫ h
0
E‖Xu+t −Xt‖pdu
]
.
Lemma 2.1 allows to uniformly bound E‖Xu+t −Xt‖p ≤ 2p(1 + Cp)[hp + hp/2]Kp so
E
(
sup
s≤h
‖Xs+t −Xt −Xt,s‖p
)
≤ 2p−1(1 + Cp)Kphp
[
1 + 2pKp(1 + Cp)[1 + h
p/2]
]
.
•
Lemma 2.4 Under Assumptions (2) and (3)
(i) sup
0≤t≤T ; 0≤h≤1
h−1E
(∣∣∣Mt+h −Mt − (Mt,h −Mt +X1t )+
∣∣∣) <∞,
(ii) lim
h→0
h−1E
(∣∣∣Mt+h −Mt − (Mt,h −Mt +X1t )+
∣∣∣) = 0.
Proof: Considering that Mt+h −Mt =
(
sup0≤u≤h(X
1
u+t −X1t )−Mt +X1t
)
+
and that for all a ∈ R
∣∣(x− a)+ − (y − a)+∣∣ ≤ |x− y| [1{x>a} + 1{y>a}] ,(12)
yields ∣∣∣Mt+h −Mt − (Mt,h −Mt +X1t )+
∣∣∣ ≤∣∣∣∣ sup
0≤u≤h
(X1u+t −X1t )−Mt,h
∣∣∣∣ [1{sup0≤u≤h(X1u+t−X1t )>Mt−X1t } + 1{Mt,h>Mt−X1t }
]
.
Let f and g be funtions on [0, T ], ∀s ∈ [0, T ],
f(s)− sup
u≤T
g(u) ≤ f(s)− g(s) ≤ |f(s)− g(s)| ≤ sup
v≤T
|f(v)− g(v)|,
so sup
s≤T
f(s)− sup
u≤T
g(u) ≤ sup
v≤T
|f(v)− g(v)|.
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Here the role of f and g are symmetrial so sups≤T g(s)− supu≤T f(u)
≤ supv≤T |f(v)− g(v)|, and
∣∣sups≤T g(s)− supu≤T f(u)∣∣ ≤ supv≤T |f(v)− g(v)|.
This is applied to the funtions u→ X1u+t−Xt1 and u→ X1t,u:∣∣∣Mt+h −Mt − (Mt,h −Mt +X1t )+
∣∣∣ ≤
sup
u≤h
∣∣X1u+t −X1t −X1t,u∣∣ [1{sup0≤u≤h(X1u+t−X1t )>Mt−X1t } + 1{Mt,h>Mt−X1t }
]
.
Cauhy Shwartz inequality and (a+ b)2 ≤ 2(a2 + b2) get
E
(∣∣∣Mt+h −Mt − (Mt,h −Mt +X1t )+
∣∣∣)
≤
√
2E
(
sup
u≤h
∣∣X1u+t −X1t −X1t,u∣∣2
)(
P{ sup
0≤u≤h
(X1u+t −X1t ) > Mt −X1t }+ P{Mt,h > Mt −X1t }
)
.
Lemma 2.3 with p = 2 insures that h 7→ h−1
√
2E
(
supu≤h
∣∣X1u+t −X1t −X1t,u∣∣2) is uniformly
bounded in t. Conerning the seond fator,
• rstly the almost sure ontinuity with respet to h insures that the limits
limh→0 sup0≤u≤h(X
1
u+t −X1t ) and limh→0Mt,h are equal to 0;
• seondly the pair (Mt, Xt) law admits a density aording to Theorem 1.1 [9℄ P{0 =Mt−X1t } = 0.
Thus the limit of the seond fator is equal to 0.
This onludes the proof of the lemma. •
2.2 Conditional expetation and approximation
Here too X atually denotes the rst omponent X1. Here, from (Ft := σ{X0, Ws, s ≤ t}, t ≥ 0),
we dedue the ompleted àd ltration F.
Proposition 2.5 Under Assumptions (2) and (3), with H dened in (9):
E
[
(Ms,h −Ms +X1s )+|Fs
]
= 2‖A1(Xs)‖
√
hH
(
Ms −X1s
‖A1(Xs)‖
√
h
)
.
Proof: Reall Denition (11),
Xt,h =
d∑
j=1
Aj(Xt)[W
j
t+h −W jt ], Mt,h = sup
0≤u≤t
X1t,h, h ∈ [0, 1].
Conditionally to Ft, the proess (X1t,h, h ∈ [0, 1]) has the same law as (
√
h‖A1(Xt)‖W˜u, u ∈ [0, 1])
where W˜ is a Brownian motion independent of Ft. Conditionally to Ft, the random variable Mt,h
has the same law as
√
h‖A1(Xt)‖ supu≤1 W˜u.
7
Following [17℄ Setion 3.1.3, supu≤1 W˜u has the same law as |G| where G is a standard Gaussian
variable (independent of Ft), with law density Φ′G(z) = 2√2pie−
z2
2 1[0,+∞[(z). Then,
E
[
(Mt,h − (Mt −X1t ))+|Ft
]
=
∫ ∞
0
(
‖A1.(Xt)‖
√
hz − (Mt −X1t )
)
+
2√
2pi
e−
z2
2 dz
= 2‖A1(Xt)‖
√
hH(
Mt −X1t√
h‖A1(Xt)‖
).
•
Proposition 2.6 Under Assumptions (2) and (3), let Ψ ∈ C1b (Rd+1), XMt := (Mt, X2t , ...., Xdt ).
(i) For all T > 0 there exists a onstant C suh that for all t ∈ [0, T ], h ∈ [0, 1].∣∣∣∣E
([
Ψ(Vt)−Ψ(Mt, XMt )
] ‖A1(Xt)‖√hH( Mt −X1t√
h‖A1(Xt)‖
)
)∣∣∣∣ ≤ C‖∇Ψ‖∞h.
(ii) For all t > 0,∣∣∣∣E
([
Ψ(Vt)−Ψ(Mt, XMt )
] ‖A1(Xt)‖√hH( Mt −X1t√
h‖A1(Xt)‖
)
)]
= o(h).
Proof: Using the fat Ψ ∈ C1b∣∣∣∣E
([
Ψ(Vt)−Ψ(Mt, XMt )
] ‖A1(Xt)‖√hH( Mt −X1t√
h‖A1.(Xt)‖
)
)∣∣∣∣ ≤ ‖∇Ψ‖∞hE
(
Mt −X1t√
h‖A1.(Xt)‖
‖A1.(Xt)‖2H( Mt −X
1
t√
h‖A1.(Xt)‖
)
)
.
Point i) follows from the fats that A is bounded and the map u 7→ uH(u) is bounded by c on
[0,+∞[ aording to Remark 3.1 :∣∣∣∣E
([
Ψ(Vt)−Ψ(Mt, XMt )
] ‖A1.(Xt)‖√hH( Mt −X1t√
h‖A1.(Xt)‖
)
)∣∣∣∣ ≤ ‖∇Ψ‖∞‖A1.‖2∞ch.
Point ii) is a onsequene of Lebesgue dominated Theorem. Indeed, limu→∞ uH(u) = 0. Moreover
when h → 0 Mt−X1t√
h‖A1.(Xt)‖ → ∞ on {Mt − X
1
t 6= 0} and P{Mt − X1t 6= 0} = 1 sine Mt − X1t law is
absolutely ontinuous (see Theorem 1.1 [9℄). Then
Mt−X1t√
h‖A1.(Xt)‖‖A
1.(Xt)‖2H( Mt−X
1
t√
h‖A1.(Xt)‖) is uniformly
bounded (as A and uH(u) are) and almost surely goes to 0 when h → 0. So dominated Lebesgue
theorem onludes the proof of (ii). •
2.3 Conlusion of Proposition 1.5 proof
The key of this proof is to write
E
[∫ t+h
t
Ψ(Vs)dMs
]
− 2
√
hE
[
Ψ(Mt, X
M
t )‖A1(Xt)‖H(
Mt −X1t√
h‖A1(Xt)‖
)
]
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as the sum of three terms
E[
∫ t+h
t
(Ψ(Vs)−Ψ(Vt))dMs] +
E
[
Ψ(Vt)(Mt+h −Mt − (Mt,h −Mt +X1t )+)
]
+
E[(Ψ(Vt)(Mt,h −Mt +X1t )+ − 2
√
hΨ(Mt, X
M
t )‖A1(Xt)‖H(
Mt −X1t√
h‖A1(Xt)‖
)].
(a) Sine ∇Ψ is bounded, and proess M is inreasing, the rst term is bounded
E[
∫ t+h
t
(Ψ(Vs)−Ψ(Vt))dMs] ≤ ‖∇Ψ‖∞E[ sup
t≤s≤t+h
|‖Vs − Vt‖(Mt+h −Mt)].
Using Cauhy-Shwarz inequality
E[ sup
t≤s≤t+h
‖Vs − Vt‖(Mt+h −Mt)] ≤ (E[ sup
t≤s≤t+h
‖Vs − Vt‖]2)1/2(E[(Mt+h −Mt)2])1/2.
Remark that ‖Vs − Vt‖2 = (Ms −Mt)2 + ‖Xs −Xt‖2 and using (a+ b)2 ≤ 2(a2 + b2)√
1
2
E[ sup
t≤s≤t+h
‖Vs − Vt‖(Mt+h −Mt)] ≤
√
E[(Mt+h −Mt)2] + E[ sup
t≤s≤t+h
‖Xs −Xt‖]2]
√
E[(Mt+h −Mt)2]
Lemmas 2.1 and 2.2 yield this term is an O(h) uniformly with respet to t and an o(h) for all t.
(b) Using boundedness of Ψ and Lemma 2.4 there exists a onstant C
E[Ψ(Vt)[Mt+h −Mt − (Mt,h −Mt +X1t )+]] ≤ Ch
and
limh−1E[Ψ(Vt)[Mt+h −Mt − (Mt,h −Mt +X1t )+]] = 0.
() Here we use Proposition 2.5 to replae the fator (Mt,h−Mt+X1t )+ by its Ft-onditional expe-
tation , so in the third term we have to deal with
E
[
(Ψ(Vt)−Ψ(Mt, XMt ))2‖A1(Xs)‖
√
hH
(
Ms −X1s
‖A1(Xs)‖
√
h
)]
Proposition 2.6 (i) and the boundness of ∇Ψ yield there exists a onstant C:
E
[
(Ψ(Vt)−Ψ(Mt, XMt ))2‖A1(Xs)‖
√
hH
(
Ms −X1s
‖A1(Xs)‖
√
h
)]
≤ Ch.
Proposition 2.6 (ii) proves that for t > 0 this is an o(h). •
3 Proofs of one-dimensional results
Here we rst operate a Lamperti transformation to redue our ase to the one with A = 1. In this
ase, we show that, for Ψ ∈ C1b the map t 7→ E(
∫ t
0
Ψ(Ms, Xs)dMs) is absolutely ontinuous with
respet to the Lebesgue measure on |0, T ] with density denoted as fΨ. From Proposition 1.5,
fΨ(t) = lim
h→0
2E
(
Ψ(Mt,Mt)
1√
h
H(
Mt −Xt√
h
)
)
.
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Using the ontinuity of pV lose to the diagonal {(m,m), m > x0} (Proposition 3.8), Theorem
3.7 proves that
fΨ(t) =
1
2
∫ +∞
x0
Ψ(m,m)pV (m,m; t)dm.
Finally, we will onlude with the proof of Proposition 3.9 whih is the key for the proof of Theorem
1.3.
The following remark is often used:
Remark 3.1 Let us remark that the denition (9) proves the bound 0 ≤ H(B) ≤ e−
B2
2√
2pi
,
∫∞
0
H(u)du =
1/4 and BH(B) = 1√
2pi
Be−
B2
2 − B2ΦG(−B). Thus there exists c > 0 suh that BH(B) ≤ c for any
B ∈ R+ sine BH(B)→ 0 when B →∞.
Along this setion Assumptions (2) and (3) are in fore and the initial law µ0 is the Dira one at x0.
3.1 Redution to a Brownian plus drift
A Lamperti transformation allows us to redue the problem to the ase of a diusion proess with
additive noise. A priori dXt = B(Xt)dt+A(Xt)dWt. We look for an inreasing funtion ϕ ∈ C2b suh
that the oeient of dW would be 1. It formula yields
dϕ(Xt) = ϕ
′(Xt)B(Xt)dt+
1
2
ϕ”(Xt)A
2(Xt)dt+ ϕ
′(Xt)A(Xt)dWt, ϕ(X0) = ϕ(x0).
A suient ondition is to hoose ϕ suh that ϕ′ = 1
A
. As is A, ϕ′ is bounded above and below
uniformly. Then Y = ϕ(X) satises
(13) dYt =
[
B
A
◦ ϕ−1(Yt)− 1
2
A′ ◦ ϕ−1(Yt)
]
dt+ dWt.
Remark that B˜ = B
A
◦ ϕ−1 − 1
2
A′ ◦ ϕ−1 ∈ C1b as a onsequene of B ∈ C1b , A ∈ C2b . Moreover ϕ′
being positive, ϕ is inreasing and Y ∗t = sup0≤s≤t Ys = ϕ(Mt). From Theorem 1.1 in [9℄, the law of
the pair (Y ∗t , Yt) admits a density with respet to the Lebesgue measure.
Lemma 3.2 The density law of (Mt, Xt) pV (., .; t) satises
pV (b, a; t) =
pY ∗,Y (ϕ(b), ϕ(a); t)
A(b)A(a)
where ϕ is dened by ϕ′(x) = 1
A(x)
and pY ∗,Y (., ., t) is the pair (Y
∗
t , Yt) law density.
Proof: It is enough to identify the density law of the pair Vt = (Mt, Xt) using, for any bounded
measurable F , the following
E[F (Mt, Xt)] = E[F (ϕ
−1(Y ∗t ), ϕ
−1(Yt))] =
∫
F (ϕ−1(β), ϕ−1(α))pY ∗,Y (β, α; t)dβdα.
We operate the hange of variables b = ϕ−1(β), a = ϕ−1(α), so dβ = ϕ′(b)db = 1
A(b)
db and dα =
ϕ′(a)da = 1
A(a)
da get the result. •
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Proposition 3.3 Assume that Theorem 1.3 is proved in ase A = 1, B˜ = B
A
◦ϕ−1− 1
2
A′ ◦ϕ−1. Then
Theorem 1.3 is proved: for any Φ ∈ C2b (R2,R) :
E[Φ(Vt)] = Φ(V0) + E[
∫ t
0
[
B(Xs)∂2Φ(Vs) +
1
2
A2(Xs)∂
2
22Φ(Vs)
]
ds
+
1
2
∫ t
0
E[∂1Φ(Ms,Ms))A
2(Ms)
pV (Ms,Ms; s)
pM(Ms, s)
]ds
where pV (m, x; t) is the pair Vt = (Mt, Xt) law density and pM(., t) is the one of Mt.
Proof: We apply Theorem 1.3 to (Y ∗t , Yt) and F (β, α) = Φ(ϕ
−1(β), ϕ−1(α)); sine ϕ′ > 0, then ϕ
is inreasing, ϕ(X∗t ) = Y
∗
t and Φ(Vt) = F (Y
∗
t , Yt). Note ϕ
′ = A−1 so
∂2F (β, α) = ∂2Φ(ϕ
−1(β), ϕ−1(α))
1
ϕ′(ϕ−1(α))
= ∂2Φ(ϕ
−1(β), ϕ−1(α))A(ϕ−1(α)),
∂222F (β, α) = ∂
2
22Φ(ϕ
−1(β), ϕ−1(α))A2(ϕ−1(α)) + ∂2Φ(ϕ
−1(β), ϕ−1(α))(AA′)(ϕ−1(α)),
so using B˜ = B
A
ϕ−1 − 1
2
A′ ◦ ϕ−1
B˜(α)∂2F (β, α) +
1
2
∂222F (β, α) = B(ϕ
−1(α))∂2Φ(ϕ
−1(β), ϕ−1(α)) +
1
2
A2(ϕ−1(α))∂222Φ(ϕ
−1(β), ϕ−1(α)).
Then,∫ t
0
E
[
B˜(Ys)∂2F (Y
∗
s , Ys) +
1
2
∂222F (Y
∗
s , Ys)
]
ds = E[
∫ t
0
[
B(Xs)∂2Φ(Vs) +
1
2
A2(Xs)∂
2
22Φ(Vs)
]
ds.
Note that
∂1F (β, α) = ∂1Φ(ϕ
−1(β), ϕ−1(α))
1
ϕ′(ϕ−1(β))
= ∂1Φ(ϕ
−1(β), ϕ−1(α))A(ϕ−1(β))
thus∫ t
0
E[∂1F (Y
∗
s , Y
∗
s )
pY ∗,Y (Y
∗
s , Y
∗
s , s)
pY ∗(Y ∗s , s)
]ds =
∫ t
0
∫
R
∂1Φ(ϕ
−1(β), ϕ−1(β))A(ϕ−1(β))pY ∗,Y (β, β, s)dβds.
We perform the hange of variable b = ϕ−1(β)∫ t
0
E[∂1F (Y
∗
s , Y
∗
s )
pY ∗,Y (Y
∗
s , Y
∗
s , s)
pY ∗(Y ∗s , s)
]ds =
∫ t
0
∫
R
∂1Φ(b, b)pY ∗,Y (ϕ(b), ϕ(b), s)dbds.
We use Lemma 3.2 whih tells us pY ∗,Y (ϕ(b), ϕ(b), s) = pV (b, b; s)A
2(b):∫ t
0
E[∂1F (Y
∗
s , Y
∗
s ))A(Y
∗
s )
pY ∗,Y (Y
∗
s , Y
∗
s , s)
pY ∗(Y ∗s , s)
]ds =
∫ t
0
∫
R
∂1Φ(b, b)A
2(b)pV (b, b, s)dbds
and nally∫ t
0
E[∂1F (Y
∗
s , Y
∗
s ))A(Y
∗
s )
pY ∗,Y (Y
∗
s , Y
∗
s , s)
pY ∗(Y ∗s , s)
]ds =
∫ t
0
E[∂1Φ(Ms,Ms))A
2(Ms)
pV (Ms,Ms; s)
pM(Ms, s)
]ds
•
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3.2 Study of FΨ : t→ E[
∫ t
0 Ψ(Vs)dMs], ase A = 1
From now on, without lost of generality, we look at E[
∫ t
0
Ψ(Vs)dMs] where Ψ ∈ C1b . In several
plaes we operate an equivalent hange of probability measure, Q = LTP with
dLt = −LtB(Xt)dWt, Lt = exp[
∫ t
0
−B(Xs)dWs − 1
2
∫ t
0
B2(Xs)ds](14)
so using dWs = dXs −B(Xs)ds,
Lt = exp[
∫ t
0
−B(Xs)(dXs −B(Xs)ds)− 1
2
∫ t
0
B2(Xs)ds] = exp[
∫ t
0
−B(Xs)dXs + 1
2
∫ t
0
B2(Xs)ds]
and
Zt = L
−1
t = exp[
∫ t
0
B(Xs)dXs − 1
2
∫ t
0
B2(Xs)ds].
Let the funtion B : x → ∫ x
0
B(u)du. Ito formula applied to the proess B(X.) yields B(Xt) =
B(x0) +
∫ t
0
B(Xs)dXs +
1
2
∫ t
0
B′(Xs)ds so
∫ t
0
B(Xs)dXs = B(Xt)− B(x0)− 12
∫ t
0
B′(Xs)ds and
Zt = exp[B(Xt)− B(x0)−1
2
∫ t
0
[B′(Xs) +B2(Xs])ds],(15)
whih ould be written as
Zt = exp[B(Xt)− B(x0)]
(
1−1
2
∫ t
0
[B′(Xs) +B2(Xs]) exp−1
2
∫ s
0
(B′(Xu) +B2(Xu)du|ds
)
(16)
Proposition 3.4 Let B ∈ C1b (R) and A = 1, let Ψ be a Borel bounded funtion, then the appliation
t→ E[∫ t
0
Ψ(Vs)dMs] is absolutely ontinuous on all nite interval in R
+.
Proof:
(i) Using Criterion 11.7 p. 364 [27℄ sine
∣∣∣E[∫ ba Ψ(Vs)dMs]∣∣∣ ≤ ‖Ψ‖∞E[Mb −Ma], it is enough to
prove the result in ase of Ψ = 1, meaning the study of t→ E[Mt].
We operate the equivalent hange of probability measure, Q = LTP, dened in (14) so that under
Q the proess X − x0 is a Brownian motion and (with an abuse of notation in the last term)
EP[Mt] = EQ[L
−1
t Mt] = EP(Zt(x0 +W
∗
t )) = x0 + EP(ZtW
∗
t ).(17)
Reall the density of the pair (W ∗t ,Wt) in ase of Brownian motion [17℄ Setion 3.2:
(18) pW (b, a; t) = 2
2b− a√
2pit3
exp−(2b− a)
2
2t
1b>sup(a,0).
Lemma 3.5 Let B ∈ C1b (R) and A = 1. For all T > 0 there exists a onstant CT suh that for all
a, b, 0 < a < b ≤ T, c > 0,
(19) EP[Mb −Ma] ≤ CT
[∫ b
a
EP
[
c2cosh(cWs)W
∗
s
]
ds+
∫ b
a
EP
[
cosh(cWs)
pW (Ws,Ws; s)
gW (Ws; s)
]
ds
]
where pW is introdued in (18) and gW (., s) is the density of the law of Ws.
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As a orollary, for any t ∈ [0, T ], Mt ∈ L1.
Proof: We bound L−1t = Zt dened in (15): Firstly, B and B
′
are bounded, and by denition
|B(x+ x0)− B(x0)| = |
∫ x+x0
x0
B(u)du| ≤ ‖B‖|x|, so for any T ,
(20) Zt ≤ exp[‖B‖|Xt − x0|+ 1
2
‖B′‖T ],
thus Zt ≤ e 12‖B′‖T [exp(‖B‖(Xt − x0)) + exp(−‖B‖(Xt − x0))] = 2e 12‖B′‖T cosh(‖B‖(Xt − x0)). So
EP[Mb −Ma] = EQ[Zb(M∗b −M∗a )] ≤ 2e
1
2
‖B′‖TEP[cosh(‖B‖Wb)(W ∗b −W ∗a )]
(21)
≤ 2e 12‖B′‖T {EP[cosh(‖B‖Wb)W ∗b − cosch(‖B‖Wa)W ∗a ] + |EP[(cosh(‖B‖Wa)− cosch(‖B‖Wb))W ∗a ]|} .
(i) We introdue two sequenes of C2b positive funtions, fN and gN suh that fN (x) ↑ cosh(‖B‖x),
gN(x) ↑ x, fN”(x) ↑ ‖B‖2cosh(‖B‖x), g′N(x) ↑ 1, when N goes to innity. Aording to Theorem
2.1 [8℄ in ase of a null drift,
(22) EP [gN (W
∗
t )fN (Wt)] = gN(0)fN (0)+
1
2
∫ t
0
E [fN”(Ws)gN (W
∗
s )] ds+
1
2
∫ t
0
E
[
g′N (W
∗
s )fN (Ws)
pW (Ws,Ws; s
gW (Ws; s)
]
ds.
Both hands are monotonous with respet to N, so using Lebesgue's monotonous onvergene The-
orem, we get
(23) EP (cosh(‖B‖Wt)W ∗t ) =
1
2
∫ t
0
EP
[
‖B‖2cosh(‖B‖Ws)W ∗s
]
ds+
1
2
∫ t
0
EP
[
cosh(‖B‖Ws)pW (Ws,Ws; s
gW (Ws, s)
]
ds.
(ii) Using It formula and the fat that W ∗ is an inreasing proess
|EP[(cosh(‖B‖Wb)− cosch(‖B‖Wa))W ∗a ]| = EP[
‖B‖2
2
∫ b
a
cosh(‖B‖Ws)dsW ∗a ]
≤ ‖B‖
2
2
∫ b
a
EP[cosh(‖B‖Ws)W ∗s ]ds.(24)
Adding bounds (23) and (24) yields (19). •
To onlude Proposition 3.4 proof, we introdue the absolutely ontinuous funtion
f : x→
∫ x
a
E
[
c2cosh(cWs)W
∗
s + cosh(cWs)
pW (Ws,Ws; s)
gW (Ws, s)
]
ds.
Using the boundedness of the above integrand on interval [a, b], |f(x+ h)− f(x)| ≤ ∫ x+h
x
|f ′(u)|du.
Lemma 3.5 yielding EP[Mx+h −Mx] ≤ CT
∫ x+h
x
|f ′(u)|du, Criterion 11.7 p. 364 [27℄ onludes the
proof. •
Corollary 3.6 Sine the appliation FΨ : t→ E[
∫ t
0
Ψ(Vs)dMs] is absolutely ontinuous, there exists
a funtion fΨ suh that E[
∫ t
0
Ψ(Vs)dMs] =
∫ t
0
fΨ(s)ds.
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3.3 Computation of FΨ derivative, ase additive noise
Let now a drifted Brownian motion be dened as: dXt = B(Xt)dt+ dWt, t ∈ [0, T ], X0 = x0, where
B ∈ C1b (R). Let Ψ ∈ C1b (R2) and reall the funtion FΨ : t 7→ E
(∫ t
0
Ψ(Vs)dMs
)
. Using Corollary
3.6, this funtion FΨ is absolutely ontinuous with respet to Lebesgue measure, so it is almost surely
dierentiable with derivative denoted as fΨ. Atually fΨ = limh→0 TΨ(h, .) where
TΨ(h, t) :=
1
h
E
(∫ t+h
t
Ψ(Vs)dMs
)
.(25)
Theorem 3.7 Let the proess X be dened as dXt = B(Xt)dt + dWt, X0 = x0, with B ∈ C1b (R),
Mt = sup0≤s≤tXs and Ψ ∈ C1b (R). Then E[
∫ t
0
Ψ(Vs)dMs] =
∫ t
0
fΨ(s)ds where
fΨ(t) =
1
2
EP
[
Ψ(Mt,Mt)
pV (Mt,Mt; t)
pM(Mt, t)
]
.
The proof is a onsequene of the two following propositions. In ase of dimension 1 and A = 1, the
rst one is a diret onsequene of Proposition 1.5 (ii).
Proposition 3.8 Let A = 1, B ∈ C1b (R), Ψ ∈ C1b (R), then for any t suh that (TΨ(h, t))h onverges
when h→ 0,
fΨ(t) = lim
h→0
T 1Ψ(h, t) where T
1
Ψ(h, t) = 2E
(
Ψ(Mt,Mt)
1√
h
H
(
Mt −Xt√
h
))
where H(B) := 1√
2pi
e−
B2
2 − BΦG(−B) and ΦG is the standard Gaussian distribution funtion.
And the following is proved in Setion 3.4:
Proposition 3.9 We assume A = 1, B ∈ C1b (R) then ∀t > 0
(i) for all b > x0, a 7→ p(b, a; t) ∈ C0(]−∞, b]).
(ii) M > x1 > x0, (b, s) 7→ pV (b, b; s) ∈ L1([x1,M ]× [0, t], dbds).
(iii) (u, b) 7→ H(u) supa∈[b−u,b] pV (b, a; t) ∈ L1(R+ × R, dudb), H(u) = e
−u
2
2√
2pi
− uΦ(u).
We now an prove Theorem 3.7.
Proof of Theorem 3.7:
Aording to Proposition 3.8, for any t suh that (Tψ(h, t))h→0 onverges,
fΨ(t) = lim
h→0
T 1Ψ(h, t) where T
1
Ψ(h, t) = 2E
(
Ψ(Mt,Mt)
1√
h
H
(
Mt −Xt√
h
))
.
Using the density of the law of the pair (Mt, Xt)
T 1Ψ(h, t) = 2
∫
R2
Ψ(b, b)
1√
h
H(
b− a√
h
)pV (b, a; t)dbda.
We perform the hange of variable u = b−a√
h
, then
(26) T 1Ψ(h, t) = 2
∫
R2
Ψ(b, b)H(u)pV (b, b− u
√
h; t)dudb.
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Proposition 3.9 (i) (iii) allows to use Lebesgue dominated Theorem, let h go to 0:
fΨ(t) = 2
∫
R+×R
Ψ(b, b)H(u)pV (b, b; t)dudb.
From the denition of H (9)∫ ∞
0
2H(u)du = 2
∫ ∞
0
du
∫ ∞
u
(y − u)e
− y2
2√
2pi
dy =
1
2
;
and
fΨ(t) =
1
2
∫
R+
Ψ(b, b)pV (b, b; t)db =
1
2
EP
[
Ψ(Mt,Mt)
pV (Mt,Mt; t)
pM(Mt, t)
]
.
•
As a onlusion, Theorem 1.3 proof is ahieved with this proposition.
3.4 Proposition 3.9 proof
Aording to Theorem 1.1 of [9℄, if A = 1 and B is C1b for all t > 0, the joint law of the pair
Vt = (Mt, Xt) has a density pV . The aim of this setion is to speify the regularity of pV losed to
the set {(m,m), m > x0} and to prove Proposition 3.9. For sake of simpliity, we work in the ase
A = 1. We start with a global estimation on pV .
Lemma 3.10 Let A = 1 and B ∈ C1b and pW the density of (W ∗t ,Wt). For all t > 0 and all
(m, x) ∈ R2, m 6= x
pV (m, x; t) ≤ e[B(x)−B(x0)+CT ]pW (m− x0, x− x0; t) ≤ e[‖B‖||x−x0||+CT ]pW (m− x0, x− x0; t).(27)
where C = 1
2
supu∈R |B′(u) +B2(u)| and B(x) =
∫ x
0
B(u)du.
Proof: Let Q be the probability measure dened in (14) by dQ
dP |FT = LT . Then, under Q the law of
(Xt − x0)t≥0 is the one of Wt under P and using (15)
Zt ≤ eB(Xt)−B(x0)+CT .
Let F be a test funtion, namely non negative Borelian bounded. Then∫
F (m, x)pV (m, x; t)dmdx = EP(F (Mt, Xt)) = EQ(ZtF (Mt, Xt))
≤ EP[e[B(x0+Wt)−B(x0)+CT ]F (x0 +W ∗t , x0 +Wt))] =
∫
F (x0 +m, x0 + x)e
[B(x0+x)−B(x0)+CT ]pW (m, x; t)dmdx.
Then for all t > 0, for almost all (m, x),
pV (m, x; t) ≤ e[B(x)−B(x0)+CT ]pW (m− x0, x− x0; t).
Sine pW and pV are ontinuous on the open set {(m, x), m 6= x}, the estimation (27) is true for all
t > 0, m 6= x. •
The following proposition presents a deomposition of pV more tratable for our goal : the
regularity of pV lose to the diagonal {(m,m), m > x0}.
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Proposition 3.11 We assume A = 1, B ∈ C1b (R), reall B(x) =
∫ x
0
B(u)du, C := −1
2
B′−1
2
B2; pW
(18) denotes the density of the law of the pair Brownian motion-its running maximum. For all t > 0,
the density of the pair (Mt, Xt) satises
pV (b, a; t) =
3∑
i=1
piV (b, a, t),
where
p1V (b, a, t) := e
B(a)−B(x0)pW (b− x0, a− x0; t)
p2V (b, a, t) :=
∫ t
0
EP
[C(Xs)eB(a)−B(Xs)1{Ms≤b}pW (b−Xs, a−Xs; t− s)] ds
p3V (b, a, t) := 1{b>a}
∫ t
0
∫ b
−∞
C(x)eB(a)−B(x)pV (b, x; s)
∫ b−x
(a−x)+
2
2β − a+ x√
2pi(t− s)3 e
− (2β−a+x)2
2(t−s) dβdxds,
or
1{b>a}
∫ t
0
∫ b
−∞
C(x)eB(a)−B(x)pV (b, x; s)e
− (a−x)2
2(t−s) − e− (2b−a−x)
2
2(t−s)√
2pi(t− s) dxds.
Proof :
(i) Let F be a positive funtion, remark that
EP[F (Mt, Xt)] = EQ[ZtF (Mt, Xt)]
and that under Q, X − x0 is a Brownian motion. Reall that Z (16) ould be expressed as
Zt = exp(B(Xt)− B(x0)) +
∫ t
0
C(Xs)eB(Xt)−B(Xs)Zsds(28)
Then
EP[F (Mt, Xt)] = EQ
[(
exp(B(Xt)− B(x0)) +
∫ t
0
C(Xs)ZseB(Xt)−B(Xs)ds
)
F (Mt, Xt))
]
.
(ii) Using for s ≤ t Xt = Xs + Xt − Xs and Mt = sup(Ms, Xs + sup0≤u≤t−sXu+s − Xs) and the
independene under Q of X.+s −Xs and Fs,
(29) EP[F (Mt, Xt)] =
∫
R2
F (b, a) exp(B(a)− B(x0))pW (b− x0, a− x0; t)dbda+
∫ t
0
∫
R2
EQ[exp(B(Xs + α))C(Xs))Zse−B(Xs)F (sup(Ms, Xs + β), Xs + α)]pW (β, α; t− s)dβdαds.
Under probability measure P = Zs.Q this last term is the integral on [0, t]× R2 of
EP[exp(B(Xs + α)− B(Xs))C(Xs)F (sup(Ms, Xs + β), Xs + α)]pW (β, α; t− s).
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Thus the expetation EP[F (Mt, Xt)] satises
EP[F (Mt, Xt)] =
∫
R2
F (b, a) exp(B(a)− B(x0))pW (b− x0, a− x0; t)dbda+
∫ t
0
∫
R2
EP[e
B(Xs+α)−B(Xs)C(Xs)F (sup(Ms, Xs + β), Xs + α)]pW (β, α; t− s)dβdαds.
(iii) We split the seond term aording to the subset {Ms ≤ Xs + β} and its omplement:
I1 =
∫ t
0
∫
R2
EP[e
B(Xs+α)−B(Xs)C(Xs)F (Xs + β,Xs + α)1{Ms≤Xs+β}]pW (β, α; t− s)dβdαds,
I2 =
∫ t
0
∫
R2
EP[e
B(Xs+α)−B(Xs)C(Xs)F (Ms, Xs + α)1{Ms>Xs+β}]pW (β, α; t− s)dβdαds.
In the rst term I1, we perform the hange of variable b = Xs + β, a = Xs + α, so
(30) I1 =
∫ t
0
∫
R2
EP[e
B(a)−B(Xs)C(Xs)F (b, a)1{Ms≤b}pW (b−Xs, a−Xs; t− s)]dbdads.
Conerning I2, using pV (., .; t) the density of the law under P of the pair (Ms, Xs),
I2 =
∫ t
0
∫
R4
eB(x+α)−B(x)C(x)F (m, x+ α)1{m>x+β}pV (m, x; s)pW (β, α; t− s)dβdαdmdxds.
We operate the hange of variable b = m, a = x+ α, so
I2 =
∫ t
0
∫
R4
eB(a)−B(x)C(x)F (b, a)1{b>x+β}pV (b, x; s)pW (β, a− x; t− s)dβdbdadxds.
Using the expression of pW (18), and the onstraints β > 0, β > a− x, β < b− x,
pW (β, a− x; t− s) = 2 2β − a+ x√
2pi(t− s)3 e
− (2β−a+x)2
2(t−s) 1{β>0,β>a},
(31) I2 =
∫ t
0
∫
R3
eB(a)−B(x)C(x)F (b, a)
∫ b−x
(a−x)+
2
2β − a+ x√
2pi(t− s)3 e
− (2β−a+x)2
2(t−s) dβpV (b, x; s)dbdadxds.
Gathering (29), (30), (31) and using Tonelli Theorem, we get the result. •
To prove Proposition 3.9, we rstly prove some useful results for the Brownian motion.
Lemma 3.12 Let Cθ := supx>0 (
x√
t
)θe−
x2
4t . For all b > 0, t > 0, ε ≥ 0, α > 0
(i)
sup
a∈]−∞,b]
pW (b, a; t) ≤ C1+ε√
2pit1−εbε
e−
b2
4t .(32)
(ii) (b, t) 7→ supa<b eα|a|pW (b, a; t) ∈ L1(R+ × [0, T ], dbdt).
(iii) For all t ∈ [0, T ] (u, b) 7→ H(u) supa∈[b−u,b] eα|a|pW (b, a; t) ∈ L1(R+ × R+, dudb).
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Proof: Reall pW (b, a; t) = 2
(2b−a)√
2pit3
e−
(2b−a)2
2t 1{b>max(a,0)}.
(i) For any (b, a) suh that b > max(a, 0), ∀ε ≥ 0,
pW (b, a; t) ≤ C1√
2pit
e
−(2b−a)2
4t 1{b>max(a,0)}, and pW (b, a; t) ≤ C1+ε√
2pit1−ε
(2b− a)−εe−(2b−a)
2
4t
For a ∈]−∞, b], 2b− a = b+ b− a≥ b > 0 and
sup
a∈]−∞,b]
pW (b, a; t) ≤ C1√
2pit
e−
b2
4t , sup
a∈]−∞,b]
pW (b, a; t) ≤ C1+ε√
2pit1−εbε
e−
b2
4t
whih is exatly (i).
(ii) Note that∫ T
0
∫ ∞
0
eαb
1√
2pit
e−
b2
4t dbdt ≤
∫ T
0
∫ ∞
−∞
eαb
1√
2pit
e−
b2
4t dbdt =
∫ T
0
e4tα
2
√
t
dt <∞.(33)
Then, (33) and (32) with ε = 0, yield (ii).
(iii) Sine for all u > 0, 0 ≤ H(u) ≤ e−
u2
2√
2pi
(Remark 3.1) (iii) is a onsequene of (32) and (33). •
Proof of Proposition 3.9: Reall Lemma 3.10 with c = ‖B‖:
pV (b, a; t) ≤ e[c|a−x0|+CT ]pW (b− x0, a− x0; t).
(ii) and (iii): Using Lemma 3.12 (ii) and (iii) with α = ‖B‖, pV satises points (ii) and (iii). Moreover
remark that, by denition, p3V (b, b; t) = 0.
(i) Aording to Proposition 3.11, we reall the deomposition of pV in the sum of three terms
piV (b, a; t), i = 1, 2, 3 :
p1V (b, a, t) = e
B(a)−B(x0)pW (b− x0, a− x0; t)
p2V (b, a, t) =
∫ t
0
EP
[C(Xs)eB(a)−B(Xs)1{Ms≤b}pW (b−Xs, a−Xs; t− s)] ds
p3V (b, a, t) = 1{b>a}
∫ t
0
∫ b
−∞
C(x)eB(a)−B(x)pV (b, x; s)

e− (a−x)
2
2(t−s) − e− (2b−a−x)
2
2(t−s)√
2pi(t− s)

dxds.
The deal is now to prove Item (i) of Proposition 3.9 respetively for piV i = 1, 2, 3 instead of pV .
(1) Case of p1V : Let b and t be xed. Sine B is ‖B‖∞ Lipshitz ontinuous and a 7→ pW (b, a; t)
dened in (18) is ontinuous on ]−∞, b] then ∀t > 0, b > x0, a→ p1V (b, a, t) is ontinuous and
lim
a→b,a<b
p1V (b, a, t) = p
1
V (b, b, t).
(2) Case of p2V , using the hange of probability it ould be written as
p2V (b, a, t) =
∫ t
0
EQ
[
ZsC(Xs)eB(a)−B(Xs)1{Ms≤b}pW (b−Xs, a−Xs; t− s)
]
ds
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where X − x0 is now a Brownian motion. Sine a 7→ pW (, a; t) is ontinuous, then the integrand is
also ontinuous with respet to a. It remains to bound this integrand.
Remark that using (15) and C(x) ≤ 1
2
‖B′‖,
Zse
B(a)−B(Xs) = exp(
∫ s
0
C(Xu)du+ B(a)− B(x0)) ≤ e‖B‖|a−x0|+ 12 s‖B′‖)).
So the integrand above is bounded on [0, t]×R (with respet to a multipliative onstant) as following
exp[CT + ‖B‖|a− x0|]pW (b− x, a− x; t− s) 1√
2pis
e−
(x−x0)
2
2s .
Using (32) Lemma 3.12 when b− u ≤ a < b, this integrand is uniformly bounded by
exp[CT + ‖B‖(b+ u+ |x0|)] C1+ε√
2pi(t− s)1−ε(b− x)ε e
− (b−x)2
4(t−s)
1√
2pis
e−
(x−x0)
2
2s .
With the Lebesgue dominated theorem lima→b, a<b p2V (b, a, t) = p
2
V (b, b, t).
(3) Case of p3V : sine a→ eB(a)−B(x0) is in C1(R), to prove item (i) we only need to study its fator
in p3V , whih ould be written as
1{b>a}

∫ t
0
∫ b
−∞
C(x)eB(x0)−B(x)pV (b, x; s)

e− (a−x)
2
2(t−s) − e− (2b−a−x)
2
2(t−s)√
2pi(t− s)

 dxds

 .
Note that C is bounded. We remark that
e−
(a−x)2
2(t−s) − e− (2b−a−x)
2
2(t−s)√
2pi(t− s) =
∫ b−a
a−b
(b− x+ u)e− (b−x+u)
2
2(t−s)√
2pi(t− s)3 du,
so p3V (b, a; t) = e
B(a)−B(x0)
∫ t
0
ds
∫ b
−∞
dx
∫ b−a
−(b−a)
P 3(b, u, x, s, t)du
where
P 3(b, u, x, s, t) := C(x)eB(x0)−B(x)pV (b, x; s)(b− x+ u)e
− (b−x+u)2
2(t−s)√
2pi(t− s)3 .
We now prove that for any b > x0∫ t
0
∫ b
−∞
∫ b−a
−(b−a)
∣∣P 3(b, u, x, s, t)∣∣ dxdsdu <∞,(34)
indeed, ∀b > x, using (27) and (32)
pV (b, x; s)e
B(x0)−B(x) ≤ eCtC1
e− (b−x0)
2
4s√
2pis2
≤ eCtC21
1√
s2pi(b− x0)2
,(35)
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and
(b− x+ u)e− (b−x+u)
2
2(t−s)√
2pi(t− s)3 ≤ C1
e
− (b−x+u)2
4(t−s)√
2pi(t− s)2
so the bound
∣∣P 3(b, u, x, s, t)∣∣ ≤ const 1√
2pis(b− x0)2
e
− (b−x+u)2
4(t−s)√
2pi(t− s)2 .
We operate the hange of variable y = b− x+ u and integrate with respet to y ∈ R∫ t
0
∫ b
−∞
∣∣P 3(b, u, x, s, t)∣∣ dxds ≤ const ∫ t
0
1√
2pis(t− s)(b− x0)2
ds = const
1
b− x0 <∞.(36)
The right hand does not depend on u whih belongs to any ompat [−M,M, ] M > 0, thus yields
(34). So Fubini theorem yields
p3V (b, a; t) = e
B(a)−B(x0)
∫ b−a
−(b−a)
du
∫ t
0
ds
∫ b
−∞
P 3(b, u, x, s, t)dx.(37)
This proves the ontinuity of a→ p3V (b, a; t). •
4 Uniqueness Theorem
Theorem 4.1 There exists a unique pair of funtions (p, p˜) on R2 × R+, respetively on R × R+,
suh that for all T > 0
• (a) p ∈ L∞(]0, T ];L1(R2)),
• (b) p˜ ∈ L1(]0, T ];L1(R)) and ∫ T
0
(
∫
R
p˜2(m, s)dm)
1
2ds <∞.
• () there exists α > 0, suh that ∫∞
0
∫
R
e−αs|p˜(m, s)|dmds <∞,
• (d) there exists f0 ∈ L2(R) ∩ L1(R) suh that for all F ∈ C2b (R2,R),∫
R2
F (m, x)p(m, x; t)dmdx =
∫
R
F (m,m)f0(m)dm+(38)∫ t
0
∫
R2
[B(x)∂2F (m, x) +
1
2
∂222F (m, x)]p(m, x; u)dmdxdu+
1
2
∫ t
0
∫
R
∂1F (m,m)p˜(m; u)dmdu
where B : R→ R is C1b funtion.
As a orollary we prove in Setion 4.4:
Corollary 4.2 Let V0 = (X0, X0) and f0 ∈ L2(R)∩L1(R) be the law density of X0. The pair (pV , p˜V ),
p˜V (m; t) = pV (m,m; t) is the unique weak solution of the PDE (6) from Theorem 1.3 above.
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Proof of Theorem 4.1: Let two pairs (pj, p˜j), j = 1, 2, satisfy p˜i(.; 0) = f0 and the four properties
of Theorem 4.1. The key of the proof is to show that these two pairs oinide, introduing (p1 −
p2, p˜1− p˜2). So denote q = p1− p2, q˜ = p˜1 − p˜2. For any bounded funtion H ∈ C1(R) with ompat
support H ′ one study the funtion
(39) qH : (t, x) →
∫ ∞
x
H(m)q(m, x; t)dm.
The proof is an appliation of Ball's Theorem [3℄ with X = L2(R), A = L∗, f(t) = (x →
G(t, x)), where G(t, x) = 1
2
H ′(x)p˜(x; t) and the non bounded operator L∗ is dened on H2,2(R)
L∗(f) = −Bf ′ − B′f + 1
2
f”,
qH will be the unique weak solution of the PDE:
(40) qH(x; t) =
∫ t
0
[
1
2
H ′(x)q(x, x; s) + L∗(qH(.; s))(x)]ds, qH(x; 0) = 0.
Below , Lemma 4.3 proves that L∗ is to be the assoiated to semi-group Q operator:
Qt(f)(x) := E
(
f(Y xt ) exp−
∫ t
0
B′(Y xu )du
)
, t ≥ 0, x ∈ R, f bounded(41)
with density d(., x; t), where the diusion Y x is solution of
dY xt = −B(Y xt )dt+ dWt, Y x0 = x.(42)
Ball's Theorem needs to hek the following:
• Operator L∗ is losed and the assoiated semi group Q is strongly ontinuous,
• G ∈ L1((0, T );L2(R)),
• qH ∈ C((0, T );L2(R)),
• ∀v ∈ D(L), t→ 〈qH(t, .), v〉 absolutely ontinuous,
• d
dt
〈qH(t, .), v〉 = 〈qH(t, .),Lv〉+ 〈G(t, .), v〉.
The last three items set that qH is a "weak solution", f. Ball's denition pages 1-2. So using Ball's
Theorem, we ould onlude that the unique weak solution of PDE (40) is
∫ t
0
Qt−s(G(., s))(x)ds
meaning
qH(x, t) =
1
2
∫ t
0
E
(
H ′(Y xt−s)p˜(Y
x
t−s, s) exp−
∫ t−s
0
B′(Y xu )du
)
ds, t ≥ 0, x ∈ R.
•
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4.1 Denition and properties of the semi-group Qt
Lemma 4.3 Let B ∈ C1b (R) and Y x be solution of
dY xt = −B(Y xt )dt+ dWt, Y x0 = x.
The operator L∗(f) = −Bf ′ −B′f + 1
2
f” is losed and it is the generator of the semi-group Q:
Qt(f)(x) := E
(
f(Y xt ) exp−
∫ t
0
B′(Y xu )du
)
, t ≥ 0, x ∈ R, f bounded.
Moreover Q is strongly ontinuous, and Qt(x; .) is bounded and admits a density d : for any f ∈ Cb(R),
Qtf(x) =
∫
R
f(y)d(x, y; t)dy
where d satises ∀t > 0, x, y ∈ R
e−
3
2
t‖B′‖− 1
2
‖B‖2te−‖B‖|y−x|
e−(x−y)
2/2t
√
2pit
≤ d(x, y; t) ≤ e 12‖B′‖te‖B‖|y−x| e
−(x−y)2/2t
√
2pit
.
Proof: Aording to Revuz-Yor (Proposition 3.10 du hapitre VIII page 343) [22℄, L∗ is the gener-
ator of the semi-groupe Q dened in the lemma.
Using Lunardi [19℄ the operator L∗ is "setorial" (f. page 34, denition page 71 and 73-74, and
Theorem 3.1.3) thus the semi-group Q assoiated to operator L∗ on L2(R) is a strongly ontinuous
semi-group of bounded linear operators.
Remark that the domain of the operator L∗ is H2,2(R), so it is dense in L2(R), L∗ is losed:
({(h,L∗(h)), h ∈ H2,2(R)} is losed in H2,2(R)× L2(R)).
The existene of its density d is a standard onsequene of the fat that Y x is a Brownian diusion
with a ompat support drift. We get these two bounds as above Lemma 3.10 using a hange of
probability measure suh that under the new probability Y x would be a Brownian motion starting
from x, so Z satises (15) but with −B instead of B, so Y x instead of X :
Zt = exp[−B(Y xt ) + B(x) +
1
2
∫ t
0
B′(Y xs )ds−
1
2
∫ t
0
B2(Y xs )ds].(43)
Let f be positive; Qt(f)(x) =
∫
R
f(y)d(x, y; t)dy = E
(
f(Y xt ) exp−
∫ t
0
B′(Y xu )du
)
admits the bounds
e−‖B
′‖tE[f(Y xt )] ≤
∫
R
f(y)d(x, t; t)dy ≤ e‖B′‖tE[f(Y xt )].
On another hand, EP[f(Y
x
t )] = EQ[Ztf(Y
x
t )] and one use the bounds for Zt :
exp[−‖B‖|Y xt − x| −
1
2
t‖B′‖ − 1
2
‖B‖2t] ≤ Zt ≤ exp[‖B‖|Y xt − x|+
1
2
t‖B′‖].
So, for any positive f with a ompat support, we get the following bounds for
∫
R
f(y)d(x, y; t)dy,
that ends the proof of the lemma:[∫
R
exp[−‖B‖|u| − 3
2
t‖B′‖ − 1
2
‖B‖2t]f(x+ u)√
2pit
e−
u
2
2t du,
∫
R
exp[‖B‖|u|+ 1
2
t‖B′‖])f(x+ u)√
2pit
e−
u
2
2t du
]
.
•
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4.2 Assumptions Ball's theorem veriation, Items 2,3,4
Along this setion q ould be not the dierene between p1 and p2, but any p satisfying properties
in Theorem 4.1.
4.2.1 Item 2
Lemma 4.4 The appliation (m, s)→ G(m; s) = 1
2
H ′(m)q˜(m; s) belongs to L1((0, T );L2(R)).
Proof: Let us reall G : (t, x) → 1
2
H ′(x)q˜(x; t).
(i) Sine the support of H ′ is ompat, for any t, the support of G(t, .) is too ompat. Using
Property (b) of Theorem 4.1, G(t, .) belongs to L2(R) almost surely on (0, T ].
(ii) Then one looks for the onvergene of the following integral:
∫ T
0
(∫
(H ′(x)q˜(x; t))2dx
) 1
2
dt.
Sine H ′ support is ompat, H ′ is bounded so the bound of the integrand with respet to time
t→ ‖H ′‖∞
(∫
q˜2(x; t)dx
) 1
2
.
Using Assumption (b) in Theorem 4.1
∫ T
0
(
∫
R
q˜2(x, s)dx)
1
2ds <∞ meaning that the norm ‖G(., t)‖2
is integrable on (0, T ]. •
4.2.2 qH dened in (39) belongs to C([0, T ], L
2(R))
Property (a) of Theorem 4.1 for any t ≥ 0 proves that pH(.; t) ∈ L1(R), so one an onsider its
Fourier transform.
Lemma 4.5 For any t ∈ (0, T ], the Fourier transform of pH ,
pˆH(x, t) =
∫
R
eixξpH(ξ, t)dξ satises
pˆH(x, t) = e
− 1
2
x2tpˆH(x, 0)
+
∫ t
0
e−
1
2
x2(t−u)[
∫
R2
iξB(x)eiξxH(m)p(m, x; u)dmdx+
1
2
∫
R
H ′(m))eiξxH(m)p˜(m; u)dm]du.
Proof: One applies the relation (38) to the real and imaginary parts of the funtion F (m, ξ) =
H(m)eixξ what one integrates between 0 et t :
pˆH(x, t)−pˆH(x, 0) =
∫ t
0
∫
R2
[ixB(ξ)−1
2
x2]eiξxH(m)p(m, ξ; u)dmdξdu+
1
2
∫ t
0
∫
R
H ′(m)eimxp˜(m; u)dmdu.
So for any real number x the appliation t→ pˆH(x, t) is solution of the dierential equation
y′(t) = −1
2
x2y(t) +
∫
R2
ixB(ξ)eiξxH(m)p(m, ξ; t)dmdξ +
1
2
∫
R
H ′(m)eimxp˜(m; t)dm,
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and using Duhamel's priniple
pˆH(x, t) = e
− 1
2
x2tpˆH(x, 0) +(44)∫ t
0
e−
1
2
x2(t−u) ∫
R2
ixB(ξ)eiξxH(m)p(m, ξ; u)dmdξdu+
1
2
∫ t
0
e−
1
2
x2(t−u)
∫
R
H ′(m)eimxp˜(m; u)dmdu.
•
Lemma 4.6 The appliation on [0, T ] φ1(, .) :
t→
(
x→
∫ t
0
e−
1
2
x2(t−u)
∫
R2
ixB(ξ)eiξxH(m)p(m, ξ; t)dmdξdu
)
is ontinuous in L2(R).
Proof: Using H and B bounded and Property (a) of Theorem 4.1, there exists a onstant Cp
suh that for any u,
∫
R2
|p(m, x; u)|dmdx ≤ Cp so the bound, x being xed:
(45) |
∫
R2
ixB(ξ)eiξxH(m)p(m, ξ; t)dmdξ| ≤ Cp|x|.
The inrement φ1(x, t)− φ1(x, s) is the sum of two terms:∫ s
0
[e−
1
2
x2(t−u) − e− 12x2(s−u)]
∫
R2
ixB(ξ)eiξxH(m)p(m, ξ; t)dmdξdu
+
∫ t
s
e−
1
2
x2(t−u)
∫
R2
ixB(ξ)eiξxH(m)p(m, ξ; t)dmdξdu.
In both terms appears the fator (45) so:
|φ1(x, t)− φ1(x, s)| ≤ Cp|x|
(∫ s
0
[e−
1
2
x2(s−u) − e− 12x2(t−u)]du+
∫ t
s
e−
1
2
x2(t−u)du
)
.
On the set {|x| ≤ 1}, the bound is Cp[T (1− e− 12x2(t−s)) + (t− s)] ≤ Cp(t− s)(T/2 + 1).
On the set {|x| ≥ 1}, we operate the two integrals with respet to du, so the bound:
Cp|x| 2
x2
[(1− e− 12x2(t−s))(1− e− 12x2s) + (1− e− 12x2(t−s))]
≤ 4Cp|x| (1− e
− 1
2
x2(t−s)) ≤ 4Cp|x| (x
2(t− s))η
∀η > 0 on {|x| ≥ 1}, whih belongs to L2(R) as soon as 4η − 2 < −1, meaning 0 < η < 1/4. •
Lemma 4.7 The appliation on [0, T ] φ2(x, .) : t →
∫ t
0
e−
1
2
x2(t−u) ∫
R
H ′(m)eimxp˜(m; u)dmdu is on-
tinuous in L2(R).
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Proof: The funtion H ′ is bounded and Assumption (b) for j = 1, 2,∫ T
0
[∫
R
|p˜(m; u)|jdm]1/j du <∞, so almost surely for u ∈ [0, T ] the funtion ψ(., u) : m→ H ′(m)p˜(m; u)
belongs to L1(R) ∩ L2(R). Its Fourier transform, ψˆ(., u) : x → ∫
K
eixmH ′(m)p˜(m; u)dm belongs to
L∞(R) ∩ L2(R) and its Lj∗(R)-norm (j∗ = ∞, 2 is the onjugate exponent of j) is bounded by
‖ψˆ(.; u)‖Lj∗(R) ≤ ‖H ′‖∞‖p˜(.; u)‖Lj(R), j = 1, 2(46)
One operates an integration by parts ( x 6= 0) on the funtion ψˆ thus
φ2(x, t) =
[
e−
1
2
x(t−u)
∫ u
0
ψˆ(x; r)dr
]t
0
+
1
2
x2
∫ t
0
e−
1
2
x2(t−u)
∫ u
0
ψˆ(x; r)drdu.
Using Fubini Theorem, almost surely on R× [0, T ] one gets
φ2(x, t) =
∫ t
0
ψˆ(x; r)dr +
1
2
x2
∫ t
0
ψˆ(x; r)
∫ t
r
e−
1
2
x2(t−u)dudr
=
∫ t
0
ψˆ(x; r)dr +
∫ t
0
ψˆ(x; r)(1− e− 12x2(t−r))dr,(47)
or φ2(x, t) = 2
∫ t
0
ψˆ(x; r)dr − e 12x2t
∫ t
0
ψˆ(x; r)e
1
2
x2rdr.(48)
The relation (48) proves that t→ φ2(x, t) is ontinuous, x being xed
Bounding 1− e−a by 1 when a ≥ 0), the relation (47) gets∣∣∣∣∣ supt∈[0,T ]φ2(x, t)
∣∣∣∣∣ ≤ 2
∫ T
0
|ψˆ(x; r)|dr.
The funtion x→ ∫ T
0
|ψˆ(x; r)|dr ∈ L2(R) sine
∫
R
[∫ T
0
|ψˆ(x; r)|dr
]2
dx =
∫
R
∫
[0,T ]2
|ψˆ(x; r)||ψˆ(x; u)|drdudx.
Using Fubini Theorem then Cauhy-Shwartz inequality, yields∫
R
[∫ T
0
|ψˆ(x; r)|dr
]2
dx ≤
∫
[0,T ]2
∫
R
|ψˆ(x; r)||ψˆ(x; u)|dxdrdu
≤
∫
[0,T ]2
√∫
R
|ψˆ(x; r)|2dx
√∫
|ψˆ(x; u)|2dxdrdu
=
(∫
[0,T ]
‖ψˆ(.; r)‖L2(R)dr
)2
≤
(
‖H ′‖∞
∫ T
0
‖p˜(.; u)‖L2(R)
)2
using (46) to insure the last bound; then the ontinuity is a onsequene of Lebesgue dominated
onvergene Theorem.
•
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Lemma 4.8 The appliation on [0, T ] t→ pˆH(x; t) is ontinuous in L2(R).
Proof: Using the two lemmas above, one has to deal with the L2-norm of the rst term: e−
1
2
x2tpˆH(x; 0)
in pˆH(x; t), inside the expression given in Lemma 4.5, sine the other terms are ontinuous for the
L2(R) topology.
Firstly m→ pH(m, 0) = H(m)f0(m) ∈ L2(R) ∩ L1(R) sine f0 ∈ L1(R) ∩ L2(R) and H is bounded.
Thus pˆH(x, 0) ∈ L2(R) and |e− 12x2tpˆH(x, 0)| ≤ |pˆH(x, 0)|; x being xed, t → e− 12x2tpˆH(x, 0) is on-
tinuous almost surely for x ∈ R. The ontinuity in L2(R) is a onsequene of Lebesgue dominated
onvergene Theorem. •
4.2.3 Absolute ontinuity and PDE whose solution is qH
Lemma 4.9 For any v ∈ D(L), t→ 〈qH(t, .), v〉 is absolutely ontinuous and its derivative is
t→ 〈L(v), qH(.; t)〉L2(R) + 〈v, 1
2
H ′p˜(; s)〉L2(R)
Proof: Let v ∈ C2b (R) whih is a dense subset of D(L). The salar produt 〈qH(t, .), v〉 atually is
the dierene between two integrals∫
R
v(x)qH(x; t)dx =
∫
R
v(x)
∫
K
H(m)q(m, x; t)dmdx,
where q = p1 − p2 satises Properties in Theorem 4.1 with F (m, x) = H(m)v(x); i = 1, 2:∫
pi(m, x; t)H(m)v(x)dmdx =
∫
H(m)v(m)f0(m)dm+(49)
+
∫ t
0
∫ [
B(x)v′(x) +
1
2
v”(x)
]
H(m)pi(m, x; s)dmdxds +
1
2
∫ t
0
∫
K
H ′(m)v(m)p˜i(m; s)dmds.
Sine Φ = Hv with a bounded H suh that support of H ′ is ompat and v ∈ C2b Fubini Theorem is
applied to left hand:
〈qH(t, .), v〉 =
∫
q(m, x; t)H(m)v(x)dmdx.
Right hand is absolutely ontinuous:
• there exists a onstant c suh that the integrand on R× R satises:∣∣∣∣[B(x)v′(x) + 12v”(x)]H(m)
∣∣∣∣ |q(m, x; s)| ≤ c|q(m, x; s)|
and this bound has the good integrability properties (a) in Theorem 4.1,
• the integrand on K, the ompat support of H ′, is bounded by p˜i(m; s) whih satises Property
().
Let now v be in H2,2, domain of the operator L∗; there exists a series vn ∈ C2b going to v in
H2,2; for any n, vn satises the equality (49), so v satises the same, n going to innity. Indeed, one
observes that the following appliations dened on C2(R) are ontinuous with respet to the norm
‖.‖H2,2 , using that qH belongs to C([0, T ], L2(R)) :
v →
∫
R
v(x)qH(t, x)dx ; v →
∫ t
0
∫
R
[B(x)v′(x) +
1
2
v”(x)]qH(x; s)dxds ; v →
∫ t
0
∫
R
v(m)H ′(m)q˜(m, s)dmds.
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Then using t 7→ qH(.; t) is in C([0, T ], L2(R)) so bounded in L2(R) :
sup
t∈[0,T ]
〈L(v); qH(x, t)〉L2(R) <∞
thus t→
∫ t
0
∫
R
[B(x)v′(x) +
1
2
v”(x)]qH(x; s)dxds
is absolutely ontinuous with derivative given by s→ ∫
R
[B(x)v′(x) + 1
2
v”(x)]qH(x; s)dx.
Moreover sine ∀s ∣∣∣∣
∫
K
v(m)H ′(m)q˜(m, s)dm
∣∣∣∣ ≤ ‖H ′‖∞‖v‖L2(R)‖q˜(.; ; s)‖L2(R)
(where K is H ′ support) using Assumption (b)
∫ T
0
‖q˜(.; ; s)‖L2(R)ds <∞:
t→
∫ t
0
∫
K
v(m)H ′(m)q˜(m, s)dmds
is absolutely ontinuous with derivative given by s→ ∫
K
v(m)H ′(m)q˜(m, s)dm. •
Finally using Equation (49) applied to q = p1−p2, duality and Fubini theorem, one gets the PDE
(50) qH(x; t) =
∫ t
0
[
1
2
H ′(x)q(x, x; s)−B′(x)qH(x; s)−B(x)∂1qH(x; s)+1
2
∂211qH(x; s)]ds, qH(x; 0) = 0
whih admits qH as unique weak solution.
As a onlusion, the following is proved:
Proposition 4.10 Equation (40) admits a unique solution in C([0, T ], L2(R)). Moreover this solu-
tion has the following mild representation
qH(x; t) =
∫ t
0
∫
R
1
2
H ′(y)q˜(y; s)d(y, x; t− s)dyds
where d is the density of semi group Q dened in Lemma 4.3.
Lemmas 4.4 to 4.9 prove that qH and G fulll all assumptions of Ball's Theorem [3℄.
4.3 Proof of Uniqueness Theorem 4.1
Proof: The proof has ve steps.
Step 1. Let x be xed and H ∈ C1b with a ompat support, inluded in (−∞, x).
By denition, for any t, qH(x; t) =
∫
x<m
H(m)q(m, x; t)dm = 0.
Step 2. One uses Proposition 4.10 :
qH(x; t) =
∫ t
0
∫
R
1
2
H ′(y)q˜(y; s)d(y, x; t− s)dyds
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where y belongs to ompat support of H. Using Assumption (b) in Theorem 4.1 yields:∫ T
0
(
∫
R
q˜2(y; t)dy)
1
2dt <∞.
The integral of the produt qH(x; t).e
−βt
with respet to dt, with β > β0 := sup(α, 2‖B‖2 + 12‖B′‖)
satises:
0 =
∫ ∞
0
e−βtqH(x; t)dt =
∫ ∞
0
e−αt
∫ t
0
∫
R
1
2
H ′(y)q˜(y; s)d(y, x; t− s)dydsdt.
Let u = t− s and e−βt = eβse−β(t−s), then one applies Fubini Theorem using the bound of density d
(Lemma 4.3) d(y, x; u) ≤ e 12‖B′‖ue‖B‖|y−x| e−(x−y)2/2u√
2{piu . The integrand is bounded by
1y∈Ke
−βse−βu‖H ′‖|q˜(y; s)|e 12‖B′‖ue‖B‖|y−x| e
−(x−y)2/2u
√
2piu
.
On one hand by hypothesis
∫
e−αs
∫ |q˜(y; s)|dyds <∞, so is ∫ e−βs ∫ |q˜(y; s)|dyds <∞. On the other
hand one has to bound for any y ∈ K,
1y∈Ke‖B‖|y−x|‖H ′‖e−βue 12‖B′‖u e
−(x−y)2/2u
√
2piu
≤ Ce−βue‖B‖|x|e 12‖B′‖u 1√
2piu
.
This bound is integrable on [0, s] sine β > 1
2
‖B′‖. Using Fubini Theorem yields:
0 =
∫
K
H ′(y)
∫ ∫
e−βse−βuq˜(y; s)d(x, y; u)dsdudy.
So for any (β > β0, x) there exists a onstant Cβ,x suh that almost surely in y
(51) Cβ,x =
∫ ∫
e−βse−βuq˜(y; s)d(x, y; u)dsdu.
This equality ould be integrated for y ∈ [−N − 1,−N ]:
Cβ,x =
∫ −N
−N−1
∫ ∫
e−βse−βuq˜(y; s)d(x, y; u)dsdudy.
When N → ∞, 1[−N−1,−N ]d(x, t; u) goes almost surely to 0, and sine x is xed, let N ≥ 2x. With
|y| ≤ N + 1, x− y ≥ N/2, using the bound in Lemma 4.3 yields
d(x, y; u) ≤ e‖B‖|x|e 12‖B′‖u+(N+1)‖B‖ e
−N2/8u
√
2piu
so
d(x, y; u) ≤ e‖B‖|x|e 12‖B′‖u e
−(N−4N+1
N
‖B‖u)2/8u
√
2piu
e2(
N+1
N
)2‖B‖2u.
Sine β > sup(α, 2‖B‖2+ 1
2
‖B′‖), with the bound of e−βud(x, y; u) Dominated Convergene Theorem
ould be applied so for any (β, x), Cβ,x = 0.
Step 3. Let β > 0, in Cβ,x denition, we use Fubini Theorem and the hange of variable u = t− s so
Cβ,x = 0 =
∫
R+
e−βt
∫ t
0
q˜(y; s)d(y, x; t− s)dsdt, almost surely for y ∈ R.
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Reall that q˜ = p˜1 − p˜2 so almost surely for y ∈ R∫
R+
e−βt
∫ t
0
p˜1(y; s)d(y, x; t− s)dsdt =
∫
R+
e−βt
∫ t
0
p˜2(y, y; s)d(y, x; t− s)dsdt.
One again we use e−βt = e−βse−β(t−s) and Tonelli Theorem on both hands:∫
R+
∫ t
0
e−βsp˜1(y; s)e−β(t−s)d(y, x; t− s)dsdt =
∫
R+
∫ t
0
e−βsp˜2(y; s)e−β(t−s)d(y, x; t− s)dsdt.
The hange of variable u = t− s yields∫
R+
e−βsp1(y, y; s)ds
∫ t
0
e−βud(y, x; u)du =
∫
R+
e−βsp2(y, y; s)ds
∫ t
0
e−βud(y, x; u)du
so 0 =
∫
R+
e−βsq˜(y; s)ds
∫ t
0
e−βud(y, x; u)du.
Using the low bound Lemma 4.3
e−
3
2
t‖B′‖− 1
2
‖B‖2te−‖B‖|y−x|
e−(x−y)
2/2t
√
2pit
≤ d(x, y; t)
where y belongs to the ompat support ofH ⊂ (−∞, x), so x−y > 0. So this low bound is integrable
on [0, t] and
∫ t
0
e−βud(y, x; u)du > 0 so for any β > 0,
(52) 0 =
∫
R+
e−βsq˜(y; s)ds, almost surely for y ∈ R.
Step 4. Let α > 0 from Property () and dene the funtion gy as
gy : z →
∫
R+
ezsq˜(y; s)ds.
Almost surely for y ∈ R, the funtion gy is holomorphi on the omplex domainΩα := {z : Re(z)< −α}:
to prove this, one uses exerise 16 page 229 in [24℄ on the domain Ωα with ϕ(z, s) = e
zs
and the
measure µ(ds) = q˜(y; s)ds.
Let (βn) be a series of separate real numbers going to β in Ωα and the assoiated set
An := {y : suh that gy is holomorphi and
∫∞
0
e−βnsq˜(y; s)ds = 0}. The omplementary set Acn =
{y : gy is not holomorphi }∪{
∫∞
0
e−βnsq˜(y; s)ds 6= 0} is negligible using both gy ∈ H(Ωα) dy almost
surely and (52) Step3. So ∪nAcn is negligible. Let y ∈ ∩nAn, the set {−βn, n ≥ 0} is inluded in the
set of gy zeros, βn → β so, −β is limit point of gy. So gy is identially null using the orollary of
Theorem 10.18 in Rudin [24℄.
As a partiular ase for any a < −α and b ∈ R :∫
R+
eibse−asq˜(y; s)ds = 0.
This means that the Fourier transform of s→ e−asq˜(y; s) is null, so q˜(y; s) = 0 dy almost surely.
Step 5. Finally from q˜(y; s) = 0 and Duhamel priniple stated in Proposition 4.10 one dedues
for any t, any x and any ompat support funtion H : qH(x; t) = 0. By dention of qH
0 = qH(x; t) =
∫
H(m)q(m, x; t)dm,
thus q(m, x; t) = 0, and p1(m, x; t) = p2(m, x; t) and the uniqueness is proved. •
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4.4 Corollary 4.2 proof
We need to hek that the pair (pV , p˜V ) (where p˜V (m; t) = pV (m,m; t)) satises all Theorem 4.1
properties.
First of all let (µ(dm, dx; t))t≥0be the family of probability measures suh that µ(., .; 0) = δm=xf0(x)dx.
So for any t > 0, µ(., .; t) admits a density with respet to Lebesgue measure, denoted pV , with sup-
port ∆ = {(m, x) ∈ R2 : x < m} and whih satises
pV (m, x; t) =
∫
R
p(m, x; t, x0)µ0(dx0).
Here p(., .; t, x0) is the density law of the ouple (Mt, Xt) when X0 = x0 and p˜V (m; t) = pV (m,m; t).
Below the majoration (27) Lemma 3.10 will be often useful:
(53) p(m, x; t, x0) ≤ Ce‖B‖|x−x0|pW (m− x0, x− x0; t) = Ce‖B‖|x−x0|2m− x− x0√
2pit3
e−
(2m−x−x0)
2
2t .
4.4.1 pV ∈ L∞([0, T ];L1(R2))
This property is a diret onsequene from pV (., . : t) being the law density of a probability measure,
so it is positive, its integral on R
2
is 1, bounded so integrable on [0, T ].
4.4.2 p˜V ∈ L1([0, T ];Li(R)), i = 1, 2
(i) i = 1 : For any t the funtion p˜V (.; t) is positive; using (53) it is bounded by the integral∫
m≥x0
Ce‖B‖|m−x0|
m− x0√
2pit3
e−
(m−x0)
2
2t f0(x0)dx0.
Any fator of the integrand is positive, one only needs to hek the integrability on [0, T ] × R2, on
R
2
one integrates on {m ≥ x0}:
(54)
∫ T
0
∫
{m≥x0}
e‖B‖|m−x0|
m− x0√
2pis3
e−
(m−x0)
2
2s f0(x0)dx0dmds.
One operates the hange of variable u = m−x0√
s∫ T
0
∫
R
∫
R+
e‖B‖u
√
s u√
2pis
e−
u2
2 f0(x0)dx0duds =
∫
R
f0(x0)dx0
∫ T
0
ds√
2pis
∫
R+
e‖B‖u
√
sue−
u2
2 du <∞
using e‖B‖u
√
s ≤ e‖B‖u
√
T
and the three integrals are nite.
(ii) i = 2 : One has to look for the integrability on [0, T ] of
s→
√∫
R
p˜2V (m; s)dm ≤
√∫
R
(
∫
{m≥x0}
e‖B‖|m−x0|
m− x0√
2pis3
e−
(m−x0)
2
2s f0(x0)dx0)2dm.
Using f0 is a density measure probability and ‖f0‖1 = 1 and Cauhy-Shwartz inequality yields
(
∫
{m≥x0}
e‖B‖|m−x0|
(m− x0)√
2pis3
e−
(m−x0)
2
2s f0(x0)dx0)
2 ≤
∫
{m≥x0}
e2‖B‖|m−x0|
(m− x0)2
2pis3
e−
(m−x0)
2
s f0(x0)dx0.
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Now one operates the integral in dm and the hange of variable µ = m−x0√
s
so for any s ∈ [0, T ] one
gets the bound∫
R+
e2‖B‖µ
√
sµ
2s
√
s
2pis3
e−µ
2
dµ
∫
R
f0(x0)dx0 ≤ s
√
s
2pis3
∫
R+
e2‖B‖µ
√
Tµ2e−µ
2
dµ.
With respet of a multipliative oeient, the square root of this bound is s→ s−3/4, integrable on
[0, T ].
4.4.3 Let α > 1
2
‖B‖, so ∫∞
0
∫
R
e−αsp˜(m, s)dmds <∞.
One looks for this integral on R
+ × R and one uses the bound (54). Remark that all the fators in
the integrand are positive so applying Tonelli Theorem one gets:∫
R+
e−αs
∫
R
p˜V (m; s)dmds ≤
∫
R+
∫
{m≥x0}
e−αse‖B‖|m−x0|
m− x0√
2pis3
e−
(m−x0)
2
2s f0(x0)dx0dmds.
One operates the hange of variable µ = m−x0√
s
:∫
R+
∫
R
e−αsp˜V (m; s)dmds ≤
∫
R+
∫
R+
e−αs+‖B‖µ
√
s µ√
2pis
e−
µ2
2 dµds
∫
R
f0(x0)dx0.
Remark that
∫
R
f0(x0)dx0 = 1 sine f0 is a law density. One again Tonelli Theorem is applied:∫
R+
∫
R+
e−αs+‖B‖µ
√
s µ√
2pis
e−
µ2
2 dµds =
∫
R+
µe−
µ2
2 (
∫
R+
e−αs+‖B‖µ
√
s 1√
2pis
ds)dµ.
One splits the time integral at s = 1:∫
R+
e−αs+‖B‖µ
√
s 1√
2pis
ds =
∫ 1
0
e−αs+‖B‖µ
√
s 1√
2pis
ds+
∫ ∞
1
e−αs+‖B‖µ
√
s 1√
2pis
ds ≤
2
e‖B‖µ√
2pi
+
1√
2pi
∫ ∞
1
e−αs+‖B‖µ
√
sds.
One integrates this sum times the fator µe−
µ2
2
when µ ∈ R+; the rst integral is nite:∫
R+
µe−
µ2
2 2
e‖B‖µ√
2pi
dµ <∞.
One now deals with the seond integral:∫
R+
µe−
µ2
2
1√
2pi
∫ ∞
1
e−αs+‖B‖µ
√
sdsdµ =
1√
2pi
∫
R+
∫ ∞
1
µe−
µ2
2 e−αs+‖B‖µ
√
sdsdµ.
Remark that e−
µ2
2
−αs+‖B‖µ√s = e−
1
2
(µ−‖B‖√s)2e−s(α−
1
2
‖B‖2)
so:∫ ∞
1
∫
R+
µe−
µ2
2 e−αs+‖B‖µ
√
sdµds =
∫ ∞
1
e−s(α−
1
2
‖B‖2))(
∫
R+
(µ−2‖B‖√s)e− 12 (µ−2‖B‖
√
s)2dµ)ds+
∫ ∞
1
e−s(α−
1
2
‖B‖2))2‖B‖√s
∫
R+
e−
1
2
(µ−2‖B‖√s)2dµds.
The seond term is bounded by
∫∞
1
e−s(α−
1
2
‖B‖)2‖B‖√s√2pids wih is nite sine α > 1
2
‖B‖. Con-
erning the rst term,
∫
R+
(µ − 2‖B‖√s)e− 12 (µ−2‖B‖√s)2dµ ≤ ∫
R
|u|e− 12u2du < ∞, so Property () is
proved. •
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4.4.4 PDE, (d) Property
Reall that f0 is the law density of X0, supposed to belong to L
1(R) ∩ L2(R). Using Theorem 1.3,
one integrates the PDE whih is satised by p(, ., .; x0) with respet to µ
0
: pV is a weak solution of
(55) ∂tp(m, x; t) = −B(x)∂2p(m, x; t)−B′(x)p(m, x; t) + 1
2
∂22,2p(m, x; t), m > x;
(56) B(m)p(m,m; t) =
1
2
(∂1 + ∂2)p(m,m; t) +
1
2
∂2p(m,m; t)
One integrates the produt of (55) with a ompat support funtion F ∈ C2(R2,R) on [0, t] ×
{(m, x), m ≥ x}: ∫ t
0
∫
m≥x
F (m, x)∂tp(m, x; s)dmdxds =
∫ t
0
∫
m≥x
F (m, x)(−B(x)∂2p(m, x; s)− B′(x)p(m, x; s) + 1
2
∂22,2p(m, x; s))dmdxds.
Using that F support is ompat and p positive integrable, Fubini Theorem proves that the left hand
is
∫
m>x
F (m, x)p(m, x; s)dmdx.
On the right hand, one operates some integrations by parts with respet to dmdx and duality yields∫
R2
F (m, x)p(m, x; t)dmdx =
∫
R
f(x, x)f0(x0)dx0 +
∫ t
0
∫
R2
(B(x)∂2F (m, x)(57)
+
1
2
∂22,2F (m, x))dspV (m, x; s)dmdx+
1
2
∫ t
0
∫ ∞
0
∂1F (m,m)p˜V (m; s)dmds,
Finally using that C2k(R
2) is dense in C2b (R
2) Property (d) is proved. •
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