The lasso has become an important practical tool for high dimensional regression as well as the object of intense theoretical investigation. But despite the availability of efficient algorithms, the lasso remains computationally demanding in regression problems where the number of variables vastly exceeds the number of data points. A much older method, marginal regression, largely displaced by the lasso, offers a promising alternative in this case. Computation for marginal regression is practical even when the dimension is very high. In this paper, we study the relative performance of the lasso and marginal regression for regression problems in three different regimes: (a) exact reconstruction in the noise-free and noisy cases when design and coefficients are fixed, (b) exact reconstruction in the noise-free case when the design is fixed but the coefficients are random, and (c) reconstruction in the noisy case where performance is measured by the number of coefficients whose sign is incorrect.
1. Introduction. A central theme in recent work on regression is that sparsity plays a critical role in effective high-dimensional inference. Consider a regression model,
with response Y = (Y 1 , . . . , Y n ) T , n × p design matrix X, coefficients β = (β 1 , . . . , β p ) T , and noise variables z = (z 1 , . . . , z n ) T . Loosely speaking, this model is high-dimensional when p n and is sparse when many components of β equal zero.
An important problem in this context is variable selection: determining which components of β are non-zero. For general β, the problem is underdetermined, but recent results have demonstrated that under particular conditions on X, to be discussed below, sufficient sparsity of β allows (i) exact reconstruction of β in the noise-free case [28] and (ii) consistent selection of the non-zero coefficients in the noisy-case [3, 4, 5, 6, 8, 16, 17, 19, 21, 28, 30, 32, 33] . Many of these results are based on showing that under sparsity constraints, a convex optimization problem that controls the 1 norm of the coefficients has the same solution as an (intractable) combinatorial optimization problem that controls the number of non-zero coefficients.
In practice, the lasso [5, 26] has become one of the main tools for sparse high-dimensional variable selection, due both to its computational simplicity and its direct connection to these theoretical results. The lasso estimator in the regression problem is defined by (2) β lasso = argmin where β 1 = j |β j | and λ ≥ 0 is a regularization parameter that must be specified. The lasso gives rise to a convex optimization problem and thus is computationally tractable even for moderately large problems. Indeed, the LARS algorithm [14] can compute the entire solution path as a function of λ in O(p 3 + np 2 ) operations. Gradient descent algorithms for the lasso are faster in practice, but have the same computational complexity. For very large p, the lasso remains computationally demanding. A much older and computationally simpler method for variable selection is marginal regression (also called correlation learning, simple thresholding [6] , and sure screening [16] ), in which the outcome variable is regressed on each covariate separately. To compute the marginal regression estimates for variable selection, we begin by computing the marginal regression coefficients which, assuming X has been standardized, are (3) α ≡ X T Y.
Then, we threshold α using the tuning parameter t > 0:
This requires O(np) operations, two orders faster than the lasso for p n, and so is tractable for much larger problems.
The lasso has mostly displaced marginal regression in practice. But the computational advantage for large problems prompts a second look. Tibshirani and Witten (author?) [27] have found that marginal regression sometimes outperforms the lasso in predictive error. Here we revisit marginal regression as a tool for variable selection and ask whether there is any strong reason to prefer the lasso. If marginal regression exhibits comparable performance, theoretically and empirically, then it offers a plausible alternative to the lasso. Put another way: because of its simplicity, marginal regression only needs to tie to win.
In this paper, we study the relative performance of the lasso and marginal regression in three different regimes. In Section 2, we compare the conditions that guarantee exact variable selection in the noise-free case and briefly compare the conditions for consistent variable selection (i.e. sparsistency) in the noisy case. The two sets of conditions are generally overlapping, and we give examples where each procedure fails while the other succeeds. One advantage of the lasso is that, given a fixed matrix X, the conditions for its success hold over a larger class of β's than that of marginal regression. On the other hand, marginal regression has a larger tolerance for collinearity than does the lasso and is somewhat easier to tune, as we illustrate in Section 2.4.
In Section 3, we consider the regime where the design matrix X is fixed but the coefficient vector β is randomly generated. We find conditions such that marginal regression performs well with overwhelming probability. The main condition, which we call faithfulness, is closely related to both the Faithfulness Condition of [21] and the Incoherence Condition of [8] . The Incoherence Condition depends only on X and is thus checkable in practice, but it aims to control the worst case so is quite conservative. The Faithfulness Condition of [21] is relatively less stringent but depends on the unknown support of the parameter vector. Our version of the Faithfulness Condition strikes a compromise between the two.
Although exact variable selection has been the focus of many studies in the literature, it is rare in practice to select exactly the right variables, so it is natural to measure performance in terms of the deviation from exact selection. In Section 4, we study the convergence rates of the two procedures in Hamming distance between sgn(β) and sgn( β). Our main result in this sec-tion is a new partition of the parameter space into three regions I-III. In the interior of region I, exact variable selection is possible (asymptotically), and both procedures achieve this given properly chosen tuning parameters. In region II, it is possible to have a variable selection procedure that recovers most relevant variables, but not all of them. And in Region III, successful variable selection is impossible, and the optimal Hamming distance is asymptotically equivalent to the total number of relevant variables.
Finally, in Section 5 we present simulation studies showing that marginal regression and the lasso perform comparably over a range of parameters. Section 6 gives the proofs of all theorems and lemmas in the order they appear.
Notation. For a real number x, let sgn(x) be -1, 0, or 1 when x < 0, x = 0, and x > 0; and for a vector u ∈ R k , define sgn(u) = (sgn(u 1 ), . . . , sgn(u k )) T . We will use · , with various subscripts, to denote vector and matrix norms, and | · | to represent absolute value, applied component-wise when applied to vectors. With some abuse of notation, we will write min u (min |u|) to denote the minimum (absolute) component of a vector u. Inequalities between vectors are to be understood component-wise as well.
2. Noise-Free Conditions for Exact Variable Selection. Consider a sequence of regression problems with deterministic design matrices, indexed by sample size n,
Here, Y (n) and z (n) are n × 1 response and noise vectors, respectively, X (n) is an n × p (n) matrix and β (n) is a p (n) × 1 vector, where we typically assume p (n) n. We assume that β (n) is sparse in the sense that it has s (n) nonzero components where s (n) p (n) . By rearranging β (n) without loss of generality, we can partition each X (n) and β (n) into "signal" and "noise" pieces, corresponding to the non-zero or zero coefficients, as follows:
In fact, we assume that β
for a sequence ρ (n) > 0 (and not converging to zero too quickly) with
for positive integer k and a > 0. This commonly used condition on β (n) ensures that the non-zero components are not too close to zero to be indistinguishable. Finally, define the Gram matrix C (n) = (X (n) ) T X (n) and partition this as
where of course C (n)
Except in Sections 4-5, we suppose X (n) is normalized so that all diagonal coordinates of C (n) are 1.
These (n) superscripts become tedious, so for the remainder of the paper, we suppress them unless necessary to show variation in n. The quantities X, C, p, s, ρ, as well as the tuning parameters λ (for the lasso; see (2)) and t (for marginal regression; see (4) ) are all thus implicitly dependent on n. We use M ρ to denote the space M s (n) ρ (n) . We will begin by specifying conditions on C, ρ, λ, and t such that in the noise-free case, exact reconstruction of β is possible for the lasso or marginal regression, for all β S ∈ M ρ . These in turn lead to conditions on
, and t (n) such that in the case of homoscedastic Gaussian noise, the non-zero coefficients can be selected consistently, meaning that for all sequences β
as n → ∞. (This property was dubbed sparsistency by Pradeep Ravikumar [23] .) Our goal is to compare these conditions. In this section, we focus on the noise-free case, and keep the discussion on the noise case brief.
2.1. Exact reconstruction conditions for the lasso in the noise-free case. We begin by considering three conditions in the noise-free case that are now standard in the literature on the lasso: Condition E. The minimum eigenvalue of C SS is positive.
SS sgn(β S ) > 0. Because C SS is symmetric and non-negative definite, Condition E is equivalent to C SS being invertible. Later we will strengthen this condition. A critical feature of Condition I is that it only depends on the sign pattern, as we will see.
For the noise-free case, Wainwright [30, Lemma 1] shows that assuming Condition E, conditions I and J are necessary and sufficient for the existence of a lasso solution β with tuning parameter λ such that sgn( β) = sgn(β).
(See also [32] ). Note that this result is stronger than correctly selecting the non-zero coefficients, as it gets the signs correct as well.
Maximizing the left-hand side of Condition I considers all 2 s sign patterns and gives C N S C −1 SS ∞ , the maximum-absolute-row-sum matrix norm. It follows that Condition I holds for all β S ∈ M ρ if and only if
Similarly, one way to ensure that Condition J holds over M ρ is to require that every component of λC
SS sgn(β S ) be less than ρ. The maximum component of this vector over M ρ equals λ C −1 SS ∞ , which must be less than ρ. A simpler relation, in terms of the smallest eigenvalue of C SS is (10)
where the inequality follows from the symmetry of C SS and standard norm inequalities. Stronger versions of the above conditions will be useful.
Condition E'. The minimum eigenvalue of C SS is no less than λ 0 > 0, where λ 0 does not depend on n.
SS ∞ ≤ 1 − η, for 0 < η < 1 small and independent of n.
Note that under Condition E', Condition J' can be replaced by the stronger condition λ < ρλ 0 / √ s.
Theorem 1. In the noise-free case, Conditions E' (or E), I' (or I), and J' imply that for all β S ∈ M ρ , there exists a lasso solution β with sgn( β) = sgn(β).
The conditions for exact reconstruction can be weakened. For instance, Conditions E, I, and J' are also sufficient for exact reconstruction. But we chose these forms because they transition nicely to the noisy case. In a later section, we will discuss Wainwright's result [30] showing that a slight extension of Conditions E', I', and J' gives sparsistency in the case of homoscedastic Gaussian noise.
2.2.
Exact reconstruction conditions for marginal regression in the noisefree case. As above, define α = X T Y and define β by β j = α j 1{| α j | ≥ t}, 1 ≤ j ≤ p. For exact reconstruction with marginal regression, we require that β j = 0 whenever β j = 0, or equivalently | α j | ≥ t whenever β j = 0. In the literature on causal inference, this assumption is called faithfulness [25] and is also used in [1, 16] . The faithfulness assumption has received much criticism [24] . The usual justification for faithfulness assumptions is that if β is selected at random from some distribution, then faithfulness holds with high probability. The criticism in [24] is that results which hold under faithfulness cannot hold in any uniform sense.
We write
By elementary algebra
It follows directly that
is required to correctly identify the non-zero coefficients. We call this the Faithfulness Condition even though it is technically different from the standard definition of faithfulness above. We thus have:
Condition F is necessary and sufficient for exact reconstruction with marginal regression.
Unfortunately, as the next theorem shows, Condition F cannot hold for all β S ∈ M ρ . Applying the theorem to C SS shows that for any ρ > 0, there exists a β S ∈ M ρ that violates equation (11) .
Theorem 2. Let C be an s × s positive definite, symmetric matrix that is not diagonal. Then for any ρ > 0, there exists a β ∈ M s ρ such that min |Cβ| = 0.
Despite the seeming pessimism of Theorem 2, we need to be cautious about over-interpreting this result. Since Cβ ≡ (Y, X), what Theorem 2 says is that, if we fix X and let Y = Xβ ranges through all possible β ∈ M s ρ , then there exists a Y such that min |(Y, X)| = 0. However, both X and Y are observed, and if min |(Y, X)| > 0, one can rule out the result of Theorem 2. Although Theorem 2 is sufficient but not necessary for failure of marginal regression, this mitigates the pessimism of the result.
2.3.
Comparison of the exact reconstruction conditions in the noise-free case. In this section, we compare conditions for exact reconstruction in the noise-free case required for the lasso and marginal regression. We will see that at the level of individual β's, the conditions are generally overlapping and very closely related. Although the conditions for marginal regression do not hold uniformly over any M ρ , they have the advantage that they do not require invertibility of C SS and hence are less sensitive to small eigenvalues.
We illustrate with a few examples, each in a subsection.
2.3.1.
For an individual β, the condition for the lasso and that for marginal regression are generally overlapping. Consider an example where
We investigate when ρ ranges, which of two conditions is weaker than the other. Note that s = 2 so the matrix C N S only has two columns. Fix a row of C N S , say a = (a 1 , a 2 ). Condition I requires
and Condition F requires
Seemingly, for many choices of ρ, two conditions (12) and (13) overlap with each other. Take ρ = −0.75 for illustration. In Figure 1 , we display the regions where (a 1 , a 2 ) satisfy (12) and (13), respectively. The figure shows that two regions are overlapping. As a result, the condition for the lasso overlaps with that for marginal regression. For different choices of ρ and β S , those regions in Figure 1 may vary, but to a large extent, two conditions continue to overlap with each other. Examples for larger s can be constructed by letting C SS be a block diagonal matrix, where the size of each main diagonal block is small. For each row of C N S , the conditions for the lasso and marginal regression are similar to those in (12) and (13), respectively, but maybe more complicated. To save space, we omit further discussion along this line.
2.3.2.
In the special case of β S ∝ 1 S , the condition for the lasso and the condition for marginal regression are closely related. Consider the special case β S ∝ 1 S . In this case, the main condition for the lasso (Condition I) is (14) |C
and the condition for marginal regression (Condition F) is
where both inequalities should be interpreted as hold component-wisely. Two conditions are surprisingly similar: removing C −1 SS on the left side of (14) and adding C SS to the right hand side of it gives (15) .
Note that if in addition 1 S is an eigen-vector of C SS , then two conditions are equivalent to each other. This includes but is not limited to the case of s = 2.
2.3.3.
In the special case of C SS = I, the condition for the lasso is weaker. Fix n and consider the special case in which C SS = I. For the lasso, Condition E' (and thus E) is satisfied, Condition J' reduces to λ < ρ, and Condition I becomes C N S ≤ 1. Under these conditions, the lasso gives exact reconstruction, but Condition F can fail. To see how, let β ∈ {−1, 1} s be the vector such that max |C N S β| = C N S ∞ and let be the index of the row at which the maximum is attained, choosing the row with the biggest absolute element if the maximum is not unique. Let u be the maximum absolute element of row of C N S with index j. Define a vector δ to be zero except in component j, which has the value ρ β j /(u C N S ∞ ). Let β = ρ β + ρδ. Then, Let CSS and βS be as in Section 2.3.2, where ρ = −0.75. For a row of CNS, say, (a1, a2). The interior of the red box and that of the green box are the regions of (a1, a2) satisfying the condition for the lasso (i.e. (12)) and for marginal regression (i.e. (13)), respectively.
It follows that max |C N S β| > ρ = min |β|, so Condition F fails.
On the other hand, suppose Condition F holds for all β S ∈ {−1, 1} s . (It cannot hold for all M ρ by Theorem 2). Then, for all β S ∈ {−1, 1} s , max |C N S β S | ≤ 1, which implies that C N S ∞ ≤ 1. Choosing λ < ρ, we have Conditions E', I, and J' satisfied, showing by Theorem 1 that the lasso gives exact reconstruction.
It follows that the conditions for the lasso are weaker in this case.
2.3.4.
Small eigenvalues of (X S X S ) may have an adverse effect on the performance of the lasso, but not always on that for marginal regression. For simplicity, assume
(We remark that the phenomenon to be described below is not limited to the case of β S ∝ 1 S ). For 1 ≤ i ≤ s, let λ i and ξ i be the i-th eigenvalue and eigenvector of C SS . Without loss of generality, we assume that ξ i have unit 2 norm. By elementary algebra, there are constants a 1 , . . . , a s such that
Fix a row of C N S , say, a = (a 1 , . . . , a s ). Respectively, the conditions for the lasso and marginal regression require
Without loss of generality, we assume that λ 1 is the smallest eigenvalue of C SS . Consider the case where λ 1 is small, while all other eigenvalues have a magnitude comparable to 1. In this case, the smallness of λ 1 has a negligible effect on s i=1 (c i λ i )ξ i , and so has a negligible effect on the condition for marginal regression. However, the smallness of λ 1 may have an adverse effect on the performance of the lasso. To see the point, we note that
Compare this with the first term in (19) . The condition for the lasso is roughly
which is rather restrictive since λ 1 is small. We now further illustrate the point with an example. Let
The smallest eigenvalue of the matrix is λ 1 = λ 1 (c) = 1 − c 2 + 1/4, which is positive if and only if c ≤ √ 3/2. Suppose 0 < c < √ 3/2. Fix a row of C N S , say, a = (a 1 , a 2 , a 3 ). By direct calculations, the condition for marginal regression and the lasso require (20) |a 1 +a 2 +a 3 | ≤ 1/2, and
respectively. As c approaches √ 3/2, both λ 1 (c) and the right hand side of the first inequality in (20) approach 0. As a result, the first inequality in (20) becomes increasingly more restrictive, but the the second inequality remains the same for all c. Therefore, a small λ 1 (c) has a negative effect on the broadness of the condition for the lasso, but not on that of marginal regression. Figure 2 displays the regions where the vector a satisfies the first and the second inequality in (20) , respectively. In this example, c = 0.55, 0.75, 0.85, so λ 1 (c) = 0.29, 0.14, 0.014 correspondingly. To better visualize these regions, we display their 2-D section in Figure 2 (in the 2-D section, we set the first coordinate of a to 0). The figures suggest that when λ 1 (c) get increasingly smaller, the region corresponding to the lasso shrinks substantially, while that corresponding to marginal regression remains the same. Figure 2 , where we set the first coordinate of a to 0. As c varies, the regions for marginal regression remain the same, but those for the lasso get substantially smaller as λ1(c) decrease. x-axis: a2. y-axis: a3.
In conclusion, in the noise-free case, the condition for the lasso and for marginal regression are generally overlapping and closely related. On one hand, given a fixed matrix X, the conditions for the success of the lasso hold over a larger class of β's than that of marginal regression. On the other hand, marginal regression has a larger tolerance for collinearity than does the lasso. Bear in mind that for very large p, the lasso is computationally much more demanding.
2.4. Exact reconstruction conditions for marginal regression in the noisy case. We now come back to Model (5) and consider the noisy case:
To focus on variable selection, we suppose the parameter σ 2 n is known. The exact reconstruction condition for the lasso in the noisy case has been studied extensively in the literature (see for example [26] ). So in this paper, we focus on that for marginal regression. We address two topics. First, we extend Condition F in the noise-free case to the noisy case, say Condition F'. When Condition F' holds, we show that with an appropriately chosen threshold t (see (4)), marginal regression fully recovers the support with high probability. Second, we discuss how to determine the threshold t empirically.
Recall that in the noise-free case, Condition F is
A natural extension of Condition F is the following.
When Condition F' holds, it is possible to separate relevant variables from irrelevant variables with high probability. In detail, write
where x i denotes the i-th column of X. Sort |(Y, x i )| in the descending order, and let r i = r i (Y, X) be the ranks of |(Y, x i )| (assume no ties for simplicity). Introduce
Recall that S(β) denotes the support of β and s = |S|. The following lemma says that, if s is known and Condition F' holds, then marginal regression is able to fully recover the support S with high probability.
Lemma 2. Consider a sequence of regression models as in (21) . If for sufficiently large n, Condition F' holds and p (n) ≥ n, then
Lemma 2 is proved in the appendix. We remark that if both s and (p − s) tend to ∞ as n tends to ∞, then Lemma 2 continues to hold if we replace 2σ n √ 2 log p in (22) by σ n ( log(p − s) + √ log s). See the proof of the lemma for details.
The key assumption of Lemma 2 is that s is known so that we know how to set the threshold t. Unfortunately, s is generally unknown. We propose the following procedure to estimate s.
be the linear space spanned by
and let H n (k) = H n (k; X, Y, p) be the projection matrix from R n to V n (k) (here and below, the sign emphasizes the dependence of indices i k on the data). Define
The term δ 2 n (k) is closely related to the F-test for testing whether β i k+1 = 0. We estimate s by
(in the case where δ(k) < σ n √ 2 log n for all k, we define s n = 1). Once s n is determined, we estimate the support S by
It turns out that under mild conditions, s n = s with high probability. In detail, suppose that the support S(β) consists of indices j 1 , j 2 , . . . , j s . Fix 1 ≤ k ≤ s. Let V S be the linear space spanned by x j 1 , . . . , x js , and let V S,(−k) be the linear space spanned by x j 1 , . . . , x j k−1 , x j k+1 , . . . , x js . Project β j k x j k to the linear space V S ∩ V ⊥ S,(−k) . Let ∆ n (k, β, X, p) be the 2 norm of the resulting vector, and let
The following theorem says that if ∆ * n (β, X, p) is slightly larger than σ n √ 2 log n, then s n = s and S n = S with high probability. In other words, marginal regression fully recovers the support with high probability. Theorem 3 is proved in the appendix.
Theorem 3. Consider a sequence of regression models as in (21) . Suppose that for sufficiently large n, Condition F' holds, p (n) ≥ n, and
and
Theorem 3 says that the tuning parameter for marginal regression (i.e. the threshold t) can be set successfully in a data driven fashion. In comparison, how to set the tuning parameter λ for the lasso has been a withstanding open problem in the literature. In this section, we study how broad the Faithfulness Condition holds. We approach this by modeling β as random (the matrix X is kept deterministic), and find out conditions under which the Faithfulness Condition holds with high probability.
The discussion in this section is closely related to the work by Donoho and Elad [8] on the Incoherence Condition. Compared to the Faithfulness Condition, the advantage of the Incoherence Condition is that it does not involve the unknown support of β, so it is checkable in practice. The downside of the Incoherence Condition is that it aims to control the worst case so it is conservative. In this section, we derive a condition-Condition F"-which can be viewed as a middle ground between the Faithfulness Condition and the Incoherence Condition: it is not tied to the unknown support so it is more tractable than the Faithfulness Condition, and it is also much less stringent than the Incoherence Condition.
In detail, we model β as follows. Fix ∈ (0, 1), a > 0, and a distribution π, where (23) the support of π
For each 1 ≤ i ≤ p, we draw a sample B i from Bernoulli( ). When B i = 0, we set β i = 0. When B i = 1, we draw β i ∼ π. Marginally,
where ν 0 denotes the point mass at 0. We study for which quadruplets (X, , π, a) the Faithfulness Condition holds with high probability.
Recall that the design matrix X = [x 1 , . . . , x p ], where x i denotes the i-th column. Fix t ≥ 0 and δ > 0. Introduce
where the random variable u ∼ π. As before, we have suppressed the superscript (n) for g ij (t) andḡ i (t). Define
whereḡ denotes the vector (ḡ 1 , . . . ,ḡ p ) T . The following lemma is proved in the appendix.
Lemma 3. Fix n, X, δ > 0, ∈ (0, 1), and distribution π. Then
Now, suppose the distribution π satisfies (23) for some a > 0. Take δ = a/2 on the right hand side of (25)- (26) . Except for a probability of A n (a/2, ,ḡ),
so max |C N S β S | ≤ min |C SS β S | and the Faithfulness Condition holds. This motivates the following condition, where (a, , π) may depend on n.
The following theorem says that if Condition F" holds, then Condition F holds with high probability.
Theorem 4. Consider a sequence of noise-free regression models as in (21) , where the noise component z (n) = 0 and β (n) is generated as in (24) . Suppose Condition F" holds. Then as n tends to ∞, except for a probability that tends to 0, max
Theorem 4 is the direct result of Lemma 3 so we omit the proof.
3.1.
Comparison of Condition F" with the Incoherence Condition. Introduced in Donoho and Elad [8] (see also [9] ), the Incoherence of a matrix X is defined as [8] max
where C = X T X is the Gram matrix as before. The notion is motivated by the study in recovering a sparse signal from an over-complete dictionary. In the special case where X is the concatenation two orthonormal bases (e.g. a Fourier basis and a wavelet basis), max i =j |C ij | measures how coherent two bases are and so the term of incoherence; see [8, 9] for details. Consider Model (1) in the case where both X and β are deterministic, and the noise component z = 0. The following results are proved in [5, 8, 9 ].
• Lasso yields exact variable selection if s <
for some constant c ∈ (0, 1), and that the nonzero coordinates of β have comparable magnitudes (i.e. the ratio between the largest and the smallest nonzero coordinate of β is bounded away from ∞).
In comparison, the Incoherence Condition only depends on X so it is checkable. Condition F depends on the unknown support of β. Checking such a condition is almost as hard as estimating the support S. Condition F" provides a middle ground. It depends on β only through ( , π). In cases where we either have a good knowledge of ( , π) or we can estimate them, Condition F" is checkable.
At the same time, the Incoherence Condition is conservative, especially when s is large. In fact, in order for either the lasso or marginal regression to have an exact variable selection, it is required that (28) max
In other words, all coordinates of the Gram matrix C need to be no greater than O(1/s). This is much more conservative than Condition F. However, we must note that the Incoherence Condition aims to control the worst case: it sets out to guarantee uniform success of a procedure across all β under minimum constraints. In comparison, Condition F aims to control a single case, and Condition F" aims to control almost all the cases in a specified class. As such, Condition F" provides a middle ground between Condition F and the Incoherence Condition, applying more broadly than the former, while being less conservative than the later.
Below, we use two examples to illustrate that Condition F" is much less conservative than the Incoherence Condition. In the first example, we consider a weakly dependent case where max i =j |C ij | ≤ O(1/ log(p)). In the second example, we suppose the matrix C is sparse, but the nonzero coordinates of C may be large.
3.1.1. The weakly dependent case. Suppose that for sufficiently large n, there are two sequence of positive numbers a n ≤ b n such that
and that
For k ≥ 1, denote the k-th moment of π n by
Introduce m n = m n (X) and v 2 n = v 2 n (X) by
Corollary 3.1. Consider a sequence of regression models as in (21) , where the noise component z (n) = 0 and β (n) is generated as in (24) . If there are constants c 1 > 0 and c 2 ∈ (0, 1/2) such that
and Condition F" holds.
Corollary 3.1 is proved in the appendix. For interpretation, we consider the special case where there is a generic constant c > 0 such that b n ≤ ca n . As a result, µ (1) n /a n ≤ c, µ (2) n /a 2 n ≤ c 2 . The conditions reduce to that, for sufficiently large n and all 1 ≤ i ≤ p,
Note that by (24),
In comparison, the Incoherence Condition requires that each coordinate of (C − I) is no greater than O(1/s), while Condition F" only requires that the average of each row of (C − I) is no greater than O(1/s). The latter is much less conservative.
3.1.2. The sparse case. Let N * n (C) be the maximum number of nonzero off-diagonal coordinates of C:
Suppose there is a constant c 3 > 0 such that
Also, suppose there is a constant c 4 > 0 such that for sufficiently large n,
the support of π n is contained in [−c 4 a n , a n ] ∪ [a n , c 4 b n ].
The following corollary is proved in the appendix.
Corollary 3.2. Consider a sequence of noise-free regression models as in (21) , where the noise component z (n) = 0 and β (n) is randomly generated as in (24) . Suppose (31)- (32) A n (a n /2, n ,ḡ (n) ; X (n) , π n ) = 0, and Condition F" holds.
For interpretation, consider a special case where
In this case, the condition reduces to
As a result, Condition F" is satisfied if each row of (C − I) contains no more than p ϑ−2c 4 δ nonzero coordinates each of which ≤ δ. Compared to the Incoherence Condition max i =j |C ij | ≤ O(1/s) = O(p −ϑ ), our condition is much weaker.
In conclusion, if we alter our attention from the worst-case scenario to the average scenario, and alter our aim from exact variable selection to exact variable selection with probability ≈ 1, then the condition required for success-Condition F"-is much more relaxed than the Incoherence Condition.
4.
Hamming Distance when X is Gaussian; Partition of the Phase Diagram. So far, we have focused on exact variable selection. In many applications, exact variable selection is not possible. Therefore, it is of interest to study the Type I and Type II errors of variable selection (a Type I error is a misclassified 0 coordinate of β, and a Type II error is a misclassified nonzero coordinate).
In this section, we use the Hamming distance to measure the variable selection errors. Back to Model (1),
where without loss of generality, we assume σ n = 1. As in the preceding section (i.e. (24)), we suppose
For any variable selection procedure β = β(Y ; X), the Hamming distance between β and the true β is
Note that by Chebyshev's inequality,
So a small Hamming distance guarantees exact variable selection with high probability. How to characterize precisely the Hamming distance is a challenging problem. We approach this by modeling X as random. Assume that the coordinates of X are iid samples from N (0, 1/n):
The choice of the variance ensures that most diagonal coordinates of the Gram matrix C = X T X are approximately 1. Let P X (x) denote the joint density of the coordinates of X. The expected Hamming distance is then
We adopt an asymptotic framework where we calibrate p and with
This models a situation where p n and the vector β gets increasingly sparse as n grows. Also, we assume π n in (24) is a point mass (38) π n = ν τn .
Despite its seemingly idealistic, the model was found to be subtle and rich in theory (e.g. [2, 10, 11, 12, 20, 22] ). In addition, compare two experiments, in one of them π n = ν τn , and in the other the support of π n is contained in [τ n , ∞). Since the second model is easier for inference than the first one, the optimal Hamming distance for the first one gives an upper bound for that for the second one.
With n calibrated as above, the most interesting range for τ n is O( √ 2 log p) [10] : when τ n √ 2 log p, exact variable selection can be easily achieved by either the lasso or marginal regression. When τ n √ 2 log p, no variable selection procedure can achieve exact variable selection. In light of this, we calibrate (39) τ n = 2(r/θ) log n ≡ 2r log p, r > 0.
With these calibrations, we can rewrite
Definition 4.1. Denote L(n) by a multi-log term which satisfies that lim n→∞ (L(n) · n δ ) = ∞ and that lim n→∞ (L(n) · n −δ ) = 0 for any δ > 0.
We are now ready to spell out the main results. Define
The following theorem is proved in the appendix, which gives the lower bound for the Hamming distance.
Theorem 5. Fix ϑ ∈ (0, 1), θ > 0, and r > 0 such that θ > 2(1 − ϑ). Consider a sequence of regression models as in (34)-(39). As n → ∞, for any variable selection procedure
At the same time, let β mr be the estimate of using marginal regression with threshold
We have the following theorem.
Theorem 6. Fix ϑ ∈ (0, 1), r > 0, and θ > (1−ϑ). Consider a sequence of regression models as in (34)-(39). As p → ∞, the Hamming distance of marginal regression with the threshold t n = (
Similarly, choosing the tuning parameter λ n = 2(
√ 2 log p in the lasso, we have the following theorem. There regions as in Section 4. In Region of Exact Recovery, both the lasso and marginal regression yield exact recovery with high probability. In Region of Almost Full Recovery, it is impossible to have large probability for exact variable selection, but the Hamming distance of both the lasso and marginal regression p n. In Region of No Recovery, optimal Hamming distance ∼ p n and all variable selection procedures fail completely. Displayed is the part of the plane corresponding to 0 < r < 4 only.
Theorem 7. Fix ϑ ∈ (0, 1), r > 0, and θ > (1−ϑ). Consider a sequence of regression models as in (34)-(39). As p → ∞, the Hamming distance of the lasso with the tuning parameter λ n = 2(
The proofs of Theorems 6-7 are routine and we omit them. Theorems 5-7 say that in the ϑ-r plane, we have three different regions, as displayed in Figure 4 .
• Region I (Exact Reovery): 0 < ϑ < 1 and r > ρ(ϑ).
• Region II (Almost Full Recovery): 0 < ϑ < 1 and ϑ < r < ρ(ϑ).
• Region III (No Recovery): 0 < ϑ < 1 and 0 < r < ϑ.
In the Region of Exact Recovery, the Hamming distance for both marginal regression and the lasso are algebraically small. Therefore, except for a probability that is algebraically small, both marginal regression and the lasso give exact recovery.
In the Region of Almost Full Recovery, both the Hamming distance of marginal regression and the lasso are much smaller than the number of relevant variables (which ≈ p n ). Therefore, almost all relevant variables have been recovered. Note also that the number of misclassified irrelevant variables is comparably much smaller than p n . In this region, the optimal Hamming is algebraically large, so for any variable selection procedure, the probability of exact recovery is algebraically small.
In the Region of No Recovery, the Hamming distance ∼ p n . In this region, asymptotically, it is impossible to distinguish relevant variables from irrelevant variables, and any variable selection procedure fails completely.
The results improve on those by Wainwright [30] . It was shown in [30] that there are constants c 2 > c 1 > 0 such that in the region of {0 < ϑ < 1, r > c 2 }, the lasso yields exact variable selection with overwhelming probability, and that in the region of {0 < ϑ < 1, r < c 2 }, no procedure could yield exact variable selection. Our results not only provide the exact rate of the Hamming distance, but also tighten the constants c 1 and c 2 so that c 1 =
Simulations and Examples.
In this section we consider some numerical examples. Figures 5 and 6 show the prediction error and the Hamming error for the lasso and marginal regression, as a function of the number of variables selected. In all cases, n = 40, p = 500, σ = 10 and s = 100. All nonzero β j 's are set equal to either .5 or 5. Each row of the matrix X is generated independently from N (0, Σ(ρ)), where Σ(ρ) is a p by p matrix with 1 on the diagonal and ρ elsewhere. We take ρ = 0, 0.2, 0.5, 0.9. Figures  7 and 8 are the same but are averaged over 100 replications.
We see that in virtually all cases, marginal regression is competitive with the lasso and in some cases is much better.
Proofs.
6.1. Proof of Theorem 2. First, let k i denote the number of non-zero diagonal entries in row i of C. Because C is symmetric but not diagonal, at least two rows must have non-zero k i . Assume without loss of generality that the rows and columns of C are arranged so that the rows with nonzero k i form the initial minor. It follows that the initial minor is itself a positive definite symmetric matrix. And because any such matrix A satisfies |A ij | < max k C kk for j = i, there exists a row i of C with k i > 0 and |C ij | < C ii for any j = i. 
Number of Variables Included
Hamming Error
Hamming ErrorHamming ErrorFig 6 . Same as in Figure 5 , but all nonzero βi equal 5. 
Hamming ErrorHamming ErrorHamming Error
Fig 8.
Same as in Figure 6 , but displayed are the average errors across 100 replications.
Define β as follows:
This proves the theorem.
Proof of Lemma 2.
By the definition of S n (s), it is sufficient to show that except for a probability that tends to 0,
. By Boolean algebra and elementary statistics,
It follows that except for a probability of o(1),
Similarly, except for a probability of o (1),
Combining these gives the claim.
Proof of Theorem 3.
Once the first claim is proved, the second claim follows from Lemma 2. So we only show the first claim. Write for short S n (s) = S n (s (n) ; X (n) , Y (n) , p (n) ), s = s (n) , and S = S(β (n) ). All we need to show is lim n→∞ P ( s n = s) = 0.
Introduce the event D n = { S n (s) = S}.
It follows from Lemma 2 that
. It is sufficient to show lim n→∞ P ( s n = s|D n ) = 0, or equivalently, (42) lim n→∞ P ( s n > s|D n ) = 0 and lim n→∞ P ( s n < s|D n ) = 0.
Consider the first claim of (42). Write for short t n = σ n √ 2 log n. Note that the event { s n > s|D n } is contained in the event of ∪ p−1
where we say two positive sequences a n b n if lim n→∞ (a n /b n ) ≤ 1.
Note that for any realization of the sequences V n (1), . . . , V n (p),
Combining (43)- (45) gives the claim.
Consider the second claim of (42). By the definition of s n , the event { s n < s|D n )} is contained in the event { δ n (s − 1) < t n |D n }. By definitions, δ n (s − 1) = ( H(s) − H(s − 1))Y , where · = · 2 denotes the 2 norm. So all we need to show is
Recall that i k denotes the index at which the rank of |(Y,
, and denote β(k) by the k-vector (β i 1 , β i 2 , . . . , β i k ) T . Conditional on the event D n , S n (s) = S, and β i 1 , β i 2 , . . . , β is are all the nonzero coordinates of β. So according to our notations,
Now, first, note that H(s) X(s) = X(s) and H(s − 1) X(s − 1) = X(s − 1). Combine this with (47). It follows from direct calculations that
Last, split x is into two terms,
is = 0, and so
is .
Combining (48)- (50) gives
Recall that Y = Xβ + z, it follows that
is + z).
Now, take an orthonormal basis of R n , say q 1 , q 2 , . . . , q n , such that q 1 ∈ V n (s) ∩ V n (s − 1) ⊥ , q 2 , . . . , q s ∈ V n (s − 1), and q s+1 , . . . , q n ∈ V n (s) ⊥ . Recall that x (2) is is contained in the one dimensional linear space V n (s) ∩ V n (s − 1) ⊥ , so without loss of generality, assume (x
is . Denote the square matrix [ q 1 , . . . , q n ] by Q. Let z = Qz and let z 1 be the first coordinate of z. Note that marginally z 1 ∼ N (0, σ 2 n ). Over the event D n , it follows from the construction of Q and basic algebra that
Combine (52) and (53),
As a result,
Recall that conditional on the event D n , S n (s) = S. So by the definition of ∆ * n = ∆ n (β, X, p),
Recalling that z 1 ∼ N (0, σ 2 n ) and that P (D c n ) = o(1),
Note that by the assumption of (
Inserting (57) into (54) gives (46).
6.4. Proof of Lemma 3. For 1 ≤ i ≤ p, introduce the random variable
When B i = 0, β i = 0, and so
Also, recalling that the columns of matrix X are normalized such that (x i , x i ) = 1, the diagonal coordinates of (C SS − I) are 0. Therefore,
Note that Z i and B i are independent and that P (B i = 0) = (1− ). It follows that
Compare these with the lemma. It is sufficient to show
Now, by the definition of g ij (t), the moment generating function of Z i satisfies that
Since 1 + x ≤ e x for all x, 1 + g ij (t) ≤ e g ij (t) , so by the definition ofḡ i (t),
It follows from Chebyshev's inequality that
Similarly,
Inserting (61)- (62) into (58) gives the claim.
6.5. Proof of Corollary 3.1. Choose a constant q such that q/2 − c 2 q > 1 and let t n = q log(p)/a n . By the definition of A n (a n /2, n ,ḡ), it is sufficient to show that for all 1 ≤ i ≤ p,
The proofs are similar, so we only show the first one. Let u be a random variable such that u ∼ π n . Recall that the support of |u| is contained in [a n , b n ]. By the assumptions and the choice of t n , for all fixed i and j = i,
Since e x − 1 ≤ x + e x x 2 /2, it follows from Taylor expansion that
By definitions of m n (X) and
n v 2 n (X). It follows from (30) that
Therefore, e −antn/2 e nḡi(tn) ≤ e −[q/2−c 2 q+o(1)] log(p) , and claim follows by the choice of q.
6.6. Proof of Corollary 3.2. Choose a constant q such that 2 < q < c 3 c 4 δ . Let t n = a n q log(p), and u be a random variable such that u ∼ Π n . Similar to the proof of Lemma 3.1, we only show that
Fix i = j. When (x i , x j ) = 0, e tu(x i ,x j ) −1 = 0. When (x i , x j ) = 0, e tnu(x i ,x j ) − 1 ≤ e tn(bn/an)δ ≤ e c 4 qδ log p . Also, n N * n ≤ e −[c 3 +o(1)] log(p) . Therefore, Since the prior probability that the null hypothesis is true is (1 − n ), the optimal test is the Neyman-Pearson test that rejects the null if and only if
The optimal testing error is equal to 1 − (1 − n )f 0 − n f 1 1 .
Compared to (2), · 1 stands for the L 1 -distance between two functions, not the 1 norm of a vector. We need to modify f 1 into a more tractable form, but with negligible difference in L 1 -distance. Toward this end, let N n ( β) be the number of nonzeros coordinates of β. Introduce the event B n = {|N n ( β) − p n | ≤ 1 2 p n }.
Let
(66) a n (y) = a n (y; n , τ n |X) = (e y T X β−| X β| 2 /2 )(e −τnx T 1 X β ) · 1 {B} d β (e −y T X β−| X β| 2 /2 ) · 1 {B} d β .
Note that the only difference between the numerator and the denominator is the term e −τnx T 1 X β which ≈ 1 with high probability. Introduce (67) f 1 (y) = a n (y)φ(y − τ n x 1 ) e y T X β−| X β| 2 /2 d β.
The following lemma is proved in Section 6.7.2.
Lemma 5. As p → ∞, there is a generic constant c > 0 that does not depend on y such that |a n (y) − 1| ≤ c log(p)p (1−ϑ)−θ/2 and f 1 − f 1 1 = o(1/p).
We now ready to show the claim. Define Ω n = {y : a n (y)φ(y − τ n x 1 ) ≥ φ(y)}. Note that by the definitions of f 0 (y) and f 1 (y), y ∈ Ω n if and only if At the same time, let δ p = c log(p)p (1−ϑ)−θ/2 be as in Lemma 5, and let t 0 = t 0 (ϑ, r) = ϑ + r 2 √ r 2 log p.
be the unique solution of the equation φ(t) = n φ(t − τ n ). It follows from Lemma 5 that,
As a result, Note that under the null, x T 1 Y = x T 1 X β + x T 1 z. It is seen that given x 1 , x T 1 z ∼ N (0, |x 1 | 2 ), and |x 1 | 2 = 1 + O(1/ √ n). Also, it is seen that except for a probability of o(1/p), x T 1 X β is algebraically small. It follows that , r ≥ ϑ, L(n)p −ϑ , 0 < r < ϑ, Combine these gives the theorem.
The claim follows from ξ T 1 Q k+1 = 1 and Q k+1 ξ 2 = √ k. We now show the lemma. Consider the first claim. Consider a realization of X in the event D n (c 0 ) and a realization of β in the event B n . By the definitions of B n , N n ( β) ≤ p n + 1 2 p n . Recall that p n = p 1−ϑ , n = p θ . It follows that log(p)N ( β)/ √ n ≤ c log(p)p n / √ n = c log(p)p 1−ϑ−θ/2 . Note that by the assumption of (1 − ϑ) < θ/2, the exponent is negative. Combine this with (68), (69) |e
Now, note that in the definition of a n (y) (i.e. (66)), the only difference between the integrand on the top and that on the bottom is the term e −τnx T 1 X β . Combine this with (69) gives the claim.
Consider the second claim. By the definitions of f 1 (y) and a n (y), f 1 (y) = a n (y)φ(y − τ n Compare two equalities and recall that a n (y) ∼ 1 (Lemma 4), Recall that p n = p 1−ϑ , n = p θ , and (1−ϑ) < θ/2. Using Bennett's inequality for P (N ( β) = k) (e.g. 
