The robot providing services based on interaction with human needs a fast verification process which knows whether the user belongs to a family or a guest group for providing the differentiated services to each group member. In this paper, we developed the verification system for one-to-group matching (ex. user-to-family or user-to-guest) and tested on the database acquired using the robot in uncontrolled environment. The proposed system consists of three parts: face detection using RMCT and adaboost, feature extraction using multiple PCA, and verification using aggregating GMM-UBM. Experimental result shows that the proposed system is well working on the deteriorated database with a high speed.
INTRODUCTION
Nowadays, many algorithms with respect to human-robot interaction such as face recognition, face tracking, emotion recognition and gesture recognition are introduced for intelligent robot service [1] [2] [3] [4] . In the case of the service robot, the ability to know that whether the user is an enrollee or non-enrollee is a requirement skill for the advanced services. This process is especially beneficial at home because there are family as enrollee group and guests as non-enrollee group. The home service robot utilizing this process is able to provide the differentiated service to each group member.
Similar studies have been performed by other scientists in the biometric area. Those are Sebastien Marcel's LDA-based face verification using a symmetric transformation [5] , Conrad Sanderson et. al.'s local features and GMM based approach [6] , and Simon Lucey et. al.'s fiducial regions based approach [7] . However, they just focused on one-to-one matching instead of one-to-group matching.
One-to-group matching is somewhat different from one-to-one matching. One-to-one matching means verifying that the claimant is an enrollee. However, one-to-group matching means that verifying the claimant belongs to the enrollment group, not one enrollee.
In this paper, we developed a fast verification system between two groups, such as family and non-family and improved the performance of the system to robust to illumination changes based on the previous our study [15] . This process is similar to ordinary face authentication or verification.
However ordinary face authentication and face verification that we treat do not completely coincide.
Ordinary face verification entails one-to-one matching between a user (claimant) and a client (enrollee). However, the process that we treat focuses on one-to-group matching verification between a user and an enrollees group (clients group, such as family). As transforming the problem from the one-to-one matching to the one-to-group matching, we can reduce the computation burden with preserving the performance.
The proposed system is composed of three parts. The first part is face detection using RMCT and adaboost [8] . The next part is feature extraction using multiple PCA [9] and lighting compensation.
The third part is a verification using UBM-aggregated GMM [15] .
In section 2, we describe the overall process. Section 3 portrays the face detection part. Section 4 depicts how to extract the feature and compensate the lighting images. In section 5, we introduce the verification process using UBM-aggregated GMM. We present experimental results and a discussion in section 6. We conclude this paper in section 7. 
Overview of the proposed system
The overall process is in figure 1 . The proposed system is made up of three parts. The first part is for face detection using revised modified census transform, adaboost, difference of pyramid and a face certainty map [8] . The next part is for feature extraction using multiple PCA [9] and lighting compensation using simple linear combination. The third part is for a verification using UBM (Universal Background Model)-aggregated GMM (Gaussian Mixture Model) [15] . The detailed explanations are described in the following sections.
Face detection
The procedure of face detection consists of three steps; preprocessing step, face detection step, and post processing step. In the preprocessing step, the revised version of the modified census transform was used to compensate the sensitivity of the illumination change. In the next, face detection algorithm based on the RMCT and adaboost using difference of pyramid (DoP) images for fast face detection. Finally, the final step includes a face certainty map (FCM) to reduce the false acceptance rate (FAR) with a constant detection performance. The detection procedure was trained with 16 x 16 pixels to detect from large face to the small face. The detailed information is in [8] [9].
Feature Extraction

Multiple PCA
Principal component analysis (PCA) is widely utilized feature extraction method in face recognition field. The basic concept of PCA is reducing the dimension of data with maintaining the variance to be maximized [10] . The new face space for effectively representing the faces is needed, because the faces are very similar and have high correlation each other in the ordinary image space.
We can obtain the face space, called 'eigen space', using PCA.
Some researchers reported that the system can obtain the stable performance with adding the each component of face or fiducial regions (such as eyes, a nose, and a mouth) instead of just using the holistic face [7] [11]. This process gives high recognition performance using specific ancillary information but needs additional time to detect the components.
Other researchers present alternative PCA, called multiple PCA we used, containing eigenUpper and eigenTzone [9] . These features are additionally used together with ordinary eigenface. The eigenUpper is a model to cope with the expression variation as excluding the mouth. The eigenTzone is a model to cope with the expression variation as only including the eyes and nose robust to illumination. Additional information is also used in this step. It is edge distribution information. The edge information is also valid information if you think of caricature. The more detailed information is in [9] .
Lightening Compensation
The change of the illumination condition gives a bad effect on the performance of the verification system. In this system, we propose a simple lightening compensation process using linear combination to generate diverse features for diverse illumination conditions. In training phase, we make the factitious face images using predefined illumination masks in In the experiment, we get the nine registration face features from one registration feature using the eight illumination masks. This process makes our system be possible and robust to the illumination variation. 
Verification
Gaussian Mixture Model
We model the face features of the family member (each enrollee) with a Gaussian mixture model (GMM). The feature vector x has a Gaussian probability as follows,
where D is the dimensionality of the feature vector, m is a mean vector, and å is a covariance matrix.
The GMM is a weighted linear combination of M unimodal Gaussian density.
In the GMM, each Gaussian density has its own weight 
In order to find the parameters maximizing likelihood function, the parameters are learned using the EM algorithm [12] , [13] .
The EM algorithm consists of E-step and M-step. The responsibilities are computed in the E-step and the parameters are estimated in the M-step. The E-step is 
The M-step is
The E-step and M-step repeat until they converge. We finally obtain the parameters } ,...,
Aggregation GMM
We construct the family model or universal client model (UCM) by gathering each family member model [15] . In this step, we put each family member model (each GMM) together into one universal family model. At the same time, we eliminate gaussian density having faint weight to make the process faster with similar performance. The reason is that although gaussian density having low weight consumes the same process time, it influences insignificant effect on the resulting log-likelihood. This step can be modeled as the following equation. 
We normalize the weight to summate to one, where K is the number of aggregated unimodal gaussian densities.
Through this simple process, we could obtain similar results with faster computation time.
Verification
For the verification, we utilize the method described by Reynolds [14] . In the training phase, the universal background model (UBM) is constructed to represent the guest (imposter). And then, the likelihood of the user being a guest (imposter) can be calculated via the UBM [9] . The verification is performed with the log-likelihood ratio The verification is determined by comparison with a predetermined threshold q . When R(X) is larger than q , the user is accepted as a family member. When R(X) is smaller than q , the user is rejected and considered as a non-family member.
Experiment
Database
We validated the proposed verification system on the database acquired in uncontrolled environment. And then we have implemented the system on the robot providing several services based on the human-robot interaction. The images were captured in 37 centimeters height using one CCD camera. The database contains 10 family members and 18 guests for 20 days. We took pictures of 6 to 8 family members and one guest by the day. The images were captured from a range of 1 to 3 meters under various illumination, pose, and facial expression in order to reflect uncontrolled environments. In total 20500 images of family members and 3000 images of guests were captured and used in the experiment. Figure 5 shows the sample images at different ranges and days from the database [9] [15]. 
Experiment Setup
We first validated the lightening compensation process. We assumed that the family members enrolled from a range of 1 to 3 meters for 4 days. The other images of family and guests were used as test data. We tested for each distance from 1 to 3 meters, separately.
Next we compared the proposed verification process with other well-known methods. We are already done this experiment in [15] . This experiment was done with famous database: FERET, VidTIMIT [16] [17] . VidTIMIT database was used as training database and FERET database was used as test database. The detailed experiment setup is in [15] .
We also tested at the several mixture components. In the speaker recognition field, the number of mixture components is normally over 64. We also tested several mixture components and found the optimal number of mixture components. In this experiment, we also assumed that the family members enrolled from a rage of 1 to 3 meters for 4 days. The other images of family and guests were used as test data.
Discussion
The results of each experiment are in below. [15] .
The result at the different number of mixture components is in table 3. The result with 96 mixtures is similar with 6 mixtures. However the increase of the mixture components entails the increase of the computation time. We found the best result with around 6 mixture components.
With these experiments, we demonstrate that the proposed verification system is available on the robot for providing home services.
Conclusion
The fast verification process is needed to provide the differentiated home services to each group.
In this paper, we proposed the face verification system with illumination robustness for intelligent home robot service. The proposed verification system is composed of three parts. The first part is for face detection using RMCT, adaboost, DoP, and FCM. In the feature extraction phase, the features with illumination robustness are obtained using multiple PCA and simple lightening compensation process. The final stage is for verification using UBM-aggregated GMM. We validated the effectiveness of our system on the database acquired on uncontrolled environment and showed the possibilities in the real home environment.
