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Within the nonrelativistic QCD (NRQCD) factorization framework, we compute the long-awaited
O(α2s) correction for the exclusive double charmonium production process at B factories, i.e.,
e+e− → J/ψ + ηc at √s = 10.58 GeV. For the first time, we confirm that NRQCD factorization
does hold at next-to-next-to-leading-order (NNLO) for exclusive double charmonium production.
It is found that including the NNLO QCD correction greatly reduces the renormalization scale de-
pendence, and also implies the reasonable perturbative convergence behavior for this process. Our
state-of-the-art prediction is consistent with the BaBar measurement.
PACS numbers:
1. Introduction. Back in the beginning of this century,
one particularly pressing dilemma of Standard Model
is the severe discrepancy between the Belle measure-
ment [1] and the subsequent predictions [2–4] for the ex-
clusive double-charmonium production e+e− → J/ψ+ηc
at
√
s = 10.58 GeV. This disquieting discrepancy has
triggered a flurry of theoretical explorations in the fol-
lowing years. Although some explanations invoke certain
exotic scenarios [5, 6], the consensus is that this puzzle is
rooted in our inadequate knowledge about quarkonium
production mechanism. The mainstream investigations
from the first principles of QCD are based on the light-
cone factorization [7–10] and NRQCD factorization [11–
14]. Unfortunately, apart from poorly known light-cone
distribution amplitudes of charmonia, some unsurmount-
able difficulty in the former approach, e.g., the endpoint
singularity, renders a next-to-leading order (NLO) per-
turbative calculation to such a helicity-flipped exclusive
process impossible [15]. In contrast, for the hard exclu-
sive process e+e− → J/ψ+ηc, the NRQCD approach [16]
provides a more predictive framework that is amenable
to systematically incorporating the higher-order correc-
tions.
One key progress in alleviating the tension is brought
by the NLO perturbative calculation for e+e− → J/ψ+ηc
in NRQCD approach, where a significant positive O(αs)
correction is found [11, 12]. The relativeO(v2) correction
to e+e− → J/ψ + ηc has also been addressed [2, 13, 14],
where v denotes the typical velocity of the c quark inside
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a charmonium. Notwithstanding large uncertainty inher-
ent to various NRQCD matrix elements, it was suggested
that [13, 14], by including both O(αs) and (a partial re-
summation of) relativistic corrections, one may largely
resolve the discrepancy. Later the joint perturbative
and relativistic order-αsv
2 correction was also investi-
gated, which was found to modestly enhance the existing
NRQCD predictions [17, 18].
The recently commissioning Belle II experiment will
certainly conduct more precise measurement for this dou-
ble quarkonium production channel. Therefore it is de-
sirable to have more accurate theoretical prediction avail-
able. Given the substantial O(αs) correction to the cross
section, one cannot resist to speculate whether the mag-
nitude of the NNLO perturbative correction is abnor-
mally large or not. Would the O(α2s) correction for
e+e− → J/ψ + ηc be as significant as the recently avail-
able NNLO corrections for γ∗γ → ηc [19] and ηc →
light hadrons [20]? Undoubtedly, the NNLO correction
for a 1 → 4 process involving massive quarks represents
a cutting-edge challenge in the area of multi-loop calcu-
lation. To sense the daunting difficulty, we quote the
authoritative review of quarkonium physics in 2011 [21]:
“the calculation of . . . is perhaps beyond the current state
of the art”. Notwithstanding enormous technical obsta-
cles, in this Letter we will report our endeavour in ac-
complishing this NNLO calculation.
2. NRQCD factorization for cross section. It is conve-
nient to define the time-like electromagnetic (EM) form
factor F (s) through
〈J/ψ(P1, λ) + ηc(P2)|JµEM|0〉 = i F (s) ǫµνρσP1νP2ρε∗σ(λ),
(1)
where JµEM is the quark EM current, and s = (P1+P2)
2.
2The tensor structure specified in (1) is uniquely con-
strained by Lorentz and parity invariance. The outgoing
J/ψ must be transversely polarized, e.g., λ = ±1.
For hard exclusive reaction involving quarkonium,
NRQCD factorization holds at amplitude level. Specif-
ically speaking, the EM form factor in (1) can be ex-
pressed as
F (s) =
√
4MJ/ψMηc〈J/ψ|ψ†σ · ǫχ|0〉〈ηc|ψ†χ|0〉
× [f + gJ/ψ〈v2〉J/ψ + gηc〈v2〉ηc + · · · ] , (2)
where the perturbatively calculable effects are encoded
in the short-distance coefficients (SDCs) f and gH (H =
J/ψ, ηc), and the long-distance effects encapsulated in
the nonperturbative vacuum-to-charmonium matrix ele-
ments, which are often modeled by the phenomenological
charmonium wave functions at the origin. Note by de-
fault the charmonium states in the NRQCD matrix ele-
ments are at rest and nonrelativistically normalized. The
prefactor in (2) compensates the fact that these states are
relativistically normalized in (1). 〈v2〉J/ψ and 〈v2〉ηc are
defined as the dimensionless ratios of two NRQCD ma-
trix elements for J/ψ and ηc [2], which characterize the
size of relativistic correction.
Substituting (2) into (1), it is straightforward to de-
duce the cross section, which can be further divided into
the O(v0) and O(v2) pieces:
σ[e+e− → J/ψ + ηc] = 4πα
2
3
( |P|√
s
)3
|F (s)|2
= σ0 + σ2 +O(σ0v4), (3)
where |P| signifies the magnitude of the three-momentum
carried by the J/ψ in the center-of-mass frame, and
σ0 =
8πα2m2(1− 4r)3/2
3
〈O〉J/ψ〈O〉ηc |f |2, (4a)
σ2 =
4πα2m2(1− 4r)3/2
3
〈O〉J/ψ〈O〉ηc (4b)
×
∑
H=J/ψ,ηc
(
1− 10r
1− 4r |f |
2 + 4Re(fg∗H)
)
〈v2〉H ,
where a dimensionless ratio
r = 4m2/s
is introduced for brevity. To condense the notation, we
have also introduced the following symbols: 〈O〉J/ψ =∣∣〈J/ψ|ψ†σ · ǫχ|0〉∣∣2, and 〈O〉ηc = ∣∣〈ηc|ψ†χ|0〉∣∣2. In de-
riving (4), we have employed the Gremm-Kapustin rela-
tion [22] M2H ≈ 4m2(1 + 〈v2〉H) to eliminate the explicit
occurrence of the charmonium masses.
Thanks to the weaker strong coupling constant αs at
the scale of the charm quark Compton wavelength or
shorter, the SDCs f and gH are subject to perturbative
expansion in αs:
f = f (0) +
αs
π
f (1) +
α2s
π2
f (2) + · · · , (5a)
gH = g
(0)
H +
αs
π
g
(1)
H + · · · . (5b)
Substituting (5) back to (4), we can organize σ0 and
σ2 in perturbation series in αs. For example, using
|f |2 =
∣∣f (0)∣∣2 + αs
π
2Re
(
f (0)f (1)∗
)
(6)
+
(αs
π
)2 [
2Re
(
f (0)f (2)∗
)
+
∣∣f (1)∣∣2] ,
we can decompose σ0 = σ
(0)
0 + σ
(αs)
0 + σ
(α2
s
)
0 + · · · .
The tree-level SDCs through O(v2) have been available
long ago [2]. Here we list their values:
f (0) =
32πCF ecαs
Ncms2
, (7a)
g
(0)
J/ψ =
3− 10r
6
f (0), g(0)ηc =
2− 5r
3
f (0), (7b)
where ec =
2
3 is the electric charge of the charm quark,
Nc = 3 is the number of colors and CF =
N2
c
−1
2Nc
.
The NLO corrections to those SDCs, for both f [11, 12]
and gH [17, 18], have also been known for a while for.
Since their analytic expressions are rather lengthy, here
we just list the asymptotic expansion for f (1) as
√
s≫ m:
f (1)|asym = f (0)
{
β0
(
− 1
4
ln
s
4µ2R
+
5
12
)
+
(
13
24
ln2 r
+
5
4
ln 2 ln r − 41
24
ln r − 53
24
ln2 2 +
65
8
ln 2− 1
36
π2
−19
4
)
+ iπ
(
1
4
β0 +
13
12
ln r +
5
4
ln 2− 41
24
)}
, (8)
where β0 =
11
3 CA − 23nf is the one-loop coefficient of
the QCD β function, and nf = 4 denotes the number
of active quark flavors. µR denotes the renormalization
scale, with the natural choice around
√
s rather than m.
The double logarithm αs ln
2 r was believed to account for
large positive NLO correction, which was first discovered
in [23], and carefully analyzed in [24]. The asymptotic
expressions for g
(1)
J/ψ and g
(1)
ηc can be found in [17].
a) LO b) NLO
regular light by light
c) NNLO
u, d, s, c
FIG. 1: Representative diagrams for γ∗ → cc¯(3S(1)1 ) +
cc¯(1S
(1)
0 ) through NNLO in αs.
33. Outline of calculation and main result. To com-
pute f (2), we take the shortcut by directly calculat-
ing the quark-level amplitude for γ∗ → cc¯(3S(1)1 , P1) +
cc¯(1S
(1)
0 , P2). To LO accuracy in v, we neglect the rel-
ative momentum in each cc¯ pair prior to carrying out
the loop integration, which amounts to directly extract-
ing the NRQCD SDCs from the hard loop region. We
work in d = 4 − 2ǫ spacetime dimensions to regularize
both UV and IR divergences. About 2000 NNLO Feyn-
man diagrams, as well as the corresponding amplitudes
are generated by QGraf [25] and FeynArts [26]. Some
representative diagrams through NNLO are sampled in
Fig. 1. It is legitimate to drop those “light-by-light”
diagrams in which JµEM directly couples with the light
quark, since
∑
q=u,d,s eq = 0. The covariant projector
technique is utilized to project each cc¯ pair onto the in-
tended quantum number. We then employ the packages
FeynCalc/FormLink [27, 28] to conduct the trace over
Dirac and SU(N) color matrices. After the integration-
by-parts (IBP) reduction with the aid of Apart [29] and
FIRE [30], we end up with about 700 Master Integrals
(MIs).
We employ the sector decomposition (SD) method to
evaluate these MIs numerically. A prescribed error is
universally assigned to each MI multiplied with the cor-
responding coefficient, with the overall error for NNLO
amplitude added in quadrature. It gets exceedingly chal-
lenging to precisely compute some complex-valued MIs,
which typically involve six or more propagators. In con-
trast to the application of SD to the Euclidean region,
the singularities encountered in the physical region lie
inside, rather than sit on, the integration boundary. A
popular recipe to overcome this difficulty is to deform
the integration contour via the following transformation
prior to decomposing the sectors [31]:
zk = xk − iλkxk(1 − xk) ∂F
∂xk
, (9)
where xk is the k-th Feynman parameters, F denotes
the F -term of the α parametrization, λk is some positive
number. The integration efficiency may vary drastically
with {λk}, unfortunately there is no general criterion to
sort out the optimized values of {λk}. Practically, the
package FIESTA [32], which utilizes the algorithm pro-
posed in [31], generates a large number of sectors for
some typical MIs. Due to the complexity of the trans-
formation (9), each of the sector has resulted in a huge
Fortran source code, whose size easily exceeds 10 MB.
We have not even succeeded in compiling a single source
code into the executable file within 2-3 days.
The inefficiency of FIESTA stems from the fact that
the contour deformation (9) is conducted prior to sector
decomposition. However, it is important to realize that
these two operations are in fact commutable. We choose
to first use FIESTA merely for sector decomposition. By
this way each exported Fortran code has a size as modest
as in the Euclidean case, and there arises no compilation
problem. We then conduct the contour deformation dy-
namically at the run time, rather than working statically
on the huge analytical expression.
The delayed transformation (9) also makes it easy to
seek the optimized values of {λk}. One may parame-
terize any vector in the multi-dimensional linear space
{λk} by λλˆ, where λ is the modulus and λˆ specifies a
particular direction. For a given λˆ, we attempt to find
a maximum λmax such that ∀λ < λmax, the imaginary
part of F is guaranteed to be negative. Note the F -
term is now a function of {xk} and λ, and the imagi-
nary part ImF({xk}, λ) is a polynomial in λ. For a fixed
set of {xk}, we can find the first positive root λ+1 ({xk})
by solving the equation ImF [{xk}, λ+1 ({xk})] = 0 with
the aid of the package MPSolve [33]. We then use the
Hooke-Jeeves algorithm [34] to find its global minimum,
i.e., λmax = min[λ
+
1 ({xk})].
For a specific direction λˆ, we can always find λmax by
the procedure outlined above. We then split the interval
(0, λmax) into N segments, and perform the numerical in-
tegration with a fixed number of sample points for each λi
(i = 1, · · · , N). We are able to pick up the optimized λm
which corresponds to the smallest error. After sampling
many random directions, finally we obtain a optimized
value of {λm, λˆ} which has the smallest error. Since the
aforementioned sampling procedure fits in the so-called
single instruction, multiple data (SIMD) pattern, it can
be easily parallelized on the High-Performance-Computer
(HPC) cluster. Note in practice, it is not necessary to
find literally the absolutely optimized set {λk}. Suffice
it to find a relatively optimal set {λk} as long as we can
achieve the prescribed accuracy within tolerable amount
of time. To optimally exploit the HPC power, we use
the parallelized integrator HCubature [35], which pro-
vides a vectorized interface to evaluate the integrand in
batches of several points at a time. For this purpose, we
have also composed a hybrid interface with MPI [36] and
OpenMP [37] to distribute the evaluation across various
HPC nodes.
To eliminate UV divergences, we take the O(α2s) ex-
pressions of the renormalization constants Z2 and Zm
from [38–40], and renormalize the strong coupling con-
stant in the MS scheme to two-loop order. However,
the renormalized NNLO amplitude is found to still con-
tain a single IR pole, yet with the coefficient exactly
equal to the sum of the anomalous dimensions for the
NRQCD bilinear operators carrying the quantum num-
ber of J/ψ [41, 42] and ηc [43]. This pattern is exactly
what we anticipate for NRQCD factorization for double
quarkonium production at NNLO. This IR pole can be
factored into the corresponding NRQCD matrix elements
under the MS scheme, which are actually scale-dependent
quantities.
4Finally, the UV, IR-finite O(α2s) SDC reads
f (2) = f (0)
{
β20
16
ln2
s
4µ2R
−
(
β1
16
+
1
2
β0fˆ
(1)
)
ln
s
4µ2R
+ (γJ/ψ + γηc) ln
µ2Λ
m2
+ F(r)
}
, (10)
with
γJ/ψ = −
π2
12
CF (2CF + 3CA) , (11a)
γηc = −
π2
4
CF (2CF + CA) . (11b)
In (10), µΛ is referred to as the NRQCD factorization
scale, or scale of the UV cutoff in NRQCD, whose value
lies somewhere between mv and m. Moreover, fˆ (1) ≡
f (1)/f (0)
∣∣
µR=
√
s/2
, β1 =
34
3 C
2
A − 203 CATFnf − 4CFTFnf
is the two-loop coefficient of the QCD β function. The
occurrence of lnnµR (n = 1, 2) is demanded by the renor-
malization group equation.
The non-logarithmic term F(r) in (10) is of our primary
interest. Owing to the huge computational expense, we
do not attempt to evaluate F(r) in a wide range of r,
rather only give its value at two benchmark points rele-
vant for the B factory phenomenology, i.e.,
√
s = 10.58
GeV. Taking m = 1.4 and 1.68 GeV, which correspond
to the one-loop and two-loop charm quark pole mass, we
obtain
ReF(r = 0.0700) = −25± 4, (12a)
ReF(r = 0.1009) = −21± 5. (12b)
This is the main result of this work. It turns out that F
is modestly sensitive to the charm quark mass.
4. Phenomenology. The production rate initially mea-
sured by Belle is σ[e+e− → J/ψ+ηc]×B≥4 = 33+7−6±9
fb [1], later shifted to σ[J/ψ+ηc]×B>2 = 25.6±2.8±3.4
fb [44], where B>n denotes the branching fraction for
the ηc into n charged tracks. An indepednent measure-
ment by BaBar in 2005 yields σ[J/ψ + ηc] × B>2 =
17.6± 2.8+1.5−2.1 fb [45].
In the numerical analysis, we take various input
parameters from [14]: the NRQCD matrix elements
〈O〉J/ψ = 0.440 GeV3, 〈O〉ηc = 0.437 GeV3, 〈v2〉J/ψ =
0.441 GeV2/m2, and 〈v2〉ηc = 0.442 GeV2/m2. We
concentrate on the B factories center-of-mass energy√
s = 10.58 GeV. The QED coupling constant α(
√
s) =
1/130.9, and the QCD running coupling constant is eval-
uated to two-loop accuracy with the aid of the package
RunDec [46].
In Table I, we enumerate the individual contribution to
the cross section at various levels of accuracy in NRQCD
factorization. We consider m = 1.4 GeV and m = 1.68
GeV. We have also chosen µR = 2m and µR =
√
s/2,
respectively. To clearly visualize the relative importance
of each different piece, we rewrite Table I in the following
TABLE I: Individual contributions to the predicted σ[e+e− →
J/ψ + ηc] at
√
s = 10.58 GeV. Each column is labeled by the
powers of αs and v, and given in units of fb. We fix µΛ = m,
and consider µR = 2m and
√
s/2. The two upper rows and
the two lower rows correspond to m = 1.4 GeV and m = 1.68
GeV, respectively.
µR LO O(v2) O(αs) O(αsv2) O(α2s) Total
2m 8.48 4.36 8.64 0.34 −3.7(5) 18.1(5)
√
s
2
5.52 2.84 6.48 1.18 1.6(2) 17.6(2)
2m 5.59 1.44 4.71 −0.33 −1.4(4) 10.0(4)
√
s
2
4.16 1.07 4.08 0.06 0.7(2) 10.1(2)
form:
σ = σLO
[
1 +
σ(v
2)
σLO
+
σ(αs)
σLO
+
σ(αsv
2)
σLO
+
σ(α
2
s
)
σLO
]
. (13)
Specifically speaking, we have
σ = 8.48 fb [1 + 0.51 + 1.02 + 0.04− 0.44(6)] , (14a)
σ = 5.52 fb [1 + 0.51 + 1.17 + 0.21 + 0.28(4)] , (14b)
σ = 5.59 fb [1 + 0.26 + 0.84− 0.06− 0.25(6)] , (14c)
σ = 4.16 fb [1 + 0.26 + 0.98 + 0.01 + 0.16(5)] , (14d)
where the order of each entry is the same as in Table I.
From (14) and Table I, we observe that the O(α2s) cor-
rection to this double charmonium productin process is
sizable, but not yet as substantial as the O(αs) correction
(Note this is not the case in [19, 20]). It is reassuring that
the perturbative expansion exhibits a convergent signa-
ture. Depending on the choice of µR, the O(α2s) correc-
tion may range from −44% to 28%. Nevertheless, the
total NNLO cross section possesses a milder dependence
on the renormalization scale than the NLO prediction.
A recent work [47] claims that a favored setting of µR
to 2 − 3 GeV, which is based on the principle of max-
imum conformality, can bring NLO NRQCD prediction
consistent with the B factory measurements. However,
our NRQCD prediction with NNLO accuracy does not
indicate it is necessary to pick up a specific value for µR.
Table I and (14) indicates the predicted cross section
is rather sensitive to the charm mass. Since the NNLO
SDC in (12) is only mildly sensitive tom, thereby the sen-
sitivity mainly originates from the LO and NLO terms.
We observe m = 1.4 GeV yields a prediction much closer
to the data than m = 1.68 GeV.
In Fig. 2, we plot the dependence of the predicted
cross section on µR and µΛ, including numerous individ-
ual contribution in NRQCD factorization formula. All
predictions are given for m = 1.4 GeV. We again observe
much flatter µR dependence of the NNLO cross section.
5. Summary and outlook. Fourteen years after the NLO
correction became first available [11], we eventually ac-
complish the long-awaited calculation of the O(α2s) cor-
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FIG. 2: The cross section, predicted with various level of
precision, as function of µR. We take m = 1.4 GeV. The
brown bands represents the uncertainty due to varying µΛ
from 1 to m. The top panel only includes the perturbative
correction, while the bottom panel also includes the O(v2)
and O(αsv2) corrections.
rection to e+e− → J/ψ + ηc at B factories. We ver-
ify that NRQCD factorization does hold at NNLO in
αs for exclusive double S-wave charmonium produc-
tion. Including the NNLO QCD correction greatly re-
duces the dependence on the renormalization scale, and
exhibits reasonable perturbative convergence behavior.
Our state-of-the-art prediction is compatible with the
BaBar measurement, but still somewhat smaller than
the Belle measurement. The future remeasurement of
this process at Belle II experiment will be crucial to
clarify the situation. The future work along this di-
rection includes investigating the NNLO corrections for
other double-charmonium production processes, such as
e+e− → J/ψ+ χc0,1,2(ηc2). It is also of great theoretical
curiosity to deduce the logarithm ∝ α2s ln4 r in F(r), and
strive to resum these types of endpoint logarithms to all
orders.
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