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OPERATORS WITH SMOOTH FUNCTIONAL
CALCULI
MATS ANDERSSON & HA˚KAN SAMUELSSON & SEBASTIAN SANDBERG
Abstract. We introduce a class of (tuples of commuting) un-
bounded operators on a Banach space, admitting smooth func-
tional calculi, that contains all operators of Helffer-Sjo¨strand type
and is closed under the action of smooth proper mappings. More-
over, the class is closed under tensor product of commuting oper-
ators. In general an operator in this class has no resolvent in the
usual sense so the spectrum must be defined in terms of the func-
tional calculus. We also consider invariant subspaces and spectral
decompositions.
1. Introduction
In this paper we study unbounded operators on a Banach space X
that admit smooth functional calculi, although they do not necessarily
have resolvents. Throughout this paper X is a complex Banach space,
 L(X) is the space of bounded linear operators on X , and eX denotes
the identity operator.
Let a be a closed (densely defined) operator with real spectrum and
with the property that for each compact set K ⊂⊂ C there are NK
and CK such that
(1.1) ‖ωz−a‖ ≤ CK |Im z|
−NK , z ∈ K \ R,
where ωz−a is the resolvent form ωz−a = (z − a)
−1dz/2πi. Then there
is a continuous multiplicative mapping [a] : D(R)→  L(X), defined by
(1.2) [a](φ) =
∫
ωz−a ∧ ∂¯φ˜,
where φ˜ is an almost holomorphic extension to C of φ with compact
support. This was done by Dynkin, [7], for bounded operators a and for
unbounded operators by Helffer and Sjo¨strand, [10]. If a is bounded,
[a] acts on all smooth functions φ on R and it coincides with the holo-
morphic functional calculus if φ is holomorphic in a neighborhood of
the spectrum. In general, [a] has a continuous extension to the algebra
G of all smooth functions on R that are holomorphic at infinity, in par-
ticular, to each rz(ξ) = 1/(z− ξ) for z ∈ C\R, and [a](rz) = (z−a)
−1.
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Conversely, it was proved in [3] that if there exists such a multiplicative
mapping [a] such that, in addition,
(1.3) ∪φ∈D(R)Im [a](φ) is dense, ∩φ∈D(R)Ker [a](φ) = {0},
and [a] extends continuously to G, then there is a closed operator a
satisfying (1.1) and such that (1.2) holds, see Theorem 6.3 for the
precise statement. However, in many cases there exists such a smooth
functional calculus although the resolvent does not exist at all. For
example, let a be multiplication with ξ 7→ ξ(2+ sin ξ3) on X = H1(R).
Then the resolvent set is empty, but nevertheless a admits a smooth
functional calculus D(R)→  L(X), and (1.3) holds.
We take the existence of a smooth functional calculus as our start-
ing point, and introduce the notion of a hyperoperator, (with respect
to smooth functions). It is a multiplicative  L(X)-valued distribution
A on R such that (1.3) holds. This additional requirement means that
A(1) = eX in a weak sense. The spectrum of A is defined as the support
of the distribution. A closable operator (tuple of commuting closable
operators) defined on a dense subspace D is a weak hyperoperator, who,
if a admits an E functional calculus with respect to D, i.e., a multi-
plicative continuous mapping E(Rn) →  L(D), where  L(D) is the set
of closable operators mappings D → D. Roughly speaking this means
that each x ∈ D has real and compact local spectrum with respect to
D. If a is a who and f is any smooth mapping then f(a) is again a who.
It turns out that for any hyperoperator A there is an associated who a.
If f is proper, then the push-forward B = f∗A of A is a hyperoperator
and b = f(a) is the who associated to B. Conversely, a who a is (or
corresponds to) a hyperoperator if and only if for each φ ∈ D(Rn), φ(a)
extends to a bounded operator on X . Moreover, a is bounded (extends
to a bounded operator) if and only if for each f ∈ E(Rn), f(a) extends
to a bounded operator on X .
It is a well-known problem to find a suitable definition of commu-
tativity for unbounded operators to get a reasonable theory. We will
consider hyperoperators on Rn as well, with a completely analogous
definition. For instance, if A1 and A2 are hyperoperators in R, with
associated whos a1 and a2, commuting in the functional calculus sense,
then A = A1 ⊗ A2 is a new hyperoperator in R
2, and a = (a1, a2) is
the associated who. However, it is not true that each hyperoperator
in R2 appears in this way. Similar phenomena hold for the unbounded
analogs of a commuting tuple of bounded operators that are studied
in e.g., [12], [15], [22], and [23]. This gives support for the idea that a
reasonable notion of “commuting tuple of unbounded operators” must
be considered as an object in its own. Weaker forms of commutativity
of unbounded operators are studied in [17], [18], [19], and [20].
One can think of (1.2) as meaning that
(1.4) ∂¯ωz−a = [a],
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where [a] is the operator-valued distribution φ 7→ φ(a). For a general
hyperoperator the resolvent form does not exist, but we present other
solutions to (1.4) such that representations like (1.2) still holds.
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2. Notation and some preliminaries
Any closed (densely defined) operator a on X , has a well-defined
resolvent set ρ(a) which is an open (possibly empty) subset of the
extended plane Ĉ. The spectrum of a is the set σ(a) = Ĉ \ ρ(a).
Moreover, the operator a is bounded if and only if its spectrum is
contained in C. For any automorphism φ(ζ) of Ĉ such that φ−1(∞) is
not in the point spectrum of a, φ(a) is a well-defined closed operator,
and the spectral mapping property φ(σ(a)) = σ(φ(a)) holds. The
automorphism
(2.1) C(ζ) =
ζ + i
ζ − i
, C−1(τ) = i
τ + 1
τ − 1
,
maps R̂ bijectively onto to the unit circle T. It induces the Cay-
ley transform which establishes a one-to-one correspondence between
closed operators with spectrum contained in R, and bounded operators
b with spectrum contained in T such that b− eX is injective.
If a is a densely defined operator on X , then it is closable if there
is a closed operator a′ such that a ⊂ a′, i.e., that the graph of a is
contained in the graph of a′. In that case the closure of the graph of a
is the graph of a (closed) operator called the closure a¯ of a. If a has a
bounded extension, then it is equal to a¯.
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We let Hk(Rn) denote the Sobolev space consisting of all functions
in L2(Rn) such that all derivatives up to order k belongs to L2(Rn) as
well.
2.1. The Dynkin-Helffer-Sjo¨strand functional calculus. For any
φ ∈ D(R) one can find an extension φ˜ to C such that
∂¯φ˜(ζ) = Ø(|Im ζ |∞);
such a φ˜ is called an almost holomorphic extension of φ. Moreover,
if K˜ is a complex neighborhood of suppφ, one may assume that φ˜
has support in K˜. Now let a be a closed operator with real spectrum
such that (1.1) holds, such an operator will be referred to as an HS
operator. Then clearly the integral in (1.2) converges, and it turns out
to be independent of the choice of almost holomorphic extension. The
multiplicativity follows from an application of the resolvent identity
1
w − a
1
z − a
=
1
z − w
1
w − a
+
1
w − z
1
z − a
.
It is easy to see that [a] is continuous in the sense that [a](φj) → 0 in
operator norm if φj → 0 in D(R). It also follows that the support of
[a] coincides with σ(a) ∩ C. Moreover, we claim that
(2.2) [a](ξφ)x = [a](φ)ax, x ∈ Dom(a).
This is of course well-known, but for further reference we sketch a proof.
From the resolvent identity we have, assuming that −i is outside the
support of φ˜,∫ ( 1
a + i
−
1
z + i
) dz
z − a
∧ ∂¯φ˜(z) =∫
dz
(a+ i)(z + i)
∧ ∂¯φ˜(z) = −
∫
∂¯
( dz
(a+ i)(z + i)
∧ φ˜(z)
)
= 0,
where the last equality follows from Stokes’ theorem. Thus we have
(2.3)
1
a + i
[a](φ) = [a](φ)
1
a + i
= [a](
1
ξ + i
φ(ξ)).
Replacing φ(ξ) by (ξ + i)φ(ξ) we get
(2.4)
1
a+ i
[a]((ξ + i)φ) = [a]((ξ + i)φ)
1
a+ i
= [a](φ).
If x ∈ Dom(a) we therefore have [a]((ξ + i)φ)x = [a](φ)(a+ i)x, which
implies (2.2).
Example 1. Let a be a closed operator with spectrum equal to {∞}. For
instance one can take the inverse of the Volterra operator. Then clearly
(1.1) holds, but the resulting multiplicative mapping [a] is identically
0. 
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If a1, . . . , an is a tuple of HS operators such that their resolvents (anti-
) commute, i.e., ωζj−aj ∧ ωζk−ak = −ωζk−ak ∧ ωζj−aj , for ζj, ζk ∈ C \ R,
then [a] = [a1] ⊗ [a2] · · · ⊗ [an] ∈ D
′(Rn,  L(X)) is multiplicative. This
follows by simple abstract considerations, but it can also be realized
explicitly as
[a](φ) =
∫
ωζ1−a1 ∧ . . . ∧ ωζn−an ∧ ∂¯ζn · · · ∂¯ζ1 φ˜(ζ),
where φ˜ is a special almost holomorphic extension to Cn with compact
support as in [3], i.e., such that
(2.5) ∂¯ζ1 · · · ∂¯ζmφ˜(ζ) = Ø(|Im ζ1|
∞ · · · |Im ζm|
∞).
2.2. Commuting bounded operators. Let a = (a1, . . . , an) be a
commuting tuple of bounded operators on X . If the Taylor spectrum
σ(a) is contained in Rn, then it coincides with the spectrum of a with re-
spect to the commutative Banach algebra (a) generated by a. If the tu-
ple a has real spectrum, then we say that a admits a smooth functional
calculus if the real-analytic functional calculus [a] : Ø(Rn)→  L(X) has
a continuous extension to a mapping [a] : E(Rn)→  L(X). Since Cω(Rn)
is dense in E(Rn), the extension is then unique and multiplicative, and
in fact it extends to E(σ(a))→  L(X). The existence of such an exten-
sion is equivalent to that exp(iat) has polynomial growth in t ∈ Rn,
see, e.g., [1]; it is also equivalent to that the resolvent satisfies
‖ωz−a‖ ≤ C|Im z|
−M ,
for some M > 0.
If a has non-real (Taylor) spectrum σ(a), then there is in general no
unique extension of the holomorphic functional calculus. For instance,
let b be a nilpotent operator and let A(φ) = φ˜(b, 0) and B(φ) = φ˜(b, b)
respectively, where φ˜(z, z¯) = φ(z) for real-analytic φ (only a finite
Taylor expansion is needed). Then A and B extend to two different
multiplicative mappings E(C) →  L(X) which both extend the holo-
morphic functional calculus. In general, a possible smooth functional
calculus is uniquely determined by the image of z¯ (or z¯j if we have an
n-tuple of commuting operators). In our situation the bounded (tuples
of) operators that appear are like b = A(φ) for a possibly complex-
valued φ, and then we have a natural conjugated operator, namely
b∗ = A(φ¯). A smooth functional calculus for such an operator b is then
understood to map z¯ to b∗. If f(z) = f˜(z, z¯) = fˆ(Re z, Im z), then
f(b) = f˜(b, b∗) = fˆ((b+ b∗)/2, (b− b∗)/2i), and therefore we can reduce
to the case of real-valued functions φ.
We conclude this section with the following useful observation.
Lemma 2.1. If A is a linear and multiplicative mapping D(R)→ L(X)
then, for any χ ∈ D(R), z 7→ A(χ(ξ)/(z − ξ)) is strongly holomorphic
in C \ R.
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Proof. Let χ˜ ∈ D(R) be identically 1 on suppχ. From linearity and
multiplicativity we get
(2.6) A(
χ(ξ)
z − ξ
) = A(
χ(ξ)
z0 − ξ
)− (z − z0)A(
χ(ξ)
z − ξ
)A(
χ˜(ξ)
z0 − ξ
).
Letting ‖A(χ(ξ)/(z0 − ξ))‖ = C and ‖A(χ˜(ξ)/(z0 − ξ))‖ = C˜ we see
that
‖A(χ(ξ)/(z − ξ))‖ ≤ C + |z − z0|C˜‖A(χ(ξ)/(z − ξ))‖
and so ‖A(χ(ξ)/(z − ξ))‖ ≤ C/(1 − |z − z0|C˜). Thus ‖A(χ(ξ)/(z −
ξ))‖ is locally uniformly bounded in z. From (2.6) it now follows that
A(χ(ξ)/(z− ξ)) is strongly continuous at z0. With this fact in mind it
follows immediately from (2.6) that
1
z − z0
(A(
χ(ξ)
z − ξ
)−A(
χ(ξ)
z0 − ξ
))→ −A(
χ(ξ)
(z0 − ξ)2
), z → z0,
in operator norm. 
3. Definition and basic properties
We say that a linear mapping A : D(Rn) →  L(X) is continuous,
A ∈ D′(Rn,  L(X)), if A(φj) → 0 in operator norm when φj → 0 in
D(Rn). As for ordinary distributions it follows immediately that A has
finite order on compact subsets, i.e., for any compact K ⊂ Rn there is
a constant CK and a non-negative integer MK such that
‖A(φ)‖ ≤ CK
∑
|α|≤MK
sup
K
|∂αφ|
for all φ ∈ D(Rn) with support in K.
Definition 1. A continuous multiplicative mapping A : D(Rn)→  L(X)
is a hyperoperator on Rn, A ∈ HD(Rn)(X), if
(i) DA = ∪ImA(φ) is dense in X, and
(ii) N = ∩KerA(φ) = {0}.
If a is an HS operator such that [a] satisfies (i) and (ii), then [a] is
a hyperoperator. If a is bounded (or a commuting tuple of bounded
operators), then [a](φ) = φ(a). It is readily checked that the operator
(tuple of operators) 0X gives rise to the hyperoperator [0X ], defined by
[0X ](φ) = φ(0)eX . In the same way, [eX ](φ) = φ(1)eX .
Remark 1. Let A : D(Rn)→  L(X) be a continuous multiplicative map-
ping. If A has compact support, i.e., A has a continuous extension to
E(Rn), then (i) and (ii) hold if and only if A(1) = eX . In fact, let χN be
a sequence in D(Rn) that tends to 1 in E(Rn). If now A(1) = eX , then
for any x ∈ X we have that x = A(1)x = limA(χN )x, and hence (i)
holds. In the same way, if A(χN)x = 0 for all N , then x = A(1)x = 0
so that (ii) holds as well. Conversely, if x ∈ DA, then x = A(φ)z and
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therefore A(1)x = A(1)A(φ)z = A(1 · φ)z = A(φ)z = x. If DA is dense
it follows that A(1) = eX . Therefore it is natural to think of (i) and
(ii) as a weak form of saying that A(1) = eX . 
We say that χN ∈ D(R
n) is an exhausting sequence if 0 ≤ χN ≤ 1,
χN ր 1, and the compact sets KN = {χN = 1} form an exhausting
sequence of compact sets; i.e., KN ⊂ int(KN+1) and ∪KN = R
n.
Lemma 3.1. Suppose that χN is an exhausting sequence in R
n and
A ∈ HD(Rn)(X). Then ∪ImA(χN) = DA.
Proof. If φ ∈ D(Rn), then χNφ = φ if N is large enough, and therefore
A(χN)A(φ) = A(χNφ) = A(φ),
which shows that A(χN) is the identity on ImA(φ). Thus ImA(χN ) ⊃
ImA(φ). 
Proposition 3.2. Assume that A1 and A2 are hyperoperators in R
n
and Rm, respectively, and that they are commuting, i.e.,
A1(φ)A2(ψ) = A2(ψ)A1(φ), φ ∈ D(R
n), ψ ∈ D(Rm).
Then A = A1 ⊗ A2 is a hyperoperator in R
n+m and DA = DA1 ∩DA2 .
In particular it follows that DA1 ∩ DA2 is dense as soon as A1 and
A2 are commuting.
Proof. The tensor product A is defined as usual for distributions; thus
A(φ⊗ψ) = A1(φ)A2(ψ), and it is extended to D(R
n+m) by linearity and
continuity. The assumption on commutativity implies that A is multi-
plicative. If 0 = A(φ ⊗ ψ)x = A1(φ)A2(ψ)x for all φ and ψ it follows
from condition (ii) for A1 and A2 that x = 0. Thus (ii) holds for A.
Given x ∈ X we can find y and φ such that ‖x−A1(φ)y‖ < ǫ/2. In the
same way we can find z and ψ such that ‖y−A2(ψ)z‖ < ǫ/(2‖A1(φ)‖).
It follows that ‖x − A(φ ⊗ ψ)z‖ < ǫ. Thus DA is dense in X . On the
other hand, since χN ⊗ χ
′
M is an exhausting sequence in R
n+m if χN
and χ′M are exhausting sequences in R
n and Rm, respectively, it follows
that x ∈ DA if and only if A(χN ⊗ χM)x = x for sufficiently large N
and M , and this in turn holds if and only if x ∈ DA1 ∩DA2. 
If a hyperoperator A in Rn+m is the tensor product A1 ⊗ A2 of
two commuting, multiplicative L(X)-valued distributions in Rn and
R
m, then each Aj is indeed a hyperoperator. In fact, since χN ⊗ χ
′
M
is exhausting in Rn+m, ∪ImA(χN ⊗ χ
′
M) = ∪ImA1(χN)A2(χ
′
M) =
∪ImA2(χ
′
M)A1(χN) is dense, so Aj satisfy condition (i). If Aj(φ)x = 0
for all φ ∈ D(Rn), then A(φ ⊗ φ′)x = 0 for all φ, φ′. Therefore
A(ψ)x = 0 for all ψ ∈ D(Rn+m), so x = 0. Hence Aj satisfies (ii).
Proposition 3.3. If A ∈ HD(Rn)(X) and f ∈ E(R
n,Rm) is a proper
mapping, then the push-forward B = f∗A ∈ D
′(Rm,  L(X)) is a hyper-
operator, and DB = DA.
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Proof. Since f is proper, f ∗ : D(Rm)→ D(Rn) and hence f∗A, defined
by f∗A(φ) = A(f
∗φ) = A(φ ◦ f), is a multiplicative distribution. If χN
is an exhausting sequence in Rm, since f is proper, then χN ◦ f is an
exhausting sequence in Rn. Therefore,
DB = ∪N Im f∗A(χN) = ∪N ImA(χN ◦ f) = DA
according to Lemma 3.1. Thus f∗A satisfies (i). Finally, suppose that
f∗A(ψ)y = 0 for all ψ ∈ D(R
m). For fixed φ ∈ D(Rn) and large N ,
then
A(φ)y = A
(
φ(χN ◦ f)
)
y = A(φ)A(χN ◦ f)y = 0,
and since φ is arbitrary, we conclude that y = 0. Thus f∗A is a hyper-
operator. 
It is easy to check that any hyperoperator A extends to a mul-
tiplicative mapping on the algebra D(Rn) ⊕ C of smooth functions
that are constant outside some compact set, just by letting A(h) =
h(∞)eX + A(h − h(∞)). If φ has compact support, then h = f ◦ φ is
in this algebra, and therefore we have
Proposition 3.4. Assume that A ∈ HD(Rn)(X) and φ ∈ D(R
n,Rm).
Then the bounded operator φ(a) = A(φ) admits a E-functional calculus
that extends the holomorphic (real-analytic) functional calculus, defined
by f 7→ f(0)eX + A(f ◦ φ− f(0)).
4. Weak hyperoperators
We shall now see that for each hyperoperator A there is an associated
closable operator a on DA. We will use the operator a to model the
definition of a weak hyperoperator, see Definition 2 below.
Let A be a hyperoperator in Rn and let f : Rn → Rm be any smooth
mapping. If x ∈ DA and x = A(φ)y we define f(a)x = A(fφ)y.
If χ = 1 in a neighborhood of supp φ, then f(a)x = A(fχφ)y =
A(fχ)A(φ)y = A(fχ)x; thus f(a)x = A(fχ)x and in particular f(a) is
a well-defined densely defined operator. Also observe that if φ ∈ D(Rn),
then φ(a)x = A(φ)x for all x ∈ DA.
For any x ∈ X we let σx(A) be the support of the X-valued distribu-
tion φ 7→ A(φ)x; this is the local spectrum at x. If K ⊂ Rn is compact,
we let
DA,K = {x ∈ X ; σx(A) ⊂ K}.
It is readily checked that DA = ∪KDA,K .
Proposition 4.1. Assume that A is a hyperoperator in Rn.
(a) If f ∈ E(Rn,R), then f(a) maps DA → DA, and if g ∈ E(R
n,R),
then g(a)f(a) = (fg)(a) on DA.
(b) If f ∈ E(Rn,Rm), then f(a) is a closable operator (tuple of oper-
ators).
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(c) If fk → f in E(R
m,Rp), then fk(a)x→ f(a)x for all x ∈ DA.
(d) If xj ∈ DA,K for some fixed compact set K and xj → x in X, then
f(a)xj → f(a)x.
Proof. If x ∈ DA and y = f(a)x, then y = A(χf)x for an appropriate
χ and hence by definition y ∈ DA. Moreover,
g(a)f(a)x = g(a)A(χf)x = A(χ˜g)A(χf)x = A(χ˜χfg)x =
A(χfg)x = (fg)(a)x,
if A(χ)x = x and χ˜ = 1 on the support of χ. Thus (a) holds.
We can always take the closure of the graph of f(a) in Xn × Xm.
If xk ∈ DA, xk → x, and f(a)xk → y, then for any ψ ∈ D(R
n),
A(ψ)f(a)xk → A(ψ)y; but also A(ψ)f(a)xk = A(ψf)xk → A(ψf)x,
so A(ψ)y = A(ψf)x. Because of condition (ii) we have that y is then
uniquely determined by x, and hence the closure is a graph. Thus (b)
is proved.
Given x ∈ DA, take χ such that A(χ)x = x. Since fkχ → fχ in
D(Rn), we have that fk(a)x = A(fkχ)x → A(χf)x = f(a)x. Thus (c)
holds. For the last statement, observe that A(χ)xk = xk if χ = 1 in a
neighborhood of K. Hence f(a)xk = A(fχ)xk → A(fχ)x = f(a)x. 
Notice that if φ ∈ D(Rn), then the closure of φ(a) is equal to the
bounded operator A(φ). Moreover, the closure of 1(a) is equal to eX
and the closure of 0(a) is equal to 0X . Applying Proposition 4.1 to
the mapping f(ξ) = ξ, we find that a has a meaning as a densely
defined closable operator (tuple of closable operators aj = fj(a), where
fj(ξ) = ξj, that commute on DA).
In view of this proposition it is natural to introduce a special class
of densely defined linear operators. If D is a dense subspace, let  L(D)
be the set of closable linear operators D → D.
Definition 2. Let c = (c,D) be a linear operator mapping the dense
subspace D of X into itself. Moreover, assume that c is closable, and
that there is a linear and multiplicative mapping E(Rn)→  L(D), that
extends the trivial one on polynomials, and such that hk(c)x→ h(c)x,
for x ∈ D if hk → h in E(R
n). Then we say that c, or rather (c,D), is
a weak hyperoperator, a who.
The sum of two closable operators is not necessarily closable (so  L(D)
is not a space), so part of the requirement is that each polynomial p(c)
in c is closable. Moreover, since the polynomials are dense in E the
extension to E(Rn)→ L(D) is unique if it exists.
Assume that A is a hyperoperator and f is any smooth mapping.
If h ∈ E(Rm,Rp) then we can define h(f(a)) = (h ◦ f)(a) on DA.
Therefore (a,DA) as well as (f(a), DA) are whos. Also notice that if f
is proper, B = f∗A, and a and b are the associated whos, then b = f(a).
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We say that a who c = (c,D) is (extendable to) a hyperoperator A if
D ⊂ DA and φ(c)x = A(φ)x for x ∈ D. If such an A exists it is unique
in view of Proposition 4.2 below. In the sequel we will therefore often
talk about the hyperoperator a, meaning that a is the who associated
to some hyperoperator A.
Proposition 4.2. Suppose that A and A′ are in HD(Rn)(X) and that
DA∩DA′ is dense. Moreover, assume that there is a dense subspace D
of DA ∩DA′ such that aj = a
′
j on D and map D → D. Then A = A
′.
Proof. If x ∈ D and χ is identically 1 on a large enough set, then
A(ξjχ)x = ajx = a
′
jx = A
′(ξjχ)x.
Moreover, if χ˜ is 1 in a neighborhood of suppφ, (recall that x ∈ D
implies that ajx ∈ D)
A(ξkξjχ)x = A(ξkξjχχ˜)x = A(ξkχ)A(ξjχ˜)x =
A(ξkχ)ajx = akajx = a
′
ka
′
jx = . . . = A
′(ξkξjχ)x,
and so on, so we get A(pχ)x = A′(pχ)x for all polynomials p. If φ is a
test function it follows by the Weierstrass approximation theorem that
A(φ)x = A′(φ)x, and hence A(φ) = A′(φ) since D is dense. 
Corollary 4.3. If A is a hyperoperator and f is proper, then f∗A =
[0X ] if and only if f(a) = 0. In particular, A = [0X ] if and only if
a = 0.
In fact, if B = f∗A, then b = f(a), so bx = 0 = 0Xx for all x ∈ DB =
DA. Hence, by the previous proposition, B = [0X ].
Corollary 4.4. If A,A′ are commuting hyperoperators and a = a′ on
DA ∩DA′, then A = A
′.
This is just because DA ∩ DA′ is dense if A and A
′ commute, cf.,
Proposition 3.2.
Assume that A is a hyperoperator and let h be smooth and constant
outside a compact set. It is easily checked that the bounded operator
A(h) = h(∞)eX + A(h − h(∞) is the closure of the densely defined
operator h(a). Therefore, cf., Proposition 3.4,
f(A(φ))x = (f ◦ φ)(a)x, x ∈ DA,
for any smooth f if φ has compact support.
Proposition 4.5. Let a0 be an HS operator such that [a0] satisfies (i)
and (ii) so that A = [a0] is a hyperoperator. If a is the associated who,
then a¯ = a0.
Proof. Since by assumption a0+ i has a bounded inverse, we have that
Dom (a0) = Dom(a0 + i) = Im (a0 + i)
−1. If x ∈ DA, then x = A(χ)x
OPERATORS WITH SMOOTH FUNCTIONAL . . . 11
so by (2.4)
x = A(χ)x =
1
a0 + i
A
(
(ξ + i)χ
)
x,
and hence x ∈ Dom(a0) and by (2.2), ax = a0x. Thus a ⊂ a0.
Now, if x ∈ Dom(a0) there is some y such that x = (a0 + i)
−1y.
Take yk ∈ DA ⊂ Dom(a0) such that yk → y. Then xk = (a0+ i)
−1yk =
(a+ i)−1yk ∈ DA according to (2.3). Thus
axk = a0xk =
a0
a0 + i
yk →
a0
a0 + i
y = a0x,
since a0/(a0+ i) is bounded. Therefore, (x, a0x) belongs to the closure
of (the graph of) a. 
It is now easy to see that there exist non-trivial hyperoperators.
Example 2. Let a be the unbounded operator defined as multiplication
with ξ on X = H1(Rξ). It defines a hyperoperator A = [a] and the
associated who is (a,DA) where DA = {x ∈ X ; supp x ⊂⊂ R}. The
mapping f(ξ) = ξ(2 + sin ξ3) : R → R is proper and so B := f∗A is
a hyperoperator with DB = DA. By definition B(φ) is multiplication
with φ ◦ f . The who b associated to B is just multiplication with f
because if x ∈ DB and χ is chosen so that supp x ⊂ {χ ◦ f = 1}
then bx = B(ξχ(ξ))x = A(fχ ◦ f)x = f(a)x = fx. We claim that
B is not [b0] for any HS operator b0. If there were such a b0, then
by Proposition 4.5, b¯ = b0 and therefore there would be a bounded
operator c such that c(b¯+ i)x = (b¯+ i)cx = x for all x ∈ DB = Dom(b).
However, then c would have to be multiplication with (f(ξ) + i)−1 on
the image of DB under b¯+ i which again is DB, but this is impossible
since multiplication with (f(ξ) + i)−1 has no bounded extension to all
of X . 
Example 3. If B is a hyperoperator in R2 then the associated who
b is equal to (b1, b2) where bj = πjb are whos as well. However it
may happen that none of the bj are hyperoperators. Let f1(ξ) be
equal to ξ for ξ > 1 and sin ξ2 for ξ < −1, and let f2(ξ) = −f1(−ξ).
Then F = (f1, f2) : R → R
2 is proper and therefore B := F∗A is a
hyperoperator, if A ∈ HD(R)(H
1(R)) is the hyperoperator that sends φ
to multiplication with φ. In this case b1 = f1(a) and b2 = f2(a). Now,
φ(bj) is multiplication with φ ◦ fj and this operator has in general no
bounded extension to H1(R), so bj is not a hyperoperator. Take for
instance φ ∈ D(R) such that φ′(ξ) = 1 for −1 ≤ ξ ≤ 1; then (φ◦fj)
′(ξ)
is unbounded. 
Example 4. Let (M,µ) be a finite measure space and let h be a real or
complex valued measurable function (tuple of functions) defined a.e.
with respect to µ. The operator defined as multiplication with h on
Lp(M,µ), 1 ≤ p <∞, is then a hyperoperator and σ(a) (see Section 5)
is the essential range of h. Composing with smooth maps and/or taking
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tensor products will not take us outside this class of multiplication
operators. By basic spectral theory any normal operator (tuple of
normal commuting operators) can be viewed as such an operator (tuple
of operators) on some L2(M,µ). Therefore, our theory does not add
anything to the usual theory of self-adjoint operators. 
We conclude this section with a result which together with Proposi-
tion 4.1 characterizes those whos that are hyperoperators.
Proposition 4.6. Let a = (a,D) be a who such that the closure of φ(a)
is bounded on X for all φ ∈ D(Rn). Assume that ∩φ∈DKerφ(a) = {0}.
Then the mapping A defined by A(φ) = φ(a) is a hyperoperator with
DA = ∪φ∈DImφ(a) ⊇ D. Moreover if a
′ is the who associated to A
then a′ = a.
Let X and a be as in Example 2. Then (a,D(R)) is a who satisfying
the hypotheses of the proposition. The induced hyperoperator is A =
[a] and DA is the space of all f in X with compact support.
Proof. We first show that A so defined is a continuous mappingD(Rn)→
 L(X). To this end, we take a compact set K ⊂ Rn, and a cut-
off function χ that is 1 in a neighborhood of K. For each x ∈ X
we can define a mapping Ax : E(R
n) → X by Axf = (χf)(a)x. For
x ∈ D1 = D ∩ {|x| ≤ 1} the mapping Ax is continuous, since (a,D)
is a who. By the Banach-Steinhaus theorem it follows that {Ax}x∈D1 ,
D1 = D ∩ {|x| ≤ 1}, is equi-continuous, which means that
(4.1) |Axf | ≤ C
∑
|α|≤M
sup
K ′
|∂αf |,
for some C,M and K ′ independent of x ∈ D1. Applying to φ with
support in K, and using that D is dense, we get
‖φ(a)‖ ≤ C
∑
|α|≤M
sup |∂αφ|.
Thus A is continuous. The multiplicativity A(φψ) = A(φ)A(ψ) now
follows by continuity, since it holds when applied to x ∈ D. Moreover,
for any x ∈ D the map E(Rn) ∋ f 7→ f(a)x ∈ X is continuous and
therefore has compact support, σx(a). If χ = 1 in a neighborhood of
σx(a) it follows that χ(a)x = 1(a)x = x. Hence A is a hyperoperator
with DA = ∪φ∈DIm φ(a) ⊇ D.
It remains to see that a′ = a. If χN is an exhausting sequence, then
ψN = ξχN → ξ in E(R
n) and so for x ∈ D ⊆ DA we have
ax = lim
N→∞
ψN (a)x = lim
N→∞
A(ψN)x = a
′x.
Hence a ⊆ a′ and so a ⊆ a′. To obtain the converse inclusion it suffices
to show that Graph(a) ⊇ Graph(a′). Let (x, a′x) ∈ Graph(a′). Since
x ∈ DA, there is an N0 such that A(χN0)x = x. Take any sequence yj
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in D converging to x and put xj = χN0(a)yj. Then xj is a sequence in
D and it also converges to x since χN0(a) has a bounded extension. It
follows that
axj = lim
N→∞
ψN (a)xj = lim
N→∞
ψN(a)χN0(a)yj = ψN0(a)yj → ψN0(a)x,
as j → ∞. However, ψN0(a)x = a
′x and hence (xj , axj) → (x, a
′x),
that is, (x, a′x) ∈ Graph(a). 
Remark 2. Let (a,D) be a who. For each x ∈ D the mapping φ 7→
φ(a)x is a continuous mapping Ax : E(R
n) → X , and hence it has
compact support. As for a hyperoperator, we can define the local
spectrum σx(a) as this support. If DK = {x ∈ D; σx(a) ⊂ K}, then
clearly D = ∪DK . For each x ∈ DK we have an estimate like (4.1),
where K ′ is a compact neighborhood of K. However, in general this
estimate cannot be uniform in x for |x| ≤ 1, since otherwise φ(a) would
have a bounded extension to X .
To see how this lack of uniformity may appear, assume that a = f(b)
for some hyperoperator b, where f takes values in K ⊂⊂ Rm. Then
DK,a = Db = Da because if x ∈ Db then χ(b)x = x and since b has
finite order on suppχ we get
|φ(a)x| = |(φ ◦ f · χ)(b)x| ≤ C
∑
|α|≤Nχ
sup |∂α(φ ◦ f · χ)||x|
≤ C
∑
|α+β+γ|≤Nχ
sup |∂βf ||∂γχ| sup
K
|∂αφ||x|.
However, Nχ and sup |∂
βf ||∂γχ| may blow up as χ→ 1. 
5. Spectrum of a hyperoperator
We first recall
Proposition 5.1. Suppose that a = (a1, . . . , an) is a tuple of bounded
commuting operators with real spectra and resolvents with temperate
growths, and A is the corresponding hyperoperator on Rn. Then suppA
is equal to the (Taylor) spectrum of a.
For a proof, see [3]. In view of this result the following definition is
natural.
Definition 3. For A ∈ HD(Rn)(X), the spectrum σ(A) is the support
of A as a distribution.
When A is identified with the who a we often write σ(a) instead of
σ(A). Notice that A(φ) only depends on the values of φ in a small
neighborhood of σ(A). If the spectrum of A is compact, then clearly A
has a continuous extension to a multiplicative mapping E(Rn)→  L(X).
For such an A and f ∈ E(Rn), we have that f(a)x = limA(fχN)x =
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A(f)x for x ∈ D, and thus the closure of f(a) is equal to the bounded
operator A(f). Applying to the identity mapping ξ 7→ ξ on Rn we get
Proposition 5.2. Suppose that A ∈ HD(Rn)(X) and σ(A) is compact
in Rn. Then the closure a¯ of a is bounded, and [a] = A. Moreover,
σ(A) coincides with the Taylor spectrum of a¯.
If f ∈ E(Rn) has its support in the complement of σ(A), then
f(a)x = 0 for all x ∈ D, so the closure of f(a) is 0X .
Definition 4. For a who b = (b,D) we introduce the weak spectrum
σw(b) defined as the intersection of all closed sets F such that φ(b)x = 0
for all x ∈ D and φ with support in Rn \ F .
Thus a point p is outside σw(b) if and only if for all φ with support
sufficiently close to p we have φ(b)x = 0 for all x ∈ D. It follows that
if b happens to be a hyperoperator then σw(b) = σ(b). In particular, if
bx = 0 for all x ∈ D, then σw(b) = σ(0) = {0}.
Proposition 5.3. Let b = (b,D) be a who and let f ∈ E(Rn,Rm).
Then σw(f(b)) = f(σw(b)).
Proof. If h ∈ D(Rm) has its support outside f(σ(b)), then h◦f vanishes
in a neighborhood of σ(b) so (h◦f)(b)x = 0 for x ∈ D, i.e, by definition,
h(f(b))x = 0. This means that σw(f(b)) ⊂ f(σw(b)). For the converse
inclusion, take any point p outside σw(f(b)) and let h be a function
identically equal to 1 in a neighborhood of p and with support outside
σw(f(b)). Then if y ∈ f
−1(p) we have h ◦ f identically equal to 1 in a
neighborhood of y. Hence for any φ with support in this neighborhood
φ·(h◦f) = φ. Since h has support outside σw(f(b)) we have h◦f(b)x =
h(f(b))x = 0 for x ∈ D and so φ(b)x = φ·(h◦f)(b)x = φ(b)h◦f(b)x = 0
for x ∈ D. Thus f−1(p) ∩ σw(b) = ∅, i.e. f(σw(b)) ⊂ σw(f(b)). 
Noting that σw(b) = σ(b) when b is a (strong) hyperoperator we
immediately get
Corollary 5.4. If A ∈ HD(Rn)(X) and f ∈ D(R
n,Rm), or f ∈ E(Rn,Rm)
is proper, then σ(f(a)) = f(σ(a)).
Since σw(0DA) = σ(0X) = {0} we have
Corollary 5.5. If A ∈ HD(Rn)(X) and f ∈ E(R
n,Rm) and f(a)x = 0
for all x ∈ DA, then σ(a) ⊂ f
−1(0).
It is not true in general that f(σ(a)) bounded implies that f(a) is
bounded (if f is neither proper nor compactly supported). For instance,
take f(ξ) = sin ξm and a ∼ ξ on X = H1(R). Then |f | ≤ 1 on σ(a) but
f(a), i.e., multiplication with sin ξm is not bounded on X . However we
have
Lemma 5.6. If a is a hyperoperator, f ∈ E(Rn), and b = f(a) is
bounded, then f(σ(a)) ⊂ σ(f(a)).
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Proof. We know that p◦f(a) = p(b) for all polynomials. Let φ ∈ D(Rn)
have support outside σ(b) and take pj such that pj → φ in E(R
n). Then
pj → 0 uniformly in a neighborhood of σ(b); we may even assume
that this holds in a complex neighborhood; thus we can conclude that
pj(b) → 0 (even though we do not know whether b admits a smooth
functional calculus or not!).
Moreover, pj ◦ f → φ ◦ f in E(R
n) so pj ◦ f(a)x → φ ◦ f(a)x for
x ∈ D. Since pj ◦ f(a) = pj(b) → 0 we conclude that φ ◦ f(a) = 0.
From Corollary 5.5 we get f(σ(a)) ⊂ {φ = 0} and we conclude that
f(σ(a)) ⊂ σ(b). 
Proposition 5.7. Assume that a = (a,D) is a who and that the closure
of rz(a) is bounded for each rz(ξ), z ∈ C \R. Then a¯ has real spectrum
in the usual sense.
Proof. We first prove that the closure b of r(a) = ri(a) is the inverse of
a¯+ i. We know that (a+ i)bx = x = b(a+ i)x for x ∈ D. Suppose that
x ∈ Dom (a¯ + i) = Dom(a¯). Then there are xj ∈ D such that xj → x
and (a+ i)xj → (a¯+ i)x. Since b is bounded we have
x← xj = b(a + i)xj → b(a¯ + i)x
so b(a¯ + i)x = x for x ∈ Dom(a¯ + i). Moreover, if x is arbitrary and
xj ∈ D and xj → x, then bxj → bx and (a + i)bxj = xj → x so by
definition bx is in the domain of a¯+ i and (a¯+ i)bx = x. 
6. Representation by pseudoresolvents
We first consider the case n = 1. If a is an HS operator, then we have
the representation (1.2) of φ(a). For a general a ∈ HD(R)(X) such a
representation cannot hold simply because the resolvent is not defined.
We will discuss various ways to obtain formulas that will replace (1.2).
The simplest way is to use cut-off functions χ and define
ωχζ−a = χ(ξ)ωζ−ξ|ξ=a, ωζ−ξ = dζ/(ζ − ξ)2πi.
Proposition 6.1. Suppose that a ∈ HD(R)(X). Then ω
χ
ζ−a is holomor-
phic for |Im ζ | > 0 and
(6.1) ‖ωχζ−a‖ = Ø(|Im ζ |
−M)
for some M . If φ ∈ D(R) and suppφ ⊂⊂ {χ = 1}, then
(6.2) φ(a) =
∫
ωχζ−a ∧ ∂¯φ˜(ζ).
Proof. By Lemma 2.1 ωχz−a is strongly holomorphic in C \ R. Since
A has finite order on K ⊃⊃ suppχ, A(ψ) only depends on a finite
number of derivatives of ψ if suppψ ⊂ K and so we get (6.1). If
φǫ(ξ) =
1
2πi
∫
|Im ζ|>ǫ
χ(ξ)dζ
ζ − ξ
∧ ∂¯φ˜(ζ),
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it is readily checked, for instance by approximating by Riemann sums,
that
(6.3) φǫ(a) =
∫
|Im ζ|>ǫ
ωχζ−a ∧ ∂¯φ˜(ζ).
Moreover, φǫ → φχ = φ in D(R), and hence φǫ(a)→ φ(a). Because of
(6.1) it follows that the right hand side of (6.2) is absolutely convergent
and equal to the limit of the right hand side of (6.3). 
Proposition 6.2. Each ωχz−a has a holomorphic continuation to the
set C \σ(a); more precisely, C \σ(a) is precisely the set where all ωχζ−a
are strongly holomorphic.
Proof. The first statement is proved analogously to Lemma 2.1. If x ∈
R\σ(a), let χ˜ be a cut-off function that is equal to χ in a neighborhood
of σ(a) and zero in a neighborhood of x. Then ωχz−a = A(χ˜/(z − ξ))
and imitating the proof of Lemma 2.1 we see that ωχz−a is strongly
holomorphic close to x. For the converse, assume φ has its support
where ωχζ−a is holomorphic and χ identically 1 in a neighborhood of
supp φ. Then by Proposition 6.1,
A(φ) =
∫
ωχz−a ∧ ∂¯φ˜(z) = −
∫
∂¯(φ˜(z)ωχz−a) = 0
by Stokes’ theorem and thus we are done. 
The advantage with the usual representation (1.2) is of course that
a priori we only have to compute φ(a) for φ(ξ) = 1/(ζ − ξ). For
the general hyperoperator we must insert various functions χ as well.
However, if we impose growth restrictions on [a], one single formula
will do. In Section 7 we will consider the case with polynomial growth
restrictions.
If a is a hyperoperator or even just a who, then for each x ∈ D, the
resolvent ωζ−ax is holomorphic outside the compact set σx(a) ⊂ R, and
from (4.1) we have that |ωζ−ax| ≤ C|Im ζ |
−M . With a similar argument
as above we therefore have the representation
φ(a)x =
∫
ωζ−ax ∧ ∂¯φ˜(ζ), φ ∈ E(R).
Recall that G(R) is the algebra of functions on R̂ that are holo-
morphic in a complex neighborhood of ∞. Convergence in G(R) of a
sequence fj means that fj converges in E(R̂) and moreover, that all fj
are holomorphic in a fixed complex neighborhood of ∞ and converge
uniformly on compacts in this neighborhood.
Theorem 6.3. A hyperoperator A ∈ HD(R)(X) corresponds to an HS
operator if and only if A : D(R)→  L(X) has a multiplicative continuous
extension to a mapping G(R)→  L(X).
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This result was more or less proved in [3]; one part is contained
in the proof of Proposition 7.2 in [3] and the other part is stated in
Proposition 11.4 in the same paper, but for the reader’s convenience
we supply a proof here.
Proof. First we notice that such an extension of A must be unique if it
exists at all. In fact, for any ψ ∈ G(R) and x ∈ DA we have A(ψχ)x =
ψ(a)x if χ is chosen so that A(χ)x = x. On the other hand if Aˆ is a
multiplicative extension of A we get Aˆ(ψ)x = Aˆ(ψ)A(χ)x = A(ψχ)x
Hence Aˆ(ψ) coincides with ψ(a) on DA and since DA is dense and
Aˆ(ψ) is bounded this uniquely determines Aˆ(ψ). Here a denotes the
who associated to A.
For the “only if”-part we first assume that (the closure of) a is an
HS operator, cf., Proposition 4.5. Then the action of A is given by
(1.2) and we want to extend this formula to any function f in G(R).
Let F be the holomorphic extension to a complex neighborhood O
of ∞, and let χ be a cut-off function in R that is equal to 1 in a
neighborhood of K = R\(R∩O). One can find an almost holomorphic
extension χ˜ which is 0 in a complex neighborhood of ∞ and 1 in a
complex neighborhood of K. Then f˜ = (1 − χ˜)F + χ˜f is an almost
holomorphic extension of f to a complex neighborhood of R̂ in Ĉ which
is holomorphic in a neighborhood of∞. Let ψ be a function identically
equal to 1 in a neighborhood of R̂ in Ĉ and with support in a slightly
larger neighborhood avoiding the point i. Then
(6.4)
1
2πi
∫
a− i
ζ − i
dζ
ζ − a
∧ ∂¯(f˜ψ(ζ))
provides the desired extension. In fact, if f has compact support then
f˜ψ is an almost holomorphic extension of f with compact support
avoiding i. It follows by Stokes’ theorem that formula (6.4) yields the
same operator as (1.2). Moreover (6.4) is continuous and multiplicative
on G(R). This is perhaps most easily seen by pulling back to the unit
circle T. The Cayley transform b = C(a), cf., (2.1), is a bounded
operator with spectrum contained in the unit circle T, and
1
2πi
∫
a− i
ζ − i
dζ
ζ − a
∧ ∂¯(f˜ψ(ζ)) =
1
2πi
∫
dw
w − b
∧ ∂¯(f˜ψ(C−1(w))).
The right hand side is a continuous extension of the holomorphic func-
tional calculus for b to the space of smooth functions on T which are
analytic in a neighborhood of 1 since ‖(w− b)−1‖ has tempered growth
in T \ {1}. Since the analytic functions are dense in this space, the
multiplicativity follows automatically.
Conversely, assuming that A is a hyperoperator that admits an ex-
tension to G(R), we want to prove that a¯ is an HS operator. Since A
now operates on all rz(ξ) = 1/(z − ξ) it follows from Proposition 5.7
that a¯ has spectrum in R in the usual sense. Clearly then rz(a)dz/2πi
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is the resolvent of a¯. Given a compact K ⊂ R take χ and χ˜ as above.
As A has finite order m on K ′ = suppχ it follows that
(6.5)
∥∥∥ χ(a)
z − a
∥∥∥ ≤ CK |Im z|−(m+1)
for any z ∈ C \ R. For z in a small neighborhood of K, the functions
gz(ξ) =
χ˜(z)− χ(ξ)
z − ξ
.
are uniformly bounded in G(R), and by (6.5) so are ‖gz(a)‖ = ‖A(gz)‖.
Thus (1.1) follows by the triangle inequality. 
Remark 3. Let a ∈ HD(C)(X). Then we can define ω
χ
ζ−a as a  L(X)-
valued distribution ((1, 0)-current) in C by
(6.6) ωχζ−a.ψdζ¯ =
1
2πi
∫
ζ
χ(ξ)ψ(ζ)dζ ∧ dζ¯
ζ − ξ
∣∣∣
ξ=a
, ψ ∈ D(C).
If we apply to ∂¯ψ we get ωχζ−a.∂¯ψ = χ(ξ)ψ(ξ)|ξ=a = χ(a)ψ(a). Thus
∂¯ωχζ−a = χ[a]. If in fact a ∈ HD(R)(X) and we choose ψ = φ˜ in (6.6),
then we can move a inside the integral and thus get back (6.2). How-
ever, in general it is not possible to put a inside the integral. 
If we want an absolutely convergent integral representation for φ(a)
when a ∈ HD(Rn)(X) we can use the Bochner-Martinelli form
ωξ = b(ξ) ∧ (∂¯b(ξ))
n−1, b(ξ) =
∑
ξ¯jdξj
2πi|ξ|2
,
and define ωχζ−a = χ(ξ)ωζ−ξ|ξ=a. Then ωζ−a is ∂¯-closed in C
n \ Rn
and the analogue of Proposition 6.1 holds. Proposition 6.2 also has a
generalization to the Rn case; Cn \ σ(a) is precisely the set where ωχz−a
is strongly ∂¯-closed. If we consider a hyperoperator a ∈ HD(R2n)(X) as
an element in a ∈ HD(Cn)(X), the analog of Remark 3 also holds.
Tensor products of hyperoperators can also be defined by integral
formulas. Assume that A1, . . . , Am are in HD(Rnj ) but not necessarily
commuting. Then we can form the tensor product A = A1⊗ · · ·⊗Am,
and obtain a linear continuous, though not multiplicative, operator
D(Rn)→  L(X), where n = n1 + · · ·+ nm. For φ ∈ D(R
n) we can find
an almost holomorphic extension φ˜ such that (2.5) holds. In [3] this
is only proved when all nj = 1 but the general case follows along the
same lines. Then
(6.7) (A1 ⊗ · · · ⊗Am)(φ) =
∫
ωχ1ζ1−a1 ∧ . . . ∧ ω
χm
ζm−am
∧ ∂¯ζm · · · ∂¯ζ1φ˜(ζ),
if the support of φ is contained in the set where χ1 ⊗ · · · ⊗ χm = 1.
To see this, first notice that the integral makes sense in view of the
assumption (2.5) and the estimates (6.1) of ω
χj
ζj−aj
. Since (6.7) clearly
holds for φ of the form φ = φ1 ⊗ · · · ⊗ φm, the general case follows by
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continuity. One can also prove directly that (6.7) is independent of the
choice of special almost analytic extension φ˜ along the lines in [3], and
then use this as the definition of the tensor product.
Remark 4. We can also generalize Theorem 6.3 to several variables,
and we illustrate by considering a hyperoperator A ∈ HD(R2)(X). First
we define G(R2) as the union (direct limit) of the spaces GU(R
2), U a
complex neighborhood of∞ in Ĉ, defined as all smooth functions f on
R̂× R̂ which are holomorphic on U × U and such that x 7→ f(x, y) is
holomorphic in U for any y and y 7→ f(x, y) is holomorphic in U for
any x. A sequence fj in G(R
2) converges if all fj are in some fixed
GU(R
2) and converges in E((R̂∪U)× (R̂∪U)). The analog of Theorem
6.3 is: A has a continuous extension to G(R2) if and only if the closures
of aj = A(πj), j = 1, 2, are of HS type and commute strongly, i.e.,
their resolvents commute. Notice however that this condition highly
depends on the choice of coordinates on R2, whereas the notion of
general hyperoperator is coordinate invariant. 
7. Temperate hyperoperators
We say that A ∈ HD(Rn)(X) is temperate, A ∈ HS(Rn)(X), if it
extends to a (necessarily multiplicative) mapping S(Rn)→  L(X).
Since D(Rn) is dense in S(Rn) it follows that a continuous multi-
plicative map S(Rn)→  L(X) satisfies (i) and (ii) in Definition 1 if and
only if it holds with D(Rn) replaced by S(Rn) (but the corresponding
dense domain may be larger).
For standard functional analysis reasons it follows that for any tem-
perate A there is an integer M such that
(7.1) |A(φ)| ≤ C
∑
|α|,|β|≤M
sup
Rn
|ξβ∂αφ|,
which in particular means that A(φ) is defined for φ such that its
derivatives up to order M as least have decay like 1/|ξ|M .
Example 5. Let X be the set of functions φ(ξ) on R with norm ‖φ‖ =∑
ℓ ‖φ‖Cℓ(Kℓ+1\intKℓ−1). Then multiplication with ξ(2 + sin ξ
3) is a hy-
peroperator that is not temperate. 
The multiplication hyperoperator f(ξ) = ξ(2 + sin ξ3) on H1(R)
from Example 2 is a tempered hyperoperator, which has no ordinary
resolvent. Notice, though, that
i+ ζ
i+ f(ξ)
1
ζ − f(ξ)
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is bounded for all ζ ∈ C \ R. More generally, if A ∈ HS(R)(X) and m
is a large enough integer we can define, in view of (7.1),
ωmζ−a =
(
i+ ζ
i+ ξ
)m
ωζ−ξ
∣∣
ξ=a
,
for ζ ∈ C \ R. If A ∈ HS(Rn)(X) we can take instead
ωmζ−a =
(
1 + ζ · ξ
1 + |ξ|2
)m
ωζ−ξ
∣∣
ξ=a
.
for ζ ∈ Cn \ Rn.
Proposition 7.1. The form ωmζ−a is ∂¯-closed in C
n \ Rn and admits
a ∂¯-closed extension to C \ σ(a). Moreover, if φ ∈ S(Rn) and φ˜ is an
appropriate almost holomorphic extension, then
(7.2) A(φ) =
∫
ωmζ−a ∧ ∂¯φ˜.
This means, cf., Remark 3, that ∂¯ωmζ−a = [a]. Moreover, if ω
m
ζ−a has
a ∂¯-closed extension to Cn \ F , then σ(a) ⊂ F .
Sketch of proof. First notice that
sup
ξ∈Rn
|ξβ∂αξ ω
m
ζ−ξ| ≤ C
(1 + |ζ |)m
|Im ζ |2n−1+|α|
if just |β| < m. If A satisfies (7.1), therefore ωmζ−a is well-defined if
m ≥M , and
(7.3) ‖ωmζ−a‖ ≤ C
(1 + |ζ |)m
|Im ζ |2n−1+|α|
.
Given φ ∈ S(Rn) we let
φ˜(ζ) =
∫
t
eit·ζ φˆ(t)χ
(√
1 + |t|2|Im ζ |
)
,
where χ(s) smooth, supported in the unit ball in Rn and identically 1
in a neighborhood of the origin. One easily checks that φ˜(ζ) is smooth,
and equal to φ on Rn, and that moreover,
(7.4) ∂¯φ˜(ζ) = ØM1,M2(|Im ζ |
M1(1 + |ζ |)−M2), M1,M2 > 0.
In view of (7.3), therefore, the integral in (7.2) is well-defined. More-
over, from (7.4) it is easily seen that
∫
ωζ−ξ ∧ ∂¯φ˜(ζ) = φ(ξ), and re-
placing φ˜(ζ) by
φ˜(ζ)
(1 + ζ · ξ
1 + |ξ|2
)m
which satisfies a similar estimate, we get that∫
ωmζ−ξ ∧ ∂¯φ˜(ζ) = φ(ξ).
One then proves (7.2) along the same lines as Proposition 6.1. 
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For tempered hyperoperators the theory for tempered distributions
is at our disposal. We will use this to prove a new form of Stone’s
theorem. We first recall a simple known variant.
Example 6. If v ∈ C1(Rn,  L(X)) and
(7.5) v(t+ s) = v(t)v(s), v(0) = eX ,
then v(t) = eia·t, for the commuting tuple ak = (∂v/∂tk)(0)/i in  L(X).
If in addition |v(t)| = Ø(|t|m), when |t| → ∞, then σ(a) ⊂ Rn. If
we only assume that v(t) is continuous and satisfies (7.5), then the
conclusion is not true. (For instance, if n = 1 and a is multiplication
with ξ on L2(Rξ), then v(t) = e
iat is multiplication by eiξt and thus a
bounded operator, but v′(0) is not bounded.) However, v is generated
by a hyperoperator A ∈ HS(Rn)(X), i.e., v(t) = exp ia · t.
In fact, assume that v(t) is continuous in the weak sense that v(t)x is
continuous for each x ∈ X . It then follows from the Banach-Steinhaus
theorem that ‖v(t)‖ is uniformly bounded on compact sets. There-
fore, v.φ =
∫
t
v(t)φ(t)dt is a bounded operator for each φ ∈ S(Rn).
Moreover, the condition v(0) = eX implies that ∩Ker v(φ) = {0} and
∪Im v(φ) is dense. In fact, let φj → δ0. Then v(φj)x → x since
ϕ 7→ v(ϕ)x is continuous and we easily see that ∩Ker v(φ) = {0} and
that ∪Im v(φ) is dense. The existence of the generator A now follows
from Proposition 7.2 below. 
Let A be a tempered hyperoperator and let D = ∪φ∈S(Rn)ImA(φ).
If f ∈ E(Rn) is a multiplier on S(Rn), i.e., fS(Rn) ⊂ S(Rn), we can
define f(a)x for x ∈ D as A(fφ)y if x = A(φ)y. To see that this is
well-defined, assume that also x = A(φ′)y′. By the multiplicativity,
we then have that A(χNfφ)y = A(χNfφ
′)y′ since χNf is in S. When
N →∞, χNfφ→ fφ in S, and hence A(fφ)y = A(fφ
′)y′. It is readily
checked that f(a) maps D → D and that (fg)(a)x = f(a)g(a)x.
Observe that f(ξ) = exp(iξ · t) is a multiplier on S, so exp(ia · t)x
is defined for all x ∈ D. Moreover, x = A(φ)y so exp(ia · t)x =
A(φ(ξ) exp(iξ · t))y, and therefore (7.1) implies that
(7.6) |eia·tx| ≤ Cx|t|
M .
We claim that
(7.7) A(ψˆ)x =
∫
t
ψ(t)e−ia·txdt, ψ ∈ S, x ∈ D.
In fact, the integral is convergent in view of (7.6) and it is easy to
see that it is equal to A(ψˆ)x since
∫
|t|<R
ψ(t)e−iξ·tdt → ψˆ(ξ) in S. In
particular, the integral in (7.7) has a continuous extension to X . Since
A is in S ′ it has a Fourier transform Aˆ, defined by Aˆ(ψ) = A(ψˆ), and
thus we have the suggestive formula Aˆ(t) = exp(−ia · t). If we let
v(t) = exp(−ia · t) = Aˆ(t) then clearly v(t+ s)x = v(t)v(s)x for x ∈ D.
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Moreover, clearly v defined by v.ψ = ψˆ(a) satisfies
(7.8)
∫
s
∫
t
v(t+ s)φ(t)ψ(s) =
∫
t
v(t)φ(t)
∫
s
v(s)ψ(s), φ, ψ ∈ S
and
(7.9) ∩Ker v(φ) = {0}, ∪Im v(φ) = D dense.
We have the following variant of Stone’s theorem.
Proposition 7.2. Assume that v : S(Rn) →  L(X) is linear, and con-
tinuous in the sense that for fixed x ∈ X, v.φjx→ 0 whenever φj → 0
in S(Rn). Moreover, assume that v(t) is group of operators in the sense
of (7.8) and v(0) = eX in the sense of (7.9). Then v is generated by
a hyperoperator A ∈ HS(Rn)(X) in the sense that v(t)x is smooth for
x ∈ DA and (∂v/∂tk)(0)x = iakx.
Proof. Define A(φ) = v.φˆ. By the Banach-Steinhaus theorem the
pointwise continuity of v implies strong continuity and so A is a con-
tinuous map S(Rn)→ L(X). Moreover, the weak multiplicativity of v
implies that v(φ ∗ ψ) = v(φ)v(ψ) and hence
A(φψ) = v(φ̂ψ) = v(φˆ ∗ ψˆ) = v(φˆ)v(ψˆ) = A(φ)A(ψ).
Since the Fourier transform is an isomorphism of S(Rn) we get that
∩KerA(φ) = {0} and ∪ImA(φ) = D is dense. Thus A is a tempered
hyperoperator. For x ∈ D we can define u(t)x = eiatx and since A
satisfies an estimate like (7.1) it is easy to see that |u(t)x| ≤ C|t|M
and so u(t)x defines an element in S ′(Rn, X). We also see that t 7→
u(t)x is in C1 (even in C∞) and u′(t)x = iax. In fact, if φ ∈ S then
φ(ξ)(eiξt− 1)/t→ iξφ(ξ) in S as t→ 0, and hence if x = A(φ)y we get
eiat − eX
t
x =
φ(a)eiat − φ(a)
t
y → iaφ(a)y = iax.
We finally check that u(t)x = v(t)x as tempered distributions. If, as
before, x = A(φ)y, then for any ψ ∈ S we have∫
t
ψ(t)u(t)x =
∫
t
ψ(t)Aξ(φ(ξ)e
iξt)y = Aξ(φ(ξ)
∫
t
ψ(t)eiξt)y
= Aξ(φ(ξ)ψˆ(ξ))y = A(ψˆ)x =
∫
t
ψ(t)v(t)x.

8. Operators with ultradifferentiable functional
calculus
Let h(t) = H(|t|) where H(0) = 0 and H increasing and concave on
[0,∞). Then h is subadditive. We also assume that lim|t|→∞ h(t)/|t| =
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0 and that
(8.1) lim sup
|t|→∞
log(1 + |t|)
h(t)
= 0.
Let Ah be the space of tempered distributions f on R
n such that fˆ is
a measure and
(8.2) ‖f‖Ah =
∫
t
|fˆ(t)|eh(t)dt <∞.
Because of (8.1), Ah is contained in C
∞(Rn). Clearly Ah is a Banach
space of functions that is closed under translations, and since h is
subadditive it follows, see e.g., [2], that Ah actually is a Banach algebra
under pointwise multiplication. These algebras were introduced by
Beurling, [4]. If h(t) = |t|α, 0 < α < 1, then Gα = ∪c>0Ach is the
classical Gevrey algebra, see [11]. We say that the class Ah is non-
quasianalytic if for each compact set E and open neighborhood U ⊃ E
there is a function χ ∈ Ah with support in U which is identically 1
in some neighborhood of E. We recall the following version of the
Denjoy-Carleman theorem.
Theorem 8.1. The class Ah is non-quasianalytic if and only if
(8.3)
∫ ∞
1
H(s)ds
s2
<∞.
Assume now that h(t) = H(|t|) satisfies the condition (8.3). Let
Bh be the algebra of all functions on R
n which are locally in Ach for
some c > 1, and let Bh,0 be the subalgebra of functions with compact
support. There is an associated convex decreasing function G(s) =
supt(H(t) − ts) on (0,∞). Let Hc(s) = H(cs) and let Gc be the
corresponding decreasing function.
Proposition 8.2. A function φ ∈ Bh if and only if it admits an almost
holomorphic extension φ˜ such that for each compact K ⊂ Rn, for some
c > 1 we have
sup
Re ζ∈K
|∂¯φ˜|egc(Im ζ) <∞.
If φ has compact support and U is a complex neighborhood of supp φ
we can choose φ˜ with support in U .
For a proof, see, e.g., [2]. It follows that composition of functions in
Bh stays in Bh. In a completely analogous way as before we can now
define a hyperoperator A ∈ HBh,0(X) as a continuous multiplicative
mapping Bh,0(R
n)→  L(X) such that ∪φ∈Bh,0ImA(φ) = D is dense and
∩φ∈Bh,0KerA(φ) = {0}. Everything that is done in Sections 3,4, and 5
carry over directly to these ultrahyperoperators; for instance, D is the
set of x ∈ X such that x = A(χ)x for some cut-off function χ in Bh.
If A ∈ HBh,0(X), then ‖A(φ)‖ ≤ Cc supK ′c |φ|Ach for each c > 1. If we
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define ωχζ−z = χ(ξ)ωζ−ξ|ξ=a it turns out that ‖ω
χ
ζ−z‖ ≤ Cc exp gc(Im ζ)
for each c > 1. If supp φ ⊂ {χ = 1} we thus have the representation
A(φ) =
∫
ωχζ−a ∧ ∂¯φ˜(ζ).
9. Invariant subspaces and spectral decomposition
Precisely as for a bounded operator (tuple of commuting bounded
operators) that admits a smooth functional calculus, for a hyperopera-
tor a there is a rich structure of invariant subspaces as well as spectral
decompositions.
Proposition 9.1. Assume that A ∈ HD(Rn)(X), f ∈ E(R
n,Rm), and
let
X ′ = {x ∈ DA; f(a)x = 0}.
Then Y = X ′ is an a-invariant subspace of X, and a′ = a|Y is a
hyperoperator. Moreover, Da′ = X
′ and
(9.1) int {f = 0} ∩ σ(a) ⊂ σ(a′) ⊂ {f = 0} ∩ σ(a).
If {f = 0} contains some open subset of σ(a), then Y has nontrivial
vectors.
Proof. Since f(a) and φ(a) commute, X ′ and hence Y are a-invariant.
If φ has compact support, then φ(a) is bounded, and hence φ(a′) ex-
tends to a bounded operator on X ′. Moreover, the continuity with
respect to φ is clear. Since 1(a′)x = x for all x ∈ X ′, the properties (i)
and (ii) in Definition 1 are satisfied, so a′ is indeed a hyperoperator on
the Banach space Y .
By definition, X ′ ⊂ Da. If x ∈ Da′ , then x = χ(a
′)x for some x ∈ Y .
This means that x = χ(a)x and so x ∈ Da, and moreover f(a)x = 0.
Thus Da′ = X
′.
If φ(a) = 0 for all φ ∈ D(ω) then φ(a′) = 0 for all such φ, and hence
σ(a′) ⊂ σ(a). If p is any point outside {f = 0} then fj(p) 6= 0 for some
fj (f = (f1, . . . , fm)). We may assume that fj(p) = 1. If ω ∋ p is small
enough, |fj − 1| ≤ 1/2 in ω. For φ ∈ D(ω) we have that
φ(a)x = φ(a)(1− fj)
N(a)x = (φ(1− fj)
N)(a)x, x ∈ X ′,
and since φ(1− fj)
N → 0 in D(ω) when N →∞ we can conclude that
φ(a)x = 0. Thus ω is contained in the complement of σ(a′) and so we
have proved the second inclusion in (9.1) To see the first one, take p ∈
int {f = 0} ∩ σ(a) and a neighborhood ω such that p ∈ ω ⊂ {f = 0}.
Since ω intersects σ(a) there exists some φ ∈ D(ω) and z ∈ X such
that x = φ(a)z 6= 0. However, then x ∈ D and f(a)x = (fφ)(a)z = 0
since fφ = 0, so x ∈ X ′. Thus ω intersects σ(a′). Since ω ∋ p can
be chosen arbitrarily small, we conclude that p ∈ σ(a′). If σ(a′) is
nonempty, then Y is nontrivial, and so the last statement follows from
(9.1). 
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If p is an isolated point in σ(a) and f = 0 in a neighborhood of p,
then X ′ is non-trivial. There are also non-trivial a-invariant subspaces
as soon as σ(a) contains more than one point. Notice that a′ is bounded
if {f = 0} ∩ σ(a) is compact.
It is easy to make spectral decompositions. Let A ∈ HD(Rn)(X) be
a hyperoperator and let {Ωj} be a locally finite open cover of σ(a).
Moreover, choose φj ∈ E(R
n) such that Ωj ⊂ {φj = 1}, and let
Xj = {x ∈ DA; φj(a)x = x}.
If Ωj is bounded, we can choose φj in D(R
n) and then Xj = Ker (eX −
A(φ)) is a closed subspace of DA. Then Xj are a-invariant subspaces,
σ(a|Xj) ⊂ Ωj ∩ σ(a), and
(9.2)
∞∑
1
Xj = DA.
All these statements but the last one follows from Proposition 9.1. To
see (9.2), choose a smooth partition of unity χj subordinate to the cover
{Ωj}. Then, since
∑
χj = 1, for each x ∈ DA we have x =
∑M
1 χj(a)x
for some M . However, (1− φj)χj = 0 so χj(a)x belongs to Xj. Hence,
(9.2) follows.
In general the sum (9.2) is not direct. However, if σ(a) is a disjoint
union of closed sets Fj , we can find φj with disjoint supports such
that {φj = 1} contain a neighborhood of Fj . If x ∈ Xj ∩ Xk, then
x = φj(a)x = φj(a)φk(a)x = (φjφk)(a)x = 0, and hence we get
DA = ⊕
∞
1 Xj.
Example 7. Let A ∈ HD(Rn)(X) and let f ∈ E(R
n,Rm) be a map-
ping such that f(a) = 0. From Corollary 5.5 (or (9.1)) we know that
σ(a) ⊂ {f = 0}. Let us also assume that the zero set {f = 0} = {αj}
is discrete. Then we have the decomposition DA = ⊕
∞
1 Xj where
σ(a|Xj) = {α
j}. For each j, let gj1, . . . , g
j
ℓj
be functions in the local ideal
generated by f at αj, and let Yj = {x ∈ DA; g
j
ℓ(a)x = 0, ℓ = 1, . . . , ℓj}.
If x ∈ Xj, then x = φj(a)x, and since moreover g
j
ℓφj =
∑
k hkfkφj for
some hk, it follows that x ∈ Yj. Thus Xj ⊂ Yj . Furthermore, if for
each j the common zero set of gjℓ is just the point αj, then by (9.1),
σ(a, Y j) ⊂ {αj}. If x ∈ Yj ∩ Yi, therefore σx(a) = ∅, and hence x = 0
since a is a hyperoperator. It therefore follows that Xj = Yj.
If all zeros of f are of first order, i.e., the local ideal at αj is generated
by ξi − α
j
i , i = 1, . . . , n, then Xj is the eigenspace
Xj = {x ∈ DA; aix = α
j
ix, i = 1, . . . , n}.
If A ∈ HD(C)(X) and f is holomorphic in a neighborhood of σ(a) and
the zeros αj have multiplicities rj, then Xj = {x ∈ DA; (a− αj)
rjx =
0}. 
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The situation in this example appears naturally when we consider
homogeneous solutions to an equation like f(a)x = 0.
Example 8. Let Ah(R
n) be a Beurling algebra, cf., Section 8, containing
cut-off functions, and letX be the space of inverse Fourier transforms of
the dual space A′h. Then the tuple of commuting operators aj = i∂/∂ξj
on X admits an Ah functional calculus (since Ah is an algebra). Then
Da is the space of (inverse) Fourier transforms of elements with compact
supports in A′h. Notice that A
′
h contains all distributions with compact
support, but also some hyperfunctions of infinite order. Let f be a Ah-
smooth mapping and consider the space {x ∈ Da; f(a) = 0}. If x
is the inverse Fourier transform of u, then f(t)u(t) = 0, which means
that u has support on Z = {t ∈ Rn; f(t) = 0}. It follows that we have
the representation
(9.3) x(ξ) =
∫
Rn
eiξ·tu(t)dt,
meaning the action of u on t 7→ exp iξ · t. Since u has support on the
set Z = {f = 0}, x is expressed as a combination of exponentials with
frequencies in Z. 
Even if f is a polynomial, only solutions generated by real frequencies
can appear as long as we have restricted to non-quasianalytic classes.
To get an operator-theoretic frame of this kind for the general funda-
mental principle of Ehrenpreis and Palamodov, [9] and [14], one must
consider operators that only admit a holomorphic functional calculus.
10. Non-commuting hyperoperators
Assume that A1, . . . , Am are in HD(Rnj ) but not necessarily com-
muting. Then we can form the tensor product A = A1 ⊗ · · · ⊗ Am,
and obtain a linear continuous, though not multiplicative, operator
D(Rn) →  L(X), where n = n1 + · · · + nm. This can also be done
explicitly by the formula (6.7). We also write this operator of course
as φ(a1, . . . , am). In case when all nj = 1 and aj are HS operators,
we get back the definition in [3]. Now the order of the operators is
crucial. Therefore it is convenient to use Feynman notation, see, e.g.,
[13]. Then this operator φ(a1, . . . , am) can be written φ(
m
a1, . . . ,
1
am)
indicating that the operator am is to be applied first, then am−1 etc
and finally a1, and the order is reflected by the order of the resolvents.
Therefore, if b is a bounded operator one can easily define for instance
φ(
3
a1,
1
a2)
2
b=
∫ ∫
(∂ζ¯1∂ζ¯2)φ˜(ζ1, ζ2) ∧ ω
χ1
ζ1−a1
∧ bωχ1ζ2−a2 .
Notice that this is not an ordinary composition of f(
3
a1,
1
a2) and b, while
for instance f(
2
a1,
1
a2)
3
b= bf(
2
a1,
1
a2).
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