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A systematic approach to constant power load stabilization
by passive damping
J.C. Mayo-Maldonado and P. Rapisarda
Abstract—We illustrate a novel design methodology for the
stabilization of power converters with constant-power loads
by passive damping. In our formulation of the problem we
allow the destabilizing loads to be modeled by by frequency-
dependent negative impedances. Our methodology is based on
the solution of bilinear- and linear matrix inequalities, for which
standard numerical solvers can be used.
I. INTRODUCTION
Distributed power systems consist of the interconnection
of several subsystems (e.g. generators, switching power con-
verters, loads, etc.). Each subsystem is designed separately
and its stability is thus assured by design; however, their
interaction with each other in the overall system can display
unstable behaviors (see [2], [20], [22]). In some cases, such
interactions can be accurately modelled assuming that some
components behave as constant power loads, leading to
negative-impedance instability [3].
Given its importance for several areas of applications,
the constant power load stability problem has been studied
from different points of view, see e.g. the compendium of
traditional stability criteria for DC distributed power systems
in [6]. In order to deal with instability, stabilizing feedback
controllers for the power converters in the distribution system
can be used, however such technique may be in conflict
with other control objectives such as voltage/current regu-
lation [21]. Other methods propose stabilization by passive
damping (see e.g. [1]), where a passive load (filter) is
interconnected to the system in order to guarantee stability.
In such approach the main issue is how to design the
stabilizing filter impedance, while also satisfying additional
specifications, e.g. minimizing power losses.
In this paper we present a design methodology for such
passive-damping filters, based on a novel approach to model
linear differential switched systems, that also provides accu-
rate piecewise linear approximations of the behavior of many
power systems (see [8], [10], [11], [12]). This framework
offers several advantages over the classical one based on
state space descriptions sharing the same state space (see
[9], [11]). Moreover, in our framework it is straightforward
to accommodate more general descriptions of the instability-
generating mechanism than the traditional negative resistance
one (see [1]), e.g. frequency-dependent negative impedances.
Our methodology is based on the solution of bilinear- and
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linear matrix inequalities (B/LMIs in the following), for
which efficient numerical solvers exist (see for instance [7]).
This paper is organized as follows. In section II we illus-
trate the essential concepts of the linear switched differential
systems approach and of quadratic differential forms. In
section III we state formally the constant power load problem
in our setting. In section IV we show how such problem
can be solved in a straightforward way using B/LMIs. In
section V we illustrate a concrete example of stabilization
of the interconnection of a DC-DC converter and a load
with negative impedance characteristics. Finally, section VI
contains an exposition of directions of current and future
research.
NOTATION
The space of n dimensional real (complex) vectors is
denoted by Rn (respectively Cn), and that of m × n real
matrices by Rm×n. R•×m denotes the space of real matrices
with m columns and an unspecified finite number of rows.
Given matrices A,B ∈ R•×m, col(A,B) denotes the matrix
obtained by stacking A over B.
The ring of polynomials with real coefficients in the
indeterminate s is denoted by R[s]; the ring of two-variable
polynomials with real coefficients in the indeterminates ζ and
η is denoted by R[ζ, η]. Rr×q[s] denotes the set of all r× q
matrices with entries in s, and Rn×m[ζ, η] that of n × m
polynomial matrices in ζ and η. The set of rational m × n
matrices in the indeterminate s is denoted by Rm×n(s).
The set of piecewise infinitely differentiable functions
from R to Rq is denoted by C∞p (R,Rq). Dp(R,Rq) is the
subset of C∞p (R,Rq) consisting of compact support func-
tions. For a function f : [t− , t)→ R• we set the notation
f(t−) := limτ↗t f(τ); and similarly for f : (t, t+ ]→ R•
we set f(t+) := limτ↘t f(τ), provided that these limits
exist.
II. BACKGROUND MATERIAL
In this paper we use standard concepts and notation of the
behavioral setting, in particular those of linear differential
behaviours, state maps and quadratic differential forms. A
simplified collection of the theory that is relevant for the
presented results can be found in App. A, p. 2046 of [9].
We now recall the basic definitions of SLDS in [9].
A. Switched linear differential systems
In our framework, each dynamical mode of a switched
system is associated with a mode behavior, i.e. the set of
trajectories that satisfy the dynamical laws of that particular
mode. A switching signal determines when a transition
between dynamical modes occurs. At the switching instants
the system trajectories must satisfy certain gluing conditions,
that represent algebraic constraints enforced by physical prin-
ciples (e.g. conservation of charge/flux, kinematic constraints
at interconnection). This framework has several advantages
over the classical one based on state-space representations
of the modes, especially in the modelling of power systems,
see [10].
Definition 1: A switched linear differential system (SLDS)
Σ is a quadruple Σ = {P,F ,S,G} where
• P = {1, . . . , N} ⊂ N, is the set of indices;
• F = {B1, . . . ,BN}, with Bj a linear differential
behaviour and j ∈ P , is the bank of behaviours;
• S = {s : R→ P}, with s piecewise constant and right-
continuous, is the set of admissible switching signals;
and
• G = {(G−k→`(s), G+k→`(s)) ∈ R•×w[s]× R•×w[s] | 1 ≤
k, ` ≤ N , k 6= `} , is the set of gluing conditions.
The set of switching instants associated with s ∈ S is defined
by Ts := {t ∈ R | s(t−) 6= s(t+)} = {t1, t2, . . . }, where
ti < ti+1. 
The set of all admissible trajectories satisfying the laws
of the mode behaviours and the gluing conditions is the
switched behaviour, and is the central object of study in our
framework.
Definition 2: Let Σ = {P,F ,S,G} be a SLDS, and let
s ∈ S . The s-switched linear differential behaviour Bs is
the set of trajectories w : R→ Rw that satisfy the following
two conditions:
1) for all ti, ti+1 ∈ Ts, w |[ti,ti+1)∈ Bs(ti) |[ti,ti+1);
2) w satisfies the gluing conditions G at the switching
instants for each ti ∈ Ts, i.e.
G+s(ti−1)→s(ti)
(
d
dt
)
w(t+i )
= G−s(ti−1)→s(ti)
(
d
dt
)
w(t−i ) .
(1)
The switched linear differential behaviour (SLDB) BΣ of Σ
is defined by BΣ :=
⋃
s∈S B
s. 
It is straightforward to verify that each trajectory in BΣ is
piecewise infinitely differentiable, i.e. smooth when a mode
is active and possibly discontinuous at the switching instants.
To be physically meaningful, gluing conditions should be
well-defined and well-posed. In the following definition we
use the notion of state maps, see [16], [19].
Definition 3: Let Σ be a SLDS and let Xj ∈ Rn(Bj)×l[s],
induce minimal state maps for Bj := im Mj
(
d
dt
)
, j =
1, ..., N . The gluing conditions are well-defined if there exist
constant matrices F−j→k and F
+
j→k, with j, k = 1, ..., N ,
j 6= k, such that G−j→k(s) = F−j→kXj(s) and G
+
j→k(s) =
F+j→kXk(s), with j, k = 1, ..., N , j 6= k.
If G := {(F−j→kXj(s), F+j→kXk(s))}j,k=1,...,N, j 6=k. are
well-defined, we call them well-posed if for all k, j =
1, . . . , N with k 6= j, there exists a re-initialisation map
Lj→k : Rn(Bj) → Rn(Bk) such that given a switching
signal s ∈ S such that s(ti−1) = j and s(ti) = k; for
all ti ∈ Ts and all admissible w ∈ BΣ with associated
latent variable trajectories, it holds that Xj
(
d
dt
)
`j(t
+
i ) =
Lk→jXk
(
d
dt
)
`k(t
−
i ). 
B. Passive switched linear differential systems
In the following we consider SLDS with controllable
modes having m inputs and m output variables; it follows
that every mode can be described in image form (see [15])
w = Mi
(
d
dt
)
`i ,
where `i ∈ Dp(R,Rm), i = 1, ..., N ,; and Mi ∈ Rq×m[s] is
such that Mi = col(Ui, Yi) with Ui, Yi ∈ Rm×m[s] and Ui
nonsingular, i = 1, . . . , N .
To define passive SLDS, we first introduce the following
notation. Let s ∈ S be a fixed switching signal, with
associated set of switching instants Ts := {t1, t2, ..., tn, ...}.
We denote by |Ts| the total number of switching instants in
Ts. Let
Φ :=
1
2
[
0m×m Im
Im 0m×m
]
∈ Rq×q , (2)
and let w ∈ BΣ.
If |Ts| = ∞, define
∫
QΦ(w) :=
∫ t−1
−∞QΦ(w) dt +∫ t−2
t+1
QΦ(w) dt+ ...+
∫ t−n+1
t+n
QΦ(w) dt+ ... .
If 0 < |Ts| < ∞, then define
∫
QΦ(w) :=∫ t−1
−∞QΦ(w) dt+
∑|Ts|
k=2
∫ t−k
t+k−1
QΦ(w) dt+
∫∞
t+|Ts|
QΦ(w) dt.
If |Ts| = 0, i.e. no switching takes place, then∫
QΦ(w) :=
∫ +∞
−∞ QΦ(w) dt.
The definition of passive SLDS is as follows.
Definition 4: Let Σ be a SLDS and define Φ as in (2). Σ
is passive if
∫
QΦ(w) ≥ 0 for all w ∈ BΣ ∩Dp(R,Rw).
Sufficient conditions for the passivity of a given SLDS can
be given in terms of LMIs, and they are instrumental in our
solution to the constant power load problem; we will review
them later on in this paper (see Prop. 1 below).
III. A SWITCHED LINEAR DIFFERENTIAL SYSTEM MODEL
FOR THE CONSTANT POWER LOAD PROBLEM
We formalize the constant power load problem in the
SLDS framework as follows. We are given a switched linear
differential system (corresponding to the box labeled Σ
in Fig. 1) whose dynamical modes (corresponding to the
regimes induced in a single power converter by an ideal
switch) are described as two-ports. As in [3], the destibilizing
effects of the constant power load are locally approximated
using a negative impedance load (the box labelled CPL in
Fig. 1) and the passive filter (represented by a parameter-
dependent impedance with a priori fixed McMillan degree
n) are described by one-port.
Proposition 1: Assume that the dynamical modes of the
switching power converter Σ in Fig. 1 can be described
in image form w = Mj
(
d
dt
)
`j , with Mj ∈ R4×2[s],
Fig. 1. Distributed power system with passive damping.
j = 1, . . . , N ; `j = col(`1,j , `2,j) ∈ Dp(R,R2), i = 1, ...N ;
and w :=
[
V io i v
]>
.
Let `f ∈ Dp(R,R), then there exist M̂k ∈ R4×2[s] such
that the k-th dynamical regime of the interconnection in Fig.
1 is described by an image representation
V
I
i
v
 = M̂k ( ddt
)[
`1,k
`f
]
, (3)
k = 1, . . . , N . Moreover, denote by q(s)p(s) the impedance of
the filter; then each entry of M̂k(s) depends at most linearly
on q(s) and p(s), i.e. M̂k(s) = M̂1k (s) + M̂
2
k (s)q(s) +
M̂3k (s)p(s), where M
i
k ∈ R4×2[s], k = 1, . . . , N , i = 1, 2, 3.
Proof: The negative impedance load (CPL) generating
instability is described by a one-port, and consequently can
also be represented in observable image representation by
M ′ ∈ R2×1[s] with external variables w′ := [I ′′ v]> and
one-dimensional latent variable denoted by `′.
The passive filter is a one-port impedance that can be
represented by an observable image representation Mf ∈
R2×1[s] with external variable wf :=
[
I ′ v
]>
and one-
dimensional latent variable denoted by `f .
It follows from the elimination theorem (see Sec. 6 of
[15]) that the interconnection of the negative impedance load
and the filter has a representation as a one-port, with latent
variable `f . After elimination of the latent variable `2,k for
each mode, the interconnection of this one-port impedance
with the plant has dynamical modes that can be described as
two-ports, corresponding to the image representations (3).
The parameters of such image representation depend only
linearly on the filter parameters since elimination of the
latent variable `2,k is performed by computing the syzygy
of the module generated by a polynomial column vector
independent of q(s) and p(s).
The following is an important consequence of Prop. 1.
Corollary 1: The state maps for the SLDS associated
with the behaviors described in image form by (3) depend
linearly on the coefficients of the polynomials q(s) and p(s)
describing the filter.
Proof: A state map can be computed from an image
representation via algebraic operations as follows (see [16],
[19]). Let Ûk ∈ R2×2[s] be a maximal determinantal de-
gree submatrix of M̂k, k = 1, . . . , N . Define X1k(s) :=
s−1(Uk(s) − Uk(0)), X2k(s) := s−1(X1k(s) − Xk(0)), and
so forth. Then the polynomial differential operator induced
by the matrix Xk(s) := col(Xik)i=1,... and acting on the
latent variable `k induces a state variable. Each entry of such
polynomial matrix depend linearly on the coefficients of q(s)
and p(s), since Ûk(s) itself does. This concludes the proof.
We now prove that under mild assumptions satisfied for
all reasonable electric circuits, the gluing conditions of the
switched linear differential system corresponding to Fig. 1
are well-defined according to Def. 3.
Proposition 2: Assume that switching among the modes
described by (3) does not involve short-circuiting of voltage
sources, or open-circuiting of current sources. Then the
gluing conditions are well-defined.
Proof: If switching between modes does not involve
short- or open-circuiting sources, no constraints on the input
variables of the system are imposed at the switching instants.
Consequently, the gluing conditions only impose constraints
on the output variables of the modes, which are linear
functions of the state variables. The claim follows.
Well-posed gluing conditions (see Def. 3) guarantee that
after a switching instant only one initial state for the new
dynamical regime is specified from the final state of the
previous one. Such property holds since the switching cannot
cause any increase in the total amount of charge or flux stored
in the system and thus the value of the state after the switch
is uniquely determined by the state before the switch. On
this issue, see [13] where the analysis of a wide variety of
physical systems exhibiting discontinuities is presented, and
[4], [5], [18]. In the rest of this paper we assume that the
gluing conditions are well-posed.
IV. A DESIGN METHODOLOGY FOR CONSTANT-POWER
LOAD STABILIZATION BY PASSIVE DAMPING
The idea underlying our methodology is to connect a
passive filter between the constant power load and the SLDS,
so that the overall system is passive and consequently i/o
stable (see Th. 6 of [9]). Our methodology for finding such
a filter is based on the following result (see Th. 4 of [9])
providing an LMI-based test for passivity of SLDS.
In the following, the coefficient matrix of F (s) =∑N
i=0 Fis
i ∈ Rq1×q2 [s] is defined by
F˜ :=
[
F0 F1 . . . FN
]
.
Note that F (s) = F˜
[
Iq2 sIq2 . . . Iq2s
N
]>
.
Theorem 1: Let Σ be a SLDS with G well-defined and
well-posed. Let Xk ∈ Rn(Bk)×l[s] be a minimal state
map for Bk, i = 1, ..., N , and let Li→j ∈ Rn(Bj)×n(Bi)
for all i, j ∈ P , i 6= j, be the re-initialisations maps
of Σ. Denote the coefficient matrix of Mk(s) by M˜k :=[
Mk,0 . . . Mk,Lk
]
; then that of Xk(s) can be written as
X˜k :=
[
Xk,0 . . . Xk,Lk−1
]
.
If there exist Kk = K>k ∈ Rn(Bk)×n(Bk), k = 1 . . . , N ,
such that
M˜>k ΦM˜k −
[
0l×n(Bk)
X˜>k
]
Kk
[
X˜k 0n(Bk)×l
]
−
[
X˜>k
0l×n(Bk)
]
Kk
[
0n(Bk)×l X˜k
]
≥ 0 , (4)
and moreover, if for k, j = 1, . . . , N , k 6= j, it holds that
Kk − L>k→jKjLk→j ≥ 0 , (5)
then Σ is passive.
In the result of Th. 1, the LMIs (4) correspond to the
(necessary) conditions on the passivity of each mode, and
the LMIs (5) to the (sufficient) conditions that the stored
energy does not increase at the switching instants, see [9].
The first step in our procedure is to obtain from the
switching power converter, a negative impedance load ( e.g.
as in [3]), and a filter parametric description q(s)p(s) , image
representations M̂k as in Prop. 1, and the corresponding
gluing conditions. It follows from Prop. 1, Cor. 1 and Prop.
2 that the polynomial matrices M̂k, G−k→`, G
+
k→` and the
state maps Xk depend linearly on the unknown parameters
corresponding to the coefficients of the passive filter q(s)p(s) .
The second step in our procedure is the setting up of a
system of matrix inequalities corresponding to the conditions
of Th. 1. To make explicit the linear dependence on the
filter parameters, in the following we write M̂k(s), Xk(s)
respectively as M̂k,p˜,q˜(s) and Xk,p˜,q˜(s), where p˜, q˜ are
the coefficient matrices of the unknown denominator and
numerator of the passive filter:
M˜>k,p˜,q˜ΦM˜k,p˜,q˜ −
[
0l×n(Bk)
X˜>k,p˜,q˜
]
Kk
[
X˜k,p˜,q˜ 0n(Bk)×l
]
−
[
X˜>k,p˜,q˜
0l×n(Bk)
]
Kk
[
0n(Bk)×l X˜k,p˜,q˜
]
≥ 0 ,
k = 1, . . . , N
Kk − L>k→jKjLk→j ≥ 0 , k, j = 1, . . . , N , k 6= j . (6)
The third step is to formalize the requirement that the filter
is passive. Define
Φ′ :=
1
2
[
0 1
1 0
]
,
M ′(s) :=
[
p(s)
q(s)
]
,
X ′(s) :=

1
s
...
sdeg(p)−1
 , (7)
and denote the coefficient matrices of M ′ and X ′ by M˜ ′p˜,q˜
and X˜ ′, respectively. With these positions, it follows from
the positive-real lemma that qp is positive-real if and only if
there exists K ′ = K ′> ∈ Rdeg(p)×deg(p) such that
M˜ ′>p˜,q˜Φ
′M˜ ′p˜,q˜ −
[
0l×deg(p)
X˜ ′>
]
K ′
[
X˜ ′ 0deg(p)×l
]
−
[
X˜ ′>
0l×deg(p)
]
K ′
[
0deg(p)×1 X˜ ′
]
≥ 0 .
(8)
If values of the parameters p˜ and q˜ exist such that
the matrix inequalities (6),(8) are satisfied for some Kk,
k = 1, . . . , N and K ′, then the interconnection of Fig.
1 is passive, and consequently i/o stable. Moreover, the
filter qp can be implemented using only resistors, capacitors,
inductors and transformers (see [14]).
In the following remarks we discuss several important
issues about our procedure to solve the constant load problem
by passive damping.
Remark 1: The McMillan degree n of the stabilizing
passive filter (assuming it exists) is not known a priori. To
start our procedure, some value of n should be decided upon,
and a solution attempted to the matrix inequalities (6),(8). If
no solution exists for the current value of n, the latter should
be increased, and the procedure repeated.
It is a matter for future research to establish upper
bounds on the McMillan degree of the filter in terms of
the complexity of the plant dynamical modes and of that of
the destabilizing negative impedance, assuming such a filter
exists. 
Remark 2: The inequalities (6) and (8) are bilinear in the
coefficients of the polynomials p and q of the passive filter.
In some special cases they can be made linear by fixing the
values of certain parameters, for example by deciding a priori
what the poles/zeros of the filter should be. See section V
of this paper for an instance of this approach. 
Remark 3: A common assumption in the known ap-
proaches to the constant load problem is to model the
destabilizing load as a negative resistance (see e.g. [1]).
In our methodology we do not restrict the class of load
models; for example we admit frequency-domain models of
as differences of squares (P (−s)>P (s) − N(−s)>N(s)).
This may lead to less conservative solutions of the constant
load problem, for example leading to the design of filters
that induce a smaller power loss than those arrived at by
conventional means. This is a matter for future research. 
V. EXAMPLE
Consider the DC-DC power converter in Fig. 2 which is
interconnected to a constant power load whose destabilizing
effects are represented by the impedance ZCPL (see [3]). As
explained in Sec. IV, we introduce a passive filter (a circuit
consisting of inductors, capacitors and resistors) described
by an admittance Y that when connected to the switched
network, the overall circuit is passive.
The filter is a 1-port impedance function Z(s) = q(s)p(s) ,
with p, q ∈ R[s], or equivalently an image representation[
v
if
]
=
[
p
(
d
dt
)
q
(
d
dt
)]︸ ︷︷ ︸
=:M ′( ddt )
`′ ,
Fig. 2. DC-DC converter with a constant power load and a stabilizing
filter.
where `′ is a latent variable associated to the internal
dynamics of the filter and whose physical meaning can
be determined after the realisation. Similarly, the dynamics
of the negative impedance are ZCPL(s) = −R. Applying
fundamental current and voltage laws, the mode dynamics
when the transistor is closed and the diode open are described
by
V = L
d
dt
i1 +RLi1 ,
I = C
d
dt
v − 1
R
v + q
(
d
dt
)
`′ .
When the transistor is open and the diode is closed, the mode
dynamics are described by
V = L
d
dt
i1 +RLi1 + v ,
I = −i1 + C d
dt
v − 1
R
v + q
(
d
dt
)
`′ .
By selecting the external and latent variables as w :=[
V I i1 v
]>
and ` :=
[
i1 `
′]>, the mode dynamics
can be modelled using image form representations w =
Mk
(
d
dt
)
`, k = 1, 2, where
M1(s) :=

Ls+RL 0
0 − ( 1R − Cs) p(s) + q(s)
1 0
0 p(s)

M2(s) :=

Ls+RL p(s)
−1 − ( 1R − Cs) p(s) + q(s)
1 0
0 p(s)
 . (9)
Note that as described in Prop. 1, the dependence of M1 and
M2 on the unknown parameters of the filter is linear.
State maps for Bi, i = 1, 2 and the filter can be computed
e.g. as
X1(s) :=
[
1 0 0 0
0 1 s s2
]>
=: X2(s) ,
X ′(s) :=
[
1 s
]>
. (10)
In this particular case the matrices X˜i, i = 1, 2 (the
coefficient matrices of state maps for the dynamical modes)
and the coefficient matrices M˜i, i = 1, 2, do not depend on
the unknown coefficients associated to the filter (the general
case is covered in Prop. 1 and Cor. 1). It follows from the
physics of the switched circuit that the re-initialisation maps
are L1→2 = L2→1 = I4.
It is straightforward to see that the matrix inequalities (6)
and (8) associated with the models (9) and the choice of
the state maps (10) are bilinear in the coefficients of p(s)
and q(s). Given the particular structure of our problem, if
we fix the coefficients of the polynomial p, linear matrix
inequalities occur, depending only on the coefficients of q(s).
Fixing p is tantamount to fixing the poles of the filter; this is
often a reasonable choice, since filter performance specifica-
tions such as time response, characteristic frequencies etc.,
are directly related to the position of the poles of the filter
in the complex plane (see Sec. 5-8 of [17]).
Now assume that RL = 0.01Ω, L = 500µH , C = 47µF
and −R = −300Ω. Define p(s) := 7392000 + 87200s +
160s2, and let p(s) := a2s2 + a1s+ a0. The selected purely
real roots of q correspond to the realisation of an RC low-
pass circuit (see [17], Sec. 3).
Using standard LMI solvers for such choice of q, the
coefficients of the polynomial p resulting from the solution
of the LMIs, yield p(s) = 14000 + 270s+ s2. Consequently
the filter described by the impedance
Z(s) =
7392000 + 87200s+ 160s2
14000 + 270s+ s2
stabilizes the interconnection. Note that such filter can be
physically realised using any suitable method of passive
circuit synthesis (see [14]); for example, the circuit in Fig.
3 represents a Cauer realization of Z(s), with R1 = 160Ω,
R2 = 287.75Ω, R3 = 80.24Ω, C1 = 22.72µF and C1 =
136.105µF
Fig. 3. Filter realisation.
We now show simulation results of the circuit in Fig. 2,
when the stabilizing filter is connected. In order to do so
we set the input voltage E = 50 volts and initial conditions
equal to zero. The switching signal used for the simulation
is periodical, and corresponds to a traditional PWM (pulse
width modulation), i.e.
s(t) =
{
1, tk ≤ t < tk +DT ;
2, tk +DT ≤ t < tk + T.
where D = 0.5, T = 50µs, t0 := 0 and tk+1 = tk +T , with
k = 0, 1, 2, ... .
The simulation was carried out using Synopsys Saber
and the results are shown in Fig. 4 and Fig. 5, which depict
the transients of the voltage across the capacitor and the
current through the inductor of the converter. We compare the
cases when the stabilising filter is respectively disconnected
and connected. Note that the stabilization effect of the filter
corroborates the theoretical principles that are used to support
the proposed method.
Fig. 4. Comparison between simulations of the output voltage of the
converter when the filter is disconnected and connected.
Fig. 5. Comparison between simulations of the input current of the
converter when the filter is disconnected and connected.
VI. CONCLUSIONS
We have illustrated a systematic design procedure for the
solution of the constant power load problem. This procedure
is founded on the passivation of the combination of the
plant and the instability-generating negative impedance by
interconnecting to it a suitable passive filter. The switched
linear differential framework, based as it is on image rep-
resentations, accommodates in a natural way impedance
representations of the plant, filter, and negative impedance, so
that the formulation of the problem in terms of the solution
to a system of bilinear matrix inequalities is straightforward.
In case some design parameters are known or fixed a
priori, the matrix inequalities may turn out to be linear,
and thus more easily tractable by standard LMI solvers. Our
methodology has been demonstrated with an example of a
DC-DC converter connected to a negative resistor.
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