The Roy equations for 'Tr'Tr scattering are combined with unitarity to give a nonlinear system of equations for the determination of the low-energy amplitudes. A Holder continuous interpolation between the input high-energy absorptive parts and the output low-energy absorptive parts is implemented; and the resultant singular equations are regularized by means of an effective inelastic N / D method. If the scattering lengths, the CDD parameters, and the high-energy absorptive parts satisfy certain constraints, then there exists a locally unique solution of the system.
INTRODUCTION
In this paper we continue the study of the system of nonlinear, singular integral equations that results from a combination of the Roy equations 1 with elastic unitarity. It is assumed that the partial wave absorptive parts above a certain point, say s = so, are given, and that the S-wave scattering lengths are held fixed. The problem is to prove the existence of solutions for the partial waves in the domain 4"'; s .,,; So and to investigate the question of the nonuniqueness of such solutions.
It has already been shown 2 that if the input quantities are small enough, there exists a locally unique solution in a suitable space of Holder-continuous functions. However, it is known that the physically interesting solution lies outside the scope of the above proof unless one chooses So to be such that all the phase shifts remain small in [4, so] . A first step has been made 3 towards the removal of this limitation, in which a finite-interval version of the N/D method was used to regularize the singular equations. The new equations contained the customary eDD poles, and a further free parameter entered the solution in some cases, due to the marginally singular nature of the N integral equation. 4 The fact that this equation is not subject to Fredholm theory is an embarrassment for numerical work. Although an explicit integral representation for a resolvent kernel of the dominant part of the singular equation has been constructed and the homogeneous equation has been exhaustively studied, nevertheless, it is rather awkward to have to program this resolvent and to use it every time that the N equation is solved in the course of iterating the nonlinear system. These problems are sidestepped in the present paper by the expedient of introducing a smooth instead of a sharp cutoff. By means of a Holder-continuous cutoff function h(s) we effect a homotopy from the elastically unitary "output" absorptive part below So to the prescribed"input" absorptive part above s1' where sl is greater than so, but still within the domain of validity of the Roy equations. The equations are again regularized by means of the N/D method; but the fact that the amplitude is not strictly unitary in [so, S1] In this paper we shall work with the reduced partialwave amplitude,
where Fi is the projection of the usual invariant scattering amplitude, for isospin I, onto the Legendre polynomial. This partial-wave amplitude satisfies elastic unitarity for SE [4, 16] :
In practice there is little inelasticity below the KK threshold, and we shall assume (1. 2) to be correct in the domain of validity of the Roy equations, which includes the interval [4, 32) . The advantage of using the reduction factor of (1. 1) is that this ensures that Fi(s) has the correct behavior as s _00, if/l(s) is bounded uniformly with respect to sand 1.
The Roy equations for the partial waves can be written 
(1, 9) (1. 10) (1. 11) (1, 12) (1, 13)
In the above, Cst, C tu , and C su are the usual isospin crossing matrices and C\' is a constant vector, in which the 1=0 and 1=2 components are the corresponding S-wave scattering lengths, while the 1=1 component is zero. 
N/D EQUATIONS WITH A SMOOTH CUTOFF
Thus (2.2) effects a Holder continuous interpolation from the elastic unitarity output expression for s'" so, to the high-energy input model for s "" s1' For the purposes of the proof we need only the properties (2.3); but numerically it is convenient to make h(s) a thricedifferentiable function for which, in addition to (2.3a) and (2. 3b),
An example of such a function is
for so'" s '" St, and this is eminently suited to numerical computations in which cubic splines are employed.
The expression (2.2) has a formal resemblance to the inelastic condition, in which the elasticity function is given. In fact we may rewrite (2.1) in the form ds' In order to find all the solutions of (2.5), for a given c(s), we apply the standard Frye- Warnock method, 5 in which one writes
(2. 10) 12) for s "" 4, in which the real function n(s) is the solution of the nonsingular integral equation 
The tn are the positions of the CDD poles, rn being the residues. For the sake of formal elegance, and to allow us to take over the standard formulas without change, we have written all integrals from s = 4 to s = 00, but because of the support properties of h(s), actually p(s) vanishes for s ~ sl' so the integration domain in (2. 11) and (2.13) is 4"" s "" sl' According to (2.9), 1-f/(s) vanishes both for s"" So and for s ~ sl, and we have to define the integrand in (2.14) by continuity at the point s =sl' In fact 15) and one can see that this expression changes continuously from 0 for s"" So to s-2 a(S) for s ~ sl' Thus c(s) is also continuous at s = sl' and so by means of the smooth cutoff we have removed the logarithmic singularity that complicated the earlier method.
Since c(s) is assumed to be known for 4 ""s "" sl and a(s) is known for s ~ so, we know f/(s) and hence c(s) for 4"" s "" sl' and c(s) is in fact Holder continuous on this intervaL It may be shown 6 that any Holder continuous solution of the nonlinear equation (2.5) has a representation of the form (2.10)-(2.14), on condition that the phase shift of the solution tends to a limit as s _00, and on condition that f/(s) has no zeros in [4,00), since such zeros would introduce singularities of the third kind 7 into the integral equation (2.13). In our case, f/(s)=1 for s"" So and for s~sl' so any possible zero can only lie in the interval (so, SI)' However, since h falls monotonically from 1 to 0, it is easy to see that 4h(1 -h) "" 1, the equality being reached only once, at the point at which h = i. On the other hand, qa"" 1, the equality being reached at the position of an elastic resonance. Hence we need only choose So and sl in such a way that the given function, a(s), is not equal to 1/ q (s) at precisely the point for which h (s) = i, in order to ensure that f/(s) > 0 (2.16) for so"" s "" s~. The simplest way to do this is to choose the interval Lso, SI] in such a way that a(s) does not have a resonance in it. Thus we can avoid third kind singularities and make (2.13) Fredholm. Conversely, one can show that any solution of (2.10)-(2.14) satisfies the original nonlinear equation (2.5), on condition that D(s) has no zeros in the cut plane.
To conclude this section, let us study more closely the connection between the method of this paper and that of Ref. 3 then an additional degree of freedom arises, because an arbitrary multiple of the homogeneous solution of the marginally singular N integral equation is allowed.
The above amplitude is also a solution of the equations of this section, again if the CDD pole parameters are chosen appropriately (because of the generality of the N/D representation). In this special case, there will be no difference between Im/(s) and a(s) for s in (so, sl)' since they are both equal to q(s) I/(s) 1 2 , and one can always find a 6(s) such that
where o(s) is the actual phase shift. For 4"" s "" so, 6(s)
is the same as o(s), but since h(sl) = 0 and f/(sl) = 1, it follows that o(sl) =ne7T, where ne is an integer. In fact (2.20) can be solved for f/ and 6, yielding
which is consistent with (2.9), and 
This is a satisfying result, since it agrees precisely with the dimension found in the case of the sharp cutofL 3, 8 It must be stressed that the above discussion is somewhat artificial, in the sense that most solutions of the equations of this section will not be elastically unitary for So < S < s1' Our purpose was simply to make contact with the earlier results. In an autonomous application of the present method, the final amplitude would be in general unitary only below so. In the interval (so, s1), the amplitude would neither be unitary, nor would its imaginary part be equal to the input function a(s).
SOLUTION OF THE NONLINEAR SYSTEM
In this section we shall treat the nonlinear system, incorporating the N /D equations, as a nonlinear mapping, on the assumption that the following input quantities have been specified: the scattering lengths, the CDD parameters, and a/(s) for s '" so. We shall show that the mapping is contractive if the inputs satisfy certain conditions.
It is of some importance to choose a well-behaved function as the basic quantity to be determined. Let 
then (2.13) defines a contraction mapping on the space (3.6), and so the solution n/(s) is unique in this space. This solution is not merely continuous, but is actually differentiable, as we can see by differentiating both sides of (2.13) and by using the fact that I~ e(s')-e(s) I""tllell. It is not sufficient that D/(s) is bounded; we must show that it has no zeros on the first Riemann sheet. In the case that there are no CDD poles, this is easy enough. When there are CDD poles however, we expect that the real part of D/(s) will have zeros on the real axis. If the CDD pole residues are small, there will be one zero close to each pole, at the mass squared of a resonance. D/(s) will itself have a complex zero nearby, and we must ensure that such a zero is on the second Riemann sheet.
If we choose b/(s) and b/(s) to be small enough in norm, then the solution n,(s) of (2,13) and this is a known input function. We are free to choose this known function to be such that the dominant part of (2,11), '," 4 (3,12) has no zeros on the first Riemann sheet, For our purposes it is even necessary to suppose that c, (s) has been chosen such that the modulus of (3.12) has a positive lower bound which is uniform with respect to l, Then it is clear that we can arrange that ID,(s) I has also such a uniform positive lower bound, Hence it is possible to rule out ghosts by restricting the input suitably.
The fact that D,(s) is dominated by the known function, (3.12), means that we can exclude first-sheet zeros of D,(s), but not zeros of ReD,(s) on the real axis.
Generally, for small values of the r ,,", there will be a zero of ReD,(s) near each CDD pole, However, since we have agreed that it is possible to choose the function (3.12) in such a way that !D,(s) I has a uniform lower bound, it follows that, at a zero of ReD, (s), I n , (s) I is uniformly bounded below, since it is simply IImD,(s) I. Hence we have no difficulty in obtaining an estimate of the Lipschitz coefficient in our contraction mapping proof. Detailed conditions which ensure that n,(s) does not have zeros near the zeros of ReD, (s) have been given in the literature"; but for our purposes such fulsomeness is unnecessary, since we are not trying to calculate the maximal radius of a ball on which the mapping <I> is contractive. We are content to show that the radius is nonzero if the inhomogeneities are small enough, and if they are chosen such that the modulus of the function (3.12) has a uniform lower bound, Consider now the expression (3.3), which has to be injected into R" 5" V" and 1', in order finally to yield bf, the image of b, under the mapping <1>. We have now to show that (3. 13)
where K is a constant. Since we know that N,(s) has a uniform upper bound, that is proportional to IIg + bll, and we have ensured that ID,(s) I has a uniform positive lower bound, it will be enough if we can show that PI>
S" U "
and T, are bounded in norm if we replace 1m!" (s') by (3.14)
in Eqs, (1. 7), (1. 8), (1.12), and (1.14). The rest of this section and the Appendix are devoted to this demonstration, All the integrals are over the finite domain, 4 <S S <S sl' and none of them are singular, The only nontrivial point concerns the infinite l' series, and we can prove convergence only if sl < 32, this being the limit of validity of the Roy equations. The term R,(s) is trivial in this respect, since it only contains one partial wave, At first sight it looks as though R/(s) might not be uniformly bounded as l -co, However, in view of the bound (3.14), what one has to maximize is 3, 15) for sand s' in [4, Sl] [~:;;t}2) 2/ -1 J Is' -s), (3.16) which involves differentiating the numerator with respect to s, Since we must also consider the second derivative of R/(s), in order to be able to bound IIRII, we have finally to majorize the first three derivatives of the numerator in (3.16), Aside from trivial factors, these derivatives involve (3.15) again, with, however, factors of l, up to the third power, Clearly these powers are tamed by the bound (16/27)', and we conclude that then it is easy to see that
(3.18) for n = 0, 1, 2. In the Appendix, we prove that
for any SE [4, sd, with sl < 32, where K is a constant and E is a small positive constant, both independent of s, s', l, and l'. Hence 3, 20) for n = 0,1,2, and this is clearly bounded.
The terms U, (S) and T,(s), defined in (1.12) and (1.14), are somewhat easier to treat, since there is no vanishing denominatoro It can be shown that WI/'(s, s') and YII '(s, s') 
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APPENDIX
We shall sketch the derivation of certain bounds 10 for the functions V, W, X, and Y, defined in (1. 9), (1. 13), (1.15), and (1. 16)0 From (1. 10) and (1.11), we can write
and so P,,(z') is in fact a polynomial in z. Let us write a Cauchy integral for this polynomial around the following elliptical contour in the z plane:
The z integration in (1. 9) can be performed under the contour integral, the result being
where Q , is the Legendre function of the second kind and where 
We wish now to motivate a choice for z1, in order to make (A9) as useful as possible, and to maximize s1' the largest value of s for which the inequalities hold. In the first place we write 
where E is a small, positive constanL This ensures that 
in view of (All) and (A12). The limit of this bound as E -0 is 32, and this is the maximum value of s for which the Roy equations are valid. Since we wish to retain the exponential factor in (A15), we need E > 0, and this means that s1 will be less than 32, although we can make it as close to 32 as we like by making E small enough 
The minimum of the left term is 32 exp(-E), so if we choose z1 such that the middle term is equal to this constant, then the first inequality is satisfied also, on condition that we restrict both s' and s to the interval [4, S1] where s1 was defined in (A17). Thus we choose 64 z1=-1 + --exp(-E)
and on combining (A9), (A13), (A15), and (A20), we find By similar techniques one can show that
