Abstract. Let G = SL3(k) where k is a field of characteristic p > 0 and let λ ∈ X(T ) be any weight with corresponding line bundle L (λ) on G/B. In this paper we compute the support varieties for all modules of the form
1. Introduction 1.1. Let G be a semisimple simply connected algebraic group over an algebraically closed field k of charactersitic p > 0. It is well known that any finite dimensional B-module M induces a vector bundle L (M ) of rank m := dim k M on the flag manifold G/B. An important problem in representation theory is to try to understand the structure of the sheaf cohomology groups H i (M ) := H i (G/B, L (M )) for any finite dimensional B-module M . The most well studied case is when M = λ for λ ∈ X(T ). In particular, when λ ∈ X(T ) + , we know by Kempf's vanishing theorem that H i (λ) = 0 for i > 0 and that the character of H 0 (λ) is given by Weyl's character formula (cf. [Jan, II.5] ). For λ ∈ X(T ) + , the vanishing behavior of H 1 (λ) has been completely determined by Andersen in [A2, Theorem 3.6] . For arbitrary λ ∈ X(T ), little is known about the structure of the modules H i (λ). However, in [NPV, Theorem 6.2 .1], the support varieties V G 1 (H 0 (λ)) were determined for all λ ∈ X(T ) + when the underlying field has good characteristic.
In this paper we will determine V G 1 (H i (λ)) for any i and λ ∈ X(T ) when G = SL 3 (k). The technique will be to bound the order in which ψ p (t) = 1+t+· · ·+t p−1 divides the generic dimension dim t H i (λ) ∈ Z[t, t −1 ] by using of the recursive character formulas given in [Don1, for the modules H i (λ). The following theorem is the main result of this paper Theorem 1.1.1. Let p be any prime and let G = SL 3 (k) where char(k) = p. If λ ∈ X(T ) is any weight with w · λ ∈ X(T ) + for some w ∈ W then
provided that H i (λ) = 0.
The proof of this theorem will be broken up into several sections. In Section 2, we will define the generic dimension of any rational T -module V and present some well known properties. The support variety for any module over a finite k group will be introduced in Section 3. Some general results including Proposition 3.3.2, establishing the left inclusion of the main theorem stated above, will also be presented.
The rest of the paper will deal with the right inclusion, which will require a great deal of computation. The recursive character formulas mentioned above will be given in a correct, simplified form in Section 4. We will employ these formulas to determine the support varieties for all p-regular weights in Section 5, by transforming them into simpler recursive quantum dimension formulas which are then shown to be non-vanishing (cf. Theorem 5.8.1). The case where p ≥ 3 and λ is not p-regular is dealt with in Section 6 by proving that the modules H i (λ) are not projective over G 1 whenever λ lies outside of the Steinberg block (cf. Proposition 6.8.1). For clarity, a number of the technical lemmas which are used to establish the subregular result have been shifted back to Section 9.
In Section 7, we show that a simpler alternative technique can be used to compute the support varieties for many types of weights. In particular, this technique will handle the p = 2 case of Theorem 1.1.1. Thus the theorem will be verified for all primes p. Finally, in Section 8 we will present an open conjecture regarding the case when G is any semisimple simply connected algebraic group.
1.2. Notation. The root system of G with respect to a maximal torus T , will be denoted by Φ, and its basis will be denoted by Π = {α 1 , . . . , α n }. We shall denote by Φ + , the set of positive roots with respect to Π. The Weyl group of Φ will be denoted by W = N G (T )/T and the affine Weyl group will be denoted by W p . The affine Weyl group can be expressed as
We will denote by B ⊇ T the Borel subgroup induced by the negative roots −Φ + . The character group of T will be denoted X(T ) = X(B). To each T -module V we let
where V λ = {v ∈ V | t · v = λ(t)v for all t ∈ T } is its formal character. For each λ ∈ X(T ), we will identify λ = k λ with the one dimensional B-module where b · 1 = λ(b)1 for any b ∈ B. The Weyl group acts naturally on the ring Z[X(T )] via w · e(λ) = e(w(λ)).
It is well known that the invariant ring Z[X(T )]
W is isomorphic to the Grothendieck ring for G (cf. [Jan, II.5] ). The set of dominant integral weights is given by X(T ) + = {λ ∈ X(T ) | λ, α v ≥ 0 for all α ∈ Π}.
For each r ≥ 1, we can define the set of p-restricted weights by X r (T ) = {λ ∈ X(T ) | 0 ≤ λ, α v < p r for all α ∈ Π}.
We shall also define ρ = 1 2 α∈Φ α and the Coxeter number h = max(ρ, α v 0 ) + 1 where α 0 ∈ Φ is the maximal short root if Φ is indecomposable, otherwise we take the maximum of the Coxeter numbers over each irreducible component of Φ (cf. [Jan, II.6 .2]). We also define the numbers d α = α, α / α 0 , α 0 for any α ∈ Φ. Such that if C = ( α i , α v j ) is the Cartan matrix and
The affine Weyl group acts naturally on X(T ) via the dot action given by
where w(λ) is the ordinary linear action. Two weights λ and µ are said to be linked if λ = w · µ for some w ∈ W p . We call the weight ξ = (p − 1)ρ the Steinberg weight and we shall say that a weight λ ∈ X(T ) is in the Steinberg block if λ = w · ξ for some w ∈ W p .
We say that a prime p is called good for G if p > 2 when G has a component of type B,C or D; p > 3 when G has a component of type G 2 , F 4 , E 6 or E 7 and p > 5 when G has component of type E 8 , otherwise p is called bad.
Assuming that p is good, we define for each λ ∈ X(T ) the subroot system
If |Φ λ | = ∅, then λ is called regular (or p-regular ), otherwise λ is called subregular. If any two weights λ, µ are linked, then Φ λ = w(Φ µ ) for some w ∈ W . It can be shown that λ is in the Steinberg block if and only if Φ λ = Φ. We also see that there is a subset I ⊂ Π and w ∈ W such that w(Φ λ ) = Φ I where Φ I ⊂ Φ is the subroot system generated by I. Let H be any algebraic group defined over k and F : H → H be the Frobenius map. The Frobenius kernel is defined as H 1 = ker(F ). For any H-module V , let V (1) be the H module whose action is twisted by F so that h ∈ H acts on V (1) as F (h) acts on V . We will also define the endomorphism
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2. The generic dimension of a module 2.1. For any λ ∈ X(T ), we can write λ = n i=1 n i α i for some n i ∈ Q. If we now set
It can be verified that
hence, 2 wht(λ) ∈ Z. Thus we can define the weighted height function
For any T -module V , define the generic dimension
(cf. [NPV, Section 3.1.1] ). Observe from the definition that dim V = dim 1 V . The generic dimensions of the induced modules are computed by Weyl's generic dimension formula
2.2. Properties of Generic Dimension. Define the ring homomorphism
This homomorphism allows us to transfer many of the useful properties for characters to properties for the generic dimension.
Proposition 2.2.1. Let V , W be X(T )-graded vector spaces. The following identities are satisfied
Proof. The characters satisfy analogous properties (cf. [Jan, I.2] ) to those sketched above. Thus we can apply ϕ to ch V, ch W, ch V * etc. to get the above identities. For example, the last identity follows from the fact that wht(pλ) = p wht(λ) and hence ϕ(e(pλ)) = (t p ) −2 wht(λ) .
We define the twisting endomorphism
which is compatible, under ϕ, with the endomorphism (−)
The following lemma regarding the derivative of the generic dimension will prove useful when we calculate V G 1 (H i (λ)) for λ subregular.
Lemma 2.2.2. Let G be any semisimple simply connected algebraic group over a field of characteristic p, let θ ∈ Z[X(T )] W be arbitrary and set f (t) = ϕ(θ) where ϕ :
Proof. For each λ ∈ X(T ), we define the orbit sum
The set of all s(λ) with λ ∈ X(T ) + form a basis for Z[X(T )] W . For any W invariant element θ, we can always write θ = λ∈X(T ) + a λ s(λ). Therefore, we can assume without loss of generality that θ = s(λ) for some λ ∈ X(T ) + . Thus This gives us
It now suffices to show that for any simple root α, w∈W wht(α) = 0.
This will follow from the fact that for each w ∈ W , there exists a w ∈ W such that wht(wα) = −wht(w α). To prove this, we take w ∈ W arbitrary and let β = wα ∈ Φ. By the definition of the Weyl group, there exists w 1 ∈ W such that w 1 β = −β, since the Weyl group is generated by reflections across the hyperplanes orthogonal to each root. Thus wht(w 1 β) = −wht(β) and so w = w 1 w −1 will suffice.
The following two corollaries are immediate.
Corollary 2.2.3. Let G be any semisimple algebraic group over a field of characteristic p and let
W be arbitrary and let f (t) = ϕ(θ F ) be its specialization, then for any primitive p th root of unity ζ, f (ζ) = 0.
Proof. If we let g(t) = ϕ(θ) such thatf (t) = g(t p ), then by the chain rule f (ζ) = pζ p−1 g (1) = 0. 
2.3. Quantum dimension. The notion of the quantum dimension of a module was first introduced by Parshall-Wang (cf. [PW, Section 2] ), where they applied it the theory of support varieties for quantum groups. Let ψ p (t) = 1 + t + · · · t p−1 be the p th cyclotomic polynomial. We have canonical isomorphisms
where ζ is a primitive p th root of unity. Let
denote the evaluation map (cf. [PW, Section 2] ). For any T -module V the quantum dimension of V is the evaluation
One can see that all of the properties for the generic dimension defined earlier carry over to the quantum dimension. In particular, for any T -module V
so the quantum dimension of a twisted module V (1) is the same as its dimension as a vector space. In general, for any
3. Support varieties 3.1. Let H be a finite group scheme over k. We can form the cohomology variety V H = max(A) where
It is well known that A is a commutative and finitely generated algebra (cf. [FS, Theorem 1 .1]) and hence V H is an affine k-variety. Now for any H-module M , the ring
is naturally an A-module via the Yoneda action. The support variety
the zero locus of the annihilator ideal. Support varieties satisfy a number of useful identities.
where {i, j, k} = {1, 2, 3}.
Proof. This is a standard result. For a proof see [Ben, Theorem 5.1 .1].
3.2.
Computing the dimensions of support varieties. If H is a finite group scheme over k and M is any H-module, we define the complexity c H (M ) of M to be the smallest integer d such that if
is a minimal projective resolution of M . By definition there exists C > 0 such that
for all n ≥ 1. It is a well known fact (cf. [Ben, Proposition 5.7 
In the case where H = G 1 , one can relate the complexity of a G-module M , regarded as a G 1 module, to the divisibility of its generic dimension by ψ p (t) = 1 + t + · · · + t p−1 . More precisely, if p is good and ψ p (t) s dim t M , then by [NPV, Theorem 3.4 .1b]
where
In particular, if
This follows by setting t = 1 and by making the observation that dim 1 M = dim M and ψ p (1) = p. Similar techniques were employed in [UGA] to deal with the p-bad case.
3.3.
General results on support varieties of G 1 modules. It is well known that for p-good, V G 1 ∼ = N 1 (G) are homeomorphic, where
is the p-restricted nullcone, and ∼ = denotes "isomorphic as varieties" if p > h. It is also known that for p ≥ h, N 1 (G) = N (G). For simplicity, we will often denote N 1 = N 1 (G) and N := N (G). For each subset I ⊂ Π, let U I ⊆ G be the unipotent subgroup generated by the roots α ∈ (−Φ + )\Φ I as in [Jan, II.1.8] . We denote the corresponding Lie algebra by u I = Lie(U I ). It follows that G · u I ⊆ N 1 is a closed subvariety whose dimension is given by dim G · u I = |Φ| − |Φ I |. Now fix any λ ∈ X(T ) + with w(Φ λ ) = Φ I for some w ∈ W , then it was shown in [NPV, Section 7.4 
Due to the lack of a suitable reference, I have included the following lemma.
Proof. There exists a filtration
. . , r. This gives us exact sequences
thus by Proposition 3.1.1 and the remark preceding this lemma
The result now follows from induction on i.
Next we state a result which generalizes [NPV, Theorem 6.2 .1].
Proposition 3.3.2. Let λ ∈ X(T ) be any weight with w(Φ λ ) = Φ I for some w ∈ W , and suppose i≥0 H i (λ) = 0, then there exists some j ≥ 0 such that
Proof. By the Strong Linkage Principle (cf. [Jan, Proposition II.6 .13]), every composition factor of
where y · λ ∈ X(T ) + and y ∈ W p . It follows from Lemma 3.3.1 that
is given by Weyl's generic dimension formula. One can then verify that s = 1 2
It may also be useful to mention that in [DNP, Theorem 3.3 ] the support varieties V G 1 (L(λ)) were determined for all the simple modules L(λ) whenever the Lusztig conjecture holds. Recently some work has been done in studying the varieties V Gr (L(λ)) for λ ∈ X r (T ) (cf. [S] ).
4. Character formulas for line bundle cohomology groups when G = SL 3 (k) 4.1. From now on we shall assume that G = SL 3 (k). In this section we will present recursive character formulas for the sheaf cohomology groups H i (λ) where λ ∈ X(T ) + is any weight. If we apply the map
defined in Section 2 to the character formulas, we will also get recursive expressions for the generic dimensions of the modules H i (r, s). The generic dimension formulas will be used in Sections 5, 6 to determine the multiplicity of ψ p (t) as a factor of dim t H i (r, s). Therefore, by the results of Section 3, we will be able to compute dim V G 1 (H i (λ)). We begin by introducing some additional notation. Let Φ be the root system of type A 2 with basis Π = {α, β} and let ω α , ω β be the corresponding fundamental weights. The weights in X(T ) ∼ = Z 2 will be given by coordinates (r, s) = rω α + sω β , for example, α = (2, −1) and β = (−1, 2). Finally, we define the fundamental line to be the collection of all weights of the form (r, −r − 1) for r ∈ Z. In other words, it is the line in X(T ) which is spanned by the fundamental weights.
Let N (α) and N (β) be the two unique indecomposable B-modules such that
For any weight (r, s) ∈ X(T ), let
The ordinary dimensions are denoted by
Similarly, we denote the generic dimensions by
By calculating the U 1 -invariants of certain modules (cf. [Don1, Section 2]), one can produce recursive expansion formulas for the sheaf cohomology groups. When char(k) = 2, the formulas are given in [Don1, Section 4] , for the p = 3 case (cf. [Don1, Section 5] ) and for the p ≥ 5 case (cf. [Don1, Section 6] ). However, the formulas in reference given above are unsimplified and contain a number of errors. Since these formulas are vital for our support variety calculations, we shall restate them in a correct and simplified form.
First, we observe that the formulas for p = 3 and p ≥ 5 actually coincide for all weights in X(T ), once the errors are corrected. Furthermore, the formulas for the weights (r, s) ∈ X(T ) for p = 2 given in [Don1, Section 4] coincide with the formulas for subregular weights in the p ≥ 3 case. Thus, any theorem proved using the recursive formulas for regular weights should hold for all p ≥ 3 and any theorem proved using the formulas for subregular weights should hold for all primes.
4.2. We begin with the case when λ = (a+pr, b+ps) is a regular weight. The following proposition is a combination of [Don1, Lemma 5.5 and Proposition 6.2].
Proposition 4.2.1. Let p ≥ 3, and let λ = (a + pr, b + ps), with (a, b) ∈ X 1 (T ), be an arbitrary regular weight, then if a + b < p − 2
Likewise, we get recursive formulas for the N (α) ⊗ λ bundles when λ is regular (cf. [Don1, Lemma 5.2.6 and Lemma 6.4.3]).
otherwise, when a = 0
Now we consider the case where λ is subregular. The following is a combination of [Don1, Lemma 4.2.1, Lemma 5.3.5 and Lemma 6.1.3].
Proposition 4.2.3. Let p ≥ 2 and 0 ≤ a < p − 1. Then
This gives us recursive character formulas χ i (λ) for any subregular λ ∈ X(T ) which is neither dominant nor antidominant.
The character formulas for the N (α) ⊗ λ bundles when λ is subregular are now given (cf. [Don1, Lemma 4.2.2, Lemma 5.3.6 and Lemma 6.3.1]). However, in [Don1, Lemma 6.3 .1], the formula for χ i α (pr, p − 1 + ps) was accidentally omitted.
and when a = p − 2,
and when a = 0,
This yields recursive expansion formulas for χ i α (λ) whenever λ ∈ X(T ) is a subregular weight which is neither dominant nor antidominant.
Finally, by the Andersen-Haboush identity (cf. [Jan, Proposition II.3 .19]), we can consider the case when λ is in the Steinberg block. 
given by e(r, s) → e(s, r) is induced by the involutary automorphism τ : G → G (cf. [Don1, 2.5] or σ in [Jan, II.2.13 ] for a more general discussion). By applying τ to the above formulas for the N (α)-bundles we get recursive expansion formulas for χ i β (λ) for all λ ∈ X(T ).
Calculations for regular weights
5.1. In this section we will show that if λ ∈ X(T ) is any regular weight such that for some i ≥ 0
The case in which L(λ) has just one nonvanishing cohomology group follows immediately from Proposition 3.3.2. To deal with the case in which L(λ) has multiple non-vanishing cohomology groups, we will need to employ the recursive character formulas given in Section 4. They will be used to show that the quantum dimension dim ζ H i (λ) = 0. Together with the results presented in Section 3, it will follow that
In addition, since N = G · u is an irreducible variety, the non-vanishing of the quantum dimension will imply that V G 1 (H i (λ)) = N . Therefore, the rest of this section will be devoted to showing that
whenever (r, s) ∈ X(T ) is regular and has multiple non-vanishing cohomology groups. By specializing the formulas given in Proposition 4.2.1 to the quantum dimension, we get the following proposition.
Proposition 5.1.1. For any p ≥ 3 and a, b ∈ X 1 (T ) with a + b < p − 2,
As a result, we can see that the quantum dimensions are really determined by the integers (5.1.2)
Therefore, by calculating the integers S i (r, s) and T i (r, s), we will determine D i ζ (a + pr, b + ps) for all (a, b) ∈ X 1 (T ). It will be sufficient to calculate the integers S i (r, s) and T i (r, s).
5.2. For p = 5, Figure 5 .2 depicts some values of S 1 (r, s) and T 1 (r, s) which are marked at the points (5r, 5s) and (3 + 5r, 3 + 5s) respectively (see the green diamond for some reference). The collection of weights λ which satisfy H i (λ) = 0 for i = 1, 2 lie in the interiors of the shaded diamonds.
5.3. Our strategy begins by writing (r, s) = (x + pr 0 , y + ps 0 ) for some (x, y) ∈ X 1 (T ), which gives us
We then replace each of the δ i terms above with the expansion formulas from Section 4 so that the formulas for S i (r, s) and T i (r, s) will only involve weights near (r 0 , s 0 ). By grouping the terms together, we will build simpler expressions.
Observe that for each (x, y) ∈ X 1 (T ), the choice of the formulas to substitute into (5.1.2) will vary. So the first step is to explicitly divide X 1 (T ) into several subsets which will cover all the different types of possible substitutions. We then enumerate across every such subset to check all possibilities. and x + y < p − 1.
Proposition 5.4.1. For any weight (r, s) = (x + pr 0 , y + ps 0 ) with 0 ≤ x, y, x + y < p − 1 and (r 0 , s 0 ) ∈ X(T )
Proof. The technique that we will use to verify the above identities is described in the remarks preceding this proposition. Namely, for each (x, y) ∈ X 1 (T ) with x + y < p − 1, we will have to expand the formulas in (5. Case 13: (x, y) = (p − 3, 1), Case 14: (x, y) = (p − 2, 0). To better illustrate this method, we will demonstrate how to verify the first case. From above we see that in Case 1 (x, y) = (0, 0) and so (r, s) = (pr 0 , ps 0 ), thus
Substituting this into (5.1.2) and simplifying we can see that S i (r, s) = S i (r 0 , s 0 ) and T i (r, s) = −S i (r 0 , s 0 ). By repeating this computation for Cases 2-14, one can verify that the same recursive identity holds, proving the identity stated in hypothesis.
5.5. The following proposition gives similar formulas for S i (r, s) and T i (r, s) whenever (r, s) = (x + pr 0 , y + ps 0 ) with x + y > p − 1.
Proposition 5.5.1. For any weight (r, s) = (x + pr 0 , y + ps 0 ) with 0 ≤ x, y, x + y > p − 1 and (r 0 , s 0 ) ∈ X(T )
Proof. As in the proof of Proposition 5.4.1, we can break this up into a number of distinct cases Case 1: (x, y) = (1, p − 1), Case 2: (x, y) = (p − 1, 1), Case 3: (x, y) = (2, p − 2), Case 4: (x, y) = (p − 2, 2), Case 5: (x, y) = (a, p − a) where 3 ≤ p − 3, Case 6: (x, y) = (a, p − 1) where 3 ≤ a ≤ p − 2, Case 7: (x, y) = (p − 1, a) where 3 ≤ a ≤ p − 2, Case 8: (x, y) = (a, p − 2) where 3 ≤ a ≤ p − 3, Case 9: (x, y) = (p − 2, a) where 3 ≤ a ≤ p − 3, Case 10: (x, y) = (p − 2, p − 2), Case 11: (x, y) = (a, b) where a, b ≤ p − 3 and a + b ≥ p + 1, Case 12: (x, y) = (p − 1, p − 1). First it is noted that by calling the module
. Now to illustrate how this theorem is proven, lets begin by considering Case 1. In this instance, (r, s), (r − 1, s) and (r − 1, s − 1) are subregular and H i ((r − 1, s + 1) ⊗ N (β)) is non-split, yet in Case 3, (r − 1, s + 1) and (r − 1, s − 1) are subregular. In Case 5, (r − 1, s − 1) is subregular. In Case 6, we see that (r, s) and (r − 1, s) are subregular and H i ((r − 1, s + 1) ⊗ N (β)) is non split. In Case 8, we observe that (r − 1, s + 1) is subregular. In Case 10, we see that(r − 1, s + 1) and (r + 1, s − 1) are subregular. In Case 11, all weights are regular and all bundles split and in Case 12, (r, s) is in the Steinberg block. Now we just have to consider weights of the form (r, s) = (x + pr 0 , y + ps 0 ) when x + y = p − 1. In this case, the new recursive formulas will also involve the terms
. The following identities can be verified
Now we can state the following result.
Proof. The proof is similar to that of the previous two propositions. As before we must consider several different cases for 0 ≤ x ≤ p − 1 which determine the formulas that are substituted into (5.1.2) when (x, y) = (x, p − 1 − x). In this instance, there are the five distinct cases Case 1: x = 0, Case 2: x = 1, Case 3: 2 ≤ x ≤ p − 3, Case 4:
Case 5: x = p − 1. The identities can be verified by checking each case and using (5.5.3) when necessary. 5.6. Finally, we will present recursive formulas for φ i (r, s) and ψ i (r, s).
Proposition 5.6.1. Let (r, s) = (x + pr 0 , y + ps 0 ) with (x, y) ∈ X 1 (T ) and
Proof. The proof of this proposition is similar to that of the earlier propositions.
5.7. Now that we have established our formulas, we can proceed with the proof of the non-vanishing result for the quantum dimension.
Proof. If x + y = p − 1, then φ i (r, s) = ψ i (r, s) = 0 by Proposition 5.6.1, so the result is trivial. Now assume that y = p − 1 − x, by Proposition 5.6.1, we get
Thus it is sufficient to show that
This follows from a simple analytic argument: if we treat p > 0 as a constant and regard f (x, p) as a function for all x ∈ R, then it can be shown that f (x, p) ≥ −1/4 for all x ∈ R. In particular, since f (x, p) ∈ Z whenever x ∈ Z, we have that f (x, p) ≥ 0 for all x ∈ Z.
The following two lemmas will allow us to reduce the proof of the non-vanishing result to the case where (r, s) lies on the fundamental line.
Lemma 5.7.2. If (r, s) = (a + pr 0 , b + ps 0 ) with r 0 + s 0 = −1, then
Proof. Since (r 0 , s 0 ) is not a fundamental line weight, we know that φ i (r 0 , s 0 ) = 0 = ψ i (r 0 , s 0 ) and that S i (r 0 , s 0 ) = −T i (r 0 , s 0 ). Thus if a + b > p − 1, by Proposition 5.4.1, we get
In addition, since φ i (r 0 , s 0 ) = 0 = ψ i (r 0 , s 0 ), by Proposition 5.5.4, when a + b = p − 1,
Similarly, when a + b < p − 1, we get
First we observe that for any weight (r, s) we can write
where 
and let
so that (r, s) = (x , y ) + p j (r 1 , s 1 ) where a j−1 + b j−1 = 1. With this in mind, we can state the following lemma which, as we will soon show, reduces the problem of determining where S i (r, s) = 0, T i (r, s) = 0 for arbitrary weights to only having to consider the weights which lie on the fundamental line.
Lemma 5.7.3. Suppose that r + s = −1 so that we can write (r, s) = (x, y) + p k (r 0 , s 0 ) where
and when x + y < p k − 1,
Proof. Notice that when k = 1, (r, s) = (a, b) + p(r 0 , s 0 ), in which case the identities follow immediately from Propositions 5.4.1 and 5.5.1. Next we proceed by induction on k. First we consider the case when x + y < p k − 1. This implies that a k−1 + b k−1 ≤ p − 1. However, by assumption we know that a k−1 + b k−1 = p − 1, and
Suppose now that the above formulas hold when (r, s) = (x, y) + p k (r 0 , s 0 ). Thus for some arbitrary (a, b) ∈ X 1 (T ) we consider (x , y ) = (a, b) + p(x, y) and (r , s ) = (x , y ) + p k+1 (r 0 , s 0 ), then we can see that (r , s ) = (a, b) + p(r, s). Since r + s = −1, by Lemma 5.7.2 we get
Therefore, the identity follows by induction. The case where x + y > p k − 1 is proved in a similar way.
5.8. Before we state the main result of this section, we will recall [A2, Theorem 3.6] which states that δ i (r, s) = 0 for i = 1, 2 with r > s if and only if (r, s) = (a + p n t, b + p n (−t − 1)) for some 1 ≤ t ≤ p − 1, n ≥ 1 and 0 ≤ a, b ≤ p n − 2. These regions are depicted as the interiors of the large shaded diamonds in Figure 5 .2 when p = 5 and n = 1, 2.
Theorem 5.8.1. Assume that char(k) ≥ 3 and let (r, s) ∈ X(T ) be a regular weight such that
Proof. Due to the remarks following Proposition 5.1.1, we may assume that (r, s) = (pr 0 , ps 0 ) or (r, s) = (p − 2 + pr 0 , p − 2 + ps 0 ) where
Based on the discussion immediately preceding this theorem, we can see that the problem is now to show S i (r, s) = 0 and T i (r, s) = 0 whenever
for some (a, b) ∈ X n (T ). In fact, for some 0 ≤ k ≤ n, we can write
where r 0 + s 0 = −1 and (x, y) satisfies the conditions given in Lemma 5.7.3. It follows that
for i = 1, 2. So without loss of generality, we can assume that r + s = −1, or equivalently, (r, s) = (r, −r − 1) for some r ∈ Z. Furthermore, since S i (r, s) = S i (s, r) and T i (r, s) = T i (s, r), then by Serre Duality, we get S 2 (r, −r − 1) = T 1 (r, −r − 1). It suffices to show S 1 (r, −r − 1) = 0 and T 1 (r, −r − 1) = 0 for any r ≥ 1.
Assume that either S 1 (r, −r − 1) = 0 or T 1 (r, −r − 1) = 0, then
implies that S 1 (r, −r − 1) = 0 ⇐⇒ T 1 (r, −r − 1) = 1 and T 1 (r, −r − 1) = 0 ⇐⇒ S 1 (r, −r − 1) = −1.
It follows that in either case we would have that
and hence φ 1 (r, −r − 1) + ψ 1 (r, −r − 1) = S 1 (r, −r − 1) + T 1 (r, −r − 1) ≤ 1.
However, by direct computation we can see that when (r, −r − 1) = (t, −t − 1) with 1 ≤ t ≤ p − 1,
Thus, for any (r, −r − 1) = (a + p n t, p n − 1 − a + p n (−t − 1)) with 0 ≤ a ≤ p n − 1, it follows inductively from Lemma 5.7.1 that
Which gives a contradiction. Therefore, both S 1 (r, −r − 1) > 0 and T 1 (r, −r − 1) > 0 for all r ≥ 1.
6. Calculations for subregular weights 6.1. In this section, we will show in Proposition 6.8.1 that if char(k) = p ≥ 3 is arbitrary and λ ∈ X(T ) is any weight with H i (λ) = 0 for some i ≥ 0 , then H i (λ)| G 1 is not projective if and only if λ does not lie in the Steinberg block. As we shall see, this fact, combined with the structure of G-orbit closures on N and Theorem 5.8.1, will uniquely determine the support varieties V G 1 (H i (λ)) for any weight.
6.2. Nilpotent orbits for G = SL 3 (k). By nilpotent orbit theory, it is well known that for all primes p, N has two nonzero orbit closures
In Theorem 5.8.1 we demonstrated that when λ is regular, V G 1 (H i (λ)) = O. Now assume that λ is subregular, then by Proposition 3.3.2, it can be shown that either
This argument also shows that if λ is in the Steinberg block, then
is not projective provided that λ is a subregular, non-Steinberg weight. By applying [NPV, Theorem 3.4 .1], we can see that if ψ p (t)
is not projective as a G 1 module, we only need to show that ψ p (t)
Now if L(λ) has exactly one non-vanishing cohomology group, then dim t H i (λ) is given by Weyl's generic dimension formula which can be used to show that s = 2. To handle the case in which L(λ) has multiple non-vanishing cohomology groups, we will use the character formulas given in Section 4. 6.3. We observe that if λ ∈ X(T ) is any subregular, non-Steinberg weight, then for some (r, s) ∈ X(T ) and 0 ≤ a ≤ p − 2, λ must be one of the following:
The character formulas in Proposition 4.2.3 can be specialized to give the following generic dimension formulas.
Proposition 6.3.1. Let p ≥ 2 and (r, s) ∈ X(T ) be arbitrary, then
For notational convenience, we shall define
is projective, then we must have that φ p (t) 3 | h j (t) and hence, h j,i (ζ) = h j,i (ζ) = 0 for some j. By explicitly calculating h (ζ) and h j (ζ), we will show that this only occurs when H i (λ) = 0. We begin by calculating h j (ζ):
For simplicity, we define the integers
We observe that h j,i (ζ) = 0 if and only if Q i j (r, s) = 0. We now employ Lemma 2.2.2 to calculate h j,i (ζ). First set
and also set
Furthermore, since p(ζ) = 0 and f 1 (ζ) = f 2 (ζ) = −f 3 (ζ), we get
Now the derivatives f j (ζ) are given by
Thus, if we set
then u(ζ) = u 1 (ζ) = u 2 (ζ) = −u 3 (ζ) and
Using the fact that q j (ζ) = 0 and (dim t M (1) ) (ζ) = 0 for any G-module M , we get
We define the integers
It can be immediately verified that ψ p (t) 3 h j,i (t) if and only if Q i j (r, s) and R i j (r, s) are not simultaneously zero. In the remaining part of this section, we will verify this for each j.
6.4. We begin by observing that, unlike the case when λ is a regular weight, the multiplicity of ψ p (t) as a divisor of dim t (H i (λ)) is not constant across all i such that H i (λ) = 0. For instance, if we let p = 7, then Q 1 3 (27, −22) = 0, even though H 1 (a + 7(27), p − 2 − a + 7(−22)) = 0 for any a with 0 ≤ a ≤ 5, so the multiplicity is at least 2 in this case. However, Q 2 3 (27, −22) = 0 so that when i = 2 the multiplicity is 1. 6.5. Calculations for weights of the form (p − 1 + pr, a − 1 + ps). Suppose that λ = (p − 1 + pr, a − 1 + ps) for some 0 ≤ a ≤ p−2 and H i (p−1+pr, a−1+ps) = 0, then to show that H i (p−1+pr, a−1+ps)| G 1 is not projective, it will be enough to show the following two expressions cannot vanish simultaneously
However, it can be verified by using essentially the same techniques that were used in Section 5 to show for some 0 ≤ a ≤ p − 2 and H i (p − 2 − a + pr, p − 1 + ps) = 0, then to show that H i (p − 2 − a + pr, p − 1 + ps)| G 1 is not projective, it is sufficient to show the following two expressions cannot simultaneously equal zero
By applying τ as in Section 4.3, we see that
1 (s, r) = 0. So again, by the result in Section 6.4, we get that if H i (p − 2 − a + pr, p − 1 + ps)| G 1 is not projective then it is nonzero. 6.7. Calculations for weights of the form (a + pr, p − 2 − a + ps). Finally, we consider the case when λ = (a + pr, p − 2 − a + ps) for some 0 ≤ a ≤ p − 2 and H i (a + pr, p − 2 − a + ps) = 0. To show, as before, that H i (a + pr, p − 2 − a + ps)| G 1 is not projective, it will be enough to check that the following two expressions cannot simultaneously vanish
However, unlike the previous cases, we cannot always ensure that R i 3 (r, s) = 0 if δ i (r, s) = 0. Instead we will demonstrate that whenever Q i 3 (r, s) = 0, then it must follow that R i 3 (r, s) = 0.
We proceed by first determining the precise weights (r, s) where Q i 3 (r, s) = 0. This is done in Proposition 9.4.5, the proof of this proposition occupies the first four sections of Section 9. The main idea is to develop recursive expansion formulas for Q i 3 (r, s) (cf. Proposition 9.1.1). In Proposition 9.2.3 we use these formulas to show that Q i 3 (x, −x − 1) = 0 for x ∈ Z with x = 0. To extend this result to more types of weights, we generalize the expansion formula for Q i 3 (r, s) in Lemma 9.3.3. Then, with some additional technical lemmas, we are able to prove Proposition 9.4.5.
Finally, in Proposition 9.5.3 we show that R i 3 (r, s) = 0 whenever Q i 3 (r, s) = 0. The proof follows from direct computation, which is made possible by the explicit description of the weights. 6.8. We have just shown that in all three cases for j, Q i j (r, s) and R i j (r, s) do not simultaneously vanish. The next proposition is the main result of this section, it gives precise conditions for when H i (r, s) is a projective G 1 -module.
Proposition 6.8.1. Let p ≥ 3. Then if H i (r, s) = 0, then it is projective as a G 1 -module if and only if (r, s) ∈ X(T ) is in the Steinberg block.
Proof. If (r, s) is in the Steinberg block, then by Proposition 3.3.2 V G 1 (H i (r, s)) = 0 and thus H i (r, s)| G 1 is projective. Now for the other direction, we first note that the case where H i (r, s) = 0 for only one i also follows from Proposition 3.3.2. We can reduce to the case when H i (r, s) = 0 for multiple i. If (r, s) is regular, the result is covered in Theorem 5.8.1. The subregular case now follows by making the observation that if we write (r, s) = (a + pr 0 , b + ps 0 ) with (a, b) ∈ X 1 (T ), then it was shown in this section that R i j (r 0 , s 0 ) and S i j (r 0 , s 0 ) cannot be simultaneously zero for j = 1, 2, 3 and thus ψ p (t) 3 dim t H i (r, s).
7. The p = 2 case 7.1. There are a large class of weights with multiple non-vanishing cohomology groups whose support varieties can be computed by using somewhat more elementary techniques. In the case when p = 2, this method will determine the support varieties for every weight.
7.2. An alternative method. We shall assume throughout that char(k) = p ≥ 2. Let E = L(0, 1) be the dual of the standard representation, with weights (0, 1), (1, −1) and (−1, 0). Now let λ = (x, y) ∈ X(T ) be any weight such that
Then µ = (x − p n , y + p n ) has the property that
For example, if take any (a, b) ∈ X n (T ), then the weight
satisfies all of these properties, since
Now we build two short exact sequences of B-modules
is the quotient map. If we tensor these short exact sequences with µ, we get
Now apply the induction functor ind G B − to the first short exact sequence to get
where we used the fact that H 0 (µ) = 0 since µ is non-dominant. We can also see that the second short exact sequence gives us an isomorphism
Using the isomorphism and substituting yields
So we observe that on the level on the characters
Now suppose that p ≥ 3 and let λ ∈ X(T ) be a regular weight., then by evaluating the generic dimension at a primitive p th root of unity, we get
We may assume without loss of generality that λ is in the 0-block, so that the quantum quantum dimensions above are integers. Using Weyl's generic dimension formula, one can verify that for any dominant ν ∈ X(T ) + in the 0-block |D And by using a mod 3 argument we also get (D 1 t (λ)) (ζ) = 0. Therefore V G 1 (H 1 (λ)) = O sreg . From Serre duality and by applying the automorphism τ from Section 4.3, we see that for any weight of the form (7.2.1) λ = (a, b) − p n β = (a, b) − p n (1, −2),
where w ∈ W and w · λ ∈ X(T ) + .
7.3. A result for p = 2. When p = 2, we know by [A2, Theorem 3.6 ] that all of the weights λ with two non-vanishing cohomology groups are given by Equation 7.2.1. Therefore, Theorem 1.1.1 is immediately verified for p = 2.
Conjectures and open problems
8.1. For p-good the support varieties V G 1 (H 0 (λ)) were precisely determined for all λ ∈ X(T ) + in [NPV, Theorem 6.2 .1] and for p-bad as well (cf. [UGA, Theorem 3.6] for the classical types and the tables in [UGA, Section 4.2] for the exceptional cases). The following conjecture extends the [NPV] result to the higher cohomology groups. It may be thought of as an analogue to the Borel-Bott-Weil Theorem for support varieties.
Conjecture 8.1.1. Let G be semisimple, simply connected with p good and let λ ∈ X(T ) be arbitrary. Suppose w ∈ W is such that w · λ ∈ X(T ) + and that H i (λ) = 0 for some i. Then it can be shown that V G 1 (H i (λ)) = V G 1 (H 0 (w · λ)).
The case where G = SL 2 (k) actually follows from Proposition 3.3.2 since there are no weights λ such that H i (λ) = 0 and H j (λ) = 0 with i = j. The G = SL 3 (k) case is given by Theorem 1.1.1, which is the main result of this paper.
For general semisimple simply connected groups G, we showed in Proposition 3.3.2 that for all G, ∪ i≥0 V G 1 (H i (λ)) = V G 1 (H 0 (w · λ)), which implies that
for some j. However, the proof does not guarantee equality for all i where H i (λ) = 0.
8.2. To try to handle this general case, one might hope to obtain recursive character formulas of the kind given in this paper. A recent preprint (cf. [Don2] ) works out the formulas in type B 2 when char(k) = 2. Also there have been some partial calculations for these formulas when G is the simple, simply connected group of type G 2 and char(k) = 2 (cf. [Anw] ). In that case the main obstruction was that the expressions for ch H i (λ) involved certain rank 4 vector bundles whose recursive formulas could not be established. So it appears that determining explicit formulas for ch H i (λ) when G is arbitrary is an extremely difficult problem.
Appendix: Verification of formulas for the subregular case
In this section we will carefully verify a number of the technical lemmas which were used in the key results from Section 6. It is useful to note that the terms S i (r, s), T i (r, s), φ i (r, s) and ψ i (r, s) appearing in this section are the same as in Section 5. Proof. The case when k = 1 was handled earlier in Lemma 9.5.1, so we may assume that k ≥ 2. We observe that (r, s) = (a, p − 1 − a) + p(r 0 , s 0 ) where (r 0 , s 0 ) = (x 0 , y 0 ) + p k−1 (z, −z − 1) with x 0 + y 0 = 2p k−1 − p k − 1. Thus if we assume that δ 1 (r 0 , s 0 − 1) − δ 1 (r 0 − 1, s 0 ) > 0, then by Lemma 9.5.2 we must have that δ 1 (r, s − 1) − δ 1 (r − 1, s) > 0.
We are finished by induction.
