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Abstract
We present, to the best of our knowledge, the first complete three-dimensional solutions to a
broad range of boundary value problems for a general theory of finite strain gradient elasticity.
We have chosen for our work, Toupin’s theory [Arch. Rat. Mech. Anal., 11(1), 385-414, 1962]–
one of the more general formulations of strain gradient elasticity. Our framework has three
crucial ingredients: The first is iso-geometric analysis [Hughes et al., Comp. Meth. App. Mech.
Engrg., 194(39-41), 4135-4195, 2005], which we have adopted for its straightforward and robust
representation of C1-continuity. The second is a weak treatment of the higher-order Dirichlet
boundary conditions in the formulation, which control the development of strain gradients in the
solution. The third ingredient is algorithmic (automatic) differentiation, which eliminates the
need for linearization “by hand” of the rather complicated geometric and material nonlinearities
in gradient elasticity at finite strains. We present a number of numerical solutions to demonstrate
that the framework is applicable to arbitrary boundary value problems in three dimensions. We
discuss size effects, the role of higher-order boundary conditions, and perhaps most importantly,
the relevance of the framework to problems with elastic free energy density functions that are
non-convex in strain space.
1 Introduction
A fundamental assumption of the classical theory of elasticity is that the elastic free energy
density is a frame-invariant function of the deformation gradient, W = Ŵ (F ) (Truesdell and
Noll, 1965), where the deformation gradient is F = 1 + ∂u/∂X, with u being the displacement
and X being the reference placement.
The connection between this continuum model and the atomic structure is that elastic free
energy is stored due to bond stretching, which in turn is determined by the deformation field in
an arbitrarily small neighborhood of a pointX. A line element dX in the reference configuration
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Figure 1: Deformation of a line element dX in the reference configuration Ω0 to a line element dx
in the current configuration under the deformation map ϕ(X).
Ω0 undergoes stretch and rotation to dx in the deformed configuration Ω, as shown in Figure
1. Using coordinate notation for clarity, the Taylor series expansion gives
dxi = FiJdXJ + FiJ,KdXJdXK + FiJ,KLdXJdXKdXL + · · · (1)
where FiJ = δiJ +∂ui/∂XJ is the coordinate representation of the deformation gradient tensor.
When the above expansion is extended down to the atomic scale, dx represents the change in
bond length, which evidently depends on F and its gradients. Therefore, the elastic free energy
density parametrized by continuum fields also sports such a dependence. As shown by Garikipati
(2003a), if the elastic free energy depends on bond angle in addition to bond stretch, there is
a further dependence on the first gradient of F . These dependencies, however, are strong only
if the continuum deformation field varies sharply in all directions over the length scale of an
atomic bond. This is not the case in traditional applications of elasticity, and the higher-order
terms involving gradients of F in Equation (1) can be neglected.
Introducing the Green-Lagrange strain, E = 12 (F
TF − 1), to ensure frame invariance, the
classical elastic free energy density depends only on E, i.e. W = W˜ (E). The gradients of
F , or to ensure frame invariance, gradients of E, become relevant under two situations: (a) if
strains also serve as order parameters in representations of symmetry-lowering structural phase
transformations, leading to a non-convex elastic free energy density, and (b) if variations in
deformation occur over length scales approaching inter-atomic distances, as at atomically sharp
crack tips and dislocation cores. In such cases the elastic free energy density must be extended
to include strain gradients as W = Ŵ (F ,GradF ) = W˜ (E,GradE). Dimensional analysis
reveals that the inclusion of GradE introduces length scales in W˜ (E,GradE) relative to the
coefficients of E, thereby eliminating the scale invariance of classical elasticity. We will postpone
consideration of these two cases until the end of this communication, because they deserve a
detailed discussion that would distract from our main goal here.
The foundations of strain gradient elasticity were laid down in the 1960s [see Toupin (1962,
1964); Mindlin (1964, 1965); Koiter (1964)]. More than a century ago, however, the problem
of generalized continua had been addressed by the brothers, Cosserat (Cosserat and Cosserat,
1909), and was elaborated upon much later by Eringen (1976). Further development and ap-
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plication of strain gradient elasticity has focussed on modeling fracture (Sternberg and Muki,
1967), and resolving the dislocation core (Lazar et al., 2006) as already mentioned.
Because of the introduction of a length scale related to the strain gradients, the extension
of these theories to inelasticity has allowed the numerical treatment of strain localization in
softening continua free of the well-known mesh-dependent pathology that otherwise plagues
such computations (Triantafyllidis and Aifantis, 1986; Aifantis, 1992; Altan and Aifantis, 1997;
Wells et al., 2004; Molari et al., 2006). It also has fueled an extensive literature in strain gradient
plasticity (Fleck and Hutchinson, 1997; Gao et al., 1999; Mu¨hlhaus and Alfantis, 1991; De Borst
and Mu¨hlhaus, 1992; Acharya and Bassani, 2000; Gurtin, 2000; Gurtin and Anand, 2005). These
strain gradient theories for inelastic materials are beyond the scope of this communication.
It is important to note that strain gradient formulations, whether for elasticity or inelasticity,
admit analytical solutions of boundary value problems only in the simplest of cases. Standard
finite element methods also are ill-suited to solving strain gradient (in)elasticity problems as we
now explain: Returning the focus to strain gradient elasticity, we note that, when derived in a
consistent manner from variational principles, the strong form of the problem is of fourth order.
It is equivalent to a weak form that, in the linear setting, naturally induces the H 2-norm on
trial solutions and weighting functions. The corresponding finite-dimensional approximations
are guaranteed to lie inH 2 if drawn from a function space that is at least C1-continuous. Classi-
cal finite element function spaces are only C0-continuous across element interfaces and therefore
are a poor choice. Extensions of the classical finite element formulations to enforce strong C1
continuity have been developed using Hermite elements (Papanicolopulos et al., 2009), and to
enforce weak C1 continuity using discontinuous Galerkin methods (Engel et al., 2002; Wells
et al., 2004; Molari et al., 2006; Maraldi et al., 2011), and mixed formulations (Zybell et al.,
2012). However, Hermite elements are not considered competitive for higher dimensions. The
drawback of discontinuous Galerkin formulations is that they come with stability requirements
that can prove challenging to impose, while forcing a proliferation of degrees of freedom. Finally,
our experience in the course of the current work has been that mixed formulations are limited
by the complicated boundary conditions of higher order that result for finite strain gradient
elasticity formulations.
This work presents a broad numerical framework for solving general boundary value problems
in finite strain gradient elasticity. We adopt Toupin’s formulation of gradient elasticity at finite
strains (Toupin, 1962) as it is one of the more general of such theories. As indicated above,
the first numerical obstacle to overcome is the requirement of a C1-continuous basis. For this
purpose, we have adopted Isogeometric Analysis (IGA) (Hughes et al., 2005; Cottrell et al.,
2009), a mesh-based numerical method with Non-Uniform Rational B-Splines (NURBS) basis
functions. The NURBS basis enables the construction of Cn-continuous function spaces, and
is thus naturally suited for solving higher order partial differential equations. Our use of the
spline basis for strain gradient elasticity is not a first: See Fischer et al. (2011) for linearized,
infinitesimal strain elasticity, and Fischer et al. (2010a,b) for finite strain elasticity in this regard.
While these papers consider two dimensional problems our framework is three-dimensional; we
also have addressed the full generality of boundary conditions that arise in Toupin’s theory.
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Of crucial importance is the enforcement of higher-order boundary conditions that arise in
the variational setting, which is the point of departure for our work. This point cannot be
overemphasized: For certain boundary value problems, the higher-order boundary conditions
dominate the solution, even trumping the effect of the strain gradient length scale parameter.
Their imposition in the Galerkin weak form is the second crucial ingredient in our framework.
The third is the exact linearization of the Galerkin weak form–a tall task if attempted manually,
given the extent of nonlinearity that is induced by Toupin’s theory. Instead, we have turned to
algorithmic differentiation using the Sacado library (Heroux et al., 2005; Phipps and Pawlowski,
2012).
The main body of the paper begins with a summary of Toupin’s theory. It then proceeds
through a section detailing the above numerical methods, and another with several numerical
examples that demonstrate the generality of the framework in application to three-dimensional
boundary value problems. The paper concludes with a discussion, where we also suggest the
potential for applications of our methods.
2 Variational formulation
We follow a variational approach to arrive at the steady state equilibrium equations of finite
strain gradient elasticity. Our treatment is posed in the Cartesian coordinate system, with basis
vectors ei, i = 1, . . . 3, ei · ej = δij . The reference configuration, its boundary and the surface
normal at any boundary point are denoted by Ω0, ∂Ω0 and N , respectively, with |N | = 1. The
corresponding entities in the current configuration are denoted by Ω, ∂Ω and n, respectively. We
work mostly with coordinate notation. Upper case indices are used to denote the components of
vectors and tensors in the reference configuration and lower case indices are reserved for those
in the current configuration. In this section, the variational formulation is presented on the
reference configuration. The corresponding derivation in the current configuration appears in
the Appendix. In the reference configuration, we consider the boundary to be the union of a
finite number of smooth surfaces Γ0, smooth edges Υ0 and corners Ξ0: ∂Ω0 = Γ0∪Υ0∪Ξ0. For
functions defined on ∂Ω0, when necessary, the gradient operator is decomposed into the normal
gradient operator D and the surface gradient operator DK ,
ψ,K = DψNK +DKψ
where DψNK = ψ,ININK and DKψ = ψ,K − ψ,ININK (2)
A material point is denoted by X ∈ Ω0. The deformation map between Ω0 and Ω is given
by ϕ(X, t) = X + u = x, where u is the displacement field. The deformation gradient is
F = ∂ϕ/∂X = 1 + ∂u/∂X, which in coordinate notation has already been expressed as
FiJ = ∂ϕi/∂XJ = δiJ + ∂ui/∂XJ . The Green-Lagrange strain tensor in coordinate notation is
given by EIJ =
1
2 (FkIFkJ − δIJ). The Gibbs potential of the system is given by the following
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functional defined over the reference configuration:1
Π[u] =
∫
Ω0
W˜ (E,GradE) dV −
∫
ΓT0
u · T dS −
∫
ΓM0
Du ·M dS −
∫
ΥL0
u ·LdC. (3)
We recall that the dependence on E and GradE renders W˜ a frame invariant elastic free
energy density function for materials of grade two. Here, T is the surface traction, M is
the surface moment and L is a line force. Following Equation (2), Du = (∂u/∂X) · N is
the normal derivative of the displacement on the boundary. Furthermore, Γ0 = Γ
u
0i ∪ ΓT0i =
Γm0i ∪ ΓM0i represents the decomposition of the smooth surfaces of the boundary and Υ0 =
Υl0i ∪ ΥL0i represents the decomposition of the smooth edges of the boundary into Dirichlet
subsets (identified by superscripts u,m and l) and Neumann subsets (identified by superscripts
T,M and L). We are interested in a displacement field of the following form:
ui ∈ S , such that ui = u¯i, ∀X ∈ Γu0i ; ui = l¯i, ∀X ∈ Υl0i ; Dui = m¯i, ∀X ∈ Γm0i (4)
At equilibrium, the first variation of the Gibbs potential with respect to the displacement
field is zero. As is standard, to construct such a variation we first consider variations on the
displacement field uε := u+ εw, where
wi ∈ V such that wi = 0 ∀ X ∈ Γu0i ∪Υl0i , Dwi = 0 ∀ X ∈ Γm0i (5)
We construct the first variation of the Gibbs potential with respect to the displacement, adopting
coordinate notation for the sake of clarity:
δ
δu
Π[u] =
d
dε
Π[uε]
∣∣∣∣
ε=0
=
∫
Ω0
(
∂W˜
∂EAB
∂EAB
∂FiJ
wi,J +
∂W˜
∂EAB,C
∂EAB,C
∂FiJ
wi,J +
∂W˜
∂EAB,C
∂EAB,C
∂FiJ,K
wi,JK
)
dV
−
∫
ΓT
0i
wiTi dS −
∫
ΓM
0i
DwiMi dS −
∫
ΥL
0i
wiLi dC (6)
Here we denote,
∂W˜
∂EAB
∂EAB
∂FiJ
+
∂W˜
∂EAB,C
∂EAB,C
∂FiJ
=
∂W˜
∂FiJ
= PiJ (7)
∂W˜
∂EAB,C
∂EAB,C
∂FiJ,K
=
∂W˜
∂FiJ,K
= BiJK (8)
where PiJ are the components of the first Piola-Kirchhoff stress tensor, and BiJK are the
components of the higher-order stress tensor that is conjugate to the higher-order deformation
gradient, FiJ,K . Note that the symmetry condition BiJK = BiKJ holds. The extremal condition
1When we refer to the elastic free energy density we mean W = W˜ (E,GradE), which is a Helmholtz potential,
when integrated over Ω0.
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is obtained by setting the first variation of the Gibbs potential to zero, and yields the Euler-
Lagrange equation for a material of grade two. We note that with the specification of Equations
(4) and (5) this also is the weak form of mechanical equilibrium:∫
Ω0
(PiJwi,J +BiJKwi,JK) dV −
∫
ΓT
0i
wiTi dS −
∫
ΓM
0i
DwiMi dS −
∫
ΥL
0i
wiLi dC = 0 (9)
The fourth-order nature of the problem resides in products of BiJK and wi,JK , each of which
involves second-order spatial gradients. Before proceeding to the numerical formulation (Section
3), we derive the strong form of the problem. Applying integration by parts to Equation (9) we
obtain,
−
∫
Ω0
PiJ,Jwi dV −
∫
Ω0
BiJK,Kwi,J dV +
∫
Γ0
PiJwiNJ dS +
∫
Γ0
BiJKwi,JNK dS
−
∫
ΓT
0i
wiTi dS −
∫
ΓM
0i
DwiMi dS −
∫
ΥL
0i
wiLi dC = 0 (10)
Applying integration by parts again, but only on the second volume integral, yields,
−
∫
Ω0
PiJ,Jwi dV +
∫
Ω0
BiJK,JKwi dV −
∫
Γ0
BiJK,KwiNJ dS︸ ︷︷ ︸
Integral A
+
∫
Γ0
PiJwiNJ dS
+
∫
Γ0
BiJKwi,JNK dS︸ ︷︷ ︸
Integral B
−
∫
ΓT
0i
wiTi dS −
∫
ΓM
0i
DwiMi dS −
∫
ΥL
0i
wiLi dC = 0 (11)
Expanding the term labelled as Integral A by repeated use of Equation (2),∫
Γ0
BiJK,KwiNJ dS =
∫
Γ0
(BiJK,LδLK)wiNJ dS
=
∫
Γ0
(DBiJKNL +DLBiJK) δLKNJwi dS
=
∫
Γ0
(DBiJKNKNJ +DKBiJKNJ)wi dS. (12)
Likewise expanding the term labelled as Integral B∫
Γ0
BiJKwi,JNK dS =
∫
Γ0
(DwiNJ +DJwi)BiJKNK dS
=
∫
Γ0
DwiBiJKNJNK dS +
∫
Γ0
DJwiBiJKNK dS︸ ︷︷ ︸
Integral C
. (13)
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Integral C can be expanded as∫
Γ0
DJwiBiJKNK dS =
∫
Γ0
DJ (wiBiJKNK) dS −
∫
Γ0
wiDJ (BiJKNK) dS
=
∫
Γ0
DJ (wiBiJKNK) dS︸ ︷︷ ︸
Integral D
−
∫
Γ0
wi (DJ (BiJK)NK +BiJKDJNK) dS
(14)
Using the integral identity
∫
Γ0
DIf....NJ dS =
∫
Γ0
(bKKNINJ − bIJ)f.... dS +
∫
Υ0
JNΓI NJf....K dL
(Toupin, 1962), where bIJ = −DINJ = −DJNI are components of the second fundamental
form of the smooth parts of the boundary and NΓ = Ξ ×N , where Ξ is the unit tangent to
the curve Υ0, Integral D yields∫
Γ0
DJ (wiBiJKNK) dS =
∫
Γ0
(bLLNJNK − bJK)wiBiJK dS +
∫
Υ0
JNΓJNKwiBiJKK dL. (15)
Collecting terms from Equations (11–15), and using BiJK = BiKJ ,
−
∫
Ω0
wi (PiJ,J −BiJK,JK) dV
+
∫
Γ0
wi
(
PiJNJ −DBiJKNKNJ − 2DJ(BiJK)NK −BiJKDJNK + (bLLNJNK − bJK)BiJK
)
dS
+
∫
Γ0
DwiBiJKNJNK dS
+
∫
Υ0
wiJNΓJNKBiJKK dL
−
∫
ΓT
0i
wiTi dS −
∫
ΓM
0i
DwiMi dS −
∫
ΥL
0i
wiLi dC = 0 (16)
Standard variational arguments, including the invocation of homogeneous boundary condi-
tions on wi on Γ
u
0i ∪Υl0i and Dwi on Γm0i , then lead to the strong form of mechanical equilibrium
for a material of grade two:
PiJ,J −BiJK,JK = 0 in Ω0
ui = u¯i on Γ
u
0i
PiJNJ −DBiJKNKNJ − 2DJ(BiJK)NK −BiJKDJNK + (bLLNJNK − bJK)BiJK = Ti on ΓT0i
Dui = m¯i on Γ
m
0i
BiJKNJNK = Mi on Γ
M
0i
ui = l¯i on Υ
l
0iJNΓJNKBiJKK = Li on ΥL0i
where, Γ0 = Γ
u
0i ∪ ΓT0i , Γ0 = Γm0i ∪ ΓM0i , Υ0 = Υl0i ∪ΥL0i
(17)
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The (nonlinear) fourth-order nature of the governing partial differential equation above is
clarified by noting that BiJK,JK introduces FaB,CJK via Equation (8). The Dirichlet boundary
condition in (17)2 has the same form as for conventional elasticity. However, its dual Neumann
boundary condition, (17)3 is notably more complex than its conventional counterpart, which
would have only the first term on the left hand-side. Equation (17)4 is the higher-order Dirichlet
boundary condition applied to the normal gradient of the displacement field, and Equation (17)5
is the higher-order Neumann boundary condition on the higher-order stress, B. Adopting the
physical interpretation of B as a couple stress (Toupin, 1962), the homogeneous form of this
boundary condition, if extended to the atomic scale, states that there is no boundary mechanism
to impose a generalized moment across atomic bonds. Finally, Equation (17)6 is the Dirichlet
boundary condition on the smooth edges of the boundary and Equation (17)7 is its conjugate
Neumann boundary condition. Following Toupin (1962), the homogeneous form of this condition
requires that there be no discontinuity in the higher order (couple) stress traction across a smooth
edge ΥL0 in the absence of a balancing line traction along Υ
L
0 .
3 Numerical treatment
3.1 Weak form of the continuous problem
For completeness we restate the weak form: Find ui ∈ S , where S = {ui | ui = u¯i ∀ X ∈
Γu0i , Dui = m¯i ∀ X ∈ Γm0i , ui = l¯i ∀ X ∈ Υl0i}, such that ∀ wi ∈ V , where V =
{wi | wi = 0 ∀ X ∈ Γu0i , Dwi = 0 ∀ X ∈ Γm0i , wi = 0 ∀ X ∈ Υl0i}∫
Ω0
(PiJwi,J +BiJKwi,JK) dV −
∫
ΓT
0i
wiTi dS −
∫
ΓM
0i
DwiMi dS −
∫
ΥL
0i
wiLi dC = 0 (18)
3.2 Galerkin formulation
As always, the Galerkin weak form is obtained by restriction to finite dimensional functions
(•)h: Find uhi ∈ S h ⊂ S , where S h = {uhi ∈H 2(Ω0) | uhi = u¯i ∀X ∈ Γu0i , Duhi = m¯i ∀X ∈
Γm0i , u
h
i = l¯i ∀X ∈ Υl0i}, such that ∀ whi ∈ V h ⊂ V , where V h = {whi ∈H 2(Ω0) | whi = 0 ∀X ∈
Γu0i , Dw
h
i = 0 ∀ X ∈ Γm0i , whi = 0 ∀ X ∈ Υl0i}∫
Ω0
(
PhiJw
h
i,J +B
h
iJKw
h
i,JK
)
dV −
∫
ΓT
0i
whi Ti dS −
∫
ΓM
0i
DwhiMi dS −
∫
ΥL
0i
whi Li dC = 0 (19)
The second-order gradients in the weak form require the solutions to lie in H 2(Ω0), a more
restrictive condition than the formulation of finite strain elasticity for materials of grade one
where the solutions are drawn from the larger space H 1(Ω0) ⊃ H 2(Ω0).The variations, wh
and trial solutions uh are defined component-wise using a finite number of basis functions,
whi =
nb∑
a=1
waiN
a, uhi =
nb∑
a=1
uaiN
a (20)
where nb is the dimensionality of the function spaces S h and V h, and Na represents the basis
functions. Since S h ⊂ H 2, C0 basis functions do not provide the required degree of regular-
ity demanded by the problem; however, it suffices to consider C1 basis functions in S h. One
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possibility is the use of C1 Hermite elements as in Papanicolopulos et al. (2009). Alternately,
one could invoke the class of continuous/discontinuous Galerkin methods Engel et al. (2002);
Wells et al. (2004); Molari et al. (2006), in which the displacement field is C0-continuous, but
the strains are discontinuous across element interfaces. This class of methods is more complex,
and has additional stability requirements. A mixed formulation of finite strain gradient elas-
ticity could be constructed by introducing an independent kinematic field for the deformation
gradient or another strain measure. However, this approach leads to boundary conditions that
do not admit straightforward interpretations. We prefer to avoid the complexities of Hermite
elements in three dimensions, and seek to circumvent the challenges posed by discontinuous
Galerkin methods and mixed formulations by turning to Isogeometric Analysis introduced by
Hughes et al. (2005). Also see Cottrell et al. (2009) for details.
3.2.1 Isogeometric Analysis
As is now well-appreciated in the computational mechanics community, Isogeomeric Analysis
(IGA) is a mesh-based numerical method with NURBS (Non-Uniform Rational B-Splines) basis
functions. The NURBS basis leads to many desirable properties, chief among them being the
exact representation of the problem geometry. Like the Lagrange polynomial basis functions
traditionally used in the Finite Element Method (FEM), the NURBS basis functions are par-
titions of unity with compact support, satisfy affine covariance (i.e an affine transformation of
the basis is obtained by the affine transformation of its nodes/control points) and support an
isoparametric formulation, thereby making them suitable for a Galerkin framework. They enjoy
advantages over Lagrange polynomial basis functions in being able to ensure Cn-continuity, in
possessing the positive basis and convex hull properties, and being variation diminishing. A de-
tailed discussion of the NURBS basis and IGA is beyond the scope of this article and interested
readers are referred to Cottrell et al. (2009). However, we briefly present the construction of a
C1-continuous NURBS basis.
The building blocks of the NURBS basis functions are univariate B-spline functions that
are defined as follows: Consider two positive integers p and n, and a non-decreasing sequence
of values χ = [ξ1, ξ2, ...., ξn+p+1], where p is the polynomial order, n is the number of basis
functions, the ξi are coordinates in the parametric space referred to as knots (equivalent to
nodes in FEM) and χ is the knot vector. The B-spline basis functions Bi,p(ξ) are defined
starting with the zeroth order basis functions
Bi,0(ξ) =
{
1 if ξi ≤ ξ < ξi+1,
0 otherwise
(21)
and using the Cox-de Boor recursive formula for p ≥ 1 (Piegl and Tiller, 1997)
Bi,p(ξ) =
ξ − ξi
ξi+p − ξiBi,p−1(ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi+1Bi+1,p−1(ξ) (22)
The knot vector divides the parametric space into intervals referred to as knot spans (equivalent
to elements in FEM). A B-spline basis function is C∞-continuous inside knot spans and Cp−1-
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continuous at the knots. If an interior knot value repeats, it is referred to as a multiple knot. At
a knot of multiplicity k, the continuity is Cp−k. Now, using a quadratic B-spline basis (Figure
(2)), a C1-continuous one dimensional NURBS basis is given by
N i(ξ) =
Bi,2(ξ)wi∑nb
i=1Bi,2(ξ)wi
(23)
where wi are the weights associated with each of the B-spline functions. In higher-dimensions,
NURBS basis functions are constructed as a tensor product of the one dimensional basis func-
tions:
N ij(ξ, η) =
Bi,2(ξ)Bj,2(η)wij∑nb1
i=1
∑nb2
j=1Bi,2(ξ)Bj,2(η)wij
(2D)
N ijk(ξ, η, ζ) =
Bi,2(ξ)Bj,2(η)Bk,2(ζ)wijk∑nb1
i=1
∑nb2
j=1
∑nb3
k=1Bi,2(ξ)Bj,2(η)Bk,2(ζ)wijk
(3D) (24)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
 0.1
0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
1
B1
B2
B3 B4 B5 B6
B7
B8
ξ
Figure 2: Quadratic (p=2) B-spline basis constructed from the knot vector χ = [0, 0 , 0 , 1/6, 1/3,
1/2, 2/3, 5/6, 1, 1, 1].
3.2.2 Higher-order Dirichlet boundary conditions
The enforcement of the higher-order Dirichlet boundary condition (Equation (17)4) encoun-
tered in a gradient elasticity formulation poses numerical challenges. Usually Dirichlet bound-
ary conditions are specified on the primal fields and are numerically enforced by building
the boundary condition into the finite dimensional function space, for example, S h ⊂ S =
{ui | ui = u¯i ∀ X ∈ Γu0i}, where Γ0. A similar approach to enforcing the higher-order Dirichlet
boundary conditions involving the normal gradient of the primal field would require the con-
struction of a finite dimensional function space, S h ⊂ S = {ui | Dui = m¯i ∀ X ∈ Γm0i},
which often may not be possible using the standard finite element basis. In specific cases, one
could constrain the nodes/control-points in the first layer of elements/knot-spans adjacent to the
Dirichlet boundary to enforce the higher-order Dirichlet boundary condition, but this approach
presents complications for arbitrary meshes. Hence we propose a modified Galerkin formulation
of the continuous problem (Equation 18) that weakly enforces the higher-order Dirichlet bound-
ary condition using a penalty-based approach:
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Find uhi ∈ S h, where S h = {uhi | uhi ∈ H 2(Ω0), uhi = u¯i ∀ X ∈ Γu0i , uhi = l¯i ∀ X ∈ Υl0i},
such that ∀ whi ∈ V h,∫
Ω0
(
PhiJw
h
i,J +B
h
iJKw
h
i,JK
)
dV − ∫
ΓT
0i
whi Ti dS −
∫
ΓM
0i
DwhiMi dS −
∫
ΥL
0i
whi Li dC
− ∫
Γm
0i
Dwhi
(
BhiJKNJNK
)
dS + Che
∫
Γm
0i
Dwhi
(
Duhi − m¯i
)
dS = 0
(25)
The exact solution ui satisfies Equation (25), hence this weak form is consistent. Here the
last two terms enforce consistency, and the higher-order Dirichlet boundary condition via a
penalty, respectively. The derivation of the strong form corresponding to the original weak
formulation [Equation (9)] yields a term that is canceled by the consistency term. Here, C is a
positive penalty parameter and he is the characteristic mesh size parameter.
2 This approach to
enforcing the Dirichlet boundary condition weakly by adding a consistency term (along with an
adjoint consistency term for symmetric problems) and a penalty term was motivated by Nitsche
(1971) and is often used in discontinuous Galerkin methods (Arnold et al., 2001). In the context
of IGA, it was introduced by Bazilevs and Hughes (2007) to weakly enforce Dirichlet boundary
conditions for boundary layer solutions of the advection-diffusion equation and incompressible
Navier-Stokes equation.
3.2.3 Algorithmic differentiation
The residual equation for the solution procedure is given by Equation (25), which is highly
nonlinear in the primal field, u. The extent of this non-linearity can be appreciated by expanding
the expressions for the stress terms [Equations (7, 8)] in terms of gradients of ui. As a result, the
analytical linearization of this residual equation to obtain the Jacobian matrix is tedious and
is fraught with the danger of algebraic mistakes. Symbolic differentiation is an option, but the
computational cost involved is prohibitively high. A standard alternative is the use of numerical
differentiation tools built into many standard solver packages. However, for a highly non-linear
set of equations, numerical differentiation is inaccurate and ultimately unstable. An effective
and efficient alternative is the use of algorithmic (or automatic) differentiation (AD). The key
insight to AD is that every equation in a computer program, no matter how complex, ultimately
involves a sequence of elementary arithmetic operations and elementary function evaluations
(polynomial, trigonometric, logarithmic, exponential or reciprocal). Thus, by the repeated
application of the chain rule, any equation can be differentiated by reduction to arithmetic
operations and elementary function evaluations, which can be performed with machine precision.
The computational cost is at most a small constant times the cost of evaluation of the original
equations. We use AD in this work to linearize Equation (25) and compute the Jacobian matrix.
Specifically, we use the Sacado package, which is part of the open-source Trilinos project (Heroux
et al., 2005; Phipps and Pawlowski, 2012).
2The optimal value of C is dependent on the polynomial order of interpolation and the element type (Ciarlet,
1978). However, to generate results for this paper C = 5 was chosen.
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4 Numerical Simulations
We restrict ourselves to numerical examples of classical boundary value problems in this com-
munication. The familiar setting of these problems makes it somewhat easier to appreciate the
role of strain gradient elasticity. However, in Section 5, we point to the truly compelling ap-
plications for our framework with regard to martensitic phase transformations, crack tip fields
and dislocation cores.
We consider the following material model
W˜ (E,GradE) =
λ
2
(EAA)
2
+ µ (EABEAB) +
1
2
µl2EAB,CEAB,C (26)
where the first two terms represent the strain-dependent component of the elastic energy density
given by the standard St. Venant-Kirchhoff model and the last term is the strain gradient-
dependent component, for which we have chosen a quadratic form. The Lame´ parameters are λ
and µ, and l is the gradient length scale parameter. For the infinitesimal strain theory, the strain
gradient component of the above elastic energy density reduces to the quadratic form εab,cεab,c
of the material model proposed by Mindlin (1964). Substituting Equation (26) in Equations (7,
8) we obtain the stress measures as
PiJ = λEAAFiJ + 2µFiAEAJ + µl
2EAJ,CFiA,C (27)
BiJK = µl
2FiAEAJ,K (28)
Numerical solutions follow to a wide range of boundary value problems across spatial dimen-
sions, starting with the validation of the numerical treatment by comparing the analytical and
numerical solutions for uniaxial tension.
4.1 Comparison of analytical and numerical solutions for uniaxial ten-
sion in one dimension
We consider the following problem (Engel et al., 2002), which is the one dimensional reduction
of the strong form in Equation (17) to infinitesimal strain with the material model of Equation
(26) for λ = 0:
σ,x − β,xx = 0 ∀ x ∈ (0, L)
u = 0 at x = 0
(σ − β) .n = t at x = L
u,x.n = 0 at x = {0, L}
(29)
where σ = µu,x, β = µl
2u,xx, n = −1 at x = 0 and n = 1 at x = L. The exact solution to this
problem is given by
u(x) =
t l
µ
(
eL/l + 1
) (1− eL/l + e(L−x)/l − ex/l)+ t
µ
x (30)
To validate the Galerkin formulation, its discretization using the Cn B-spline basis functions,
and linearization using algorithmic differentiation, we compare the above analytic solution to the
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corresponding numerical solutions obtained under the assumption of infinitesimal strain. First,
we demonstrate the effect of the degree of continuity of basis functions on the numerical solution
in Figure 3. It is easy to check that C0 basis functions lack the degree of high-order continuity
demanded by the exact solution, and the corresponding numerical solution significantly differs
from the analytic solution when gradient effects become significant. However, Cn basis functions
guarantee the required continuity of solution for n ≥ 1 and thus accurately resolve the analytic
solution for all values of the gradient length scale parameter. We draw attention to the fact
that, at low values of the gradient length scale parameter, l, the strains are large (note the
gradient of the displacement field), while the strain gradients are negligible (second gradient of
the displacement field). However, as l increases, the strain gradients become more pronounced
near the boundaries, x = {0, L}, and make the overall response stiffer, if viewed in terms of the
maximum displacement. Furthermore, optimal convergence rates of p+1−m are attained in the
H m semi-norm, where p is the polynomial order of basis functions. This has been demonstrated
with respect to the solution’s H 1 and H 2 semi-norms as shown in Figure 4.
As noted in the Introduction, the analytical and numerical complexities that arise in the
study of strain gradient elasticity have restricted the advances to infinitesimal strain formu-
lations. To emphasize the importance of finite strain formulations of gradient elasticity, we
present a comparison of the numerical solutions (displacement, strain and strain gradient) to
the infinitesimal strain and finite strain formulations of this problem in Figure 5. We note that
the interaction of the nonlinearity and strain gradients renders a much stiffer result with the
finite strain formulation. For this reason, problems involving strong strain gradient effects may
suffer a significant loss of accuracy when modeled with infinitesimal strains than with the full
finite strain formulation.
These results validate the numerical treatment presented here. Using this treatment we have
obtained solutions to various boundary value problems in higher spatial dimensions, which have
been presented in the following sections.
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(a) l = 0.01
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(b) l = 0.1
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(c) l = 1.0
Figure 3: Comparison of the exact solution (Equation (30) with µ = 1.0, t = 1.0, L = 1.0) and
corresponding numerical solutions with C0, C1 and C2 bases for different values of the gradient
length scale parameter l. In each case, the discretization consisted of 100 uniform knot spans.
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Figure 4: Optimal convergence of the numerical solutions of the boundary value problem given
by Equation (29) (µ = 1.0, l = 1.0, t = 1.0, L = 1.0) with respect to mesh discretization (h =
L/number of knot spans) in the H 1 and H 2 semi-norms.
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Figure 5: Comparison of numerical solutions obtained using the infinitesimal strain assumption
(Equation (29) with µ = 1.0, l = 0.1, t = 1.0, L = 1.0) and its corresponding finite strain
formulation. The discretization consisted of 100 uniform knot spans.
4.2 Three-dimensional, uniaxial tension
We consider uniaxial tension in three dimensions and study the effect of gradient elasticity on
the deformation. The problem geometry, boundary conditions and the deformation are shown in
Figure 6. The loading is a traction vector as specified. For all the three dimensional simulations
in this paper, we use: λ = 1.0, µ = 1.0. Furthermore, for each boundary value problem we
vary the gradient length scale parameter l to demonstrate the effect of gradient elasticity on the
displacement field, strain energy and strain gradient energy distribution.
In the case of unixial tension, standard first order displacement or traction boundary condi-
tions are not sufficient to induce strain gradients and hence the effect of increasing the gradient
length scale parameter l is negligible. However, when higher order Dirichlet boundary condi-
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tions (Dui = 0) are enforced, strain gradients are induced at the boundaries and lead to a
significant stiffening of the deformation response. Of course, on boundary faces where no higher
order Dirichlet boundary condition is specified, the conjugate higher order Neumann boundary
condition (BiJKNJNK = 0) is implied.
The interaction of the higher order Dirichlet boundary condition and gradient length scale
parameter on the deformation response of the problem is shown in Figure 7a. Furthermore under
these conditions the energy distribution between the regular strain energy and strain gradient
energy is shown in Figure 7b. Clearly, for l ≥ 4 m, the strain gradient energy becomes more
significant than the regular strain energy, and further increase in l leads to greater stiffening
and thus insignificant deformation.
As shown in Figure 7a, without the higher order boundary condition, strain gradient elastic
effects are minimal in the uniaxial tension problem. This is the basis of our statement in the
Introduction that the higher order boundary condition can dominate over the influence of the
length scale parameter l in inducing strain gradients in the solution. However, this changes in
the case of bending and torsion, which we consider in the following sections. For these problems
strain gradients are naturally induced by the standard boundary conditions and the effect of
the higher order boundary condition is less significant.
(a) Dui = 0|X3={0,L}
l = 100.0m, |u|max = 0.008m
(b) Dui = 0|X3={0,L}
l = 10.0m, |u|max = 0.613m
(c) l = 0.0m, |u|max = 2.76m
1m
1m
L=10m
1.0Nm−2
u3 = 0|X3=0
e1
e2
e3
Figure 6: Effect of the gradient length scale parameter and the higher-order Dirichlet boundary
condition on the deformation for the uniaxial tension boundary value problem. Contours show the
displacement magnitude. Case (a) and (b) enforce Dui = 0 along the faces X3 = 0, L and Case (c)
is the result obtained for the non-gradient formulation (l = 0).
4.3 Three-dimensional bending of a cantilever beam
As can be appreciated from the Euler-Bernoulli theory for thin beams, the kinematics of bend-
ing induce strong strain gradients. In this section, we apply our framework to elucidate these
effects. The same structure from Section 4.2 is now subjected to bending by specifying bound-
ary conditions as shown in Figure 8. Note the loading by the traction vector. Figures 8a–8c
demonstrate the strong stiffening effect of strain gradient elasticity as the gradient length scale
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Figure 7: Effect of the gradient length scale parameter on the maximum displacement and elastic
free energy contributions for the uniaxial tension boundary value problem. (a) Interaction of the
higher order Dirichlet boundary condition and gradient length scale parameter on the maximum
displacement value, and (b) strain energy and strain gradient energy contributions to the total
elastic energy when the higher-order Dirichlet boundary condition is enforced.
parameter increases. In this boundary value problem, the imposition of the higher-order Dirich-
let boundary condition has a very weak influence in inducing strain gradient effects additional
to those already present due to the kinematics of bending, as seen in Figure 9a. Figure 9b
shows that the strain and strain gradient energy contributions differ by less than in uniaxial
tension. This slightly tighter coupling is a result of the strong strain gradients present even in
the non-gradient elasticity formulation of bending boundary value problems.
4.4 Three-dimensional torsion of a cylinder with square cross section
Like bending, the twisting kinematics induced by torsion throw up strong strain gradients even
with the non-gradient elasticity formulation. We persist with the same structure; boundary
conditions appear in Figure 10. Note that the loading in this case is due to an areal torque
density vector as specified. The non-circular cross-section suffers warping as is well-known from
the classical treatment of this problem. Figures 10a–10c show the increased stiffness in torsion
with an increase in gradient length scale parameter. This is apparent not only in the decrease
in twist with increase in l, but also the fact that the warping displacement, u3 has to be scaled
up by two orders of magnitude between l = 0 m and l = 1 m, and again between l = 1 m and
l = 10 m, to be discernible on these plots. As in the case of bending, the strong strain gradients
inherent in the kinematics of twisting even for the non-gradient elasticity formulation result in
an almost non-existent influence of the higher-order Dirichlet boundary condition. This is seen
in Figure 11a. Figure 11b shows the variation of the strain and strain gradient energy. Figures
7a, 7b; 9a, 9b; and 11a, 11b when considered together suggest that the difference between
the strain energy and strain gradient energy contributions diminishes in problems wherein the
kinematics induce strong strain gradients even in the non-gradient formulation.
16
(a) Dui = 0|X3={0,L}
l = 10.0m, |u|max = 0.13m
(b) Dui = 0|X3={0,L}
l = 1.0m, |u|max = 1.96m
(c) l = 0.0m, |u|max = 8.17m
1m
1mL=10m
0.01Nm−2
u = 0|X3=0 e1
e2
e3
Figure 8: Effect of the gradient length scale parameter and the higher-order Dirichlet boundary
condition on the deformation for the bending boundary value problem. Contours show displacement
magnitude. Cases (a) and (b) enforce Dui = 0 along the faces X3 = {0, L} and Case (c) is the
result obtained for the non-gradient formulation (l = 0).
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Figure 9: Effect of the gradient length scale parameter on the deformation response and energy
distribution for the bending boundary value problem. (a) Weak influence of the higher order
Dirichlet boundary condition on the maximum deflection, and (b) strain energy and strain gradient
energy contributions to the total elastic energy when the higher-order Dirichlet boundary condition
is enforced.
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(a) Dui = 0|X3={0,L}
l = 10.0 m, |u|max = 0.001 m
u3 scale factor: 1.0× 10
5
(b) Dui = 0|X3={0,L}
l = 1.0 m, |u|max = 0.099 m
u3 scale factor: 1.0× 10
3
(c) l = 0.0 m, |u|max = 0.538 m
u3 scale factor: 1.0× 10
1
1m
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M3 = 0.1Nm
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u = 0|X3=0
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Figure 10: Effect of the gradient length scale parameter and the higher-order Dirichlet boundary
condition on the deformation for the torsion boundary value problem. Contours show displacement
magnitude. Case (a) and (b) enforce Dui = 0 along the faces X3 = {0, L} and Case (c) is the
result obtained for the non-gradient formulation (l = 0). The displacement component u3 has been
scaled by the factor indicated to make the surface warping discernible.
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Figure 11: Effect of the gradient length scale parameter on the deformation response and energy
distribution for the torsion boundary value problem. (a) Virtually non-existent influence of higher
order Dirichlet boundary condition on the maximum displacement value which reflects the angle of
rotation, and (b) strain energy and strain gradient energy contributions to the total elastic energy
when higher order Dirichlet boundary conditions are enforced.
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4.5 Discontinuities in higher-order stresses at edges
This boundary value problem demonstrates the effect of discontinuous higher-order stresses
BiJKN
Γ
JNK , over smooth surfaces separated by an edge, Υ
L
0i . The discontinuity must be bal-
anced by a line traction, Li = JBiJKNΓJNKKΥ0i , as seen in Equation (17). The resulting
deformation appears in Figures 12a and 12b. Notably, whereas the non-gradient elasticity (Fig-
ure 12a) formulation yields a highly localized deformation in response to the line traction, the
gradient elasticity formulation responds with a discontinuity in higher-order stress components:JBiJKNΓJNKKΥ0i = Li, and a deformation response that gets stiffer as l increases.
(a) l = 0.0m, |u|max = 0.179m (b) l = 0.1m, |u|max = 0.136m
1m
1m
1m
L = 1.0× 10−5e3 Nm
−1
u = 0|X3=0
e1
e2
e3
Figure 12: Effect of the length scale parameter on the deformation for the line traction boundary
value problem. Case (a) is the non-gradient formulation where the line traction leads to a stress
singularity and sharp displacement gradient. However, for Case (b) the gradient formulation nat-
urally balances the line traction due to the higher order stress, such that Li = JBiJKNΓJNKK. The
resultant response is stiffer, as seen in the lower displacement under the line load.
It is well known that numerical solutions to non-gradient elasticity result in a stress singu-
larity under a line load, which is a two-dimensional Dirac-delta function in R3. This manifests
itself as a failure of the displacement field to converge with mesh refinement, and is seen in
Figure 13 for gradient length scale parameter l = 0. In contrast, the higher-order character
of the partial differential equation for gradient elasticity regularizes the solution, leading to a
convergent solution with mesh refinement. See Figure 13 for l > 0.
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Figure 13: Effect of mesh refinement on the resolution of the maximum displacement for various
values of the gradient length scale parameter. For l = 0.0 m (the non-gradient formulation), the
line traction leads to a stress singularity due to which the maximum displacement does not converge
with respect to mesh refinement. However, for l > 0.0 m, the gradient formulation eliminates the
singularity, leading to convergence of the maximum displacement with mesh refinement.
5 Discussion
Our intent in this communication is to present our framework for the solution of general, three-
dimensional boundary value problems with Toupin’s theory. The numerical examples in Section
4 serve this purpose well because of the existing literature on linearized strain gradient elastic-
ity solutions in one dimension (Section 4.1), and the familiarity with classical (non-gradient),
nonlinear elasticity solutions to the remaining three-dimensional boundary value problems (Sec-
tions 4.2–4.5). However, as we stated in the Introduction, strain gradient elasticity is of physical
relevance in the regime of sharp variation of the deformation at atomic length scales. This is
almost never the case for the boundary value problems of Section 4, which are typically applied
at structural scales. In the Introduction, we did, however, identify two classes of problems for
which Toupin’s theory of gradient elasticity at finite strains is compelling: (a) if strains also
serve as order parameters in representations of symmetry-lowering structural phase transforma-
tions, leading to a non-convex elastic free energy density, and (b) if variations in deformation
occur over length scales approaching inter-atomic distances, as at atomically sharp crack tips
and dislocation cores. We now return to consider these problems.
5.1 Strains as order parameters for structural transformations
An important class of structural phase transformations, commonly referred to as martensitic
transformations, involve an affine deformation of the unit cell at the crystallographic level with-
out any rearrangements of the atoms, such as by diffusional migration within the unit cell.
The parent and final phases in such structural phase transformations are usually characterized
by a symmetry group/subgroup relationship: A high symmetry phase can transform to sev-
eral crystallographically equivalent lower symmetry variants. A classic example is the cubic to
tetragonal phase transformation involving an extension (contraction) of one of the cubic axes
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and a contraction (extension) of the remaining two cubic axes by an equal amount. Frame
invariant strain metrics derived from the Cartesian components of E can therefore also serve
as order parameters tracking the degree and symmetry of the transformation product in this
class of structural phase transformations. There are three symmetrically equivalent tetragonal
variants that can emerge from the same cubic parent crystal. When the transformation strains
are small, in the sense of a “weak” martensitic transformation as defined by Bhattacharya et al.
(2004), the structural transformation can occur coherently, that is without introducing crystal-
lographic defects such as dislocations. Typically, the transformation of a high symmetry phase
into a lower symmetry phase results in a “phase mixture” of several symmetrically equivalent,
lower-symmetry variants (Ball and James, 1987, 1992; Ball and Crooks, 2011). The strain is
very nearly uniform in each variant, suggesting the term “lamina”. The fine phase mixture of
variants (laminae) can lead to a lower total elastic free energy, while maintaining compatibility,
than if a single strained variant were to form. The mixture then consists of twin-boundaries
separating the symmetrically equivalent lower symmetry variants.
The existence of continuous strain order parameters that describe all phases participating
in the structural transformation and that through variation deform one phase into another
implies the existence of a continuous elastic free energy density as a function of strain. Such
an elastic free energy density will then exhibit local minima for each of the mechanically stable
low symmetry variants. If the high symmetry parent phase is an equilibrium structure, a
smoothness requirement also applies to the elastic free energy density: The maxima separating
the various local minima must be points of first-order differentiability, leading to an elastic free
energy density that is smooth but non-convex in strain space. The coherent coexistence of
the various phases in a single microstructure will consist of boundaries where the strain order
parameters vary continuously from one local free energy basin to another, crossing regions that
are non-convex in highly (elastically) strained interface regions. Large gradients in strain will
characterize the interface regions and the free energy of the microstructure will no-longer be
accurately represented by an elastic free energy density that only depends on the local strain:
non-local effects must be included in the free energy description. First-order contributions of
non-local interactions can be captured with terms that depend on gradients of the strain metrics.
The non-convexity of the elastic free energy density with respect to particular strain metrics,
in fact, requires the inclusion of strain gradient terms, not only to ensure a more accurate free
energy description, but more fundamentally to also guarantee uniqueness of the displacement
field that minimizes the total free energy. We illustrate this with a simple example. Let us
consider an elastic free energy density function that is non-convex in strain space:
W˜ (E) =
1
4
E411 −
1
3
E311 −
3
4
E211 (31)
over the domain (0, 1)× (−b, b)× (−c, c) subject to homogeneous Dirichlet boundary conditions
u1 = 0 at X1 = {0, 1}, u2 = 0 on X2 = 0 and u3 = 0 on X3 = 0. The solution to this boundary
value problem is any sequence of laminae perpendicular to e1, with F = F
± = 1 ± e1 ⊗ e1,
almost everywhere, and uniform in each lamina. There are as many laminae with F = F+ as
with F = F−. Any such microstructure is a minimizer of the elastic free energy, and there
is an infinite sequence of such microstructures with increasingly finer laminae. Figure 14 is
a plot of the displacement component u1, for this sequence of microstructures. A lamina is
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delineated by each piecewise linear part of u1, implying piecewise uniform deformation gradient
F+ or F−, and represents one variant. Any Lipschitz function, u(X), with F = F± almost
everywhere and that attains the specified boundary conditions is a solution (Mu¨ller, 1999). The
existence of an infinite sequence of solutions with an increasing fineness of mixture is a mark
of non-uniqueness. It arises because the non-convex, multi-well, form of the elastic free energy
density admits arbitrarily fine phase mixtures as solutions without penalizing the variation of
the deformation gradient between F+ and F−. The non-uniqueness can be eliminated if the
elastic free energy density is extended to also depend on gradients of F , thus regularizing the
otherwise ill-posed problem of elasticity.
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Figure 14: The sequence of minimizing displacement field solutions u1, with the elastic free energy
density W˜ (E) = 14E
4
11 − 13E311 − 34E211, subject to the boundary conditions u1 = 0 at X1 = {0, 1},
u2 = 0 on X2 = 0 and u3 = 0 on X3 = 0. The colors red, orange, green and blue are solutions for
progressively finer phase mixtures.
For W˜ that is non-convex with respect to E, the extension to a dependence on GradE penalizes
gradients in E, and therefore in F . Thereby, the discontinuity JF K = F+−F− that develops at
interfaces between laminae in our example above would be prevented. Instead, the free energy
cost associated with GradE ensures that not all microstructures are global minimizers. In the
example of Figure 14 the global minimizer is the solution with F = F+ in X1 ∈ (0, 1/2 − δ),
F = F− in X1 ∈ (1/2 + δ, 1), or vice versa, with δ being determined by the strain gradient
length scale parameter in W˜ (E,GradE). This is a natural regularization of the problem by
strain gradient elasticity (Mu¨ller, 1999).
The use of strains as order parameters and the formulation of free energy densities that
depend on local strain and strain gradients to describe martensitic phase transformations was
formulated in large part by Barsch and Krumhansl (1984). Weak structural transformations
amenable to this thermodynamic description belong to a broader class of phase transformations
where the participating phases share a symmetry group/subgroup relationship. van der Waals
(1893) first introduced a gradient energy term when describing density fluctuations around a
liquid-gas transformation. Similar gradient energy terms appear in Landau-Ginzberg free ener-
gies to describe fluctuations around second order phase transitions and in the Cahn and Hilliard
(1958) and Allen and Cahn (1972) treatments of spinodal decomposition and order-disorder
reactions in alloys. The treatment of weak (coherent) structural transformations, however, has
an added level of complexity when compared to other phase transformations described by a
single continuous free energy surface as a function of relevant order parameters. The path and
energetics of the structural transformation are highly sensitive to the actual microstructure due
to the long-range elastic interactions among different phases and variants that affects the total
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free energy of the transforming material. Large transformation strains (i.e. strains connect-
ing different free energy basins as a function of strains) force the use of finite strain gradient
elasticity, which increases the nonlinearity very significantly.
5.2 Strains at interatomic distances
Recall the treatment which opened the Introduction to this communication. If the structural
dimensions are close to the atomic bond length, the deformation varies sharply over the bond
length scale, and the elastic free energy density’s dependence on gradients of F becomes sig-
nificant through Equation (1). In this regime size effects at the bond length scale become
prominent, exemplified by the rapidly varying deformation at an atomically sharp crack tip,
and the core of a dislocation. Formulations of strain gradient elasticity have been invoked to
calculate singularity-free stress fields at crack tips (Sternberg and Muki, 1967) and dislocation
cores (Lazar et al., 2006). The relation between molecular models of solid mechanics and strain
gradient elasticity at the nanoscale has been explored by Garikipati (2003a) and Maranganti
and Sharma (2007).
Simply expressing W = Ŵ (F ) = W˜ (E) does not suffice to parametrize the elastic free
energy density, which again must be extended to W = Ŵ (F ,GradF ) = W˜ (E,GradE) for
frame invariance. A free energy penalty is incurred by sharp gradients of E (or F ), which
prevents the development of unbounded solutions over finite domains, such as happens with
classical elasticity at crack tips and dislocation cores.
Strain gradient elasticity’s regularization of the singular stress and strain fields predicted
by classical elasticity at crack tips and dislocation cores has been appreciated previously, but
the difficulty of obtaining analytic solutions has limited its applicability to them. Perhaps, now
that it should be possible to compute solutions to these problems numerically, the corresponding
gradient elasticity fields will begin making their appearance in semi-analytic solutions.
5.3 Further applications of the framework
We make the case that we have detailed a complete framework for the numerical solution of
boundary value problems of finite strain gradient elasticity in three dimensions, and driven by
boundary conditions that possess the full generality dictated by the theory. We also submit that,
to the best of our knowledge, such a comprehensive solution framework has not been previously
assembled for this problem. Our choice of Toupin’s 1962 theory has been motivated by its
generality, which itself is clearly an outcome of that author’s rigorous wielding of variational
tools. These origins have bestowed on Toupin’s theory a complexity that has eluded general
solutions until now.
The search for numerical solutions has until recently been focused on surmounting the chal-
lenge posed by the fourth-order character of the strong form, or equivalently the necessity of
working in the H 2 function space in weak form. We have found isogeometric analytic meth-
ods to resolve this difficulty by their straightforward construction of Cn-continuous functions,
which satisfy the requirement of the H 2 function space. Of comparable importance for at-
tainment of solutions with significant strain gradient fields (H 2-norm) has been the imposition
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of higher-order boundary conditions, especially the higher-order Dirichlet condition, which we
have weakly enforced. In this regard, while we have provided interpretations for the conjugate
higher-order Neumann condition on the couple stress traction, we note that the line traction
condition, while successfully enforced, remains in need of a satisfying physical interpretation in
the three-dimensional setting. Analogies to the discontinuity of moments across edges on C0
shells are helpful in this regard, but in want of generalization. Finally, while it remains possible
that a correct linearization, “by hand”, of the weak form can be achieved, our reliance on al-
gorithmic differentiation has vastly simplified the implementation, while retaining algorithmic
exactness. This third ingredient of our numerical framework attains indispensability for one
particular class of problems as we explain next.
Even more compelling than the problems involving martenistic transformations may be the
class of mechano-chemically driven solid-to-solid phase transformation problems in which the
free energy density possesses non-convexities in strain and composition spaces. For this class of
problems the composition itself serves as an order parameter and leads to the classical Cahn-
Hilliard problem (Cahn and Hilliard, 1958) if restricted to composition space. As in the purely
mechanical martensitic problem, the non-convexity of free energy density in strain space arises
from the existence of multiple variants of the crystal structure of the newly transformed phase;
however, this phase forms due to the composition-driven transformation from its parent phase.
This crystal structure’s symmetry point group is a sub-group of that of the parent phase.
As discussed in Section 5.1, the mechanics sub-problem is governed by finite strain gradient
elasticity. The solution of this coupled problem thus involves partial differential equations that
are of fourth order in mechanics and chemistry, and every one of the three main ingredients
of our numerical framework prove critical. In this case, our preliminary studies indicate that
the numerical solution of this problem would remain completely intractable without algorithmic
differentiation, in particular.
In addition to the above applications, a significant body of work has developed in the past two
decades on strain gradient plasticity (Fleck and Hutchinson, 1997; Gao et al., 1999; Mu¨hlhaus
and Alfantis, 1991; De Borst and Mu¨hlhaus, 1992; Acharya and Bassani, 2000; Gurtin, 2000;
Gurtin and Anand, 2005). While we have not addressed this class of problems here, our previous
experience with them (Garikipati and Hughes, 2000; Regueiro et al., 2002; Garikipati, 2003b;
Wells et al., 2004; Molari et al., 2006; Ostien and Garikipati, 2008) suggests that the numerical
framework developed here will be applicable to them.
We have attempted to justify our focus in this communication on the more classical boundary
value problems of uniaxial tension (one and three dimensions), bending, torsion, and line loads
(all in three dimensions), and to demonstrate the effect of gradient elasticity on these well-
understood problems. For these problems, the extension of the elastic free energy density
to strain gradients effectively penalizes rapidly varying strain fields, causing a stiffer overall
response as has been amply demonstrated in the numerical section. The treatment of martensitic
transformations, crack tip and dislocation core fields by Toupin’s theory calls for a different focus
and developments of much detail, which will be the subject of forthcoming work.
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7 Appendix
In this section, we present the derivation of the variational formulation in the current config-
uration. Similar to the reference configuration, in the current configuration we consider the
boundary to be the union of a finite number of smooth surfaces Γ, smooth edges Υ and corners
Ξ: ∂Ω = Γ ∪ Υ ∪ Ξ. Furthermore spatial gradients with respect to the current configuration
are denoted by lower case indices. For functions defined on ∂Ω, when necessary, the gradient
operator is decomposed into the normal gradient operator D and the surface gradient operator
Dk,
ψ,k = Dψnk +Dkψ
where Dψnk = ψ,inink and Dkψ = ψ,k − ψ,inink (32)
The total elastic free energy of the system is given by the following functional defined over the
current configuration:
Π[u] =
∫
Ω
Ŵ (F ,GradF )
dv
J
−
∫
ΓT
u · t ds−
∫
ΓM
Du ·m ds−
∫
ΥL
u · l dc, (33)
where J = det(F ), t is the surface traction, m is the surface moment and l is a line force.
Following Equation (32), Du = (∂u/∂x) · n is the normal derivative of the displacement on the
boundary. Furthermore, Γ = Γui ∪ ΓTi = Γmi ∪ ΓMi represents the decomposition of the smooth
surfaces of the boundary and Υ = Υli ∪ ΥLi represents the decomposition of the smooth edges
of the boundary into Dirichlet boundaries (identified by superscripts u,m and l) and Neumann
boundaries (identified by superscripts T,M and L). We are interested in a displacement field
of the following form:
ui ∈ S , such that ui = u¯i, ∀x ∈ Γui ; ui = l¯i, ∀x ∈ Υli; Dui = m¯i, ∀x ∈ Γi (34)
At equilibrium, the first variation of the free energy with respect to the displacement field is
zero. As is standard, to construct such a variation we first consider variations on the displace-
ment field uε := u+ εw, where
wi ∈ V such that wi = 0 ∀ x ∈ Γui ∪Υli, Dwi = 0 ∀ x ∈ Γmi (35)
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We construct the first variation of the free energy with respect to the displacement.
δ
δu
Π[u] =
d
dε
Π[uε]
∣∣∣∣
ε=0
=
∫
Ω
(
∂Ŵ
∂FiJ
wiJ +
∂Ŵ
∂FiJ,K
wiJ,K
)
dv
J
−
∫
ΓTi
witi ds−
∫
ΓMi
Dwimi ds−
∫
ΥLi
wili dc (36)
But since,
wi,J = wij FjJ
wi,JK = (wi,j FjJ),K = wi,jK FjJ + wi,j FjJ,K = wi,jk FkK FjJ + wi,j FjJ,K
we have,
δ
δu
Π[u] =
∫
Ω
wi,j
(
∂Ŵ
∂FiJ
FjJ +
∂Ŵ
∂FiJ,K
FjJ,K
)
dv
J
+
∫
Ω
wi,jk
(
∂Ŵ
∂FiJ,K
FkKFjJ
)
dv
J
−
∫
ΓTi
witi ds−
∫
ΓMi
Dwimi ds−
∫
ΥLi
wili dc (37)
Here we denote,
1
J
(
∂Ŵ
∂FiJ
FjJ +
∂Ŵ
∂FiJ,K
FjJ,K
)
= σij (38)
1
J
(
∂Ŵ
∂FiJ,K
FkK FjJ
)
= βijk (39)
where σij are the components of the non-classical cauchy stress tensor, and βijk are the com-
ponents of the higher-order stress tensor. So the weak form of mechanical equilibrium is given
by: ∫
Ω
(σijwi,j + βijkwi,jk) dv −
∫
ΓTi
witi ds−
∫
ΓMi
DwiMi ds−
∫
ΥLi
wili dc = 0 (40)
Now we proceed to derive the strong form of the problem. Applying integration by parts to
Equation (40) we obtain,
−
∫
Ω
σij,jwi dv −
∫
Ω
βijk,kwi,j dv +
∫
Γ
σijwinj ds+
∫
Γ
βijkwi,jnk ds
−
∫
ΓTi
witi ds−
∫
ΓMi
Dwimi ds−
∫
ΥLi
wili dc = 0 (41)
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Applying integration by parts again, but only on the second volume integral, yields,
−
∫
Ω
σij,jwi dv +
∫
Ω
βijk,jkwi dv −
∫
Γ
βijk,kwinj ds︸ ︷︷ ︸
Integral A
+
∫
Γ
σijwinj ds+
∫
Γ
βijkwi,jnk ds︸ ︷︷ ︸
Integral B
−
∫
ΓTi
witi ds−
∫
ΓMi
Dwimi ds−
∫
ΥLi
wili dc = 0 (42)
Expanding the term labelled as Integral A by repeated use of Equation (32),∫
Γ
βijk,kwinj ds =
∫
Γ
(βijk,lδlk)winj ds
=
∫
Γ
(Dβijknl +Dlβijk) δlknjwi ds
=
∫
Γ
(Dβijknknj +Dkβijknj)wi ds. (43)
Likewise expanding the term labelled as Integral B:∫
Γ
βijkwi,jnk ds =
∫
Γ
(Dwinj +Djwi)βijknk ds
=
∫
Γ
Dwiβijknjnk ds+
∫
Γ
Djwiβijknk ds︸ ︷︷ ︸
Integral C
. (44)
The term labelled as Integral C yields,∫
Γ
Djwiβijknk ds =
∫
Γ
Dj (wiβijknk) ds−
∫
Γ
wiDj (βijknk) ds
=
∫
Γ
Dj (wiβijknk) ds︸ ︷︷ ︸
Integral D
−
∫
Γ
wi (Dj (Bijk)nk + βijkDjnk) ds. (45)
Using the integral identity
∫
Γ
Dif....nj ds =
∫
Γ
(bkkninj − bij)f.... ds+
∫
Υ
JnΓi njf....K dl (Toupin,
1962), where bij = −Dinj = −Djni are components of the second fundamental form of the
smooth parts of the boundary, and nΓ = ξ × n, where ξ is the unit tangent to the curve Υ,
Integral D gives,∫
Γ
Dj (wiβijknk) ds =
∫
Γ
(bllnjnk − bjk)wiβijk ds+
∫
Υ
JnΓj nkwiβijkK dl (46)
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Collecting terms from Equations (42–46),
−
∫
Ω
wi (σij,j − βijk,jk) dv
+
∫
Γ
wi
(
σijnj −Dβijknknj − 2Dj(βijk)nk − βijkDjnk + (bllnjnk − bjk)βijk
)
ds
+
∫
Γ
Dwiβijknjnk ds
+
∫
Υ
wiJnΓj nkβijkK dl
−
∫
ΓTi
witi ds−
∫
ΓMi
Dwimi ds−
∫
ΥLi
wili dc = 0 (47)
Standard variational arguments, including the invocation of homogeneous boundary condi-
tions on wi on Γ
u
i ∪Υli and Dwi on Γm0 , then lead to the strong form of mechanical equilibrium
for a material of grade two in the current configuration:
σij,j − βijk,jk = 0 in Ω
ui = u¯i on Γ
u
i
σijnj −Dβijknknj − 2Dj(βijk)nk − βijkDjnk + (bllnjnk − bjk)βijk = ti on ΓTi
Dui = m¯i on Γ
m
i
βijknjnk = mi on Γ
M
i
ui = l¯i on Υ
l
iJnΓj nkβijkK = li on ΥLi
Γ = Γui ∪ ΓTi , Γ = Γmi ∪ ΓMi , Υ = Υli ∪ΥLi
(48)
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