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Abstract
Recently, many works attempt to model texts
as graph structure and introduce graph neural
networks to deal with it on many NLP tasks.
In this paper, we investigate whether graph
structure is necessary for multi-hop reasoning
tasks and what role it plays. Our analysis is
centered on HotpotQA. We use the state-of-
the-art published model, Dynamically Fused
Graph Network (DFGN), as our baseline. By
directly modifying the pre-trained model, our
baseline model gains a large improvement and
significantly surpass both published and un-
published works. Ablation experiments estab-
lished that, with the proper use of pre-trained
models, graph structure may not be necessary
for multi-hop reasoning. We point out that
both the graph structure and the adjacency
matrix are task-related prior knowledge, and
graph-attention can be considered as a special
case of self-attention. Experiments demon-
strate that graph-attention or the entire graph
structure can be replaced by self-attention or
Transformers, and achieve similar results to
the previous state-of-the-art model achieved.
1 Introduction
Different from one-hop question answering, where
the answer can be derived from a single sentence in
a single paragraph, more and more studies focus on
multi-hop reasoning across multiple documents or
paragraphs (Welbl et al., 2018; Talmor and Berant,
2018; Yang et al., 2018). To solve this problem,
the majority of existing studies constructed a graph
structure according to co-occurrence relations of
entities that scattered across multiple sentences or
paragraphs. Dhingra et al. (2018) and Song et al.
(2018) designed a DAG-styled recurrent layer to
model the relations between entities. De Cao et al.
(2019) first used GCN (Kipf and Welling, 2017)
to tackle entity graph. Qiu et al. (2019) proposed
a dynamic entity graph for span-based multi-hop
reasoning tasks. Tu et al. (2019b) extended the en-
tity graph to a heterogeneous graph by introducing
document nodes and query nodes.
Previous works argue that a fancy graph struc-
ture is a vital part of their models and demonstrate
that by ablation experiments. However, in experi-
ments, we find when we use the pre-trained models
in the fine-tuning approach, removing entire graph
structure may not hurt the final results. Therefore,
in this paper, we aimed to answer the following
question: How much does graph structure con-
tribute to multi-hop reasoning?
To answer the question above, we choose the
widely used multi-hop reasoning benchmark, Hot-
potQA (Yang et al., 2018), as our testbed. We fine-
tune the pre-trained model in DFGN and achieve
state-of-the-art performance on HotpotQA leader-
board.
In the subsequent ablation experiments, we find
that the graph structure can play an important role
only when the pre-trained models are used in a
feature-based manner. While the pre-trained mod-
els are used in the fine-tuning approach, the graph
structure may not be helpful.
To explain the results of experiments, we point
out that graph-attention (Velicˇkovic´ et al., 2018)
is a special case of self-attention. The adjacency
matrix based on manually defined rules and the
graph structure can be regarded as prior knowl-
edge, which could be learned by self-attention or
Transformer (Vaswani et al., 2017). We design the
experiments to show when we model text as an en-
tity graph, both graph-attention and self-attention
can achieve comparable results. When we treat
texts as a sequence structure, only a 2-layer Trans-
former could achieve similar results as DFGN.
Although our experiments are performed on a
multi-hop reasoning task, the conclusions of this
paper may also apply to some models with graph
structure on other NLP tasks.
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Model
Joint
EM F1
Baseline (Yang et al., 2018) 10.83 40.16
QFE (Nishida et al., 2019) 34.63 59.61
DFGN (Qiu et al., 2019) 33.62 59.82
SAE (Tu et al., 2019a) 38.81 64.96
TAP2 (Glass et al., 2019) 39.77 69.12
EPS+BERT 42.47 70.48
HGN (Fang et al., 2019) 43.57 71.03
Our Model 44.67 72.73
Table 1: Results on the test set of HotpotQA in the
Distractor setting.
2 The Approach
We use the open-source implementation of DFGN1
(Qiu et al., 2019), the published state-of-the-art
model. We modify the use of the pre-trained model
and the retriever model.
2.1 Model Description
Retriever. We use the RoBERTa-large (Liu et al.,
2019) to calculate the relevant score between the
query and each document in an example. We filter
the document whose relevant score is less than 0.1,
and the maximum number of selected documents is
3. Selected documents are concatenated as context
and fed into the encoding layer.
Encoding Layer. We concatenate the query Q
and context C and feed the sequence into another
RoBERTa model. The results are further fed into
a bi-attention layer (Seo et al., 2016) to obtain the
representations from the encoding layer.
Graph Fusion Block. Given context representa-
tions Ct−1 at hop t − 1, the tokens representa-
tions are passed into a mean-max pooling layer to
get nodes representations in entity graph Ht−1 ∈
R2d×N , where N is the number of entity. After
that, a graph-attention layer is applied to update
nodes representations in the entity graph:
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where Ni is the set of neighbors of node i. We
follow the same Graph2Doc module as Qiu et al.
1https://github.com/woshiyyya/DFGN-pytorch
(2019) to transform the nodes representations into
the tokens representations. Besides, there are sev-
eral extra modules in the graph fusion block, in-
cluding query-entity attention, query update mech-
anism, and weak supervision.
Prediction Layer. We follow the same cascade
structure as Qiu et al. (2019) to predict supporting
sentences, the start/end position of the answer, and
the answer-type.
2.2 Model Results
In Table 1, we show the performance comparison
with different models on the blind test set of Hot-
potQA. Our baseline model outperforms both pub-
lished and unpublished works on each metric.
3 Graph Structure May Not Be
Necessary
In order to analyze how much the graph structure
contribute to the entire model, we perform a set of
ablation experiments. We remove the whole graph
fusion block, and the outputs of the pre-trained
model are directly fed into the prediction layer.
By the reason that the main difference between
our baseline model and DFGN is that we use a
large pre-trained model in the fine-tuning approach
instead of the feature-based approach, we perform
the experiments in two different settings.
The results are shown in Table 2. By using
the fine-tuning approach, model with and without
graph fusion block can reach equal results. When
we fix parameters of the pre-trained model, the per-
formance significantly degrades by 9% for EM and
10% for F1. If we further remove graph fusion
block, both EM and F1 drop 4%.
Taken together, only when pre-trained models
are used in the feature-based approach, graph neu-
ral networks can play an important role. Neverthe-
less, if pre-trained models are used as a fine-tuning
approach, which is a common practice, graph struc-
ture does not contribute to the final results. In other
words, the graph structure may not be necessary
for multi-hop reasoning.
4 Understanding Graph Structure
Experimental results in Section 3 imply that self-
attention or Transformer may have superiority in
multi-hop reasoning tasks. To understand this, in
this section, we will first discuss the connection
between graph structure, graph-attention, and self-
attention. We then evaluate the effect of replacing
E1
E2
E3
E4
Degeneration
E1
E2
E3
E4
Supporting Fact 1:
The 2016 presidential campaingn of Rand Paul, 
the junior United States Senator from Kentucky, 
was announced on April 7, 2015 at an event at 
the Galt House in Louisville, Kentucky.
Supporting Fact 2:
The Galt House is the city's only hotel on the
Ohio River.
Question:
The Ran Paul presidential campaign, 2016 event
was held at a hotel on what river?
Answer:
Ohio River Degeneration
Figure 1: Entities in raw texts are modeled as an entity graph and handled by graph attention networks. When the
entity graph are fully connected, a graph-attention layer will degenerate into a vanilla self-attention layer.
Setting Joint EM Joint F1
Baseline (Fine-tuning) 45.91 73.93
w/o Graph 45.98 73.78
Baseline (Feature-based) 36.45 63.75
w/o Graph 32.26 59.76
Table 2: Ablation of graph structure under different
settings.
graph-attention or graph structure by self-attention
or Transformer.
4.1 Graph Attention Versus Self Attention
The key to solve the multi-hop reasoning problems
is to find the corresponding entity in the original
text through the query. Then one or more reason-
ing paths are constructed from these start entities
toward other identical or co-occurring entities. As
shown in Figure 1, previous works usually extract
entities from multiple paragraphs and model these
entities as an entity graph. The adjacency matrix
is constructed by manually defined rules, which
usually the co-occurrence relationship of entities.
From this point of view, both the graph structure
and the adjacency matrix can be regarded as task-
related prior knowledge. The entity graph structure
determines that the model can only do reasoning
based on entities, and the adjacency matrix assists
the model to ignore non-adjacent nodes in a hop.
However, it is probably that the model without any
prior knowledge can still learn the entity-entity at-
tention paradigm.
In addition, considering Eq.1-3, it is easy to
find that graph-attention has a similar form as self-
attention. In this paper, we consider that the graph-
attention as a special case of self-attention. In for-
ward propagation, each node in the entity graph
calculates attention scores with other connected
nodes. As shown in Figure 1, graph-attention will
degenerate into a vanilla self-attention layer when
the nodes in the graph are fully connected.
4.2 Experimental Setup
According to discussion above, we aimed to evalu-
ate whether the graph structure with an adjacency
matrix is superior to self-attention.
To this end, we use the model described in Sec-
tion 2 as our baseline model. The pre-trained model
in the baseline model is used in the feature-based
approach. Several different modules are added be-
tween the encoding layer and the prediction layer.
Model With Graph Structure. We apply graph-
attention or self-attention on the entity graph and
compare the difference in the final results. Each en-
tity representation is obtained from a mean-pooling
layer and fed into a self-attention layer or graph-
attention layer. In order to make a fair comparison,
we choose the self-attention that has the same form
with graph-attention. The main difference is that
the self-attention does not keep an adjacency ma-
trix as prior knowledge and the entities in the graph
are fully connected. At each time step, we use
Graph2Doc module to transform entities represen-
tation into tokens representation. Moreover, we
define that the density of a binary matrix is the
percentage of ‘1’ in it. We sort each example in de-
velopment set by the density of its adjacency matrix
and divide them by different quantiles. We evaluate
how different density of the adjacency matrix affect
the final results.
Model Without Graph Structure. In this experi-
ments, we verify whether the whole graph structure
Quantile 0.2 0.4 0.6 0.8 1.0 avg
Density 18.7 23.6 29.0 36.8 100 28.8
Table 3: The density of the adjacency matrix at differ-
ent quantiles.
can be replaced by Transformers. We directly feed
the context representations from the encoding layer
into the Transformers. Moreover, we also explored
how adding an adjacency matrix as the mask matrix
to the transformers affects the final results. Since
the adjacency matrix cannot be directly applied
in sequence structure, we construct a mask matrix
to restrict the model can only attend from the to-
kens of one entity to the tokens of other entities
connected to it.
In all experiments, the number of layers of dif-
ferent modules is two, and the hidden dimensions
are set to 300 with an initial learning rate of 2e-4.
4.3 Experimental Results
The results of the experiments are shown in Table
4. Compared with the baseline, the model with the
graph fusion block obtains a significant advantage.
We add the entity graph with self-attention to the
baseline model, and the final results significantly
improved. Compared with self-attention, graph-
attention does not show clear advantage. The den-
sity of examples at different quantile are shown
in Table 3, the adjacency matrix in multi-hop rea-
soning task is relatively dense, which may cause
that graph-attention can not make a significant dif-
ference. The results of graph-attention and self-
attention in the different intervals of density are
shown in Figure 2. Despite the different density of
the adjacency matrix, graph-attention consistently
achieves similar results as self-attention. This signi-
fies that self-attention can learn to ignore irrelevant
entities. Besides, examples with a more dense ad-
jacency matrix are simpler for both graph-attention
and self-attention, this probably because these ad-
jacency matrices are constructed from shorter doc-
uments.
The Transformer shows a powerful reasoning
ability. Only stacking two layers of the Transformer
can achieve comparable results as the sophisticated
DFGN. Adding the adjacency matrix as a mask
matrix in the Transformer will cause the results to
drop significantly. We consider the reason is that
the Transformer has the capacity to learn the pattern
of attention from one entity to another. Restricting
Setting Joint EM Joint F1
Baseline 32.26 59.76
+ Graph Fusion Block 36.45 63.75
+ Self Attention 35.41 61.77
+ Graph Attention 35.79 61.91
+ Transformer 36.23 63.82
+ Masked Transformer 35.19 62.48
Table 4: Performance comparison in terms of joint EM
and F1 scores under different module settings.
0.2 0.4 0.6 0.8 1.0
27.5
30.0
32.5
35.0
37.5
40.0
42.5
45.0
EM
Graph Attention
Self Attention
0.2 0.4 0.6 0.8 1.0
56
58
60
62
64
66
F1
Graph Attention
Self Attention
Figure 2: Results of graph-attention and self-attention
on examples with different density of the adjacency ma-
trix.
the model through the mask matrix can only attend
that the positions of entities will cause the informa-
tion contained in other positions of non-entities to
be lost.
5 Conclusions
This study set out to investigate whether graph
structure is necessary for multi-hop reasoning tasks
and what role it plays. We established that with
the proper use of pre-trained models, graph struc-
ture may not be necessary for multi-hop reasoning.
In addition, we point out that the adjacency ma-
trix and graph structure can be regarded as some
kind of task-related prior knowledge. We find both
graph-attention and graph structure can be replaced
by self-attention or Transformer.
Our results suggest that the ablation experiments
of future works should be done under the circum-
stance that parameters of the pre-trained model are
trainable, or should compare directly with the re-
sults of the plain pre-trained model on the same
task. Future works introducing graph structure into
NLP tasks should explain the necessity and the
differences from widely used modules such as self-
attention or Transformer.
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