Abstract-Motor fluctuations are a major focus of clinical managements in patients with mid-stage and advance Parkinson's disease (PD). In this paper, we develop a new patientspecific algorithm that can classify those fluctuations during a variety of activities. We extract a set of temporal and spectral features from the ambulatory signals and then introduce a semisupervised classification algorithm based on K-means and selforganizing tree map clustering methods. Two different types of cluster labeling are introduced: hard and fuzzy labeling. The developed algorithm is evaluated on a dataset from triaxial gyroscope sensors for 12 PD patients. The average result of using K-means and fuzzy labeling on the trunk and the more affected leg sensors' readings was 75.96%, 70.57%, and 86.93% for accuracy, sensitivity, and specificity, respectively. The accuracy for individual patients varied from 99.95% to 42.53%, which was correlated with dyskinesia severity and the improvement of the PD symptoms with medication.
I. INTRODUCTION
Parkinson's disease (PD) is a chronic progressive neurological disorder that leads to motor impairments including tremor, rigidity, and reduction in the speed and quantity of spontaneous purposeful movements (bradykinesia and akinesia, respectively). The most potent and effective treatment for motor symptoms is levodopa, which is converted to dopamine, the neurotransmitter that is lost with progressive degeneration of the substantia nigra. With prolonged treatment, the majority of patients develop motor fluctuations, in which benefit from levodopa wears off between doses, with re-emergence of bradykinesia and tremor (referred to as OFF medication state), and may cause abnormal involuntary movements (dyskinesias) at peak dose effect [1] when tremor and bradykinesia are relatively improved (referred to as ON state). Motor fluctuations are a major focus of clinical management in patients with mid-stage and advanced disease.
A variety of assessment methods are used to evaluate response to therapeutic interventions for motor fluctuations. The Unified Parkinson Disease Rating Scale (UPDRS) includes both objective clinical exam as well as historical information, including side effects of therapy such as motor fluctuations (e.g. percentage of the day spent OFF or ON with dyskinesias). However, for a patient with motor fluctuations, a single clinical exam is not sufficient to evaluate the spectrum of motor impairment that a patient may experience over the course of a typical day. Evaluations for invasive 1 bghoraani@ieee.org treatments such as deep brain stimulation (DBS) surgery typically require repeated examinations before and after onset of medication benefit. Another commonly used assessment tool for patients with motor fluctuations is the motor diary, in which patients log their motor status (OFF, e.g. ON without troublesome dyskinesia, ON with troublesome dyskinesia) every thirty minutes while awake. Motor diaries pose significant burden to patients and are typically used in clinical trials rather than for routine clinical care.
The wide availability of wearable inertial sensors (accelerometers and gyroscopes) has led to active interest in developing tools for tracking patient's motor fluctuations more comprehensively, accurately, and with less burden on clinicians and patients. There are a variety of approaches in the published literature that are applied to classify medication treatment status (ON versus OFF) [2] - [6] . They use accelerometer sensors that are worn on different parts of the body (wrist [2] , leg [2] , [3] and trunk [3] - [6] ), with a variety of methods for signal segmentation, features extraction, and classification (linear discriminant (threshold-based) [2] - [5] , and Support Vector Machine (SVM) [6] ). Some of these approaches achieve accuracy about 70% [2] , [6] , whereas others achieve accuracy of over 90%, but only when patients' activities are constrained [3] - [5] . For example, [3] excludes periods of walking to minimize misclassification, also [4] and [5] limit the analysis to period of walking or non-walking. Therefore, algorithms that can accurately classify medication status during the variety of activities that people routinely carry out in their daily lives have thus far been elusive.
In addition, all approaches to date have involved classification algorithms that are trained using data from a group of well-characterized patients, and then generalized to individual patients for testing. Accuracy is likely impacted by the significant variability between patients with respect to somatotopy (which body parts are impaired), phenomenology (which of the different motor impairments are present), and severity (e.g. one patient's best movement speed may correspond to a less advanced patient's worst movement speed). In this paper, we develop a novel patient-specific classification approach to perform activity independent classification without constraining patients' activities.
II. MATERIALS AND METHODS

A. Dataset
The data in this paper was obtained under a protocol [7] , which was designed to monitor PD motor impairments in OFF and ON medication states during a variety of activities. Small sensors containing triaxial accelerometers and gyroscopes were attached to the trunk (base of the neck) and the wrist and ankle on the side more affected by PD motor impairment. Fifteen subjects with motor fluctuations (age 42-77; disease duration 3.5-17 years; 9 male, 6 female) were enrolled. Data were recorded while subjects performed 7 activities (drinking from a cup, walking, unpacking groceries, sitting still with arms resting in the lap, cutting food, dressing, and hair brushing) for 30-60 seconds each. The lab session was scheduled when the subject was due for a dose of medication on a typical schedule (dosing interval 1-5 hours). A round of tasks was recorded right before and then 1, 2, and 3 hours after the usual prescribed dose of levodopa (50-350mg). Each round was categorized as OFF or ON based on clinical examination at the time of the recordings. Three subjects were excluded from this analysis because the typical end-of-dose OFF state was not achieved for the first round of recordings. Tasks were video recorded and dyskinesias were scored by blinded raters using modified Abnormal Involuntary Movements Scale (mAIMS).
B. Filtering and Segmentation
The gyroscope is chosen over accelerometer because in general it is less affected by vibration and mechanical noise. Also, gyroscope is sensitive to limb rotation, which will be used to detect PD symptoms such as tremor. Each axis of the recorded signals is filtered using bandpass FIR filter with 3dB cutoff frequency between (0.5-15Hz) to reduce noise. After that, the filtered signals are segmented into 5-second windows with 4-second overlap between the windows for further analysis.
C. Feature Extraction
The following features are extracted from each window ({W i } i=1:N W , where N W is the number of windows) such that they can differentiate between dyskinesia and bradykinesia in ON and OFF medication states (MS), respectively. 1) Average jerk is calculated as the mean of the first derivative of each window to represent the rate of change in the angular velocity. 2) Signal power 1-4Hz [5] .
3) Standard Deviation [6] , [8] :
is the number of samples in each window, and µ Wi is the window mean. 4) Entropy [9] finds the complexity and randomness in the signal and is defined as follows:
where B is 150 histogram bins which is found to be effective in this work, and p bi is the bin probability for window i. 5) Gini Index also finds moving complexity in a given window and is calculated using the following equation:
6) Correlation coefficient is calculated using:
where W f i and W s i are the first and second half of each window, respectively, and cov is the covariance. An additional feature is extracted for dyskinesia as follows: 7) Signal power 1-15Hz. An additional feature is extracted for bradykinesia as follows: 8) Peak-to-peak is the difference between the means of maximum and minimum 20 samples in each window. The following features are extracted for tremor as follows: 9) Signal power 4-6Hz. 10) Percentage of the powers of peak frequencies > 4Hz is calculated after taking the FFT for each window [3] . The log of the absolute value of each feature vector ( f v) is used as the final f v in order to reduce the dominance of the features with high numerical values during the classification stage. In addition, Wilcoxon rank sum or unpaired t-test statistical hypothesis tests are performed based on the feature normality check result and only the significant features (p value < 0.01) were included in the analysis. As a result, a total of 54 features were extracted for each 5-second window.
D. Training 1) Clustering: Two clustering methods are employed in this study to obtain K clusters (C) as explained below: a) K-means Algorithm: K-means is a well-known iterative clustering algorithm that assigns n feature vectors ({ f v i } i=1:N W ) to K pre-defined number of clusters ({C k } k=1:K ) with K centroids ({ C k } k=1:K ). b) Self-organizing Tree Map (SOTM): SOTM is a tree structured neural network in which competitive learning is implemented. The tree starts by adding a root node for the first random feature vector and then it grows by adding new nodes for the f v's that show dissimilarity to the closest node. Node creation is governed by dynamic hierarchical control function H(r) that decays with each iteration (r) to explore different level of similarity between the f v's for each node. The exponential H(r) is represented by [10] :
where H(0) is the sum of the ranges of all the features, and τ H = 2 * N W . In addition, the weights in each node are adjusted using a learning rate α(r) that decays with each iteration till the weights' convergence. The SOTM process can be explained as follows [10] : 1) Initialize the root node weights w 1 (r) with randomly selected f v(r), and set the number of nodes (K) to 1. 2) Take another f v(r) and find the closest node (k * ) based on the minimum Euclidean distance (d k * ):
3) If d k * less than or equal to H(r), then update the node k * weights using the following equation:
else K = K + 1, spawn a child node to k * and initialize its weights (w K (r)) from the given f v(r). 4) Check the following conditions if any is true, then stop the algorithm and output { w k } k=1:K as the clusters' centroids ({ C k } k=1:K ), else repeat from step 2: a) Maximum number of iteration (M axItr) or clusters is reached. M axItr equals maximum number of epoch multiplied by N W . b) The tree structure does not change significantly.
2) Labeling:
The clustering is performed on the entire training data, hence there are no ON or OFF medication state (M S) labels that are assigned to the K clusters (C), which are obtained from the previous stage. Therefore, two labeling approaches are applied denoted as hard and fuzzy labeling [11] . Both methods start with the following steps: 1) Each f v is assigned to the closest cluster (CC f v ) based on the minimum Euclidean distance to each C k to form cluster per window array ({C Wi } i=1:N W ) : 
where N C k W is the number of windows in C k .
3) The strength factor for each cluster is calculated as a measure of each cluster's significance in discriminating between ON and OFF MS:
where GP
M S k
is the percentage of the OFF or ON windows in each cluster to all OFF or ON windows which is defined as:
where N M S W is the number of windows for each M S. Only hard labeling continues with the following step: 4) Each cluster is assigned to the ON or OFF M S to form Cluster-Medication State array (CM S K X 1 ) using the equation: does not represent the medication state for each 5-second window because of the overlap between the windows. 3) A W is transferred to its equivalent assessment per sample ({A Si } i=1:N S , Where N S is the total number of samples in the testing dataset) by repeating each window for 5*f s times, and then taking the majority vote for each of the shared samples between the multiple windows. 4) A moving median filter is applied with 40-second width and one sample step as a majority vote filter that will smooth A S . 5) The classification certainty per window is calculated as follows:
, each window in ClsC W is repeated and median filter is applied, the same as the previous steps (3 and 4) . Fuzzy labeling approach continues with the following steps: 2) C W is transferred to its equivalent cluster per sample ({C Si } i=1:N S ) by repeating each window for 5*f s times, and then taking the cluster with the maximum SF for each of the shared samples between multiple windows. 3) Two arrays that define the probability of M S per sample (P
OF F S
, and P ON S ) are calculated by assigning each sample in C S using the following equation:
4) A moving average filter is applied with 40-second width and one sample step for both arrays. This filter will find the average P
M S S
for each period and assign it to the sample located at the center of the filter. 5) A S is determined as follows:
6) ClsC S is calculated as follows:
The results of both methods are the classification array (A S ) and the classification certainty (ClsC S ).
III. RESULT AND DISCUSSIONS
Two rounds, one for each M S, from (Ambulation, drinking, arm resting and dressing) were used to train the algorithm for each patient individually, whereas, all the dataset from the same patient were used for testing using the following methods: K-means clustering with fuzzy labeling (Km F ), K-means clustering with hard labeling (Km H ), Fig. 1 . The assessment A S (1 OFF, 2 ON) with the certainty ClsC (continuous red line) for each round for patient 14 using Km F . The activities are 1=ambulation, 2=arms resting, 3=cutting, 4=dressing, 5=drinking, 6=unpacking groceries, 7=hair brush with left hand, and 8=hair brush with right hand.
SOTM with fuzzy labeling (SOT M F ), and SOTM with hard labeling (SOT M H ). Table I shows accuracy, sensitivity, and specificity of the methods using wrist, trunk, and leg sensors, as well as the results after excluding the wrist sensor. Three comparisons can be excluded from this table. First, the resulted accuracy from using fuzzy labeling without the wrist sensor is slightly higher than the accuracy using the three sensors, and vice versa when hard labeling was employed. This means the wrist sensor did not add informative readings which agrees with the study of [3] in low accuracy results from the wrist sensor. This is because hands are the center for most activities and the patterns of P D symptoms can be easily hidden under the routine activities. In addition, it means that hard labeling improves the permanence with respect to the fuzzy labeling; however, fuzzy labeling performed better when using only two sensors and gave a higher accuracy than the work presented in [6] . Second, the specificity is 86.93%, which is higher than the sensitivity. This means that detecting symptoms related with the OFF state is higher than detecting the normal state or dyskinesia. Third, it can be seen that K-means clustering offers a higher sensitivity, while SOTM results in a better specificity. Fig. 1 shows an example of the results that the developed algorithm provides to a clinician. The classification array (A S ) and the classification certainty (ClsC S ) for the four rounds for patient 14 using Km F are shown in this figure. ClsC S can help to identify the cases that the classification is more reliable v.s. the unreliable ones. For instance, it shows values less than 50% for activities 7 and 8 at the end of round 0 and 3, which means the classification result in this interval is not highly significance and can be excluded from the analysis if the clinician decides so.
As shown in Fig. 2 , the patients with higher classification accuracy are related to those with a greater improvement in tremor and bradykinesia from medication OFF to ON stage. The lowest accuracies are for patients 6 and 10 , which had low OFF UPDRS score and minimal dyskinesias. Overall, the result is promising due to the fact that most activities in our dataset are periodic and can easily be misclassified.
IV. CONCLUSION
In this paper, we developed a semi-supervised clustering approach to automatically assess the ON and OFF medication states of patients with Parkinson's disease. This method is based on using two sensors mounted on trunk and moreaffected leg. In addition, we developed activity independent features from the sensors readings to make the algorithm generalizable to different daily life activities. For the future work, our next step is to extract new features to differentiate between ON and OFF medication states for patients with lower improvement in tremor and bradykinesia scores with medication and mild dyskinesias.
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