We propose a nonparametric procedure for detecting and dating multiple change points in the correlation matrix of a sequence of random variables. The procedure is based on a test for changes in correlation matrices at an unknown point in time recently proposed by Wied (2014) . Although the procedure requires constant expectations and variances, only mild assumptions on the serial dependence structure are assumed. We show the validity of the procedure including the convergence rate of the change point estimators. Moreover, we illustrate its performance in finite samples by means of a simulation study and the analysis of a real data example with financial returns. These examples show that the proposed algorithm has large power in finite samples.
Introduction
The detection of change points in sequences of random variables is an important problem with a wide range of applications. Briefly, the problem can be stated as follows: a sequence of random variables has a set of characteristics, such as the mean and/or the variance, that follow a piecewise constant structure. Then, we want to detect the number of times that the characteristics change from a set of values to another and the location of the changes. Additionally, we want to estimate the characteristics in each constant period. The piecewise constant structure can then be taken into account to construct an appropriate model that can be used, for instance, to forecast future values of the sequence. Many different strategies have been proposed to solve specific change point problems, such as penalized likelihood methods or binary segmentation procedures, among others. Although the literature on change point detection is vast, two recent and complete references on the topic can be found in Aue and Horváth (2013) and Jandhyala et al. (2013) .
In particular, binary segmentation is one of the most flexible methodologies for change point detection. The idea of the procedure is the following: first, search for a single change point in the whole sequence using, for instance, a likelihood ratio or a cumulative sum (CUSUM) statistic. If a change point is detected, then the sequence is split in two subsequences that are used to search for new change points. This procedure was first proposed by Vostrikova (1981) and posteriorly implemented in various problems by Inclán and Tiao (1994) , Bai (1997) , Bai and Perron (1998) , Andreou and Ghysels (2002) , Gooijer (2006) , Galeano (2007) and Galeano and Tsay (2010) , among many others. See also Fryzlewicz and Rao (2014) and Fryzlewicz (2014) for two recent references on binary segmentation.
Change point problems have been mainly focused on changes in the mean and/or the variance of univariate sequences and in the mean and/or the covariance matrix of multivariate sequences. However, the case of changes in the correlation between sequences of multiple random variables has not been extensively analyzed. In particular, Wied et al. 2 (2012) propose a nonparametric CUSUM statistic to formally test if correlations between two random variables remain constant over time. This approach allows the practitioner to determinate if there is a change or not but he cannot determine where a possible change occurs or how many changes there are. Wied et al. (2012) fill this gap by proposing an algorithm based on the correlation constancy test to estimate both the number and the timing of possible change points. However, the previous papers only consider bivariate correlations that restricts the applicability of these procedures when more than two variables are of interest. For instance, in portfolio management, typically the interest is in more than two assets and constancy of the whole correlation matrix is of interest. Recently, Wied (2014) has proposed a CUSUM statistic that extends the methodology from the test proposed by Wied et al. (2012) to higher dimensions, but keeping its nonparametric and model-free approach. Wied (2014) show that the matrix-based test outperforms a method based on performing several pairwise tests and to use a level correction like Bonferroni-Holm in some situations. Moreover, Berens et al. (2013) show that the test is useful for Value at Risk (VaR) forecasting.
The main aim of this paper is to propose a nonparametric procedure for detecting and dating multiple change points in the correlation matrix of sequences of random variables based on the test proposed by Wied (2014) . The proposed procedure is a binary segmentation type procedure with a refinement step to avoid the presence of false change points due to multiple testing. The method is an extension of the method proposed by Galeano and Wied (2013) for detecting multiple change points in the correlation between two random variables. The procedure proceeds as follows: first, we determine the "dominating" change point and decide if this point is statistically significant. Then, we split the series in two parts and again test for possible change points in each part of the series. The procedure stops if we do not find any new change point any more. Finally, a refinement step is added to delete all possible false change points and to better estimate their location.
We analytically show that the proposed procedure gives the correct number of change points and that, assuming a finite number of change points, these are consistently esti-mated. In addition to that, we derive the convergence rate of the change point estimator.
Furthermore, we show that the algorithm gives good results in simulated samples and in an empirical application.
The rest of the paper is organized as follows. Section 2 introduces the proposed procedure for detecting multiple change points in the correlation matrix of a multivariate random variable. Section 3 derives the asymptotic properties of the procedure (in particular its validity). Sections 4 and 5 present some simulation studies and a real data application that show the good behavior of the procedure in finite settings. Finally, Section 6 provides some conclusions. All proofs are presented in the Appendix.
The procedure
In this section, we present the algorithm for detection of change points in the correlation matrix of a sequence of p-dimensional random vectors. First of all, we introduce some notation. Throughout the paper, X t = (X 1,t , X 2,t , . . . , X p,t ), t ∈ Z, denotes a sequence of p-variate random vectors on a probability space (Ω, A, P) with finite 4-th moments and (unconditional) correlation matrix R t = (ρ ij t ) 1≤i,j≤p , where
We call ||·|| r the L r -norm, where r > 0. Additionally, we write A ∼ (m, n) for a matrix A with m rows and n columns. We denote by → d and → p convergence in distribution and probability, respectively, of random variables or vectors. The convergence symbols as well as all moment operators like Var are used with respect to P if not denoted otherwisely.
Moreover, let ∨ and ∧ denote maximum and minimum, respectively.
Given an observed time series X 1 , . . . , X T , Wied (2014) proposed a statistic to test for the null hypothesis H 0 : R 1 = . . . = R T versus H 1 : ¬ H 0 . The statistic is given by:
where P k,1,
The bootstrap estimateÊ 1,T of E is computed as follows. First, we divide the observed 
,T is the sample correlation of the bootstrapped time series b = 1, . . . , B. Finally, the estimatorÊ 1,T is the empirical covariance matrix of these B vectors, i.e.,
To derive the limiting null distribution of (1) and to obtain local power results, Wied (2014) considered some additional assumptions that are also required for our latter developments. Similar as in Galeano and Wied (2013) , Assumption 1 is slightly extended by considering an arbitrary subinterval of [0, 1].
Assumption 1. For an arbitrary interval [l 1 , l 2 ] ⊆ [0, 1] with l 1 < l 2 ,
where D 1 is a finite and positive definite matrix.
Assumption 2. For some r > 2, the r-th absolute moments of the components of U t are uniformly bounded, that means, sup t∈Z E||U t || r < ∞.
Assumption 3. For r from Assumption 2, the vector (X 1,t , . . . , X p,t ) is L 2 -NED (near-
6 Assumption 4. (X 1,t , . . . , X p,t ), t ∈ Z, has constant expectation and variances, that means, E(X i,t ) and E(X 2 i,t ) > 0, for i = 1, . . . , p, do not depend on t.
Assumption 5. For T → ∞, l T → ∞ and l T ∼ T α for α ∈ (0, 1).
Assumptions 1, 2 and 3 concern moments and serial dependencies of the components of X t . In particular, Assumption 1 is a regularity condition which holds in many models, except perhaps the case of trending random variables. This situation is however not relevant, for instance, in the case of financial returns. Assumption 2 requires finite |4+γ|th moments of X t with γ > 0 arbitrary. Although this condition may be more critical, our simulation evidence shows that the proposed procedure still works in models not fulfilling this assumption (see Section 4 below). Assumption 3 is a very general serial dependence assumption which holds, for instance, in most relevant econometric models such as GARCH models under certain conditions (cf. Carrasco and Chen, 2002) . More precisely, Assumption 3 guarantees that the vector (X 2 1,t , . . . , X 2 p,t , X 1,t , . . . , X p,t , X 1,t X 2,t , X 1,t X 3,t , . . . , X p−1,t X p,t )
is L 2 -NED (near-epoch dependent) with size − 1 2 , cf. Davidson (1994) , p. 273. Assumption 4 is a stationarity condition which is in line with Aue et al. (2009) and that can be slightly relaxed to allow for some fluctuations in the first and second moments. However, we do not consider this situation for ease of exposition and because the procedure would remain exactly the same. Nevertheless, we investigate in our simulation study in Section 4, how the procedure behaves in finite samples in the presence of GARCH effects (volatility clustering). Finally, Assumption 5 is similar as in Calhoun (2013), Corollary 2, and guarantees that the block length becomes large but not too large compared to T .
Under H 0 and assumptions 1, 2, 3, 4 and 5, Corollary 1.b in Wied (2014) shows that the statistic A 1,T converges in distribution to the supremum of the sum of the absolute value of independent Brownian Bridges. More precisely, H 0 si rejected whenever A 1,T is larger
Quantiles of A can be easily estimated by Monte Carlo simulations by approximating the path of Brownian Bridges on fine grids, as seen in Section 4.
The proposed procedure sequentially employs the test statistic in (1) to estimate the timings and the number of multiple change points. In particular, we assume that there is a finite number of change points. However, the number, location and size of the change points are unknown. In Assumption 4 we assumed for easiness in exposition that expectations and variances are constant. Additionally, we assume that under the alternative hypothesis, we have a piecewise constant second-order cross moment matrix E (X t X t ). The formal assumption is:
Assumption 6. Under the alternative, expectations and variances of X 1,t , . . . , X p,t are constant and equal to finite numbers, µ i and σ 2 i , respectively, for i = 1, . . . , p, while the second-order cross moments matrix changes from
The function g(z), z ∈ [0, 1] is a step function with a finite number of steps , i.e. there is a partition 0 = z 0 < z 1 < . . . < z < z +1 = 1 and there are second cross moment level matrices a 0 , . . . , a such that
and g(1) = a l . The quantities , z 1 , . . . , z and a 0 , . . . , a do not depend on T .
The function g specifies the timing and the size of the changes in the correlation matrix.
Since this is a step function, we consider sudden changes in the correlation and do not consider smooth changes.
Next, we present the proposed procedure with the goal of estimating , z 1 , . . . , z and a 0 , . . . , a . The procedure is divided in four steps. The first and second steps of the algorithm are basically the steps taken by the usual binary segmentation algorithm. The idea of these steps is to isolate each change point in different time intervals by splitting the series into two parts once a change point is found. Then, the search of a new change point is repeated in both sections. These two steps are iterated until no more change points 8 are detected. The third step of the algorithm is a refinement step in which the detected change points are tested in subintervals containing a single change point. Additionally, this step allows to better estimate the true locations of the change points. The final step computes the correlation matrix in subintervals with constant (unconditional) correlation.
To establish the asymptotic results, it is better to present the procedure in terms of the estimator of the change point fraction. To that purpose, we rewrite the test statistic (1) as
, and estimate the timing of the break byẑ :
T P τ (z),1,T 1 . Note that we exclude the bootstrap estimator from the argmax estimator as it would disturb the information about the location of the change points given by the correlation differences. In fact, we will see later on that B 1,T (z)
converges to a function that essentially depends only on the function g. Here and in the following, we restrict the values z for which the argmax is calculated to multiples of 1/T . In case of multiple solutions, we choose the smallest one. Note that in the first step of the procedure, B 1,T (z) is calculated from all observations. In subsequent iterations if needed, we just consider the observations in the relevant part of the sample and call the corresponding "target function"
where
denotes the bootstrap estimate of E in (2) using data from η(l 1 ) to ξ(l 2 ) and
. Then the timing of break is estimated byẑ
Basically, this means that we always look for the time point at which the test statistic (4) (calculated from data in a particular interval) takes its maximum and divide by T .
Under the null hypothesis of no correlation change,Ê 1,T converges to a positively definite matrix with respect to the product measure P × which combines randomness from the data as well from the bootstrap (see the proof of Corollary 1.b in Wied, 2014) . So, it is reasonable to assume that the matrixÊ η(l 1 ),ξ(l 2 ) is invertible. It is unclear what happens with this matrix under fixed alternatives as considered below. However, in order to ensure consistency of the test statistic, we impose the convention thatÊ η(l 1 ),ξ(l 2 ) if not invertible is perturbed slightly such that it becomes invertible. This does not affect the asymptotic properties neither under the null hypothesis nor under alternatives. The only potential drawback is that there might be some overrejections in finite samples if p is large compared to T . Nevertheless, in the following, we always assume without loss of generality thatÊ −1/2 η(l 1 ),ξ(l 2 ) exists. Formally, the algorithm proceeds as follows:
1. Let X 1 , . . . , X T be the observed series. Obtain the test statistic A 1,T . There are two possibilities:
(a) If the test statistic is statistically significant, i.e., if A 1,T > c T,α , where c T,α is the asymptotic critical value for a given upper tail probability, then a change in the correlation matrix is announced. Let z 1 be the break point estimator from (5) and go to step 2.
(b) If the test statistic is not statistically significant, the algorithm stops, and no change points are detected.
2. Let z 1 , . . . , z be the change points in increasing order already found in previous
is the value of the statistic calculated from the data from η(z k−1 + 1 T ) to ξ(z k ), for k = 1, . . . , + 1, taking z 0 = 0 and z +1 = 1, then a new change point is detected at the point fraction at which the value A η(z kmax−1 + 1
is attained, where:
Repeat this step until no more change points are found.
3. Let (z 1 < . . . < z ) be the detected change points. If > 1, refine the estimates of the change point locations by calculating the statistic from the data from η(z k−1 + 1 T ) to ξ(z k+1 ), for k = 1, . . . , , where z 0 = 0 and z +1 = 1. If any of the change points is not statistically significant, delete it from the list, and repeat this step.
4. Finally, estimate the correlation matrix of X 1 , . . . , X T in each segment separately with the usual sample correlation matrix where individual correlations are computed using the Bravais-Pearson correlation coefficient.
As shown in Section 3, the proposed procedure consistently detects the true change points.
Steps 1 and 2 are, essentially, the steps taken by the usual binary segmentation procedure.
Step 3 is meant to refine the estimation of the change points as in this step the algorithm computes the value of the statistic in intervals only affected by the presence of a single change point, which is not guaranteed in step 2.
A key issue in applying the procedure to real data is the selection of the critical level used in the algorithm. A possibility is to use always the same critical value in each step of the procedure. However, the use of the same critical level in steps 2 and 3 may lead 11 to over-estimation of the number of change points, because the larger the number of detected change points, the larger the accumulation of type I errors. Although we later prove that we can consistently estimate the correct number of change points even if this is the selected strategy, in practice, we require that the type I errors used depend on the number of change points already detected by the algorithm. More precisely, let α 0 be the type I error for step 1. Then, we use the critical value c T,α k after detecting the k-th However, note that if the number of change points detected is large compared to the sample size, then a piecewise constant correlation matrix may not be a good description of the true correlation of the series.
Analytic results
As in Galeano and Wied (2013) , we assume that there are dominating change points (if any) in order to obtain analytic results.
Assumption 7. For any 0 ≤ l 1 < l 2 ≤ 1, the function
is either constant or has a unique maximum for a z ∈ [l 1 , l 2 ]. This is fulfilled for example if there is one dominating break in one component, whereas the correlations in the other components stay constant. The condition is also fulfilled if there is a dominating break in all components at the same time point.
Based on this assumption, we can show consistency of the estimator, validity of the algorithm (in the sense that the number of change points is detected correctly asymptotically) and a local power result. The ideas of the proofs are similar to those in Galeano and Wied (2013) and Wied (2014) , whereas we additionally have to ensure that the bootstrap variance estimatorÊ −1/2 η(l 1 ),ξ(l 2 ) is positively definite if there is a dominating change point between l 1 and l 2 .
Theorem 1. Let Assumptions 2, 3, 4, 6 and 7 be true and let there be at least one break point in a given interval [l 1 , l 2 ] ⊆ [0, 1] with l 1 < l 2 . Then the change point estimator (5) is consistent for the dominating change point.
Note that, for Theorem 1, we need not apply a functional central limit theorem so that we do not need Assumption 1. Moreover, as in Galeano and Wied (2013) , one could relax Assumption 2 by only assuming the existence of finite q-th moments for a q > 1. Finally, we do not need Assumption 5 on a block length as the bootstrap estimator is excluded from the argmax estimator.
In addition to a consistency result, a statistician is also interested in the convergence rate of the change point estimator. Such a result is given in Theorem 2.
Theorem 2. Let the assumptions from Theorem 1 be true. Then, for every i = 1, . . . , and > 0, there is a M > 0 such that
Interestingly, the convergence rate is not √ T , which would hold within e.g. the central limit theorem. This is true despite the fact that the change point estimator is based on the argmax which is also true for the usual maximum likelihood estimator. An intuition behind this can be obtained in a simple bivariate model with independent, bivariately normally distributed random variables and one change point in which the change point fraction z is the only parameter. The likelihood in this model is given by
where f 1,i and f 2,i are the densities of (X i , Y i ) before and after the break, respectively.
Here, one directly sees that the likelihood is not differentiable in the change point such that standard regularity conditions for a √ T -asymptotic do not hold.
The preceding theorem is of potential own interest, but is also needed in order to ensure that the asymptotic behavior of the test statistic calculated from τ (ẑ i ) to τ (ẑ i+1 ) is similar to that calculated from τ (z i ) to τ (z i+1 ). This will be important in the proof of Theorem 3, especially for the fact that the number of change points is not overestimated asympotically. In fact, one also needs such a condition in the proof of Theorem 2 in Galeano and Wied (2013) (although it is not explicitly stated there).
While the convergence results above are important, our main interest lies in consistently estimating the number of change points. For this, we need the assumptions for applying a functional central limit theorem and an additional assumption on the critical values.
Assumption 8. The critical values c T,α k used in the algorithm obey the condition Finally, in this section, we want to address the case in which the correlation shifts tend to zero with rate 1 √ T as the sample size increases such that in Assumption 6 we replace
In this setting, Wied (2014) provides local power results (compare his Corollary 2). We do not have consistency to the true break point any more, but the change point estimator converges to a non-degenerated random variable as the next theorem shows. 
and 7 be true and let there be at least one break point in a given interval [l 1 , l 2 ] ⊆ [0, 1] with l 1 < l 2 . Then it holds for the change point estimator
where P * l 1 ,l 2 (z) is from Assumption 7 and W
Brownian motion.
Simulation evidence
In this section, we present several Monte Carlo experiments to illustrate the performance of the proposed algorithm in finite samples. In particular, we focus our attention to three important aspects: first, the empirical size of the procedure, second, its power in correct detection of changes, and third, its ability to accurately identify the location of the change points.
In all the Monte Carlo experiments in this section and the real data example in Section 5, the critical values used by the proposed procedure are the estimated quantiles of the distribution of the supremum of the sum of the absolute value of independent Brownian
Bridges. In particular, as the dimension of the series in the simulations of this section and the real data example of Section 5 is p = 4, we obtain the estimated quantiles by generating 100000 sets of 6 independent Brownian Bridges in a fine grid of 1000 points in the interval [0, 1]. Then, for each set, we take the absolute values of the observed Brownian Bridges, add the six of them and, finally, obtain the maximum of the sums over the generated 1000 points. In this way, we obtain a sample of 100000 random values of the required distribution, from which we can easily estimate the quantiles. For instance, the first five quantiles used in steps 1 and 2 of the procedure, if needed, are given by 4. 4366, 4.6890, 4.8298, 4.9230 and 4.9907, respectively. An histogram of the 100000 random values and a kernel estimate of their density function are shown in Figure   1 . The plot suggests that the asymptotic distribution is slightly positive skewed.
Figure 1 about here
In the simulations that we report below, we consider several variants of the scalar BEKK model proposed by Ding and Engle (2001) . There are two main reasons to use this model.
First, our main fields of application of the proposed procedure are financial returns and BEKK models are one of the most widely used models to analyze these kind of time series. Second, unlike many other multivariate GARCH models it is possible to derive the unconditional covariance and correlation matrices of the series that allow us to easily simulate series with a changing unconditional correlation matrix.
We initially focus on the size of the procedure, i.e., the accuracy of the procedure in estimating the number of change points if the true value is zero. For that, we consider the scalar BEKK model given by:
where H t is the conditional covariance matrix of X t , E t are iid random vectors with mean 0 4 and covariance matrix I 4 , and α and β are positive numbers such that α + β < 1, to ensure covariance stationary. Under these assumptions, it is not difficult to show that H is the unconditional covariance matrix of X t . Therefore, the unconditional correlation matrix of X t can be written as R = D −1/2 HD −1/2 , where D is a diagonal matrix with elements the unconditional variances of the components of X t , that are the elements in the main diagonal of H. In particular, we take α = 0.14 and β = 0.85 to reflect volatility persistence, and D = I 4 , so that H = R, with:
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The random errors, E t , are assumed to be, first, a four dimensional standard Gaussian distribution, and, second, a four dimensional standardized Student-t with 3 degrees of freedom. The latter distribution represents a rather extreme situation not covered by our assumptions but we analyze this case to see the performance of the procedure in settings which can hold in financial applications. The sample sizes considered are T = 500, 1000, 2000, 3000 and 4000, which are usual sample sizes of financial returns, while the block lengths are l T = T 1/4 , i.e., l 500 = 4, l 1000 = 5, l 2000 = 6, l 3000 = 7 and l 3000 = 7, respectively. The number of bootstrap replications is B = 1000. Table 1 gives the results based on 1000 replications and an initial nominal significant level of α 0 = 0.05. From this table, it seems that the type I error of the proposed procedure is very close to the initial nominal level for the Gaussian even with the smallest sample size, while there are some small size distorsions for the standardized Student-t with 3 degrees of freedom, although the level seems to converge to the initial nominal significant level of α 0 = 0.05 for higher T . Therefore, overestimation does not appear to be an issue for the proposed procedure if there are no changes in the correlation. Table 1 about here Next, we analyze the power of our procedure when there is a single change point in the series. The Monte Carlo setup is similar to the one described above, but the series are generated with a single change point in the unconditional correlation matrix. Three locations of the change point are considered, z 1 = 0.25, 0.50 and 0.75, respectively. The change is such that R is initially as in (7) and then changes at z 1 to:
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Note that the largest correlation change is of magnitude .2, while two of the correlations do not change at all. We believe that this setting seems quite reasonable in practice. Table 2 shows the relative frequency detection of zero, one and more than one change points. It is seen that the procedure performs quite well in detecting a single change point, with many cases over 90% correct detection. Second, as expected, as the sample size increases the procedure works better. Third, when the sample size is small, the probability of under-detection may be large only if the errors are Student-t with 3 degrees of freedom. However, in practice, one does not expect to have many change points if the length of the series is small. Fourth, the location of the change point does not strongly affect the detection frequency of the procedure unless the sample size is small. In this latter case, the procedure detects more frequently the change point at the middle of the series. This is in coincidence with other procedures relying in CUSUM statistics as the one used here. Finally, in most cases, the percentage of false detection is always quite close to the nominal 5%, specially in the Gaussian case. Specifically, the frequency of over-detection is small. Regarding estimation of the location of the change point, Table 3 shows the median and mean absolute deviation of the change point estimators in each case. The table shows that the medians of the estimates are reasonable close to the true change point locations. Indeed, the larger the sample size, the smaller the empirical mean absolute deviation. In particular, the bias appear to be smaller in the Gaussian case. Next, we conduct another Monte Carlo experiment to study the power of the proposed procedure for detecting two change points. In this case, the location of the change points are z 1 = 0.35 and z 2 = 0.7, respectively. The changes are such that the correlation matrix of the series before the first change point is the correlation matrix in (7), then changes to the correlation matrix in (8), and, finally, changes again to the correlation matrix in (7) at the second change point. Note that in this scenario there is no a dominant change point but we prefer to consider this situation to show that the procedure works well also in this case. Table 4 shows the relative frequency detection of zero, one, two and more than two changes. As in the case of a single change point, the proposed procedure works reasonably well, especially when the sample size gets larger. In addition, the frequency of over-detection is small. It may underestimate the number of change points, however, in the case of Student-t errors. On the other hand, Table 5 shows the median and mean absolute deviation of the estimates of the two change point locations. As expected in view of the results in Section 3, the medians of the estimates are reasonable close to the true ones. Again, it appears that the larger is the sample size, the better are the locations estimated. 
Empirical application
In this section, we illustrate the performance of the proposed procedure with a financial time series. For this, we look for changes in the correlation structure of the daily simple return series of four stocks. Specifically, as in Wied (2014), we consider four European companies, Total, Sanofi, Siemens and BASF from January 1, 2007 to June 1, 2012 consisting of T = 1414 data points. The data was obtained from the database Datastream.
The four return series are plotted in Figure 1 , which shows very similar patterns. The autocorrelation functions of the simple returns show some minor serial dependence, while the autocorrelation functions of the squared simple returns reveal considerable serial dependence, as usual in stock market returns.
The empirical full sample correlation matrix is given by: Next, we apply the proposed segmentation procedure of Section 2 to detect correlation changes for the simple returns of the Total, Sanofi, Siemens and BASF stock assets. Table 6 shows the iterations taken by the procedure. In the first step, we start with the asymptotic critical value at the 5% significance level and the procedure detects a change in the correlation at time point t = 443 (September 11, 2008) . The value of the test statistic (1) is 6.3280, which is statistically significant at the 5% level. Then, we split the series into two subperiods and look for changes in the subintervals [1, 443] and [444, 1414] , respectively. In the first subinterval, the procedure detects a change point at 20 time point t = 134 (July 6, 2007) . The value of the test statistic is 4.8159. Then, we split the subinterval [1, 443] into two subintervals, [1, 134] and [135, 443] , respectively, and look again for new change points. No more changes were found in the three subintervals [1, 134] , [135, 443] , and [444, 1414] . Then, we pass to step 3 (the refinement step) and compute the statistic in the subintervals [1, 443] , and [135, 1414] , respectively. In the first subinterval, the procedure detects a change point at time point t = 134 (July 6, 2007) and the value of the test statistic is 4.7438. In the second subinterval, the procedure detects a change point at time point t = 443 (September 11, 2008) and the value of the test statistic is 5.5399. As the detected change points are the same as in the previous iterations, the algorithm stops and the time points located at t = 134 (July 6, 2007) and
443 (September 11, 2008) are the final detected change points. Next, Table 7 shows the correlation matrices of the three simple returns of the Total, Sanofi, Siemens and BASF stock assets for the three periods of constant unconditional correlation provided by the procedure. Note how all the pairwise correlations increases after each detected change point. For instance, the correlation between Total and Sanofi pass from 0.1564 to 0.3907 at the first change point, and then from 0.3907 to 0.5990 at the second change point. This is in accordance with phenomenon kwnon as "correlation meltdown" that affirms that in times of crisis, the correlations between financial returns often increases. 
Conclusions
This paper has proposed a procedure for detecting change points in the correlation matrix of a sequence of multiple random variables. The procedure is based on a CUSUM test statistic proposed by Wied (2014) . The asymptotic distribution of the test statistic is the one of the supremum of the maximum of the absolute value of independent Brownian bridges. We have shown that, under certain circumstances, the procedure consistently detects the true number and location of the change points. The finite sample behavior of the procedure has been analyzed via several simulation studies and illustrated with the analysis of a four dimensional time series of simple returns of four European companies.
The real data example suggests that the procedure detects changes at points that fare well with external events affecting the financial markets.
An alternative method to detect changes in the correlation matrix of a sequence of random variables is to consider each entry in a higher dimensional correlation matrix separately to determine whether there have been changes in the individual correlations. However, if the dimension is large enough, the number of comparisons between correlations can be huge. Consequently, we think that the use of the whole correlation matrix is a more elegant and compact way to detect these kind of changes.
Finally, it might be interesting to consider a more sophisticated algorithm that includes modifications of the standard binary segmentation procedure such as the ones introduced in Fryzlewicz (2014) to increase the power of the procedure in small samples. However, the modification made in Fryzlewicz (2014) is not straightforward in the case of changes in the correlation matrix. 
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