Let F/Q p be a finite extension. This paper is about continuous admissible padic Banach space representations Π of G = GL n (F ) and their restriction to H = SL n (F ).
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1. Introduction
Let F/Q p be a finite extension. L-packets of smooth representations of H = SL n (F ) consist of the irreducible constituents π 1 , . . . , π r of the restriction of a smooth irreducible representation π of G = GL n (F ) to H, cf. [18, 2] . In the emerging (local) p-adic Langlands program (cf. [9, 12, 7, 6] , to name just a few) the role of smooth representations is mainly played by continuous representations on p-adic Banach spaces. 1 It is thus a natural problem to study the restriction Π| H of an admissible irreducible p-adic Banach space representation Π of G. A first result which uses the general theory of Schneider-Teitelbaum [25] and some elementary arguments is Our next aim is to clarify the relation between the irreducible constituents of Π| SL 2 (Qp) and that of Π lalg | SL 2 (Qp) , provided the latter space is non-zero. Denote by G Qp the absolute Galois group of Q p . We then have they consider a connected split reductive group G 3 , and they associate to a pair (ξ, ζ), consisting of a dominant algebraic character ξ of a maximal torus T ⊂ G and an E-valued point ζ of the dual torus T ′ , a Banach space representation B ξ,ζ of G(F ). This representation they conjecture to be non-zero if the pair (ξ, ζ) is admissible in the sense that there are crystalline Galois representations γ ν,b into the dual group G ′ which have "Hodge-Tate weights" given by ξ and such that the semisimple part of the Frobenius action is given by ζ, cf. [6, 6.3] for a precise statement. In the case of GL n and SL n , the non-vanishing of B ξ,ζ for GL n (F ) should imply the non-vanishing of B ξ,ζ for SL n (F ), and this is what we show in 5.1.2.
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1.3. Notation. Let Q p ⊆ F ⊆ E be a sequence of finite extensions, with the rings of integers
We fix a uniformizer ̟ F of F and denote v F : F × → Z the normalized valuation (i.e., v F (̟ F ) = 1). Let q = p f be the cardinality of the residue field of F , and denote by | · | = | · | F the absolute value specified by |x| = q −v F (x) . From Section 3 on we assume that E contains a square root of q.
All representations on Banach spaces are tacitly assumed to be continuous. Such a representation is called unitary if the group action is norm-preserving. If V is an E-Banach space representation of G, we denote by V an the subspace of locally analytic vectors of V .
Similarly, V sm is the subspace of smooth vectors and V lalg is the subspace of locally algebraic vectors of V .
Given a parabolic subgroup P of G, with Levi decomposition P = MU, we will use several types of parabolic induction: i G.M (·) denotes the smooth normalized induction, ind G P (·) the smooth non-normalized induction, and Ind G P (·) an the locally analytic non-normalized induction.
The absolute Galois group of Q p will be denoted by G Qp . [25, 3.4 ]. In the duality theory of [25] (building on Schikhof's duality [24] ) it is important that Π ′ is equipped with the weak topology (topology of pointwise convergence), often indicated by a subscript s, i.e., Π ′ s , though we will suppress the subscript in the following. Then there are closed H-stable subspaces Π 1 , . . . , Π r of Π such that each Π i is an irreducible admissible representation of H, and the canonical map Π 1 ⊕ . . . ⊕ Π r → Π is a topological isomorphism, i.e., we have an isomorphism
Restrictions of representations of p-adic
. . , r} and each g ∈ G one has g.Π i = Π j for some j ∈ {1, . . . , r}, and G acts transitively on the set {Π 1 , . . . , Π r }.
Proof.
Choose a compact open subgroup K ⊂ H. As Π is assumed to be irreducible, Π = 0, and hence Π ′ = 0, by [25, 3.5] 
is a subspace of the same type, which must hence be zero. Let {g 1 , g 2 , . . . , g k } be a set of coset representatives of G/H. Then
M. Hence, it is equal to Π, because Π is irreducible. We select a minimal subset {g i 1 , g i 2 , . . . , g ir } of {g 1 , g 2 , . . . , g k } such that r j=1 (g i j ).Π 1 = Π . We claim that this sum is direct. Suppose that
Then, as j =l (g i j ).Π 1 is closed (by the same argument as above) and H-stable, and because (g i l ).Π 1 is topologically irreducible, the left-hand side of 2.1.2 must be (g i l ).Π 1 . This implies j =l (g i j ).Π 1 = Π, contradicting the minimality. The map r j=1 (g i j ).Π 1 → Π is thus a continuous bijection, and hence a topological isomorphism [32, 8.7] . 
Because the projection map Π → Π i , i = 1, . . . , r, is continuous and H-equivariant, it follows that that v i ∈ (Π i ) lalg , for all i. This shows the inclusion "⊆". Because we assume Π lalg to be non-zero, the central character must be locally algebraic. But then any vector in Π lalg i is locally algebraic for ZH (cf. proof of 2.1.3), and thus locally algebraic for G, which shows "⊇". Remarks 2.2.1. (i) If it exists, the universal unitary completion U, together with the map α : V → U, is unique up to unique isomorphism. We will henceforth denote it by V u . The map V → V u , which we will call the canonical map, will be denoted by α V or α.
Universal completions of restrictions of locally analytic representations. Let
(ii) The map α V : V → V u , if it exists, has dense image.
(iii) The universal unitary completion, if it exists, is functorial. That is, if β : V → W is a continuous G-homomorphism of locally convex E-vector spaces, and if V u and W u both exist, then there is a unique continuous G-homomorphism β : 
be the inclusion, and let pr i : V → V i be the corresponding projection (i = 1, 2).
(i) Let α(V 1 ) be the closure of α(V 1 ) in V u , and denote by α 1 :
(ii) Let V 1 u and V 2 u be the universal unitary completions (which exist by (i)). Then the
The situation is summarized in the following
That ψ is unique follows from the fact that im(ι 1 ) is dense in α(V 1 ).
On the other hand, if i = j, then pr i • ι j = 0, and thus pr i • ι j = pr i • ι j = 0. This implies
Because the formation of the universal unitary completion is functorial, we have the commutative diagrams
Applying the universal property of ( V u , α) to φ = α : 
Then pr is a continuous H-homomorphism, and φ is a continuous G-homomorphism:
As φ is a continuous G-homomorphism in the unitary representation Ind G H (W ), there exists a continuous G-homomorphism ψ :
That ψ is unique follows from the fact, recalled above, that the image of α is dense in V u .
3.
Restricting locally analytic representations from GL 2 (F ) to SL 2 (F )
In this section, G = GL 2 (F ) and H = SL 2 (F ). Denote by T the diagonal torus in G and by P ⊂ G the group of upper triangular matrices. From now on, we assume that E contains a square root of q, which we henceforth fix once and for all, and denote by q 1/2 . Accordingly, for any integer h we write |x| h/2 for (q 1/2 ) −h·v F (x) .
3.1.
Smooth principal series. In this subsection, we review some well-known results about reducibility of principal series representations of G = GL 2 (F ) and H = SL 2 (F ). Given a smooth character χ : T → E × , we consider it as a character of P via the canonical homomorphism P ։ T . Then we denote by i G,T (χ) the normalized smooth parabolic induction. It consists of all locally constant functions f : G → E with the property that
is the modulus character on P . Let T H = T ∩ H be the torus of diagonal matrices in H, which is isomorphic to F × via the map a → diag(a, a −1 ). Given a character χ of T H we define the normalized smooth parabolically induced representation i H,T H (χ) in exactly the same way as above. Since δ 1 2 (diag(a, a −1 )) = |a|, we see that i H,T H (χ) does not depend on the choice of the square root of q that we fixed in the beginning. 
where St is the Steinberg representation and 1 is the one-dimensional trivial representation. The above sequence does not split. The representation i H,T H (δ P ) and it fits in the following exact sequence
(ii) If χ is a nontrivial quadratic character, then i H,T H (χ) is a direct sum of two inequivalent absolutely irreducible components.
Proof. The proposition follows from the discussion in [19, ch. 2, §3-5] . Although the representations considered in [19] are over the complex numbers, the arguments, in particular [19, statement 3, p . 164] applies also to E-valued principal series. It is assumed in [19] that the residue characteristic is odd, but the properties of these representations (in particular, their reducibility) also hold for residue characteristic two (see also [19, ch. 2, §8] ). That the irreducible constituents in assertion (iii) are inequivalent is [31, 1.2] . As quadratic characters on F × will play a significant role later on, let us recall how to describe them. Any such character is determined by its kernel, which is a subgroup of F × of index two. By Local Class Field Theory, these subgroups are precisely the norm groups for the quadratic extensions of F , which in turn correspond to the non-trivial elements in
3.2.
Locally analytic principal series of GL 2 (F ) and SL 2 (F ). Let χ : T → E × be a locally algebraic F -analytic character. We will abuse notation and also write χ for the restriction χ| T H of χ to T H . The groups of algebraic characters (resp. cocharacters) of T and T H will be denoted, as usual, by X * (T ) (resp. X * (T )) and X * (T H ) (resp. X * (T H )), and we let ·, · : X * (T )×X * (T ) → Z be the canonical pairing. The derivative of algebraic characters
Lie(T ) ′ , and we extend the pairing ·, · linearly to a perfect pairing Lie(T )
Preliminaries on the functors F G P . We are going to describe the locally analytic principal series Ind G P (χ) an and Ind H P H (χ) an in terms of the functors F G P and F H P H introduced in [22] . We will be working in the category O alg (for g = gl 2 and h = sl 2 , resp.), cf. [22, 2.6] . In the following we describe the necessary facts only for G and g = gl 2 , but everything holds also for H and h, with the obvious modifications. Given λ ∈ X * (T ) we have the associated one-dimensional Lie algebra representation dλ : Lie(T ) → gl 1 (F ) = F ֒→ E which we denote by E dλ . The canonical map P → T induces the map p = Lie(P ) → Lie(T ) on Lie algebras, and the representation E dλ lifts to a representation of p. The latter gives rise to the Verma module
Applying the functor F G P to M(−dλ) gives a locally F -analytic principal series representation
cf. [22, 5.10] . Note that on the left we have the Verma module attached to the character −dλ. This property is related to the fact that the functor F G P (−, −) is contravariant in the first argument, cf. below. More generally, we can also treat locally algebraic characters as follows. Write the locally algebraic character χ as χ = χ alg · χ sm with a uniquely determined algebraic character χ alg and a smooth character 
Define characters ε 1 , ∆ T ∈ X * (T ) by ε 1 (diag(a, d)) = a and ∆ T (diag(a, d)) = ad. Then
One has d(ε n 1 ∆ m T ) = ndε 1 + md∆ T , and there is the following relation for the Verma module
where ∆ G is the determinant character on G, and Tr g is the trace, the derived representation of ∆ G . It is well known that if n < 0 then M(ndε 1 ) is irreducible, whereas for n ≥ 0 one has an exact sequence
is the irreducible representation of g with highest weight ndε 1 ,
and has no non-zero locally algebraic vectors.
(ii) If n ≥ 0, then there is an exact sequence of locally analytic G-representations
with continuous G-equivariant maps. Here, m ∈ Z is such that χ alg = ε −n 1 ∆ −m T , and ind G P (χ sm ) denotes the smooth non-normalized induction. 5 The representation on the right is topologically irreducible, and the representation on the left is topologically irreducible if and
(iii) If n ≥ 0, then there is an exact sequence of locally analytic H-representations
with continuous H-equivariant maps. The representation on the right is topologically irre- 
ducible, and the representation on the left is topologically irreducible if and only if ind
(i) By 3.2.1 we have Ind G P (χ) an = F G P M(−dχ alg ), χ sm . By 3.2.2 we have M(−dχ alg ) = (m Tr g )⊗M(ndε 1 ), and since M(ndε 1 ) is irreducible if n < 0, the same is true for M(−dχ alg ).
By [22, 5.8] , the representation Ind G P (χ) an is topologically irreducible. If the representation Ind G P (χ) an has a non-zero locally algebraic vector, then, by the discussion in [16, 4.2] , there is a finite-dimensional irreducible algebraic representation W of G over E such that the G-subrepresentation V W −lalg of W -locally algebraic vectors is non-zero. We use here the notation introduced by Emerton in [16, 4.2.2] . By [16, 4.2.10] 
an has a non-zero locally algebraic vector, it has a non-zero closed G-subrepresentation which consists only of locally algebraic vectors. It is easy to see that not all vectors in Ind G P (χ) an are locally algebraic. Since Ind G P (χ) an is topologically irreducible if n < 0, its subspace of locally algebraic vectors must be zero in this case. The same arguments also apply to the representation Ind
(ii) Now we assume n ≥ 0. Tensoring the exact sequence 3.2.3 with the one-dimensional representation m Tr g gives the exact sequence
which, using 3.2.2, can be rewritten as
Applying the (contravariant) functor F G P (−, χ sm ) to this exact sequence, and using 3.2.1, we obtain the exact sequence
The representation on the right is topologically irreducible because −dχ alg α n+1 , α ∨ = n −
In this case, the formula in [22, 4.9] shows that
. Looking at the central character, this dual representation is easily seen to be isomorphic to ∆ −n−m G ⊗Sym n (E 2 ). (iii) All arguments in (ii) also apply to the case of the group H.
(iv) If n ≥ 0, then 3.2.5 shows that Ind G P (χ) an has a non-zero closed subspace of locally algebraic vectors, because ∆ −n−m
is a locally algebraic representation. This subspace must be equal to the whole space of locally algebraic vectors, because otherwise the quotient
would have itself non-zero locally algebraic vectors, and would thus not be irreducible, which would contradict (i).
(v) All arguments in (iv) also apply to the case of the group H.
Remark 3.2.9. We keep the notation of the previous proposition. When n ≥ 0 the inclusion
which appears on the right in 3.2.5. This map can be described by a G-equivariant differential operator. More precisely, one can identify Ind G P (χ) an (resp. Ind G P (χα n+1 ) an ) with the space of locally analytic functions on F which satisfy some regularity condition at infinity which depends on χ (resp. χα n+1 ), cf. [ H-equivariant, splittings.
In the following we are particularly interested in the case when the G-representation
is irreducible, but the restriction to H of this locally algebraic representation, namely 
In that case, the integer e(E/F )(c 1 + c 2 ) is even.
(ii) Given integers c 1 ≥ c 2 such that h := e(E/F )(c 1 +c 2 ) is even, then, for any non-trivial quadratic character sgn θ of F × and any smooth unitary character τ unit : 
is irreducible as G-representation but reducible as H-representation. 
(ii) This is an easy consequence of part (i).
(iii) The first assertion follows from (i) and (ii). The second assertion follows from 3.2.4
(v) and 3.1.1 (ii).
Remark 3.2.12. We see from part (ii) of 3.2.11 that, if e(E/F ) is even, we may choose any integers c 1 ≥ c 2 , and define characters χ 1 , χ 2 by the formulas in part (ii), so as to obtain a locally analytic principal series representation Ind G P (χ) an with unitary central character, and which has the property as in 3.2.11 (i). Of course, we may always enlarge the coefficient field E so as to have even ramification index over F . Note also that if q 1 2 / ∈ F (e.g., F = Q p ), then e(E/F ) is necessarily even, since we assume that E contains a square root of q.
3.2.13. Choose integers c 1 ≥ c 2 , a non-trivial quadratic character sgn θ of F × , a smooth character τ of F × , and define the following characters of T :
Then µ = (sgn θ • ∆ T )η. Write η = η alg · η sm and µ = µ alg · µ sm . By 3.2.7, the representation
is algebraic, and both are absolutely irreducible. Note that η alg = µ alg , and that irreducibility of U sm 
The restriction of this representation to H = SL 2 (F ) is described in the following proposition. 
The H-modules W lalg i and Ind H P H (η ′ ) an are irreducible and W lalg 1 ≇ W lalg 2 . Moreover, for any g ∈ G such that sgn θ (det(g)) = −1 we have g · W 1 = W 2 and g · W 2 = W 1 .
Proof. We want to describe the amalgamated sum W = Ind G P (η) an ⊕ Uη Ind G P (µ) an explicitly. To this end we make use of the description of locally analytic principal series representations given in [20, 3.2.1] . Define locally analytic characters on F × as follows:
Then the space underlying both Ind G P (η) an and Ind G P (µ) an can be identified with the space of locally analytic functions f on F which have the property that the function
extends to a locally analytic function on all of F . We henceforth denote this space by V .
The group action on V , considered as the underlying vector space of Ind G P (η) an , is such that
c d maps f to (g. η f )(z) = η 1 (det(g))η 2 (bz + d)f az + c bz + d
We write V η when we equip V with this group action. Similarly, when we consider the group action on V as defined by Ind G P (µ) an , we find that g = a b
c d maps f to (g. µ f )(z) = µ 1 (det(g))µ 2 (bz + d)f az + c bz + d
We write V µ when we equip V with this latter group action. Put K = ker(sgn θ • det) ⊂ G.
It follows from 3.2.16 that
Let U = V lalg be the subspace of locally algebraic vectors. This space is the same for either group action. We write U η (resp. U µ ) when we consider U as a subrepresentation of V η (resp. V µ ). Claim. The spaces U η,1 and U η,2 are both K-invariant, and for g ∈ G \ K we have g. η (U η,1 ) = U η,2 and g. η (U η,2 ) = U η,1 .
Proof. If U η,1 would not be K-invariant, then the smallest K-invariant subrepresentation U ′ of U η which contains U η,1 would necessarily also contain non-zero vectors in U η,2 . But since U η,2 is irreducible as an H-representation, we must then have U η,2 ⊂ U ′ , and therefore U ′ = U η . It thus follows that if U η,1 would not be K-invariant, then U η would have to be irreducible as K-representation. The same argument applies applies after base change to any finite extension of E, and U η would thus be absolutely irreducible as K-representation. By 3.2.17, the representations U η | K and U µ | K are the same (the underlying vector space and the action of K are identical), and any K-intertwiner between them would have to be given by scalar multiplication, by [14, 1.1], if indeed U η | K (and hence U µ | K ) would be irreducible. But since the G-intertwiner ι is not given by scalar multiplication, we can deduce that U η (and hence U µ ) is reducible as K-representation, and U η,1 is therefore K-invariant. Of course, the same argument applies in the same way to U η,2 . The second assertion follows from the fact that K is normal in G and that U η is irreducible as G-representation.
We are now going to describe a G-intertwiner U η → U µ explicitly. To this end we set U 1 = U µ,1 = U η,1 and U 2 = U µ,2 = U η,2 , where we consider U µ,1 and U µ,2 as subspaces of the
with u 1 ∈ U η,1 and u 2 ∈ U η,2 . Then for g ∈ K we have ϕ(g. η (u 1 + u 2 )) = ϕ(g. η u 1 + g. η u 2 )) = g. η u 1 − g. η u 2 = g. µ u 1 − g. µ u 2 = g. µ (ϕ(u 1 + u 2 )) , and for g ∈ G \ K we have
Therefore, ϕ is a non-zero scalar multiple of ι, and we may thus assume that our previously chosen ι is equal to ϕ. If we thus embed U η into V µ via ϕ, then we can describe the
We use here again the fact that the vector spaces underlying V η and V µ are identical. Define 
We clearly have U i ⊂ W lalg j , and because Ind H P H (η ′ ) is topologically irreducible, its subspace of locally algebraic vectors is zero, cf. 3.2.4 (i). Therefore U i = W lalg j . That U 1 and U 2 (and hence W lalg 1 and W lalg 2 ) are inequivalent as H-representations has already been noted above.
Restricting Banach space representations of GL
In this section we will have throughout F = Q p , G = GL 2 (Q p ) and H = SL 2 (Q p ). 
This is a smooth G-representation. By [12, 1.4] , after possibly replacing E by an unramified quadratic extension, there are two possibilities for Π, namely (i) Π is an absolutely irreducible supersingular representation.
(ii) The semisimplification Π ss of Π embeds into
where χ 1 and χ 2 are smooth characters Q p × → k × E , and ω : Q p × → k × E is the reduction of the cyclotomic character.
It is a result of R. Abdellatif that in case (i) Π| H decomposes into two irreducible representations, cf. [1, Théorème 0.7]. In particular, Π| H cannot have more than two irreducible components. Now suppose we are in case (ii). We consider the list given in [12, 2.14] which provides an explicit description of the decomposition of π{χ 1 , χ 2 } into irreducible constituents. π{χ 1 , χ 2 } is isomorphic to one (and only one) of the following:
= ω ±1 and p = 3; T (E) and L ∈ Proj(Ext 1 (R(δ 2 ), R(δ 1 )). The latter set will be identified with P 0 (E) = {∞} if dim Ext 1 (R(δ 2 ), R(δ 1 )) = 1 and with P 1 (E) if dim Ext 1 (R(δ 2 ), R(δ 1 )) = 2. Let ∆(s) be the (ϕ, Γ)-module associated to s: is the fixed square root in our coefficient field E, and |x|
In particular, the ramification index e(E/F ) = e(E/Q p ) is even, and the condition that the integer h in 3.2.11 is even holds. (1) Π| H is reducible.
(2) Π| H is decomposable.
If one (equivalently all) of the above cases occurs, then both Π| H and (Π lalg )| H have two absolutely irreducible inequivalent constituents.
Proof. "(1) ⇒ (2)". This implication follows from 2.1.3. "(2) ⇒ (3)". This follows from 2.1.4. "(3) ⇒ (1)". Let us now suppose that Π lalg is decomposable. As we recalled in 4.2.2, Π lalg = Π alg ⊗ E π, with an (absolutely) irreducible finite-dimensional algebraic representation Π alg and a smooth representation π. This shows that Π lalg = (Π lalg ) Π alg −lalg , where the latter notation is the one of [16, 4.2.2] . We equip Hom E (Π alg , Π lalg ) with the usual G-action, i.e., (g.λ)(w) = g.λ(g −1 .w), with λ ∈ Hom E (Π alg , Π lalg ) and w ∈ Π alg . We denote by Hom E (Π alg , Π lalg ) sm the set of smooth vectors for this G-action. Then the map
is an isomorphism of G-representations, cf. [ 
By 3.2.11, there are integers c 1 ≥ c 2 , a smooth character τ of Q × p , and a non-trivial quadratic character sgn θ such that
We then have w(s) = c 1 − c 2 + 1 > 0. Following [10, 4.6.1] we set δ ′ 1 = x w(s) δ 2 and δ ′ 2 = x −w(s) δ 1 , and get thus
By [10, 8.97 ], there is an exact sequence of G-representations
is embedded diagonally in the representation in the middle, and Π an ⊂ Π is the subspace of locally analytic vectors, equipped with its intrinsic topology. We are thus in the situation considered in 3.2.13, and by 3.2.15 we can infer that Π an | H = (Π an ) 1 ⊕ (Π an ) 2 with two irreducible closed H-subrepresentations of Π an . By [11, 0.2] the map Π an → Π realizes Π as the universal completion of Π an . By 2.2.3 and 2.2.2 we conclude that
is decomposable. This completes the proof that assertion (3) implies assertion (1) . (1) 
Now suppose that assertions
Here, 
The functor D cris is an equivalence between the category of E-linear potentially crystalline representations of G Qp and the category of admissible filtered (ϕ, G Qp )-modules. We give the following result of Colmez as stated in [3, 2.4.5] : Proof. Suppose D(α, β) ∼ = ϑ ⊗ D(α, β), and the equivalence is given with respect to the basis (e α , e β ) by y ∈ GL 2 (E). First, we consider the case α = β. Then, for all t ∈ Q × p ,
and, since y respects filtration, and
Proof. Suppose the equivalence is given with respect to the basis (e 1 , e 2 ) by y ∈ GL 2 (E). By writing out what it means that y is an equivalence of filtered (φ, N)-modules, we find that y is a scalar matrix and ϑ = 1, cf. the proof of 4.3.4. for some ϑ y (σ) ∈ E × . This gives us a character ϑ y : G Qp → E × , and we see that ψ and ϑ y ⊗ ψ are equivalent. We distinguish two cases.
(1) Suppose first that for all nontrivial characters ϑ one has ψ ≇ ϑ ⊗ ψ. Then ϑ y = 1 and y commutes with all ψ(σ). Because ψ is assumed to be absolutely irreducible, y is therefore a scalar. Hence y = 1 and S ψ is trivial. matrix y 0 appearing in the proof of 4.3.4. Because any two such intertwiners are the same up to a scalar multiple, the centralizer group S ψ has two elements, the nontrivial given by the image of y 0 in P GL 2 (E).
(ii) Consider y ∈ S φ ⊂ P GL 2 (E). As above we have then yφ(σ)y −1 = ϑ y (σ)φ(σ) for all σ in the Weil group W Qp . Again we distinguish the two cases:
(1) Suppose first that for all nontrivial characters ϑ one has ψ ≇ ϑ ⊗ ψ. Then one of the following cases occurs:
• ψ is crystabelline with D cris (ψ) = D(α, β) with α = β and βα −1 not a quadratic character. Equation 4.3.5, with ϑ = 1, then shows that y must be a diagonal matrix, and 
Crystalline representations and the universal Banach space representation
In this section we go back to G = GL n (F ) and H = SL n (F ), and we want to consider what the theory of Breuil and Schneider in [6] may predict about restrictions to H of unitary Banach space representations of G. To this end, we recall the setting considered in [6] .
Let G be an F -split connected reductive algebraic group defined over F and G = G(F ). The compactly induced space c-ind G K (1 K ) is equal to C c (G/K, E). The spaces H (G, K) and C c (G/K, E) are equipped with the supremum norm. The G-action on C c (G/K, E) is norm-preserving, and hence continuous. Note that C c (G/K, E) is generated as an G-module by the characteristic function c K on K.
Given a function f ∈ C c (H/(H ∩ K), E), we can extend it to a function f G of G by We have the following commutative diagram:
The existence of γ follows from the universal property of the Hausdorff completion B ξ,ζ (H) of H ξ,ζ (H) [28, 7.5] .
We claim that β • γ = 0. To prove the claim, we first consider γ 1 : H 1,ζ (H) → H 1,ζ (G).
Since the H-representation H 1,ζ (H) is generated by its K-fixed vectors, it follows that The other component can be obtained using a maximal compact subgroup K ′ ⊂ G such that K ∩ H and K ′ ∩ H are not conjugate in H.
