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Introduction and statement of results.
Consider the following recurrence ( x n+1 = x n + x n ; n = 0; 1; 2; :::
x 0 = x; (1) where x n 's belong to a certain linear space X over the eld of real numbers R, is a linear operator on X and 2 R is xed. If is assumed to be small (in the sense yet to be made precise), then one may think of (1) as a perturbation of the problem y n+1 = y n , y 0 = x. It is expected then that the behavior of the perturbed sequence (x n ) resembles that of (y n ). Our main result, stated below and proved in Section 1, is a new instance of this familiar situation.
Theorem 1 Suppose that (x n ) satis es (1) The usefulness of Theorem 1 may be seen in the context of the waveform relaxation (WR) method as considered in 1]. While the reader should consult 1] for the details, let us recall that it deals with an initial value problem for a functional-di erential system of the form y 0 (t) = f(t; y( ); y 0 ( )), where t 2 a; b] and y(t) 2 
for any continuous functions y;ỹ; z;z and t 2 a; b].
The idea of the WR method is in decoupling the system by exploiting an initial approximation to the solution | which allows for parallel numerical integration of the di erent components | and then bootstrapping this procedure to construct an iterative scheme that renders consecutive approximations to the true solution. For example, by totally decoupling the components The key iteration (3) is clearly an instance of (1) with = K and = (Vol) , (Vol) x(t) = In what follows we will prove the assertion of Theorem 1 under hypothesis (U). Note that we may assume that = 1. Indeed, otherwise one can force this condition by substitutionx n := ?n x n . Set x n;k := k x n ; k; n = 0; 1; 2; ::: :
From (1) we have x n+1;k = x n;k + x n;k+1 ; k; n = 0; 1; 2; ::: :
So, to investigate the quotients (x n+1;k )= (x n;k ) we may represent them as 1 + n;k , where n;k := (x n;k+1 )= (x n;k ):
We have to prove that n;0 converges to zero as n ! 1.
Using (6) one can see that n;k 's satisfy the following recurrence equation n+1;k = n;k 1 + n;k+1 1 + n;k :
This kind of recurrence relation guarantees strong ties between the limit behavior of the two sequences involved. The following lemma, which we prove later, is critical for our argument.
Lemma 1 If a n > ?1, n = 1; 2; 3; ::: and reals z n satisfy z n+1 = z n 1 + a n 1 + z n ;
then minf0; lim inf a n g lim inf z n lim sup z n maxf0; lim sup a n g:
Denote lim sup n!1 n;k and lim inf n!1 n;k by Note that necessarily ? k > ?1, so we can get analogous inequalities with k replaced by k ? 1 by invoking Lemma 1 again with a n := n;k , z n := n;k?1 .
Repeating this k times leads to This ends the proof of Theorem 1. 2
Proof of Lemma 1. First let us make a technical observation that, due to a n > ?1, we have z n > ?1 for large enough n. Indeed, if for some n 0 we have z n 0 < ?1, then z n 0 +1 = z n 0 1+an 0 1+zn 0 1 + a n 0 > 0. On the other hand, again from (8), we see that once z n > 0, then z n+k > 0 for k = 1; 2; 3; ::: . If z n converged, then, by passing to the limit in (8), we would see that so does a n and lim a n = lim z n | we would be done.
Denote by I n the interval with the endpoints a n ; 0 and let I be an arbitrary interval such that min I < lim inf min I n lim sup max I n < max I. Clearly I n I for large n. We would be done if we could see that almost all z n sit in I. Let us assume for now the following claim.
Claim 1
The following alternative holds for z n > ?1 : (*) if z n 6 2 I n , then z n+1 z n ; (**) if z n 2 I n , then z n z n+1 max I n+1 .
Action of iterates of f a on the points of the circle of reals.
Observe that, if for some large n 0 , z n 0 2 I, then either z n 0 +1 < min I or z n 0 +1 2 I. Indeed, otherwise z n 0 +1 min I and z n 0 +1 6 2 I, which means that z n 0 +1 > max I. This however is incompatabile with neither (*) nor (**) of Claim 1. Moreover, once z n < min I then by (*) we have z n+1 z n min I, so, by induction, z n < min I for almost all z n 's.
In this way, if z n hits I and subsequently leaves it, then z n never comes back to I again. Thus, either almost all z n sit in I and we are done, or almost all z n lie outside I. In the later case, by (*), we see that z n is non-increasing, so it is convergent | and we are done as well. 2 Proof of Claim 1. According to (8) we have z n+1 = f an (z n ), where f a (z) :=
(1 + a)z=(1+z). For a > ?1, this map has two xed points z = 0 and z = a. If I is the interval with endpoints at these xed points and z > ?1, then f a (z) z for z 2 I, and f a (z) z for z 6 2 I. Simple veri cation is left for the reader. 2
The proof of Lemma 1 is technical. One can gain an intuitive picture of what is going on by thinking of z n as lying on the circle of real numbers with 1 that is acted upon by the M obius transformations f a (z) := (1 + a)z=(1 + z); a = a n > ?1. Each of these transformations has dynamics depicted in the gure. Of course the fact that a n 's are not constant adds di culty to understanding how points z n move along the circle, but one thing which should be fairly clear (at least for small a n 's) is the following: as n increases, z n either goes once around the circle and then must stay near maxf0; a n g, or it persists near minf0; a n g. This is, very roughly, the idea of Lemma 1.
Let us indicate here that, if one is interested only in the case where a n 's and z n 's are positive (as encountered in hypothesis (ii) or 1]), then Lemma 1 has the following stronger analogue with a more esthetic proof.
Lemma 2 (positive case) If a n > 0; n = 1; 2; 3; ::: and z n > 0 satisfy z n+1 = z n 1 + a n 1 + z n ;
then lim inf a n lim inf z n lim sup z n lim sup a n :
Proof of Lemma 2. Choose a + ; a ? arbitrarily so that lim sup a n < a + ; lim inf a ? > a ? . If the sequence (z n ) had a limit, (9) would yield lim z n 1 + lim inf a n 1 + lim z n lim z n lim z n 1 + lim sup a n 1 + lim z n ;
and we would be done by comparison of the numerators and denominators above. Dividing term by term in (9), we get minfa n ; z n g z n+1 maxfa n ; z n g:
Let us deal with lim sup-part of our lemma | for the lim inf-part the analogous argument works. If z n a + for some large n, then z n+1 maxfa n ; z n g a + . Repeating this argument, we see that z n+k a + , k = 1; 2; 3; :::, so lim sup z n a + , as required. If z n a + for all large n, then in particular z n a n and, by the right inequality, we see that z n+1 z n . Thus z n is eventually non-increasing, so it has a limit | we are done. 2
Section 2: Proof of Fact 1.
Since there is no danger of ambiguity, we will abbreviate (Vol) to . Also, setting a = 0 and b = 1 will simplify the notation without compromising generality. Let us rst deal with (i). It is easy to see that all of x n (t) are positive and non-decreasing in t. Hence, we will be done by showing the following fact. 
