Of course, any power of a linear substitution is linear. But the property of the last theorem is not characteristic of exponential and linear substitutions. E.g., in the case of the following subsitution on the range 32: 0 = (0) (16) (1, 7, 9, 31, 17, 23, 25, 15) (3, 29, 27, 5, 19, 13, 11, 21) (2, 6, 18, 22) (10, 30, 26, 14) (4, 12). (8, 24) (20, 28), every power of 0 is special, but 0, having the derivative 01 = (0) (2) (4) (6) (1 3 5 7), of type 3, is itself of type 4, neither exponential nor linear.
always solvable uniquely for the integer y since (i) 01(Xx)/d is an integer, (ii) X/d is prime to r/d. Algorithmically, to apply (19.1), we may di'tide by d in those cycles of 01 which consist of multiples of d (simply omitting the other cycles, in which none of the numerals is divisible by 1), and then multiply each numeral by X', where (X/d)X' =-1 (mod rld), reducing the result to its least non-negative residue mod rid.
If 0 is an exponential substitution, its derivative 01 is linear: 01(x) =,Bx (mod r), and the condition: dj0i(dx) for all x, is obviously fulfilled. We have for the derivative of 0' = 0X:80(x) = ,Bx (mod r/d). Hence: THEOREM XXVII. Any power 0 of an exponential substitution 0 is a special substitution, exponential if a 1 1 (mod r/d), linear if 13 = 1 (mod rld), where d = (X, r).
Of course, any power of a linear substitution is linear. But (4, 12) . (8, 24 ) (20, 28), every power of 0 is special, but 0, having the derivative 01 = (0) (2) (4) (6) (1 3 5 7), of type 3, is itself of type 4, neither exponential nor linear.
The-necessary and sufficient condition that every power e of a given special substitution 0 be itself special is that, for every divisor d of r, the cycle of 01 containing d shall consist entirely of multiples of d. Thi equirement is met, in particular, if r = pa, p a prime, and p is a fixed numral of 01. In the example just given, r = 23, and the numeral 2 is fixed in 01.
1 Vol. 37, nos. 9, 10 (September, October, 1951). 2 The parenthesis notation is employed for greatest common divisor.
The contrary case has already been disposed of in Note II, §13. (10) in Theorem 2 gives a comparison, essentially different from Horn's, of the eigenvalues of (AB)*(AB) with those of A*A and B*B, while inequality (11) compares the eigenvalues of (A + B)*(A + B) with those of A*A and B*B. From (11) we derive Theorem 3 on asymptotic distribution of the eigenvalues of (A + B)*(A + B). In the case of linear integral equations with symmetric kernels, both (11) and Theorem 3 are well-known results of Weyl.5 As an application of the maximum property (4), we have in Theorem 5 another inequality comparing the eigenvalues of (A + B)*(A + (6) , (7) hold for any m unitary operators U1, . . ., Um and any n orthonormal elements xi, . . ., x. in t. We first prove the case m = 1 of (6): E (UAixi, xi) < E V;. If z is subject to conditions |IzlI = 1, (z, W*xi) = 0 (1 < i < m) and (z, yj) = 0 (1 < j < n), then (AA*Wz, Wz) < IIWZl l2Xm+1 < Xm+i, (B*Bz, z) < Kn+l and therefore (Hz, Z)2< Xm+1.Kn+I.
Thus we get (10) by applying the minimum-maximum principle to H. The proof of (11) is similar.
The next theorem deals with asymptotic distribution of eigenvalues. LEMMA 3. Let {as }, { bi } be two sets each of n real numbers satisfying (17) and a1 2 a +i. Then by the successive application of a finite number of substitutions ofform (18), {b1} can be reduced to a set {diJ such that as < di (1 < 
