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1. Epidémiologie et gestion des maladies 
1.1. Epidémiologie : définitions et historique 
1.1.1. Quelques définitions : maladie et épidémie  
Une maladie correspond à l’altération de la santé et des fonctions des êtres vivants (en particulier la 
nutrition, la croissance et la reproduction). Les maladies peuvent être transmissibles ou non. Chez 
l’homme, les maladies cardio-vasculaires, la majorité des cancers, les maladies auto-immunes, la 
maladie d'Alzheimer ou encore l’asthme font par exemple partie des maladies non transmissibles 
entre différents individus. Chez la plante on parle de désordres physiologiques (ou parfois de 
maladies abiotiques). Ils désignent les perturbations du métabolisme, les retards de croissance ou les 
anomalies du développement résultant de causes non dépendantes d’êtres vivants. Ils sont souvent 
dus au climat ou à un défaut d’alimentation de la plante. Les maladies transmissibles d’un individu à 
un autre concernent essentiellement les anomalies génétiques héréditaires et les maladies 
infectieuses. On parle de maladie infectieuse lorsqu’elle est provoquée par un parasite. Ce parasite 
est un micro-organisme qui peut être par exemple un virus, une bactérie ou un champignon. Ma 
thèse s’intéresse seulement aux maladies d’origine infectieuse qui peuvent se propager à travers une 
population hôte. 
La transmission d’une maladie infectieuse peut être directe ou indirecte. La transmission est directe 
lorsqu’elle se fait d'un sujet malade à un sujet sain par contact direct ou par l'air. Ainsi, chez 
l’homme, le sida se transmet lors de rapports sexuels ou par des échanges sanguins et la gale se 
transmet lors d’un contact cutané. Chez la plante, le mildiou et le botrytis qui affectent de 
nombreuses cultures se transmettent aussi par contact. La transmission est indirecte lorsque la 
maladie est transmise par l'intermédiaire de supports ou vecteurs. Par exemple, la dengue et le 
chikungunya sont transmis à l’homme par des moustiques, et certains virus de la mosaïque jaune et 
le virus de la sharka sont transmis à leurs plantes hôtes par des pucerons. 
Une maladie peut entrainer une épidémie si sa propagation est rapide. Autrement dit, une épidémie 
désigne l'augmentation rapide de la prévalence et de l'incidence d'une maladie dans un population 
en un lieu donné, à un moment donné. Ces deux indicateurs sont les plus utilisés en épidémiologie 
pour évaluer la fréquence et la vitesse d'apparition d'une maladie. La prévalence mesure la part de la 
population atteinte par une maladie à un moment donné. L’incidence d'une maladie mesure l'état de 
santé d'une population en dénombrant le nombre de nouveau cas sur une période donnée. 
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De nombreuses épidémies affectent l’homme, les animaux et les cultures. Les plus connues ont 
entrainé de graves conséquences socio-économiques. 
1.1.2. Conséquences des épidémies  
Les épidémies sont responsables de nombreux décès dans le passé et continuent d’avoir de graves 
conséquences encore aujourd’hui. Ainsi, la peste noire, causée par la bactérie Yersinia Pestis, a tué 
entre 25 et 50 millions de personnes en Europe entre 1347 et 1352, soit 30 à 50% de la population 
(Perry et Fetherston, 1997). Quelques années plus tard, la grippe espagnole de 1918 due à la souche 
H1N1 aurait tué 30 millions de personnes selon l'Institut Pasteur. Egalement, depuis 1981, le sida a 
entrainé la mort de plus de 25 millions de personnes à travers le monde (UNAIDS, 2015).  
Les épidémies peuvent être directement meurtrières chez l’homme, mais elles peuvent aussi avoir de 
graves conséquences sur l’alimentation et l’économie agricole (Rosegrant et Cline, 2003; Strange et 
Scott, 2005). Une des épidémies les plus connues, provoquée par le mildiou de la pomme de terre, a 
frappé l’Europe dans les années 1840 et a entrainé une famine qui a causé le décès de plus d’un 
million de personnes (Vanhaute et al. 2006). Les épidémies continuent encore aujourd’hui à 
provoquer des pertes de rendement considérables dans les cultures. Nous pouvons par exemple citer 
les cas de la rouille, un champignon qui infecte le blé (Galus, 2008), de l’oïdium, qui impacte de 
nombreuses espèces (tomate, vigne, abricotier etc.) ou encore de la sharka qui altère le rendement 
et la qualité des fruits chez les Prunus (cette maladie sera amplement abordée dans la suite de cette 
thèse). 
Les conséquences socio-économiques des épidémies étant tragiques, une discipline ayant pour but 
d’étudier les facteurs influant sur la santé et les maladies des populations s’est développée au début 
du XXe siècle : l’épidémiologie. 
1.1.3. Définition et historique de l’épidémiologie 
L’épidémiologie peut être définie comme l’étude de la distribution et des déterminants des états ou 
phénomènes liés à la santé dans une population déterminée et l’application de cette étude à la 
prévention et au contrôle des problèmes de santé (Last, 2001; MacMahon et al. 1960). Sa finalité est 
de rechercher des méthodes d’intervention efficaces grâce à une meilleure compréhension des 
maladies (Jenicek et Clèroux, 1982). 
Hippocrate peut être considéré comme le père fondateur de l’épidémiologie, puisque qu’il fut l’un 
des premiers à chercher des déterminants environnementaux aux maladies (Merrill, 2012). Bien plus 
tard, les premiers statisticiens ont pris en compte l’environnement dans leurs études en se servant 
16 
 
de méthodes quantitatives pour étudier les maladies dans les populations humaines et éclairer les 
efforts de prévention et de lutte. Par exemple, John Snow s’est aperçu en 1855 que le risque de 
choléra à Londres était associé à la consommation de l’eau que distribuait la société Southwark and 
Vauxhall Water Company et qui était contaminée par les eaux usées (Snow et Richardson, 1936), et 
(Doll et Hill, 1964) ont étudié les rapports entre tabagisme et cancer du poumon et ont pu établir des 
relations entre les deux. Au début du XXe siècle, des méthodes mathématiques ont été développées 
pour être appliquées en épidémiologie (Kermack et Mckendrick, 1927). Bernoulli est l’un des 
premiers à avoir contribué à l’épidémiologie mathématique en utilisant la modélisation pour évaluer 
une action de santé publique qui ne peut pas être observée directement : avec un modèle sur la 
variole, il calcule le gain en terme de vie moyenne si la variolation (inoculation volontaire de la 
variole) est appliquée. 
Dans le domaine végétal, l’épidémiologie a commencé à se développer dans les années 1960 avec 
Van Der Plank : ce dernier a publié un ouvrage majeur qui offre un cadre théorique pour l'étude de 
l'épidémiologie des maladies des plantes (Van Der Plank, 1963). Cet ouvrage s’est inspiré de 
l'expérimentation sur différents systèmes hôtes-pathogènes et a fait rapidement progresser 
l'épidémiologie végétale, en particulier pour les pathogènes fongiques des feuilles. Depuis, de 
nombreux modèles mathématique ont été développés sur des pathosystèmes variés (Gilligan, 1985; 
Jeger, 1989; Kranz, 2012; McLean et al. 1986). 
L’ensemble des travaux effectués en épidémiologie permettent de mieux comprendre les épidémies, 
ce qui va permettre d’élaborer des méthodes de luttes adaptées. 
 
1.2. Stratégies de gestion des épidémies  
Les maladies infectieuses résultent de multiples interactions entre un agent infectieux, un mode de 
transmission, une gamme d’hôtes et l’environnement. Pour lutter contre les maladies, il faut agir sur 
un ou plusieurs de ces éléments, dont les trois premiers subissent l’influence de l’environnement. 
Pour agir efficacement, il est indispensable de comprendre comment ces éléments fonctionnent et 
interagissent entre eux, de façon à mettre au point puis à appliquer et évaluer des mesures de lutte 
appropriées. 
Les stratégies de gestion des maladies sont généralement réfléchies sur le long terme et prennent en 
compte les aspects économiques, environnementaux et sociétaux. La gestion d’un organisme 
nuisible est définie comme l’évaluation et la sélection des options permettant de réduire le risque 
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d’introduction et de dissémination d’un organisme nuisible (FAO, 2017). En fonction du contexte, ces 
options ne vont pas nécessairement être les mêmes. Elles peuvent avoir pour but d’éliminer 
totalement l’agent pathogène d’une zone (éradication, FAO, 2017), de réduire son impact en 
réduisant la taille de sa population (suppression) ou de prévenir sa dissémination dans ou autour 
d’une zone infestée (enrayement, FAO, 2017). La lutte contre les organismes nuisibles correspond à 
l’ensemble des méthodes employées pour arriver à l’éradication, la suppression ou l’enrayement 
d’une maladie (FAO, 2017). Lorsque la stratégie de lutte consiste à prévenir la propagation des 
maladies dans les zones non infestées (i.e. d’éviter que les organismes nuisibles ne s’échappent), on 
parle de confinement (FAO, 2017). 
Les méthodes de lutte sont diverses et dépendent des caractéristiques de la maladie. Une des 
pratiques courantes est l’utilisation de produits phytosanitaires (Gubbins et Gilligan, 1999; Hall et al. 
2004; Taylor et al. 2016). Par exemple, la maladie bactérienne des agrumes, ou maladie du dragon 
jaune, est gérée par la pulvérisation d'insecticides pour réduire l'abondance de ses vecteurs : les 
psylles asiatiques des agrumes (Grafton-Cardwell et al. 2013; Taylor et al. 2016). Néanmoins, dans le 
contexte actuel de réduction des produits phytosanitaires (Alim’agri, 2018a), la lutte biologique est 
également de plus en plus employée. Des études se sont par exemple penchées sur des méthodes de 
lutte biologique contre le champignon Rhizoctonia solani qui provoque la fonte des semis chez de 
nombreuses espèces (Gibson et al. 1999). Afin de réduire l’utilisation de produits phytosanitaires, le 
développement de variétés résistantes est également en plein essor avec l’arrivée des nouvelles 
technologies (séquençage haut débit, méthodes de transgénèse, etc.). Des études ont par exemple 
conduit à la création de variétés de pomme de terre résistantes à la tavelure, l’oïdium ou au feu 
bactérien (Kellerhals, 2004), de blés résistants à la rouille brune (Fossati et al. 2006), ou encore de 
variétés d’abricotiers résistants à la sharka (Mariette et al. 2016). Cependant, les résistances 
développées sont parfois contournées, ces méthodes de lutte ne sont pas toujours disponibles pour 
certaines maladies, ou ces méthodes ne sont pas assez rentables pour les mettre en œuvre. D’autres 
stratégies sont alors mises en place comme par exemple l’arrachage des hôtes malades. L’arrachage 
est couramment utilisé pour les maladies des cultures pérennes, en particulier lorsque cela revient 
moins cher que l’utilisation de produits chimiques (Gibson et al. 2004) ou pour les agents pathogènes 
qui ne peuvent pas être contrôlés par ces moyens chimiques (Martins et al. 2012). L’arrachage est 
par exemple pratiqué contre des pathogènes tels que la mosaïque du manioc (Fauquet et Fargette, 
1990), le bunchy top du bananier (Allen, 1978), le swollen shoot du cacao (Dzahini-Obiatey et al. 
2006; Thresh et Owusu, 1986), le virus de la tristeza des agrumes (Barnier et al. 2010), le virus du 
rabougrissement chlorotique de la patate douce (SPCSV, Gibson and Aritua, 2002) ou encore la 
sharka (Rimbaud et al. 2015b). 
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Les stratégies de gestion sont conçues avec l’aide de nombreux acteurs de la filière concernée. Par 
exemple pour la sharka, le Ministère de l’agriculture s’appuie sur des organismes tels que l’ANSES 
(Agence nationale de sécurité sanitaire de l’alimentation, de l’environnement et du travail) et l’INRA 
(Institut national de la recherche agronomique) pour définir la stratégie à mettre en place. 
Néanmoins, bien que ces stratégies soient largement réfléchies à l’échelle du territoire, il reste 
possible de les optimiser. En effet, du fait de la complexité des épidémies, il n’est pas intuitif 
d’identifier les stratégies les plus efficaces pour gérer un pathogène. De nos jours, les essais sur le 
terrain (ou en laboratoire) régissent la façon dont nous gérons les épidémies. Ces stratégies sont 
souvent couronnées de succès, mais les risques d'erreurs sont considérables. L’expérimentation 
permet de tester différents scénarios de gestion ; elle est néanmoins limitée par des contraintes 
logistiques et financières. En effet, elle ne permet par exemple pas de réaliser des expériences à de 
larges échelles spatio-temporelles, bien que cet aspect soit important à prendre en compte en 
épidémiologie. De plus, la variabilité des épidémies ne peut être complètement représentée avec des 
essais sur le terrain bien qu’elle soit importante à prendre en compte lors de l’élaboration de 
stratégies de gestion. D’une part, il très couteux de réaliser des essais dans des conditions variées, et 
d’autre part ces conditions sont difficiles à contrôler : elles proviennent à la fois des facteurs 
environnementaux (la température fluctue, les conditions du sol diffèrent d'un site à l'autre, la 
sensibilité des variétés est différente), et des interactions entre les agents pathogènes, leurs hôtes et 
l’environnement dans lequel ils évoluent (Shaw, 1994). 
Les modèles épidémiologiques sont alors une approche intéressante car ils permettent de surmonter 
certaines limites de l'expérimentation. Ils permettent notamment d’estimer des paramètres 
épidémiologiques concernant certains pathogènes de manière beaucoup plus rapide, et de tester 
plusieurs scénarios de gestion sur différents cas épidémiques pour identifier des stratégies 
optimisées et ce, à une échelle qui peut varier de la plante à un paysage agricole. 
 
2. Les modèles en épidémiologie 
2.1. Qu’est-ce qu’un modèle ?  
Un modèle est une représentation symbolique de certains aspects d’un objet ou d’un phénomène du 
monde réel (Pavé, 1994). Cette représentation peut par exemple se faire par une description 
mathématique d’un système et de son fonctionnement. Elle a pour but d’élaborer une théorie plus 
ou moins précise à partir d’observations et de prévoir ce qu'il se passerait dans certaines conditions. 
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Par exemple, il existe en agronomie des modèles permettant d’analyser le rendement des parcelles 
cultivées en fonction des conditions environnementales. Le système peut alors être composé de la 
plante, du sol et de l’atmosphère, et le modèle peut être basé sur des connaissances théoriques 
concernant les échanges entre la plante et l’atmosphère, la croissance des plantes en fonction des 
apports de l’environnement, etc. 
Les modèles sont composés de variables d’entrées, de variables de sorties et de paramètres (Figure 
1). Les variables d’entrées correspondent aux propriétés connues (ou estimées) du système ; elles 
sont limitées à celles auxquelles on peut raisonnablement prétendre avoir accès. Les variables de 
sorties représentent le résultat du modèle. Les paramètres constituent les constantes des équations 
mathématiques utilisées. 
 
 
Figure 1 : Fonctionnement d’un modèle qui traduit en équations le fonctionnement d’un système composé de plantes, du 
sol et de l’atmosphère, pour obtenir des valeurs de rendement. 
 
Dans un modèle, la représentation choisie du système est nécessairement réductrice. Elle est 
simplifiée à l’aide d’hypothèses en fonction de l’objectif. Cependant, malgré le fait que le modèle 
n’incorpore pas tous les éléments, il doit permettre de comprendre ou de prévoir le comportement 
du système. De plus, les hypothèses formulées doivent être claires afin que l’utilisateur puisse 
comprendre aisément le fonctionnement du modèle et juger les limites de son domaine de validité, 
en dehors duquel le modèle n’est plus applicable. En effet, un modèle répond à un objectif bien 
précis et n’est bien souvent pas généralisable. Par exemple, les modèles épidémiologiques sont 
fréquemment spécifiques à l’espèce étudiée. 
Les modèles peuvent être implémentés sur des systèmes informatiques de plus en plus flexibles et 
performants grâce aux nombreux langages de programmation. Ils permettent de répondre à des 
objectifs de plus en plus complexes et précis. 
 
Modèle :
Equations avec des paramètres 
(physiques et biologiques)
Variables d’entrées :
Données 
climatiques
Variable de sortie :
RendementTechniques 
culturales
Fertilisation
Dates de plantation
Température
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2.2. Quelques caractéristiques des modèles utilisés en épidémiologie 
Les premiers modèles représentant des épidémies ont tout d’abord été utilisés en épidémiologie 
médicale pour prédire l’évolution de maladies humaines (Kermack et Mckendrick, 1927; May et 
Anderson, 1979). Ils n’ont suscité un intérêt en épidémiologie végétale que quelques années plus 
tard (Van Der Plank, 1963; Zadoks, 1971). Depuis, de nombreux modèles épidémiologiques ont été 
développés pour décrire et analyser la dynamique spatio-temporelle de maladies des plantes 
transmises par des insectes vecteurs (Bertschinger, 1997; Gibson, 1997; Gottwald et al. 1999; Holt et 
Chancellor, 1996; Irwin et al. 1989; Madden et al. 1988; Pethybridge et Madden, 2003; Ruesink, 
1986).  
La plupart des modèles épidémiologique sont basés sur des équations différentielles liées décrivant 
les différents stades de la maladie. Ils sont dérivés d’un cadre générique qui permet à la plante (ou 
une partie de la plante) de passer d’un état sensible (S), à un état infecté (I), puis à un état post-
infectieux (R pour « removed ») (modèles SIR) (Campbell et Maden, 1990; Chan et Jeger, 1994). Ces 
modèles peuvent intégrer des options de contrôle, et peuvent être utilisés pour évaluer leur 
efficacité. Kleczkowski et al. (1996) ont par exemple utilisé un modèle SIR pour caractériser les effets 
de l'inclusion d'un agent de biocontrôle, Trichoderma viride, sur la propagation de la maladie de la 
fonte des semis de radis causée par Rhizoctonia solani.  
Une grande partie de ces modèles sont simples et déterministes, c’est-à-dire sans aléa : pour un état 
initial, il n’existe qu’un état final, i.e. tout est parfaitement connu. Ces modèles sont en général 
centrés sur un tissu malade (ou infecté) de la plante (Campbell et Maden, 1990). La plupart peuvent 
être résolus analytiquement et ont fourni des méthodes très utiles pour comparer les effets des 
traitements sur la dynamique d’une maladie (Gilligan, 1990). Néanmoins, les modèles déterministes 
ne permettent pas de prendre en compte la variabilité des épidémies due aux interactions entre les 
agents pathogènes, leur hôte et leur environnement. Des modèles stochastiques ont alors été 
développés. Ceux-ci prennent en compte des phénomènes aléatoires dus à ces interactions : pour un 
état initial, il existe plusieurs états finaux. Avec plusieurs répétitions de simulations, ils permettent de 
prédire ce qui se passera dans un grand nombre d'épidémies avec des conditions différentes : « si 
nous comprenons les interactions entre les agents pathogènes et leur environnement, nous pouvons 
alors commencer à comprendre la variabilité et peut-être à améliorer la gestion de la maladie » 
(Gilligan, 2002). Ainsi, suite aux travaux de Kleczkowski et al. (1996), Gibson (1997) a utilisé un 
modèle stochastique pour analyser l'évolution de la distribution de probabilité des épidémies de la 
fonte des semis en réalisant plusieurs répétitions pour prédire le risque de maladie. 
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Plus récemment, des modèles qui tiennent compte de la dynamique de croissance de l’hôte ont été 
développés. Ici, les tissus sensibles de la plante (voire la plante en entier) changent au fil des saisons 
et des années : de nouvelles feuilles sont produites, croissent et meurent. Ces dynamiques peuvent 
être capturées de deux façons principales. La première est un modèle hôte-parasite simple qui garde 
la trace de la biomasse des plantes, de la densité ou du nombre d'hôtes (qui peuvent être des plantes 
entières, des feuilles ou des racines) et les mesures de la biomasse parasitaire (généralement évaluée 
comme des lésions, ou spores) (Gilligan et Kleczkowski, 1997; Gubbins et Gilligan, 1999). La seconde, 
plus largement utilisée, est un modèle SEIR dans lequel les organes végétaux passent à travers 
différents compartiments : ils deviennent sensibles (S), exposés, mais pas encore infectieux (E), 
infectés et infectieux (I) et post-infectieux (R pour « removed ») via la mort ou l'arrachage de la 
plante (Gilligan, 1994). 
Depuis quelques années, les modèles permettent également de travailler à une échelle adaptée à un 
paysage agricole. Cet aspect est important lorsque l’on a pour objectif d’optimiser des stratégies de 
gestion de pathogènes qui se transmettent à travers les parcelles. Gilligan et Van Den Bosch (2008) 
affirment d’ailleurs que la gestion d’une maladie ne peut être couronnée de succès que si l’échelle de 
la gestion correspond à l’échelle de l’épidémie. 
Pour résumer, les modèles peuvent être déterministes ou stochastiques, spatiaux ou non spatiaux, 
et modélisent de manière plus ou moins complexe la biologie des hôtes, des vecteurs et des 
pathogènes. Ils varient en fonction de l’échelle (plante, parcelle, pays, etc.) et de l’objectif visé.  
 
3. Les modèles pour optimiser la gestion des épidémies 
3.1. Qu’est-ce que l’optimisation ?  
L’optimisation d’une stratégie de gestion consiste à définir les paramètres de cette stratégie 
conduisant au meilleur résultat. Comme évoqué précédemment, ce résultat est caractérisé en 
fonction d’un objectif bien précis. Par exemple, dans le cas d’une étude agronomique, l’objectif peut 
être de maximiser le rendement ; dans le cas d’une étude épidémiologique, l’objectif peut être de 
minimiser la prévalence dans les parcelles. 
Un problème d’optimisation en épidémiologie est défini par : 
• un modèle qui permet de reproduire le comportement de la maladie 
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• un ou plusieurs critères que l’on cherche à minimiser ou maximiser 
• un ensemble admissible de paramètres épidémiologiques (et parfois de gestion) qui 
sont contraints dans leur domaine de définition. 
 
3.2. Optimisation de la gestion des maladies  
Lorsque les paramètres épidémiologiques d’une maladie sont disponibles, des modèles permettent 
d’évaluer différentes stratégies de gestion et d’identifier des stratégies efficaces (Cunniffe et al. 
2015a). Ces stratégies peuvent être basées sur des critères différents. Les études de Cunniffe et al. 
(2016) et Epanchin-Niell et al. (2012, 2014) sont par exemple focalisées sur l’optimisation d’un critère 
économique. D’autres travaux s’intéressent à des critères agronomiques tels que le nombre d’arbres 
arrachés (Parnell et al. 2009 ; Sisterson et Stenger, 2012), le nombre d’arbres asymptomatiques 
(Cunniffe et al. 2014), le rendement des arbres (Sisterson et Stenger, 2012), l’incidence de la maladie 
(Holt et al. 1999), la prévalence (Courcoul et al. 2011; Lurette et al. 2009), le taux de propagation de 
la maladie (Coutts et al. 2010; Filipe et al. 2012), le taux de reproduction de base (R0) (Chan et Jeger, 
1994) ou encore la proportion des plantes infectées à la fin de la simulation (Sisterson et Stenger, 
2012). 
En fonction de la maladie étudiée, les travaux de modélisation ont cherché à optimiser différentes 
stratégies de gestion. Ainsi, pour des pathogènes pour lesquels un moyen de lutte chimique existe, 
des études proposent une optimisation de la pulvérisation des traitements insecticides (Filipe et al. 
2012)  et notamment de la date du début du traitement (Cunniffe et al. 2016). Des études proposent 
également d’optimiser le positionnement des plantes hôtes dans les parcelles, et plus 
particulièrement l’espacement entre ces plantes (Chan et Jeger, 1994; Cunniffe et al. 2014, 2015b; 
Jeger and Chan, 1995), ainsi que la distance d’isolement des zones contaminées (Chan et Jeger, 1994; 
Filipe et al. 2012; Jeger et Chan, 1995). D’autres encore proposent d’améliorer la détection d’un 
pathogène dans les parcelles cultivées en optimisant la fréquence et l’intensité de l’échantillonnage 
(Parnell et al. 2012, 2014). Pour finir, dans les cas d’épidémies pour lesquelles la méthode de lutte 
est l’arrachage des plantes, des études ont tenté d’optimiser le nombre d’arbres arrachés, leur 
localisation dans les parcelles et leur replantation (Cunniffe et al. 2015b; Filipe et al. 2012; Sisterson 
et Stenger, 2012). Ainsi, de récents travaux de modélisation ont montré comment le contrôle par 
l’arrachage local des hôtes sensibles peut être efficace contre un pathogène des agrumes en 
considérant le rayon de la zone d’éradication (i.e. le rayon autour d’un arbre infecté délimitant un 
cercle dans lequel les arbres doivent être arrachés, Parnell et al. 2009, 2010), ainsi que le calendrier 
des dates d’arrachage (Cunniffe et al. 2014). 
23 
 
La plupart de ces études réalisent des simulations sur un paysage fixe et ne prennent pas en compte 
les caractéristiques du paysage. Pourtant, cet aspect peut être essentiel pour étudier les épidémies 
et les stratégies de gestion à grande échelle. En effet, le paysage peut influencer la dynamique 
épidémique et, par conséquent, les meilleures stratégies de gestion ne sont pas nécessairement les 
mêmes selon le paysage. Des approches prometteuses ont été développées pour intégrer les 
caractéristiques des paysages dans les modèles. Par exemple, il a été démontré qu’il était possible 
d’optimiser la gestion d’une épidémie du chancre des agrumes en adaptant le rayon de la zone 
d’arrachage (définie autour d’un arbre contaminé, Parnell et al. 2009). Ce rayon dépend 
principalement de la structure du paysage : le rayon optimal augmente à la fois avec le niveau 
d'agrégation des parcelles et la densité de l'hôte dans le paysage (Parnell et al. 2010).  
Cependant, bien que ces approches considèrent le paysage, elles sont limitées par une 
représentation des parcelles symbolisées par des points. En outre, elles sont principalement 
focalisées sur un seul paramètre de gestion et ne sont pas appliquées pour des stratégies de gestion 
plus complexes (avec plusieurs paramètres). Peu d’études ont essayé d'optimiser plusieurs 
paramètres à la fois (Pleydell et al. 2018; Rimbaud et al. 2018a, 2018b).  
4. La sharka comme modèle d’étude 
4.1. La sharka 
La maladie de la sharka est causée par le Plum pox virus (PPV) qui se transmet par les pucerons (selon 
le mode non persistant) ou par l’homme via le transfert de matériel infecté. Elle touche différentes 
espèces d’arbres du genre Prunus (abricotier, pêcher, prunier, cerisier, etc.). La présence de PPV 
entraine la modification de la chlorophylle dans les feuilles. La photosynthèse est alors affectée ainsi 
que le métabolisme des sucres, ce qui entraine une augmentation de l’acidité des fruits (Németh, 
1986). De plus, les fruits infectés peuvent être déformés par le virus : ils présentent à leur surface des 
zones irrégulières (taches chlorotiques, Llácer et Cambra, 2006). L’impact du PPV sur les fruits les 
rend impropres à la consommation voire à la transformation industrielle. Les conséquences 
économiques sont alors importantes : une étude a estimé l’impact mondial de la sharka à 10 milliards 
d’euros sur 30 ans (Cambra et al. 2006), avec des pertes de rendement allant jusqu'à 100% pour les 
cultivars les plus sensibles. 
Depuis peu, l’INRA a identifié des sources de résistance chez l’amandier et l’abricotier, et a contribué 
au développement de quelques variétés d’abricotiers résistants (Mariette et al. 2016). Néanmoins, il 
n’existe actuellement que des variétés de pêchers et de pruniers cultivés sensibles ou tolérantes au 
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PPV, hormis une variété transgénique chez le prunier (Scorza et al. 1994). Les chercheurs travaillent 
donc sur des programmes visant à développer des variétés résistantes au PPV pour ces espèces. En 
attendant, la gestion de la sharka en France est définie par un arrêté national de lutte, présenté dans 
le paragraphe suivant. 
 
4.2. La gestion de la sharka en France 
En France, la gestion de la sharka est définie par un arrêté national de lutte spécifiant une procédure 
complexe. Elle implique des inspections visuelles fréquentes des pépinières et des vergers, un 
arrachage des arbres symptomatiques (voire de vergers entiers) ainsi que des restrictions de 
plantation (JORF, 2011). Les différentes modalités de gestion sont explicitées sur la figure 2. 
 
Figure 2 : Stratégie de gestion contre le Plum pox virus dans les vergers français, définie par l’arrêté national de lutte du 
17 mars 2011 (JORF, 2011). 
 
4.3. Optimisation des stratégies de gestion de la sharka 
4.3.1. Modèle de simulation 
Un modèle de simulation des épidémies de sharka et de leur gestion a été développé précédemment 
(Pleydell et al. 2018; Rimbaud et al. 2018a, 2018b). Ce modèle SEIR est stochastique et spatialement 
Arrachages
Taux de contamination du verger :
≤ 10% : arrachages des arbres symptomatiques
> 10% : arrachage du verger
Surveillance
Epicentre
1500 564
Arbre détecté
Zone focale
Zone de sécurité
Zones de surveillance mises en place pour 3 ans
1 prospection/an
Taux de contamination de 
l’épicentre :
≤ 2% : 2 prospections/an
> 2% : 3 prospections/an
Taux de contamination de 
l’environnement :
> 1% et <2% : 3 prospections/an
≤ 1% : 2 prospections/an
Interdictions de plantation
Plantations interdites si :
Taux de contamination de 
l’environnement ≥ 2%
Au moins un verger avec un taux 
de contamination > 5% dans la 
zone de voisinage
Environnement
Verger à planter
200
Zones de surveillance mises en place pour 3 ans
1 prospection/6 ans
Zone de voisinage
Verger 
infecté
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explicite. Il inclut un paysage composé de zones non cultivées et de parcelles sur lesquelles des 
Prunus sont cultivés. Au début de la simulation, les arbres des parcelles cultivées ne sont pas 
infectés, ils ont le statut « sain ». Le PPV est introduit la première année de la simulation dans une 
des parcelles cultivées et se disperse ensuite à travers les vergers, provoquant le changement de 
statut des arbres : ils peuvent être « sains », « infectés » lorsque le virus leur est transmis, « 
infectieux caché » après une période de latence, « infectieux détecté » lorsque le virus est détecté 
sur l’arbre grâce aux prospections et « arraché » lorsque l’arbre est enlevé de la parcelle.  
Dans le modèle, 6 paramètres caractérisent l'épidémie. Le premier paramètre implémenté dans le 
modèle contrôle la parcelle de la première introduction du pathogène (qκ).  Il correspond au quantile 
de la connectivité de cette parcelle parmi l’ensemble des parcelles (la connectivité étant définie ici 
comme la probabilité qu'un puceron d’un verger se déplace sur un autre verger). De nouvelles 
introductions du pathogène sont contrôlées par un paramètre Φ, la probabilité d’introduction de la 
maladie lors de plantations de vergers. La prévalence lors de chaque introduction est tirée dans une 
distribution favorisant des valeurs plus ou moins élevées en fonction de la probabilité d’avoir une 
introduction massive, pMI. Le pathogène se disperse ensuite à travers les vergers suivant une fonction 
de dispersion qui détermine la distance de déplacement du pathogène dans le paysage (cette 
fonction dépend d'un paramètre Wexp). Dans le verger, le nombre d'hôtes qui deviennent infectés 
dépend du potentiel infectieux exercé par les hôtes infectés. Ce potentiel résulte du nombre et de 
l'emplacement des arbres infectieux dans le paysage, et d’un coefficient de transmission β qui définit 
l’intensité globale de l’épidémie. Une fois infectés, les hôtes deviennent infectieux et 
symptomatiques après une période de latence dont la durée moyenne est θexp. Les 6 paramètres 
épidémiologiques (qκ, Φ, pMI, Wexp, β, θexp) peuvent varier entre une borne minimale et une borne 
maximale, définies pour correspondre aux caractéristiques du virus de la sharka (Rimbaud et al. 
2018b). 
De plus, une stratégie généralisant la gestion française de la sharka dans les vergers de Prunus est 
implémentée dans le modèle. Elle comprend 23 paramètres, détaillés dans l’article « PESO: a 
modelling framework to help improve management strategies for epidemics – application to 
sharka », présenté dans la partie 5 de l’introduction. 
Une des sorties du modèle est un critère économique : la valeur actuelle nette (VAN). Elle correspond 
à la somme de la marge brute (MB) calculée chaque année sur laquelle est appliqué un taux 
d’actualisation. La marge brute représente la différence entre les produits générés par la culture des 
arbres productifs et les coûts induits par la production et la stratégie de gestion appliquée 
(observations, arrachages et replantations, Rimbaud et al. 2018a). 
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4.3.2. Optimisation de la gestion de la sharka 
Les travaux de Rimbaud et al. (2018a) sont basés sur un paysage réel composé de parcelles cultivées 
en vergers de pêchers généré à partir d’une base de données recueillies dans une zone de production 
du Gard. Elle contient les coordonnées géographiques de 553 parcelles (0,9 ha par parcelle en 
moyenne). Grâce à une analyse de sensibilité, des paramètres clés de l’épidémie ont été identifiés 
(Rimbaud et al. 2018b) et une stratégie efficace a été identifiée dans ce paysage (Rimbaud et al. 
2018a). Les paramètres de gestion de cette stratégie correspondent à une surveillance de tous les 
vergers du paysage de manière plus fréquente et homogène que ce que prévoit la stratégie de 
gestion française. De plus, quel que soit le degré de contamination local, seuls les arbres 
symptomatiques sont arrachés (aucun verger n’est arraché entièrement). Ce travail de modélisation 
a ainsi démontré de façon théorique qu’il existe des stratégies presque aussi efficaces mais moins 
coûteuses que la stratégie employée actuellement en France, même si cette dernière reste plus 
rentable que l’absence de lutte. 
5. Objectifs de ma thèse
Ma thèse est intégrée dans une démarche de modélisation ayant pour but d’optimiser les stratégies 
de gestion d’une épidémie. L’article suivant détaille cette démarche en précisant ce qui a déjà été 
fait, et les travaux effectués dans le cadre de cette thèse. 
Pour résumer, ma thèse peut être découpée en 3 volets, qui font partie de la démarche PESO 
(estimation de paramètres, simulation, optimisation) présentée dans l’article 1 : 
 estimer la fonction de dispersion de la sharka à partir de données épidémiologiques et
génétiques ;
 intégrer les caractéristiques paysagères dans un modèle de simulation de la maladie pour
étudier l’influence du paysage sur les stratégies de gestion ;
 optimiser les stratégies de gestion d’une épidémie en prenant en compte le paysage et la
possibilité d’introduction de variétés résistantes.
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The optimization of management strategies for plant diseases is a difficult task because of the
complexity and variability of epidemic dynamics. Thanks to their ability to numerically simu-
late many scenarios, models can be used to estimate epidemiological parameters, assess the
effectiveness of different management strategies and optimize them. This article presents the
PESO (parameter estimation–simulation–optimization) modelling framework to help improve
plant disease management strategies. This framework is based on (i) the characterization of
the epidemic dynamics to estimate key epidemiological parameters, (ii) the use of spatially
explicit models to simulate epidemic dynamics and disease management, and (iii) the use of
numerical optimization methods to identify better management strategies. This approach is
generic and can be applied to many diseases. The work presented here focuses on sharka
(caused by Plum pox virus), which has a worldwide impact on the Prunus industry, and is
associated with huge disease management costs in many countries, especially in France.
Introduction
The spread of an epidemic results from complex interac-
tions between many biological processes and, potentially,
human interventions. The biological processes include for
example host infection, latent and infectious periods, patho-
gen reproduction and dispersal, which may depend on vec-
tors and their biology (Lepoivre, 2003). These processes
may be considerably affected by other factors. For instance,
the layout of plots in the landscape and their characteristics
may affect pathogen dispersal (Papa€ıx et al., 2014; Parnell
et al., 2010). In addition, human interventions may have a
drastic impact on the epidemic. This may happen through
the introduction of infected planting material into a culti-
vated plot, or through actions to control disease (e.g. use of
pesticides, removal of infected plants). Because of this
complexity, the identification of appropriate management
strategies is rarely intuitive or accessible through experi-
ments. Thus, in practice, such strategies are often based on
expert opinions rather than formal demonstrations.
Epidemiological simulation models are an interesting
alternative for identifying effective strategies or optimizing
existing ones, because they allow a quick and thorough test
of several management options in silico. However, it is cru-
cial to find the best compromise between generality
(theoretical models applicable in various contexts but gen-
erally not very realistic) and specificity (very realistic mod-
els but not easily transferable to other contexts), depending
on the purpose of the study. In this article we introduce a
generic framework called PESO (parameter estimation–sim-
ulation–optimization) that should help improve plant dis-
ease management through the use of simulation models.
In this approach, in order to obtain reliable and relevant
results, the simulation model should integrate accurate
knowledge about the epidemiological parameters (e.g.
parameters related to host–pathogen interactions). Such
understanding of the disease can be gained through experi-
ments, field data or the subsequent estimation of epidemio-
logical parameters, as presented in the first part of this article
(Fig. 1, step A). Next, the article describes the different com-
ponents of the proposed simulation approach (Fig. 1, step B)
and presents different methods for the numerical optimiza-
tion of management strategies (Fig. 1, step C). Here, the
framework is presented as a process with successive steps.
However, when applying the proposed approach to emerging
diseases the process would probably be more iterative than
sequential, in order to benefit from the dynamic feedback
between experiments, surveillance and modelling.
This approach is applied to sharka, one of the most dam-
aging diseases for trees of the genus Prunus (e.g. apricot,
peach and plum). It is caused by Plum pox virus (PPV;
genus Potyvirus) and spread by aphids (in a non-persistent
manner) or by human activities (through the transfer of
infected plant material). The associated yield losses can
*Paper based on work presented at the Joint EFSA-EPPO Workshop:
Modelling in Plant Health – how can models support risk assessment of
plant pests and decision-making? 12th–14th December 2016, Parma, Italy.
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reach 100% for the most susceptible Prunus cultivars
(Nemeth, 1986). In addition, fruits of PPV-infected trees can
be unsuitable for consumption or industrial processing. This
damage to both quantity and quality of fruit causes impor-
tant economic losses worldwide (Cambra et al., 2006). Con-
sequently, various strategies have been deployed by affected
countries (Rimbaud et al., 2015b). In France, sharka man-
agement is mandatory and stringent, but also very expen-
sive. Briefly, it is based on quarantine procedures, plantation
restrictions, visual inspections of Prunus nurseries and orch-
ards, removal of symptomatic trees, and of whole orchards
under certain conditions (JORF, 2011; Speich, 2006).
Estimating the epidemic dynamics
The first step of the approach consists of gaining insights into
the processes and parameters underlying epidemic dynamics.
These processes can be studied experimentally, showing
for example that PPV is not seed-transmitted (Pasquini and
Barba, 2006), that latent periods can last several years,
especially in apricot (Quiot et al., 1995), or that the latent
and incubation periods are almost synchronized for young
peach trees (Rimbaud et al., 2015a). Such work provides
crucial information about the pathogen; however, some epi-
demiological parameters cannot be estimated in the labora-
tory. Furthermore, region-wide experiments (e.g. to test
management strategies) are considerably restricted for obvi-
ous practical and ethical reasons. Modelling studies can
thus provide complementary insights, especially at a scale
matching that of typical epidemics.
Models fed with field surveillance data can provide infor-
mation on epidemiological parameters. For instance, empiri-
cal models were used to describe nearest-neighbour
distance distributions between infected trees (Gottwald
Model output
Landscape generation
1
Host response to 
infection
3
Disease 
management
4
Pathogen 
introduction and 
dispersal
2
Experimentation
1
Modelling
2
Sensitivity 
analysis
1
Optimisation 
algorithms
2
Optimised strategies
Fig. 1 The PESO modelling framework (parameter estimation–simulation–optimization) to help improve management strategies for epidemics. A:
The first step consists of characterizing the epidemic dynamics (i.e. estimating key epidemiological parameters). B: The second step is the
development of a simulation model including the generation of realistic landscapes, the introduction and dispersal of the pathogen and the host
response to the infection. The model integrates parameter estimates from A. In addition, management strategies can be implemented in the model
and assessed using the model output as a performance criterion (e.g. epidemiological or economic measurements of the strategy efficiency). C: Then,
the relative influence of management parameters can be assessed using sensitivity analysis, and these parameters can be optimized directly or within
optimization algorithms. [Colour figure can be viewed at wileyonlinelibrary.com].
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et al., 2013). More recently, some epidemiological parame-
ters such as the dispersal kernel, latent period and transmis-
sion rate were estimated from sharka data collected in more
than 600 French orchards over 15 years using a model at
the orchard level (Pleydell et al., 2017). Improved estimates
may be obtained using such process-based models with
tree-level epidemiological data.
An innovative approach consists of estimating more pre-
cisely epidemiological parameters to infer ‘who infected
whom’ in outbreaks of infectious diseases, by jointly using
spatiotemporal and genetic data (Mollentze et al., 2014).
For this purpose, virus sequences should be obtained from
most infected hosts within a spatial window matching the
scale of disease dispersal. Genetic variations resulting from
the high mutation rate of viruses (Drummond et al., 2003)
provide information on the genealogical relationships
between virus genome sequences, and thus between host
infections. Models can account for the probability that any
case A infected any case B given the pathogen sequences
and the spatiotemporal locations of the infections. This
probability is broken down into: the probability that case A
was infectious and case B was infected during the same
time window; the probability that cases A and B have been
in contact (either directly, or indirectly via wind or vectors)
given the locations at which A and B were observed; and
the probability that the genetic sequence of the pathogen
sampled from case A mutated into the sequence sampled
from case B given the evolutionary time separating the two
sequences. This enables the joint inference of epidemiologi-
cal parameters (infection date, latent and infectious periods,
dispersal function) and pathogen transmission chains.
Despite its potential, this approach still has to be applied to
plant pathogens (Picard et al., 2017).
Simulating the epidemic
Once epidemic dynamics have been characterized (up to
uncertainties that have to be taken into account), simulation
models can be exploited to test different epidemic or man-
agement scenarios. Such models usually need an explicit
and realistic landscape, a scenario for pathogen introduction
and dispersal, equations describing the changes in host sta-
tus and, possibly, management actions that affect disease
spread. Finally, different management strategies can be
compared based on output variables.
Modelling landscape features
The landscape (characterized by the spatial arrangement
and the shape of the different plots) is not often taken into
account in epidemiological modelling studies, although it
may have a strong impact (Ostfeld et al., 2005; Papa€ıx
et al., 2014). In landscapes where plot dimensions are of
the same order of magnitude as inter-plot distances, accu-
rate models of disease spread and management require a
realistic representation of the landscape. To achieve this,
two options are available: either using the coordinates of
elements of a real landscape (Rimbaud, 2015) or develop-
ing an algorithm simulating realistic landscapes. The first
option has the advantage of realism if a decision has to be
made for that specific landscape, or similar ones. The sec-
ond option enables the main landscape features to be
defined, such as the number of plots or their spatial aggre-
gation (i.e. the proportion of the neighbouring area of a plot
filled with other plots).
Modelling pathogen introduction and dispersal
In order to simulate an epidemic, the first step is to model
pathogen introduction by selecting the first infected host(s).
The outbreak can be initiated by one or several infected
hosts, depending on whether this outbreak is due to the
introduction of the pathogen from an infected host located
outside the study area or to the planting of infected individ-
uals in the plot. Each infectious host can be a source of
infection for close or distant susceptible hosts, depending
on the transmission processes. In epidemiological models,
dispersal distances are characterized by a function which
represents the statistical distribution of the location of the
inoculum after dispersal from a source point. In the work
presented in this paper, a stochastic, spatially explicit model
first developed on sharka is used (Pleydell et al., 2017;
Rimbaud, 2015). In this orchard-based model, PPV is intro-
duced at the beginning of the simulation and new introduc-
tions can occur each time a plot is replanted. Dispersal of
PPV in the landscape is modelled using flexible mixtures of
exponential functions that simulate the first flight of the
aphids away from an infected host.
Modelling host–pathogen interactions
Many epidemiological models rely on the SEIR (suscepti-
ble–exposed–infectious–removed) architecture. In these
models, hosts are characterized by different states. At the
beginning of the simulation, hosts are ‘susceptible’ (i.e.
healthy). After disease introduction and dispersal, the host
status can change: some hosts become ‘exposed’ (i.e.
infected but not yet infectious), and next ‘infectious’ after a
latent period. Finally, their infectious period stops when
they become ‘removed’ (i.e. epidemiologically inactive or
dead due to the disease or to human intervention). In the
case of sharka, present knowledge indicates that the infec-
tious hosts show symptoms and that symptomatic hosts are
infectious (Rimbaud et al., 2015a). To account for disease
detection through symptom-based surveillance, the ‘infec-
tious’ compartment can be split into ‘infectious hidden’
(i.e. not yet detected) and ‘infectious detected’.
Modelling disease management
A management strategy based on plot surveillance, host
removals and plantation restriction is implemented in the
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model. The modalities of this strategy (Fig. 2; see Table 1
for parameter definitions) are mainly based on the French
strategy for managing sharka in Prunus orchards (JORF,
2011), but have been extended to include some strategies
applied in other countries, for example the United States
(Gottwald et al., 2013).
Choice of the output variable
The output variable of the simulation model should summa-
rize the epidemic and provide relevant information to assess
the performance of management strategies. Some output
variables are very simple descriptions of the epidemic (e.g.
disease prevalence or incidence) or its management (e.g.
number of removed hosts, total cost of disease manage-
ment). Nevertheless, not all such variables are relevant in
the context of management optimization (e.g. the strategy
minimizing the cost of management is the absence of con-
trol), and it may be necessary to design composite criteria.
Two different outputs are designed in the work performed
on sharka. The first is the mean number of productive hosts
per hectare and per year, which is a good proxy for the epi-
demiological control provided by a given strategy. The sec-
ond output is the net present value (NPV), which is an
economic criterion balancing costs against benefits (and
short-term against long-term value). The benefit is gener-
ated by the cultivation of healthy or asymptomatic trees
(consequently, this benefit indirectly accounts for yield
losses due to the disease). The costs are associated with
Prunus production (independently of the disease) and man-
agement actions to control sharka (including the surveil-
lance, removal and replanting of trees; Rimbaud, 2015).
Optimizing the epidemic management
Optimization of a management strategy consists of identify-
ing, or at least approaching, the parameters of this strategy
leading to the best outcome.
A first study of various sharka management strategies
was carried out using the spatiotemporal simulation model
mentioned above. This model used the real landscape of a
peach-growing region of Southeastern France, consisting of
a mosaic of host (553 plots) and non-host areas. It demon-
strated the epidemiological efficiency of the current French
management strategy, and proposed ways to improve its
economic profitability (Rimbaud, 2015). Briefly, optimized
strategies are based on more regular and homogeneous
surveillance of the whole landscape than the current French
management strategy. In addition, parameter values that
lead to orchard removal (e.g. when the contamination rate
of an orchard is above 10%) are not recommended by this
optimization.
Because such strategies are specific to a particular fixed
landscape (Rimbaud, 2015), it could be valuable to test the
robustness of the French management strategy and of the
optimized strategies to changes in the landscape
Removals
Surveillance
Epicentre Detected tree
surveys/year
Contamination rate of the 
epicentre :
surveys/year
surveys/year
Probability of detection of a 
symptomatic tree: 
Plantations restrictions
Fig. 2 Summary of sharka management strategies implemented in the model. [Colour figure can be viewed at wileyonlinelibrary.com].
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characteristics. Sensitivity analyses should allow the identi-
fication of the most influential control parameters for a
range of landscapes varying by their degree of spatial
aggregation. Then, landscape-generic or landscape-specific
optimization of management strategies may be achieved by
analysing the output of numerous parameter combinations.
It is important to examine whether a management strategy
has to be tailored to each landscape (i.e. a unique strategy
leads to very different results for various landscapes), or if
a unique management strategy could fit all landscapes (i.e.
a strategy leads to a good economic outcome for all land-
scape types).
By exploring a large number of parameter combinations,
such work would help approach the best management strat-
egy for various landscapes. However, this exploration is
likely to be constrained by the computational time associ-
ated with the great number of parameter combinations. In
this context, specific optimization algorithms may be neces-
sary to improve parameter space exploration and more
quickly or more accurately reach the optimal parameter
combination.
Conclusions
The PESO framework is based on the estimation of key
epidemiological parameters, the simulation of the epidemic
and its management, and the optimization of management
parameters. This work has already shown its efficiency by
proposing improved strategies for sharka management in a
specific context (Rimbaud, 2015), and deserves to be
extended. Significant improvements might be brought about
by a more precise estimation of the aphid dispersal function
thanks to novel estimation models that can jointly use spa-
tial, temporal and genetic data about the pathogen. In addi-
tion, an in-depth study of the impact of landscape
characteristics on disease spread and management strategies
may open new avenues for the practical use of such results
in various landscapes. New optimization approaches may
also improve the exploration of the vast number of possible
combinations of management parameters in order to find
the most efficient management strategy. The authors hope
that the PESO approach presented here can serve as a gen-
eric conceptual framework for research on the computer-
assisted design of disease management strategies. Further-
more, it should help promote science-based decision-mak-
ing through interactions with the organizations responsible
for sharka –and more generally plant disease– management.
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Table 1. Sharka management parameters
used in the model Symbol Control parameters
q Probability for a given symptomatic tree to be detected during one inspection
d Mean delay before removal of a detected tree (day)
ΥR (Boolean) After surveillance, whole orchards are removed: 0, after a mean delay of d;
1, at the end of the year
cS Delay before replanting of a removed orchard (year)
co Duration of surveillance zones (year)
cy Duration of young orchards (year)
fs Radius of the security zone (m)
ff Radius of the focal zone (m)
fe0 Radius of the surveillance epicentre (m)
fn Radius of the neighbourhood (m)
fR Radius of the removal zone (m)
feR Radius of the removal epicentre (m)
g0 Maximal period between two observations (year)
gs Surveillance frequency in security zones (year
1)
gf Surveillance frequency in focal zones (year
1)
gf* Modified surveillance frequency in focal zones (year
1)
gy Surveillance frequency in young orchards (year
1)
gy* Modified surveillance frequency in young orchards (year
1)
vo Contamination threshold in the surveillance epicentre, above which surveillance
frequency in the focal zone is modified
vy Contamination threshold in the environment around young orchards,
above which orchard planting is forbidden
vy* Contamination threshold in the environment, above which surveillance
frequency in young orchards is modified
vn Contamination threshold for any orchard in the neighbourhood,
above which orchard planting is forbidden
vR Contamination threshold in the removal epicentre, above which all the
orchards inside the removal zone are removed
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Un cadre de modelisation pour aider a ameliorer
les strategies de gestion des epidemies -
application a la sharka
L’optimisation des strategies de gestion des maladies des
plantes est une tâche difficile en raison de la complexite et
de la variabilite des dynamiques epidemiques. Grâce a leur
capacite a simuler numeriquement de nombreux scenarios,
les modeles peuvent être utilises pour estimer des
parametres epidemiologiques, evaluer l’efficacite de
differentes strategies de gestion et les optimiser. Cet article
presente le cadre de modelisation PESO (estimation de
parametres–simulation–optimisation) pour aider a ameliorer
les strategies de gestion des maladies de plantes. Ce cadre
est base sur (i) la caracterisation des dynamiques
epidemiques pour estimer des parametres epidemiologiques
cles, (ii) l’utilisation de modeles spatialement explicites
pour simuler les dynamiques epidemiques et la gestion des
maladies, et (iii) l’utilisation de methodes d’optimisation
numerique pour identifier de meilleures strategies de
gestion. Cette approche est generique et peut être appliquee
a de nombreuses maladies. Le travail presente ici porte sur
la sharka (causee par le Plum pox virus), qui a un impact
sur l’industrie mondiale des Prunus et est associee a
d’enormes coûts de gestion dans de nombreux pays, et en
particulier en France.
PESO: cиcтeмa мoдeлиpoвaния,
нaпpaвлeннaя нa coвepшeнcтвoвaниe
cтpaтeгии бopьбы c эпидeмиями -
пpимeнeниe к бoлeзни шapкa
Bcлeдcтвиe cлoжнocти и измeнчивocти динaмики
эпидeмий, oптимизaция cтpaтeгий бopьбы c бoлeзнями
pacтeний ocтaeтcя тpyднoй зaдaчeй. Блaгoдapя иx
cпocoбнocти, cимyлиpoвaть paзличныe cцeнapии в
чиcлoвoм видe, мoдeли мoгyт быть иcпoльзoвaны для
oцeнки эпидeмиoлoгичecкиx пapaмeтpoв, oпpeдeлeния
эффeктивнocти paзличныx cтpaтeгий бopьбы и иx
oптимизaции. B cтaтьe пpeдcтaвлeнa
cиcтeмa мoдeлиpoвaния PESO (oцeнкa пapaмeтpoв -
cимyляция - oптимизaция), пoзвoляющaя
ycoвepшeнcтвoвaть cтpaтeгии бopьбы c бoлeзнями
pacтeний. Cиcтeмa мoдeлиpoвaния ocнoвaнa нa: (1)
xapaктepизaции динaмики эпидeмий c цeлью oпpeдeлeния
ключeвыx эпидeмиoлoгичecкиx пapaмeтpoв; (2)
иcпoльзoвaнии дeтaльныx пpocтpaнcтвeнныx
мoдeлeй для cимyляции динaмики эпидeмий и бopьбы c
бoлeзнями; (3) иcпoльзoвaнии мeтoдoв чиcлeннoй
oптимизaции для выявлeния нaибoлee эффeктивныx
cтpaтeгий бopьбы. Этoт пoдxoд являeтcя yнивepcaльным и
мoжeт быть пpимeнeн кo мнoгим бoлeзням.
Пpeдcтaвлeннaя paбoтa пocвящeнa бoлeзни шapкa
(вызвaннoй Plum pox virus), кoтopaя пoвceмecтнo нaнocит
yщepб пpoмышлeннocти выpaщивaния cлив и пpивoдит к
oгpoмным pacxoдaм вo мнoгиx cтpaнax, ocoбeннo вo
Фpaнции.
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Résultats clés de l’Article 1 
UN PROCESSUS DE MODELISATION POUR AIDER A AMELIORER LES STRATEGIES DE 
GESTION DES EPIDEMIES : APPLICATION A LA SHARKA 
L'optimisation des stratégies de gestion des maladies des plantes peut être compliquée en 
raison de la complexité des épidémies (qui dépendent à la fois de processus biologiques, 
des interventions humaines et de l’organisation des parcelles dans le paysage). Grâce à leur 
capacité à simuler de nombreux scénarios, les modèles peuvent être utilisés pour estimer 
les paramètres épidémiologiques, ainsi que pour évaluer et optimiser l'efficacité de 
différentes stratégies de gestion. Cet article présente le processus de modélisation PESO 
(estimation de paramètres, simulation et optimisation) pour aider à améliorer les stratégies 
de gestion des maladies des plantes. Ce processus est basé sur : 
la caractérisation de la dynamique épidémique pour estimer les paramètres 
épidémiologiques clés ; 
l'utilisation de modèles spatialement explicites pour simuler la dynamique 
épidémique et la gestion de la maladie considérée ; 
l'utilisation de méthodes d'optimisation numériques pour identifier les meilleures 
stratégies de gestion.  
Cette approche est générique et peut être appliquée à de nombreuses maladies. Elle est ici 
appliquée à la maladie de la sharka (causée par le Plum pox virus), qui induit des coûts 
importants dans de nombreux pays, et notamment en France. 
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La première étape du processus de modélisation PESO consiste à estimer les paramètres qui 
caractérisent une épidémie. Comme cela a été présenté en introduction, les paramètres régissant les 
épidémies de sharka ont été estimés par Pleydell et al. (2018). Néanmoins, les données utilisées pour 
réaliser ces estimations ne prennent pas en compte la localisation exacte des arbres infectés, mais la 
proportion d’arbres infectés par parcelle, ce qui peut réduire la précision de l’estimation de la 
fonction de dispersion du virus. En effet, la connectivité des parcelles a été calculée à partir de leurs 
centroïdes, ce qui peut par exemple entrainer un biais dans l’estimation de la fonction de dispersion 
si un seul côté d’une parcelle comprend des arbres infectés. L’objectif de ce volet de ma thèse 
consiste à estimer de manière plus précise les paramètres épidémiologiques qui caractérisent la 
sharka, en utilisant des données épidémiologiques acquises au grain de l’arbre ainsi que des données 
génétiques. 
Pour cela, j’ai tout d’abord réalisé une synthèse bibliographique (présentée dans la première partie 
de ce chapitre sous forme de revue) qui explique comment des données épidémiques et génétiques 
peuvent aider à la compréhension des épidémies. Dans une deuxième partie, nous avons tenté 
d’estimer plusieurs paramètres épidémiologiques de la sharka à l’aide d’un modèle visant à 
reconstruire les liens de transmission entre les hôtes individuels (en inférant « qui a infecté qui » 
dans le paysage). 
1. Les modèles pour comprendre la dynamique des épidémies 
Afin de comprendre la dynamique des épidémies, il est crucial d'identifier comment (voie de 
transmission), quand (période de transmission et fréquence), et où (hôte, emplacement et distance) 
ces pathogènes sont transmis. Pour cela, l’épidémiologie moléculaire est de plus en plus utilisée : 
cette approche exploite l’information sur la variabilité génétique des agents pathogènes pour 
caractériser leur dispersion et leur évolution. En particulier,  des approches permettant d’estimer les 
paramètres épidémiologiques d’une maladie et d’identifier les voies de transmission de l’agent 
pathogène responsable entre les hôtes ou les populations hôtes ont été développées depuis une 
dizaine d’années. 
La revue suivante présente certaines de ces approches qui exploitent l’information génétique pour 
suivre la dispersion d’un virus à travers un paysage. Dans le cadre de ma thèse, j’ai notamment 
contribué à l’écriture de la 3ème partie qui traite de l’inférence des arbres de transmission des 
maladies et de l’estimation des paramètres épidémiologiques, ainsi qu’à l’introduction et à la 
discussion. 
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Abstract
During the past decade, knowledge of pathogen life history has greatly ben-
efited from the advent and development of molecular epidemiology. This
branch of epidemiology uses information on pathogen variation at the molec-
ular level to gain insights into a pathogen’s niche and evolution and to
characterize pathogen dispersal within and between host populations. Here,
we review molecular epidemiology approaches that have been developed to
trace plant virus dispersal in landscapes. In particular, we highlight how virus
molecular epidemiology, nourished with powerful sequencing technologies,
can provide novel insights at the crossroads between the blooming fields
of landscape genetics, phylogeography, and evolutionary epidemiology. We
present existing approaches and their limitations and contributions to the
understanding of plant virus epidemiology.
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INTRODUCTION
Epidemics caused by the spread of pathogenic agents through host populations can be a high
socioeconomic burden (71, 143). In order to support public policy decision-making regarding
disease control strategies, scientists need to understand and, ultimately, quantify and predict how
pathogens spread within and between host populations. This understanding has been recently
improved by attempts to trace pathogen dispersal using molecular epidemiology and novel sta-
tistical approaches. Molecular epidemiology uses information on pathogen genetic variation to
unravel the niche of a pathogen (including host and vector species) and characterize its dispersal
and evolution (129). Such studies focus on the identification of risk factors that affect host exposure
or intrinsic susceptibility to pathogens and on the dispersal of these pathogens from infected to
susceptible hosts (8). In order to understand and control epidemics, it is indeed crucial to identify
how (transmission route), when (transmission period and frequency), and where (host, location,
and distance) pathogens are transmitted.
Although, ideally, fully documented epidemiological records would provide a wealth of neces-
sary information, such a detailed level of pathogen-tracing information is not attainable in practice.
However, even incomplete and indirect information on pathogen dispersal—such as host range,
population connections, and epidemic origin and spread—can be highly valuable. In particular, the
quantification of pathogen transmission across various distances, and specifically the characteriza-
tion of long-distance dispersal events, has major implications for disease management strategies.
To address these issues, pathogen tracing relies on indirect approaches that derive epidemiological
information from the spatiotemporal structure of pathogen genetic diversity. Viruses are partic-
ularly amenable to such studies because their epidemiological and evolutionary dynamics occur
at similar short timescales. Moreover, the high number of polymorphisms in their small genomes
can be accessed relatively easily, and increasingly in real time, during epidemics (32, 60). As such,
viruses are “measurably evolving” pathogens (7, 29).
The number of research articles published on virus molecular epidemiology has increased
steadily since the 1990s—and since the 2000s for plant viruses (see Supplemental Figure 1).
There are a few review articles on the use of plant virus diversity in evolutionary epidemiology
(62, 92) or disease emergence studies (36, 40, 60, 105). As a complementary perspective, our
purpose here is to specifically review molecular epidemiology approaches for plant viruses and to
focus on how the molecular analysis of virus diversity provides insights into the spatiotemporal
dynamics of plant virus epidemics. To this end, we explore three questions addressed by scientists
in order to trace plant virus dispersal in landscapes: How to find the hosts and access virus diversity?
What are the spatiotemporal history and predictors of virus flows in landscapes? How did the virus
spread within an outbreak?
HOW TO ACCESS PATHOGEN DIVERSITY IN LANDSCAPES?
The vast majority of plant viruses have single-stranded DNA (ssDNA) or positive-stranded RNA
genomes, which have a higher substitution rate (mostly ranging from 10−3 to 10−5 substitutions/
site/year) than other genomes (7, 46, 125, 126). Proofreading-deficient polymerases, short gen-
eration times, and frequent bottlenecks on large populations all contribute to the impact of evo-
lutionary forces on virus populations (38, 93) (see sidebar titled Evolutionary Processes Imprint
Virus Genomes). Consequently, viral populations often show a high level of genetic diversity both
within and between hosts (8, 32) (Figure 1). Characterizing the genetic structure and diversity
of viral populations at various spatiotemporal scales requires adapting the laboratory methods
and sampling strategy to (a) the specific goals of the study (i.e., there is no universal protocol),
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EVOLUTIONARY PROCESSES IMPRINT VIRUS GENOMES
Five evolutionary forces shape the genomes and genetic diversity of virus populations (60). The resulting patterns
provide information on the underlying processes (50):
Mutation: The amount of de novo nucleotide diversity accessible across the spatiotemporal scales impacts the
questions that molecular epidemiology approaches can address.
Recombination/reassortment: The generation of novel genetic combinations increases genomic diversity and
thus adaptation. Viruses are mostly haploid and clonal, so this process is too infrequent to assume independence
between loci.
Migration: The spatial reallocation of genomes increases genetic diversity within (and reduces differentiation be-
tween) populations. Estimation of migration rates provides key information on virus flows.
Selection: Fueled by the previous processes, selection is the engine of adaptation and can be stabilizing, directional,
or diversifying. Environment-specific selection at some loci can pinpoint the original environment of a genome;
however, highly reproducible mutational pathways toward adapted genotypes generate genetic homoplasy (i.e.,
shared polymorphism absent from the common ancestor) that can be misinterpreted as recombination and thus
blur analyses.
Drift: The random sampling of individual genomes founding the next generation changes allele frequencies within
a population. Drift promotes fixation of neutral (or slightly deleterious) mutations and thus increases differentiation
between populations.
(b) the characteristics of the targeted potential hosts (plants/vectors and wild/cultivated and
annual/perennial plants), (c) the spatiotemporal dynamics of the viral disease, and (d ) the evo-
lutionary rate of the virus under study. The past four decades have seen a huge evolution in the
techniques used to reveal molecular polymorphisms and to sequence genomes.
Characterization of Virus Diversity
In order to propose a classification of viral species and to explore the diversity within virus species,
the scientific community initially used biological properties of plant viruses, such as their host
range, induced symptoms, and transmission properties, including the range of vectors involved.
However, it was later shown that biological approaches are rarely adequate to reveal the structure
and diversity of plant virus populations, as most of the polymorphisms of viral genomes have
no effect on these biological parameters. In the 1970s, the development of techniques based on
the antigenic properties of the capsid protein (18) shed a new light on the variability between and
within viral species. Molecular techniques developed in the 1970s–1980s and widely used since the
1990s strongly modified plant virus epidemiology approaches. They allowed the direct character-
ization of viral genomes through the development of various molecular markers [e.g., restriction
fragment length polymorphism (RFLP) (48), single-strand conformation polymorphism (SSCP)
(102), ribonuclease protection assay (RPA) (42), and RNase T1 fingerprint (119)] and partial- or
whole-genome sequencing using Sanger technology (124) on amplified [e.g., polymerase chain
reaction (PCR) or rolling circle amplification (RCA)] products (128) or cloned molecules. Be-
sides providing a quantitative estimate of the viral genetic diversity from within-host to global
scales (34, 68, 139), molecular tools shed light on the evolutionary forces shaping viral populations
(11, 34) and enabled the development of genotyping tools targeting specific viral variants/strains
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RECOMBINANT GENOMES: TROUBLE OR TREASURE?
The access to full-length viral genomes has highlighted the major role of recombination in the evolution of RNA
and DNA plant viruses (reviewed in 84, 138).
Recombination is known to blur phylogenetic signals; thus, ignoring it when reconstructing the evolutionary
histories of viruses will likely lead to misleading inferences (127). It is therefore highly desirable to either exclude
recombinant sequences or focus the analysis on nonrecombined genomic regions. Numerous methods and com-
puter programs have been developed for detecting recombination and locating recombination breakpoints (see
Supplemental Table 1) (85). Their relative performance in terms of power (probability to detect true recombina-
tion events) and specificity (avoidance of false positives) has been assessed (107).
However, accounting for recombination may provide extra information to infer transmission trees. Indeed, such
evolutionary events occur during multiple infections, which imply that viruses with potentially different geographical
origins have simultaneously shared the same host. Nonrandom patterns of sequence exchanges may also provide
valuable information about potential geographical or ecological barriers (72). Despite methodological developments
such as ancestral recombination graphs (98), computational and theoretical obstacles remain before we can truly
integrate recombination in phylodynamic inference (43).
Reassortment:
exchange of full
genomic segments
resulting in infectious
units with new
combinations of
segments
HTS:
high-throughput
sequencing
and/or particular recombination breakpoints (12, 120). Moreover, whole-genome sequencing of-
fered unprecedented insights into the infraspecific genetic polymorphism and further evidenced
the major role of recombination and reassortment in plant virus evolution (100, 138) (see sidebar
titled Recombinant Genomes: Trouble or Treasure?). However, Sanger sequencing approaches
have limited throughput, are both resource- and labor-intensive, and depend upon a priori knowl-
edge of virus sequences. Moreover, polymerase-based techniques may be error-prone depending
on the enzyme used. Thus, the corresponding data may not always reflect the true viral genetic
diversity (94).
With the recent advent of high-throughput sequencing (HTS) technologies, the ability to
generate large amounts of sequence data at relatively low cost led to breakthroughs in plant virus
discovery and molecular epidemiology. Because they require little a priori knowledge of the
targeted virus, metagenomic approaches have enabled the identification of hundreds of unknown
viruses (17, 104, 123) as well as the discovery of new variants of known virus species that escaped
existing detection procedures (83). Such approaches will undoubtedly improve our understanding
of the distribution and dynamics of plant virus diversity in both cultivated and natural areas
(123). In addition, HTS technologies can be used to generate consensus genome sequences
without an amplification step (79) or a deep characterization of within-host diversity (20, 133).
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 1
Evolutionary processes leading to the viral diversity observed in a heterogeneous landscape. Different steps of the infection process are
presented, from the inoculation of a single cell by two different viral genomes (orange and blue) to the systemic infection of the host.
Virus replication is an error-prone process that results in the diversification of the viral genetic material through mutation (white and
black bars) and recombination events (orange/blue chimeric genomes). A population of viral genomes is therefore generated during
infection. However, the selection of fitter individuals at the cellular level combined with bottlenecks occurring during host colonization
reduces the range of genetic variation within the infected host. Additional bottlenecks during plant-to-plant transmission (generally via
vectors) lead to the efficient inoculation of a limited number of virus genomes. The epidemiological processes then shape the viral
population according to host features. Viral populations can be characterized using serological [e.g., enzyme-linked immunosorbent
assay (ELISA)] or molecular (e.g., Sanger or high-throughput sequencing) methods. The type of associated data is depicted for each
infected host.
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Haplotype: unique
combination of
markers on a haploid
genome
New sequencing technologies, including single-molecule real-time (SMRT) sequencing and
other long-read sequencing technologies, should also provide solutions for real-time genomic
surveillance of viral outbreaks in the next few years (16, 112).
Sampling Design to Measure Virus Prevalence and Diversity
Most molecular epidemiology approaches require assessing and comparing the genetic diversity
of viral populations sampled from different hosts at different spatial (possibly from the host up to
the continent) and temporal (often multiple years up to several decades) scales. The diversity of
viral populations can be estimated using different criteria according to the research questions, the
type of genetic data obtained (i.e., molecular markers targeting one or several genomic regions,
partial- or whole-genome sequences), and the analytical method chosen (44). Classical approaches
aim at assessing the number and frequency of different haplotypes and the genetic distances be-
tween and within populations (92). Besides providing a direct estimation of genetic distances,
partial- and whole-genome sequences also enable the quantification of the effects of different evo-
lutionary forces, demographic inference, and the reconstruction of genealogical or phylogenetic
relationships.
Biological and environmental variables (e.g., the life cycle of hosts and vectors, host/nonhost
crop rotations, landscape structure, dispersal distances of vectors, etc.) that can impact epidemics
should be considered when designing appropriate sampling schemes. The presence of symptoms
can be used to target infected hosts, but when the study implies assessing relative virus prevalence
(e.g., of different strains or in different hosts), plants should be collected regardless of symptom
expression to avoid bias due to tolerance or asymptomatic stages of infection. Asymptomatic infec-
tions are not predominant in the cultivated compartment (except for tolerant host varieties), but
they can represent an important proportion of plants in the wild compartment (122). Moreover,
the type of plant material (e.g., leaves or stalks) collected during surveys has to be carefully consid-
ered, particularly for samples from the wild compartment, because virus concentration can be low
and heterogeneous in infected plants (73). As most plant viral species are transmitted by vectors,
sampling of plant material can be advantageously completed by collecting insects from which the
virus can be extracted and sequenced (97). Indeed, the comparison between viral lineages found in
insects and plants can provide information on the epidemiological cycle and dispersal of the virus.
Sampling design and effort should also be adapted to the aim of the study. If intensive sampling
of infected hosts is generally required to reconstruct transmission chains (see section How Did
the Pathogen Spread within an Outbreak?), less intensive but well-balanced sampling (111) can
be sufficient to describe viral diversity, compare population structures, and reconstruct dispersal
and introduction events. Rarefaction curves and nonparametric richness estimators can be used to
adapt sampling efforts and compare genetic diversities (53, 61). Moreover, hierarchical sampling
and hierarchical partitioning of samples among variation factors may allow testing their effect on
plant virus genetic differentiation (34). The following sections present the main approaches used
to analyze viral sequence data to uncover the spatiotemporal dynamics of plant virus epidemics
from the continental scale to the single outbreak.
HOW DO VIRUSES INVADE NEW TERRITORIES AND FURTHER
SPREAD IN LANDSCAPES?
During the past few decades, trade globalization and greater human mobility have largely con-
tributed to the spread of plant viruses around the world (6). Reconstructing the routes of invasion
and understanding how socio-ecological processes may facilitate (or impede) plant virus dispersal
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Population genetics:
study of genetic
variation within and
between populations
Landscape genetics:
study of the
geographical and
environmental features
that structure genetic
variation (combines
landscape ecology and
population genetics)
Phylogeography:
study of the
spatiotemporal
distribution of genetic
lineages
are key to preventing new introductions and improving management strategies (47). Given the
complex nature of spatiotemporal interactions across multiple scales, determining and managing
the key processes driving pathogen dispersal are challenging. Although an appropriate scale for
data collection and analysis should match the scale of the ecological phenomenon under ques-
tion (87), multiscale information may be necessary to gain a more holistic view of transmission
dynamics.
Genetics-based methods to study the spread of pathogens typically stem from the complemen-
tary fields of population genetics, landscape genetics, and phylogeography (8, 118, 144). These
disciplines generally differ not only in terms of data and analyses commonly used but also by
the timescale over which the data are informative. Indeed, population genetics and more recent
landscape genetics approaches often use neutral genetic markers to infer population structure and
contemporary gene flow at local or regional spatial scales (52). In contrast, phylogeography is
mainly based on sequence data and aims to reconstruct long-term population dynamics (usually
at an evolutionary timescale) such as dispersal events at continental or global scales (3). However,
for measurably evolving pathogens, phylogeographic methods can also reveal patterns at spatial
and temporal scales usually investigated using population and landscape genetics approaches (8).
Today, major advances in genetic and spatial data acquisition tools alongside subsequent an-
alytical methods provide new opportunities to infer, within formal statistical frameworks, the
processes at the origin of the spatial distributions of viruses and to quantitatively evaluate poten-
tial predictors of spread in complex environmental settings (8, 111) (see Supplemental Table 1).
Exploratory Approaches
Many of the population genetics methods developed to describe spatial genetic structures and
estimate migration parameters require neutral and independent markers and/or rely on equi-
librium assumptions (Hardy-Weinberg equilibrium, linkage equilibrium) that are rarely met for
viruses (49, 51). Up to a decade ago, epidemiological studies focusing on describing and comparing
the genetic structure of plant virus populations used molecular markers and/or partial genomic
sequences to compute various indices of genetic diversity and measures of differentiation, e.g.,
mean pairwise nucleotide differences, number of polymorphic sites, pairwise genetic distances,
and statistics of differentiation such as FST and KST (reviewed in 92). Further developments of ver-
satile software such as Arlequin (37), which implements hierarchical analysis of molecular variance
(AMOVA), have provided useful approaches to test for population subdivision according, for ex-
ample, to geography or host plant species (34, 99, 108). The AMOVA design requires hypotheses
on the genetic structure to be tested (e.g., samples are grouped according to geography or host
plants). Clustering analyses that do not require such hypotheses on the structuring factors (i.e., a
priori characterization of genetic groups) can thus be more appealing to analyze subdivisions in
virus populations and identify immigrant genotypes (100, 108, 147). Most model-based clustering
methods aim to maximize Hardy-Weinberg and linkage equilibria. Thus, when used on virus data,
which are likely to deviate from these assumptions to various degrees, results should be carefully
interpreted and completed with some kind of robustness analysis (145). Alternatively, although
rarely used on plant viruses, exploratory methods that do not rely on genetic models constitute
a valuable first step to assess both spatial and temporal structures of the genetic diversity within
virus populations, as well as genotype flow between host populations (65). For example, spatial
analysis of molecular variance (SAMOVA; 33) combined with Monmonier’s maximum-difference
algorithm (90) allowed the identification of both genetic subgroups and major disruptions of geno-
type flow in populations of emerging strains of Watermelon mosaic virus at a regional scale (63).
This genetic pattern was recently confirmed using a new exploratory method [mapping averaged
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pairwise information (MAPI)], which provides spatial maps of mean genetic differentiation esti-
mated between virus sequences (106). Multivariate analyses, such as the discriminant analysis of
principal components (DAPC), can also be used on virus genetic data to analyze population sub-
structure, perform probabilistic assignments (i.e., to detect immigrating genotypes), and identify
the most important mutations involved in differentiation between genetic groups (65). De Bruyn
et al. (22) combined spatial principal components analyses (sPCAs; 66) and DAPC (65) to study
the spatial genetic structure of geminiviruses causing cassava mosaic disease in Madagascar. Such
flexible exploratory methods are especially interesting, as they ease the processing of the increas-
ingly large data sets generated using HTS technologies, and they are relatively easy to apply using
packages [e.g., adegenet (66) and poppr (69)] of the R statistical software (113).
Reconstructing Invasion Pathways
Several phylogeographic frameworks are available to infer ancestral locations and spatiotemporal
dynamics. These approaches mainly differ in their ability to handle spatial information (sepa-
rately or simultaneously with the phylogenetic reconstruction) and to account for uncertainty
(9). Recent approaches targeting viruses are based on the reconstruction of phylogenies in which
temporal and spatial information are explicitly integrated to allow for the simultaneous inference
of these processes (28, 77, 78). Moreover, statistical parametric or nonparametric models based on
coalescent theory can be used to directly link patterns of genetic diversity to the demographic his-
tory of viral populations in a phylodynamic framework (50, 109). The popular programs BEAST
and BEAST2 offer an integrative platform to perform these analyses (10, 30). Using a Bayesian
inference framework for testing evolutionary hypotheses while accounting for phylogenetic un-
certainty, they integrate numerous molecular clock models, discrete and continuous diffusion, and
population dynamics. Although being largely validated and used on data sets of human and animal
viruses, these methods have been applied only recently to RNA (21, 101, 114, 140, 148), ssDNA
(1, 22, 23, 75, 80, 89, 137), and double-stranded (dsDNA) (147) plant viruses. Given their high
potential, phylogeographic analyses are likely to keep gaining popularity in plant virus molecular
epidemiology studies in the coming years. Here, we describe more precisely the data and methods
required to address the questions relative to the geographical origin of a given viral lineage and
the reconstruction of invasion pathways.
Phylogeographic analyses commonly use molecular clock models to represent the relationship
between genetic distance and calendar time. Consequently, this can be used to estimate the ages of
branching events, including the time to the most recent common ancestor (tMRCA) of lineages of
interest. Many molecular clock models are available to accommodate for rate heterogeneities (58).
Although initial strict clock models assumed a constant rate of molecular evolution throughout the
tree, relaxed clocks now allow branch-specific evolutionary rates (27, 58). To calibrate such molec-
ular clocks, studies targeting measurably evolving pathogens such as viruses use heterochronous
sequence data. An evolutionary rate can thus be estimated, usually given as a number of nucleotide
substitutions per site per year (29). Appropriate temporal sampling allowing the accumulation of
genetic variation is recommended to enhance the temporal signal, whereas long-enough genomic
sequences are necessary to increase the phylogenetic resolution (111, 130). The use of a herbar-
ium or archeological specimens may allow for a greater temporal depth and thus more precise
evolutionary estimates (82, 134). The presence of a temporal signal in the data set should always
be tested; different methods and programs can be used (117), including linear regression of phy-
logenetic root-to-tip distance against sampling date and date-randomization tests (31). However,
a modification of these tests is required when sequences with similar sampling times are closely
related in the phylogenetic tree, leading to phylogenetic and temporal co-clustering (31, 95).
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Besides inferring emergence or introduction dates of a given viral lineage in a new location (22,
114, 140), time-calibrated phylogenies can be used to evaluate the efficiency and timeliness of an
epidemiological surveillance system by comparing the estimated MRCA ages with the dates of
discovery of a given outbreak (114).
Using Bayesian skyline plots and other coalescent-based methods, it is also possible to estimate
effective population sizes through time (59) and detect population bottlenecks and subsequent
expansion during invasions (1). However, these methods often assume a single well-mixed pop-
ulation, an assumption that is only rarely met as virus populations may be highly structured
(spatially and/or by host). Because violation of this assumption can lead to misleading inference
(57), a cautious interpretation is required.
Popular phylogeographic methods for reconstructing virus spatial spread from genetic data
treat the geographical locations assigned to each sequence as discrete traits (e.g., for viruses sam-
pled in cities or countries) or continuous traits (e.g., samples with latitude-longitude coordinates).
Movements are represented as changes in traits along sampled lineages (77, 78). In discrete phy-
logeography, stochastic diffusion processes are modeled using a continuous-time Markov chain
(CTMC), where the transitions between spatial locations in the phylogeny are either symmetrical
or asymmetrical to provide a more realistic description of the spatial dynamics. The number of
transitions between spatial locations can be inferred, providing valuable information when one
is interested in the number and direction of migration events in source-sink dynamics (77). The
most significant dispersal pathways can then be identified using Bayesian stochastic search variable
selection (BSSVS) (77). The continuous diffusion model relies on relaxed random walk models
(Brownian motion process) to explore two-dimensional space and can yield more realistic recon-
structions of the dispersal process in a given landscape (78). These models enable the computation
of various statistics to quantify the spatial dynamics of an epidemic, such as the diffusion coeffi-
cient D that measures spatial velocity (50). Both approaches have been used to reconstruct the
invasion pathways of various plant viruses at global and regional scales (75, 137, 140). It is im-
portant to emphasize that the accuracy of these methods in estimating the location of ancestors
and capturing dispersal patterns is directly linked to the quality of sampling (142). Estimation
of ancestral locations might be highly uncertain if an inferred ancestor is only distantly related
(spatially) to the sampled cases. Moreover, if samples from key locations or regions are absent or
rare, then virus movements will be underestimated and the inferred locations of ancestors may
be biased toward over-represented locations. Although these methods are particularly efficient
from a computational perspective, a recent study has provided evidence that they may suffer from
various biases and statistical inefficiency (81). A new model-based approach, Bayesian structured
coalescent approximation (BASTA), has been developed (81) and is implemented in BEAST2.
This method is based on the structured coalescent, a statistical model that explicitly accounts for
migration effects on the shape and branch lengths of the genealogy.
Phylogeographic approaches have benefited from a rich development of statistical inference
tools. The successful application of these methods to plant viruses depends on the assembly of
large collections of dated and georeferenced plant virus sequences, as are already available for
numerous human/animal viruses. However, despite the huge number of plant virus sequences in
molecular databases, temporal and spatial information associated with the submitted sequences
are often lacking for the sequences older than the past decade (22).
Integrating Landscape Heterogeneity
The spatial configuration and composition of the landscape (including environmental, physical,
biological, and socioeconomic variables) can facilitate or impede plant virus dispersal by impacting
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Relating genetic patterns to landscape characteristics. (Top) Characterizing landscape heterogeneity using resistance surfaces: (a) an
example in which mountains are dispersal barriers; (b) rasterized resistance surface in which darker cells indicate higher resistance to
dispersal; (c) possible distance metrics between focal points X and Y: Euclidean distance (solid black line), least-cost path (dotted line), and
a resistance distance R across multiple pathways (blue line); (d ) details of the calculation of R between X and Y with heavier arrows
indicating increasingly facilitated virus flow. (Bottom) Methods to incorporate landscape heterogeneity into (e, f ) discrete and
( g) continuous phylogeographic analyses: (e) generalized linear model (GLM) extension of the diffusion model in which diffusion rates
(mij) between demes (colored circles) are a function of a set of explanatory variables tested using Bayesian model averaging (76);
( f ) pathogen spread relative to a null model, quantified after assignment of phylogeographic traits through landscape-informed
clustering (here, three clusters) of pathogen locations via multidimensional scaling (14); ( g) assessment of the effect D of an
environmental variable through an increase in the association between lineage movements (branch duration, inferred from a dated
phylogeny) and the associated resistance weights, relative to a null model (24).
Mantel test:
statistical test of the
correlation between
two (distance) matrices
host distributions, vector movements, and the transfer of infected plant material (87). With the
modern capacity to produce and analyze genetic data, new opportunities have arisen to use molec-
ular epidemiology analyses to gain a detailed quantitative understanding of these interactions
(Figure 2).
The effect of landscape heterogeneity on transmission is difficult to quantify given the un-
derlying complexity of interactions occurring across different spatial scales. Landscape genetic
approaches have typically relied on (partial) Mantel tests to identify relationships between genetic
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structure and landscape variables, particularly for barrier effects (65, 145). However, the suitability
of such tests to detect landscape effects has come into question (5). Simulation models offer an
alternative quantitative approach, an example being the identification of a 50% permeability of
rivers to raccoon movements and thus to rabies virus in North America (116). Furthermore, with
the accessibility of finely resolved genetic data, the analyses now exploit sophisticated Bayesian
phylogeographic frameworks (see section Reconstructing Invasion Pathways) to measure variation
in dispersal among landscape components (77, 78). However, it is only recently that a statistical
framework, utilizing a generalized linear model (GLM) parameterization, has become available to
simultaneously test and quantify the effects of potential predictors on dispersal patterns (41, 76).
This has identified the role of human and animal transportation networks on influenza spread (76,
96) and has recently been applied for the first time to a plant virus (140).
An increasingly popular method to account for landscape heterogeneity is to represent variables
in terms of their cost or “resistance” to dispersal, based on the “isolation by resistance” (IBR)
concept (86). Computer programs such as Circuitscape (131) and the R package gdistance (141)
provide various distance-based metrics to measure dispersal potential across different landscape
resistance surfaces. Synthesizing landscape information in this way provides a simple input for
modeling approaches, as exemplified by the use of a resistance surface based on rice production
statistics to quantify the impact of crop intensification on Rice yellow mottle virus (RYMV) spread
(140). Several other IBR approaches have emerged, including a method to compare phylogenetic
reconstructions of dispersal with landscape variation (24). This work provides a framework to
extract information from the branches of spatiotemporally referenced phylogenies to perform tests
of correlations with landscape characteristics, employing a randomization procedure to determine
significance. The framework offers some flexibility in terms of the method and software used to
build phylogenies and is less computationally demanding than the GLM approach (76). However,
reliance on linear regression to identify correlations may not capture more complex relationships
(e.g., quadratic and thresholds) between dispersal and landscape features. Alternatively, Brunker
et al. (15) used resistance distances to rescale spatial information and assign phylogenetic traits as
a means to directly inform phylogeographic reconstructions, simultaneously providing a means
to test the effect of landscape features on epidemics across multiple spatial scales.
These promising ways to integrate landscape heterogeneity are still under development. Po-
tential future improvements include the use of nonlinear multivariate approaches, development
of simulation models to assess the relative sensitivity of the various methods to detect barrier ef-
fects, and exploration and integration of the temporal dynamics of landscape heterogeneity. More
generally, the application of phylodynamic techniques to identify important sources of variation
in dispersal is a potentially fruitful endeavor for the next few years (4).
HOW DID THE PATHOGEN SPREAD WITHIN AN OUTBREAK?
Another field which has been developing at an ever-increasing pace during the past decade is
the reconstruction of the transmission links within outbreaks. Inferring the history of transmis-
sion events within a host population can highlight key drivers of transmission, provide refined
estimates of epidemiological parameters and point out risk factors related to vectors, reservoirs,
and landscape components (103). Ultimately, such studies can help build epidemiological pro-
jections, design control strategies, and deliver scientific advice to governmental agencies. How-
ever, inferring “who infected whom” in outbreaks of infectious diseases remains a challenging
task.
Transmission trees can be inferred either directly from epidemiological investigations relying
on contact tracing (55) or indirectly using mathematical models informed by data collected during
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outbreaks (19, 56, 64, 67, 88, 91). Data can be epidemiological records, such as the spatiotemporal
locations of infected hosts, or genetic information on evolutionary relationships between virus
genomes sampled from the hosts. In particular, when enough mutations can be observed during
an outbreak, the joint analysis of epidemiological and genetic data can provide valuable insights
into transmission dynamics. Several approaches currently under development aim to appropriately
combine these data. Specifically, we highlight the reconstruction of transmission trees and the
estimation of epidemiological parameters. We present below the existing approaches that address
this question to determine how measurably evolving pathogens spread within a host population.
Model-Based Inference of Transmission Trees
Transmission trees have been inferred using various modeling approaches. Some of these ap-
proaches are intrinsically based on phylogenetic models in which epidemiological informa-
tion is introduced. Others have started with epidemiological models enriched with genetic
information.
The first approach is based on phylogenetic and coalescent models (117). Here, spatial or
temporal information is added to the process of phylogenetic reconstruction. Such methods relate
the demography of the pathogen to its evolution and may incorporate a diffusion model to account
for the movement of the pathogen over geographical space (50, 54, 77, 78, 110, 115, 132) (see
section Reconstructing Invasion Pathways). This approach is relatively robust to the intensity
of epidemiological sampling. However, because the underlying models do not have an explicit
epidemiological formulation (except for some models; 54), the inferred parameters cannot be easily
related to the epidemiological processes. Jombart et al. (67) also pointed out that a phylogenetic
approach attempts to infer hypothetical common ancestors among the sampled genomes and thus
may not be appropriate for a set of genomes containing both ancestors and their descendants.
Indeed, phylogenetic methods consider that sampled strains are all tips of an unknown genealogy,
making it impossible for a sampled strain to be (directly or indirectly) the ancestor of another
sampled strain (121), an issue that is often encountered for densely sampled outbreaks. However,
recent works have addressed this issue by developing an algorithm to infer phylogenetic trees in
which sampled sequences can be direct ancestors of other sampled sequences (45) or by employing
an individual-based disease transmission model and a coalescent process taking place within each
host (54).
The second approach uses spatial epidemiological models of transmission and models of genetic
drift to directly reconstruct the transmission tree reflecting “who infected whom.” This approach
is generally based on stochastic and spatiotemporal SEIR (susceptible, exposed, infectious, re-
moved) models explicitly representing successive states of host individuals (64, 88, 91, 135, 149,
150) to recognize the host population structure and epidemiological processes governing host-
pathogen interactions. A model for the spread of the pathogen in the population and a model for
the accumulation of point mutations over time are often used to calculate the probability that the
genetic sequence transmitted from case A to case B could have mutated into the sequences sam-
pled from the two cases in the duration between transmission and sampling (Figure 3) (88). More
specifically, a first study identified a large set of transmission trees consistent with the available
genetic data and then ranked these trees with respect to a likelihood computed from temporal
data, revealing the most likely set of transmission trees (19). In later works, the likelihood of the
transmission tree J given temporal (T ), spatial (X), and genetic (G) data was approximated by the
product of three independent likelihoods (150): L(J|T,X,G) = L1(J|T ) × L2(J|X) × L3(J|G).
This considers sequence combinations that present the minimum number of mutations necessary
to explain transmission subtrees connecting the observed pathogen sequences. Other studies took
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Inference of epidemiological parameters and transmission trees in a landscape. (a) Inputs of space-time-genetic SEIR (susceptible,
exposed, infectious, removed) models are epidemiological data (e.g., plantation dates, dates of symptom detection, removal dates,
locations of infected trees) and genetic data (genetic sequences). (b) Based on these inputs and the calculation of probabilities of causal
relations between studied cases, the space-time-genetic SEIR models and the accompanying estimation algorithms provide joint
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Tobs, time of symptom detection; R, removal date; L, duration of the latency period; D, duration of the infectious period before
detection; Tinf, time of infection.
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into account the inherent dependence between temporal, spatial, and genetic data and calculated
the likelihood of transmission trees (88, 91). These methods have been very valuable in unrav-
eling transmission pathways during outbreaks. However, they either avoid explicit inference of
the unobserved pathogen sequences transmitted during infection (64, 88, 91, 149, 150) or use ap-
proximate Bayesian inference to account for these sequences (135). Such approximate approaches
greatly reduce the computational challenges associated with inferring the unobserved transmitted
sequences and facilitate statistical inference, particularly when the transmission tree is of primary
interest. Instead of using approximations, Lau et al. (74) considered a Bayesian framework that
simultaneously and explicitly infers the transmission tree and the transmitted pathogen sequences.
This approach facilitates the use of realistic likelihood functions and allows the systematic joint
inference of epidemio-evolutionary processes from partially observed outbreaks.
Compared with phylogenetic approaches, space-time-genetic SEIR approaches generally re-
quire a moderate to high proportion of infected hosts for accurate inference. This is particularly
true for early studies assuming that sampled cases were directly related through transmission (19,
67, 91). More recent works accommodate the inherent complexities of polyphyletic and partially
sampled outbreaks (64, 74, 88). Thus, space-time-genetic SEIR models and associated estima-
tion algorithms yield increasingly satisfactory reconstructions of transmission trees. Such models
can nevertheless result in misleading interpretations of transmission dynamics if they use a sin-
gle sequence from each infected case in situations of mixed infections (25, 146), although works
in progress tend to overcome this problem (25). Phylogenetic and space-time-genetic SEIR ap-
proaches have recently begun to merge by combining features of phylogenetic and transmission
tree approaches to reconstruct partially observed transmission networks (35, 39, 54, 70). In addi-
tion to their ability to infer a transmission tree, most of the approaches presented in this section
provide estimates of other important epidemiological parameters.
Estimation of Epidemiological Parameters
For several decades now, S(E)I(R) models (without genetics) have been fitted to data on the number
of cases through time to estimate epidemiological parameters such as the basic reproduction num-
ber R0 or thresholds of vaccination coverage (2, 13, 26). The emergence of epidemio-evolutionary
approaches based on S(E)I(R) models should lead to finer estimations by exploiting information
brought by genetic data. These approaches often explicitly include (and allow inference about)
parameters related to infection strength (and sometimes its heterogeneity among hosts), the latent
period, the incubation period, the dispersal function (which partly determines the speed and spatial
extent of disease spread), and the substitution rate (e.g., 136). In addition, these approaches allow
the calculation of the effective reproduction number over time or the total infected population
over a given spatiotemporal window.
The estimation algorithms have generally been developed within a Bayesian framework (25,
54, 88, 91, 135, 150) to incorporate prior knowledge about the parameters and to benefit from
techniques allowing the inference of hidden variables, such as infection times and transmitted
pathogen sequences when transmission trees and epidemiological parameters are estimated jointly.
It is especially interesting to incorporate prior knowledge about influential epidemiological or
evolutionary parameters on which the data used for model fitting bring little information. Finally,
the output of Bayesian estimation algorithms is a sample of the joint posterior distribution of the
parameters. Such samples can be used to provide not only point estimates of parameters but also
uncertainties in, and dependencies between, estimates. Such models have not yet been used to
assess the relationship between disease spread and local landscape features, but developments in
this direction should benefit from the landscape resistance approaches used in phylogeography.
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SUMMARY POINTS
1. The high substitution rate of viruses implies that evolutionary and epidemiological pro-
cesses are observable at the same timescales, and that viral genomes are scattered with
imprints that can be used to infer virus dynamics in landscapes through space and time.
2. Continual advances in virus characterization methods have vastly expanded our knowl-
edge of the existing virus species and of their intraspecific diversity.
3. Appropriate sampling schemes are required to prevent bias when studying how the di-
versity of viral populations is structured by biological and environmental variables.
4. Because viruses are clonal, assumption-free exploratory analyses are more appropriate
than classical population genetics approaches to describe the spatial structure of viral
diversity.
5. Phylogeographic models enable inference of invasion pathways over large areas based on
the geographical coordinates of dated sequences.
6. New approaches combining landscape genetics and phylogeography provide a means
to test the impact of landscape configuration and composition on virus spatiotemporal
dynamics.
7. Recent phylodynamic and space-time-genetic SEIR models can be used to infer trans-
mission trees and other key epidemiological and evolutionary parameters, based on virus
sequences from intensively sampled outbreaks.
FUTURE ISSUES
1. Characterizing plant virus diversity at the ecosystem scale is still needed to better under-
stand the spatiotemporal dynamics of plant viruses in cultivated and natural areas.
2. Molecular epidemiology studies should considerably benefit from advances in real-time,
portable genome sequencing and high-throughput sequencing to produce long reads and
high-fidelity sequences.
3. In parallel, more powerful estimation approaches will be welcome to exploit the ever-
increasing number of sequences representing virus diversity both between and within
hosts. Progress could take the form of faster algorithms using robust approximations,
more flexible models, and complex models of the various processes underlying within-
and between-host dynamics.
4. Molecular epidemiology studies generally focus on the neutral genetic diversity of non-
recombinant sequences. Integrating information brought by recombinant sequences and
relating genetic changes under selection with epidemiological changes are promising
methodological challenges.
5. Better characterizing the various landscape types and host characteristics and estimating
their impact are both challenging and important for the understanding of plant virus
spread.
6. High-resolution inference of “who infected whom” based on sequencing data is a promis-
ing approach to gain insights into risk factors from in natura observations.
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7. Development of new frameworks to enable improved integration of data and models may
lead to real-time characterization and prediction of outbreaks. This might take the form of
streamlined pipelines from sample collection to sequencing, from bioinformatics analysis
through updated phylogenies to estimation of parameters feeding disease management
models and, finally, feedback procedures toward disease control organizations.
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10. Bouckaert R, Heled J, Kühnert D, Vaughan T, Wu CH, et al. 2014. BEAST 2: a software platform for
Bayesian evolutionary analysis. PLOS Comput. Biol. 10(4):e1003537
11. Bousalem M, Dallot S, Fuji S, Natsuaki KT. 2003. Origin, world-wide dispersion, bio-geographical
diversification, radiation and recombination: an evolutionary history of Yam mild mosaic virus (YMMV).
Infect. Genet. Evol. 3(3):189–206
12. Bousalem M, Dallot S, Guyader S. 2000. The use of phylogenetic data to develop molecular tools for the
detection and genotyping of Yam mosaic virus. Potential application in molecular epidemiology. J. Virol.
Methods 90(1):25–36
13. Britton T, Giardina F. 2016. Introduction to statistical inference for infectious diseases. J. Société Fr.
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Résultats clés de l’Article 2 
EXPLOITER L’INFORMATION GENETIQUE POUR EVALUER LA DISPERSION DES 
VIRUS DANS LES PAYSAGES 
Cette synthèse bibliographique analyse les approches d'épidémiologie moléculaire qui ont 
été développées pour suivre la dispersion des virus dans les paysages. Les principaux points 
à retenir sont les suivants :  
1. Le taux de substitution élevé des virus implique que les processus évolutifs et 
épidémiologiques sont observables à la même échelle de temps. Les génomes 
viraux peuvent donc être utilisés pour inférer la dynamique du virus dans les 
paysages à travers le temps et l'espace. 
 
2. Les progrès des méthodes de caractérisation des virus ont permis d’élargir nos 
connaissances sur les espèces virales existantes et sur leur diversité intraspécifique. 
 
3. Des plans d'échantillonnage appropriés sont nécessaires pour éviter les biais 
lorsque l’on étudie l’influence des variables biologiques et environnementales sur 
la structuration de la diversité des populations virales. 
 
4. Les virus étant clonaux, les analyses exploratoires sans hypothèse sont plus 
appropriées que les approches classiques de génétique des populations pour 
décrire la structure spatiale de la diversité virale. 
 
5. Les modèles phylogéographiques permettent d’inférer des voies d'invasion sur de 
grandes zones à partir de coordonnées géographiques de séquences datées. 
 
6. De nouvelles approches combinant la génétique à l’échelle du paysage (« landscape 
genetics ») et la phylogéographie permettent de tester l'impact de la configuration 
et de la composition du paysage sur la dynamique spatio-temporelle du virus.
 
7. De récents modèles phylodynamiques et des modèles SEIR prenant en compte des 
données épidémiologiques et génétiques peuvent être utilisés pour inférer des 
arbres de transmission et des paramètres épidémiologiques clés (en se basant sur 
des séquences de virus provenant d'épidémies intensément échantillonnées). 
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2. Application au virus de la sharka 
Afin d’estimer les paramètres épidémiologiques d’une maladie à l’échelle de l’hôte, un modèle 
généticospatio-temporel a été développé dans l’unité BioSP à Avignon, en collaboration avec des 
chercheurs de BGPI et de l’université de Glasgow (Mollentze et al. 2014, Morelli et al. 2012, 
Soubeyrand, 2016). Ce modèle prend en compte des données épidémiologiques et génétiques, et 
permet d’inférer « qui a infecté qui » dans un paysage, ainsi que des paramètres épidémiques clés. 
Dans un premier temps, nous avons testé l’efficacité de ce modèle sur des données simulées. Pour 
cela, j’ai réalisé des simulations d’épidémies de sharka à l’aide du modèle développé par Pleydell et 
al. (2018) et Rimbaud et al. (2018a, 2018b) que j’ai adapté pour obtenir des données à l’échelle de 
l’arbre. Ces simulations ont permis de comparer par simulation la précision de la reconstruction des 
chaines de transmission entre les hôtes avec ou sans la prise en compte des arbres non infectés. Ce 
test était important pour ensuite appliquer le modèle généticospatio-temporel à des données réelles 
de manière efficace. 
Par la suite, nous avons tenté d’estimer certains paramètres épidémiologiques de la sharka en 
appliquant le modèle de reconstruction des chaines de transmission sur des données réelles. Le PPV 
est un virus à ARN dont le génome (10 kb environ) évolue rapidement. Il nous est donc paru possible 
de reconstruire les chaines de transmission entre les hôtes et d’estimer les paramètres 
épidémiologiques sous-jacents. L’application de cette approche à la sharka n’a cependant pas été 
finalisée car des adaptations de la méthode sont vraisemblablement encore nécessaires pour fournir 
des résultats robustes. Ces travaux sont présentés dans l’article 3 pour lequel j’ai contribué à 
l’écriture et à la production des résultats des parties qui traitent des simulations des données de 
dispersion d’une épidémie et des données réelles de sharka. J’ai également participé à la mise en 
forme des données qui ont servi à réaliser l’inférence des chaines de transmission ainsi qu’à l’analyse 
des résultats.  
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(1) BGPI, INRA, Montpellier SupAgro, Univ. Montpellier, Cirad, 34398, Montpellier, France 
(2) BioSP, INRA, 84914, Avignon, France.  
 
ABSTRACT 
Several approaches coupling epidemiological and evolutionary models, genetic-space-time data and 
appropriate inference techniques have been proposed to infer transmissions in outbreaks. These 
approaches are grounded on data, which generally do not contain information on hosts that are not 
infected during the observation period. The absence of negative data is generally caused by the large 
number of uninfected hosts compared to the number of infected hosts in studies where the 
approaches for inferring transmissions were tested. Here, we precisely study the impact of including 
uninfected hosts in the inference of transmissions in the context of plant epidemiology. For that 
purpose, we modified an existing genetic-space-time approach allowing the estimation of "who 
infected whom" by incorporating uninfected hosts in the underlying epidemiological model, and we 
assessed the advantage of incorporating such hosts in a numerical study based on simulated 
outbreaks of a plant pathogen (Plum pox virus). We showed that integration of uninfected hosts 
allowed reconstructing 35% of the transmissions (against 20% without it). Thus, including uninfected 
hosts in a joint analysis of epidemiological and genetic data provides a better understanding of the 
spatial epidemiology of a pathogen and provides valuable insights into transmission dynamics. Such 
knowledge on transmissions is crucial for designing efficient control policies.  
Keywords: transmission tree, space time genetic, sharka, landscape, SEIR  
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1. Introduction 
Epidemics caused by pathogen spread through host populations can be a high socioeconomic burden 
(Klinkowski, 1970; Vurro et al., 2010). In order to minimize the associated costs, governmental 
agencies often design management strategies relying on scientific expertise. To support public policy 
decision-making, scientists need to understand and predict how pathogens spread within and 
between host populations (Ferguson et al., 2003; Keeling et al., 2003). More specifically, the 
reconstruction of transmission routes during past epidemics may help to predict how the same 
pathogens will spread through similar populations in future outbreaks (Picard et al., 2017). Indeed, 
understanding the history of transmission events can highlight key drivers of transmission, provide 
refined estimates of epidemiological parameters and point out risk factors related to vectors, 
reservoirs and landscape components, which can help build epidemiological projections (Ostfeld et 
al., 2005). 
However, identifying transmission links between hosts in a landscape remains a challenging task. 
Indeed, the locations of diseased individuals through time are usually consistent with many different 
transmission trees (i.e. “who-infected-who”). Pathogen genome sequences collected during 
epidemics can help discriminating between such trees, because genetic data can provide critical 
additional information regarding the relationships between hosts infected by measurably evolving 
pathogens (i.e. that fix mutations across their genome during the course of a single outbreak; Picard 
et al., 2017). 
Various models integrating genetic and spatiotemporal data have been developed to understand 
transmission links between hosts (Jombart et al., 2014; Lau et al., 2015; Mollentze et al., 2014; 
Morelli et al., 2012; Ypma et al., 2012, 2013; Worby et al., 2014). These models enable to infer 
epidemiological processes, specifically the most likely transmission tree reflecting “who infected 
whom”, and other parameters related to the infection strength, the latent period, the incubation 
period, the dispersal kernel (which partly determines the speed and spatial extent of disease spread), 
and the substitution rate (Soubeyrand, 2016). Such genetic-space-time models are generally 
stochastic and based on an SEIR (Susceptible, Exposed, Infectious, Removed) structure explicitly 
representing successive sanitary statuses of host individuals. 
For now, these models have been used for animal and human diseases but, to our knowledge, they 
have never been applied to plant diseases. In addition, they never accounted for the localization of 
the uninfected hosts, since such data can be difficult to obtain, particularly for animal and human 
diseases. Regarding plant diseases, the locations of uninfected hosts are more easily available and 
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have already been used to infer disease transmissions in the absence of genetic data (Gibson, 1997; 
Neri et al., 2014). However, the number of uninfected hosts is generally much higher than the 
number of infected hosts; thus, it can become challenging to account for them in genetic-space-time 
models. Indeed, a key challenge in plant disease modelling is to assess the impact of incomplete host 
data on model predictions (Cunniffe et al., 2015). 
In this context, we aimed to understand how taking into account uninfected hosts into transmission 
tree reconstruction can improve the estimation of “who infected whom”. For that purpose, we 
modified an existing genetic-space-time SEIR model and its associated estimation method (Mollentze 
et al., 2014; Soubeyrand, 2016). Then, we assessed inference performance using simulated data 
obtained by coupling a micro-evolutionary model of pathogen sequences with a spatio-temporal 
epidemiological model built for sharka (Picard et al., in prep; Picard et al., in revision; Pleydell et al., 
2018; Rimbaud et al., 2018). Sharka is one of the most damaging diseases of stone fruit trees 
belonging to the genus Prunus (e.g. peach, apricot and plum) (Cambra et al., 2006; Rimbaud et al., 
2015) and it  is caused by Plum pox virus (PPV, Potyvirus genus). As many RNA viruses, PPV is 
expected to evolve quickly and its evolutionary and epidemic dynamics are supposed to happen at 
similar time scales. 
  
2. Materials and methods 
2.1. Genetic-space-time SEIR model 
In this article, we extended the genetic-space-time SEIR model described by Soubeyrand (2016) 
representing the transmissions of an infectious disease within a population of susceptible hosts and 
the micro-evolution of the pathogen causing the disease. The genetic-space-time SEIR model results 
from the coupling of a semi-Markov, individual-based, continuous-time, spatial epidemic model that 
governs the transitions between the sanitary statuses of individuals (S, E, I and R) and a Markovian 
evolutionary model that governs nucleotide substitutions in the sequence of the pathogen at the 
host level. This model was extended to apply it to sharka epidemics: it handles (i) the emergence of 
hosts across the study period, (ii) the delay between the detection of infected hosts and their 
removal. 
Tables 1 and 2 describe the epidemiological and evolutionary events that are included in the genetic-
space-time SEIR model. Mathematical details are provided in Soubeyrand (2016). Here, we simply 
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comment on the points related with the model extension. First, the delay between the detection of 
infected hosts and their removal is treated like in Morelli et al. (2012). The second extension relates 
to host emergence (here, host plantation), which is supposed to occur at known dates and in the 
healthy state. If a host is actually infected before plantation, the method for inferring transmissions 
should select early dates of infection for this host, which would mimic an infection at the plantation 
date.  
 
Table 1. Possible events and corresponding transition rates or distributions for the semi-Markov, individual-
based, continuous-time, spatial epidemic model SEIR model. Host k emerges at its (known) date of plantation. 
Then, after infection, it enters the exposed stage at the rate given in the table; this rate is defined as the sum of 
a basic risk 𝛼0 and the contributions of infectious hosts at time t weighted by a kernel w computed at the 
distances 𝑑𝑗𝑘 between the focal host k and the infectious hosts. w was specified as the 2D exponential kernel 
parameterized by 𝛾: 𝑤(𝑑) = exp (−
𝑑
𝛾
) /(2𝜋𝛾2). The duration of the exposed stage (latency period) and the 
duration between the end of the exposed stage and the detection of the infected host are drawn from a 
gamma distribution. Note that the gamma distribution is parameterized here by its mean and its standard 
deviation. Finally, host k is removed at the (known) uprooting date. 
Description Event Rate Distributiona 
Host emergence Sk: 0 → 1  Dirac(plantation date) 
Infection Sk: 1 → 0 & Ek: 0 → 1 𝛼0 + 𝛼1 ∑ 𝑤(𝑑𝑗𝑘)𝐼𝑗(𝑡)𝑗≠𝑘    
Beginning of infectious 
stage 
Ek: 1 → 0 & Ik: 0 → 1  Gamma(β1 , β2) 
Detection Ik: 1 → 1  Gamma(δ1 , δ2) 
End of infectious stage Ik: 1 → 0 & Rk: 0 → 1  Dirac(uprooting date) 
a For Infection, the equation corresponds to a rate. 
 
Table 2. Possible events and corresponding substitution rates for the Markovian evolutionary model. Letters 
A, C, G and U denotes nucleotides adenine, cytosine, guanine and uracil, respectively. 
Description Event Rate 
Transition A→G or G→A or C→U or U→C μ1 
Transversion (type 1) A→U or U→A or C→G or G→C μ2 
Transversion (type 2) A→C or C→A or G→U or U→G μ3 
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2.2. Estimation method  
The estimation of model parameters and latent variables (sources of infection, infection times and 
durations of exposed stages) was carried out in the Bayesian framework, following the method of 
Soubeyrand (2016) based on the approximate genetic likelihood. This method includes the 
reconstruction of sequences that are transmitted at the infection events by using a parsimonious 
reconstruction algorithm. Only direct transmissions were reconstructed (indirect transmissions 
handled in Jombart et al. (2014) and Mollentze et al. (2014) were not taken into account here). For 
each treated dataset, the posterior distribution was evaluated with three interacting MCMC chains 
(chain length: 105; burn-in: 4000 iterations; thinning: every 100 iterations; interaction between 
chains: every 2000 iterations). 
Two versions of the estimation method were run for each dataset: hosts that remained healthy were 
either included in or removed from the dataset. Incorporating healthy hosts in the estimation 
method amounts to compute for these hosts the probability that they have not been infected up to 
the end of the observation period. This probability is incorporated into the transmission likelihood 
(see Soubeyrand, 2016). To handle healthy hosts, we ignored the possibility that apparently healthy 
hosts were actually infected. 
 
2.3. Simulated data 
2.3.1 Simulation of sharka epidemics 
In order to assess the performance of the estimation method (with and without the uninfected 
hosts), we used an existing simulation model of sharka disease (Picard et al., in prep; Picard et al., in 
revision; Pleydell et al., 2018; Rimbaud et al., 2018). This stochastic, spatially explicit SEIR model 
includes 6 epidemiological parameters characterizing the epidemic, and 21 disease management 
parameters enabling to simulate orchard surveillance, plantation bans and removal of infected trees. 
Here, we used the same variation ranges of epidemiological parameters as in by Picard et al. (in prep) 
to simulate 20 established epidemics. In addition, for each simulation, the epidemic spreads during 5 
years without management, followed by 10 years with one survey per year performed with a 
detection probability of 0.66 (once an infected tree is detected, it is removed from the simulation). 
These epidemics were run on a virtual landscape comprising 2508 trees grouped into 16 patches (Fig 
1). To simulate this landscape, we generated a grid pattern of 10,000 squares (16 m² each) 
representing potential trees. Among them, we randomly selected 20 rectangular patches with 
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random width and length (between 2 and 21 trees). When two rectangular patches included the 
same trees, we grouped them into a single patch (hence the 16 final patches). 
 
 
Figure 1: Simulated landscape composed of 2508 trees allocated into 16 different patches 
 
2.3.2. Simulation of pathogen sequence evolution  
The evolution of PPV in the hosts was simulated conditional on the transmission tree obtained from 
the simulation of the epidemics. We used sequence fragments of 10,000 nucleotides, among which a 
fraction was fixed. We assumed that there is no within-host diversity, i.e. at any time each host is 
infected by at most one genomic sequence. When a tree was infected at plantation, the sequence of 
the pathogen was drawn from a set of 20 slightly varying reference sequences (each of these 20 
sequences were obtained by uniformly randomly modifying any nucleotide with a 5‰ chance from a 
reference genome). When a tree was infected by another one within the simulated landscape, the 
current PPV sequence infecting the source tree was used as the initial sequence in the receiving host. 
The substitution of nucleotides within each host was performed forward in time as a Markov chain 
with heterogeneous rates of substitution across the sequence. More specifically, the rate of 
substitution for each nucleotide was drawn from a zero-inflated gamma distribution with the 
probability of zero equal to 0.3 (the shape of the gamma distribution was 0.3 and its scale parameter 
was 10-4). This substitution rate (10-4 subs/site/year) was estimated under a Bayesian framework 
(BEAST 1.8 software) using 86 heterochronous whole genome sequences of PPV isolates sampled in 
peach orchards of southern France from 1991 to 2008 (Dallot et al., 2016). 
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2.3.3. Subsampling for generating datasets used in the inference 
We simulated 20 outbreaks through the 16 patches and we retrieved the geographical coordinates of 
the trees, as well as their plantation and removal dates. We also got the simulated dates of disease 
surveillance, the sanitary status of the trees at each date (symptomatic/ non-symptomatic) as well as 
the simulated viral sequences associated with the infected trees. In order to reduce the overall 
computational cost of outbreak reconstructions, we did not attempt to reconstruct the transmissions 
between all the trees in the landscape simultaneously, but only between trees of some patches (note 
that this approach reflects a frequent situation since epidemiological and genetic data are generally 
available for only a part of the landscape). For each outbreak, we selected the patches with the 
highest number of infected prunus trees (excluding patches with more than 400 trees), without 
exceeding a total of 1200 trees (healthy and infected) on all patches. The data corresponding to 
these patches were used to reconstruct transmission chains between hosts with the estimation 
method introduced above, both with and without the non-infected trees. 
 
2.4. Specification of prior distributions for the inference 
For the genetic-space-time SEIR model, vague exponential priors with mean 100 were used for the 
infection strengths 𝛼0 and 𝛼1, corresponding respectively to exogenous (from trees not included in 
the dataset) and endogenous (from trees included in the dataset) sources. In addition, informative 
gamma priors with mean and standard deviation equal to 331 m was specified for the mean dispersal 
distance 2𝛾 (331 m was the mean dispersal distance derived from the estimation for sharka in  
Pleydell et al. (2018), to 1.92 yr and 0.1 for the mean incubation duration β1, to 0.66 yr and 0.1 for 
the standard deviation of the incubation duration β2 (these prior means were taken from Pleydell et 
al., 2018), to 3 yr and 0.1 for the mean duration δ1 between the end of the exposed stage and the 
detection, and to 2 yr and 0.1 for the standard deviation δ2. Vague exponential priors with mean 10
-4 
sub/site/year were used for the substitution rates 𝜇1,  𝜇2 and  𝜇3 (Dallot et al., 2016). From year 1, 
the first year of the epidemic, a normal prior with mean -100 yr and standard deviation 50 yr was 
used for the time of the most recent common ancestor. 
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3. Results 
We tried to reconstruct the transmission trees with a median of 45 infected trees for each of the 20 
simulations performed. Among these infected trees, on average 20 trees were infected by an 
external source (i. e. by a tree located outside the simulated landscape, and for which we do not 
have informations), and on average 26 by a tree located in the landscape, for which we have 
epidemiological and genetic data (Fig 2A and B). 
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Figure 2: Results of the inference of simulated sharka epidemics. A and B: among the 20 simulated 
outbreaks, frequency of all infected trees, and frequency of infected trees whose source of infection 
is located outside (unobserved source) or inside (observed source) the selected orchards. C and D: 
empirical mean dispersal distance (calculated from the transmissions between trees located in the 
simulated landscape). E and F: Theoretical mean dispersal distance (accounting for the external 
transmissions). A, C and E: results with uninfected trees. B, D and F: results without uninfected trees. 
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The genetic-space-time model allowed us to reconstruct 35% of the transmissions when the 
uninfected trees were considered but only 20% without taking them into account (Fig 3). As a 
comparison, we would have reconstructed only 0.02% of the transmissions by randomly generating 
transmissions trees. In addition, we identified less transmissions when the source trees were located 
in the landscape (30% with the uninfected trees and 19% without), than when the trees were 
infected by an external source (45% with the uninfected trees and 21% without). 
 
 
Figure 3: Accuracy of the reconstruction of transmissions assessed from simulated sharka 
epidemics.  
 
The mean of the empirical dispersal (calculated from the transmissions between infected prunus 
trees located in the simulated landscape) was correctly estimated when taking into account the 
uninfected trees. Indeed, the median of the empirical dispersal was estimated at 23m (accounting for 
uninfected trees), and the true value (calculated from the simulations) at 18m (Fig 2C and D). 
Without the uninfected trees, the median of the empirical dispersal was slightly overestimated 
(30m). However, in both cases, the estimated quantile distributions were far from the true value of 
the empirical dispersal.  
We also estimated the prediction accuracy of the theoretical dispersal, which differs from the 
empirical dispersal accounting for the external transmissions in its calculation. The estimation of the 
mean of theoretical dispersal was overestimated with or without the uninfected trees (although the 
prediction accuracy was higher without the uninfected trees). Indeed, in the sharka simulation 
model, the mean of theoretical dispersal was 331m, and the estimations were 600 and 400 with and 
without the uninfected trees respectively (Fig 2E and F). However, it was difficult to estimate this 
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epidemiological parameter since we performed our simulations in a small area (only slightly bigger 
than 331m). 
 
4. Discussion 
4.1. Conclusion and applicability of the approach 
In this study, we showed how including uninfected hosts in a genetic-space-time model can improve 
the reconstruction of transmission trees. For that purpose, we used the example of sharka disease, 
for which we simulated dispersal and management, as well as the genetic sequence of the virus for 
each infected tree. Then, the genetic-space-time model allowed us to reconstruct the transmission 
links from these simulated data. We showed that accounting for the uninfected trees improved the 
inference of transmission links: we reconstructed 35% of the transmissions with the uninfected trees 
(against 20% without).  
However, the epidemics were here simulated through landscapes for which the orchards are 
composed of few trees (the bigger simulated orchard includes only 231 trees), which represents an 
area with traditional arboriculture. By contrast, more recent exploitations are generally composed of 
bigger orchards (which can include more than 1000 trees). In such situation, the performance of the 
transmission tree reconstruction may be different since the landscape present less discontinuity 
between hosts. However, testing the genetic-space-time model in this case can increase the 
inference duration (which is multiplied increasing the number of trees). 
Our results could allow improving numerous studies which aim to understand and to predict how 
pathogens spread within host populations, which could help to develop adapted management 
strategies to control pathogens. This approach is particularly interesting for diseases of perennial 
plants since they are localized at the same place during several years. However, using genetic-space-
time model on diseases which spread on annual hosts can be more challenging since it is difficult, if 
not impossible, to follow the temporal signal included in the genetic sequences (which is essential to 
perform the inference). Similarly, our approach could be difficult to transpose to human and animal 
diseases since the hosts are generally mobile. To address this issue, it could be interesting to account 
for the host movements in the inference, but aside the need of lot of material, tracking them can 
cause ethical problems. 
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4.2. Transmission links inference of real sharka data 
To go even further in this study, we attempted to use the genetic-space-time model on a real sharka 
epidemic. The material and method used is described in S1 text. However, the distribution of the 
transmissions between trees was unsatisfactory. Indeed, transmission links obtained with the 
inference were characterized by a small number of trees which infected numerous other trees 
located further in the landscape. We would have expected that the model infer less long distance 
transmissions and more local transmissions (short distance). These unsatisfactory results are 
probably due to a lack of information from the dataset and a maladaptation of the method for these 
data. Indeed, we attempted to reconstruct the transmissions trees with data only sampled over 3 
consecutive years, the temporal signal was thus difficult to capture, especially because latency 
duration of sharka may vary from few weeks to few years.    
In order to improve this preliminary work, we tried to remove from the dataset the infected trees for 
which we did not know the virus genetic sequence. Indeed, the inference suggested that these trees 
were the source of most of the transmissions, which is unlikely. In addition, we modified the prior of 
the model corresponding to the mutation rate in order to limit the possibility of long transmissions. 
Thus, we inferred transmissions links between infected trees with a transmission rate of 10-5 
subs/site/year instead of 10-4 subs/site/year. Nevertheless, these two attempts to improve the 
inference were not satisfactory. However, we did not explore ways that could improve the 
estimation of transmissions. Firstly, although the inference can be much longer, we could perform it 
with all our available data (for now, we carried out the inference on only 6 out of 19 orchards for 
which we dispose of information), which may prevent some long distance transmissions. Then, for 
some of the trees sampled, we had both majority and minority genetic sequences (i.e. found in 
smaller quantities). For now, we only used the information of the majority sequences because the 
model only allowed accounting for a unique genetic sequence for one tree. We could modify a part 
of the model to take into account this information. To finish, it could be interesting to sample data 
over more than 3 years in order to really exploit the temporal information of the data. 
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S1 Text: Inference of transmission tree of real sharka data: materiel and method 
We attempted to infer the transmissions of a real sharka epidemic. Here, we present the 
epidemiological and genetic data used, and we introduce the modifications made in the genetic-
space-time model. 
 
1. Epidemiological and genetic sharka data 
 
We used data from 3 years of surveillance (2004, 2005 and 2006) of a very close set of 19 orchards 
located in southern France (Fig 1). Disease surveillance was based on visual inspections and PPV 
symptomatic trees were removed each year following their detection. The 4905 trees (among which 
145 were found infected by PPV) planted in the 19 orchards were precisely geo-referenced. The 
plantation dates of each orchard were recorded as well as the dates of detection and removal of the 
infected trees. Symptomatic leaves were sampled on each detected PPV infected tree and we 
obtained the whole genome PPV consensus sequence for 114 infected trees. In addition, a 
preliminary phylogeny study evidenced that two different genetic clades of PPV were spreading in 
the study area (Dallot et al., 2016). The common ancestors of these two clades were reconstructed 
from the 145 genetic sequences sampled on infected trees thanks to FastML server (Ashkenazy et al., 
2012). Here, we used the genetic-space-time model on data corresponding to only 6 patches (Fig 1). 
 
Figure 1: Map of peach orchards with uninfected (grey) and infected trees detected in 2004 
(yellow), 2005 (pink) and 2006 (blue). Only the orchards framed in black were used in the inference 
of transmission trees and pathogen dispersal. 
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2. Genetic-space-time SEIR model modifications 
 
The genetic-space-time SEIR model was extended to handle the use of multiple ancestral sequences 
of the pathogen corresponding to different genetic clusters. Regarding the epidemiological and 
evolutionary events that are included in the model, if host k is infected by an exogenous source (this 
possibility depends on the basic risk 𝛼0), then the ancestral sequence selected for the exogenous 
source is the ancestral sequence used for the genetic cluster to which the pathogen sequence 
collected from host k belongs. 
In addition, we specified a new prior for parameters of the genetic-space-time SEIR model. We 
considered at least two introduction events from genetically differentiated PPV sources 
corresponding to the distinct clades in the reconstructed dated phylogeny of PPV. Based on BEAST 
inferences (Dallot et al., 2016), the time to the most recent common ancestor (tMRCA) of these two 
clades was set at 1985   (CI95% : 1981 – 1989, i.e., 19 years before the discovery of sharka disease in 
the area). 
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Résultats clés de l’Article 3 
PRISE EN COMPTE DES HOTES NON INFECTES DANS LA RECONSTRUCTION DE 
CHAINES DE TRANSMISSION 
 
Impact de la prise en compte des hôtes non infectés dans l'inférence des 
transmissions d’une épidémie 
Un modèle généticospatio-temporel déjà existant permettant d’inférer « qui a 
infecté qui » dans un paysage a été modifié pour prendre en compte les hôtes 
sensibles mais non infectés. 
Grâce à la reconstruction d’épidémies simulées (et du processus évolutif 
concomitant), nous avons montré que la prise en compte des hôtes non 
infectés permettait d’inférer correctement 35% des transmissions (contre 20% 
sans).  
Inclure les hôtes non infectés dans une analyse de données épidémiologiques 
et génétiques permet donc une meilleure compréhension de l'épidémiologie 
spatiale d'un agent pathogène et fournit des indications précieuses sur la 
dynamique de transmission. Une telle connaissance des transmissions est 
cruciale pour concevoir des politiques efficaces pour gérer les épidémies. 
 
Reconstruction des chaines de transmission pour une épidémie de sharka 
Nous avons tenté de reconstruire les chaines de transmission pour une 
épidémie de sharka dans un ensemble de vergers proches. Nous disposions des 
coordonnées géographiques des arbres infectés et des séquences génétiques 
du virus correspondant. 
Probablement à cause du manque de signal temporel, nous n’avons pas obtenu 
de résultats satisfaisants. Les paramètres du modèle représentant les 
épidémies de sharka n’ont donc pas été modifiés dans les études présentées 
dans la suite de cette thèse. 
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Lorsque des paramètres décrivant la dynamique d’une épidémie sont disponibles, des modèles de 
simulation permettent de tester différents scénarios épidémiques et/ou de gestion. Dans le cadre 
d’une gestion spatialisée de la maladie, ces modèles ont généralement besoin d'un paysage explicite 
et réaliste, d'un scénario d'introduction et de dispersion du pathogène, d'équations décrivant les 
changements de statut des hôtes et d'actions de gestion visant à réduire la propagation de la 
maladie.  
Le paysage (caractérisé ici par la disposition spatiale et la forme des parcelles) n'est pris en compte 
que depuis peu dans les études de modélisation en épidémiologie, bien qu'il puisse avoir un fort 
impact. Ainsi, les études Pleydell et al. (2018) et Rimbaud et al. (2018a, 2018b) ont été réalisées sur 
un unique paysage. Elles ne permettent donc pas d’estimer des paramètres épidémiologiques et 
d’identifier des stratégies de gestion efficaces sur différents paysages. Afin d’étudier l’influence du 
paysage sur les stratégies de gestion de la sharka, j’ai tout d’abord modifié ce modèle pour 
permettre la simulation de l’épidémie dans des paysages variés. 
Pour ce faire, j’ai modifié le paysage utilisé dans l’étude de Rimbaud et al. (2018a) afin d’obtenir des 
paysages de taille et de densité différentes. Dans cette approche, le paysage constitué de 553 
parcelles a été dupliqué par 3 (avec un total de 1659 parcelles), puis par 7 (avec un total de 3871 
parcelles). Des parcelles de ces paysages ont ensuite été retirées pour diminuer la densité. Des 
simulations de l’épidémie avec la stratégie de gestion française ont ensuite été réalisées pour évaluer 
l’impact des caractéristiques du paysage sur la dynamique épidémique et l’efficacité de la gestion. 
Plus précisément, l’influence de la taille du paysage et de la densité des parcelles cultivées a été 
étudiée sur deux critères : un critère agronomique et un critère économique. Le premier critère 
correspond au nombre moyen équivalent d’arbres pleinement productifs, et le deuxième à la valeur 
actuelle nette (VAN ; Rimbaud et al. 2018a). 
Dans un deuxième temps, j’ai développé un algorithme simulant des paysages réalistes : il permet de 
définir les principales caractéristiques d’un paysage telles que le nombre de parcelles ou leur 
agrégation spatiale à partir d’une simulation de tessellation en T. Cet algorithme m’a permis de 
simuler 3 types de paysages variant par le niveau d’agrégation de leurs parcelles. Ces paysages 
contrastés ont été utilisés pour toutes les études présentées dans la suite de cette thèse. De même 
que précédemment, des simulations avec la stratégie de gestion française ont ensuite été réalisées. 
De plus, pour étudier l’influence du paysage sur les paramètres du modèle et identifier les 
paramètres clés de la propagation et de la gestion d’une épidémie, j’ai réalisé des analyses de 
sensibilité sur les 3 paysages définis. Ces analyses permettent de mieux comprendre les épidémies et 
d’identifier les paramètres de gestion les plus influents sur la VAN (ces paramètres peuvent alors être 
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d’une importance capitale si l’on souhaite identifier des stratégies de gestion performantes). Elles 
permettent également d’analyser comment l’influence de ces paramètres varie en fonction du 
niveau d’agrégation des parcelles. 
L’article 4 détaille en partie les résultats de ce chapitre. Il expose également des résultats concernant 
l’optimisation des paramètres de gestion qui seront abordés dans le chapitre suivant. 
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ABSTRACT  
Epidemiological models are increasingly used to predict epidemics and improve management 
strategies. However, they rarely consider landscape characteristics although they can influence the 
epidemic dynamics, and thus the effectiveness of disease management strategies. Here, we present 
a generic in silico approach which assesses the influence of landscape aggregation on the costs 
associated to an epidemic and on improved management strategies. We apply this approach to 
sharka, one of the most damaging diseases of Prunus trees, for which a management strategy is 
already applied in France. Epidemic simulations were carried out with a spatiotemporal stochastic 
model under various management strategies in landscapes differing in patch aggregation. Using 
sensitivity analyses, we highlight the impact of management parameters on the economic output of 
the model. We also show that the sensitivity analysis can be exploited to identify several strategies 
that are, according to the model more profitable than the current French strategy. Some of these 
strategies are specific to a given aggregation level, which shows that management strategies should 
generally be tailored to each specific landscape. However, we also identified a strategy that is 
efficient for all levels of landscape aggregation. This one-size-fits-all strategy has important practical 
implications because of its simple applicability at a large scale. 
Keywords: landscape, management, optimization, SEIR, sharka, spatiotemporal model, virus  
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1. Introduction 
Understanding epidemiological processes is crucial to anticipate outbreaks, to predict the spread of 
epidemics, and thus to propose optimized management strategies that aim to reduce or eliminate a 
disease (Ferguson et al. 2001). However, epidemics are the result of complex interactions between 
biological processes, human interventions and the spatial arrangement of patches in the landscape. 
Thus, understanding epidemics and assessing the effectiveness of disease management options is 
often a difficult task, especially as field trials are generally limited by regulatory, ethical and logistical 
constraints (particularly for large-scale experimental studies). To overcome these limitations, 
epidemiological models are an interesting approach because of their ability to test several epidemic 
and management scenarios using the best available knowledge (Cunniffe et al. 2015; Keeling and 
Rohani 2008; Keeling et al. 2003). 
Spatially explicit models have been used to estimate epidemiological parameters such as dispersal 
functions (Parnell et al. 2011; Parry et al. 2014; Pleydell et al. 2018; Soubeyrand et al. 2008), infection 
rates (Cunniffe et al. 2014) and incubation durations (Cunniffe et al. 2014; Pleydell et al. 2018). This 
approach leads to disease-specific, data-calibrated models that can then be exploited to assess the 
efficacy of control measures, e.g., sampling frequency and intensity (Parnell et al. 2012,  2014; 
Soubeyrand et al. 2018), plantation density (Chan and Jeger 1994; Cunniffe et al. 2014; Cunniffe et al. 
2015b; Jeger and Chan 1995), insecticide spraying frequency and location (Filipe et al. 2012), and 
zones and dates of removal (Cunniffe et al. 2014, 2015b; Filipe et al. 2012; Parnell et al. 2009, 2010; 
Sisterson and Stenger 2012). 
However, these modeling studies mostly focused on only one or two management parameters, other 
parameters being set at their reference value. Rimbaud et al. (2018b) tried to optimize several 
parameters simultaneously however, like almost all previous studies, they performed simulations in a 
single landscape and did not consider landscape characteristics. Nevertheless, in order to study 
outbreaks and large-scale management strategies, considering landscape characteristics can be 
crucial. Indeed, they can influence epidemic dynamics, implying that the best management strategies 
may vary depending on the landscape (Papaïx et al. 2014). A review by Ostfeld et al. (2005) analyzed 
the few studies that demonstrate how spatial locations of crop patches can influence disease risk, 
suggesting that a true integration of the landscape within epidemiological studies would be fruitful. 
As a consequence, promising approaches have been developed to integrate landscape characteristics 
into epidemiological models. For example, it was shown that, for the purpose of eradication, the 
optimum radius of orchard removals increases with the level of patch aggregation and the host 
density in the landscape, both factors increasing epidemic spread (Parnell et al. 2009, 2010). 
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However, in these studies patch layout is summarized by patch centroid coordinates although plot 
size and shape play an important role in disease dispersal (Mikaberidze et al. 2016; Pleydell et al. 
2018), and thus on the impact of disease management. Indeed, such simplification can introduce a 
bias in connectivity estimates when patches have different shapes and sizes, e.g., the connectivity 
between the centroids of two patches would erroneously be the same whatever their area. Here, we 
try to understand how landscape structure influences disease spread and the impact of control 
options thanks to simulations of disease spread and management on various landscapes. 
We apply this approach to sharka, one of the most damaging diseases of trees belonging to the 
Prunus genus (e.g., peach, apricot and plum) (Cambra et al. 2006; Rimbaud et al. 2015). The causal 
agent of this disease, Plum pox virus (PPV, genus Potyvirus, family Potyviridae), is naturally 
transmitted by aphids in a nonpersistent manner. The presence of PPV symptoms (such as fruit 
deformation (Németh 1986), apparition of light green rings, mosaic, mottling, and distortions on the 
leaves (Rimbaud et al. 2015) reduces potential sales, occasioning a significant economic impact 
(Cambra et al. 2006), with yield losses up to 100% for the most sensitive cultivars. Different 
alternatives for sharka management strategies exist in the world (eradication, suppression, 
containment, or resilience) depending on the epidemic context (Rimbaud et al. 2015). In France, 
sharka management aims to reduce the number of PPV-infected trees to mitigate its impact 
(suppression); it is compulsory and defined by a national decree specifying a complex procedure 
based on nursery protection, frequent visual inspections of orchards and removal of symptomatic 
trees or, possibly, whole orchards, as well as plantation restrictions (JORF 2011; Fig. 1). In a previous 
study, key parameters of a sharka epidemic were identified, and an improved management strategy 
was highlighted for a single landscape (Rimbaud et al. 2018b). In the present article, we use the same 
model to analyze the influence of landscape characteristics on plant disease control. For that 
purpose, we first study the influence of landscape structure on Prunus productivity under the French 
management strategy (JORF 2011). Next, we use sensitivity analyses to assess the relative influence 
of model parameters on crop productivity depending on the level of patch aggregation in the 
landscape. Then, we exploit the results of these analyses to identify several efficient strategies and 
we study how the landscape influences their impact. This last point allows to asses if the 
management can be generic (i.e., if a unique management strategy is efficient for all landscapes), or 
should be specific to each landscape. 
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Figure 1: A, C and E, Management actions currently applied in France. B, D and F, Management 
actions implemented in the model. The detected orchards include at least one observed infected 
tree. 
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2. Materials and methods 
2.1. Landscape generation 
In this study, the landscape is considered as a set of cultivated patches (i.e., pieces of land) in a 
defined study area on which the pathogen may spread when trees are planted. Patches of different 
sizes and aggregation levels were simulated by (i) replicating real patches and (ii) simulating patches 
with a T-tessellation algorithm. 
2.1.1.  Replication of real patches 
In a previous study, Pleydell et al. (2017) and Rimbaud et al. (2018a) developed a model allowing to 
simulate virus dispersal on a real landscape comprising 553 patches (524 ha of patches in a study 
area of 2730 ha). This landscape was generated from a database collected in a peach producing area 
in southeastern France. Here, artificial landscapes were constructed by replicating this real landscape 
3 times to obtain a total of 1659 patches and 7 times to obtain 3871 patches (with the size of the 
study area increasing accordingly). In addition, to obtain landscapes with lower levels of patch 
aggregation, some of the patches were removed (subsampled) from the 2 replicated landscapes. For 
the landscape replicated three times, 40% and 70% of the patches were removed randomly from 
each of the original landscapes (with 553 patches). For the landscape replicated 7 times, 40% and 
80% of the patches were removed randomly from each of the original landscapes. Three 
independent landscapes were generated for each subsampled landscape. An example of each 
landscape type is displayed in Supplementary Fig. S1. In this way we obtained three sizes of study 
area, with one aggregation level for the smaller one (corresponding to the real landscape) and three 
different aggregation levels for each of the larger study areas (and three different landscapes for 
each subsampled landscape). 
2.1.2. Landscape simulations with T-tessellations 
To avoid being dependent on a single real landscape, we also simulated new agricultural landscapes 
with various levels of patch aggregation and a realistic outlook (Fig. 2). Three landscapes comprising 
n=400 patches were simulated, thereafter called H, M and L based on the value of the aggregation 
parameter: d=1 (H: high aggregation), d=200 (M: medium aggregation) and d=400 (L: low 
aggregation) (Fig. 3; Supplementary Fig. S2). These values were chosen to represent diverse patch 
aggregation levels: with d=400, patches were scattered throughout the study window and with d=1, 
we obtained only neighboring patches in each cluster. The value of parameter p was chosen to 
ensure the simulation of on average 15 clusters: p=1-15/n=0.96. This parameter accounts for 
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landscape irregularities due to the presence of features such as soil, topology, lakes, rivers, roads or 
towns, which require that patches are generally grouped. We simulated 30 landscapes with these 
parameter values for each aggregation level. 
 
 
Figure 2: Algorithm for the simulation of landscapes with a specified aggregation level of patches of 
susceptible hosts. The aggregation level is defined by 3 parameters: n, p and d. Parameter d 
determines the size of an “aggregation zone” including all polygons located within d meters of a 
previously selected patch. In steps 2 and 4, patches are selected randomly and uniformly. 
 
 
Figure 3: Examples of landscapes simulated using the process presented in Fig. 2 with parameters 
n=400, p=15. Three values of the aggregation parameter are used: H, d=1 (high aggregation); M, 
d=200 (medium aggregation); L, d=400 (low aggregation). 
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2.2. Epidemiological model 
To simulate disease spread and management in landscapes, we used an existing stochastic, spatially 
explicit, SEIR (susceptible-exposed-infectious-removed) model (Pleydell et al. 2018; Rimbaud et al. 
2018a, 2018b). The model is orchard-based, with a discrete time step of 1 week. At the beginning of 
the simulation, the trees in the patches are not infected: they are in the “susceptible” (i.e., healthy) 
state. The virus is introduced at the beginning of the first year of the simulation in one of the patches 
(defined by its connectivity quantile) and then spreads through orchards, causing changes in tree 
status: from “susceptible”, they become “exposed” just after virus infection, “infectious hidden” (and 
symptomatic) after the end of the latent period, “infectious detected” after detection of the infected 
tree during surveys, and "removed" when the tree is removed from the patch. In addition, new 
introductions can also occur (with a specified probability) during the entire simulation at each patch 
plantation. Epidemic spread is governed by 6 epidemiological parameters (Table 1). Furthermore, a 
management strategy based on the French management of sharka in Prunus orchards is 
implemented as previously described (Rimbaud et al. 2018b). Briefly, a disease management strategy 
defined by 23 parameters (Fig. 1 and Supplementary Table S1) is applied after 5 years of epidemic to 
allow the spread of the virus. The model output is an economic criterion: the net present value 
(NPV), which corresponds to the sum of the gross margin (GM) calculated each year and updated by 
a discount rate (Rimbaud et al. 2018b). The GM represents the difference between the benefits 
generated by the cultivation of productive hosts and the costs induced by production and 
management actions (including surveillance, removal and replantation). 
Table 1: Epidemiological parameters implemented in the model, and their variation ranges in 
simulations. 
  
Min Max 
qκ Quantile of the connectivity of the patch of first introduction 0 1 
ϕ Probability of introduction at plantation 0.0046 0.0107 
pMI Relative probability of massive introduction 0 0.1 
Wexp Expected value of the dispersal weighting variable 0.469 0.504 
β Transmission coefficient 1.25 1.39 
θexp Expected duration of the latent period (years) 1.71 2.14 
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2.3. Epidemic simulations and sensitivity analyses 
2.3.1. Simulations with the French management 
To study the influence of the landscape on productivity under the French management strategy, we 
performed simulations for all the landscapes described above. A realistic turnover of peach orchards 
was simulated on patches using a mean cultivation duration of 15 years (Rimbaud et al. 2018b). 
Simulations were run for 35 years (5 years without management and 30 years with management), 
which is a reasonable duration to assess the long-term impact of an epidemic in cultivated perennial 
plants. For each simulation, the 6 epidemiological parameters were drawn from uniform distributions 
using the bounds corresponding to sharka pathosystem (as described in Rimbaud et al. (2018b) and 
in Table 1) and management parameters representing the French management strategy (Fig. 1, JORF 
2011). On the replicated real landscapes, 10,000 simulations were carried out on the three 
landscapes without subsampled patches, and 3,334 simulations were performed on each of the three 
replicates of the subsampled landscapes (to obtain a total of 10,000 simulations for each aggregation 
level). Likewise, on landscapes simulated by the T-tessellation algorithm, 334 simulations were 
performed for each of the 30 replicates. 
2.3.2.  Sensitivity analyses 
The relative influence of epidemic and management parameters on disease impact was assessed for 
simulated sharka epidemics. For this purpose, Sobol’s method for sensitivity analysis was used, which 
consists of: (i) the definition of target parameters and of their respective variation ranges; (ii) the 
generation of a numerical experimental design to explore parameter space; (iii) simulation; and (iv) 
the computation of Sobol’s sensitivity indices which quantify the influence of each target parameter 
on the output variable (Faivre et al. 2013; Saltelli et al. 2008; Sobol 1993). The first-order sensitivity 
index of a parameter, noted SI1, measures the main effect of this parameter whereas the total 
sensitivity index, noted SItot, also accounts for its interactions with other parameters. These indices 
are bounded by 0 and 1, a total index close to 0 meaning that the parameter has a negligible effect 
on the output variable. 
Here, to get results specific to each level of patch aggregation, three sensitivity analyses were 
performed independently for the three simulated landscapes. We targeted 23 control parameters 
defining the implemented management strategy and 6 epidemiological parameters. Variation ranges 
were defined as their respective definition domain, possibly restricted using expert’s opinion when 
this domain was infinite (Table 1, Supplementary Table S1; Rimbaud et al. 2018b). For each of the 30 
landscapes (for each aggregation level), simulations were performed with 310,155 parameter 
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combinations generated with Sobol sequences (Sobol 1967, 1976). Then, Sobol’s indices were 
calculated on the mean of the 30 replicates. First-order indices were estimated with the Sobol-Saltelli 
method (Saltelli et al. 2010; Sobol et al. 2007) whereas total indices were estimated with the Sobol-
Jansen method (Jansen 1999; Saltelli et al. 2010). 
2.3.3. Simulation of improved strategies 
Using outputs of the sensitivity analyses we identified an improved strategy for each aggregation 
level. This improved strategy corresponds to the parameter combination leading to the highest NPV 
among the 310,155 combinations. We call these strategies “Best point H”, “Best point M” and “Best 
point L” for each aggregation level (high, medium and low, respectively). Then, 10,000 simulations 
were performed with these three management strategies for the three aggregation levels as 
described in “Simulations with the French management” section. 
We compared the mean NPV (NPV̅̅ ̅̅ ̅̅ ) and the lowest decile of the NPV (i.e., 10% of the NPV values are 
below the lowest decile, noted NPV10%). This last criterion was chosen considering that farmers do 
not accept a management strategy which can too often lead to a low NPV. The purpose of this initial 
step was to assess whether a strategy that is efficient in a particular landscape remains efficient on 
landscapes with different characteristics. This provided an overview of the influence of landscapes 
features on management strategies. 
2.4. Heuristic optimization of management strategies 
The sensitivity analyses were carried out with 310,155 combinations of both epidemiological and 
management parameters. Thus, the three strategies “Best point H”, “Best point M” and “Best point 
L” were selected because they were effective for one epidemic (characterized by the 6 
epidemiological parameters). However, the other combinations of management parameter could 
have led to higher NPV with other epidemic parameters. Thus, we searched improved combinations 
of management parameters for various “epidemic cases”. Each epidemic case corresponds to a set of 
different value ranges of the epidemiological parameters (example of one epidemic case: qκ ϵ 
[0,0.25], β ϵ [1.25,1.29], ϕ ϵ [0.0046,0.0108], pMI ϵ [0,0.05], Wexp ϵ [0.469,0.0175], θexp ϵ [1.71,1.925]). 
The level of subdivision of the value ranges was based on the results of the sensitivity analyses, with 
more subdivisions for more influential epidemiological parameters. Then, each of the 310,155 
parameter combinations was allocated to the corresponding epidemic case. Finally, for each 
epidemic case and each aggregation level, we identified the combination of management parameters 
leading to the highest NPV, and we performed 10,000 simulations with these strategies on the 
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corresponding landscape, while varying the epidemiological parameters within their respective 
variation ranges (Supplementary Table S1). 
To finish, we selected the 10 parameter combinations corresponding to the highest NPV10% for each 
aggregation level and we performed 10,000 simulations of these strategies on the other landscapes. 
The strategies leading to the best NPV10%  for each aggregation level are called respectively 
“Improved strategy H”, “Improved strategy M” and “Improved strategy L”.  
 
3. RESULTS 
3.1. Landscape organization influences the impact of management strategies 
3.1.1. Landscape influence on productivity with the French management strategy 
We performed simulations of epidemic spread on duplicated and simulated landscapes under the 
French management strategy (JORF 2011). In both cases, the NPV decreased for landscapes with 
increasing patch aggregation (Fig. 4). 
 
Figure 4: Distribution of the NPV for 10,000 simulations of sharka spread and management: A, on 
replicated landscapes; and B, on simulated landscapes. 
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components of the economic criterion for simulated epidemics (Supplementary Fig. S3). During the 
early years of the epidemic, the virus spreads faster in landscape H than in landscapes M and L; 
prevalence and incidence are therefore slightly higher. Thus, surveillance is strengthened and 
increases costs (inducing a lower GM). In addition, the increased number of removals leads to a 
decrease in the number of productive trees (the average number of productive trees per ha per year 
is respectively 553, 557 and 559 for H, M and L landscapes over the 30 years of the epidemic), which 
entails yield losses. 
 
3.1.2. Landscape influence on sensitivity to model parameters 
Three sensitivity analyses were performed for the three levels of patch aggregation on 23 
management parameters and 6 epidemiological parameters in order to identify the most influential 
input parameters on the NPV (Fig. 5). We showed that 2 parameters related to plantation (χn: 
contamination threshold for an orchard in the neighborhood, above which the plantation of orchards 
is forbidden) and removals (χR: contamination threshold in the removal epicenter, above which 
orchards inside the removal zone are removed) have a strong influence on the NPV and this result 
does not depend on patch aggregation. The high impact of these parameters was likely due to a loss 
of productivity when the contamination threshold for the plantation bans and removal was too low. 
However, although the two most influential parameters are the same for the three landscapes, their 
relative influence depends on landscape aggregation. For landscape H, the most influential 
contributors to the NPV were first the plantation ban threshold (χn; SItot=0.62) and then the removal 
threshold (χR; SItot=0.29). Conversely, for landscape L, the most influential contributors to the NPV 
were first the removal threshold (χR; SItot=0.45) and then the plantation ban threshold (χn; SItot=0.42). 
Overall, when the landscape is highly aggregated much of the variance is explained by a few 
parameters; conversely, when the landscape is less aggregated a larger number of parameters 
explain the variance observed in the simulations (Fig. 5). 
To summarize, management parameters do not have the same influence on the economic criterion 
depending on the landscape. Optimal management parameters can therefore depend on landscape 
features. 
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3.1.3. Landscape influence on productivity for improved strategies 
An improved strategy (i.e., the parameter combination resulting in the best NPV among the 310,155 
tested combinations) was identified for each level of landscape aggregation, and named “Best point 
H”, “Best point M” and “Best point L”. For the three aggregation levels, these management strategies 
only very rarely involve orchard plantation bans, and only symptomatic trees are removed (and not 
entire orchards). In addition, surveillance zones (focal and security zones) are much smaller with 
these strategies than with the French management strategy (Supplementary Table S2), which 
reduces surveillance costs.  
Then, simulations were carried out with these three strategies by varying epidemiological 
parameters on all the simulated landscapes (Fig. 6). Simulations performed on a landscape with the 
parameter combination identified for the same landscape lead to better NPV̅̅ ̅̅ ̅̅  and NPV10% than with 
the French management strategy. Besides, these analyses show that a management strategy that is 
efficient for a landscape is not necessarily efficient in another, and can be less profitable than the 
French strategy. Indeed, the “Best point H” strategy is more profitable than the French strategy when 
it is applied on landscapes M and L; however, the “Best point M” and “Best point L” strategies are 
less profitable than the French management strategy for landscape H: NPV̅̅ ̅̅ ̅̅   and NPV10% were largely 
lower (i.e., risk-taking is higher) than with the French strategy. 
 
3.2. Landscape influence on improved management strategies 
The sensitivity analyses show that 2 out of 6 epidemiological parameters have a high impact on the 
NPV (Fig. 5): qκ, the quantile of the connectivity of the patch of first introduction and β, the 
transmission coefficient. To define the epidemic cases (i.e., subsets of parameter values 
corresponding to similar epidemics), we divided the value ranges of these 2 parameters into four 
equal parts, and the 4 other epidemiological parameters (Φ, pMI, Wexp, θexp) were divided into 2 equal 
parts. We obtained 4 x 4 x 2 x 2 x 2 x 2 = 256 epidemic cases for each level of landscape aggregation, 
and for each case we identified the combination of management parameters leading to the highest 
NPV. The majority of these strategies does not involve orchard plantation bans (in 85% of the cases 
for landscape H, and 89% for landscapes M and L) and does not impose removal of entire orchards 
(in 68% of the cases for landscape H, and 74% for landscapes M and L). In addition, surveillance zones 
are again much smaller for these strategies than for the French management. 
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For each aggregation level, (i) simulations were carried out with the corresponding 256 strategies, 
and (ii) the 10 parameter combinations resulting in the best NPV10% were retained. Simulations were 
then performed with these 30 combinations on all the landscapes (Supplementary Fig. S4). We 
observe that the impact of these management strategies is more important for landscape H than for 
landscapes M and L. Indeed, the NPV10% for landscape H varies between 15,945 €/ha and 22,987 
€/ha with this 30 management strategies, between 23,110 €/ha and 24,202 €/ha for landscape M 
and between 23,111 €/ha and 24,616 €/ha for landscape L. The strategies leading to the best 
NPV10% (“Improved strategy H”, “Improved strategy M” and “Improved strategy L”) are detailed in 
Supplementary Table S2 and Supplementary Fig. S5. We note that the strategy leading to the best 
NPV10% is also the strategy leading to the best NPV̅̅ ̅̅ ̅̅  (for landscape L) or leading to a very close value 
to the best NPV̅̅ ̅̅ ̅̅  (for landscapes H and M). 
Finally, we compared the NPV from simulations without management, with the French management 
strategy, with the three “Best point” strategies, and with the three “Improved strategies” leading to 
the best NPV10% (Fig. 6). We could find substantially improved NPV for the three levels of patch 
aggregation. For instance, the NPV10% is 17,652 €/ha with the French management strategy, 20,474 
€/ha with strategy “Best point H” and 22,987 €/ha with strategy “Improved strategy H”. In addition, 
although each landscape has a specific improved strategy, the “Improved strategy H” could be, 
according to the model, an acceptable compromise for all landscapes (Fig. 7). Indeed, application of 
the “Improved strategy H” on landscapes M and L (instead of their respective “Improved strategies”) 
leads to a reduction of only 184 €/ha and 640 €/ha in NPV10% over 30 years. 
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Figure 6: NPV̅̅ ̅̅ ̅̅  (solid lines) and NPV10% (dotted lines) obtained after simulations of PPV dispersal and 
management. 
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Figure 7: Management actions for the “Improved strategy H” (leading to the best lowest decile for 
the most aggregated landscape). 
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4. Discussion 
This work aimed to understand how patch aggregation influences disease spread and the impact of 
control options. Simulations of disease spread and management within a sensitivity analysis 
framework showed that the landscape influences the profitability of different strategies for sharka 
control in peach orchards. In addition, the results of these sensitivity analyses were exploited to 
identify efficient strategies (more profitable than the present French management of sharka). These 
strategies are efficient for a specific aggregation level, but we also identified a generic strategy, 
namely the “Improved strategy H”, that is efficient for various levels of landscape aggregation. 
4.1. Influence of landscape in modeling studies 
Our study shows the importance of taking landscape characteristics into account in the design and 
optimization of disease management strategies. First, we show that landscape aggregation influences 
sharka dispersal: in our simulations, profitability (NPV) increases with the distance between patches, 
both without sharka management or under the French management strategy (Fig. 6). In addition, we 
show that landscape aggregation influences the impact of management strategies, both because the 
relative influence of the management parameters on the NPV depends on landscape aggregation 
(Fig. 5), and because a management strategy which is efficient for a landscape is not necessarily 
efficient for the other landscapes (Fig. 6). This demonstration that the efficiency of a disease 
management strategy depends on landscape aggregation has important consequences for the 
improvement of management strategies (or, maybe less realistically, for the optimization of the 
landscape itself). 
This result also means that such studies must be based on either real or realistic landscapes. 
However, as pointed out in the Introduction, generic realistic landscapes are rarely considered in 
epidemiological modeling studies. Because generic conclusions cannot be drawn on a single real 
landscape, it was important to simulate landscapes with a specified level of aggregation. Thus, we 
devised an algorithm based on T-tessellations to generate landscapes composed of various patches 
(with realistic enough shapes and sizes) that are more or less aggregated. Disease dispersal and the 
impact of control options might also be influenced by other landscape structures such as mountains, 
lakes, rivers, forests or roads (Brunker et al. 2018), species composition or proportion of suitable 
habitat (Ostfeld et al. 2005), including the proportion of resistant vs. susceptible hosts (Papaïx et al. 
2014). Here we chose to focus on patch aggregation, but other landscape features might enter such 
models in the future if their epidemiological and economic impact is properly estimated. 
 
108 
 
4.2. In silico improvement of disease management 
In the second part of the present study, for each level of landscape aggregation we searched 
improved management strategies. This was challenging since we attempted to improve a complex 
strategy including 23 management parameters (epidemiological modeling studies generally optimize 
one or two parameters at a time). To succeed, we used the results of sensitivity analyses for which 
numerous parameter combinations were tested. In addition, contrary to previous studies that 
pursued the same goal using an epidemiological criterion (Cunniffe et al. 2014, 2015b; Filipe et al. 
2012; Parnell et al. 2009, 2010, 2012, 2104; Sisterson and Stenger 2012; Chan and Jeger 1994; Jeger 
and Chan 1995), here we balanced all costs and benefits of disease management strategies within an 
economic criterion (Rimbaud et al. 2018b), which is important when several parameters expressed in 
different units are co-optimized. Furthermore, modeling studies generally aim to improve the mean 
of the criterion to optimize and do not take into account the level of risk aversion of decision-makers. 
However, as shown by Cunniffe et al. (2015b, 2016), the optimal strategy can depend on which 
percentile of a criterion is optimized. Because decision-makers generally tend to minimize the risk of 
devastating scenarios, here we searched efficient strategies on the basis of the lowest decile of the 
NPV (i.e., NPV10%). Improving this criterion allows to select management strategies that limit the 
proportion of epidemics causing substantial economic damage. 
For different levels of patch aggregation, we identified with our simulations different improved 
management strategies (“Improved strategy H”, “Improved strategy M” and “Improved strategy L”). 
Applying these strategies on the respective landscapes, we obtain better NPV̅̅ ̅̅ ̅̅  (as well as NPV10%) 
than with previously improved strategies (Rimbaud et al. 2018b) (Supplementary Fig. S6). It may be 
due to the fact that these previous strategies were improved for a unique landscape and lacked 
robustness to changes in landscape aggregation. In addition, the number of simulations performed 
for each strategy may influence the results. Here, we selected 256 candidate management strategies 
for which we carried out 10,000 simulations where the epidemiological parameters vary, and we 
selected the strategy associated with an accurate estimate of the best NPV10%. In their study, 
Rimbaud et al. (2018b) performed only 30 simulations for each of 310,155 random management 
strategies and (i) they isolated the parameter combination associated with the highest estimated 
NPV̅̅ ̅̅ ̅̅  (“Best-value strategy”) and (ii) they performed a marginal optimization using the mode of the 
distribution of each parameter for the combinations associated with the best 1% values of NPV 
(“Best-percent strategy”). Our own attempt to perform such marginal optimization (not shown) 
failed to produce good NPV values, probably because the substantial interactions between 
management parameters (Fig. 5) are ignored by this approach. 
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The results of our heuristic optimization mean that, in theory, management could be tailored to each 
landscape. However, in practice, stakeholders may struggle to delineate zones that differ by their 
level of landscape aggregation, and to apply different strategies within the territory where they are 
involved. In addition, landscapes change through time, which means that strategies that are too 
specific to a given level of aggregation may become obsolete. Thus, such landscape-specific 
strategies may only be applicable when production areas with very different levels of landscape 
aggregation are distant enough. A practically useful alternative to such landscape-specific strategies 
is the identification of a robust, one-size-fits-all, strategy which could be an efficient compromise for 
all the landscapes. This is the case for the “Improved strategy H”, which may thus be applied at a 
wide scale. This strategy could be interesting for stakeholders because it is both more profitable and 
simpler to implement than the present French management strategy. Indeed, it requires surveillance 
of small areas around each detected tree, very rarely involves orchard plantation bans, and almost 
never imposes the removal of entire orchards (we note that the last two points correspond to the 
most influential parameters in the sensitivity analyses). 
This work is relevant to stakeholders because it shows that both landscape-specific and landscape-
generic disease management strategies can be identified and improved in silico. Indeed, the current 
strategy applied in France on 11,045 ha of peach orchard (Agreste 2013) reduces economic losses in 
case of severe sharka epidemics, but according to our simulations on average 36 million euros could 
be saved by using the “Improved strategy H” over a period of 30 years for landscape H (24 million 
euros for landscape L), and 59 million euros for the lowest decile of the NPV (29 million for landscape 
L). 
However, as previously mentioned (Rimbaud et al. 2018b) our results can be affected by some model 
assumptions (for instance, the detection probability may be overestimated). In addition, we used 
here a Sobol-type sensitivity analysis to improve management strategies. Although this analysis has 
good space-filling properties that enabled to test a huge number of parameter combinations well 
spread throughout the parameter space (Sobol 1976), this one is so vast that better strategies can be 
found between the sampled points. The main goal of the present study was to explore the impact of 
landscape aggregation on improved disease management strategies, but if interest lies in 
approaching more closely the actual optimum, one option may be to iteratively explore the 
parameter space as previously done (Rimbaud et al. 2018b). However, this approach involves some 
arbitrary choices at each iteration and inefficiencies in the use of computing resources; thus, 
dedicated optimization algorithms may be more efficient for future work. 
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SUPPORTING INFORMATION 
 
Supplementary Fig. S1: Duplicated and subsampled landscapes. A, real landscape of 553 peach 
patches (green polygons). B, real landscape duplicated 3 times. C and D, examples of landscapes 
obtained after the random removal of 40% and 70% of the patches from landscape B, respectively. E, 
real landscape duplicated 7 times. F and G, examples of landscapes obtained after the random 
removal of 40% and 80% of the patches from landscape E, respectively. 
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Supplementary Fig. S2: Probability densities of the distances for landscapes H, M and L between the 
centroids of: A, all the patches and B, all nearest neighbor patches.  
A B
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Supplementary Fig. S3: Evolution of NPV components on simulated landscapes with the French 
management strategy. These components are: A, prevalence; B, incidence; C, number of 
observations per ha; D, number of removed trees per ha; E, number of removed orchards per ha; F, 
gross margin (€/ha). For each component, the blue (resp. green) line represents the difference 
between landscape M (resp. L) and landscape H. Note, these lines are above the yellow line when the 
NPV component is higher than for landscape H (and vice versa). 
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Supplementary Fig. S4: NPV̅̅ ̅̅ ̅̅  (solid lines) and NPV10% (dotted lines) obtained after simulation of PPV 
dispersal and its management. Simulations were performed with the 30 improved combinations of 
management parameters (10 strategies leading to the best NPV10% among 256 strategies identified 
for the 3 aggregation levels), on the 3 levels of landscape aggregation. The circled points represent 
the best values of NPV̅̅ ̅̅ ̅̅  and NPV10% for each aggregation level. The strategies corresponding to the 
best NPV10% are called “Improved strategy H” (high aggregation level), “Improved strategy M” 
(medium aggregation level) and “Improved strategy L” (low aggregation level). 
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Supplementary Fig. S6: NPV̅̅ ̅̅ ̅̅  (solid lines) and NPV10% (dotted lines) obtained after simulations of PPV 
dispersal and management. Simulations are carried out with the 3 “Improved strategies” and with 
the strategies improved by Rimbaud et al. (2018b). Simulations are performed for 3 levels of 
landscape aggregation. 
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Supplementary Table S1: Epidemiological and management parameters implemented in the 
previously developed model with minimum and maximum values corresponding to the variation 
range of each parameter in the sensitivity analysis. 
  
Min Max 
Epidemiological parameters 
qκ Quantile of the connectivity of the patch of first introduction 0 1 
ϕ Probability of introduction at plantation 0.0046 0.017 
pMI Relative probability of massive introduction 0 0.1 
Wexp Expected value of the dispersal weighting variable 0.469 0.504 
β Transmission coefficient 1.25 1.39 
θexp Expected duration of the latent period (years) 1.71 2.14 
Management parameters 
𝝆 Probability of detection of a symptomatic tree 0 0.66 
δ Mean delay before removal of a detected tree (days) - - 
ΥR
T 
(Boolean) Individual trees are removed: 
0 1 0: after a mean delay of 10 days 
1: at the end of the year 
ΥR 
(Boolean) Whole orchards are removed: 
0 1 0: after a mean delay of 10 days 
1: at the end of the year 
γS Delay before replantation of a removed orchard (years) 0 10 
γo Duration of observation zones (years) 0 10 
γy Duration of young orchards (years) 0 10 
ζs Radius of security zones (m) 0 5800 
𝑟𝜁𝑓 Ratio of the focal area over the security area 0 1 
𝑟𝜁𝑒𝑂 Ratio of the observation epicenter area over the focal area 0 1 
ζn Radius of the close neighborhood (m) 0 5475 
ζR Radius of the removal zone (m) 0 5800 
𝑟𝜁𝑒𝑅 Ratio of the removal epicenter area over the removal area 0 1 
1/η0 Maximal period between 2 observations (years) 1 15 
ηs Observation frequency in security zones (year
-1) 0 8 
ηf Observation frequency in focal zones (year
-1) 0 8 
ηf* Modified observation frequency in focal zones (year
-1) 0 8 
ηy Observation frequency in young orchards (year
-1) 0 8 
ηy* Modified observation frequency in young orchards (year
-1) 0 8 
χo 
Contamination threshold in the observation epicenter, above which 
the observation frequency in focal zone is modified 
0 1 
χ?̅? 
Contamination threshold in the environment around young 
orchards, above which the plantation of orchards is forbidden 
0 1 
𝑟χ𝑦∗ 
Ratio (over 𝜒𝑦 ̅) of the contamination threshold in the environment, 
above which the observation frequency in young orchards is 
modified 
0 1 
χn 
Contamination threshold on an orchard in the neighborhood, above 
which the plantation of orchards is forbidden 
0 1 
χR 
Contamination threshold in the removal epicenter, above which 
orchards inside the removal zone are removed 
0 0.34 
121 
 
Supplementary Table S2: Parameter combinations for the main management strategies. 
Management 
parameters 
French 
management 
strategy 
"Best point strategies" "Improved strategies" 
High 
aggregation 
(H) 
Medium 
aggregation 
(M) 
Low 
aggregation 
(L) 
High 
aggregation 
(H) 
Medium 
aggregation 
(M) 
Low 
aggregation 
(L) 
𝝆 0.66 0.47 0.06 0.53 0.65 0.30 0.48 
ΥR
T 0 0 0 0 0 0 0 
ΥR 1 1 0 1 1 1 0 
γS 0 8 4 3 7 6 5 
γo 3 10 0 0 2 9 1 
γy 3 5 1 8 1 6 0 
ζs 2500 252 461 3941 295 442 349 
𝑟𝜁𝑓 0.38 0.25 0.06 0.54 0.23 0.97 0.08 
𝑟𝜁𝑒𝑂 0.60 0.51 0.83 0.49 0.68 0.06 0.16 
ζn 200 4316 1437 4645 324 1592 2974 
ζR 0 1309 2322 3372 1765 51 974 
𝑟𝜁𝑒𝑅 0 0.91 0.03 0.87 0.63 0.88 0.89 
1/η0 6 8 15 10 11 9 7 
ηs 1 2 4 3 1 0 0 
ηf 2 6 4 2 0 1 3 
ηf* 3 8 7 1 1 0 7 
ηy 2 0 2 0 4 0 5 
ηy* 3 5 5 6 1 4 8 
χo 0.02 0.81 0.14 0.35 0.60 0.95 0.59 
χ?̅? 0.02 0.75 0.15 0.56 0.44 0.29 0.25 
𝑟𝜒𝑦∗ 0.50 0.15 0.18 0.80 0.44 0.56 0.17 
χn 0.05 0.99 0.26 0.76 0.63 0.60 0.79 
χR 0.10 0.14 0.27 0.26 0.31 0.30 0.32 
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Résultats clés de l’Article 4 (parties 2.1, 2.2, 2.3 et 3.1) 
ANALYSE DE L'INFLUENCE DE L'AGREGATION DU PAYSAGE SUR LA PROPAGATION 
DES MALADIES POUR AMELIORER LES STRATEGIES DE GESTION 
Une méthode pour étudier l’influence du paysage sur les stratégies de gestion 
 
Des paysages de taille et de densité différentes ont été simulés à partir de 
données géographiques associées à un parcellaire réel, ainsi que des paysages 
avec différents niveaux d’agrégation à partir d’un algorithme de tessellation en 
T. 
Sur ces différents paysages, des épidémies de sharka et la gestion française de 
cette maladie ont été simulées. 
Une analyse de sensibilité a été réalisée sur des paysages correspondant à 3 
niveaux d’agrégation différents. 
 
Le paysage influence les stratégies de gestion de la sharka 
 
Les simulations montrent que quelle que soit la taille du paysage, plus les 
parcelles sont agrégées, plus l’épidémie se répand vite, et plus les pertes 
économiques sont conséquentes (que ce soit avec ou sans gestion). 
L’organisation des parcelles cultivées dans un paysage a donc de l’influence sur 
les bénéfices de la production de pêches. 
Deux paramètres de gestion avec une forte influence sur la VAN ont été mis en 
évidence grâce à l’analyse de sensibilité : ils concernent les interdictions de 
planter des vergers ainsi que les arrachages de vergers appartenant à une 
même zone géographique. Une attention particulière devra donc leur être 
portée dans l’optique d’optimiser les paramètres de gestion des épidémies de 
sharka. 
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OPTIMISATION DE LA STRATEGIE DE 
GESTION D’UNE EPIDEMIE 
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Dans le chapitre précédent il a été montré que lors d’une épidémie, les caractéristiques du paysage 
peuvent avoir de l’influence sur un critère économique (la VAN), en présence ou en absence de 
stratégie de gestion. L’objectif de ce chapitre 3 est de proposer une méthode pour optimiser les 
stratégies de gestion d’une épidémie à l’échelle du paysage, c’est-à-dire identifier les combinaisons 
de paramètres de gestion permettant d’obtenir la VAN la plus élevée possible. Plus spécifiquement, 
nous montrons comment identifier des stratégies de gestion efficaces contre des épidémies de 
sharka sur des paysages caractérisés par différents niveaux d’agrégation des parcelles. 
Pour cela, une première approche d’optimisation basée sur des résultats d’analyses de sensibilité 
permet d’explorer une partie de l’espace des paramètres de gestion et d’identifier des stratégies 
efficaces. Une deuxième approche permettant d’explorer tout l'espace des stratégies possibles a 
ensuite été mise en œuvre pour résoudre notre problème d’optimisation. Pour aller plus loin, nous 
avons également travaillé sur l’optimisation des stratégies de gestion des épidémies lorsque des 
variétés résistantes de pêchers commenceront à être disponibles sur le marché, ainsi que sur la 
répartition optimale de ces variétés résistantes dans le paysage. 
1. Optimisation des paramètres de gestion d’une épidémie grâce à l’analyse 
de sensibilité 
Afin d’identifier des stratégies de gestion efficaces, les résultats des analyses de sensibilité effectuées 
précédemment ont été étudiés. 
Dans un premier temps, pour chaque niveau d’agrégation du paysage, les stratégies conduisant à la 
meilleure VAN dans les analyses de sensibilité ont été sélectionnées. Pour évaluer leur efficacité et 
avoir un aperçu de l’influence du paysage, des simulations ont été réalisées avec ces stratégies sur les 
3 paysages en faisant varier les paramètres épidémiologiques. Cependant, la sélection de ces 
stratégies est dépendante des paramètres épidémiologiques utilisés dans le plan d’échantillonnage 
(le plan d’échantillonnage a été réalisé avec à la fois 23 paramètres de gestion et 6 paramètres 
épidémiologiques, ce qui signifie que la VAN obtenue pour chaque stratégie de gestion dépend des 6 
paramètres épidémiologiques utilisés).  
Dans un deuxième temps, pour contourner cette dépendance aux paramètres épidémiologiques de 
l’analyse de sensibilité, nous avons défini des cas épidémiques (un cas épidémique correspondant à 
une combinaison de gammes de variation des 6 paramètres épidémiologiques).  
Dans chaque type de paysage et pour chaque cas épidémique, la stratégie conduisant à la meilleure 
VAN dans les analyses de sensibilité a été retenue et des simulations ont été réalisées en faisant 
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varier les paramètres épidémiologiques. Pour chaque type de paysage, les 10 meilleures stratégies 
ont ensuite été sélectionnées puis testées sur les autres paysages. Enfin, nous avons retenu les 3 
meilleures stratégies correspondant aux 3 niveaux d’agrégation des paysages. 
Les résultats de ce chapitre sont détaillés dans la dernière partie de l’article 4 présenté dans le 
chapitre précédant. 
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Résultats clés de l’Article 4 (parties 2.4, 3.1 et 3.2) 
ANALYSE DE L'INFLUENCE DE L'AGREGATION DU PAYSAGE SUR LA PROPAGATION 
DES MALADIES POUR AMELIORER LES STRATEGIES DE GESTION 
L’analyse de sensibilité permet d’identifier des stratégies de gestion optimisées 
Les résultats de 3 analyses de sensibilité ont été exploités pour identifier des 
stratégies de gestion efficaces pour 3 paysages différant par leur niveau 
d’agrégation.
Certaines de ces stratégies sont plus efficaces in silico que la stratégie de 
gestion française. 
 
Les stratégies de gestion optimisées dépendent des caractéristiques du paysage 
Des stratégies de gestion optimisées spécifiques à un niveau d’agrégation du 
paysage ont été identifiées. 
Une stratégie générique (efficace pour tous les paysages) a également été 
identifiée, ce qui est important en pratique car il peut être difficile pour les 
gestionnaires du risque de délimiter des zones qui diffèrent par leur niveau 
d'agrégation du paysage. Cette stratégie n’inclut que de très rares interdictions 
de planter de nouveaux vergers (lorsque le taux de contamination dans la zone 
environnante est trop élevé) et très peu d’arrachages de vergers entiers ; par 
ailleurs, elle requiert moins de surveillance des vergers que la stratégie de 
gestion française. 
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2. Optimisation des paramètres de gestion d’une épidémie grâce à un 
algorithme d’optimisation 
L’étude présentée précédemment a montré qu’il est possible d’améliorer les stratégies de gestion 
d’une épidémie grâce aux résultats d’une analyse de sensibilité. Néanmoins, cette méthode est 
limitée par le nombre de combinaisons de paramètres de gestion explorées (310.155 dans notre cas). 
Des stratégies plus efficaces n’ont peut-être pas été testées ; c’est pourquoi une approche 
permettant d'explorer tout l'espace des stratégies possibles a été utilisée. Cette approche 
d'optimisation est basée sur un métamodèle de krigeage. Elle permet d'explorer l'espace des 
stratégies possibles de manière parcimonieuse, et de s’orienter progressivement vers les 
combinaisons de paramètres les plus efficaces économiquement. 
Cependant, pour maximiser l’efficacité de cette approche dans le cadre de notre problème 
d’optimisation, un des défis a été de redéfinir par distorsion l’espace des paramètres (warping), en 
supprimant les combinaisons de paramètres qui caractérisent des gestions identiques. Cette 
méthode est présentée dans l’article 5, qui compare les résultats d’optimisations réalisées avec ou 
sans cette étape de distorsion. Dans le cadre de ma thèse, j’ai contribué à la production des résultats 
et à l’écriture de la partie qui traite de la description du modèle sharka et qui expose la 
problématique et de celle qui analyse la performance de l’étape de distorsion lors de l’optimisation 
de la gestion de la sharka. 
Nous avons ensuite appliqué cette approche au problème de l’optimisation des stratégies de gestion 
de la sharka. Nous avons optimisé la stratégie de gestion de cette maladie sur la base de deux 
critères : la moyenne de la VAN et la moyenne des 10% des VAN les plus faibles. Nous avons réalisé 
des optimisations pour les 3 types de paysages (avec des niveaux d’agrégation des parcelles 
différents, à la fois dans le cas d’épidémies émergentes (faible prévalence avant la mise en place de 
la gestion) et dans le cas d’épidémies installées (forte prévalence avant la gestion). L’approche 
d’optimisation utilisée et les résultats des optimisations sont détaillés dans l’article 6. 
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ARTICLE 5 
Impact of input warping on the Bayesian optimisation of the 
management of a plant disease using a complex epidemiological 
model 
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Impact of input warping on the Bayesian optimisation of the 
management of a plant disease using a complex 
epidemiological model
Victor Picheny · Coralie Picard · Gaël Thébaud
Abstract Optimizing black-box numerical models remains a challenge in many re-
search fields. In this work, we focus on a Bayesian optimization approach, accounting 
for local invariances of the model with respect to its input variables. More precisely, 
we incorporate the prior knowleddge that the model is insensitive to variations of 
some of its input variables when other input variables take a particular value. To this 
end, we propose a new warping technique applied to the parameter space that en-
code the invariances. This approach is tested on a simulation model of sharka disease 
spread and management that exhibits several invariances. We analyze the contribution 
of the warping on the Bayesian optimization of sharka control options. We show that 
the warping step significantly improves the rate of convergence of the BO algorithm.
Keywords Bayesian optimisation, warping, spatio temporal model, sharka
1 Introduction
Mathematical models are increasingly used in many research fields to understand and 
optimize a process. For instance, they are useful in epidemiology to predict epidemics 
and to propose efficient control options [4, 5, 18, 33, 1, 14, 34, 9]. However, these 
epidemiological studies are moslty focused on improving one control option which 
generally depends on only one or two parameters in their model, although various 
control actions are usually applied simultaneously to manage an epidemic. All these 
actions could be jointly optimized but taking into account numerous management
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to do
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parameters in an optimization problem can be difficult, especially when the manage-
ment efficiency depends on the interaction between these parameters.
In this study, we analyse a simulation model of sharka disease spread and man-
agement. This disease, caused by a virus transmitted by aphids, is one of the most
damaging diseases of stone fruit trees belonging to the genus Prunus (e.g. peach,
apricot and plum) [3, 25]. Our model includes epidemiological parameters which
vary between simulations, and various landscapes on which the virus can spread,
which means that this model is stochastic. In addition, management parameters al-
low to simulate orchard surveillance. Here, we aim to optimize these management
parameters using a efficient optimization algorithm.
Within the wide range of potential approaches to solve such optimization prob-
lems, black-box optimization methods have proven to be popular in this context [28],
in particular because they are in essence non-intrusive: they only require pointwise
evaluations of the model at hand (output value for a given set of inputs), as opposed
to knowing the underlying mechanisms of the model, structural information, deriva-
tives, etc. This greatly facilitates implementation and avoids developping taylored
algorithms. In this work, we focus more particularly on the so-called Bayesian op-
timization (BO) approaches [17, 30], which are well-suited to tackle stochastic and
expensive models.
In some cases, the user possesses relevant information regarding his model that
could facilitate the optimization task. Accounting for this information within a black-
box optimization framework (or rather: grey box) may be a challenging task as it is, in
essence, unnatural. In this work, we focus on a particular type of information, which
we refer to as local invariance: for some values of a subset of parameters, it is known
that the model is insensitive to another subset of parameters. As an illustration, take
a function y that depends on two discs, parameterized by r1 ∈ [0, rmax] (radius of
the first disc) and r2 ∈ [0, rmax] (radius of the second disc) with r1 > r2. An ac-
tion A1 is conveyed on the first disc and another action A2 on the second. Setting
r1 = 0, we have r2 = 0, thus for any value of A2, y is not impacted. Taking into ac-
count such invariances would avoid wasting computational resources exploring those
regions. Moreover, it would avoid the problem of having local plateaus of the op-
timization landscape, that are likely to slow down the optimization process or even
prevent convergence to an optimum.
Intuitively, one may want to rework the definition of the parameters to optimize
over in order to remove the invariances. However (as we show in 2), such a refor-
mulation is not always possible. Here, we propose to keep the optimisation problem
unchanged, and convey the invariance information to the BO algorithm directly, by
applying a warping [31, 32] to the parameter space. In essence, it amounts to applying
a specific deformation of the parameter space that reflects the invariance.
The remainder of this paper is structured as follow. Section 2 describes the sharka
model and its invariances. Section 3 presents the basics of Bayesian optimization
and Section 4 our warping strategy. Finally, section 5 analyses the efficiency of the
warping on the sharka model.
3
2 Model description and problem set-up
The simulation model that we analyze in this work is a stochastic, spatially explicit,
SEIR (susceptible-exposed-infectious-removed) model that simulates sharka spread
and management actions [including surveillance, removals and replantations 22, 26,
27].
This model is orchard-based, with a discrete time step of one week. It allows
to perform simulations on landscapes composed of uncultivated areas and patches
on which peach trees are grown. The patches can be more or less aggregated in the
landscape however, we only use in this work the 30 landscapes with a high level of
patch aggregation as described by Picard et al. [19]. During the simulation, the trees
in the patches are characterized by different states. When the simulation begins, they
are not infected: they are in the “susceptible” state. Then, the virus is introduced the
first year of the simulation in one of the patches and spreads through orchards (new
introductions can also occur during the entire simulation on all patches). The virus
causes changes in tree status: from “susceptible”, they become “exposed” (infected
but not yet infectious or symptomatic), “infectious hidden” (after the end of the latent
period), “infectious detected” (when specific symptoms are detected on the tree dur-
ing a survey), and “removed” (when the tree is removed from the patch). The model
output is an economic criterion, the net present value (NPV), which accounts for the
benefit generated by the cultivation of productive trees and the costs induced by fruit
production and disease management [27].
In order to simulate wide range of epidemic and management scenarios, the
model includes 6 epidemiological and 23 management parameters [27, 19]. In this
work, we will use the 6 epidemiological parameters and only 10 management param-
eters to performed some optimizations quickly. Among the 23 management parame-
ters, we removed parameters corresponding to plantation restrictions, removals, and
surveillance of young orchards. The parameters we kept include distances of 3 zones
for which the surveys are more or less frequent as well as their duration, the proba-
bility of the infected tree detection, and a contamination threshold which can request
to increase the surveillance frequency in a focal zone. Details of management param-
eters used in this study are presented in Fig.1 and Table 1 (this table also includes the
variation ranges of the parameters in the model).
Here, we aim to optimize the management strategy of the disease (i.e. to find
the combination of management parameters allowing to obtain the best NPV), taking
into account the epidemic stochasticity. However, we note that some combinations
of management parameters can represent the same management, which may cause
problems in the optimization process. Indeed, we observe that some management
parameters are not useful when other parameters have a value of 0, which means
that they can take any values without modifying the simulation. For example, when
a zone radius is 0, the associated surveillance frequency have no impact on the NPV
(regardless its value). The methodological developments that are proposed in this
work address this issue by removing the parameter combinations which lead to the
same management. The parameter invariances removed from the model are listed in
Table 2.
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Table 1 Management parameters implemented in the previously developed model with minimum and
maximum values corresponding to the variation range of each parameter.
Min Max
ρ Probability of detection of a symptomatic tree 0 0.66
γO Duration of observation zones (year) 0 10
ζs Radius of security zones (m) 0 5800
ζf Radius of focal zones (m) 0 5800
ζeO Radius of observation epicenter (m) 0 5800
1/η0 Maximal period between 2 observations (year) 1 15
ηs Observation frequency in security zones (year
-1) 0 8
ηf Observation frequency in focal zones (year
-1) 0 8
ηf∗ Modified observation frequency in focal zones (year
-1) 0 8
χo Contamination threshold in the observation epicenter, above which the observation
frequency in focal zone is modified
0 1
Surveillance 
Epicentre Detected tree 
Focal zone 
Security zone 
Surveillance zones established for γo years 
1 survey/η0 years 
ηs surveys/year 
Contamination rate of 
the epicentre : 
≤ χ0: ηf surveys/year 
> χ0: ηf* surveys/year
Probability of detection of 
a symptomatic tree:  
Removals 
Removal of only symptomatic trees 
Infected 
orchard 
Fig. 1 Management actions implemented in the model.
3 Basics of Bayesian optimization
3.1 Gaussian process modeling
Bayesian optimization can be seen as a modernization of the statistical response sur-
face methodology for sequential design [2], where the basic idea is to replace an
5
Table 2 Invariances of management parameters. For instance, when γO = 0 or when ρ = 0, χo does not
influence the model output.
Management parameters OR OR OR
χo γO = 0 ρ = 0
ζeO γO = 0 ζs = 0 ρ = 0
ζf γO = 0 ζs = 0
ηf∗ γO = 0 ρ = 0
ζs γO = 0 ηs = 0
ηs γO = 0
ηf γO = 0
expensive-to-evaluate function by a cheap-to-evaluate surrogate one. In BO, Gaus-
sian process (GP) regression, or kriging, is used to provide flexible response surface
fits. GPs are attractive in particular for their tractability, since they are simply char-
acterized by their mean m(.) and covariance (or kernel) k(., .) functions, see e.g.,
Rasmussen and Williams [24]. In the following, we consider zero-mean processes
(m = 0) for the sake of conciseness.
Conditionally on n noisy observations f = (f1, . . . , fn), with independent, cen-
tered, Gaussian noise, that is, fi = y(xi) + εi with εi ∼ N (0, τ2i ), the predictive
distribution of y is another GP, with mean and covariance functions given by:
µ(x) = k(x)>K−1f , (1)
σ2(x,x′) = k(x,x′)− k(x)>K−1k(x′), (2)
where T denotes the tranposition operator, k(x) := (k(x,x1), . . . , k(x,xn))> and
K := (k(xi,xj) + τ2i δi=j)1≤i,j≤n, δ standing for the Kronecker function.
Commonly, k(., .) belongs to a parametric family of covariance functions such
as the Gaussian and Matérn kernels, based on hypotheses about the smoothness of y.
Corresponding hyperparameters are often obtained as maximum likelihood estimates,
see e.g., Rasmussen and Williams [24] or Roustant et al [29] for the corresponding
details.
Note that in general, stationary covariances are used, i.e. k only depends on the
distance ‖x − x′‖ and not on the locations x and x′. This implies that the uncondi-
tional joint probability distribution of the process does not change when shifted in the
X space, which is in contradiction with the notion of local invariance.
3.2 Optimization
BO typically tackles optimization problems of the form:
min y(x)
s.t. x ∈ X,
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with X ∈ Rd is usually a bounded hyperrectangle and y : Rd → R is a scalar-valued
objective function.
Optimization amounts here to choosing a sequence of points xn+1, . . . ,xn+N at
which the function y is evaluated. Sequential design decisions, so-called acquisitions,
are based on the GP model and judiciously balance exploration and exploitation in
search for global optima. The GP model is updated after each new value is calculated.
In the noiseless setting (τ = 0), the canonical acquisition function is expected
improvement (EI) [13]. Define fmin = mini=1,...,n yi, the smallest y-value seen so
far, and let I(x) = max{0, fmin − Y (x)} be the improvement at x. I(x) is largest
when Y (x) has substantial distribution below fmin. The expectation of I(x) over
Y (x) has a convenient closed form, revealing balance between exploitation (µ(x)
under fmin) and exploration (large σn(x)):
E{I(x)} = (fmin − µ(x))Φ
(
fmin − µ(x)
σ(x)
)
+ σ(x)φ
(
fmin − µ(x)
σ(x)
)
, (3)
where Φ (φ) is the standard normal cdf (and pdf respectively).
When y is only available through noisy evaluations, the EI acquisition cannot be
used directly. Several authors have tackled this issue; we refer to [21] for a review
on the topic. We chose here to focus on the reinterpolation method proposed in [11],
which is based on the use of an instrumental noiseless kriging model, built from the
original one. First, the (noisy) kriging predictions at the DOE points µ(x1), . . . , µ(xn)
are computed. Then, a reinterpolating model is built, by using the same covariance
kernel and parameters and the same experimental design, but the observation vector
is replaced by µ(x1), . . . , µ(xn) and the noise variance is set to zero. Since this latter
model is noise-free, the classical EI can be used as the infill criterion. Once the new
design is chosen and the evaluation is performed, both kriging models are updated.
4 Bayesian optimization with invariances
4.1 Definition of local invariances
We first introduce the following notation (this is purely notation, no actual permuta-
tion is performed):
y(x) = y(xi,xJ ,x−iJ) (4)
X = {Xi,XJ ,X−iJ} (5)
Definition 1 (Simple) We call simple invariance the following case: y is invariant
with respect to xJ (J a subset of {1, . . . , d} \ i) if xi = ci (i ∈ {1, . . . , d}):
y(ci,xJ ,x−iJ) = y(ci,x
′
J ,x−iJ), ∀xJ ,x′J ∈ XJ ,x−iJ ∈ X−iJ .
This corresponds for instance to the last line of Table 2: the observation frequency
ηf does not have an effect on the model if the duration of observation γO is set to
zero.
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Definition 2 (Or) We call “or” invariance the following case: y is invariant with
respect to xJ (J a subset of {1, . . . , d} \ I) if there exists at least one i ∈ I such that
xi = ci (I a subset of {1, . . . , d} \ J):
y(ci,xI\i,xJ ,x−IJ) = y(ci,xI\i,x
′
J ,x−IJ), ∀xJ ,x′J ∈ XJ ,xI\i,∈ XI\i.
This corresponds for instance to the first line of Table 2: the contamination threshold
in the observation zone χo does not have an effect on the model if the duration of
observation γO is set to zero or if the probability of detection ρ is set to zero.
Definition 3 (Linear) We call linear invariance the following case: y is invariant
with respect to xJ (J a subset of {1, . . . , d} \ I) if AxI = b, with I a subset of
{1, . . . , d} \ J), A a matrix of size p× Card(I) and b a vector of size p:
y(xI ,xJ) = y(xI ,x
′
J), ∀xJ ,x′J ∈ XJ , if AxI = b.
There are two particular cases worth noting:
– setting p = Card(I), A = Ip and b = cI results in an “AND” condition: y is
invariant with respect to xj if, ∀i ∈ I, xi = ci;
– setting p = 1, A = [1,−1] results in an invariance under the condition xi1 = xi2.
This invariance case is not illustrated in this work with the sharka problem opti-
mization presented here (with 10 management parameters). However, we may have
this situation if we use all the parameters implemented in the model. For instance, a
parameter γy (not used here) is implemented in the model. It corresponds to the dura-
tion of an observation zone for young orchards. In this case, the radius of observation
epicenter ζeO does not have an effect on the model if the duration of observation
zones γO is set to 0 AND if the duration of an observation zone for young orchards
γy is also set to 0.
4.2 Principle of input warping
There are several ways of incorporating structural information into Gaussian pro-
cesses. One is to work on the kernel function k [8, 6]. Another, which is the one we
use here, is to transform the original input space X into a warped one X̃ and index the
GP on X̃, so that the new topology directly reflects the structural information [32, 15].
Consider for simplicity a single invariance over xJ when xi = ci. A simple way
to handle this problem is to distort locally the space so that the subspace {(xi,xJ)|xi =
ci} collapses to a single point, for instance with xJ at its average value: (ci,xJ).
Hence, we are seeking warping functions of the form:
: X→ X̃
x 7→ x̃ = ψ(x)
such that:
1. ψ(xi,xJ ,x−iJ) = (ci,xJ ,x−iJ) if and only if xi = ci;
2. restricted to X\(ci, ., .) and X̃\(ci,xJ , .) is a diffeomorphism.
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In addition, we will search for deformations that decrease monotonically when
|xi − ci| increases, that is:
((xi,xJ ,x−iJ) , ψ [(xi,xJ ,x−iJ)]) ≤ d ((x′i,xJ ,x−iJ) , ψ [(x′i,xJ ,x−iJ)])
if |xi − ci| ≤ |x′i − ci|,
for some distance d(., .).
Since the xJ dimension collapses to xJ at xi = ci, we write:
∀j ∈ J, x̃j = xj + (xj − xj)α(xi, ci), (6)
with α(xi, ci) an attenuation function such that:
1. α(ci, ci) = 0;
2. α increases monotonically with |xi − ci|;
3. 0 < α ≤ 1, ∀xi 6= ci.
Condition 1 ensures that x̃j = xj when xi = ci (all the dimensions in J collapse).
4.3 Warping for a simple invariance
In the simple invariance case, we propose linear and correlation-based attenuation
functions:
αlin(xi, ci) =
|xi − ci|
δi
, (7)
αcor(xi, ci) = 1− r(xi, ci), (8)
where r is a R×R→ R correlation function. Typically, δi may be set to the range of
variation of xi, so that the condition α ≤ 1 is ensured. Choosing r as the generalized
exponential correlation, we have:
αexp(xi, ci) = 1− exp
[
−
(
|xi − ci|
θi
)d]
, (9)
with θi and d positive parameters to be tuned.
Figure 2 shows a 2D rectangular space distorted by three warpings, when the
invariance is on a boundary of x1.
4.4 Warping for linear invariances
For simplicity, we consider first the particular linear case where A = Ip and b = cI ,
that is where invariances occur when a set of variables takes simultaneously a set of
critical values: AxI = b, or equivalently xI = cI . In that case, a possible warping
is:
∀j ∈ J, x̃j = xj + (xj − xj)αI(xI , cI). (10)
with αI now a multivariate attenuation function (RCard(I) ×RCard(I) → R), so that,
similarly to the simple case:
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Fig. 2 Three deformations of a 2D space. The local invariance is at x1 = 0, highlighted with larger lines.
1. αI(cI , cI) = 0;
2. αI increases monotonically with d(xI , cI) (for some distance d(., .);
3. 0 < αI ≤ 1, ∀xI 6= cI .
As in the simple case, linear and correlation-based warpings can be defined as:
αlin(xI , cI) =
1
Card(I)
∑
i∈I
|xi − ci|
δi
, (11)
αcor(xI , cI) = 1− rI(xI , cI), (12)
with rI a RCard(I) × RCard(I) → R correlation function as in 9.
Generalizing to the affine case AxI = b, the warping function is the same as in
Equation 10, with now:
α(xI , cI) = 1− rA(AxI ,b). (13)
4.5 Combining warpings
Independent conditions Now, we consider that we have a series of invariance condi-
tions, defined with respect to sets I1, . . . , In and corresponding J1, . . . , Jn. If Jk ∩
Jl = ∅, 1 ≤ j 6= k ≤ n and Ii ∩ Jk = ∅, 1 ≤ j, k ≤ n, the set of warped
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variables are distinct from the set on which the conditions are written, the invariance
conditions are written only once for each variable. In that case, the warpings can be
applied independently.
Combinations of simple conditions: “OR” invariance Now, we consider the case
when y is invariant w.r.t. a set xJ for different conditions on sets I1, . . . , In (that, for
xI1 = cI1 OR xI2 = cI2 OR . . .). If J ∩ Ii = ∅, 1 ≤ i ≤ n, the warping function we
propose is:
∀j ∈ J, x̃j = xj + (xj − xj)
∏
I∈{I1,...,In}
αI(xI , cI). (14)
We see directly that the product of α’s ensure that x̃j = xj if any xi = ci, and the
distortion reduces only when all the xi’s are far from the ci’s.
“Circular” conditions Difficulty only arises when some variables appear in both Il’s
and Jm’s sets. Take for instance a “reciprocal” condition, e.g., y is invariant w.r.t.
xJ when xI = cI , and invariant w.r.t. xI when xJ = cJ . In that case, applying
independently warping functions would lead to:
ψ(cI ,xJ ,x−IJ) = (cI ,xJ ,x−IJ),
ψ(xI , cJ ,x−IJ) = (xI , cJ ,x−IJ),
but: ψ(cI , cJ ,x−IJ) = (cI , cJ ,x−IJ),
which induces a discontinuity.
In that case, a simple solution is to fix the non influent variable to its critical value
instead of its average, hence applying:
∀k ∈ K = (∪1≤l≤nIl) ∩ (∪1≤m≤nJm) , x̃k = ck + (xk − ck)
∏
i∈Ik
α(xi, ci).(15)
Remark This formula does not apply in the affine case (Equation 13).
We show the deformations on a 2D space on Figure 3, where the two critical
values are on the boundaries of x1 and x2. Here, the warping of Equation 15 is ap-
plied on each variable (K = {1, 2}). Again, except for the linear warping, the local
topology is preserved far from the critical edges.
4.6 Illustration
Finally, Figure 4 shows four deformations of the unit cubic space, for each of the
following invariances:
– AND: y is invariant w.r.t. x3 when x1 AND x2 are equal to zero (equation 10
with I = 1 and J = {1, 2});
– OR: y is invariant w.r.t. x3 when x1 OR x2 are equal to zero (equation 14 with
I = 1 and J = {1, 2});
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– LINEAR: y is invariant w.r.t. x3 when x1 = x2 = 0 (equation 13 with I = 1,
J = {1, 2}, A = [1,−1] and b = 0);
– CIRCULAR: y is invariant w.r.t. a- x2 if x1 = 0, b- x3 if x2 = 0, c- w.r.t. x1 if
x3 = 0 (equation 15 with K = {1, 2, 3}, C = [0, 0, 0] and I1 = 3, I2 = 1, and
I3 = 2).
On all cases, a Gaussian warping (exponential with d = 2) is applied, with range
parameter θ = 0.3.
4.7 Warping parameters tuning
The linear warping has the advantage of being parameter-free, which comes at a price
of a profund modification of the problem topology. The correlation-based warpings
have the capability of creating more localized distortions, but depend on range param-
eters (the θi’s in Equation 9). Those may be estimated by likelihood maximization
along with the GP covariance parameters [32, 15].
However, we found in our numerical experiments that choosing the same correla-
tion function for the GP and the warping, and fixing the warping ranges to be 1/10th
of the GP ones provided very satisfactory results, while avoiding the extra computa-
tional burden.
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Fig. 4 Four deformations of the unit cube under different invariances: AND (top left), OR (top right),
LINEAR (middle left), CIRCULAR (middle right). The bottom figure shows the orginal space.
Note that in the case of linear invariances, choosing the range of the correlation
rA is non-trivial, as it is not directly linked to design variables. A possible solution is
θA = A
TθI .
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4.8 Bayesian optimization on warped spaces
A decisive advantage of warping over alternative approaches is that it does not require
any change of the BO apparatus. The GP modeling step is performed in the warped
space X̃ instead of the original one X, that is, a standard GP model (i.e. stationary) is
fitted to the transformed design of experiments {x̃1, y1}, . . . , {xn, yn}.
The acquisition maximization can be done directly in the original space:
xn+1 ∈ argmax
x∈X
EI [ψ(x)] . (16)
Note that EI would exhibit the same invariances as the objective function.
Figure 5 shows unconditional realizations of GPs originally defined in the warped
space but shown in the original space (using the inverse of the transformation ψ), for
each of the warpings of Figure 2. We see that the invariance at x1 = 1 is ensured.
The linear warping induces a strong anisotropy, while with the two other warpings,
the process seems stationary far from the critical value.
Linear Exp Gauss
x y
z
x y
z
x y
z
Fig. 5 Three GP realizations using warping functions as shown previously.
5 A warping-based Bayesian optimization of the Sharka model
5.1 Numerical setup
5.1.1 Experiments description
To assess the benefits of including the warping step in the optimization process (i.e.
reducing the parameter space removing the combinations which lead to the same
management), we conducted 50 independent optimizations of sharka management
parameters with and without the warping step. Warping is applied to seven variables,
following Table 2, to account for two simple invariances ηs, ηf , two combined ones
χo, ηf∗, and three implying “circular” conditions: ζeO, ζf and ζs. On all cases, we
used a Matérn 5/2 correlation-based warping.
The economic criterion to optimize was the mean of the NPV (NPV ). For this to
happen, we randomly selected 50 times 200 management strategies using a maximin
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Latin hypercube sampling design [7]. Then, for each sampling design of 200 strate-
gies, we performed 2 optimizations in parallel: with and without the warping step.
For each optimization, we performed sequentially 200 iterations allowing to choose
200 new strategies, resulting in a total of 400 evaluated strategies. For each evalu-
ated strategy, the objective function is computed by averaging over 1,000 simulations
(carried out with different random seeds) to take into account the variability due to
the epidemic and landscape characteristics.
5.1.2 Bayesian optimization setup
For all experiments, we used the same GP modeling setup, that is, an unknown con-
stant trend (ordinary kriging, [16]) and Matérn 5/2 covariance function [24, Chapter
4]. The acquisition function maximized at each step is the expected improvement on
the reinterpolating model. The maximization is performed by a large-scale random
search followed by a local optimization starting for the optimum found by the ran-
dom search (i.e. the evaluated points in the optimization process are chosen around
the best currentNPV ) All experiments were conducted in R [23], using code adapted
from the DiceOptim package [20].
5.2 Results
We firstly compared the optimization results by substracting theNPV achieved using
the optimization with the warping step and the optimization without the warping step
(obtained from the same sampling design). In 24 out of the 50 optimization cases, we
obtained better NPV with the warping step than without. This point is illustrated by
the probability density function which is centered on 0 (Fig.6). This result means that
with 200 iterations in the optimization, the final optimization result is not impacted
by the use of the warping.
However, we showed that the warping can impact the optimization speed (Fig.7).
Indeed, at the 3rd iteration, the gap between the yellow (with warping) and the blue
(without warping) lines is already 3957euro/ha. In addition, to reachNPV =16,400euro/ha,
we needed in average only 96 iterations in the optimization process with warping
against 144 iterations without warping.
To go further, we performed a nonlinear regression of NPV obtained for all
the selected strategies during the optimization process with and without the warping
step, and we compared the growth parameter c of the following regression: NPV =
A+ be−cxi . This parameter was higher with (0.26) than without (0.18) warping.
In addition, we can visually observe that the warping step allow to improve the
optimization speed on the Fig.8 and Supplementary Fig.1. These figures were rep-
resented with a specific algorithm based on empirical distribution functions [10].
Briefly, we uniformly defined 100 α values within a specified range. Then, for each
iteration performed in the optimization process (i.e. for each of the 200 evaluated
strategies), we add: the number of optimizations (among 50) which exceed α1, the
number of optimizations which exceed α2, ..., the number of optimizations which ex-
ceedα100. We usedα∈ [0;18,012.12] Supplementary (Fig.1) andα∈ [10,000;18,012.12]
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Fig. 6 Comparison of NPV obtained at the end of the optimization with and without warping.
(Fig.8). The value 18,012.12 corresponds to the maximal value of NPV identified in
all the optimizations.
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Fig. 7 Comparison of NPV obtained during optimizations with and without warping. Yellow and blue
lines represent the mean of the NPV selected at each iteration for the 50 optimizations respectively
perfomed with and without the warping step.
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6 Conclusion
In this study, we showed how a Bayesian optimization process can be improved by
accounting for some prior structural information: the insensitivity of the model with
respect to a subset of its input variables when another subset of inputs takes a partic-
ular value. Such local invariances were exhibited by our spatiotemporal model simu-
lating sharka management, characterized by 10 parameters related to the surveillance
of the orchards. In this example, the invariances arise because parameters (radius of
different zones, surveillance frequency in each zone, detection probability of infected
trees, and duration of observation zones) are strongly related. Indeed, we easily note,
for instance, that when the detection probability takes a value of 0, numerous other
parameters do not influence the model results.
To tackle this problem, we proposed to use a warping of the input space, that here
amounted to remove locally dimensions of the input space. The warping we used is
based on correlation functions, making it very simple to implement while allowing
sufficient flexibility. A particular advantage of input warping over other approaches
is that it can be straightforwardly embedded in a BO algorithm.
We applied this Bayesian optimization process to the spatio-temporal sharka model.
We performed various optimizations of its management parameters firstly with the
use of warping (which allows accounting for the invariances) and then without. We
showed that both approaches led to the same maximalNPV , but the the optimization
process with warping was substantially faster, showing that the warping efficiently re-
duced the search space without altering the exploration / exploitation trade-off.
As future steps for this research, we could first embed learning the warping pa-
rameters together with the parameters of the GP covariance in a single likelihood
maximization step. Another room for improvement is to adapt the EI maximization
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step to the new topology induced by the warping (here, on all experiments the EI
was maximized over the original space). Finally, the optimization strategy pursued
here used a large fixed number of replicates (1,000) for each evaluated design. Com-
bining warping with an efficient adaptative scheme to handle replicates [12] would
drastically reduce the cost of the optimization.
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Supplementary Figure 1 Results of the algorithm using empirical distribution functions [10] with (yel-
low) and without (blue) warping (α ∈ [0;18,012.12]).
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Résultats clés de l’Article 5  
AMELIORATION  DE L'OPTIMISATION BAYESIENNE D'UN MODELE 
EPIDEMIOLOGIQUE COMPLEXE DU VIRUS DE LA SHARKA PAR L’UTILISATION DU 
WARPING 
 
Développement d’une approche d’optimisation prenant en compte les invariances 
locales 
Une approche d’optimisation bayésienne a été modifiée pour prendre en 
compte les invariances locales des paramètres d’un modèle. Ces invariances 
correspondent aux configurations où, par construction du modèle, la variable 
de sortie prend la même valeur pour plusieurs combinaisons de valeurs des 
variables d’entrée. 
Cette nouvelle approche est basée sur la distorsion de l’espace des paramètres 
d’entrée. 
 
 
La distorsion permet d’accélérer la convergence de l’algorithme d’optimisation  
L’approche d’optimisation bayésienne développée a été testée sur le modèle 
simulant la propagation et la gestion de la sharka. La contribution de l’étape de 
distorsion sur l’optimisation des stratégies de gestion a été analysée. 
L’étape de distorsion ne permet pas d’améliorer le résultat de l’optimisation si 
suffisamment d’itérations sont réalisées. Cependant, elle permet de converger 
plus rapidement vers l’optimum. 
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Abstract 
Plant and animal diseases are generally managed at the scale of individual farms by making ‘one 
problem, one solution’ tactical decisions, often based on the use of treatments. To reduce between-
farm transmission, and thus disease prevalence, landscape-scale disease management can be used. 
Such management is motivated by an objective of reducing treatments or by the need for collective 
action to ensure the control of non-treatable and/or quarantine pathogens. However, identifying an 
efficient landscape-scale management is not easy because the management can depend on 
numerous parameters, and experiments are often impossible. Therefore, models have been used to 
optimize these parameter values. Until now, this approach has been applied mostly to deterministic 
models with few parameters because it does not easily scale up to more complex management 
strategies embedded in spatially-explicit stochastic epidemic models. Here, we show how a generic in 
silico approach built on a global optimization algorithm can be used to optimize plant disease 
management. We apply this approach to sharka, the most damaging disease of Prunus trees, whose 
management involves surveillance, removals and plantation bans. These actions provide many 
degrees of freedom in the definition of landscape-wide surveillance intensity and removal of infected 
individuals. Here, we propose to optimize this management strategy by using a spatiotemporal 
stochastic model simulating epidemic dynamics and management on three landscape types differing 
by their level of patch aggregation. More specifically, we identified optimized combinations of 
parameter values leading to the highest net present value (NPV), an economic criterion balancing 
management costs and the profit generated by productive trees. For both emerging and established 
epidemics, we identified strategies that are more profitable than the current French strategy. It turns 
out that some strategies are effective for all landscapes, which has interesting implications in 
practice. Such optimization process can be applied to other complex disease management issues.  
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Author summary 
Plant diseases are complex because they depend on pathogen characteristics, human interventions, 
as well as the organization of the patches in the landscape. Thus, identifying efficient control 
strategies to limit the epidemic damage constitutes a major challenge.  The design of management 
strategies often rely on expert opinions, although they are not based on field trials at large 
spatiotemporal scales. Therefore, these strategies are not necessarily optimal for various landscapes 
and several years. Here, we present an approach to optimize the landscape-wide management of a 
plant disease. This approach is based on an algorithm able of identifying the most efficient 
management strategies of a plant disease on a model simulating pathogen dispersal and 
management. This approach could be very useful for risk managers who provide advices or propose 
law texts to manage a plant pathogen.  
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Introduction 
The control of infectious diseases is often based on the use of pharmaceutical products for animals 
and pesticides for plants (and disease vectors). Global targets to reduce pesticide use, along with the 
increasing number of disease (re-)emergence events, have fostered the development of more 
complex management strategies combining surveillance and control actions at the landscape scale. 
The rationale for coordination beyond the scale of the individual farm is to prevent disease spread by 
matching the intrinsic spatial and temporal scales of the epidemic [1]. However, such strategies 
depend on the combination of various management options whose parameters are difficult to 
optimize because wide-scale experiments are often impossible (for ethical, logistical and economic 
reasons). 
To overcome these experimental limitations, epidemiological models have been developed and 
helped deciding how to control invasive pathogens [2]. Thanks to their ability to test in silico a wide 
range of epidemic and management scenarios at large spatiotemporal scales [3], models can rapidly 
identify promising management strategies and assess their long-term effects [4]. For instance, 
models helped to identify optimal vaccination and culling strategies for animal diseases [5–7] and to 
optimize livestock surveillance [8–10]. In plant health, some studies optimized removal dates and 
areas [11–16], sampling frequency and intensity [17] or space between host plants [11,18]. However, 
these studies mostly focused on a single management parameter and not on complex management 
strategies (with several parameters). 
Studies from others scientific disciplines optimized several parameters at once (i.e. found the set of 
input management parameters of a model that maximizes or minimizes the output of interest: cost, 
production, etc.) [19–23]. However, few of them deal about the improvement of disease control [24]. 
Such optimization can be challenging because the parameter space to explore is frequently very 
large, especially in the presence of interactions between parameters. Usually, the algorithms used to 
overcome this difficulty follow the same basic steps [25]: (i) generation of candidate management 
strategies, (ii) simulation, (iii) evaluation and selection, and (iv) possibly further loops where new 
candidates are generated based on the first results (if the parameters are not numerous, it is possible 
to present a complete list of all possibilities, but this cannot be applied to systems which combine 
many parameters with many options). Among the numerous optimization methods [26], 
nonintrusive approaches are increasingly used to solve such optimization problems. These 
approaches only require pointwise evaluations of the model at hand (an output value for a given set 
of inputs), and do not require knowledge of the underlying mechanisms of the model [19,24,27]. In 
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addition, epidemiological studies aiming to optimize outbreak management are faced with a major 
problem: integrating the epidemic variability, which partly comes from host and pathogen 
characteristics. To account for this variability, models are often stochastic (a management strategy 
does not have the same impact depending on the epidemic), which requires specific optimization 
algorithms. In the last few years, algorithms for optimization with heterogeneous noise have been 
developed [28]. They have already been used in several disciplines [29,30] and could be applied to 
optimization problems in disease management. 
Here, we aim to optimize a complex plant disease management at the landscape scale using a 
stochastic epidemiological model. Our approach is applied to sharka which causes much damage on 
prunus trees [31,32]. In France, a national decree defines a management strategy to control this 
disease [33], which requires orchard surveillance, removal of symptomatic trees (or sometimes 
whole orchards), as well as plantation restrictions. This is a complex strategy defined in a high-
dimensional parameter space (Fig 1, S1 Table, column ‘French management’). Previous studies 
already identified management strategies that are more efficient than the present French strategy 
for either a single specific landscape [34] or for various landscapes differing by their aggregation level 
[35]. However, these strategies were derived from the results of sensitivity analyses, which evaluate 
around 300,000 predefined parameter combinations spread throughout the parameter space. Even 
such a vast number of parameter combinations sparsely sample the parameter space; thus, such 
approach risks missing better combinations of disease management parameters. Thus, in this article, 
we optimized sharka management strategy using a numerical algorithm (adapted to stochastic 
optimization problems) which can explore parameter space more thoroughly. This algorithm is 
presented in the materials and methods section. 
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Fig 1. Management actions currently applied in France against sharka. 
Materials and methods 
Simulation of sharka spread and management 
To simulate sharka outbreaks, we used a stochastic, spatially explicit, SEIR (susceptible-exposed-
infectious-removed) model that was previously developed [34–37]. This model is orchard-based and 
works with a discrete time step of one week. It simulates disease spread and management in 
landscapes varying by the aggregation level of the patches on which peach trees are grown. 
More specifically, at the beginning of the simulation (year 1), each orchard is set up with a specified 
age and a removal date. Here, we draw these dates from their exact asymptotic distribution as 
presented in S1 Text (rather than simulating them as described by Rimbaud et al. and Picard et al. 
[34,35]). Then, during simulations, trees are characterized by different states: “susceptible” (healthy), 
“exposed” (infected but not yet infectious or symptomatic), “infectious hidden” (after the end of the 
latent period), “infectious detected” (when specific symptoms are detected on the tree during a 
survey) and "removed" (when the tree is removed from the patch). The epidemic process and the 
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transitions between the different states can be found in [34,36,37]. In this study, we also modified 
the orchard plantation density compared to [34,35] : we used 719 trees/ha. 
Different model parameters enable us to simulate a wide range of epidemic management scenarios. 
The epidemic itself is characterized by 6 epidemiological parameters [36] (Table 1). Inspired by 
sharka management in France and the US, flexible management options are implemented using 21 
parameters (this management is illustrated in the figure 2 in [38], and detailed in S1 Table). 
Management starts a predefined number of years after virus introduction. In addition, simulations 
can be performed on 3 landscape types varying by their level of patch aggregation (landscape H: high 
aggregation level, landscape M: medium aggregation level, landscape L: low aggregation level, [35]). 
The model includes 30 landscape replicates of the 3 aggregation levels (these 90 landscapes are 
composed of the same number of patches). In simulations performed for one aggregation level, 
stochasticity stems from the random sampling of (i) the landscape (among the 30 landscapes of the 
corresponding aggregation level), (ii) the epidemiological parameters among their value ranges 
(Table 1), (iii) parameter values in their distribution (throughout the simulations) [36]. 
 
Table 2. Variation ranges of epidemiological parameters for emerging and established epidemics. 
Values in bold highlight the differences between emerging and established epidemics. 
  Before management 
During 
management 
  
Emerging 
epidemics 
Established 
epidemics 
Emerging and 
established 
epidemics 
  
Min Max Min Max Min Max 
qκ 
Quantile of the connectivity of the patch of first 
introduction 
0 1 0 1 0 1 
ϕ Probability of introduction at plantation 0,0046 0,0107 0,02 0,02 0,0046 0,0107 
pMI Relative probability of massive introduction 0 0,1 0,4 0,4 0 0,1 
Wexp Expected value of the dispersal weighting variable 0,469 0,504 0,469 0,504 0,469 0,504 
β Transmission coefficient 1,25 1,39 1,25 1,39 1,25 1,39 
θexp Expected duration of the latent period (years) 1,71 2,14 1,71 2,14 1,71 2,14 
 
The model output is an economic criterion, the net present value (NPV), which accounts for the 
benefit generated by the cultivation of productive trees and the costs induced by fruit production 
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and disease management actions (including surveillance, removals and replantations). It is calculated 
as described by [34], with a slight modification of the cost of access to a patch for surveys (S2 Text). 
Optimization scenarios 
Because the model is stochastic, several simulations were necessary to assess the result of a 
combination of management parameters, and thus to optimize them. We optimized the sharka 
management strategy on the basis of 2 criteria: the mean NPV (noted NPV̅̅ ̅̅ ̅̅ ) and the mean of the 10% 
“worst” NPVs obtained with simulations including various epidemiological parameters and several 
landscapes (noted NPV10%̅̅ ̅̅ ̅̅ ). This second criterion was chosen to reduce the likelihood of significant 
losses. It corresponds to a measure of risk aversion while being numerically more stable than the 
quantile because it accounts for the entire distribution tail. In addition, this criterion is not as volatile 
as the worst NPV case. Note that NPV10%̅̅ ̅̅ ̅̅  is sometimes referred to as conditional value-at-risk (CVaR, 
[39]) or as Bregman's superquantile [40,41]. 
We optimized strategies for 3 landscapes differing by their level of patch aggregation (low, medium 
and high), and for 2 types of epidemics (emerging and established epidemics). These epidemic types 
differ in the duration of virus spread without management at the beginning of the simulation (5 years 
and 15 years for emerging and established epidemics, respectively), and by the values of two 
epidemiological parameters during this period: at plantation, the probability of sharka introduction 
and the probability of a massive introduction are higher for established epidemics (Table 1). Disease 
management is then applied during 30 years for both epidemic types, and the NPV is calculated over 
this period. 
Optimization algorithm 
Optimizing sharka management was challenging since the evaluation of the NPV̅̅ ̅̅ ̅̅  or NPV10%̅̅ ̅̅ ̅̅  for a 
given strategy required repeated calls to the simulator. However, the number of replicates and the 
total number of evaluated strategies were severely limited by the overall computational cost. As a 
first consequence, the NPV̅̅ ̅̅ ̅̅  or  NPV10%̅̅ ̅̅ ̅̅  were accessible only through noisy estimates (i.e. the 
estimation error could not be neglected), hence requiring the use of an algorithm adapted to 
stochastic optimization problems. Secondly, the small number of evaluated strategies implied the 
use of a parsimonious algorithm (ruling out e.g. most metaheuristics of pattern search algorithms). 
Thus, we followed a Bayesian optimization (BO) strategy and used an algorithm adapted from the R 
package DiceOptim [42], initially proposed in [43]. In short, BO works as follow: a first set of 
strategies chosen evenly distributed in the design space [44], is evaluated by running the simulator. A 
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kriging model [45] is fitted to these data. Then, additional strategies for which the simulator is run 
are chosen sequentially according to a so-called infill criterion calculated using the kriging model, the 
model being updated after each new value is calculated. 
Here, we conducted an independent optimization for each epidemic level (emerging and established 
epidemics) and patch aggregation level, and for both NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅ . For the initial BO step, we 
randomly selected 400 management strategies using a maximin Latin hypercube sampling design 
[44]. Then, 1000 new strategies were chosen sequentially following the algorithm in [43], resulting in 
a total of 1400 evaluated strategies. For each evaluated strategy, 1000 repeated simulations were 
carried out. The standard deviation of the resulting NPV̅̅ ̅̅ ̅̅  or NPV10%̅̅ ̅̅ ̅̅  estimate was calculated, using 
respectively the sample standard deviation and bootstrap.  
The optimization variables contained both continuous and discrete elements, which made it 
challenging to maximize the infill criterion and prevented us from using directly the DiceOptim 
package. To address this issue, the infill criterion was maximized over 100,000 or 110,000 randomly 
generated candidate points (Fig. 2). Finally, a warping step was applied before each step of candidate 
point generation to reduce parameter space and remove the combinations leading to the same 
management (Picheny et al. in prep). For instance, when the radius of a zone was 0 for a parameter 
combination, the associated surveillance frequencies had no impact on the NPV. Thus, the algorithm 
did not need to explore all combinations but only those that propose a different management.  
To summarize, we performed optimizations for 2 criteria (NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅ ) x 3 landscape types x 2 
epidemic levels (emerging and established epidemics), making a total of 12 optimizations (see Fig 2 
for an example of the optimization process of the NPV̅̅ ̅̅ ̅̅  for one landscape type). Then, with each 
optimized strategy, we performed 10,000 simulations of sharka epidemics on the 3 landscapes to 
obtain (almost) noiseless estimates of NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅ . As a final step we used the knowledge 
gained from the results of the independent optimizations to simplify the optimized strategies. For 
example, if a strategy indicates that the trees located in a focal zone have to be surveyed more 
frequently when a specified threshold is reached in the epicenter, and that this threshold is very high 
(rarely reached), the corresponding action (strengthened surveillance frequency) was removed from 
the model. Then, we tested some strategies by mixing elements of several optimized strategies. Two 
analyses were carried out to assess the robustness of the identified management strategies in 
different epidemic contexts: (i) the best optimized strategy found for emerging epidemics was tested 
in the case of established epidemics and vice versa, and (ii) the optimized strategies were evaluated 
for doubled and tripled values for the range of the transmission coefficient β. 
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Fig 2. Optimization process of the NPV mean (𝐍𝐏𝐕̅̅ ̅̅ ̅̅ ) for one level of patch aggregation. 1. Sampling 
of 400 management strategies (one strategy corresponds to 21 management parameters). 2. 
Simulations of each management strategy for 1,000 different epidemics (one epidemic corresponds 
to 6 epidemiological parameters), and calculation of the 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ . 3. Definition of a kriging model: 
example of a model with 2 management parameters. 4. Search for a better 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ : a) before the 700th 
iteration, 100,000 candidate points of the parameter space are chosen randomly and 10,000 more 
are chosen locally around the best current 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ ; after the 700th iteration, 110,000 candidate points 
of the parameter space are chosen locally around the best current 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ , b)  warping step is applied 
to reduce the parameter space and remove the parameter combinations which lead to the same 
management, c) the expected improvement (EI) is calculated for all the candidate points (the highest 
this value, the more the model considers that this combination must be explored to optimize the 
result), d) the combination with the highest EI is selected and 1,000 simulations of epidemic and 
management (corresponding to this combination) are carried out. The kriging model is then updated 
with the new 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ . Steps 2, 3 and 4 are repeated 1000 times. 5. At the end of iteration 1000, the 
best strategy is selected. 
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Results 
Optimization results 
The optimization algorithm used for emerging and established epidemics allowed to improve 
progressively the NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅  for all our criteria (Fig 3). Both criteria were firstly improved after 
700 iterations, then after the local optimization (1000 iterations), and to finish, with the 
simplification step (S2 Table). In addition, by mixing elements of several optimized strategies, we 
identified for each epidemic type a strategy that is efficient for both criteria (NPV̅̅ ̅̅ ̅̅ , NPV10%̅̅ ̅̅ ̅̅ ) and for 
all landscape aggregation levels (Fig 3). For instance, taking the French management strategy as a 
reference, for landscape H the NPV̅̅ ̅̅ ̅̅  was improved from 22,073 €/ha to 27,045 €/ha and the NPV10%̅̅ ̅̅ ̅̅   
from 11,698 €/ha to 22,897 €/ha for emerging epidemics, and for established epidemics the NPV̅̅ ̅̅ ̅̅  was 
improved from 973 €/ha to 17,455 €/ha and the  NPV10%̅̅ ̅̅ ̅̅  from -24,587 €/ha to 1,907 €/ha. 
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The optimized strategies for both emerging and established epidemics (obtained by mixing some 
optimized strategies) are simpler to implement in practice than the present French management (Fig 
4, S1 Table). Indeed, only the symptomatic trees need to be removed, no plantation ban is imposed, 
and a single surveillance zone is required (with no particular surveillance for young orchards). 
 
 
Fig 4. Management actions for the optimized strategies for emerging and established epidemics. 
 
Details of strategy impact on NPV components 
The assessment of optimized strategies impact on the NPV components (Fig 5) showed that financial 
products (due to fruit sales) is the component with the highest impact, followed by surveillance costs 
and then by plantation and removal costs (which have a minor impact on the NPV). Plantation bans 
and whole orchard removals (which reduce fruit sales quantity) thus have a strong impact on the 
NPV. This explains why the French management strategy (which imposes plantation bans and 
orchard removals) leads to less fruit sales than the optimized strategies for both emerging and 
established epidemics and for all landscape types. 
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Fig 5. Comparison of the details of NPV components. Barplots represent the difference between 
simulations without disease (and without management) and (i) with disease and without 
management (red), (ii) with the French management strategy (brown), and (iii) with the optimized 
strategy (purple). When the value is higher than 0, costs or products of the simulation are higher 
than those of simulations without disease (and vice versa). Simulations were performed 10,000 times 
on landscapes with three levels of patch aggregation: high (H), medium (M) and low (L). 
The strong impact on the NPV of the parameters corresponding to removals and plantation bans can 
be visualized on Fig. 6 and S1 Fig [46]. Indeed, by setting all the management parameters to their 
optimal value, and by modifying individually the values of the parameters corresponding to removals 
and plantation bans, we can observe a high fluctuation of the NPV values. For instance, parameter χR 
(contamination threshold in the removal epicenter, above which orchards inside the removal zone 
are removed) has a strong influence on the NPV (the lower its value, the highest the number of 
whole orchards removed and the lower the NPV). Conversely, the variation of surveillance 
parameters does not have influence on the NPV regarding the metamodels. However, it is important 
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to keep in mind that if all parameters were not set to their optimal values, the influence of the 
observed parameters on the NPV could have been different. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 6. 2D view of kriging metamodels. These metamodels were obtained at the end of the 
optimization of the 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  for the most aggregated landscape (H) for emerging (green) and 
established (blue) epidemics. Each plot represents the influence of a single management parameter 
on the NPV, setting the values of the other management parameters to their optimal value. Here, the 
parameters correspond to removals (top row), plantation bans (middle row) and surveillance 
(bottom row). Vertical dotted lines correspond to the optimized parameter values and breaks 
between different blue and green colors indicate the 50th, 80th, 90th, 95th and 99th percentiles 
(representing uncertainty in the kriging model). As an example, when the  𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  keeps the same 
value regardless of the management parameter value, this parameter have no influence on the 
 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  (if the other parameters are setting to their optimal values). 
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Robustness of optimized strategies  
In order to assess the robustness of the optimized strategies in different epidemic contexts, the best 
optimized strategy found for established epidemics (strategy obtained by mixing optimized 
strategies) was tested in the case of emerging epidemics. The NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅  were lower than in 
simulations performed with the strategy optimized in the case of emerging epidemics for all 
landscape types (S3 Table). Then, we carried out simulations with the best strategy identified for 
emerging epidemics (strategy obtained by mixing optimized strategies) in the case of established 
epidemics. As previously, The NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅  were lower than in simulations performed with the 
strategy optimized in the case of established epidemics except for the NPV̅̅ ̅̅ ̅̅  obtained with the 
landscapes M and L (this can be explained by the fact that the optimized strategy mixes various 
strategies, and is not optimal for all the criteria). Finally, the optimized strategies are globally less 
efficient if they are not applied in the epidemic context for which they have been optimized. 
However, they still remain more profitable than the French management strategy. 
Then, we performed simulations with the best optimized strategies for emerging and established 
epidemics in more severe epidemic contexts (with doubled and tripled bounds of β). These strategies 
were still efficient and were more profitable than the French management, whether they are 
performed on emerging or strong epidemics (S3 Table). 
Discussion 
In this study, we showed how a generic in silico approach based on a global optimization algorithm 
can be used to optimize plant disease management. This approach was applied to sharka, for which a 
complex management strategy is enforced in France. We used a recently developed method (based 
on a kriging metamodel) on a spatiotemporal model simulating sharka dispersal and management, in 
order to sparingly explore the space of possible management strategies and to optimize an economic 
criterion. In particular, we attempted to optimize the mean of the NPV (NPV̅̅ ̅̅ ̅̅ ) and the mean of the 
10% lower NPV (NPV10%̅̅ ̅̅ ̅̅ ) for 3 levels of patch aggregation and 2 types of epidemics (emerging and 
established epidemics). For each epidemic type, we identified an optimized strategy that is efficient 
for all landscape types and for both economic criteria (NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅ ). These strategies are more 
efficient than the French management strategy and easier to implement in practice. 
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Relevance of the method 
The approach presented in this study was adapted to our optimization problem. Indeed, we were 
able to obtain not only better NPVs than the French management strategy for all our criteria (NPV̅̅ ̅̅ ̅̅  
and NPV10%̅̅ ̅̅ ̅̅ , for 3 landscape types), but also than a previous work which aimed to improve sharka 
management using the results of a sensitivity analysis ([35], S3 Table). However, with its 21 
management parameters, the strategy was a challenge to most optimization algorithms (especially 
since the model was stochastic). To succeed, we used a global optimization algorithm because 
previous works (Rimbaud et al. 2018, Picard et al. 2018) had shown that the underlying function of 
our model was multimodal (with several local maxima). The specific algorithm that we used explores 
the whole design space to avoid getting trapped around local optima, while using local intensification 
to locate the optimum more precisely. In addition, such approach is based on an approximation of 
the objective function (metamodel), which is a basic tool for handling complex models [47]. A major 
difficulty was model stochasticity caused by the variability of the epidemics. For this reason, during 
the optimization process the NPV̅̅ ̅̅ ̅̅  (or  NPV10%̅̅ ̅̅ ̅̅ , depending on the criterion to optimize) was 
calculated at each iteration. The final optimized strategy is the one that leads to the best NPV̅̅ ̅̅ ̅̅  
(or NPV10%̅̅ ̅̅ ̅̅ ) among the performed iterations. Thus, an accurate estimation of the optimization 
criterion is necessary to prevent inadvertent selection of a suboptimal management strategy. For this 
reason, we performed iterations with 1000 replicates (our initial attempts with 100 replicates were 
not satisfactory, probably because the estimated NPV̅̅ ̅̅ ̅̅  and  NPV10%̅̅ ̅̅ ̅̅  were not accurate enough). To 
improve the accuracy of the estimation of the optimization criterion, we might perform more than 
1000 replicated simulations at each iteration, however, the calculation time could quickly become 
excessive. Indeed, to perform an optimization with 1000 iterations and 1000 simulation repetitions, 
about 45 days were necessary in this study. 
Several methodological developments may be pursued in the future. First, in our setup we fixed the 
number of repeated simulations (to 1000) for all strategies. Intuitively, a substantial gain in efficiency 
could be achieved by adapting the number of replicates on the fly, as previously suggested [48,49] in 
order to avoid spending time on poor strategies and obtain more accurate estimates for the best 
ones. However, such approach was not followed since this is still an open question in the 
optimization community [28]. In addition, independent kriging models and optimization runs were 
carried out for each landscape and epidemic type. A more complex but more efficient solution might 
be to fit a single kriging model to all landscape and epidemic conditions by considering conditions as 
qualitative factors [50]. Finally, a multiobjective setup could be considered, either by optimizing 
jointly the NPV̅̅ ̅̅ ̅̅  (or NPV10%̅̅ ̅̅ ̅̅ ) for all landscape and epidemic types, or by optimizing jointly the NPV̅̅ ̅̅ ̅̅  
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and NPV10%̅̅ ̅̅ ̅̅  for each landscape and each epidemic condition. The first would allow us to analyze in 
details the trade-offs between average performance and risk-averse strategies, while the second 
would highlight parameters that differ depending on the landscape and epidemic conditions. 
Practical implications 
In terms of practical application, our results suggest that the French management strategy might be 
improved in order to optimize the NPV. Although landscape characteristics may influence epidemic 
spread [1,35,51], we identified optimized strategies efficient for all landscape types. This is 
particularly important for stakeholders because it can be difficult to delineate zones that differ by 
their level of landscape aggregation. In addition, these strategies are less complex than the French 
management since they do not include plantation bans and only require the removal of symptomatic 
trees and one surveillance zone (no particular surveillance for young orchards).  
We showed that such simplification allows a significant reduction of surveillance costs and an 
increase of products due to fruit sales (Fig 5), resulting in higher NPVs. Such results represent 
significant economic savings considering the 11,000 ha of peach orchards cultivated in France [52]. 
Indeed, on average 55 million euros could be saved for landscape H for emerging epidemics and 28 
million for landscape L (182 and 33 million, respectively, for established epidemics), and 124 million 
euros and 34 million for the  NPV10%̅̅ ̅̅ ̅̅   (293 and 75 million for established epidemics) over a period of 
30 years. In addition, if these optimized strategies are applied in other epidemic contexts, they are 
still more economically efficient than the French management strategy.  
However, the optimized strategies can be less efficient if they are not used in the epidemic context 
for which they have been optimized. In practice, stakeholders might adapt the management 
regarding the epidemic conditions of a particular region. In addition, we attempted in this study to 
provide other relevant information to stakeholders, to enable them to choose the strategy to apply. 
Firstly, we optimized here an economic criterion balancing costs and benefits of a disease 
management strategy and not epidemiological criterions, as many studies do [11,12,14–18,53–55]. 
Then, we also accounted for the level of risk aversion of decision-makers by optimizing on 
NPV10% ̅̅ ̅̅ ̅̅ ̅ (allowing to limit the proportion of epidemics causing substantial economic damage for a 
particular management strategy) because the strategy efficiency depends on the percentile of the 
criterion to optimize [4,12]. 
To go further, this approach might be applied on other diseases by changing epidemic and 
management parameters, although several model assumptions are specific to the sharka 
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pathosystem and should be modified. It could be interesting in particular for diseases that require 
collective action and for which it is impossible to test management strategies in field trials.  
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Supporting information 
S1 Fig. 2D view of the kriging metamodels. These metamodels were obtained at the end of the 
optimization of 𝐍𝐏𝐕̅̅ ̅̅ ̅̅  (top row) and 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  (bottom row) for the 3 levels of landscape aggregation 
(from left to right) in case of emerging (green) and established (blue) epidemics. Each plot represents 
the influence of a single management parameter on the NPV, setting the values of the other 
management parameters to their optimal value. Here, the 21 management parameters are 
represented (A: 𝝆, B: γS, C: γo, D: γy, E: ζs, F: 𝜁𝑓, G: 𝜁𝑒𝑂, H: ζn, I: ζR, J: 𝜁𝑒𝑅, K: 1/η0, L: ηs, M: ηf, N: ηf*, O: 
ηy, P: ηy*, Q: χo, R: 𝜒𝑦 ̅, S: 𝜒𝑦∗, T: χn, U: χR). Dotted lines correspond to the optimized parameter values 
and different shades correspond to the 50th, 95th and 95th percentiles (representing the uncertainty 
of the kriging model). As an example, when the 𝐍𝐏𝐕̅̅ ̅̅ ̅̅  (or  𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅ ) keeps the same value regardless 
of the management parameter value, this parameter have no influence on the  𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  (if the other 
parameters are setting to their optimal values). 
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Initialization of orchard ages and durations in the simulation model
We present here how orchard ages and durations are initialized in the simulation model used in this article. The
general idea is to sample orchard age (a discrete number of years, identical for all trees in the orchard) from the stable
age distribution (i.e. at the steady state, for a standard turnover of the orchards).
1 Notations
Each orchard is associated with a single patch z. The orchard is at age 0 during the time step following its plantation,
and will live until the end of time step r (i.e. during r+1 time steps). The Boolean variable Sz,t denes the state of
patch z at time t: if it is occupied by an orchard, Sz,t=1; otherwise, Sz,t=0. This orchard is at age Az,t and its total
lifespan (past and future) is Xz,t.
2 Lifespan Distribution
It is assumed that the total lifespan at birth (i.e. plantation) for a given orchard follows a Poisson distribution
with parameter λ. Therefore, the total lifespan of an orchard at age Az,t = i present on site z at time t follows a
left-truncated (up to i-1) Poisson distribution with parameter λ.
Thus, ∀i ∈ N and ∀r ≥ i,
P (Xz,t = r | Az,t = i) =
e−λλr
r!
/ ∞∑
k=i
e−λλk
k!
(1)
and in particular:
P (Xz,t = r | Az,t = 0) =
e−λλr
r!
. (2)
3 Age Distribution
The stable age distribution is dened as the probability that the orchard sampled on site z at time t has age i, which
obviously only concerns the patches occupied at time t. For these patches, this corresponds to the probability that
the orchard sampled on site z at time t was planted at time t-i. Thus,
P (Az,t = i) = P (Az,t = i | Sz,t = 1) = P (Az,t−i = 0 | Sz,t = 1). (3)
{Az,t−i = 0}i∈N being a partition of the sample space, Bayes' theorem gives:
P (Az,t−i = 0 | Sz,t = 1) =
P (Az,t−i = 0).P (Sz,t = 1 | Az,t−i = 0)∑∞
j=0 [P (Az,t−j = 0).P (Sz,t = 1 | Az,t−j = 0)]
. (4)
Now note that P (Sz,t = 1 | Az,t−k = 0) = P (Xz,t−k ≥ k | Az,t−k = 0). In addition, at the steady state, ∀k ∈ N,
P (Az,t−k = 0) is a constant. Therefore,
P (Az,t = i) =
P (Xz,t−i ≥ i | Az,t−i = 0)∑∞
j=0 P (Xz,t−j ≥ j | Az,t−j = 0)
=
∑∞
k=i P (Xz,t−i = k | Az,t−i = 0)∑∞
j=0
∑∞
k=j P (Xz,t−j = k | Az,t−j = 0)
. (5)
The numerator equals
∑∞
k=i
e−λλk
k! (see eq. 2). Similarly, the denominator simplies into:
∞∑
k=0
k∑
j=0
e−λλk
k!
=
∞∑
k=0
[
(k + 1)
e−λλk
k!
]
=
( ∞∑
k=0
e−λλk
k!
)
+
∞∑
k=0
k.e−λλk
k!
= 1 + λ
∞∑
l=0
e−λλl
l!
= λ+ 1. (6)
The stable age distribution is therefore dened by:
P (Az,t = i) =
1
λ+ 1
∞∑
k=i
e−λλk
k!
. (7)
At the steady state, the expected age of the orchards is:
E(Az,t) =
∞∑
i=0
[i.P (Az,t = i)] =
1
λ+ 1
∞∑
i=0
∞∑
k=i
(
i
e−λλk
k!
)
=
1
λ+ 1
∞∑
k=0
(
e−λλk
k!
k∑
i=0
i
)
=
1
λ+ 1
∞∑
k=0
[
k(k + 1)
2
.
e−λλk
k!
]
=
λ
2(λ+ 1)
∞∑
k=1
(k + 1)e−λλk−1
(k − 1)!
=
λ
2(λ+ 1)
∞∑
l=0
(l + 2)
e−λλl
l!
=
λ
2(λ+ 1)
[
2
( ∞∑
l=0
e−λλl
l!
)
+
∞∑
l=0
l.e−λλl
l!
]
.
This last term being equal to λ (see eq. 6), we obtain:
E(Az,t) =
λ(λ+ 2)
2(λ+ 1)
. (8)
At the stationary state, the variance of orchard age is:
V ar(Az,t) = E(A2z,t)− E2(Az,t) = E(A2z,t −Az,t) + E(Az,t)− E2(Az,t).
And, according to (eq. 8), E(Az,t)− E2(Az,t) = λ(λ+2)(2−λ
2)
4(λ+1)2 .
Furthermore, E(A2z,t −Az,t) =
∞∑
i=0
(
i2 − i
λ+ 1
∞∑
k=i
e−λλk
k!
)
=
1
λ+ 1
∞∑
k=0
(
e−λλk
k!
[(
k∑
i=0
i2
)
−
k∑
i=0
i
])
=
1
3(λ+ 1)
∞∑
k=2
[
(k − 1)k(k + 1)e
−λλk
k!
]
=
λ2
3(λ+ 1)
∞∑
l=0
[
(l + 3)
e−λλl
l!
]
.
This last sum being equal to λ+3 (see eq. 6), we nally get:
V ar(Az,t) =
λ2(λ+ 3)
3(λ+ 1)
+
λ(λ+ 2)(2− λ2)
4(λ+ 1)2
. (9)
4 Implementation
To initialize the simulation model, we randomly sample for each orchard:
- an age in the stable age distribution: P (Az,t = i) =
1
λ+1
∑∞
k=i
e−λλk
k! ;
- a lifespan in the stationary lifespan distribution conditional on the previously sampled age:
P (Xz,t = r | Az,t = i) = e
−λλr
r!
/∑∞
k=i
e−λλk
k! .
Simulations were performed for lambda=15, as in previous work (Rimbaud et al., 2018).
2
 
S2 Text. Details of NPV calculation.  
In the model, for year a, the gross margin (GMa) generated by a set of orchards (i in {1, … , I}) in a 
landscape is calculated as the benefit engendered by fruit sales, minus all costs due to Prunus 
cultivation and management actions (Rimbaud et al., 2018): 
 
𝑮𝑴𝒂 = ∑ (𝒚𝒊,𝒂. (𝒑 − 𝒄𝒉).
𝑺𝒊,𝒂+𝑬𝒊,𝒂
𝑵𝒊,𝒂
. 𝑨𝒊 − 𝒄𝑭. 𝑨𝒊 − 𝕀𝒊,𝒂
𝑹 . 𝒄𝑹. 𝑨𝒊 − 𝕀𝒊,𝒂
𝑺 . 𝒄𝑺. 𝑨𝒊 − 𝒄𝑹
𝑻 . 𝑹𝒊,𝒂
+ −𝑰𝒊=𝟏
𝒄𝑨. 𝑶𝒊,𝒂 − 𝒄𝒐. 𝑶𝒊,𝒂. 𝑨𝒊), 
 
with the following parameters:  
Economic parameters 
Reference value 
(Rimbaud et al., 2018) 
Ai Orchard area (ha)  
𝑺𝒊,𝒂 + 𝑬𝒊,𝒂
𝑵𝒊,𝒂
 Proportion of uninfected trees in the orchard  
Oi,a Number of observations in year a  
𝑹𝒊,𝒂
+  Number of newly (individually) removed trees due to PPV detection  
𝕀𝒊,𝒂
𝑹  Boolean which equals 1 if the orchard is removed, and 0 otherwise  
𝕀𝒊,𝒂
𝑺  Boolean which equals 1 if the orchard is planted, and 0 otherwise  
yi,a Relative age-dependent yield of trees in S or E states 
0.00 until 2 years 
0.50 at 3 years 
0.65 at 4 years 
0.85 at 5 years 
1.00 from 6 to 15 years 
0.80 from 16 years 
cS Planting cost for one orchard (€.ha
-1
) 14,000 
cR Removal cost for one orchard (€.ha
-1
) 1,000 
𝒄𝑹
𝑻  Removal cost for one individual tree (€) 15 
cF Yearly fixed cost associated with Prunus cultivation (€.ha
-1
) 13,600 
cO Cost of one observation (€.ha
-1
) 160 (with ρ=0.66) 
*
 
cA Cost of the access to an orchard to survey (€.ha
-1
) 40 
ch Cost of harvest  
p Maximal yearly benefit generated by fruit harvest (€.ha
-1
) 37,250 
τa Discount rate 0.04 
* The cost of one orchard observation is described by a simple linear function of the detection probability: 𝒄𝑶 = 𝟏𝟖𝟐 × 𝝆, 
to account for the effect of partial observation of orchards (e.g. surveillance of every other row only), which reduces both 
the probability of detection and the cost of observation. 
 
Using a discount rate τa=4%, the net present value (NPV) of the landscape between years am and af is: 
 
𝑁𝑃𝑉 = ∑
𝐺𝑀𝑎
(1+𝜏𝑎)
(𝑎−𝑎𝑚)
𝑎𝑓
𝑎=𝑎𝑚
. 
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Résultats clés de l’Article 6 
OPTIMISATION DE LA GESTION DES MALADIES DES PLANTES A L'ECHELLE DU 
PAYSAGE 
Un algorithme d’optimisation pour améliorer la gestion des maladies 
L’algorithme utilisé permet d’optimiser conjointement un grand nombre de 
paramètres (21 dans notre cas), grâce à sa capacité à explorer de manière 
parcimonieuse l’espace des paramètres possibles. 
Les défis de ce travail ont été de redéfinir par distorsion les paramètres de 
gestion et de prendre en compte la stochasticité du modèle ainsi que la 
coexistence de paramètres discrets et continus. 
 
Optimisation in silico de la stratégie de gestion de la sharka 
Des stratégies optimisées dans le cas d’épidémies émergentes et installées ont 
été identifiées. Elles sont efficaces pour les 3 niveaux d’agrégation du paysage. 
D’après le modèle de simulation, ces stratégies sont plus efficaces 
économiquement que la stratégie de gestion française et plus simples à mettre 
en place en pratique (elles n’incluent pas d’interdiction de plantation, ni 
d’arrachages de vergers entiers, et requièrent moins de surveillance des 
vergers). 
194 
 
 
3. Optimisation de la répartition de variétés résistantes dans un paysage 
Pour gérer les maladies, des variétés résistantes sont aujourd’hui créées et implantées dans le 
paysage. Néanmoins, l’introduction de résistances dans l’ensemble d’une gamme variétale peut 
prendre du temps, notamment pour les plantes pérennes. Le remplacement des variétés sensibles à 
une maladie par des variétés résistantes peut alors difficilement se faire la même année : il se fait 
généralement de manière progressive au cours du temps. De plus, pour que cette gestion soit 
durable, toutes les plantes sensibles des parcelles cultivées ne doivent pas être remplacées par des 
résistantes afin que la résistance ne soit pas contournée. Par conséquent, nous avons travaillé sur 
l’optimisation de la répartition des variétés résistantes dans le temps et l’espace. 
Pour évaluer l'influence du déploiement de variétés résistantes sur la productivité, nous avons simulé 
des épidémies de sharka (émergentes ou installées) en testant différents scénarios de répartition des 
variétés résistantes et 3 scénarios de gestion pour 3 types de paysages (différant par leur niveau 
d’agrégation). De plus, le déploiement optimal des cultivars résistants peut modifier une stratégie de 
gestion optimale, c’est pourquoi, nous avons de nouveau optimisé la stratégie de gestion de la 
sharka avec l’algorithme présenté précédemment dans le cas où des variétés sensibles sont 
remplacées par des résistantes. Les résultats de cette étude sont présentés dans l’article 7. 
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ARTICLE 7 
Optimization of the spatiotemporal deployment of resistant 
cultivars and disease control options 
 
Coralie Picard, Victor Picheny, Samuel Soubeyrand and Gaël Thébaud 
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ABSTRACT 
In order to control plant diseases, which cause significant damage in agricultural crops, various 
strategies are developed as the use of resistant cultivars. However, because generating resistant 
cultivars can take numerous years, in particular when the objective is to obtain a varietal range of a 
same species, all susceptible crops cannot be replaced by resistant ones at the same time, especially 
for perennial crops. Here, we study how the resistant cultivars should be allocated in the landscape 
over time to minimize the economic damage. Particularly, we assess the influence of the deployment 
of resistant varieties both with and without the application of another management strategy. To this 
end, we used the example of sharka disease, one of the most damaging pathogen of genus Prunus. 
For now, a management strategy based on tree removals, plantation bans and orchard surveillance is 
applied in France to control this pathogen, and a previous study already showed how it was possible 
to improve its efficiency. Using a SEIR model, we tested several allocations of resistant orchards for 
two epidemic cases (emerging and established epidemics) and various aggregations of patches in the 
landscape. We showed that the most promising deployment of resistant orchards without 
management was mixing uniformly susceptible and resistant orchards. However, with the application 
of a management strategy, such deployment does not influence the productivity, which is 
particularly interesting in practice. In addition, to test whether the optimal management strategy 
might change when susceptible orchards are progressively replaced by resistant one, we optimized 
this strategy. Although we identified a strategy which allows improving slightly the productivity, our 
results indicate that a strategy optimized without the deployment of resistant cultivar can still be 
efficient in the context where resistant orchards are introduced in the landscape, which is also 
important for stakeholders. 
Keywords: resistant varieties, optimization, management, landscape, SEIR, spatiotemporal model, 
sharka, virus   
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1. Introduction 
While agriculture has to adapt to the rapidly growing global population and has to reduce pesticide 
use, plant diseases play a major limiting role in agricultural production. However, management of 
diseases in cropping systems is often highly challenging since they result of complex interactions 
between epidemiological processes, human interventions and the organization of patches in the 
landscape. Management strategies such as the use of chemicals, the removal of infected plants or 
some changes in cultural practices have proved their efficiency but may remain unsatisfactory. The 
development of resistant cultivars is another alternative to limit pathogen damage and to reduce the 
use of phytosanitary products. Nevertheless, the development of a resistant cultivar and the varietal 
range of a same species can take several years. Thus, the replacement of susceptible cultivars by 
resistant ones is done progressively over time. In addition, it has been shown that replacing all 
susceptible plants by resistant is not a sustainable strategy over time (Papaïx et al. 2017). Therefore, 
one can argue about whether there is an optimal way in the deployment of the resistant varieties 
over time and space. 
In order to study this question, models are helpful thanks to their ability to test several scenarios of 
epidemic spread and allocation of resistant varieties. Several studies have shown that with a limited 
number of resistant varieties, the most efficient spatial pattern to minimize incidence was the 
mixture of resistant and susceptible plants (Holt and Chancellor 1999; Mundt 2002; Mundt and 
Brophy 1988; Papaïx et al. 2014a; Papaïx et al. 2014b; Skelsey et al. 2010). However, the optimal 
strategy for deploying resistance can depend on the pathogen dispersal function (short or long 
distance, Sapoukhina et al. 2010). Indeed, if a disease spreads by short-range dispersal, random 
mixtures can be used to slow down the epidemic spread because the resistant cultivars create an 
obstacle to the epidemic spread. In the case of long-range dispersal, heterogeneous patterns 
including a minimum distance between sensitive units must be used. This last point highlights the 
importance of patch size and shape for disease dispersal (Mikaberidze et al. 2016). In addition, the 
application of management strategies may influence the optimal deployment of resistant varieties 
since both aim to improve crop productivity. However, the epidemiological modeling studies only 
focused on the deployment of resistant varieties and do not model the application of management 
strategies at the same time. 
In this work, we assess the influence of the deployment of resistant varieties on productivity using a 
model which enables to simulate both disease dispersal and management strategies, on landscapes 
with various levels of patch aggregation (Picard et al. in prep; Picard et al. in revision; Pleydell et al. 
199 
 
 
2018; Rimbaud et al. 2018a; Rimbaud et al. 2018b). We apply this approach to Plum pox virus (PPV), a 
quarantine pathogen which causes the most devastating disease of prunus trees (affecting mainly 
plum, apricot, and peach production, Cambra et al. 2006; García et al. 2014). This disease, 
transmitted between hosts through aphids, cause significant economic losses because the associated 
symptoms make fruit unfit for consumption. To reduce such damage, a strategy based on orchard 
surveillance, plantation bans and removal of symptomatic trees is applied in France (JORF 2011; 
Rimbaud et al. 2015). Another approach to control PPV spread is the development of resistant tree 
varieties: several breeding programs for resistance to PPV in various species in the genus Prunus are 
ongoing (Hartmann and Neumüller 2006; Polák et al. 2017; Zuriaga et al. 2018). For instance, several 
research laboratories have reported resistance in apricot varieties (Dondini et al. 2011; Pilařová et al. 
2010; Vera Ruiz et al. 2011) and a range of resistant apricot trees was developed in 2013 (Mariette et 
al. 2016). As regards peach trees, no resistant cultivar is currently commercially available but 
promising studies may suggest that they soon will be (Cirilli et al. 2017; Pascal et al. 2002). In this 
context, we wonder how these resistant cultivars should be deployed in the landscape to limit the 
virus damage. To this end, we simulated various allocations of resistant cultivars and three 
management scenarios (without disease management, with the French management strategy and 
with an optimized strategy previously identified, Picard et al. in prep). In addition, to be as realistic as 
possible, we assume that only 50% of the susceptible orchards in the landscape (which are 
predefined) can be replaced by resistant ones, and we tested 2 hypotheses. The first one assumes 
that, among the 50% predefined susceptible orchards, all the non-productive orchards can be 
replaced by resistant cultivars. However, replacing all peach orchards by resistant cultivars can only 
happen if a range of resistant cultivar can guarantee a large production period. Generally, different 
resistant cultivars of a same species are not available at the same time since their creation and their 
acceptation to the official varieties catalogue may take several years. Thus, we also tested the 
hypothesis that the production of resistant cultivar is limited, which means that, among the 50% 
predefined susceptible orchards, all the non-productive trees cannot be replaced by resistant 
cultivars at the same time. In addition, a management strategy may influence the optimal 
deployment of resistant cultivars, but the opposite is also true. Therefore, we optimized sharka 
management strategy using a numerical algorithm by taking into account the replacement of 
susceptible orchards by resistant ones. 
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2. Materials and methods 
2.1. Simulation of sharka spread and management 
In order to simulate outbreaks, we used a stochastic, spatially explicit, SEIR (susceptible-exposed-
infectious-removed) model initially proposed by Pleydell et al. (2018) and further developed by 
Picard et al. (in prep); Picard et al. (in revision) and Rimbaud et al. (2018a, 2018b). This orchard-based 
model simulates, with a discrete time step of 1 week, disease spread and management on landscapes 
composed of patches on which peach trees are grown. These patches vary by their aggregation level: 
the model includes patches with a high (H), medium (M) and low (L) level of aggregation. The 
simulation model accounts for epidemic stochasticity through 6 epidemiological parameters. 
Depending on their variation ranges, these parameters can represent either an emerging or an 
established epidemic. In addition, a management strategy based on French and US sharka 
management in prunus orchards is implemented in the model. It includes 21 parameters 
representing orchard surveillance, plantation bans and tree removals. This strategy is applied during 
30 years after several years of epidemic simulation to allow time for the virus to spread. 
The model output is the net present value (NPV), an economic criterion which balances benefits 
generated by prunus cultivation and the costs associated with production and disease management 
actions (observation, removal and replantation) (Picard et al. in prep; Rimbaud et al. 2018a). The NPV 
is calculated for the whole 30-year management period, for both emerging and established 
epidemics. 
 
2.2. Simulation of the allocation of resistant varieties  
The model developed by Picard et al. (in prep) includes 90 simulated landscapes (30 for each 
aggregation level) composed of 400 patches. In this study, all orchards planted on patches were 
susceptible to sharka disease. Here, the simulation model was modified to enable the replacement of 
susceptible orchards by resistant ones if they are removed during the simulation (because of sharka 
or because they are too old to be productive enough). Replacements by resistant cultivars can take 
place only during the 30 years of the simulation for which the management strategy is applied. 
To this end, patches were assigned to either the resistance zone (where a removed orchard can be 
replaced by a resistant or a susceptible one) or to the susceptible zone (where a removed orchard is 
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always replaced by a susceptible one). For each of the 90 landscapes, these zones were defined in 
several ways (Fig. 1). Then, to simulate a situation where resistant cultivars would be available only 
progressively, we included in the model the possibility to have a (time-varying) threshold controlling 
the number of orchards that can be replaced by resistant orchards each year. Starting from 1 at the 
first year of management, this threshold doubles every 2 years. Note that, it is rare that the number 
of orchards to replace, which are located in the resistance zone, exceed 35 orchards/years in the case 
of the epidemic spread fast (for established epidemics on the most aggregated landscape (H) and 
without management). In simulations without replacement threshold, all removed orchards located 
in the resistance zone are replaced by resistant orchards. Otherwise, some removed orchards in the 
resistance zone are chosen randomly and independently to be replaced by resistant orchards 
(depending on the threshold); others are replaced by susceptible varieties.  
All in all, we used 10 different ways to allocate the resistant varieties in a given landscape: 5 
possibilities to assign resistant and susceptible zones (22, 42, 102, R and U) x 2 replacement scenarios 
(with and without replacement threshold). We carried out epidemic simulations of these scenarios 
on each landscape (334 simulations for each landscape to obtain around 10,000 simulations for each 
aggregation level), in cases of emerging and established epidemics, and with 3 different management 
strategies (without disease management, with the French management strategy, and with the 
optimized strategy from Picard et al. in prep). Two criteria were analyzed: the mean NPV 
(noted NPV̅̅ ̅̅ ̅̅ ) and the mean of the 10% “worst” NPVs among the 10,000 simulations (noted NPV10%̅̅ ̅̅ ̅̅ ). 
This last criterion was chosen to reduce the likelihood of significant losses. 
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2.3. Optimization of the management strategy in the presence of 
resistant cultivars 
We used an algorithm adapted from the R packages DiceKriging and DiceOptim (Picheny and 
Ginsbourger 2014) to optimize sharka management as in the study of Picard et al. (in prep). Here, we 
optimized disease management in the presence of a uniform replacement (without replacement 
threshold) of resistant varieties for established epidemic, for the 3 levels of patch aggregation on 
NPV̅̅ ̅̅ ̅̅ . Then, we performed 10,000 simulations with these optimized strategies, using epidemic 
parameters corresponding to established epidemics. 
 
3. Results 
3.1. Simulations of various allocations of resistant varieties  
Our results showed that NPVs were higher when we don’t apply a replacement threshold, which was 
expected because we add resistant cultivars faster in time. In addition, for the simulations without 
management, we have a bigger gap of  NPV10%̅̅ ̅̅ ̅̅  between the scenario 2
2 and the scenario U for 
simulations performed without replacement threshold than with the threshold. It is probably due to 
the fact that we reach the final allocation of resistant and susceptible cultivars faster with than 
without threshold. 
Epidemic simulations were first performed without applying any management strategy. In such a 
situation, we showed that the deployment of resistant orchards in the landscape can influence the 
NPV for landscapes H and M (Fig. 2 and Supplementary Table S1 and S2). Globally, the NPVs were 
higher by mixing resistant and susceptible orchards (scenario U), although other scenarios are not 
significantly different. Regarding the landscape L, the allocation of resistant orchards did not 
influence the NPV. Then, simulations were performed with the French management strategy. The 
results showed that the allocation of resistant orchards in the landscape does not influence the NPV 
in all cases except for simulations on the most aggregated landscape (H) for established epidemics 
without replacement threshold. However, even in this case, NPV obtained for R, 22 and 42 scenarios 
are very close to the NPV obtained for 102 and U allocations from which they differ significantly 
(Supplementary Table S1 and S2). Finally, when simulating disease spread under a previously 
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identified optimized strategy (Picard et al. in prep), the allocation scenario of resistant orchards in 
the landscape did not influence the NPV for emerging or established epidemics. To summarize, 
without management strategy, the uniform allocation of resistant cultivars leads to higher NPVs, and 
regarding the other scenarios (without management strategy for landscape L, and with the French 
strategy and the optimized strategy for all landscapes), how to allocate of resistant varieties do not 
influence the NPV results. 
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3.2. An optimization case 
To test whether the optimal disease management strategy might change when resistant cultivars are 
progressively introduced in the landscape, an algorithm was used to optimize sharka management 
with the replacement of removed orchards in a uniform way (without replacement threshold) in the 
case of established epidemics. We chose this scenario because without applying a threshold, the 
uniform allocation of resistant varieties led to the best results among all the performed simulations 
(Fig. 2). An optimization with such scenario is thus probably the one which will lead to the best NPV 
improvement. 
We observed an interaction between the management strategy and the allocation of resistant 
orchards. Indeed, the optimized strategy obtained in this context had better NPV̅̅ ̅̅ ̅̅  than the best 
strategy identified when all cultivars are susceptible (Table 1). Nevertheless, the difference observed 
between the results of these different strategies is not significant. For instance, we found that the 
management strategy optimized for the NPV̅̅ ̅̅ ̅̅  of landscape H lead to results differing by only 0.01% 
with the previously identified strategy (Picard et al. in prep). This can be explained by the similarity 
between these 2 strategies (Fig. 3). They differ essentially in the surveillance process: the surveys are 
more localized around the detected infected tree for the strategy found in this study than in the 
previous one. 
 
Table 1: 𝐍𝐏𝐕̅̅ ̅̅ ̅̅  (€/ha) obtained after 10,000 simulations of PPV dispersal and management. 
Simulations were carried out with the replacement of removed orchards in a uniform way for 
established epidemics. Values in bold represent the NPV̅̅ ̅̅ ̅̅  (or the  NPV10%̅̅ ̅̅ ̅̅ ) corresponding to 
simulations performed on a landscape with the management optimized for the NPV̅̅ ̅̅ ̅̅  (or the NPV10%̅̅ ̅̅ ̅̅ ) 
for the same landscape (e.g. the NPV̅̅ ̅̅ ̅̅  of simulations performed on landscape H with management 
parameters optimized for the NPV̅̅ ̅̅ ̅̅  on the landscape H). 
 
 
Landscape H Landscape M Landscape L 
Optimized strategies optimized for : 𝐍𝐏𝐕̅̅ ̅̅ ̅̅   𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  𝐍𝐏𝐕̅̅ ̅̅ ̅̅   𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  𝐍𝐏𝐕̅̅ ̅̅ ̅̅   𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  
NPV̅̅ ̅̅ ̅̅  of landscape H 18974 4977 22983 15557 23917 18544 
NPV̅̅ ̅̅ ̅̅  of landscape M 17166 -1698 23236 14231 24375 18323 
NPV̅̅ ̅̅ ̅̅  of landscape L 17625 -782 23422 14381 24547 18441 
Without disease without management -4802 -51587 17924 -6013 21087 5534 
French management strategy 6259 -17129 17754 5264 20881 12587 
Optimized strategy from Picard et al. (in 
prep) 
18959 4666 23014 15698 23820 18707 
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Figure 3: Management actions for optimized strategies of sharka. These strategies were obtained 
for established epidemics by Picard et al. (in prep) (left) and in this study (right) as a result of the 
optimization of the  for landscape H with replacement of removed orchards in a uniform way 
(without replacement threshold). 
 
4. Discussion 
This work aimed to understand the influence of the allocation of resistant orchards on 3 landscapes 
varying by their level of patch aggregation. We performed simulations of sharka spread and 
management with 10 different scenarios of resistant orchards deployment for each landscape 
aggregation level, and for emerging and established epidemics. These scenarios also included 
different management strategies in order to assess the influence of the application of such 
management on the optimal deployment of resistant varieties, which has never been studied before.  
Optimized strategy from 
Picard et al. (in prep.)
Optimized strategy with
the deployment of resistant 
orchards 
Surveillance
Contamination rate of the epicentre:
<1%: 1 survey / year
>1%: 3 surveys  / year
Probability of detection of a symptomatic tree: 0,66
1 survey / year
Epicentre
300 200
Detected tree
Focal zone
Surveillance zones established for 6 years
182 83
Focal zone
Epicentre
Detected tree
Surveillance zones established for 5 years
1 survey / year
Contamination rate of the epicentre:
<1%: 1 survey / year
>1%: 6 surveys  / year
Probability of detection of a symptomatic tree: 0,57
Removals
Removal of only symptomatic trees
Infected 
orchard
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In the absence of disease management, the uniform allocation is the most effective strategy 
whatever the level of landscape aggregation and the epidemic type. These results are consistent with 
those found by Papaïx et al. (2014a) and Papaïx et al. (2014b), which suggest to mix resistant and 
susceptible patches. In practice, this means that, when deployment of a resistant cultivar is the only 
disease control option, each grower should spread its resistant orchards regularly and, ideally, 
coordinate with its neighbors to maintain regularity across farm boundaries. In addition, others 
studies recommend to mix resistant and susceptible within a patch (Holt and Chancellor 1999; Mundt 
2002; Skelsey et al. 2010) because « disease severity for the mixtures decreased with increasing 
number of genotype units » (Mundt and Brophy 1988). Thus, it may be interesting to test the effect 
of mixing resistant and susceptible cultivar in the same orchard with our simulation model. However, 
such mixture could be problematic for farmers who generally plant the same cultivar in one orchard 
to facilitate the cultural operations. 
On the contrary, whatever the level of landscape aggregation and the epidemic type, when enough 
control is exerted on the disease (by the French management or the optimized strategy from Picard 
et al. in prep), the type of allocation of resistant cultivars in the landscape does not influence the 
NPV. This last point is important in practice because it implies that no collective decision has to be 
made on which orchards can or cannot be replaced by resistant cultivars, even if the disease 
management strategy changes in the future. In addition, when the management strategy is 
optimized in the context of established epidemics with a uniform replantation of resistant orchards 
(without threshold), we found a strategies which lead to very similar NPV̅̅ ̅̅ ̅̅  to Picard et al. (in prep) 
(although our strategy outperformed slightly the previous one). Both strategies are comparable even 
if the required surveillance is slightly different (in particular, regarding the strategy optimized for 
landscape H, the presence of resistant orchards enables to reduce even more the surveillance radius 
around detected trees). In practice, a strategy adapted to the allocations of resistant orchards thus 
seems possible to deploy, but such efforts may not be necessary since the optimized strategy 
proposed by Picard et al. (in prep) remains largely efficient. 
Nevertheless, we have to keep in mind that the optimization was here performed for one scenario. 
We might optimize the management strategy of the pathogen in other contexts to confirm our 
results, as for example, with the use of a threshold controlling the number of orchards that can be 
replaced by resistant orchards each year.  
To go even further in this work, it may be interesting to accept the removal and replacement of some 
orchards by resistant varieties in the model, even if they still productive. Indeed, in regions with a 
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high prevalence, farmers might anticipate and replace susceptible orchards by resistant ones before 
incurring production losses. In addition, our simulations imposed here to keep at least 50% of the 
patches with susceptible orchards in the landscape, which is not necessarily realistic although this is 
recommended to avoid resistance breakdowns. In situations where more than 50% of the orchards 
could be replaced by resistant cultivars, the disease spread may be widely slowed, and the optimal 
strategy may change. It could thus be another point for reflection. This work might also be improved 
by taking into account the possibility of resistance breakdown. Indeed, the varietal composition of 
the landscape can influence a population resistance level (Sapoukhina et al. 2009; Papaïx et al. 2011, 
2017). For instance, studies show how such composition influences the resistance level of cereals 
varieties by altering the structure of the pathogen populations (Papaïx et al. 2011; Rimbaud et al. 
2018c). Particularly it was shown that, simulating a resistance breakdown, the uniform deployment 
of resistant varieties would be optimal (Sapoukhina et al. 2009). Indeed, this study shows that 
random patterns can reduce both density and genetic diversity of the pathogen population and delay 
invasion. By contrast, aggregated allocations diversify pathogen population and, hence, reduce the 
efficacy of resistance genes. However, simulating resistance breakdown for sharka is complex for 
now because there is little knowledge about resistance mechanisms and their durability, but, 
although we did not account for the resistance breakdown in our study, our conclusions still the 
same: the uniform allocation of resistant cultivar is recommended. 
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SUPPORTING INFORMATION 
Supplementary Table S1: Statistical comparison of 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ obtained for emerging epidemics under 90 
scenarios. These scenarios correspond to the complete factorial design for: 3 management strategies 
x 3 landscape aggregation levels x 2 resistance availability thresholds x 5 resistance allocations. 
Letters correspond to the result of a Tukey HSD test performed for each management strategy 
scenario: for instance, scenarios without management strategy presenting the same letter are not 
significantly different. To facilitate easy reading, for each management strategy, the boxes 
representing the scenario leading to the best 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  are colored, as well as the scenarios which are 
not significantly different. 
    Aggregation 
level 
Replacement 
threshold of 
resistant 
varieties 
Allocation scenarios of resistant orchards 
    22 42 102 R U 
Emerging 
epidemics 
Without 
management 
High 
With o o n n n 
Without mn m l k j 
Medium 
With i cdefgh bcdefg ghi fghi 
Without efgh defgh abcde abcde abcd 
Low 
With defh cdefgh abcd bcdef bcdef 
Without abcde ab abc a a 
French 
management 
High 
With f f f f f 
Without e defgh de de de 
Medium 
With c c c c c 
Without b b b b b 
Low 
With b b b b b 
Without a a a a a 
Optimized 
strategy from 
Picard et al. 
(in prep) 
High 
With i i i i i 
Without h h h h h 
Medium 
With g fg fg fg efg 
Without cde abc bcd bcd bcd 
Low 
With bcd bcd bcd def bcd 
Without abc ab abc a a 
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Supplementary Table S2: Statistical comparison of 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ obtained for established epidemics under 
90 scenarios. These scenarios correspond to the complete factorial design for: 3 management 
strategies x 3 landscape aggregation levels x 2 resistance availability thresholds x 5 resistance 
allocations. Letters correspond to the result of a Tukey HSD test performed for each management 
strategy scenario: for instance, scenarios without management strategy presenting the same letter 
are not significantly different. To facilitate easy reading, for each management strategy, the boxes 
representing the scenario leading to the best 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  are colored, as well as the scenarios which are 
not significantly different. 
    Aggregation 
level 
Replacement 
threshold of 
resistant 
varieties 
Allocation scenarios of resistant orchards 
    22 42 102 R U 
Established 
epidemics 
Without 
management 
High 
With o o n mn m 
Without l l k j i 
Medium 
With h gh gh gh g 
Without f ef de de d 
Low 
With c c c c bc 
Without ab a a a a 
French 
management 
High 
With g g g g g 
Without ef e f ef f 
Medium 
With d d d d d 
Without c c c c c 
Low 
With b b b b b 
Without a a a a a 
Optimized 
strategy from 
Picard et al. 
(in prep) 
High 
With f f f f f 
Without e e e e e 
Medium 
With d d d d d 
Without c c c c c 
Low 
With b b b b b 
Without a a a a a 
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Résultats clés de l’Article 7 
OPTIMISATION DANS UN PAYSAGE DE LA REPARTITION DE VARIETES RESISTANTES 
ET OPTIONS DE LUTTE 
Influence des stratégies de gestion sur la VAN lorsque des vergers sensibles sont 
remplacés par des résistants 
5 scénarios de répartition (aléatoire, uniforme, et 3 niveaux d’agrégation 
différents) des variétés résistantes ont été testés pour chacun des 3 paysages 
variant par le niveau d’agrégation de leurs parcelles. 
En l’absence de gestion, les résultats montrent que la répartition uniforme des 
variétés résistantes est la plus efficace, que ce soit dans le cas d’épidémies 
émergentes ou installées. 
Lorsqu’une stratégie de gestion est appliquée (stratégie de gestion française 
ou stratégie optimisée obtenue dans l’article 6), la façon de répartir les 
variétés résistantes dans le paysage n’a pas d’influence sur la VAN. Ce point est 
important dans la pratique car, même si la stratégie de gestion de la maladie 
est remplacée à l'avenir par une stratégie optimisée, aucune décision collective 
ne doit être prise sur les vergers, qu'il y ait ou non des remplacements de 
vergers sensibles par des résistants. 
 
Optimisation de la gestion avec une répartition uniforme des variétés résistantes 
En présence de variétés résistantes déployées de façon uniformes dans le 
paysage, une nouvelle stratégie optimale peut être identifiée, et sa VAN est 
sensiblement identique à celle obtenue sur ce nouveau paysage avec la 
stratégie optimisée dans l’article 6.  
Cette stratégie optimisée est proche de celle obtenue dans l’article 6 ; seules 
les fréquences de surveillance sont sensiblement différentes (en particulier, la 
présence de vergers résistants permet de réduire encore plus le rayon de 
surveillance autour des arbres détectés). 
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1. Conclusion générale 
Les objectifs de ce travail de thèse étaient de caractériser la dynamique d’une épidémie et de simuler 
sa dispersion à travers des paysages variés pour analyser l’impact des caractéristiques du paysage et 
rechercher des stratégies de gestion adaptées. Cette démarche, nommée PESO (Parameter 
Estimation – Simulation – Optimization), est présentée dans l’article 1 (Picard et al. 2017). Ce travail 
s’appuie sur l’exemple de la sharka, causée par le Plum pox virus (PPV). Cette maladie, qui entraine 
des pertes économiques dans la majorité des régions productrices de Prunus, est aujourd’hui 
règlementée en France par un arrêté national (JORF, 2011). Ce pathogène fait également l’objet de 
contraintes règlementaires du fait de son statut de pathogène de quarantaine et les 
expérimentations en champ sont interdites. Aussi, pour répondre aux objectifs de cette thèse, j’ai 
utilisé un modèle stochastique spatio-temporel permettant de simuler la dynamique épidémique 
ainsi que des stratégies de gestion variées (Pleydell et al. 2018; Rimbaud et al. 2018a, 2018b). 
Afin d’estimer indépendamment la valeur du paramètre de dispersion implémenté dans ce modèle 
(Pleydell et al. 2018), nous avons utilisé un modèle permettant d’estimer la dynamique de 
l’épidémie grâce à des données spatio-temporelles et génétiques. Plus particulièrement, ce modèle 
nous a permis d’inférer « qui a infecté qui » dans un paysage et d’évaluer les paramètres 
épidémiologiques sous-jacents. Dans un premier temps, en appliquant ce modèle à des données 
simulées, nous avons montré que la prise en compte des arbres sains dans l’inférence permettait 
d’obtenir des résultats plus fiables.  Par la suite, nous avons appliqué ce modèle d’inférence à des 
données réelles : nous disposions de données épidémiologiques et génétiques d’une épidémie de 
sharka, échantillonnées dans plusieurs vergers de Prunus. Cependant, les résultats de l’inférence ne 
nous ont pas paru vraisemblables et l’estimation des chaines de transmission pourrait être largement 
améliorée. Néanmoins, les estimations des autres paramètres épidémiologiques se rapprochent des 
résultats de Pleydell et al. (2018) qui ont été utilisés dans la suite de ma thèse. 
Des simulations d’épidémies de sharka ont ensuite été réalisées à l’aide du modèle spatio-temporel 
intégrant des paysages différant par le niveau d’agrégation de leurs parcelles. Nous avons montré 
que le paysage influence l’efficacité des stratégies de gestion. De plus, des analyses de sensibilité 
nous ont permis de mettre en évidence 2 paramètres de gestion influents : ils concernent les 
interdictions de planter des vergers ainsi que les arrachages de vergers entiers. 
La dernière partie de notre démarche consistait à optimiser les paramètres de gestion de l’épidémie 
grâce aux résultats d’analyses de sensibilité puis à l’aide d’un algorithme d’optimisation. Les résultats 
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ont montré in silico qu’il devrait être possible d’améliorer économiquement la stratégie française 
actuellement en vigueur. Nous avons identifié des stratégies optimisées spécifiques à chaque niveau 
d’agrégation du paysage, ainsi que des stratégies efficaces pour l’ensemble des paysages simulés 
(dans le cas d’épidémies émergentes ou installées). Ces stratégies requièrent moins de moyens que 
la stratégie française actuelle. En effet, elles ne prévoient aucune interdiction de plantation et 
n’imposent pas l’arrachage de vergers entiers (ce qui est en accord avec les résultats des analyses de 
sensibilité), et les zones de surveillance sont plus restreintes. De plus, le nombre de prospections à 
l’intérieur de chaque zone surveillée est inférieur à celui de la stratégie française pour les stratégies 
optimisées dans le cas d’épidémies émergentes, et plus élevé dans le cas d’épidémies installées. 
Enfin, nous avons étudié l’influence de la répartition de variétés résistantes dans un paysage. Nous 
avons montré qu’en l’absence de gestion, une répartition uniforme devrait permettre de limiter les 
dégâts provoqués par la sharka. Néanmoins, lorsqu’une stratégie de gestion est appliquée, la 
répartition des variétés résistantes n’influe pas sur les sorties du modèle : les variétés résistantes 
peuvent être remplacées de manière uniforme ou agrégée dans le paysage, la VAN ne sera pas 
modifiée. 
Les résultats de mes travaux devraient pouvoir guider les décisions des acteurs en charge de la 
gestion des épidémies.  
2. Perspectives 
2.1. Amélioration du processus PESO 
Le processus PESO, proposé et décliné au cours de ma thèse, est basé sur un ensemble d’hypothèses 
qui nous ont paru pertinentes par rapport à nos objectifs. Toutefois, certaines de ces hypothèses 
peuvent avoir des conséquences sur les résultats obtenus. Cette partie présente des pistes pour 
améliorer les 3 étapes du processus PESO. 
2.1.1. Estimation des paramètres épidémiologiques 
 Estimer les paramètres gouvernant l’épidémie à partir de nouveaux jeux de données 
Dans le chapitre 1, nous avons tenté d’estimer les paramètres épidémiologiques de la sharka à partir 
d’un jeu de données différent de celui utilisé jusqu’à présent (Pleydell et al. 2018). Néanmoins, les 
résultats n’ont pas été satisfaisants car la méthode utilisée (inférence via un modèle généticospatio-
temporel) est nettement plus efficace quand l’échantillonnage est étalé dans le temps. Or, nos 
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données correspondaient à seulement 3 années consécutives d’échantillonnage, ce qui est très peu. 
En effet, étant donnée la période de latence de la maladie qui peut aller de plusieurs mois à plusieurs 
années et la détection imparfaite des arbres symptomatiques, il est probable que peu d’arbres 
détectés la dernière année aient été infectés pendant la période d’échantillonnage. Nous avons donc 
utilisé les paramètres épidémiologiques estimés par Pleydell et al. (2018) dans tous nos travaux. 
Cependant, ces estimations ont été réalisées à partir de données d’incidence à l’échelle de la 
parcelle. Pour être plus précis, il pourrait être intéressant de réaliser de nouveau les estimations des 
paramètres épidémiologiques avec le modèle généticospatio-temporel en échantillonnant des 
données à l’échelle de l’arbre sur plusieurs années. 
 
2.1.2. Simulation de l’épidémie 
 Améliorer la simulation des dates et de la probabilité de détection 
Les stratégies de gestion implémentées dans notre modèle requièrent parfois de prospecter 
plusieurs fois un même verger au cours d’une année. Dans nos simulations, les dates de prospection 
de ce verger sont tirées aléatoirement dans la période d’observation, ce qui n’est pas le cas en 
réalité. En effet, les dates de prospections sont établies judicieusement afin de maximiser les chances 
de détecter des arbres infectés qui étaient asymptomatiques (ou qui avaient des symptômes 
difficilement visibles) lors de prospections précédentes. Ainsi, les prospections visuelles sont 
réparties pour surveiller les arbres dans différentes conditions (par exemple à divers moments de la 
période de prospection sur fleurs et feuilles, ou bien dans diverses conditions météorologiques). 
L’intérêt de prospecter plusieurs fois par an un même verger est donc surement sous-estimé dans 
nos simulations. Pour y remédier, les dates des prospections dans le modèle pourraient être 
réparties de manière plus homogène dans le temps. 
Par ailleurs, la probabilité de détecter un arbre infecté dans notre modèle est la même pour tous les 
arbres et cette probabilité est constante dans le temps. Or en réalité, cette probabilité de détection 
peut être différente en fonction de l’organe prospecté (fleur, feuille), de l’âge du verger et de l’âge 
de l’infection car ces facteurs peuvent influer sur la visibilité des symptômes. Le processus de 
détection des hôtes symptomatiques intégré dans le modèle pourrait donc être adapté pour 
permettre de prendre en compte l’évolution des symptômes au cours du temps (en faisant par 
exemple varier la probabilité de détection en fonction du mois de l’année et donc du stade végétatif 
des arbres). De plus, les observations des arbres symptomatiques sont simulées de manière 
indépendante dans notre modèle, ce qui a surement entrainé une surestimation du taux de 
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détection (dans les vergers, lorsqu’un arbre infecté n’est pas détecté lors d’une campagne de 
surveillance, il n’est pas rare qu’il ne soit également pas détecté lors de la prospection suivante). 
 
 Simuler plus précisément la structure du paysage 
Dans cette étude, nous avons réalisé des simulations sur des paysages comportant 400 parcelles plus 
ou moins agrégées. Bien que cet aspect permette d’obtenir des résultats plus génériques qu’avec 
l’étude de Rimbaud et al. (2018a) qui proposait une optimisation sur un paysage unique, des 
caractéristiques du paysage qui influencent la dispersion du virus pourraient encore être intégrées 
dans le modèle (Brunker et al. 2018; Ostfeld et al. 2005). Ainsi, des structures paysagères telles que 
les montagnes, les lacs, les rivières, les forêts ou encore les routes pourraient être représentées dans 
le paysage. Elles pourraient agir comme des barrières ou des corridors qui empêcheraient ou 
favoriseraient la dispersion du virus. De plus, des zones comprenant des espèces hôtes du puceron 
pourraient être simulées : la dispersion du virus sur les parcelles cultivées voisines serait alors 
accentuée. Il peut être difficile de prendre en compte ces caractéristiques du paysage dans le cas 
d’une étude générique, mais la possibilité de les prendre en compte dans le modèle peut devenir 
rapidement intéressante lorsque l’on souhaite réaliser des simulations à partir d’un paysage réel 
(pour optimiser les stratégies de gestion d’une épidémie dans une région particulière par exemple). 
Dans l’article 4, nous avons analysé l’influence de la taille du paysage sur différentes stratégies de 
gestion en répliquant un paysage réel. Du fait du temps de calcul qui augmente rapidement avec le 
nombre de parcelles prises en compte, nous avons par la suite optimisé la stratégie de gestion 
seulement pour des paysages simulés composés de 400 parcelles (article 6). Cependant, la taille du 
paysage étudié pourrait avoir des conséquences sur les résultats des optimisations. En effet, une 
stratégie tendant vers l’éradication n’aura pas nécessairement la même influence sur la VAN suivant 
la taille du paysage. Ainsi, sur un petit paysage, une surveillance renforcée ou des arrachages massifs 
couteront cher et ne seront pas compensés par les bénéfices obtenus dans une zone non infectée. A 
l’inverse, sur un grand paysage infecté de façon hétérogène, les mesures de gestion pourraient se 
traduire par des coûts inférieurs aux bénéfices obtenus dans une zone non infectée du paysage. Le 
processus d’introduction simulé dans notre modèle limite cet effet car le virus est régulièrement 
introduit dans des zones indemnes par la plantation de vergers infectés. En revanche, la taille du 
paysage pourrait influencer la VAN dans des situations où la rareté des introductions garantit qu’une 
proportion suffisante du paysage reste indemne du virus. 
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Pour finir, pour réaliser des simulations en limitant le temps de calcul, le modèle utilisé dans cette 
thèse fonctionne à l’échelle du verger. Au cours d’une simulation, nous ne connaissons que le 
pourcentage d’arbres infectés de chaque parcelle, mais nous ignorons la position des arbres infectés 
dans les vergers. Ceux-ci sont considérés répartis uniformément sur la surface du verger, alors que 
les arbres infectés par le PPV au sein d’un verger sont généralement agrégés (Dallot et al. 2003; 
Gottwald et al. 1995, 2013). Dans notre modèle, si les arbres infectés sont regroupés sur le côté 
d’une parcelle, nous supposons que toutes les parcelles voisines peuvent être infectées avec la 
même probabilité. Or, la probabilité que la parcelle la plus proche du groupe d’arbres infectés soit 
infectée devrait être plus élevée que pour les autres parcelles. Pour être plus précis, il pourrait être 
intéressant de reprogrammer le modèle à l’échelle de l’arbre, notamment si l’objectif est de simuler 
la dispersion d’un pathogène à travers des parcelles de formes et de tailles variées. 
 
 Adapter le modèle de simulation à différentes maladies 
L’approche globale PESO présentée dans l’article 1 est générique, néanmoins, nous l’avons ici 
appliquée à la sharka qui présente des caractéristiques spécifiques. Pour transposer cette démarche 
à une autre maladie épidémique, il est nécessaire d’estimer les paramètres épidémiologiques  de 
cette maladie (afin de définir leurs domaines de définition) en étudiant ses caractéristiques 
(vecteurs, mode de transmission, dynamique épidémique, etc.) ainsi que la réponse de ses hôtes à 
l’infection (périodes d’incubation et de latence, visibilité des symptômes, etc.). Des paysages doivent 
également être simulés pour que les caractéristiques des parcelles composées de plantes hôtes 
soient réalistes (taille, forme et niveau d’agrégation des parcelles). Enfin, l’étape la plus complexe 
consiste à modifier la simulation des modalités de gestion si des méthodes de lutte autres que la 
surveillance, l’arrachage, et l’interdiction de plantation existent pour cette maladie et à adapter les 
mécanismes du modèle aux caractéristiques de la maladie. Dans notre modèle les hôtes sont par 
exemple caractérisés par 5 statuts différents au cours d’une simulation (« sains », 
« infecté », « infectieux cachés », « infectieux détecté » et « arraché ») car il a été montré pour la 
sharka que la période d’incubation et de latence était de même durée (Rimbaud et al. 2015a). 
Cependant, pour adapter la démarche PESO à une maladie qui cause des symptômes après que 
l’hôte soit infectieux (ou l’inverse), un statut doit être ajouté au modèle.  
Le processus PESO présenté dans cette thèse pourrait être par exemple adapté à la tristeza (qui 
cause des dommages sur les agrumes notamment en Espagne, au Portugal et en Floride) car elle 
présente des caractéristiques similaires à la sharka. En effet, cette maladie, causée par un pathogène 
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de quarantaine, fait l’objet de contraintes réglementaires obligatoires : la méthode de lutte est 
également l’arrachage des arbres contaminés. De plus, sa transmission se fait par le biais de 
pucerons ou par la plantation de matériel infecté (produit en pépinière). Néanmoins, des différences 
notables avec la sharka entraineraient une modification du modèle. Par exemple, à la différence de la 
sharka, le virus de la tristeza des agrumes est transmis par pucerons sur le mode semi-persistant (le 
puceron acquiert rapidement le virus et peut le transmettre directement à un autre hôte, et ce 
durant une trentaine de minutes). La fonction de dispersion du modèle devra alors être changée. De 
plus, la simulation de la gestion doit être adaptée car la surveillance de cette maladie se fait 
moyennant des techniques biologiques, sérologiques et moléculaires. 
 
2.1.3. Optimisation de la gestion d’une épidémie 
 Optimiser la gestion sur la base d’un risque épidémique 
Dans l’article 4, les résultats des analyses de sensibilité ont montré que le paramètre qui correspond 
à la connectivité de la parcelle de première introduction a une forte influence sur la VAN (pour le 
paysage le plus agrégé, ce paramètre est d’ailleurs le 3ème plus influent parmi l’ensemble des 
paramètres épidémiologiques et de gestion). Ce résultat s’explique facilement : si la maladie est 
introduite dans une parcelle très connectée, l’épidémie risque de se répandre vite et les dommages 
seront importants. La stratégie de gestion de l’épidémie pourrait donc être réfléchie en prenant en 
compte un indice de risque épidémique des parcelles. Pour cela, la fréquence des prospections ou le 
seuil d’arrachage des vergers pourraient être définis en fonction du risque encouru pour chaque 
parcelle, et du risque qu’elle fait peser sur les autres si elle est contaminée. Par exemple, on pourrait 
accorder plus d’attention aux parcelles connectées les unes aux autres (l’indice de risque serait ici 
défini par la connectivité des parcelles). Nous pourrions nous inspirer de travaux qui proposent un 
échantillonnage basé sur le risque, développés pour des maladies spécifiques (te Beest et al. 2011; 
Gottwald et al. 2013; Hyatt-Twynam et al. 2017; Meentemeyer et al. 2011; Robinet et al. 2012) ou 
dans un cadre plus générique (Ostfeld et al. 2005; Parnell et al. 2014). 
 
 Développer des stratégies de gestion adaptatives dans le temps 
Dans les différents travaux effectués au cours de ma thèse, la simulation de la dispersion du 
pathogène et de sa gestion se déroule sur une période de 30 ans. La VAN est calculée sur cette même 
période et correspond à la somme actualisée (taux d’actualisation de 4%) des marges brutes de 
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chaque année, ce qui implique qu’une plus grande importance est accordée à la marge brute des 
premières années de l’épidémie qu’aux dernières. Le critère économique d’optimisation que nous 
avons utilisé favorise donc des marges brutes élevées les premières années de l’épidémie (Figure 
1A). Cependant, les stratégies optimisées pourraient ne pas être adaptées aux dernières années de 
l’épidémie alors qu’on peut penser que les Prunus, et sans doute la sharka, seront encore présents 
en France au-delà de la 30ème année. Par ailleurs, le scénario de gestion optimal d’une épidémie 
pourrait varier dans le temps. Ainsi, pour une épidémie installée, une stratégie requérant de 
nombreuses prospections pourrait être utile quelques années pour limiter la dispersion de la maladie 
et faire diminuer la prévalence ; cependant, il est possible que cette stratégie ne soit plus optimale 
par la suite : une gestion moins stricte pourrait alors être moins couteuse mais tout aussi efficace 
épidémiologiquement.  
Pour pallier ce problème, la stratégie de gestion d’une épidémie pourrait varier au cours du temps en 
fonction de l’état épidémique des parcelles dans le paysage (i.e. en permettant aux paramètres de 
gestion de prendre des valeurs différentes au cours du temps). Pour cela, il serait intéressant de 
développer une méthode qui permette d’optimiser les paramètres de gestion au cours du temps.  
Dans un premier temps, nous pourrions optimiser un enchainement de plusieurs scénarios de 
gestion pour lesquels les paramètres seraient estimés au début de l’épidémie (Figure 1B). Cette 
approche permettrait de proposer une gestion optimisée pour un ensemble d’épidémies (avec 
la VAN̅̅ ̅̅ ̅̅  ou la VAN10%̅̅ ̅̅ ̅̅ ). Cependant, elle impliquerait de multiplier le nombre de paramètres de 
gestion par le nombre de scénarios de gestion appliqués. Le temps de calcul peut alors rapidement 
devenir important. 
Alternativement, les paramètres de gestion pourraient être optimisés au cours du temps en fonction 
de l’état épidémique des parcelles, c’est-à-dire en intégrant en temps réel les données relatives à 
l’état sanitaire des cultures (Figure 1C). Avec cette approche, l’optimisation des paramètres de 
gestion serait réalisée sur un paysage réel (l’état sanitaire des parcelles serait donc connu grâce aux 
données de surveillance). Les paramètres de gestion seraient optimisés comme dans l’article 6, c’est-
à-dire en réalisant plusieurs itérations composées chacune de plusieurs réplicats d’épidémies, mais 
en partant toujours du même état épidémique des parcelles (dans l’article 6, l’état initial des 
parcelles était défini par la simulation de 5 ou 15 ans d’épidémie avant l’optimisation de la gestion). 
Ce processus pourrait être utile en pratique pour les gestionnaires du risque : à chaque pas de temps, 
ils mettraient à jour leur base de données sur l’état épidémique des parcelles (à partir des données 
de surveillance), mais également sur l’apparition, la disparition ou la modification de forme d’un 
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verger. Une nouvelle stratégie de gestion pourrait alors être identifiée pour un paysage donné.  Pour 
faciliter la mise en place d’un tel processus à l’échelle nationale, on pourrait imaginer que 
l’optimisation de la gestion se fasse chaque année sur des bassins de production différents (i.e. si le 
pas de temps est de 5 ans, la gestion serait optimisée pour 20% des régions chaque année). De plus, 
pour améliorer la précision des simulations, les données de surveillance pourraient être utilisées à 
chaque pas de temps pour inférer les valeurs des paramètres épidémiologiques (voire les erreurs de 
prédiction du modèle) et les réajuster. Néanmoins, l’estimation de ces paramètres épidémiologiques 
demande une quantité de travail importante au niveau méthodologique. 
 
Figure 3 : Méthodes d’optimisation des paramètres de gestion d’une épidémie au cours du temps (exemple avec un pas 
de temps de 5 ans). 
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2.2. Quelle place pour les modèles épidémiologiques dans la gestion 
des maladies ? 
Nous avons vu dans la partie précédente que les résultats d’un modèle peuvent être incertains car ils 
font l’objet de nombreuses hypothèses. Les modèles sont néanmoins de plus en plus utilisés car ils 
permettent d’apporter des réponses qu’il est difficile (voire impossible) d’obtenir avec des essais sur 
le terrain, notamment lorsque l’on souhaite analyser l’efficacité de stratégies de gestion des maladies 
à grande échelle (cf. introduction). 
En France, des modèles statistiques sont par exemple utilisés par les membres du réseau en charge 
de la surveillance biologique du territoire (chambres d’agriculture, instituts techniques, FREDON, 
coopératives, etc.) pour donner des prévisions de maladies directement aux agriculteurs et à leurs 
conseillers. Pour chaque filière, ces membres se chargent de rédiger le Bulletin de Santé du Végétal 
avec des conseils de culture basés sur ces prévisions (Alim’agri 2015, Michel et al. 2016, 2017). Les 
stratégies de surveillance et de gestion des maladies à l’échelle nationale peuvent également être 
élaborées à l’aide de modèles avec le soutien et l’expertise de l’Anses (Agence nationale de sécurité 
sanitaire de l’alimentation, de l’environnement et du travail) ou des instituts de recherche comme 
l’INRA. Ainsi, l’Anses a centralisé les données de surveillance de la bactérie Xylella fastidiosa à 
l’échelle nationale (ANSES 2018 ; de Jerphanion et al. 2016 ; Legendre et al. 2017). Ces données ont 
été utilisées dans des travaux de modélisation menés par l’INRA pour comprendre la dynamique de 
la bactérie et envisager les conséquences de différents scénarios de surveillance et de lutte (ANSES 
2018 ; Soubeyrand et al. 2018). Les résultats obtenus pourraient permettre à la DGAL d’élaborer et 
de réviser le plan de surveillance (B.O. agri 2017) et le plan d’urgence (B.O. agri 2018) pour contrôler 
cette bactérie qui affecte de nombreuses plantes cultivées. Un autre exemple est celui de la saisine 
de l’Anses sur l’évaluation des mesures d’urgence destinées à prévenir la propagation du nématode 
du pin dans l’Union européenne (Anses 2015). Dans ce cadre, un modèle a été développé pour 
simuler la dispersion de l’insecte vecteur, la transmission du nématode du pin et enfin la coupe des 
arbres sur une surface de rayon croissant. Le modèle a notamment montré l’inefficacité de 
l’arrachage des arbres dans un rayon de 500m autour d’un arbre infecté (qui est pour l’instant 
appliqué ; EPPO 2009). Ces résultats vont être pris en compte par la DGAL et une nouvelle norme 
devrait être publiée rapidement. (X. Tassus, communication personnelle). Pour finir, ma thèse 
(financée par l’INRA et l’Anses), apporte des éléments qui pourraient être pris en compte par la DGAL 
pour améliorer la gestion de la sharka. 
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Néanmoins, bien que le système mis en place en France (annexe 1) semble efficace pour gérer de 
nombreuses maladies, les modèles n'ont pas été largement utilisés pour la gestion des organismes 
nuisibles de quarantaine pour soutenir la prise de décision en matière de santé des plantes (Suffert 
et al. 2016). Cela peut s’expliquer par le fait que les résultats des recherches scientifiques basées sur 
des modèles sont parfois difficiles à interpréter par les gestionnaires. En effet, les gestionnaires 
peuvent se demander à quel point les hypothèses du modèle peuvent influencer les résultats 
obtenus. Le choix d’une stratégie de gestion n’est donc pas toujours évident et le processus de 
réflexion peut être très long car les intérêts des différents acteurs de la filière (arboriculteurs, 
pépiniéristes, CTIFL, DGAL pour le cas de la sharka) peuvent diverger. De plus, les acteurs impliqués 
dans ce processus ont chacun leurs compétences ; le dialogue peut donc être difficile. 
Pour pallier la difficulté de communication entre scientifiques et gestionnaires du risque, les modèles 
doivent tenir compte des incertitudes, et celles-ci doivent pouvoir être facilement interprétées. Dans 
cette thèse, nous avons par exemple choisi de présenter la moyenne des résultats de nos 
simulations, ainsi que la moyenne du plus faible décile des résultats. Ce dernier critère prend en 
compte l’aversion au risque des acteurs. Il a été choisi en considérant que les arboriculteurs 
n’accepteraient pas une stratégie de gestion qui conduise trop souvent à une faible VAN. De rares 
études ont également proposé des résultats tenant compte du niveau d’aversion au risque des 
gestionnaires (Cunniffe et al. 2015b, 2016), mais la plupart présentent des résultats basés sur la 
moyenne. Pour certains modèles, d’autres critères d’incertitude pourraient être développés à l’instar 
de ceux présentés par les modèles météorologiques : par exemple, Météo-France communique les 
prévisions estimées les plus probables parmi différents scénarios, et fournit en complément un indice 
de confiance pour les prévisions à partir du quatrième jour (Météo France, 2018). De plus, pour 
rendre les modèles accessibles, certaines études ont développé des plateformes interactives sur 
internet (Cunniffe et al. 2015b). Néanmoins, les scientifiques peuvent être réticents à développer ce 
genre d’interfaces, qui peuvent être mal utilisées, mal interprétées et ensuite blâmées pour les 
mauvaises prédictions dans leur application. L’implication des gestionnaires du risque dans la 
construction des modèles pourrait alors être une option intéressante, en les impliquant par exemple 
aux moments clés des programmes de recherche. 
Pour résumer, les modèles pourraient être mieux valorisés en favorisant les échanges entre 
gestionnaires du risque et scientifiques et en consolidant le lien entre tous les acteurs de la gestion 
des maladies, comme cela se fait déjà lors de conférences, de réunions de réseaux ou via des 
partenariats (DigitAg, 2018; EFSA, 2018). 
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Annexe 1 
 
Les organismes en charge de l’élaboration et de l’application des stratégies de gestion contre les 
épidémies 
En France, la gestion des épidémies se fait tout d’abord au niveau national par le biais du ministère 
de l’agriculture et de l'alimentation. Le ministère est divisé en 3 directions dont la Direction générale 
de l'alimentation (DGAL 2014). « La DGAL veille à la sécurité et à la qualité des aliments à tous les 
niveaux de la chaîne alimentaire, ainsi qu’à la santé et à la protection des animaux et des végétaux ». 
La DGAL élabore le dispositif juridique correspondant à ses missions et en contrôle l’application. Au 
niveau international, elle assure la promotion des modèles alimentaire, sanitaire et phytosanitaire 
français (Alim’agri 2018b). Pour atteindre ses objectifs, la DGAL travaille en coordination avec les 
services de l’État dans les régions et départements avec les différents acteurs concernés : 
professionnels du monde agricole, associations, consommateurs, etc. » (Alim’agri 2018b). 
Pour mettre en œuvre ses actions sur le terrain, la DGAL s'appuie sur les services déconcentrés de 
l'État (DGAL 2014) comme les directions régionales de l'alimentation, de l'agriculture et de la forêt 
(DRAAF). Au sein de la DRAAF, les services régionaux de l’alimentation (SRAL) mettent en œuvre la 
politique de la DGAL (DRAAF PACA 2015). En particulier, les SRAL participent à la coordination des 
plans d’intervention sanitaire d’urgence départementaux, font appliquer la règlementation relative à 
la surveillance biologique du territoire et au maintien du bon état sanitaire des végétaux, et veillent à 
la mise en place de l’ensemble des dispositifs régionaux de surveillance. La surveillance est 
coordonnée et/ou réalisée par la FREDON (Fédération régionale de défense contre les organismes 
nuisibles) en verger et en pépinières (FREDON 2018). 
Afin d’améliorer le dispositif de gestion des maladies, l’ensemble des organismes présentés ci-dessus 
travaillent en collaboration avec des organismes indépendants tels que l’ANSES (Agence nationale de 
sécurité sanitaire de l’alimentation, de l’environnement et du travail). L’ANSES fournit un appui 
scientifique et technique pour l’élaboration des plans de surveillance et contribue ainsi à la qualité de 
la surveillance réalisée par les services de l’État. Elle précise également les modalités les plus 
adaptées pour assurer la pertinence et la fiabilité des données collectées. L’ANSES collabore 
également avec des organismes comme l’INRA qui réalise des recherches finalisées en épidémiologie. 
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Abstract 
How to identify effective strategies to manage the epidemics impacting crops? 
The answer to this question is not obvious because of the complexity of epidemics (they 
simultaneously depend on biological processes, patch organization in the landscape, and human 
interventions). To answer that question, models can be used because of their ability to simulate 
many scenarios. Indeed, they can enable to estimate epidemiological parameters, to assess the 
efficiency of different management strategies and to optimize them. 
In this context, we developed a generic framework for in silico optimization of plant disease 
management strategies at the landscape scale. This framework is based on (i) the characterization of 
the epidemic dynamics to estimate its key parameters, (ii) the use of a spatially explicit model to 
simulate the dynamics and management of this disease and (iii) the use of numerical optimization 
methods to identify efficient management strategies. Here, we apply this approach to sharka, caused 
by Plum pox virus. This disease has a worldwide impact on the Prunus industry and is associated with 
huge management costs in many countries. In France, the management strategy for this disease 
principally consists of orchard surveillance, removal of trees that might contribute to the epidemic 
propagation, and plantation bans. 
My PhD indicates that some strategies should be more profitable than the one currently applied in 
France. These strategies require less orchard surveillance and do not impose any plantation ban. It 
turns out that some of these strategies are efficient for all tested landscape types, which may be 
interesting in practice for risk managers. This approach was applied to the sharka, but could be 
transposed to optimize the management of other epidemics. 
Keywords: epidemiology, management strategies, modeling, optimization, landscape. 
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Résumé 
Comment identifier des stratégies efficaces pour gérer les épidémies affectant les cultures ? 
La réponse à cette question n’est pas évidente du fait de la complexité des épidémies (elles 
dépendent à la fois de processus biologiques, de l’organisation des parcelles dans le paysage, et des 
interventions humaines). Pour y répondre, des modèles peuvent être utilisés en raison de leur 
capacité à simuler de nombreux scénarios. En effet, ils peuvent permettre d’estimer des paramètres 
épidémiologiques, d’évaluer l'efficacité de différentes stratégies de gestion et de les optimiser. 
Dans ce contexte, nous avons développé une approche générique pour optimiser in silico la gestion 
d’une maladie des plantes à l’échelle du paysage. Cette approche est basée sur (i) la caractérisation 
de la dynamique épidémique pour estimer ses paramètres clés, (ii) l'utilisation d’un modèle 
spatialement explicite pour simuler la dynamique et la gestion de cette maladie,et (iii) l'utilisation de 
méthodes d'optimisation numérique pour identifier des stratégies de gestion efficaces. Ici, nous 
appliquons cette approche à la sharka, causée par le Plum pox virus. Cette maladie a un impact 
mondial sur la filière Prunus et est associée à d'importants coûts de gestion dans de nombreux pays. 
En France, la stratégie de gestion de cette maladie repose notamment sur la surveillance des vergers, 
l’arrachage des arbres pouvant contribuer à la propagation de l’épidémie, et des restrictions de 
plantation. 
Ma thèse indique que certaines stratégies devraient être plus rentables que celle actuellement 
appliquée en France. Ces stratégies nécessitent moins de surveillance des vergers et n’imposent 
aucune restriction de plantation. Il s'avère que certaines de ces stratégies sont efficaces pour tous les 
types de paysage testés, ce qui peut être intéressant en pratique pour les gestionnaires du risque. 
Cette approche a été appliquée à la sharka, mais elle pourrait être transposée pour optimiser la 
gestion d’autres épidémies. 
Mots clés : épidémiologie, stratégies de gestion, modélisation, optimisation, paysage. 
