I § 1. Introduction
pin are non-atomic probability measures on the same measurable space (S, 317), and let m= rt A -a denote the total mass of the sub-probability measure A the largest measure [5] based on the mass M of the supremum of the measures; each gives a quantative generalization of a well-known cake-cutting inequality of Urbanik [10] and of Dubins and Spanier [2] .
dominated by each of the measures The main purpose of this note is to prove the following result. It is easy to see that for n=2, both inequalities (1) and (2) are identical (since in that case m +M=2), but that for n>2 neither implies the other. Since m=1M=1 .i=ii for all i, j= 1, n both inequalities (1) and (2) give quantitative generalizations of a well-known "cake-cutting" result of Urbanik [10] and of Dubins and Spanier [2] which state that if pi = it) for some i*j, then there is a measurable partition {A 1 }7,, of S satisfying for all i=1, n.
(In the cake-cutting interpretation of these inequalities, S represents a cake which must be divided among n people, and it(A) represents the value of piece A to person i; the reader is referred to [2] or [5] 
Two of the tools in the proof of Theorem 1 are a generalization of Lyapounov's Convexity Theorem due to Dvoretzky et al. [3] and an application of the convexity theorem by Neyman which solved Fisher's "Problem of the Nile"; both results are recorded here for convenience, and the reader is referred to [2] for more details concerning these and related results.
The other main tool in the proof is an "inversion principle", which allows any small equipartition value t to be transformed into a new large value t', and vice versa. For the remainder of this paper /2,, ..., pn are probability measures, and i = (1, 1, , 1) .
Proposition 2.3 (Inversion Principle
).
ilePR(/2). =(1-e1)1(n-1)EPR(ji).
Proof Fix a=(a,, ...,a")EPR(It), and let {A,}7 =1 be any element (partition) in
..,n, Lemma 2.2 (with k = n -1 and S= A i) implies the existence of an .97-measurable (n-1)-partition of A, satisfying
Letting Bj= U {Ai, 1 n), it follows easily that
Since {By.;= ,e/7", this implies that ( -1' -1)EPR(A). u
Note that a small implies a' is large (and vice versa) and that a"*a. The useful aspect in this paper is that in general a' lies outside the convex hull of a and the unit coordinate vectors. 
Proof of Theorem I
Together, Lemma 2.1 (convexity) and Proposition 2.3 imply that If the measures have atoms, convexity and all the inequalities (1)-(3) may fail; analogs of the convexity theorem and (3) based on the maximum atom mass are contained in [4] and [7] . Similarly, if the measures are no longer assumed to be probability measures, again (1)-(3) may fail; [6] contains an analog of (3) based on the total masses of the measures (the constant n -1 is replaced by n' times the harmonic mean of the total masses of the measures). § 3. Applications
In the classification problem of statistical decision theory, the minimax risk R(p i , p,) of probability distributions p p p. can also be expressed (see [5] ) as pn)= 1 -sup (min pi (A): i n so Theorem 1 has the following immediate consequence.
Corollary 1., If p i , p,, are non-atomic probability distributions, then the minimax risk in the corresponding classification problem is at most (n -2 + m)/(n -1 +m), and this bound is best possible.
In [1] and [5] , an application of (2) was made to the problem of distributing k indivisible objects to n people via lotteries, and a similar application can be made of (1).
Acknowledgement. The author is grateful to the referee for suggesting emphasis of the inversion principle, and for several other suggestions and comments. In 52, the applications of prophet inequalities to inequalities involving functionals other than M or V are given, with attention focused on the fundamental prophet inequality [23] (1) If X 1 ,X 2 ,... are independent and nonnegative, then M 2V, and this bound is sharp.
(Analogous applications of other prophet inequalities to similar problems are left to the reader.) Section 3 contains proofs of two optimal-ordering results of Hill and Hordijk [11] .
§2. APPLICATIONS OF PROPHET INEQUALITIES
The initial discovery and application of prophet inequalities such as (1) were made by Krengel and Sucheston in conjunction with investigations of semiamarts and processes with finite value [22, 23] . In this section, other applications of the basic inequality (1) are given to several optimal-stopping problems and an iterated map problem.
For the main application theorem, which follows immediately from (1), let U = U(X1 ,X2 ,...) be any (real-valued) functional of X 1 ,X2 ,... . (More formally, U is a function from C, the set of infinite sequences of probability distributions, to the real numbers. In practice, U is usually Borel measurable, with C endowed with the product topology induced by the total-variation norm topology on the space of probability distributions.) Theorem 2.1. Let X1 ,X2 ,... be independent nonnegative random variables. Then (For a formal definition, including stochastic permutaions 7, see [9] .) Corollary 2.2. Let X i ,X2 ,... be independent nonnegative random variables. Then (i) (Hill [9] ) US -' 2V; and (ii) M 2Us . Moreover, the bound in (i) is sharp.
(Whether or not the constant "2" in (ii) is a sharp bound is not known to the author.) Inequality (i) says that a player may never do better than double his expected value by rearranging the order of a given sequence of random variables. Inequality (ii) is immediate from (1) and the fact that U s V; only the question of its sharpness is of interest. Proof. The inequalities follow immediately from (1); the sharpness of (i) is in [16] . To see that the bound in (ii) is sharp, let X i be constant +1, and let X 2 be a "long shot" [12] given by P(X 2 = E -1 ) =E =1 -P(X 2 =0), Then M = 2-c, and UN = Us = 1. u
Application to "Look-Ahead" Stop Rules Let U A,k be the value of the sequence X 1 ,X 2 ,... to a player free to use stop rules s which allow looking ahead k steps (i.e., integer-valued measurable functions satisfying {s = j} E c(X 1 ,...,X j+k ), so UA,k = UA,k (X1,X 2 ,...) = sup{EX s : s is a k-step "look-ahead" stop rule}.
Corollary 2.4. Let X 1 ,X2 ,... be independent nonnegative random variables, and let k be a positive integer. Then (i) U A,k 2V; and (ii) M 5 2UA,k.
Moreover, both bounds are sharp.
Proof. The inequalities follow immediately from (1).
To see that (i) is sharp, let X 1 = constant +1. X 2 = = X3(.4.1 = constant 0, and let X k+2 be a "long shot" with P(X k+2 = E -1 ) = e = 1 -P(X k+2 = 0); then U A,k = 2-E and V = 1. To see that (i) is sharp, let X1 E +1, X 2 E E Xk+2 = 0, and let Xk+3 be the "long shot" random variable just described; then M = 2-c and
Thus (i) says that a player able to look k steps into the future never has optimal expected return more than twice that of a player who cannot look ahead, and (ii) says that a prophet's optimal expected return is never more than twice that of a player who may look a HILL Then E(max{X 1 ,...,X n }) = E((1) n (X n' ...,X 1 )), and V(X 1 ,...,X n ) = E(tp n (X n1 )), so the finite version of (1) may be restated as 
PROOFS OF TWO RESULTS IN ORDER SELECTION
The purpose of this section is to give proofs of two results, both concerning optimal stopping with order selection, which appear in [11] without proof. Tr is a permutation of E41.
Similarly, conditioning on X E (a,l] and using the fact that given X E (a,l], the conditional distribution where the first equality follows as in (6), and the inequality since T(aY,aX,c) is the optimal stop rule (by Lemma 2.1 of [3] ) for (aY,aX,c). Together (6) and (7) 
where Z is uniform (a,1] (and independent of Y,X).
From (9) and (10) follows the inequality corresponding to (8) given that X E (a,1], which together with (8) yields (5) and completes the proof. [27] E. Samuel-Cahn. Prophet inequalities for threshold rules for independent random variables, to appear in Proc. 4th Purdue Symposium on Decision Theory.
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Abstracts of papers by T.P. Hill which were partially supported by NSF Grant DMS 86-01608. articles, etc.), the first significant digit is more likely to be a low number than a high number. In this study, a statistical analysis of the frequencies of the first and second digits of "random" sixdigit numbers guessed by people suggests that people's responses share some of the properties of Benford's Law: first digit 1 occurs much more frequently than expected; first digit 8 or 9 occurs much less frequently; and the second digits are much more uniformly distributed than the first. Abstract. Optimal-partitioning and minimax risk inequalities are obtained for the classification and multi-hypotheses testing problems.
Special attention is paid to location parameter families with a monotone optimality property (including families with the monotone likelihood ratio property), and best-possible bounds for the minimax risk are obtained. Results for general continuous distributions, and for distributions with symmetric unimodal densities are also obtained.
