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RESTRICTIONS OF SL3 MAASS FORMS TO MAXIMAL FLAT
SUBSPACES
SIMON MARSHALL
Abstract. Let ψ be a Hecke-Maass cusp form on a cubic central simple algebra over Q. We
apply arithmetic amplification to improve the local bound for the L2 norm of ψ restricted
to maximal flat subspaces.
1. Introduction
Let S be the globally symmetric space SL3(R)/SO(3). Let Γ ⊂ SL3(R) be an arithmetic
congruence lattice arising from a central simple algebra over Q, and let X = Γ\S (see Section
2 for definitions). X is a Riemannian orbifold of finite volume, and a manifold if Γ is torsion
free. Let ψ be a Hecke-Maass cusp form on X , that is to say a cuspidal eigenfunction of
the full ring of invariant differential operators and the Hecke operators. We assume that
‖ψ‖2 = 1. We also assume that the spectral parameter of ψ is of the form tλ, where t > 1
and λ ∈ B∗, and B∗ is a fixed compact regular subset of a∗.
Let Ω ⊆ X be a compact set. Let E ⊂ Ω be a ball of radius 1 inside a maximal flat
subspace of S. It was proven in Theorem 1.2 of [15] that ‖ψ|E‖2 ≪B∗,Ω t
3/4, and moreover
that this bound is sharp on the compact globally symmetric space SU(3)/SO(3) which is
dual to S. Note that Theorem 3 of [6] and the L∞ bound of [17] also provide bounds of
this form with exponents of 1 and 3/2 respectively. In this paper, we apply arithmetic
amplification to improve this exponent further.
Theorem 1.1. For any 0 < δ < 1/12000, there is C = C(B∗,Ω, δ) > 0 such that ‖ψ|E‖2 ≤
Ct3/4−δ.
We have chosen this particular restriction problem because it is one of only two cases in
which we can restrict to a maximal flat subspace and observe a regime change, or kink point,
in the local bound for the Lp norm of the restricted eigenfunction. The other case is a geodesic
on a surface, treated in [14]; see Theorem 1.2 of [15] for the proof of this classification. Both
of these features simplify the problem, as the flatness prevents us from having to use the
nonabelian Fourier transform on the subspace, and the presence of a regieme change lies
behind the strong bound we are able to prove for the ‘off-diagonal’ oscillatory integrals in
Proposition 4.3. It would be interesting to see whether Theorem 1.1 could be used to prove
a power saving for the global Lp norms of ψ for small p as in [1, 5, 18].
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1.1. Outline of the proof. We shall prove Theorem 1.1 in the same way as the main
theorem of [14]. We shall use standard notations defined in Section 2. Choose a compact set
Ω ⊂ SL3(R). If we fix a real-valued function b ∈ C
∞
0 (a), it suffices to estimate the norm of
bψ = b(H)ψ(g exp(H)) ∈ L2(a), uniformly for g ∈ Ω. We shall do this by estimating 〈bψ, φ〉
for φ ∈ L2(a) of norm one.
To prove such an estimate, we shall construct an SO(3)-biinvariant function kt ∈ C
∞
0 (SL3(R))
whose Harish-Chandra transform ht is non-negative on the spectral parameters of unitary
representations, satisfies ht(tλ) ≥ 1, and is concentrated nearWtλ. Form the kernel function
K(x, y) =
∑
γ∈Γ
kt(x
−1γy)
on Γ\SL3(R). The integral operator on L
2(X) with kernel K(x, y) is then an approximate
spectral projector onto eigenfunctions with spectral parameter tλ. We write the spectral
decomposition of L2(X) as
L2(X) =
∫
Vπdπ,
where each Vπ is a one dimensional space spanned by an eigenform ψπ (which may be an
Eisenstein series or an iterated residue thereof). We assume that ψ ∈ {ψπ}. If we let the
spectral paramater of ψπ be λπ, the kernel K(x, y) has the spectral expansion
K(x, y) =
∫
ht(λπ)ψπ(x)ψπ(y)dπ.
If we form the integral∫∫
a
bφ(H1)bφ(H2)K(g exp(H1), g exp(H2))dH1dH2,
substituting the spectral and geometric expansions of K(x, y) gives
(1)
∑
γ∈Γ
∫∫
a
bφ(H1)bφ(H2)kt(exp(−H1)g
−1γg exp(H2))dH1dH2
=
∫
ht(λπ)|〈ψπ, bφ〉|
2dπ ≥ |〈ψ, bφ〉|2,
which is analogous to a relative trace formula for the subgroup A.
We shall need to apply the identity (1) in two different ways. We define the Fourier
transform on L2(a) by
f̂(µ) =
∫
a
f(H)e−iµ(H)dH.
Let β be a parameter satisfying 1 ≤ β ≤ t1/2. For µ ∈ a∗, define H(µ, β) ⊂ L2(a) to be the
space of functions whose Fourier support lies in the ball of radius β around µ with respect
to the norm ‖ · ‖ defined in Section 2.2. Define
Hβ =
⊕
w∈W
H(wtλ, β).
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If we choose kt to be sufficiently small that only the identity contributes to (1), and let
φ ∈ H⊥β have norm 1, analysing the resulting integral allows us to prove the bound
(2) 〈bψ, φ〉 ≪ǫ t
3/4β−1/4+ǫ.
This shows that the main contribution to ‖bψ‖2 comes from those frequencies near Wtλ.
The exact statement we prove is Proposition 5.1. The bound (2) is purely local, and does
not use the arithmeticity of Γ or ψ. However, it does require asymptotics for the spherical
functions on SL3 that are strongly uniform in the group variable, which are taken from
Theorems 1.3 and 1.4 of [15].
We bound 〈bψ, φ〉 for φ ∈ H(wtλ, β) of norm 1 by applying a technique known as arithmetic
amplification, which amounts to introducing a Hecke operator in the identity (1). This
method was introduced as a way of bounding L∞ norms of Maass forms on GL2 by Iwaniec
and Sarnak in [12]. It has since been used by many authors to bound L∞ norms of Maass
forms on other groups (see for instance [2, 3, 4, 11]), which may be thought of as bounding
the L2 norms of their restrictions to points. This paper is the second time the method has
been applied to restrictions to submanifolds of positive dimension, with the first being [14].
We shall give an outline of the amplification method. We let T be a Hecke operator, and
apply T T ∗ to K(x, y) in the first variable. The identity corresponding to (1) is now
(3)
∑
γ∈T T ∗Γ
C(γ)
∫∫
a
bφ(H1)bφ(H2)kt(exp(−H1)g
−1γg exp(H2))dH1dH2
=
∫
ht(λπ)|〈T ψπ, bφ〉|
2dπ ≥ |〈T ψ, bφ〉|2,
where T T ∗Γ is the set of isometries appearing in T T ∗, and C(γ) is the coefficient of
γ ∈ T T ∗Γ. We choose T so that its eigenvalue on ψ is large, and it should have small
eigenvalues on the remaining ψπ by the orthogonality of systems of Hecke eigenvalues. The
term ‘amplification’ comes from this way in which T picks out ψ from the collection {ψπ}.
We prove in Section 6 that the oscillatory integrals appearing in (3) are small unless g−1γg
is very close to A. In Section 4, we use a diophantine argument to show that there are
few γ such that this happens. This argument is taken from an unpublished paper of Lior
Silberman and Akshay Venkatesh, and we thank the authors for permission to reproduce it
here. Combining these gives the bound
(4) 〈bψ, φ〉 ≪ t3/4−δβ9/4,
where we may take any 0 < δ < 1/1200. The exact statement we prove is Proposition 4.1.
Combining (2) and (4) with β = t2δ/5 gives Theorem 1.1.
2. Notation
Throughout the paper, the notation A≪ B will mean that there is a positive constant C
such that |A| ≤ CB, and A ∼ B will mean that there are positive constants C1 and C2 such
that C1B ≤ A ≤ C2B.
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2.1. Division algebras and adelic groups. We let A be the adeles of Q, and Af the finite
adeles. Let D be a cubic central simple algebra over Q. We denote the reduced norm on D
by nr, and denote the kernel of nr by D1. We let D× and D1 be the algebraic groups over
Q such that D×(Q) = D× and D1(Q) = D1. We denote the center of D× by Z, and define
G = D/Z. We denote D ⊗Q Qv by Dv. We denote D
×(Qv) by D
×
v , and likewise for the
other groups we have introduced. Let Sf be a finite set of finite places containing all places
at which D is ramified. We choose an isomorphism φv : Dv ≃M3(Qv) for every v /∈ Sf . We
shall implicitly identify D×v with GL3(Qv) via φv for v /∈ Sf .
Let R ⊂ D be a maximal order. We define Rp = R ⊗Z Zp ⊂ Dp for every prime p. Rp is
a maximal order in Dp for all p, and for p /∈ Sf we choose φp so that φp(Rp) = M3(Zp). We
let Kf = ⊗pKp be a maximal compact subgroup of D
×(Af). We assume that Kp ⊆ R
×
p for
all p, and that Kp = R
×
p for p /∈ Sf . We define K∞ = φ
−1
∞ (SO(3)), and let K = K∞ ⊗Kf .
For each p, we define dgp to be the Haar measure on D
×
p that assigns mass 1 to R
×
p . We
define dzp to be the Haar measure on Zp that assigns mass 1 to Z
×
p , and let dgp be the
quotient measure on Gp. We choose Haar measures dg∞, dz∞, and dg∞ on D
×
∞, Z∞, and
G∞, and denote the product measures by dg, dz, and dg.
Define X = D×(Q)\D×(A)/KZ(A). X is compact iff D 6≃ M3(Q). If X is an orbifold,
we resolve any difficulties in talking about differential operators on X by passing to a cover
that is a manifold.
2.2. Lie groups and algebras. We define A to be the subgroup of SL3(R) consisting of
diagonal matrices with positive entries, and let ZA be the centraliser of A in M3(R). We
define N to be the subgroup of strictly upper triangular matrices. We denote the Lie algebras
of SL3(R), N , A, and SO(3) by g, n, a and k respectively. We denote the roots of a in g by
∆, and the set of positive roots corresponding to n by ∆+. We denote the set of regular and
singular points in a and a∗ by ar, as, etc. We let M andM
′ be the centraliser and normaliser
of a in SO(3), and define the Weyl group W = M ′/M .
We equipM3(R) with the standard Euclidean norm as a 9-dimensional vector space, which
we denote by ‖ · ‖. We obtain a positive definite norm on g from ‖ · ‖ under the natural
restriction, as well as a norm on a∗ by duality. We shall also denote these norms by ‖ · ‖,
the particular one we are using will be clear from the context. We let Bn, Ba, and Bk be
the unit balls in n, a, and k with respect to ‖ · ‖. We let d(·, ·) be the left invariant metric
on SL3(R) associated to ‖ · ‖. The Killing form on g will always be denoted by 〈 , 〉, and we
give S the Riemannian structure determined by 〈 , 〉.
The identification φ∞ gives an identification of G∞ with SL3(R), and we implicitly transfer
all the definitions we have made here to G∞.
2.3. Hecke algebras. If p /∈ Sf , we let Hp denote the space of functions in C
∞
0 (GL3(Qp))
that are bi-invariant underKp. It is an algebra under convolution with respect to the measure
dgp. If ϕ ∈ Hp, we denote its adjoint operator by ϕ
∗, which satisfies ϕ∗(g) = ϕ(g−1). If
(a, b, c) ∈ Z3, we define Kp(a, b, c) ⊂ GL3(Qp) to be the double coset
Kp(a, b, c) = Kp

 pa pb
pc

Kp,
and let Φp(a, b, c) ∈ Hp be the characteristic function of Kp(a, b, c).
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We let H be the space of functions in C∞0 (D
×(Af)) that are bi-invariant under Kf . We
shall frequently identify Hp with a subagebra of H in the natural way. If (a, b, c) ∈ (Q
×)3,
define K(a, b, c) ⊂ D×(Af) to be
K(a, b, c) =
⊗
p∈Sf
Kp ⊗
⊗
p/∈Sf
Kp(ordp(a), ordp(b), ordp(c)),
and let Φ(a, b, c) ∈ H be the characteristic function of K(a, b, c). We will sometimes implic-
itly identify Φ(a, b, c) and K(a, b, c) with their images in G under central integration and
projection. The action of ϕ ∈ H on a function f on D×(Q)\D×(A) is given by the usual
formula
ϕf(x) = f ∗ ϕ∨(x) =
∫
D×(Af )
f(xg)ϕ(g)dg,
where ϕ∨(g) = ϕ(g−1).
2.4. Spherical functions. If µ ∈ a∗, we define ϕµ to be the corresponding spherical function
on G∞. If k ∈ C
∞
0 (G∞), we define its Harish-Chandra transform by
k̂(µ) =
∫
G∞
k(g)ϕ−µ(g)dg∞.
If k ∈ C∞0 (G∞) is K-biinvariant, we denote its adjoint by k
∗, which satisfies k∗(g) = k(g−1).
2.5. Maass forms. Let ψ be a cuspidal Hecke-Maass form onX , that is to say an eigenfunc-
tion of the ring of invariant differential operators and of the Hecke algebras Hp for p /∈ Sf .
We assume that ‖ψ‖2 = 1. We let the spectral parameter of ψ be tλ, where t > 0 and
λ ∈ B∗, and B∗ is a fixed compact subset of a∗r.
3. Constructing an amplifier
Let p /∈ Sf be a prime. In this section, we construct an element Tp ∈ Hp that will form
part of the amplifier T . We begin with the following relation in Hp.
Lemma 3.1. We have
Φp(1, 0, 0) ∗ Φp(1, 1, 0) = Φp(2, 1, 0) + (p
2 + p+ 1)Φp(1, 1, 1).
Proof. As Φp(1, 0, 0) ∗ Φp(1, 1, 0) must be supported on those double cosets Kp(a, b, c) with
a+ b+ c = 3 and a, b, c ≥ 0, we must have
(5) Φp(1, 0, 0) ∗ Φp(1, 1, 0) = aΦ(1, 1, 1) + bΦp(2, 1, 0) + cΦp(3, 0, 0)
for some a, b, and c ∈ R. Taking adjoints gives
Φp(−1, 0, 0) ∗ Φp(−1,−1, 0) = aΦp(−1,−1,−1) + bΦp(−2,−1, 0) + cΦp(−3, 0, 0),
and it follows that c = 0 as there can be no matrices whose entries have denominator p3 in
the support of Φp(−1, 0, 0) ∗ Φp(−1,−1, 0).
If we translate (5) by p−1I we obtain
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(6) Φp(1, 0, 0) ∗ Φp(−1, 0, 0) = aΦ(0, 0, 0) + bΦp(1, 0,−1),
and it may be easily shown that
dgp(Kp(1, 0, 0)) = p
2 + p+ 1, dgp(Kp(1, 0,−1)) = (p
2 + p)(p2 + p + 1).
Evaluating (6) at the identity gives
a = Φp(1, 0, 0) ∗ Φp(−1, 0, 0)(e) = ‖Φp(1, 0, 0)‖
2
2 = p
2 + p+ 1.
Integrating (6) over GL3(Qp) gives
dgp(Kp(1, 0, 0))
2 = a + b dgp(Kp(1, 0,−1)),
and it follows that b = 1.

Lemma 3.1 implies that if we define a(ψ, p) and b(ψ, p) by
Φp(1, 0, 0)ψ = a(ψ, p)pψ, Φp(2, 1, 0)ψ = b(ψ, p)p
2ψ,
then we cannot have both |a(ψ, p)| ≤ 1/2 and |b(ψ, p)| ≤ 1/2. We define
(7) Tp =
{
Φp(1, 0, 0)/a(ψ, p)p if |a(ψ, p)| > 1/2,
Φp(2, 1, 0)/b(ψ, p)p
2 otherwise.
It follows that Tpψ = ψ for all p /∈ Sf . We shall need the following bound for the coefficients
in the expansion of TpT
∗
p .
Lemma 3.2. Write
TpT
∗
p =
∑
a≥b≥c
α(a, b, c)Φp(a, b, c).
If α(a, b, c) 6= 0 then we have
(8) α(a, b, c)≪ pc−a
where the implied constant is absolute. Moreover, one of the three pairs of inequalities
−1 ≤ a, b, c ≤ 2 and a + b+ c = 2,(9)
−2 ≤ a, b, c ≤ 2 and a + b+ c = 0,
−2 ≤ a, b, c ≤ 1 and a + b+ c = −2,
holds.
Proof. If we define
Φp = p
−1Φp(1, 0, 0) + p
−2Φp(2, 1, 0)
and write
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(10) Φp ∗ Φ
∗
p =
∑
a≥b≥c
β(a, b, c)Φp(a, b, c),
then we have β(a, b, c) ≥ 0 and |α(a, b, c)| ≤ 2β(a, b, c). The bounds (9) on a, b, and c may be
proven on a case by case basis by taking determinants, and taking adjoints and considering
denominators as in Lemma 3.1.
We shall bound β(a, b, c) using the spherical transform. Define Ap : GL3(Qp)→ Z
3 to be
the p-adic Iwasawa A co-ordinate with respeect to the standard collection of subgroups, and
let
ρ : Z3 → Z
(a, b, c) 7→ a− c
be the half sum of the positive roots. We define the function ϕ0 by
ϕ0(g) =
∫
Kp
pρ(Ap(kg))dkp,
so that ϕ0 is the spherical function with trivial Satake parameter. It follows from Proposition
7.2 of [7] that
Φp(1, 0, 0) ∗ ϕ0 = Φp(1, 1, 0) ∗ ϕ0 = 3pϕ0.
Combining this with Lemma 3.1 gives Φp(2, 1, 0) ∗ ϕ0 = (8p
2 − p− 1)ϕ0, and so
(Φp ∗ Φ
∗
p) ∗ ϕ0 = (11− p
−1 − p−2)2ϕ0.
Taking only one term in the expansion (10) and evaluating at the identity gives
β(a, b, c)(Φp(a, b, c) ∗ ϕ0)(e) ≤ (11− p
−1 − p−2)2.
We have
(Φp(a, b, c) ∗ ϕ0)(e) =
∫
Kp(a,b,c)
ϕ0(g
−1)dgp
=
∫
Kp(a,b,c)
pρ(A(g
−1))dgp
≥ pa−c,
and (8) now follows.

4. Amplification of periods along flats
Fix a real-valued function b ∈ C∞0 (a) with supp(b) ⊆ Ba. Let Ω ⊂ G∞ be a compact
set, let g0 ∈ Ω, and let bψ denote the function b(H)ψ(g0 exp(H)) ∈ L
2(a). This means
that we are restricting ourselves to flat subspaces contained in the identity component of
X . This entails no loss of generality, as we may treat the other connected components by
first translating ψ by an element of G(Af ). (In fact, the Hasse-Schilling norm theorem (see
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Theorem 33.15 of [16]) and the fact that D1 satisfies strong approximation imply that an
element of (R ⊗Z Af )
× will suffice.) If we let w ∈ W and φ ∈ H(wtλ, β) satisfy ‖φ‖2 = 1,
where H(wtλ, β) is as in Section 1.1, we shall prove the following bound for 〈bψ, φ〉.
Proposition 4.1. For any ǫ > 0 there is C = C(B∗,Ω, ǫ) > 0 such that
〈bψ, φ〉 ≤ Ct3/4−1/1200+ǫβ9/4.
To prove Proposition 4.1, we may assume without loss of generality that w = 1 as the other
cases are identical. Fix a real-valued non-negative function h ∈ C∞(a∗) of Paley-Wiener type
that satisfies h(0) = 1. Define h0t by
h0t (µ) =
∑
w∈W
h(wµ− tλ),
and let k0t be the K-biinvariant function on G∞ with Harish-Chandra transform h
0
t . The
Paley-Wiener theorem of Gangolli [9] implies that k0t is of compact support that is uniform
in tλ, and may be chosen to be arbitrarily small. We define kt = k
0
t ∗ (k
0
t )
∗, and ht = k̂t.
Assume that supp(kt(exp(H))) ⊆ Ba.
Let 1 ≤ N ≤ t be an integer to be chosen later, and define T to be the Hecke operator
T =
∑
1≤p≤N
Tp
where Tp is as in (7). If we define T (ψ) to be the scalar by which T acts on ψ, the equations
Tpψ = ψ for p /∈ Sf imply that T (ψ) ≫X,ǫ N
1−ǫ. We shall estimate 〈bψ, φ〉 by estimating
〈T ψ, bφ〉. If g ∈ G∞, we define the integral
I(t, φ, g) =
∫∫
a
bφ(H1)bφ(H2)kt(exp(−H1)g exp(H2))dH1dH2.
We suppose that b and ht are chosen so that I(t, φ, g) = 0 unless d(g, e) ≤ 1. The main
amplification inequality that we shall use is the following.
Lemma 4.2. We have
(11) |〈T ψ, bφ〉|2 ≤
∑
γ∈G(Q)
|(T T ∗)(γ)I(t, φ, g−10 γg0)|.
Proof. Consider the function
K(x, y) =
∑
γ∈G(Q)
ktT T
∗(x−1γy)
on G(A)×G(A). We have
∫∫
a
bφ(H1)bφ(H2)K(g0 exp(H1), g0 exp(H2))dH1dH2 =
∑
γ∈G(Q)
(T T ∗)(γ)I(t, φ, g−10 γg0).
We write the spectral decomposition of L2(X) as
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L2(X) =
∫
Vπdπ,
where each Vπ is a one dimensional space spanned by an eigenform ψπ (which may be an
Eisenstein series or an iterated residue thereof). We assume that ψ ∈ {ψπ}. If we let the
spectral paramater of ψπ be λπ, the identity kt = k
∗
t implies that
π(kt)ψπ = ψπ
∫
G∞
kt(g)ϕλpi(g)dg∞
= ψπ
∫
G∞
kt(g)ϕλpi(g
−1)dg∞
= ψπ
∫
G∞
kt(g)ϕ−λpi(g)dg∞
= ht(λπ)ψπ.
The spectral expansion of K(x, y) is therefore
K(x, y) =
∫
ht(λπ)(T ψπ)(x)(T ψπ)(y)dπ,
which implies that
(12)
∫∫
a
bφ(H1)bφ(H2)K(g0 exp(H1), g0 exp(H2))dH1dH2 =
∫
ht(λπ)|〈T ψπ, bφ〉|
2dπ.
Unitarity implies that all spectral parameters in the integral satisfy ht(λπ) = |h
0
t (λπ)|
2 ≥ 0.
Dropping all terms in (12) but ψ and using the inequality ht(tλ) ≥ 1 gives the lemma.

We shall estimate (11) with the aid of two propositions. The first says that the only
significant contribution to (11) comes from those γ ∈ G(Q) ∩ supp(T T ∗) for which g−10 γg0
is near MA.
Proposition 4.3. We have
(13) |I(t, φ, g)| ≪ t3/2+ǫβ9/2
for all g and any ǫ > 0. If d(g,MA) ≥ t−1/2+ǫβ1/2 for some ǫ > 0, we have
(14) |I(t, φ, g)| ≪ t−A.
The implied constants depend on B∗, ǫ, and A where applicable.
The second proposition bounds the number of isometries that map E close to itself. If
x ∈ R is nonzero, denote its image in G(Q) by x. If g ∈ G∞, a, b, c ∈ Q
×, n ∈ Z>0, and
κ > 0, we define
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M(g, a, b, c, κ) = {γ ∈ G(Q) ∩K(a, b, c)|d(g−1γg, e) ≤ 1, d(g−1γg,MA) ≤ κ},
M(g, a, b, c, κ) = |M(g, a, b, c, κ)|,
and
L(g, n, κ) = {x ∈ R||nr(x)| = n, d(g−1xg, e) ≤ 1, d(g−1xg,MA) ≤ κ},
L(g, n, κ) = |L(g, n, κ)|.
The following three results allow us to bound M(g, a, b, c, κ).
Lemma 4.4. If a, b, c ∈ Z>0 are relatively prime to Sf and satisfy (a, b, c) = 1, we have
M(g, a, b, c, κ) ≤ L(g, abc, κ).
Proof. Suppose γ ∈ M(g, a, b, c, κ). If x ∈ R is a primitive element that projects to γ, then
xp must be primitive in Rp for all p. We have
xp ∈ KpZp ⊆ R
×
p Zp, p ∈ Sf ,
xp ∈ Kp(ordp(a), ordp(b), ordp(c))Zp, p /∈ Sf .
The primitivity of xp and the condition (a, b, c) = 1 imply that
xp ∈ Rp, p ∈ Sf ,
xp ∈ Kp(ordp(a), ordp(b), ordp(c)), p /∈ Sf ,
so that |nr(x)| = abc. It follows that x ∈ L(g, abc, κ). Because distinct elements of
M(g, a, b, c, κ) have distinct elements of L(g, abc, κ) assigned to them, the result follows.

Proposition 4.5. There is C = C(Ω) > 0 such that if g ∈ Ω and κ ≤ Cn−24, then
L(g, n, κ)≪Ω,ǫ n
ǫ.
Proof. Suppose that x ∈ L(g, n, κ). The assumptions that d(g−1xg, e) ≤ 1 and g ∈ Ω imply
that x lies in a compact set Ω′ ⊂ G∞ depending on Ω. Combined with the assumption that
|nr(x)| = n, this gives ‖x‖ ≪Ω n
1/3.
The assumption n(g−1xg,MA) ≤ κ gives
(15) inf{‖x− z‖ | z ∈ gZAg
−1} ≤ C ′κn1/3
for some C ′ depending only on Ω. Lemma 4.6 below implies that there is C > 0 depending
on Ω such that if κ ≤ Cn−24, then L(g, n, κ) must be contained in a cubic subfield F ⊂ D.
As x ∈ R ∩ F , x must lie in the ring of integers OF of F , and as the reduced norm nr
on D agrees with the norm N on F we must have |N(x)| = n. The condition ‖x‖ ≪Ω n
1/3
implies that the image of x under all archimedean embeddings of F must be ≪Ω n
1/3, and
the number of algebraic integers in F satisfying these conditions may easily be seen to be
≪Ω,ǫ n
ǫ, uniformly in F .

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The following lemma is taken from an unpublished paper of Lior Silberman and Akshay
Venkatesh. We thank the authors for permission to reproduce it here.
Lemma 4.6. Let S ⊂ D∞ be an R-subalgebra isomorphic to R
3. For C > 0 sufficiently
small depending on R, and any X > 1 and 0 < ǫ < 1, the set of x ∈ R satisfying
(16) ‖x‖ ≤ X, inf{‖x− s‖ | s ∈ S} ≤ ǫ
is contained in a subalgebra F ⊂ D of dimension at most 3 as long as
(17) ǫX71 < C.
Proof. Fix an integral basis {vi}
9
i=1 of R. If (α1, α2, α3, α4) ∈ D
4, define P (α1, . . . , α4) by
expressing each αi in the basis {vi}, combining the resulting vectors into a 4×9 matrix, and
taking the sums of the squares of the 4 × 4 minors. This makes P : D4 → Q a polynomial
map of degree 8, with integral coefficients with respect to R, such that P (α1, . . . , α4) = 0
exactly when α1, . . . , α4 span a linear subspace of dimension ≤ 3.
Let F be the Q-algebra generated by those x ∈ R satisfying (16). It is clear that F is in
fact spanned by monomials in such x of length at most 9 = dimQD. Each such monomial y
lies in R, and satisfies the bounds
(18) ‖y‖ ≪ X9, inf{‖y − s‖ | s ∈ S} ≪ X8ǫ.
Take y1, . . . , y4 ∈ R satisfying (18). There are z1, . . . , z4 ∈ S such that ‖yi− zi‖ ≪ X
8ǫ, and
so P (y1, . . . , y4)≪ (X
9)7X8ǫ = X71ǫ. On the other hand, if P (y1, . . . , y4) 6= 0 then we must
have |P (y1, . . . , y4)| ≥ 1 by the condition that P had integral coefficients with respect to R.
It follows that if a condition of the form (17) holds for C as stated, then y1, . . . , y4 span a
Q-linear space of dimension at most 3. It follows that F has dimension at most 3, which
completes the proof.

With these results, we may now estimate (11). In the calculation occupying the rest of
this section, all implied constants will depend on B∗, Ω, and ǫ. We have
T T ∗ =
∑
p 6=q≤N
TpT
∗
q +
∑
p≤N
TpT
∗
p .
We may bound ∑
γ∈G(Q)
∑
p 6=q≤N
|TpT
∗
q (γ)I(t, φ, g
−1
0 γg0)|
by the sum of four expressions, the first of which is
∑
p 6=q≤N
∑
γ∈G(Q)
1
pq
Φ(pq, p, 1)(γ)|I(t, φ, g−10 γg0)|.
The bound (14) and our assumption that N ≤ t allow us to restrict the sum over γ to
M(g0, pq, p, 1, t
−1/2+ǫβ1/2). If we assume that N ≤ t1/600, we may combine Lemma 4.4,
Proposition 4.5, and the bound (13) to obtain
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∑
γ∈G(Q)
Φ(pq, p, 1)(γ)|I(t, φ, g−10 γg0)| ≪ t
3/2+ǫβ9/2.
We therefore have
(19)
∑
p 6=q≤N
∑
γ∈G(Q)
1
pq
Φ(pq, p, 1)(γ)|I(t, φ, g−10 γg0)| ≪ t
3/2+ǫβ9/2
∑
p 6=q≤N
1
pq
≪ t3/2+ǫβ9/2.
The other three expressions we must consider are similar, but with Φ(pq, p, 1)/pq replaced
with Φ(p2q, p, 1)/p2q, Φ(pq2, pq, 1)/pq2, and Φ(p2q2, pq, 1)/p2q2 respectively. We may bound
them in the same way using our assumption that N ≤ t1/600 .
The analysis of the TpT
∗
p terms is similar. Lemma 3.2 implies that we must consider terms
of the form Φ(pa, pb, 1)/pa with a ≥ b ≥ 0, and the inequalities (9) imply that a+ b+ c ≤ 6.
Arguing as above using the bound N ≤ t1/600 gives∑
γ∈G(Q)
|TpT
∗
p (γ)I(t, φ, g
−1
0 γg0)| ≪ t
3/2+ǫβ9/2.
If we sum over p and combine this with (19), we obtain∑
γ∈G(Q)
|(T T ∗)(γ)I(t, φ, g−10 γg0)| ≪ Nt
3/2+ǫβ9/2,
and Lemma 4.2 gives
〈T ψ, bφ〉 ≪ N1/2t3/4+ǫβ9/4.
The bound T (ψ)≫X,ǫ N
1−ǫ gives 〈ψ, bφ〉 ≪ N−1/2t3/4+ǫβ9/4. Choosing N = t1/600 completes
the proof of Proposition 4.1.
5. Bounds away from the spectrum
Let Hβ be as in Section 1.1, and let φ ∈ H
⊥
β satisfy ‖φ‖2 = 1. In this section, we prove
the following bound for 〈bψ, φ〉.
Proposition 5.1. For any ǫ > 0 there is C = C(B∗,Ω, ǫ) > 0 such that 〈bψ, φ〉 ≤
Ct3/4β−1/4+ǫ.
Proof. If we apply Lemma 4.2 with T chosen to be the characteristic function of a sufficiently
small open subgroup of G(Af), depending on Ω, then only γ = 1 will make a nonzero
contribution to the sum. This gives
|〈ψ, bφ〉|2 ≪Ω
∣∣∣∣
∫∫
a
bφ(H1)bφ(H2)kt(exp(H2 −H1))dH1dH2
∣∣∣∣ .
If we define pt(H) = kt(exp(H)), we may rewrite this as |〈ψ, bφ〉|
2 ≪Ω |〈pt ∗ bφ, bφ〉|.
For ν ∈ a∗ and C ≥ 0, we define B(Wν,C) to be the union of the balls of radius C
around the points in Wν with respect to ‖ · ‖. Write bφ = φ1 + φ2, where φ̂1 is supported
on B(Wtλ, β/2) and φ̂2 is supported on a
∗ \ B(Wtλ, β/2). Because b was a fixed smooth
function, we have ‖φ1‖2 ≪A β
−A. We have
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〈pt ∗ bφ, bφ〉 = 〈pt ∗ φ1, φ1〉+ 〈pt ∗ φ2, φ2〉
≤ OA(β
−A)‖p̂t‖∞ + sup
µ/∈B(Wtλ,β/2)
|p̂t(µ)|.
The result now follows from the lemma below.

Lemma 5.2. We have ‖p̂t‖∞ ≪B∗ t
3/2, and
(20) p̂t(µ)≪B∗,ǫ t
3/2β−1/2+ǫ
for µ /∈ B(Wtλ, β/2).
Proof. The first assertion is proven in Section 3 of [15], or can be deduced easily from the
bound
kt(exp(H))≪B∗ t
3
∏
α∈∆+
(1 + t|α(H)|)−1/2
proven in Lemma 2.6 of [15]. We shall prove (20) with the aid of two asymptotic formulae for
ϕtν taken from [15]. Let B
∗
0 be a compact subset of a
∗
r that contains an open neighbourhood
of B∗. In the rest of the proof, all implied constants will depend on B∗0 unless otherwise
stated. For H ∈ a we define
‖H‖s = inf{‖H − Z‖|Z ∈ as}.
We may apply Theorems 1.3 and 1.4 of [15] to deduce that if H ∈ 2Ba and ν ∈ B
∗
0 , we have
(21) ϕtν(exp(H))≪
∏
α∈∆+
(1 + t|α(H)|)−1/2,
and there are functions fw ∈ C
∞((2Ba ∩ ar)× B
∗
0 × R>0) for w ∈ W such that
(22)
(
∂
∂H
)n
fw(H, ν, t)≪n ‖H‖
−n
s
∏
α∈∆+
(t|α(H)|)−1/2
and
(23) ϕtν(exp(H)) =
∑
w∈W
fw(H, ν, t) exp(itν(wH)) +OA((t‖H‖s)
−A)
∏
α∈∆+
(t|α(H)|)−1/2.
Let χ be the characteristic function of the set of points in a that are at distance at most
2 from as. Fix a function b0 ∈ C
∞
0 (a) with integral 1 and supp(b0) ⊆ Ba. If we define
b1 = χ ∗ b0, we have b1(H) = 1 if ‖H‖s ≤ 1. Fix a function b2 ∈ C
∞
0 (a) with supp(b2) ⊂ 2Ba
that is equal to 1 on Ba. Our assumption that supp(kt(exp(H))) ⊆ Ba implies that
p̂t(µ) =
∫
a
b2(H)kt(exp(H))e
−iµ(H)dH.
We have the trivial bound
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(24)
∫
a
b2(H)ϕtν(exp(H))e
−iµ(H)dH ≪ 1,
where the implied constant is independent of B∗0 , and (21) gives
(25)
∫
a
b2(H)ϕtν(exp(H))e
−iµ(H)dH ≪ t−3/2
for ν ∈ B∗0 . If we could prove that
(26)
∫
a
b2(H)ϕtν(exp(H))e
−itµ(H)dH ≪ǫ t
−3/2β−1/2+ǫ
for µ /∈ B(Wλ, β/2t) and ν ∈ B(Wλ, β/4t), then (20) would follow by combining (24) –
(26), inverting the Harish-Chandra transform, and using the rapid decay of ht away from
the set Wtλ as in the proof of Lemma 4.4. of [14] or Lemma 2.6 of [15].
We decompose the LHS of (26) as
∫
a
b2(H)b1(βH)ϕtν(exp(H))e
−itµ(H)dH
+
∞∑
n=1
∫
a
b2(H)(b1(2
−nβH)− b1(2
−n+1βH)))ϕtν(exp(H))e
−itµ(H)dH.
The bound (21) implies that the first integral is ≪ǫ t
−3/2β−1/2+ǫ as in Section 2.5 of [15].
As ν ∈ B∗0 for t large, we may estimate the second integral by applying (23). We shall only
consider the term w = e, as the others are identical. We wish to estimate∫
a
b2(H)(b1(2
−nβH)− b1(2
−n+1βH)))fe(H, ν, t) exp(it(ν − µ)(H))dH.
After replacing H with 2nβ−1H this becomes
(27) 22nβ−2
∫
a
b2(2
nβ−1H)(b1(H)− b1(2H)))fe(2
nβ−1H, ν, t) exp(it2nβ−1(ν − µ)(H))dH.
Our assumptions on µ and ν imply that t2nβ−1‖ν − µ‖ ≥ 2n−2, and (22) implies that all
derivatives of the amplitude factor in (27) are
≪ t−3/2β3/22−3n/2
∏
α∈∆+
|α(H)|−1/2.
Integrating by parts once, we obtain
(27)≪ t−3/2β−1/22−n/2
∫
b2(2
nβ−1H)(b1(H)− b1(2H)))
∏
α∈∆+
|α(H)|−1/2dH
≪ǫ t
−3/2β−1/2+ǫ2(−1/2−ǫ)n.
Summing over n completes the proof.
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6. Oscillatory integrals
We now prove the bounds of Proposition 4.3 for I(t, φ, g). We continue to use the notation
introduced earlier in the paper, with the exceptions that B∗ now denotes a fixed compact
subset of a∗r that contains an open neighbourhood of the set B
∗ used earlier, and we now set
K = SO(3). If ν ∈ a∗, we let Hν ∈ a denote the element dual to it under the Killing form.
We write the Iwasawa decomposition on SL3(R) as
(28) g = n(g) exp(A(g))k(g) = exp(N(g)) exp(A(g))k(g).
We begin by calculating a certain derivative of the function A.
Lemma 6.1. Let g ∈ SL3(R) have Iwasawa decomposition g = nak. If H1, H2 ∈ a, then
∂
∂s
〈H1, A(g exp(sH2))〉
∣∣∣
s=0
= 〈H1,Ad(k)H2〉.
Proof. We have
∂
∂s
〈H1, A(g exp(sH2))〉
∣∣∣
s=0
=
∂
∂s
〈H1, A(k exp(sH2))〉
∣∣∣
s=0
=
∂
∂s
〈H1, A(exp(sAd(k)H2))〉
∣∣∣
s=0
= 〈H1,Ad(k)H2〉.

For g ∈ SL3(R), let Φg : K → K be the map sending k to k(kg).
Lemma 6.2. Φg is a diffeomorphism that depends smoothly on g.
Proof. The smoothness of the Iwasawa decomposition implies that Φg is smooth, and depends
smoothly on g. The inclusion
(29) Φg(k)g
−1 ∈ NAk
implies that Φg is injective. To prove surjectivity, let k0 ∈ K and define k1 ∈ K by k0g
−1 ∈
NAk1. The condition (29) implies that Φg(k1)g
−1 ∈ NAk1 = NAk0g
−1. This implies that
Φg(k1) ∈ NAk0, so Φg(k1) = k0 and Φg is surjective. If Φ
−1
g is the inverse function, (29)
gives kg−1 ∈ NAΦ−1g (k) which implies that Φ
−1
g is smooth.

If g ∈ NA and m ∈M , we have
(30) Φg(m) = m, Φg(mk) = mΦg(k).
We now estimate two integrals that comprise I(t, φ, g).
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Proposition 6.3. Fix C, ǫ > 0, a compact set DB ⊂ NA, and a function b ∈ C
∞
0 (a) with
supp(b) ⊆ Ba. If k ∈ K and λ, ν ∈ B
∗ satisfy ‖λ− ν‖ ≤ β/t and
(31) k /∈M exp(Ct−1/2+ǫβ1/2Bk),
and g ∈ DB, then we have
(32)
∫
a
b(H) exp(−itλ(H) + itν(A(kg exp(H))))dH ≪A t
−A.
The implied constant depends on B∗, DB, C, ǫ, and the size of the derivatives of b of order
at most n, where n depends on ǫ and A.
Proof. Define
ψ(H, k, g) = λ(H)− ν(A(kg exp(H))), H ∈ Ba, k ∈ K, g ∈ DB,
to be the phase of the integral (32). Throughout the proof, the variables g and H will always
be restricted to DB and Ba respectively. We shall always let Hνψ denote the derivative of ψ
with respect to the variable H . Lemma 6.1 implies that
Hνψ(H, k, g) = 〈Hν , Hλ〉 − 〈Hν ,Ad(Φg exp(H)(k))Hν〉
= 〈Hν , Hλ −Hν〉+ 〈Hν , (1− Ad(Φg exp(H)(k)))Hν〉.(33)
It is proven in Proposition 5.4 of [8] that the function 〈Hν,Ad(k)Hν〉 has a critical point
at the identity, and it follows from Proposition 6.5 of [8] or Proposition 4.4 of [15] that the
Hessian at this critical point is negative definite, uniformly for ν ∈ B∗. It follows that, given
B∗, we may choose an open neighbourhood 0 ∈ U1k ⊂ k such that for X ∈ U
1
k we have
(34) 〈Hν, Hν〉 − 〈Hν, e
ad(X)Hν〉 ∼B∗ ‖X‖
2,
and exp gives a diffeomorphism U1k → U1 := exp(U
1
k ). Let 0 ∈ Uk ⊂ k be an open set such
that exp gives a diffeomorphism Uk → U := exp(Uk), and
(35) U ⊆
⋂
h∈DB exp(Ba)
Φ−1h (U1).
Assume that k /∈MU . Theorem 8.2 of [13] implies that if k0 ∈ K, we have 〈Hν ,Ad(k0)Hν〉 ≤
〈Hν , Hν〉 with equality iff k0 ∈ M . It follows from this and (30) that there exists δ > 0 de-
pending only on B∗ and DB such that
(36) 〈Hν, (1− Ad(Φg exp(H)(k)))Hν〉 > δ.
The condition ‖λ− ν‖ ≤ β/t implies that
(37) |〈Hν, Hλ −Hν〉| ≪B∗ β/t ≤ t
−1/2,
and combined with (33) and (36) this implies that Hνψ ≥ δ/2 for t sufficiently large. The
bound (32) now follows by integration by parts.
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Now assume that k ∈ MU . In the rest of the proof, all implied constants will depend on
B∗ and DB. As ψ(H,mk, g) = ψ(H, k, g) for m ∈M , we may assume that k = exp(X) ∈ U
with X ∈ Uk. The assumption (31) implies that
(38) ‖X‖2 ≥ C2t−1+2ǫβ.
The condition (35) on U implies that Φg exp(H)(k) ∈ U1, and so we may define Y (H, k, g) ∈ U
1
k
by requiring that Φg exp(H)(k) = exp(Y (H, k, g)). Because Φg exp(H) is a smoothly varying
family of diffeomorphisms fixing e, we have ‖Y (H, k, g)‖ ∼ ‖X‖, and hence (34) gives
〈Hν, (1− Ad(Φg exp(H)(k)))Hν〉 = 〈Hν, (1− e
ad(Y (H,g,k)))Hν〉
≫ ‖X‖2.
It follows by combining this with (37) and (38) that Hνψ ≫ ‖X‖
2. Combining (33) and (34)
gives
Hνψ(H, k, g)− 〈Hν , Hλ −Hν〉 ≪ ‖X‖
2,
which implies that Hνψ(H, k, g)−〈Hν, Hλ−Hν〉 vanishes to second order at k = e. It follows
that
Hnν ψ(H, k, g)≪n ‖X‖
2
for n ≥ 2. As t‖X‖2 ≥ C2t2ǫβ, the result now follows by integration by parts with respect
to Hν .

Proposition 6.4. Fix C > 0, 1/10 > ǫ > 0, a compact set DB ⊂ NA, and a function
b ∈ C∞0 (a) with supp(b) ⊆ Ba. If g = na ∈ DB and λ, ν ∈ B
∗ satisfy ‖λ− ν‖ ≤ β/t and
(39) n /∈ exp(Ct−1/2+ǫβ1/2Bn),
then
(40)
∫
a
b(H)e−itλ(H)ϕtν(g exp(H))dH ≪A t
−A.
The implied constant depends on B∗, DB, C, ǫ, and the size of the derivatives of b of order
at most n, where n depends on ǫ and A.
Proof. If we substitute the formula for ϕtν as an integral of plane waves into (40), it becomes∫
a
∫
K
b(H) exp(−itλ(H) + (ρ+ itν)(A(kg exp(H))))dkdH.
Choose a function f ∈ C∞0 (k) with supp(f) ⊆ 2Bk and f(X) = 1 for X ∈ Bk. Let C1 > 0 be a
constant to be chosen later, define b1 ∈ C
∞(K) to be the pushforward of f(C−11 t
1/2−ǫβ−1/2X)
under exp, and define b2 by b2(k) = 1 −
∑
m∈M b1(mk). If t is sufficiently large depending
on C1, we have
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supp(b1) ⊆ exp(2C1t
−1/2+ǫβ1/2Bk),
supp(b2) ⊆ K \M exp(C1t
−1/2+ǫβ1/2Bk).
Proposition 6.3 and the assumption ‖λ− ν‖ ≤ β/t imply that∫
a
∫
K
b2(k)b(H) exp(−itλ(H) + (ρ+ itν)(A(kg exp(H))))dkdH ≪A t
−A.
It therefore suffices to prove that∫
a
∫
K
b1(mk)b(H) exp(−itλ(H) + (ρ+ itν)(A(kg exp(H))))dkdH ≪A t
−A
for m ∈ M , and we assume without loss of generality that m = e. We shall do this by
proving the bound
(41)
∫
K
b1(k) exp(itν(A(kg)))dk ≪A t
−A
for the integrals over K. Note that we have absorbed exp(H) into g after enlarging DB, and
absorbed the factor exp(ρ(A(kg exp(H)))) into b1(k) and suppressed the dependence on H
and g. The implied constants in the above three bounds have the same dependence as (40).
We define the phase functions
ψ(k, g) = ν(A(kg)), k ∈ K, g ∈ NA,
and
ψS(x) = ν(A(x)), x ∈ S.
If X ∈ g, we let XS be the vector field on S whose value at x ∈ S is ∂
∂t
exp(tX)x|t=0. It may
be shown that these vector fields satisfy [XS, Y S] = −[X, Y ]S, where the first Lie bracket
is on S and the second is in g. We choose Xα ∈ gα for each α ∈ ∆ so that the relations
X−α = θXα and 〈Xα, X−α〉 = −1/2 are satisfied, where θ is the Cartan involution on g. If
α ∈ ∆+, we let Kα = Xα +X−α ∈ k. It may be seen that the fields {X
S
α |α ∈ ∆
+} form a
basis for the normal bundle to A in S.
Proposition 5.4 of [8] implies that the set of x ∈ S where the functions {KSαψS|α ∈ ∆
+}
vanish simultaneously is exactly A. The following lemma shows that these functions in fact
form a co-ordinate system transversely to A.
Lemma 6.5. If α, β ∈ ∆+ and x ∈ A, we have XSαK
S
βψS(x) = δαβ〈α, ν〉ψS(x)/2.
Proof. We have
XSαK
S
βψS = K
S
βX
S
αψS + [X
S
α , K
S
β ]ψS.
The first term vanishes, as XSαψS ≡ 0. If α = β then
[XSα , K
S
α ] = −[Xα, Kα]
S = 1
2
HSα ,
and the lemma follows. If α 6= β then [Xα, Kβ] ∈ a
⊥, so along A we have
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[Xα, Kβ]
S ∈ span〈XSγ |γ ∈ ∆
+〉.
As the fields XSγ annihilate ψS, the lemma follows.

Fix a compact set DA ⊂ A such that DB ⊂ NDA, and a second compact set D
′
A ⊂ A that
contains an open neighbourhood of DA. Let Sn be the unit sphere in n with respect to ‖ · ‖.
We have the following corollary of Lemma 6.5.
Corollary 6.6. There exist open sets U ′α ⊂ Sn for each α ∈ ∆
+, and σ, δ > 0, such that
Sn =
⋃
U ′α, and if α ∈ ∆
+ and x ∈ exp([0, σ)U ′α)D
′
A ⊂ S then
(42) |KSαψS(x)| ≥ δ‖N(x)‖,
where N(x) is as in (28). The data U ′α, δ, and σ depend on B
∗ and D′A.
Suppose that g ∈ exp(σBn/2)DA. For each α ∈ ∆
+, we choose a second open set Uα ⊂
Sn such that Uα ⊂ U
′
α and we still have Sn =
⋃
Uα. Let α ∈ ∆
+ be such that g ∈
exp([0, σ/2)Uα)DA. The assumption (39) is equivalent to the bound ‖N(g)‖ ≥ Ct
−1/2+ǫβ1/2,
and we may assume that k ∈ supp(b1) ⊆ exp(2C1t
−1/2+ǫβ1/2Bk). These imply that if C1
is sufficiently small depending on C and DB, we have kg ∈ exp([0, σ)U
′
α)D
′
A, and there is
C2 = C2(C,C1, DB) > 0 such that ‖N(kg)‖ ≥ C2t
−1/2+ǫβ1/2. It follows from (42) that
|Kαψ(k, g)| = |K
S
αψS(kg)| ≥ δ‖N(kg)‖ ≥ δC2t
−1/2+ǫβ1/2
for k ∈ supp(b1). The bound (41) now follows from K
n
αψ(k, g) ≪ C3(B
∗, DB, n), and an
application of Lemma 6.7 below with δ = t−1/2+ǫβ1/2.
Suppose that g ∈ DB \exp(σBn/2)DA. The fact that the simultaneous vanishing set of the
functions KSαψS is exactly A implies that there exists an α ∈ ∆
+, and C4(B
∗, DB, σ) > 0,
such that |Kαψ(k, g)| ≥ C4 for k ∈ supp(b1) and C1 sufficiently small depending on B
∗, DB,
and σ. The proposition again follows by integration by parts.

Lemma 6.7. If b ∈ C∞0 (R) is a cutoff function at scale 1 ≥ δ > 0, and φ ∈ C
∞(R) satisfies
φ′(x)≫ δ, φ(n)(x)≪n 1
for x ∈ supp(b) and n > 1, then∫
b(x)eitφ(x)dx≪A δ(tδ
2)−A.
Proof. We have ∫
b(x)eitφ(x)dx = δ
∫
b(δx)ei(tδ
2)δ−2φ(δx)dx.
The function b(δx) is now a cutoff function at scale 1, and δ−2φ(δx) satisfies
d
dx
δ−2φ(δx)≫ 1,
(
d
dx
)n
δ−2φ(δx)≪n δ
n−2 ≤ 1
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for x ∈ supp(b(δ ·)) and n > 1. The lemma now follows by integration by parts.

We now combine Propositions 6.3 and 6.4 to prove the following, which will imply Propo-
sition 4.3 after inverting the various transforms.
Proposition 6.8. Fix functions b1, b2 ∈ C
∞
0 (a) with supp(bi) ⊆ Ba. If g ∈ SL3(R) and ν,
λ1, λ2 ∈ B
∗ satisfy
d(g, e) ≤ 1 and ‖λi − ν‖ ≤ β/t,
then we have
(43)
∫∫
a
b1(H1)b2(H2)e
it(λ1(H1)−λ2(H2))ϕtν(exp(−H1)g exp(H2))dH1dH2 ≪ t
−3/2+ǫβ3/2
for any ǫ > 0. If we also have d(g,MA) ≥ t−1/2+ǫβ1/2 for some ǫ > 0, then
(44)
∫∫
a
b1(H1)b2(H2)e
it(λ1(H1)−λ2(H2))ϕtν(exp(−H1)g exp(H2))dH1dH2 ≪A t
−A.
The implied constants depend only on B∗, ǫ, and the size of the derivatives of bi of order at
most n, where n depends on ǫ and A.
Proof. If we unfold the integral over K defining ϕtν in the LHS of (43), we obtain the integral
(45)∫∫
a
∫
K
b1(H1)b2(H2)e
it(λ1(H1)−λ2(H2)) exp((ρ + itν)(A(k exp(−H1)g exp(H2)))dkdH1dH2.
Choose constants C1, ǫ > 0, and assume that the variable k in (45) satisfies k /∈M exp(C1t
−1/2+ǫβ1/2Bk).
After writing g exp(H2) = n
′a′k′, we see Proposition 6.3 implies that the partial integral of
(45) with respect to H1 is ≪A t
−A for this fixed value of k and any H2 ∈ Ba. This implies
that we may restrict the integral over K in (45) to M exp(C1t
−1/2+ǫβ1/2Bk), and this gives
the bound (43).
We now prove (44). Let ǫ > 0 be given, and assume that d(g,MA) ≥ t−1/2+ǫβ1/2. We
may assume without loss of generality that ǫ < 1/10. Let g = k1n1a1, and let
exp(H)g = k1(H)n1(H)a1(H)
for H ∈ a. Choose a constant C2 > 0, and assume that k1 /∈M exp(C2t
−1/2+ǫβ1/2Bk). Then
there is an absolute constant κ > 0 such that we have
(46) k1(H) /∈M exp(κC2t
−1/2+ǫβ1/2Bk)
for H ∈ Ba. Let k ∈ K, and consider the integral
(47)
∫∫
a
b1(H1)b2(H2)e
it(λ1(H1)−λ2(H2)) exp((ρ + itν)(A(k exp(−H1)g exp(H2)))dH1dH2.
The condition (46) implies that if C1 is sufficiently small depending on C2, one of
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k /∈M exp(C1t
−1/2+ǫβ1/2Bk)(48)
kk1(−H1) /∈M exp(C1t
−1/2+ǫβ1/2Bk) for all H1 ∈ Ba(49)
must hold. If (48) holds, Proposition 6.3 applied to the integral of (47) over H1 implies
that (47)≪A t
−A. If (49) holds, Proposition 6.3 applied to the integral over H2 also implies
(47)≪A t
−A. Integrating these bounds over K gives (44).
We may therefore assume that k1 ∈ M exp(C2t
−1/2+ǫβ1/2Bk) for any C2 > 0, and hence
that
(50) k1(H) ∈M exp(C2t
−1/2+ǫβ1/2Bk)
for any C2 > 0 and H ∈ Ba. Our assumption that d(g,MA) ≥ t
−1/2+ǫβ1/2 implies that there
is an absolute C3 > 0 such that
(51) d(exp(H)g,MA) ≥ C3t
−1/2+ǫβ1/2
for H ∈ Ba. If C2 is sufficiently small, (50) and (51) imply that there is an absolute C4 > 0
such that d(n1(H), e) ≥ C4t
−1/2+ǫβ1/2 for H ∈ Ba. The result now follows by applying
Proposition 6.4 to the integral of the LHS of (44) over H2 for each fixed H1.

Corollary 6.9. Fix functions b1, b2 ∈ C
∞
0 (a) with supp(bi) ⊆ Ba. Let ν ∈ B
∗, and choose
φ ∈ H(tν, β) with ‖φ‖2 = 1. If g ∈ SL3(R) satisfies d(g, e) ≤ 1, we have∫∫
a
bφ(H1)bφ(H2)ϕtν(exp(−H1)g exp(H2))dH1dH2 ≪ t
−3/2+ǫβ9/2
for any ǫ > 0. If in addition we have d(g,MA) ≥ t−1/2+ǫβ1/2 for some ǫ > 0, then∫∫
a
bφ(H1)bφ(H2)ϕtν(exp(−H1)g exp(H2))dH1dH2 ≪A t
−A.
The implied constants depend only on B∗, ǫ, and the size of the derivatives of bi of order at
most n, where n depends on ǫ and A.
Proof. The follows immediately from Proposition 6.8 after inverting the Fourier transform
and noting that ‖φ̂‖1 ≤ ‖φ̂‖2(4πβ
3/3)1/2 ≪ β3/2.

Proposition 4.3 now follows by inversion of the Harish-Chandra transform as in Section
6.3 of [14] or Lemma 2.6 of [15].
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