Computer networks are becoming more insecure and vulnerable to intrusions and attacks as they are increasingly accessible to users globally. To minimize possibility of intrusions and attacks, various intrusion detection models have been proposed. However, the existing procedures suffer high false alarm, not adequately adaptive, low accuracy and rigid. The detection performance deteriorates when behavior of traffic is changing and new attacks continually emerge. Therefore, the need to update the reference model for any given anomaly-based intrusion detection is necessary to keep up with these changes. Severe changes should be addressed immediately before the performance is compromised. Available updating approaches include dynamic, periodic and regulated. Unfortunately, none considers severity of changes to trigger the updating. This paper proposed an adaptive IDS model using regulated retraining approach based on severity of changes in network traffic. Therefore, retraining can be done as and when necessary. Changes are denoted by ambiguous decisions and assumed to reflect insufficient knowledge of classifiers to make decision. Results show that the proposed approach is able to improve detection accuracy and reduce false alarm.
Introduction
Information is becoming ubiquitous with Internet infrastructure and sensitive information exposure is inevitable. Studies covering the prevention, detection and the forensic aspect of computer network attacks have long being researched on. The prevention techniques such as encryption, Virtual Private Network (VPN) and firewall alone seem to be inadequate. It reduces exposure rather than monitors or eliminates vulnerabilities in computer systems (Ghosh et al., 1998) . Therefore, it is important to have a detecting and monitoring system to protect important data. The outraging incident of Morris Worm in 1988, Code Red in 2001 and followed by SQL Slammer in 2003 (Langin and Rahimi, 2010) had handicapped many organizations including businesses, military, education and others. The importance to safeguard network against confidentiality, integrity and availability (CIA) breaches is an important issue and intrusion detection plays vital role in ensuring a secure network. This increasing importance of computer network security motivates various aspects of security related research that provide new solutions, which might not be achievable by conventional security approaches. An Intrusion Detection System (IDS) is an automated system that can detect a computer system intrusion either by using the audit trail provided by an operating system or by using the network monitoring tools. The main goal of intrusion detection is to detect unauthorized use, misuse and abuse of computers by both system insiders and external intruders (Kim, 2002; Kim et al., 2007) . IDS does not eliminate any preventive mechanism but provides the defense in safeguarding the computer system. In IDS, misuse and anomaly are the two types of detection approaches. Misuse detection can detect known attacks by constructing a set of signatures of attacks while anomaly detection recognizes novel attacks by modeling normal behaviors (Xu and Wang, 2005) . The outcome of this modeling is called reference model. A significant deviation from the model of reference indicates a potential threat. Anomaly detection approach is popular because it is a possible approach to detecting unknown or new attacks (Denning, 1987; Forrest et al., 1996; Warrander et al., 1999) . Unfortunately, anomaly detection approach suffers high false alarm especially when IDSs use pattern recognition algorithms in operational environments (Giacinto et al., 2003) .
Two major problem characteristics of IDS are; trend in network traffic; and limitation of the existing IDS tools and techniques. Normal traffic patterns are changing due to changes in work practices and nature of intrusions usually polymorph and continuously evolve (Wu and Banzhaf, 2010) . Therefore, intrusion detectors must undergo frequent retraining to incorporate new normal traffic samples into the training data for classifying novel attacks and changes from existing normal behavior (Zhang and Shen, 2004) . The periodic reconstruction of reference model can provide adaptation to the new environment (Tapiador et al., 2004 ) and this will ensure that the new learnt model is relevant. Modern IDS requires adaptability in order to respond to constantly changing threat environment (Shafi and Abbas, 2009) . Unfortunately many of the existing intrusion detection methods (misuse detection and anomaly detection) are generally incapable of adapting detection systems to the change of circumstance, which causes a declination of detection precision and rise in false alarm rate and it remains a major problem in IDS (Hossain and Bridges, 2001; Giacinto et al., 2003; Yu et al., 2005; Yang et al., 2005; Xu and Wang, 2005) . Traditional anomaly based methods commonly build a static (rigid) reference model based on training dataset during modeling and then utilize this model to predict on new network behavior data at detecting stage (Yang et al., 2005) . With time, this reference model becomes irrelevant and obsolete.
There are few major challenges in anomaly-based IDS and among the critical ones are high workload and inability to update reference model which has direct impact on accuracy of detection. The scope of this paper will focus workload reduction and adaptability.
The chapter is organized into six sections. Section 2 gives an overview on adaptive IDS and some existing approaches toward building adaptability into IDS and Section 3 explains the design of the proposed Adaptive IDS. Section 4 describes experimental procedure follows by Section 5 describing results obtained and discussion. Finally Section 6 summarizes and concludes the paper.
Adaptive Intrusion Detection System
Since the Normal network traffic patterns are changing and new attacks are continually evolved, IDS needs to be updated. Failure to update these changes may degrade its detection performance. This is undesirable as the network of computers needs to be protected and firewall alone is not sufficient. Adaptive IDS in the context of this work refers to the ability of an IDS to dynamically change the model of reference through relearning or retraining in addressing the dynamic nature of network traffic pattern.
A typical stationary anomaly-based IDS system requires only one-time training which is done at the beginning of IDS system development in order to obtain reference model. This model was then utilized to predict network behavior during detection stage (Yang et al., 2005) . However, it is important to note that intrusions usually polymorph and continuously evolve (Wu and Banzhaf, 2010) . Therefore, it resulted in poor performance. Besides associated with low detection rate, its inability to adapt to the changes that occur in both normal and attack traffic patterns, would cause high false alarms (Eskin et al., 2000; Hossein et al., 2003; Xu and Wang, 2005; Liu et al., 2007; Shafi and Abbas, 2009) . Therefore, an intrusion detection system must be able to adapt to the changing environment while still recognizing abnormal activities (Hossain and Bridges, 2001) . Table 1 summarizes related researches on adaptive IDS from year 2000 to 2009. The issue is how to make IDS adaptive. Adaptive in this context refers to an ability to update in order to cope with the changes happen in the network traffic. Generally, the models are either rule-based or model-based.
In rule-based approach, a new rule will be added to the existing rule set and retraining is required in model-based approach.
Although an update can be instantly done, this approach has some drawbacks and they are:
1. the detection time is affected as the list grows 2. initial rule-sets must be comprehensive to avoid excessive rules add-on 3. lacks of flexibility as slight variation to the sequence may affect activity to rule comparison Shafi and Abbas (2009) managed to curtail the list of rules to a predefined size. This was achieved by pruning less significant or less generalized existing rules and replaced by new significant and generalized rules. Usually changes in the environment were detected when sequence extracted from an instance does not match with any of the available rules as implemented in Fan and Stolfo (2002) and Shafi and Abbas (2009) . Despite the automatic rule generation, human intervention is still required to confirm the label for sequence in the newly created rule before it can be updated. In contrast to the growing list of rules, model-based approach produces a model with consistent size. Therefore, detection time remains short and unchanged. However, it requires retraining using the whole training dataset together with the additional new training data in order to update the reference model. The updating strategies as listed in first column of Table I can be classified as, periodic updating, regulated updating, dynamic updating and manual updating. The description of each strategy is given below. Update is done in certain interval or time frame. A lifespan is imposed to a classifier and after it has expired, the same classifier will undergo retraining (with some additionally new data) as such the new model will reflect the new patterns of normal and attacks.
(b) Dynamic Updating
The changes are incorporated as and when they are detected. In rule-based, usually a newly created rule will be appended to the existing rule set.
(c) Regulated Updating
The update is triggered when a preset threshold is met and usually associated with changes. Usually the regulated updating can be divided into two type which are quantity-based and quality-based threshold. An example of quantity-based is the work of Liu et al. (2007) .
(d) Manual Updating
Feedback by the system administrator is required especially when the IDS starts to produce false alarms such as in Burbeck and Tehrani (2007) . Since manual update heavily relies on human intervention, it is not the interest of this study to cover this particular updating strategy. Hofmeyr (1999) and Kim (2003) implemented periodic updating strategy mimicking human antibodies replenishment concept in Artificial Immune System (AIS). Both works imposed lifespan on the validity of the detectors (classifiers), where a new set of detectors were created when the previous detectors age expired. Periodic updating strategy is not suitable especially when the occurrence of changes to normal network traffic patterns and emergence of new attacks are unpredictable. Worst case scenarios of this approach are described in Section 2.6.4. Periodic updating approach does not require any triggering event because the updating is scheduled. Therefore, changes in the network traffic patterns are irrelevant. Meanwhile, dynamic updating requires continuous update if changes are rapid. One of the seminal works on adaptive IDS was done by Lee et al. (2000) started with rule-based adaptive IDS. The traditional association rule mining proposed by Lee et al. (2000) was replaced by recent rulemining techniques such as Fuzzy Inference and Artificial Neural Network as done by Chavan et al. (2004) and Liao et al. (2007) and Genetic Algorithm and Learning Classifier System by Shafi and Abbas (2009) . Dynamic updating strategy is pursued until now. Table 2 .2 reveals that it is common to adopt dynamic updating approach when the proposed models are rule-based. Dynamic updating adds new rule when there is no rule match the tested instance. Another updating approach is regulated. This approach commonly requires threshold to trigger the update such as in Hossain et al. (2003) , Liao et al. (2007) and Burbeck and Tehrani (2007) . Hossain et al. (2003) used sliding window and changes are measured relative to the traffic captured in one window size. Assumption on gradual change denotes changes in Normal behavior have led to poor performance. Meanwhile, Liu et al. (2007) used amount of uncertain instances and Burbeck and Tehrani (2007) used amount of false alarms as a threshold to trigger updating. Usually model-based together with clustering are used in this regulated updating approach as in Liu et al. (2007) and Burbeck and Tehrani (2007) .
The Proposed Adaptive Intrusion Detection Model
Most of the existing intrusion detection system suffers from several problems and among them are high resource consumption and high overhead, high false alarm, poor detection accuracy. The proposed model is designed to address the following issues:
(i) High overhead due to voluminous data. Some are unnecessary recognition.
(ii) Low detection accuracy and high false alarm due to obsolete model of reference. (iii) Poor detection due to; vague boundary between normal and abnormal and imbalanced data problem. (iv) Note: The issue of severe class imbalanced is not considered in this study.
In order to solve the above problem situations, two solution concepts are formulated and they are; improve data representation through feature selection and update the model of reference through regulated retraining.
The model comprises of three components; (i) Pre-detection, (ii) Detection and (iii) Training and Retraining as shown in Figure 1 . The modular design focuses on solving two respective problems. Predetection focuses on reducing the workload of an IDS by performing feature selection which will reduce the dimension of the data itself. Currently, there are 41 attributes (based on Intrusion Detection KDDCup dataset) and reduction can speed up the detection time. Furthermore, using only significant features may also improve the detection accuracy. (Chebrolu et al., 2005) . Next stage of the model is called Detection. A supervised approach is used to classify the incoming instance. Weak decision which falls in the range of L ≤ θ ≤ U (where θ indicates the decision value) is also called ambiguous decision. This ambiguous decision will be assigned a weight corresponds to the degree of ambiguity (where decision 0 and 1 represent absolute Yes and No and decision value of 0.5 carries the highest degree of ambiguity). This is called Weight Mapping. Assumption made in the study is that ambiguity denotes changes. Weight Mapping is a component in Training and Retraining stage. The weight will be accumulated until it reaches a predefined threshold. Once the threshold is reached, a clustering technique will cluster the instances (traffic connections) with weak decisions (L ≤θ ≤ U) into the respective traffic classes (Normal, Probe, DoS, U2R and R2L). These instances later will be appended to the train datasets for each respected classes (Normal, Probe, DoS, U2R and R2L) .
In the study, Linear Genetic Programming was used to do detection and Fuzzy c-Means was used to cluster the instances with ambiguous decision values. Normal, Probe and Dos were represented by 8 features, each with different feature subset. Meanwhile U2R and R2L were represented by 7 features. Similarly, they are different feature subset. 
Experiments
The dataset used in the experiments was obtained from 1998 DARPA Intrusion Detection Evaluation Program prepared by MIT Lincoln Labs also known as KDDCup 1999 datasets. These datasets were used in many of IDS works such as in Liu et al. (2007) , Shafi and Abbas (2009) and Li et al., (2009) . Tsai et al. (2009) reported there have been 30 major IDS studies used KDDCup 1999 datasets in their research. According to Wu and Banzhaf (2010) , KDDCup 1999 dataset is the largest publicly available and sophisticated benchmarks for researchers to evaluate intrusion detection algorithms or machine learning algorithms. Figure 2 shows data used in the experiment. Fig. 3(c) . Number of retraining when threshold is medium
Table 3(a). Confusion matrix for Adaptive IDS (A-IDS) Model on Known dataset

Table 3(b). Validation results for Adaptive IDS (A-IDS) Model on Corrected dataset
Small threshold for A-IDS requires frequent retraining and a large threshold makes the system suffers from low detection accuracy due to inadequate knowledge to predict but it requires less retraining. In summary, the regulated retraining approach with threshold set to medium value has triggered retraining twice. First retraining was done at the end of third window (w-3). The second retraining was performed at the end of fifth window (w-5) . Adaptive IDS Model was tested on Known and validated on Corrected datasets. Its performance on Known dataset is summarized in Table 3 (a) and validation performance on Corrected dataset is shown in Table 3 (b).
Conclusion
The lack of adaptability leads to obsolete reference model which resulted in poor detection accuracy and high false alarm rate. This paper has described the investigation on issues related to design and development of an adaptive intrusion detection model. The proposed A-IDS Model used the concept to adaptively learn the dynamic circumstances in network traffic and regularly update the reference model. The notion of adaptability was achieved by synergistically combining the supervised Linear Genetic Programming, Fuzzy c-Means clustering and weight mapping on ambiguous decisions. The reference pattern in A-IDS Model will undergo retraining when a specified degree of changes has been accumulated. The accumulated weight will trigger the A-IDS Model for retraining either when a sudden significant change has happened or when accumulated small changes have hit the threshold limit. The proposed Adaptive IDS promotes retraining based on the severity of changes in the network traffic. The experimental results provide evidence that a significant improvement was achieved for the detection accuracy especially for Normal class, overall accuracy and false alarm. Findings from this study also confirm the difficulty to recognize U2R and R2L classes. Besides the dynamic nature of network traffic, other challenges in IDS are the imbalance dataset and the vague decision boundary between normal and abnormal traffic. This will be the focus of our future work.
