Contrary to the expectations from classic theories of ion solvation, spectroscopy and computer simulations of the liquid-vapor interface of aqueous electrolyte solutions suggest that ions little larger than a water molecule can prefer to reside near the liquid's surface. Here we advance the view that such affinity originates in a competition between strong opposing forces, primarily due to volume exclusion and dielectric polarization, that are common to all dense polar liquids. We present evidence for this generic mechanism from computer simulations of (i) water and (ii) a Stockmayer fluid near its triple point. In both cases, we show that strong surface enhancement of small ions, obtained by tuning solutes' size and charge, can be accentuated or suppressed by modest changes in either of those parameters. Statistics of solvent polarization, when the ion is held at and above the Gibbs dividing surface, highlight a basic deficiency in conventional models of dielectric response, namely, the neglect of interfacial flexibility. By distorting the solution's boundary, an ion experiences fluctuations in electrostatic potential and in electric field whose magnitudes attenuate much more gradually (as the ion is removed from the liquid phase) than for a quiescent planar interface. As one consequence, the collective responses that determine free energies of solvation can resolve very differently in nonuniform environments than in bulk. We show that this persistence of electric-field fluctuations additionally shapes the sensitivity of solute distributions to ion polarizability. dielectric continuum ͉ ion solvation ͉ liquid-vapor interface ͉ polarizability ͉ water S imple salts dissolve in water because the electrostatic reaction fields induced by separated ions in solution provide greatly favorable energies, more than sufficient to offset intrinsic costs of dissociation. These substantial solvation energies are captured with remarkable accuracy by simple linear response models for solvent polarization, for instance dielectric continuum theory (DCT) (1). Molecular simulations of bulk solutions further indicate that the presumption of Gaussian-distributed polarization fluctuations underlying these theories is appropriate even on microscopic scales (2). Based on these facts, one might expect small ions (little larger than a water molecule) to avoid interfaces with lower dielectric media, such as vapor, as predicted by straightforward DCT calculations. Surprisingly, a large body of computational work (pioneered by Jungwirth and Tobias) (refs. 3 and 4 and references therein, 5-9) and many experiments (10, ref. 11 and references therein, 12-14) suggest that certain small ions are in fact more concentrated near the liquid-vapor interface than in bulk aqueous solution. This counterintuitive phenomenon not only challenges the textbook understanding of ion solvation in polar liquids but also bears importantly on a wide range of important molecular processes, e.g., formation of sea salt aerosols and subsequent halogen-release mechanisms (15); regulation of action potentials across membranes (16); and exchange of ions near fuel-cell membranes (17).
S
imple salts dissolve in water because the electrostatic reaction fields induced by separated ions in solution provide greatly favorable energies, more than sufficient to offset intrinsic costs of dissociation. These substantial solvation energies are captured with remarkable accuracy by simple linear response models for solvent polarization, for instance dielectric continuum theory (DCT) (1). Molecular simulations of bulk solutions further indicate that the presumption of Gaussian-distributed polarization fluctuations underlying these theories is appropriate even on microscopic scales (2) . Based on these facts, one might expect small ions (little larger than a water molecule) to avoid interfaces with lower dielectric media, such as vapor, as predicted by straightforward DCT calculations. Surprisingly, a large body of computational work (pioneered by Jungwirth and Tobias) (refs. 3 and 4 and references therein, 5-9) and many experiments (10, ref. 11 and references therein, [12] [13] [14] suggest that certain small ions are in fact more concentrated near the liquid-vapor interface than in bulk aqueous solution. This counterintuitive phenomenon not only challenges the textbook understanding of ion solvation in polar liquids but also bears importantly on a wide range of important molecular processes, e.g., formation of sea salt aerosols and subsequent halogen-release mechanisms (15) ; regulation of action potentials across membranes (16) ; and exchange of ions near fuel-cell membranes (17) .
More recent extensions of DCT have attempted to address the consequences of microscopic features omitted in early approaches: ions' finite size and polarizability, interfacial smoothness, and solvophobic forces (18) (19) (20) . These additions remedy some basic shortcomings (e.g., divergent solvation forces) but have not yielded a comprehensive explanation for observed variations in surface propensity among simple ions. In this paper, we examine the impact of similar factors in molecular simulations, both of aqueous solutions and of a schematic polar solvent. The latter system, lacking the complications of a hydrogen-bonding network, offers a much simpler context for analyzing the collective driving forces that govern ion-specific surface enhancement. By clarifying the nature of these forces, our calculations help to establish the necessary elements of a faithful theoretical description.
Together with others' previous work, our results paint a consistent picture in which the flexibility inherent to liquid interfaces plays an essential role in shaping ions' spatial distributions. In particular, we assert that ion-induced deformations of interfacial geometry effect important changes in the statistics of polarization and of solvent-density fluctuations. As a result, entropic benefits of expelling a volume-excluding molecule from solution are significantly realized at ion locations below the Gibbs dividing surface, whereas the concomitant electrostatic price is primarily paid after the ion has crossed this threshold. For appropriate combinations of solute size and charge, a seemingly unlikely balance can be struck between two substantial but typically disproportionate driving forces, yielding the possibility of strong surface enhancement. We will show that modified electrostatic fluctuations are also central to the much-discussed influence of solute polarizability on ion-density profiles.
Methods
We performed molecular dynamics simulations of electrolyte solutions in phase coexistence with dilute vapor, comprising N ϭ 256 solvent molecules, a single ion, and a uniform, neutralizing background-charge density. As solvents we consider both water-as described by the SPC/E potential (21) at energies corresponding to ambient temperature-and a Stockmayer liquid of idealized point particles interacting pairwise through Lennard-Jones (LJ) and dipolar potentials.
† For the latter system, we express all lengths in units of the solvent molecule LJ diameter (yielding a reduced number density * ϭ 3 ), energies in units of the LJ well depth (yielding a reduced temperature T* ϭ k B T/), charges in units of ͌ 4 0 (yielding a reduced solvent-molecule dipole moment * ϭ / ͌ 4 0 3 , where 0 is the permittivity of vacuum), and times in units of ϭ ͌ m 2 /. All Stockmayer calculations were carried out at temperature T* ϭ 0.7 and solvent dipole strength * ϭ 1.25, in which case the liquid phase is dense (* ϭ 0.88) and exhibits reasonably strong dielectric response but does not possess long-ranged dipole correlations.
For each solvent, interfacial systems were created in a standard way by juxtaposing liquid samples with empty space above and below (we label the vertical direction ẑ), creating, after equilibration, dense slabs with liquid-vapor interfaces oriented on average perpendicular to ẑ. Gibbs dividing surfaces for these coexisting phases reside at z Gibbs Ϯ 10 Å for aqueous solutions and at z Gibbs Ϸ Ϯ3.5 for Stockmayer systems. All z coordinates are reported relative to the slab's center of mass ‡ ; ⌬z ϭ z Ϫ z Gibbs denotes solute height relative to the nearest Gibbs dividing surface.
Molecular dynamics simulations were performed with the LAMMPS software package (22) by using periodic boundary conditions, integration time steps ⌬t ϭ 1 fs for water and ⌬t ϭ 0.02 for Stockmayer solutions, and Ewald summation for the calculation of electrostatic forces and energies. Ion-water interactions were computed by using a nonpolarizable version of models developed by Dang and coworkers (23) . LJ interactions between ions and Stockmayer particles were assigned a strength identical to solventsolvent interactions and a mixed diameter ( ion ϩ )/2.
We prepared aqueous systems following the protocol described in ref. 24 . Stockmayer systems were equilibrated by using the Andersen thermostat (25) during trajectories at least 10 4 in length; subsequent production runs were propagated with the velocity Verlet algorithm (26) for at least 7 ϫ 10 4 . Ions in these simulations explored ranges of depth limited by a bias potential u bias (z) ϭ u 0 (z Ϫ z 0 ) 4 , with strength u 0 and minimum at z 0 . Averages conditioned on fixed ion height were estimated from trajectories with a strongly confining bias: u 0 ϭ 100 kcal/mol Å 4 for aqueous solutions and u 0 ϭ 100 / 4 for Stockmayer systems. Density profiles were determined from histograms of ion depth compiled by using several different values of z 0 (with u 0 ϭ 0.5 kcal/mol Å 4 and u 0 ϭ 0.5 / 4 for water and Stockmayer solvents, respectively); overlapping depth ranges spanned Ϸ1-2 Å in the case of water and Ϸ1-1.5 in the case of Stockmayer solvent. Interfacial height fluctuations were artificially suppressed in some aqueous simulations through an additional bias potential
) 46 , acting on the vertical coordinate z j (O) of each oxygen atom j. With v 0 ϭ 2.0 ϫ 10 Ϫ44 kcal/mol Å 46 , this potential maintains the liquid's natural density while imposing a high cost on surface geometries other than planar.
Finite size effects were explored for both aqueous and Stockmayer systems by computing density profiles and electric-field statistics for select ions in liquid slabs comprising twice as many solvent molecules. No significant differences were found in either of these quantities, and no qualitative changes result from doubling the simulation cell length in directions parallel to the interface for these 512-molecule systems.
Results and Discussion
Recent simulations of nonaqueous electrolyte solutions hint that the interfacial affinity established for small ions in model aqueous systems may be a generic feature of solvation by polar molecules (27, 28) . Like water, however, the solvents considered in those works possess nontrivial, charge-asymmetric intramolecular structures and can participate in hydrogen bonds. Furthermore, surface enhancement was observed only for polarizable ions. Our simulations of Stockmayer solutions indicate that these complexities are not necessary ingredients for a molecular model of interfacial adsorption, suggesting the possibility of a simplified but predictive physical picture.
Previously reported simulations of Stockmayer fluids, spanning a small range of molecular parameters, did not exhibit ion-density enhancement at interfaces (29) . By considering broader ranges of solvent polarity, ion size, and ion charge, we have identified conditions for which charged solutes do in fact adsorb to schematic liquid-vapor interfaces. Fig. 1 shows computed ion-density profiles for several sets (* ion , q* ion ) of dimensionless values for the ion's diameter and charge. We plot the average solute concentration relative to its value deep within bulk solution, c(z) ϭ ͳ ion (z)ʹ/ bulk , as a function of solute height z. For the case (* ion ϭ 1.5, q* ion ϭ Ϯ7), ion density rises at the interface to a value nearly 3ϫ that in bulk, rivaling the largest magnitudes of surface enhancement reported for computer simulations of atomic ions in water (30) . As in the case of hydrated halide anions, adsorption can be suppressed entirely by a modest reduction in solute size, as shown for (* ion ϭ 1.25, q* ion ϭ Ϯ7). Enhancement can be restored for smaller ions by a modest reduction in solute charge, as shown for (* ion ϭ 1.25, q* ion ϭ Ϯ4.5), subsequently suppressed by further reducing * ion and so on. We have found examples of surface enhancement in this way over a range of charge from q* ion ϭ Ϯ4 to q* ion ϭ Ϯ10. For significantly weaker solute charges, solvation free energies are not overwhelmingly favorable, nor are they dominated by dielectric response. Significantly stronger charges can induce strong dipolar ordering throughout the entire slab.
In all of these cases, the mean force exerted on an ion near the Gibbs dividing surface is little larger in magnitude than k B T/. Tellingly, the electrostatic and LJ contributions to this force are roughly 4-fold larger and opposite in sign; for small ions in water, these opposing contributions are nearly 10ϫ larger than the net force. § The modest residual force determining the decay of ͳ ion (z)ʹ at the liquid's boundary is thus a difference between contributions that, taken separately, could modulate ion density by orders of magnitude. Archontis and Leontidis (19) have similarly shown that the substantial work required to reversibly move a small, neutral solute from the air-water interface into bulk aqueous solution nearly cancels the difference between free energies of charging at ‡ Our method for defining center of mass in a periodically replicated system is described in ref. 24 . Because the average vapor density is negligible in all systems we discuss, simulation results should not be sensitive to this choice of convention. § The correspondingly large scale of fluctuations in these competing contributions compromises the efficacy of density profile calculations that require accurate estimates of average force on the ion. For the case of I Ϫ (aq) at the Gibbs dividing surface, obtaining a standard deviation of 0.1 kcal/(mol⅐Å) in a mean force estimate would require Ϸ2,000 statistically independent samples. Based on the rate of decay in force autocorrelations, a trajectory of length 100 ns would need to be propagated (for each of many values of z) to accumulate that amount of data. the two locations. In addition to demonstrating the broad possibility of ion adsorption in nonaqueous solvents, our Stockmayer results reinforce the notion that electrostatic reaction fields and mean forces of packing can generally attain a precarious balance near liquid-vapor interfaces. Small variations in the parameters controlling the magnitudes of these contributions are then sufficient to introduce or eliminate strong interfacial affinity of dissolved ions. If surface enhancement in this schematic liquid is truly akin to that in more realistic model solutions, then modifying the charge of ions in water should similarly suffice to tip the balance between electrostatic and entropic driving forces. A reduction in the magnitude of charge for monovalent ions clearly cannot be achieved in the laboratory, but its consequences in simulations serve as a test of the physical picture we have described. We computed density profiles for a fractionally charged ''iodide'' ion (q ϭ Ϫ0.75 e) and its cationic counterpart (q ϭ 0.75 e) in aqueous solution. (Fig. 2. ) Whereas a fully charged iodide anion in nonpolarizable models of this kind exhibits little or no affinity for the liquid-vapor interface (30) , the average concentration of I Ϫ3/4 in the interfacial region rises more than 90-fold over its bulk value. Fully charged cations exhibit still less affinity than nonpolarizable monovalent anions; by contrast, I
ϩ3/4 is nearly 5ϫ more concentrated at z Ϸz Gibbs than in bulk. Despite these diminutions of electrostatic interactions, the solvation of both fractionally charged ions appears to remain extremely favorable. In particular, their excess chemical potentials rise steeply throughout the range of z Ͼ z Gibbs we have explored. Assuming this increase to continue monotonically at larger z, we can establish 12 k B T as a (likely conservative) lower bound on the free energies of transfer from bulk solution to vapor.
Motivated by the apparent generality of this surface attraction, we scrutinized some of the basic assumptions of theories like DCT, which could apply to a wide range of solvents. Specifically, we computed probability distributions p(͉z) and p(d Ќ ͉z) for the electrostatic potential and electric field d Ќ (projected onto the surface normal ẑ)experienced by an ion at height z. Calculated distributions are plotted for both water and the Stockmayer fluid in Figs. 3 and 4 .
In any linearly responding model for solvent polarization, changes in the average potential ͳʹ z as an ion is removed from solution would be exactly mirrored by changes in the variance, ͳ(␦) 2 ʹ z ϭ ͳʹ z k B Tq. [The subscripts labeled ''z'' indicate averages over conditional distributions like p(͉z) and p(d Ќ ͉z), in which the ion is held at height z.] Our simulations exhibit attenuation of ͳ(␦) 2 ʹ z with increasing z that is more gradual than predicted from this relationship, strikingly so in the case of water. Such a breakdown of linear response was emphasized by Archontis and Leontidis (19) . Nevertheless, we find that the computed statistics of remain Gaussian within several standard deviations of the mean for ions at and above the interface. Electric-field distributions are noticeably skewed beyond two standard deviations from the mean for I Ϫ (aq) held at and above the Gibbs dividing surface. Nearer its mean, however, p(d Ќ ͉z) is well described by a Gaussian distribution even in this worst case. The bounded accuracy of linear response suggests that harmonic models remain meaningful reference systems for ions at interfaces but that the normal modes of response change when a neutral solute is endowed with charge.
We propose a mechanism for this change in susceptibility based on the softness of liquid-vapor interfaces. The electrostatic force exerted by an ion held above the liquid's boundary by a microscopic distance should be sufficient to distort its shape considerably, effecting large changes in local solvent density near the ion. In the context of DCT, such changes in boundary conditions are known to strongly influence normal modes of dielectric response (31, 32) . To test this idea, we performed simulations in which interfacial deformation is suppressed by an artificial bias potential. Calculated distributions p(͉z) and p(d Ќ ͉z) indeed narrow at lower values of z than when surface distortion is allowed. In the case of I Ϫ (aq), this constriction of electric-field fluctuations becomes noticeable at z Ϸ z Gibbs and dramatic for z Ն z Gibbs ϩ 5 Å. (See Fig. 5 .) Although relatively little attention has been paid to the role of interfacial geometry in driving ion-surface enhancement, deformations of this nature have been described previously (33) (34) (35) and have been implicated in mechanisms of ion transfer across liquid-liquid interfaces (36) . They are dramatically evident for ions held more than a molecular diameter above the Gibbs dividing surface, which extrude a thin column of solvent molecules from the slab. Ions positioned closer to the dividing surface effect more subtle distortions but still noticeably draw nearby solvent molecules farther toward the vapor phase than they would reside on average in the This persistence of electric-field fluctuations can also be viewed as a key reason that ion polarizability tends, as several studies have emphasized (30, 37, 38) , to promote surface enhancement. Although our simulations involve exclusively nonpolarizable ions, we can write the density profiles of their polarizable counterparts exactly in terms of statistical properties of nonpolarizable reference systems:
The superscripts labeled ''(pol)'' refer to properties of systems whose ion bears a fluctuating point dipole determined by a harmonic model for induction with polarizability ␣ (39). (Note that the internal charge distribution of solvent molecules remains fixed in these systems, permitting simple connections with strictly nonpolarizable solutions.) w solv denotes the reversible work accompanying transfer of a solute from a point in vapor well above the interface to a point in bulk solution well below the interface. The z-independent difference w solv (pol) Ϫ w solv , which relates solubilities of polarizable and nonpolarizable ions, holds little interest for our study of variations in c (pol) (z) with depth.
The conditional distribution p(d͉z) of the (vectorial) electric field t experienced by a nonpolarizable ion at height z determines the extent to which nonzero ␣ modulates polarizable ion density at z. Because we find p(t͉z) to remain reasonably Gaussian throughout the range of z where c(z) is appreciable, we focus our discussion on the development of nonzero average field ͳd Ќ ʹ z , and corresponding changes in the variances ͳ␦d Ќ 2 ʹ z and ͳ␦d ʈ 2 ʹ z of field components normal and parallel to the Gibbs dividing surface, respectively. Growth of ͳd Ќ ʹ z , which is nearly inevitable as an ion is withdrawn from solution, acts to increase ϭ c (pol) (z)/c(z) (a measure of polarizability enhancement), approximately by the factor exp(2 0 ␤␣ͳd Ќ ʹ z 2 ) for a weakly polarizable solute. Equally inevitable decreases in ͳ␦d Ќ 2 ʹ z and ͳ␦d ʈ 2 ʹ z as the ion passes through the interface act to decrease .
In a DCT treatment of point charge solutes, fluctuations in d are not appropriately bounded, so that the integral in Eq. 1 does not converge. Pertinent changes in p(d͉z) as an ion passes through the liquid-vapor interface are more straightforwardly manifested by the closely related solvation of an ion that bears a permanent dipole moment ion ϭ ion ẑ. For simplicity, we take ion parallel to the surface normal. The method of images readily yields three distinct contributions to the reversible work required to move this solute from bulk solution up to a distance d ϭ z Gibbs Ϫ z below a planar interface: w charge (z) ϰ q ion 2 /d, describing the interaction between the solute's charge and the reaction field it induces;
, describing the interaction between the solute dipole and the reaction field it induces; and a cross-term w cross (z) ϰ ion ͳd Ќ ʹ z ϳ d Ϫ2 for interactions between the ion dipole (charge) and the charge's(dipole's) reaction field. Whereas the first two terms strictly repel a solvated ion from the interface, w cross generates an attraction if q ion Ͻ0 (e.g., for a positive charge and downward-pointing dipole). Although such cross-interaction is prohibited by symmetry in bulk, the shift in electric-field statistics caused by the solute's charge can exert a force on its dipole that acts to draw the solute to the interface. Sufficiently close to the interface, the rapidly growing attraction w cross dominates over w charge , but the net force remains repulsive because of the still more rapid increase in w dipole as d 3 0. ¶ This simple analysis relates to, but also qualifies, symmetrybreaking arguments offered in ref. 30 . The existence of an induced nonzero average electric field at the liquid-vapor interface by itself fosters solute dipole induction and a concomitantly favorable free energy, here described by w cross . But this stabilization must be weighed against w dipole , the effective repulsion of a dipole (whether average, its large fluctuations ensure typical induction energies that are very favorable. Because ͳ␦d Ќ 2 ʹ z and ͳ␦d ʈ 2 ʹ z decay from considerable values in solution to negligible values in vapor, a substantial free-energetic price must be paid on desolvation. For the application of DCT described above, this price rises precipitously with increasing z, more than offsetting the beneficial consequences of symmetry breaking. For the molecular models we have simulated, on the other hand, the magnitude of electric-field fluctuations attenuates much more slowly than would be expected from DCT. As a result, the possibility of solute dipole induction on balance favors an ion's presence at the surface. Fig. 6 (Upper) shows numerical results for the polarizability enhancement factor (z), for both aqueous and Stockmayer solvents. For all ion sizes and charges we have examined, increases as the solute passes through the interface and even several molecular diameters into the vapor phase. Whether this bias effects a net surface enhancement, i.e., a peak in c (pol) (z), depends on how rapidly grows with z compared with the decline of c(z). Consistent with calculations reported in refs. 19 and 30, we find strong net surface enhancement in the case of I Ϫ despite nearly monotonic decay of the nonpolarizable reference density profile c(z). Results of several studies indicate that, for smaller ions, contributions from polarizability are not sufficient to generate net enhancement (3, 4) . This distinction arises in part because smaller ions experience stronger reaction fields that drive more rapid decline of c(z), and in part because they are intrinsically less polarizable. Fig. 6 (Lower) plots as a function of ␣ for ions at the Gibbs dividing surface. A regime of exponential growth at small ␣ , as anticipated above for weakly polarizable ions, crosses over to a superexponential increase at values of ␣ typical of larger halide ions, where the energetics of dipole induction can stabilize extreme electric-field fluctuations in the nonpolarizable reference system. Eq. 1 makes clear that linear response approximations [i.e., Gaussian models for p(d͉z)] should fail in this regime (as was observed in ref. 19) , where induction effects outpace harmonic limits on electric-field fluctuations, 4 0 ␤␣ տ 1/ͳ͉␦d͉ 2 ʹ z . We have shown that solute dipole induction is not necessary to obtain surface enhancement in Stockmayer solvent. As in aqueous systems, however, it can serve to alter a near balance between opposing forces of interfacial attraction and repulsion. We demonstrate this possibility in Fig. 7 by plotting the density profile of a polarizable ion near the Stockmayer liquid-vapor interface for a set of interaction parameters that do not yield appreciable interfacial affinity when ␣ ϭ 0. Similar to the case of a hydrated iodide ion, polarizability values on the order of a molecular volume generate a surface peak in ͳ ion (z)ʹ (pol) several times higher than the bulk ion density.
We have so far focused on average electric fields ͳd Ќ ʹ z that arise from an ion's presence at the interface. Because the molecular model of water we have simulated is asymmetric under charge inversion, ͳd Ќ ʹ z is generally nonzero even in the ion's absence. It has been suggested that certain aspects of ion specificity, in particular the stronger surface propensities of anions over cations, originate in this spontaneous polarization of the interface (38, 40, 41) . We have explored this notion by computing probability distributions of the electric field experienced by neutral solutes comparable in size with atomic ions. Several previous simulation studies have focused on surface potentials and corresponding electric fields of the pure liquid water-vapor interface, in effect for a ghost solute that does not exclude volume (42, 43) . As discussed in ref. 43 , the electrostatic environment of solutes with finite size is likely a more relevant measure of the forces that shape ions' spatial distributions.
Average fields acting on neutral solutes in water are noticeably nonzero, e.g., ͳd Ќ ʹ ϭ 0.04 V/Å in the case of an iodide-sized solute at the Gibbs dividing surface. By itself, this intrinsic bias would preferentially draw cations into solution and push anions toward the vapor phase. The electric fields induced by an ion's presence, however, are considerably larger in magnitude, e.g., ͳd Ќ ʹ ϭ 0.4 V/Å for an iodide ion at z Ϸz Gibbs . Furthermore, we find that electrostatic forces of interfacial repulsion are in fact stronger for an iodide anion than for a cation of identical size (i.e., identical LJ parameters). The same is true for ion sizes corresponding to smaller halide solutes. The fact that net forces are more repulsive in the case of cations points to significant differences between the entropic driving forces that act to expel cations from solution and those experienced by anions. This distinction may be foreshadowed by (23) and for an ion in Stockmayer solvent with * ion ϭ 1.5, q * ion ϭ Ϯ7, and ␣ ϭ 0.8 3 . Ions' vertical coordinates have been scaled by the solvent diameter , which in the case of water is taken to be ϭ 3.166 Å. The Lower frame shows the dependence of on ion polarizability ␣ for solutes held at the Gibbs dividing surface. Ions' sizes and charges are the same as in the Upper frame. charge-asymmetric entropies of solvating small ions in simulated bulk water (44) .
Conclusion and Outlook
We have presented evidence for an interplay between dielectric response and competing forces of solvation that can lead quite generally to an enhanced concentration of small ions at interfaces between polar liquids and vapor. The physical picture we have described is similar in broad terms to that developed by Pohorille and Wilson (45) for surface enhancement of polar but electrically neutral solutes at liquid-liquid interfaces. It also echoes the observation by Archontis and Leontidis (19) that the solvation free energies associated with polarization response and with cavity formation change by nearly offsetting amounts when an iodide ion is transferred from the air-water interface deep into the liquid. Given the disparate scales of these free energies in bulk polar liquids, the existence of such a balance is remarkable. Our results indicate that its origin is multifaceted and includes interfacial flexibility as a key component.
Interfacial deformations for ions at and above the Gibbs dividing surface are connected in our simulations to electrostatic fluctuations that are much more liquid-like than would be expected from DCT. Interfacial flexibility would seem to affect entropic driving forces of volume exclusion in the opposite direction: Within a microscopic distance below the interface, solute-sized cavities can be accommodated by distorting interfacial geometry as an alternative to the intermolecular rearrangements required in bulk solution. The entropic benefit of removing an ion from solution may therefore materialize to a significant degree in advance of entering the vapor phase. Indeed, the excess chemical potential of a neutral, iodide-sized solute in water begins declining from its bulk value already at z ϭ z Gibbs Ϫ 6 Å (19). Together, the postponement of electrostatic penalties and advancement of entropic rewards could act to tilt the competition between interfacial attractions and repulsions considerably.
Based on these results and ideas, we suggest that a successful theory for ion-specific solvation phenomena at liquid-vapor interfaces should address the statistical mechanics of density fluctuations and their impact on solvent polarization. Elements of such a description can be found in capillary wave theories of interfacial deformations, in the Lum-Chandler-Weeks theory for the response of liquids to volume exclusion at length scales spanning small molecules and extended interfaces (46) , and in applications of DCT that focus on geometry-induced changes in normal modes of dielectric response (32, 47) .
The near cancellation of strong driving forces we have discussed, as well as the superexponential influence of ion polarizability, caution that predictions of surface enhancement from computer simulations may be very sensitive to a variety of model details. More germane to experiments, this scenario may help to explain why trends in surface behavior across broad collections of ionic solutes are difficult to rationalize in terms of one or two specific molecular features.
