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Abstract. We propose a domain specific Question Answering system. We deviate
from approaching this problem as a Textual Entailment task. We implemented a
Memory Network-based Question Answering system which test a Machine’s un-
derstanding of legal text and identifies whether an answer to a question is correct or
wrong, given some background knowledge. We also prepared a corpus of real USA
MBE Bar exams for this task. We report our initial result and direction for future
works.
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1. Introduction
Many tasks in Natural Language Processing2 (NLP) involves reasoning over text and
semantic representation for proper text understanding e.g., Question Answering (QA).
Researchers have recently employed Deep Neural Network for QA [3,9], though relying
on synthetic data for training and evaluation. Our goal is to evaluate how well a Neural
reasoner can perform on a real Legal Passage-Question-Answer triples. Using the USA
MBE Exams, We introduce a new legal QA corpus (LQA) used in our work. A Mem-
ory Network (MemN)[10,2] based architecture has been used to encode and decode the
Passage-Question-Answer for better semantic representation.
In the next section, we give a short review of related works and the problem we are
solving. This is followed by a description of the proposed system, experiment, results
and conclusion.
2. Background and Related Works
QA follows the Human learning process, i.e., committing to memory and generalizing
on new events. The authors in [9,8] using Deep Neural Networks achieved 100% accu-
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racy on some tasks3. However, synthetic dataset was used and the evaluations tested the
ability of the models in providing factoid answers to questions of where, when and who
about an entity. Kim et al., [5] propose a Textual Entailment (TE) based Legal Question
Answering challenge with data curated from Japanese Bar Exam4. However, the work
leans toward IR than QA. Biralatei et al., [1] used 100 real multi-choice USA MBE exam
questions but also approached as a TE task. Our choice of approach is different. We seek
to answer this research question:
RQ: Can we use deep learning techniques to achieve transfer-learning on passage-
question-answer (PQA) with similar case templates?
By transfer learning, we mean a generalization procedure whereby our model is able
to transfer hidden facts from a scenario to similar scenarios. We employ MemN model to
provide a first solution. To train the system, we draw a random sample of 550 passage-
questions-answer set from the 1991 MBE-I, 1999-MBE-II, 1998-MBE-III and some text
samples obtained from the examiner5. Our choice of these sets is because it is publicly
available with gold standard answer. Each row of the collection is a 4 tuple (P, Q, Ai, F).
Where P is the passage, Q the question, A is the answer and F is a flag which is one for a
correct answer and 0 for a wrong answer to Q, given P. We call this data the LQA corpus.
3. Neural Reasoning Over LQA
Deep Networks can autonomously learn semantic representation from text. Recurrent
Neural Networks (RNNs) [6] have connections that have loops, adding feedback and
memory to the networks over time. However, RNNs memory are small and also not
compartmentalized enough for long range information retention [10]. Weston et al.,[10]
proposed the MemN as a solution. MenNs are composed of 4 units, i.e., input units I,
the Generalization Unit G, output unit O and the response unit R, which generates a
representation of the Output in any specified format. We employ LSTM for building a
MemN.
The Long Short-Term Memory (LSTM) [4] is a special kind of RNNs that is robust
to the vanishing gradient problem. Its transition can be represented as below:
it = σ
(
W (i)xt +U (i)ht−1 +b(i)
)
ft = σ
(
W ( f )xt +U ( f )ht−1 +b( f )
)
ot = σ
(
W (o)xt +U (o)ht−1 +b(o)
)
ut = tanh
(
W (u)xt +U (u)ht−1 +b(u)
)
ct = it ut + ft  ct−1,
ht = ot  tanhct (1)
Given a set of input from LQA, where s is a representation (P, Q, A, F). We now explain
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the MemN architecture with LSTM.
Input Representation: Assume that each of P, Q and A retains its previous definition and
contain words xi,xi+1,xi+2,xi+3...xn. We associate each word w in our vocabulary with a
vector representation xw ∈ Rd . Each xw is of dimension d × V of the word embedding
matrix We, where V is the size of the vocabulary. For each P, Q and A, we generate a
representation by performing an element wise concatenation of each embedding xw ∈ P
and xw ∈ Q.We use a special delimeter to show the end of character for the words in P,
Q and A.
We encode these input in order to generate a vectorial representation for each, e.g., we
encode P and Q which are the input passages and question into their memory vectors.
such that
P −→ I(p) , I(p) ∈ Rd×v , Q −→ I(q), I(q) ∈ Rd×v A −→ I(a), I(a) ∈ Rd×v
F −→ [0,1] Ipq = Ip
⊗
Iq (2)
Generalization Unit: We obtain a representation of the Passage I(p) over I(p)(q) by
performing an element-wise sum, where I(p), I(p)(q) ∈ Rd×v as given in the equation
below.
Im = (Ip⊕ Ipq)} Iq (3)
Io = (Im⊕ Iq)
⊕
Ia (4)
Output Representation: Each Answer a is also a sequence xw ∈ Rd . For each xw, we
obtain the embedding, all concatenated to form a dense feature vector I(a) ∈ Rd×v and
update the memory with this representation by concatenating their vectors as given in
equation 4. We use a 64 layer LSTM for an end-to-end connection and a softmax activa-
tion function to output the class probability over the vocabulary and the Flag F.
From the equation, we used the ⊕ to represent the element-wise dot product, } is used
to denote the element-wise sum and
⊕
denotes a concatenation operation.
4. Experiments
Given a background knowledge, a question and an answer, the goal is to make the model
identify whether the answer is right for the question or not. We evaluated our system on
the LQA corpus6 We implemented our adaptable Memory Network following the works
in [10]. For neural computation, instead of generating an on-the-fly embedding e.g., by
encoding our input as one-hot vectors, we take advantage of the embedding layer offered
by Keras7, we used the 300 dimensional Glove vectors [7] for embedding. We uniformly
use dropout of 0.20, batch size of 25, ADAM optimizer and learning rate of 0.01 and
200 epochs. Since we have 4 sets of (P,Q,A,F) for each distinct Passage-Question pair, it
is necessary to address instances imbalance as we have 3:1 in terms of wrong to correct
answers. To address this, we remove one wrong answer, thus resulting into 2:1 wrong-
correct ratio. We also evaluated the system when all the samples were used for training.
Table 1 shows the result obtained on the LQA corpus. The full-set column shows the
6Full dataset is to be released after publication
7https://github.com/fchollet/keras
Flag Full-set Augmented-Set
Correct 68.50 71.2
Wrong 73.40 75.00
Total 70.90 73.10
Baseline (Random Guessing) 52.00 –
Table 1. Evaluation on LQA dataset
result when all the training samples were used and the augmented-set column otherwise.
The Flag column shows the test for both correct or wrong class of passage , question and
answer triple, i.e., when (P,Q,A) = 1 or 0. For the purpose of evaluation, we divided the
dataset in the ratio 80:20 train/test split. We report our results using only the accuracy
metrics.
Our initial result is encouraging, especially since no feature was engineered neither
did we use any semantic resource. In comparison to the works of [1] which report an
accuracy 0f 63.5%, our average accuracy supersede theirs. However, comparison is not
empirical since we use different dataset. The baseline reported in table 1 was obtained
from random guessing the Flag [0,1].
5. Conclusion
This paper presented a Legal Question Answering system using LSTM-based MemN.
The proposed evaluation or task is different from textual entailment since the goal is
to make a machine say whether an answer to a question is correct or not, given some
background knowledge. We report encouraging results.
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