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We review recent progress in point contact spectroscopy (PCS) to extract spec-
troscopic information out of correlated electron materials, with the emphasis on
non-superconducting states. PCS has been used to detect bosonic excitations in
normal metals, where signatures (e.g. phonons) are usually less than 1% of the
measured conductance. In the superconducting state, point contact Andreev reflec-
tion (PCAR) has been widely used to study properties of the superconducting gap in
various superconductors. It has been well-recognized that the corresponding conduc-
tance can be accurately fitted by the Blonder-Tinkham-Klapwijk (BTK) theory in
which the AR occurring near the point contact junction is modeled by three parame-
ters; the superconducting gap, the quasiparticle scattering rate, and a dimensionless
parameter, Z, describing the strength of the potential barrier at the junction. AR
can be as large as 100% of the background conductance, and only arises in the case
of superconductors. In the last decade, there have been more and more experimen-
tal results suggesting that the point contact conductance could reveal new features
associated with the unusual single electron dynamics in non-superconducting states,
shedding a new light on exploring the nature of the competing phases in correlated
materials. To correctly interpret these new features, it is crucial to re-examine the
modeling of the point contact junctions, the formalism used to describe the single
electron dynamics particularly in point contact spectroscopy, and the physical quan-
tity that should be computed to understand the conductance. We will summarize
the theories for point contact spectroscopy developed from different approaches and
highlight these conceptual differences distinguishing point contact spectroscopy from
tunneling-based probes. Moreover, we will show how the Schwinger-Kadanoff-Baym-
Keldysh (SKBK) formalism together with the appropriate modeling of the nano-scale
point contacts randomly distributed across the junction leads to the conclusion that
2the point contact conductance is proportional to the effective density of states, a
physical quantity that can be computed if the electron self energy is known. The
experimental data on iron based superconductors and heavy fermion compounds will
be analyzed in this framework. These recent developments have extended the ap-
plicability of point contact spectroscopy to correlated materials, which will help us
achieve a deeper understanding of the single electron dynamics in strongly correlated
systems.
I. INTRODUCTION
Correlated electron materials have hosted numerous platforms for exotic quantum many
body phenomena. Typically, conduction electrons in these materials occupy d or f levels
which have narrow band widths, resulting in strong electron-electron correlations. These
correlations give rise to a number of intriguing physical properties that cannot be captured
by Fermi liquid theory, the conventional wisdom to understand the physics of simple metals.
Examples include, but are not limited to: high-temperature superconductivity[1–4]; Mott
insulator[5, 6]; heavy fermion compounds[7, 8]; quantum nematic fluids [9]; and orbital
ordering[10, 11]. We wish to point out an important reason to study non-superconducting
states. Unconventional superconductivity is defined by the superconducting order parame-
ter having a lower symmetry than the underlying lattice (e.g., d-wave in the cuprates). The
community has, however, been calling the iron-based superconductors unconventional even
their order parameter is S±, which has the same symmetry as the underlying lattice. After
an intensive research on these high-temperature superconductors, it has been widely believed
that the normal state properties hold the key to understand the mechanism of the super-
conductivity, and the gap symmetry is mainly a consequence of fluctuations which already
exist in the normal states. In addition, a frequent feature among various unconventional
superconductors is the existence of a region in the phase diagram where superconductivity
is absent and the system exhibits physical properties that cannot be captured by Fermi
liquid theory. Consequently, the investigation on non-superconducting states is critically
important for this type of unconventional superconductor, which is the main scope of this
review.
For the study of correlated materials, spectroscopic measurements are particularly valu-
able because they could construct a complete atlas of the electronic dynamics as functions
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3of the frequency, the temperature, and sometimes the momentum. Roughly speaking, these
spectroscopic measurements may be categorized into two groups depending on their asso-
ciated correlation functions. For example, the inelastic neutron scattering measures the
spin-spin correlation function[12, 13], DC and optical conductivities measure the current-
current correlation function[14], and the electron energy loss spectroscopy (EELS) measures
the density-density correlation function.[15] These correlation functions are two-particle cor-
relation functions, meaning that they describe the dynamics involving scatterings between
pairs of particles. In a non-interacting system, these pairs do not interact with each other,
leading to a broad spectrum in the corresponding correlation functions known as the particle-
hole continuum. The presence of interactions may result in sharp peaks in the correlation
functions. These peaks are associated with certain collective excitations out of all electrons
in the system which do not exist in the single particle dynamics. Consequently, valuable
information about the interaction effects can be extracted from the collective excitations
observed in these measurements.
While the collective excitations are certainly important, they contain limited informa-
tion about the single electron dynamics. The reason is that two particle correlation func-
tions are often subject to not only the scatterings of electrons, but also some conservation
laws. The best example is the conservation of the total momentum of the electrons that
must be taken into account, both in the current-current and the density-density correla-
tion functions[16, 17]. If the system contains only the Coulomb interaction which conserves
the total momentum of electrons during the scattering process, the conductivity would al-
ways be infinite even though the single electron dynamics could change dramastically as
the strength of the Coulomb interaction varies[18]. Extensive research efforts have been
spent on calculations of the single electron self-energy using non-perturbative approaches,
and various hallmark features of correlated materials exhibiting in the single electron self-
energy have been theoretically predicted[19–27]. This is the place where probes sensitive
to single electron dynamics can play a crucial role, and these probes include photoemission
and angle-resolved photoemission spectroscopies (PES and ARPES)[28], scanning tunneling
microscopy (STM)[29], planar tunneling spectroscopy, and point contact spectroscopy. In
this review, we focus on point contact and tunneling spectroscopies, highlighting their com-
mon features and differences. The basic working principle of these probes is that electrons
are injected into the system under study, and the elastic and inelastic scatterings of these
injected electrons inside the system, which are closely related to single electron self energy,
are revealed by measuring the junction conductance. It is remarkable that the different
ways that the electrons are injected into the system result in very different junction conduc-
tances, which distinguishes point contact spectroscopy from tunneling based spectroscopies.
To correctly interpret the conductance, special attention must be paid to the modeling of
4the junctions, the formalism used to describe the single electron dynamics particular to the
probes we are studying, and the physical quantity that should be computed to understand
the conductance. This is exactly the scope of this review.
This review is organized as follows. Sec. II summarizes the theories for point contact
spectroscpy, clarifying the difference between point contact and tunneling spectroscopies.
Sec. III surveys recent data of point contact conductance measured in several correlated
materials, with a focus on the non-superconducting states showing unusual correlation ef-
fects. Finally, the summary and outlook will be given in Sec. IV.
II. THEORY
A. From planar tunneling to point contact
Point contact spectroscopy is one of the powerful probes motivated by the study of the
superconductivity. Soon after the birth of the BCS theory for the superconductivity in
1957[30], the existence of the superconducting gap, ∆, a hallmark feature in BCS theory,
was quickly confirmed in the measurements of the tunneling current between a normal metal
and a superconductor. Giaever et al. [31, 32] found that the tunneling conductance between
two metals seperated by a thin insulating layer can be well described by
dI
dV
= 2π
~
|M |2ρf (eV ), (1)
where |M |2 represents the transmission probability of the tunneling electrons, eV is the bias
voltage, and ρf is the density of states of the material into which the electron tunnels. If
one or both metals become superconducting, Eq. 1 can fit the experimental data accurately
by using the superconducting density of states. According to the BCS theory, the low-lying
excitations in the superconducting ground state are linear combinations of electrons and
holes due to the correlated nature of Cooper pairs, and the resulting density of states is
ρf(|E|) = 0, |E| < ∆,
= ρn(0)|E|√
E2−∆2 , |E| > ∆, (2)
where ρn(0) is the density of states at Fermi energy in the normal state. Although this
result offered a strong evidence of a non-zero ∆, it required an assumption of the matrix
element |M |2 being not only energy-independent, but also unchanged when the system
undergoes the superconducting phase transition. This assumption on |M |2 was later justified
by Bardeen[33] to be a consequence of the barrier potential due to the thin insulating
tunneling barrier. Since the potential in the barrier is high, the wave function inside the
5barrier is exponentially small for both normal and superconducting states. As a result,
|M |2, which is proportional to the wave function overlap in the barrier, is insensitive to
the difference between the normal and the superconducting states. This explanation was
later supported by Harrison who performed a microscopic calculation on |M |2 from the
band theory[34]. He found that for the simple metal, |M |2 is proportional to the Fermi
velocity which can be expressed as vf =
1
~
( ∂E
∂kx
). Since the density of states can be expressed
as ρf =
L
π
( ∂E
∂kx
)−1, the tunneling conductance across two simple metals separated by an
insulating layer is a constant, obeying Ohm’s law. For the tunneling conductance between
a metal and a superconductor, one has to use vf from the normal state and ρf from the
superconducting state given in Eq. 2, which gives a tunneling conductance exhibiting the
superconducting density of states, as observed by Giaever et al.
Harrison’s theorem[34] has an important implication. For the tunneling conductance to
reveal the variation in the density of states, the system has to be in the superconducting
state. This unusual constraint was further employed by McMillan and Rowell[35] to map
out the phonon properties. Measuring the tunneling conductance across a planar tunneling
junction with leads (Pb), they observed that as the Pb was in superconducting state at
0.8K, the tunneling conductance showed some nonlinearities which disappeared as soon as
the Pb was driven to the normal state. They further found that the second derivative on the
voltage V with respect to the current I was directly proportional to the Eliashberg function,
d2V
dI2
∝ α2(ω)F (ω) (3)
where F (ω) is the density of phonon modes contributing to the superconducting pairing
mechanism, and α2(ω) is the strength of electron-phonon coupling.
In 1974, while attemping to measure the tunneling conductance in a Pb/insulator/normal-
metal planar junction, Yanson observed the nonlinearities in the tunneling conductance even
when the Pb was driven to the normal state[36]. He soon realized that these nonlinearities
in the normal state were due to the junction being shorted with many nano-scale metallic
contacts throughout the junction as shown in Fig. 1. In this case, electrons are injected
directly into the material without a tunneling process, and the assumption on |M |2 used
in Bardeen’s and Harrison’s theories is no longer valid. In other words, dI
dV
∝ |M |2ρf
is not necessary a constant even in a non-superconducting state, if the junction contains
these point-like nano-scale shorts. Yanson further showed that the ratio between the size
of the point contacts (d) and the electron mean free path l is critical. In the thermal
regime (d >> l), the conductance becomes Ohmic without any spectroscopic information.
In both the ballistic (d << lelastic) and the diffusive (d << linelastic) regimes, spectroscopic
information can be extracted from the conductance. This pioneering work by Yanson marked
the dawn of point contact spectroscopy[37].
6FIG. 1: (a) Schematic illustration of the nano-scale metallic contacts. Electrons can be injected
through these contacts (red dots) without tunneling processes. (b) The real-space profile of these
randomly distributed point contacts. These figures are adopted from Ref. [38].
It should be evident now that point contact spectroscopy is not a probe relying on a
tunneling process. In the planar tunneling junction, the high barrier potential suppresses
the electron wave function inside the insulating layer exponentially, resulting |M |2 ∝ vf in
both normal and superconducting states as explained by Bardeen and Harrison. In point
contact spectroscopy, the nano-scale metallic shorts on the junction permit electrons to be
injected from one material to another directly without any tunneling processes, leading to a
transmission probability |M |2 not simply proportional to vf . Moreover, in either ballistic or
diffusive regimes, since electrons can enter the material without going through a potential
barrier, they could possess excess energy to be relaxed by the inelastic scatterings inside the
7material. As a result, to theoretically study the point contact conductance, the modeling
of the junction with point contacts and the inelastic scatterings inside the material must be
taken into account correctly, and no concept based on the tunneling should be incorporated.
One of the most successful theories is the Blonder-Tinkham-Klapwijk (BTK) theory for the
point contact conductance across the superconductor/insulator/normal-metal junction with
point contacts[39].
B. Blonder-Tinkham-Klapwijk (BTK) theory
While the planar tunneling of electrons from a normal metal to a superconductor gives
zero conductance if eV < ∆ as predicted by Eq. 2, the direct incidence of the electrons
from a normal metal to a superconductor yields a totally different story. This is the case
for a transparent metal/superconductor junction without an insulating layer between them.
Due to the nature of the BCS pairing state, the incident electron can be reflected by the
superconductor back to the normal metal as a hole, known as Andreev reflection[40]. As
a result, the conductance across a transparent metal/superconductor junction may be as
much as twice the normal state conductance at eV < ∆ due to the Andreev reflection. Then
the question is: what should the point contact conductance across a metal/supercondcutor
junction look like? Apparently, it must be composed of some tunneling, some normal and
some Andreev reflections, and the correct theory must be able to account for results in these
opposite limits of the planar tunneling and the transparent metal/superconductor junction,
which is exactly the beauty of the BTK theory[39].
To account for the effects from the interface, BTK theory starts from the Bogoliubov-de-
Gennes (BdG) equations for superconductivity in the real space:
i~∂f(x,t)
∂t
= [− ~
2
2m
∇2x − µ(x) + V (x)]f(x, t) + ∆(x)g(x, t),
i~∂g(x,t)
∂t
= −[− ~
2
2m
∇2x − µ(x) + V (x)]g(x, t) + ∆(x)f(x, t), (4)
where f(x, t) and g(x, t) are the wave functions for electron and hole respectively, µ(x) is
the chemical potential, and ∆(x) is the gap function. The crucial part of this model is the
barrier potential V (x) = Z~vF δ(x), where vF is the Fermi velocity at the Fermi energy
and Z is a dimensionless parameter describing the strength of the barrier. If Z is zero, it
is corresponding to the case of a transparent metal/superconductor junction in which the
complete Andreev reflection occurs at eV < ∆. If Z ≥ 5, it corresponds to planar tunneling
giving rise to zero conductance at eV < ∆. Point contact spectroscopy usually corresponds
to the case with a moderate value of Z in which Andreev and the normal reflections coexist.
As a result, in general point contact conductance has non-zero values at eV < ∆.
8The BTKmodel has been known for its accurate fitting with the experimental data since it
was developed in 1982. It has worked well not only for the conventional superconductors, but
also for the unconventional supercondcutors emerging from correlated electron materials with
two modifications. First, because the electrons suffer more scatterings near the interface,
the quasiparticle lifetime, τ , could be much shorter depending on the quality of the junction.
To describe such an effect, the parameter Γ = ~
τ
is introduced to fit the experimental data,
and the BTK model becomes [41, 42]
i~∂f(x,t)
∂t
= [− ~
2
2m
∇2x − µ(x) + V (x)− iΓ]f(x, t) + ∆(x)g(x, t),
i~∂g(x,t)
∂t
= −[− ~
2
2m
∇2x − µ(x) + V (x)− iΓ]g(x, t) + ∆(x)f(x, t). (5)
If the experimental data require a large value of Γ as fitting, that would indicate a poor
quality of the junction. Also, the BTK model is successfully used to simulate non s-wave[43–
46] and multiband superconductors[47]. A complete simulation for d-wave superconductors
with different values of Z and Γ can be found in Ref. [48].
C. Point contact conductance in correlated materials
Since point contact spectroscopy opens a new door to study non-superconducting, cor-
related states, it is intriguing to study the behavior of the point contact conductance in
correlated materials. In correlated electron materials, the strong electron-electron correla-
tion significantly shortens the quasiparticle lifetime or may even destroy the quasiparticle
picture, and these effects are, in principle, encoded in the electron self energy Σ(~k, ω). Con-
sequently, a formalism including the electron self energy would be necessary in order to
correctly interpret the conductance.
Motivated by recent experiments on iron based superconductors[48, 49], Lee et al. have
derived a formula to describe the point contact conductance in non-Fermi liquid states
based on the non-equilibrium Green function method known as Schwinger-Kadanoff-Baym-
Keldysh (SKBK) formalism[38]. Here we outline the working principle of point contact
spectroscopy. With the presence of nano-scale contacts whose sizes are shorter than the
electron mean-free path, the electron can be injected with excess energy through these
contacts. This excess energy is relaxed only through the inelastic scatterings in the material,
and all the excess energy should be exhausted as the electron reaches the electrode on
the other side. The process described above contributes a measurable current, and the
corresponding conductance dI/dV depends on how the excess energy is relaxed throughout
the material. In other words, the point contact conductance should reveal some information
about the inelastic scatterings in the materials, and taking these irreversible relaxation
processes into account is important for the theory of PCS conductance.
9To see why the concept of the non-equilibrium is essential, we first review the equilibrium
many body formalism[14] as a comparison. It is assumed that at t = −∞, the system is in
the simple ground state where all the interactions are absent. The interactions are turned
on adiabatically from t = −∞ to t = 0 and then turned off adiabatically as t → ∞. The
equilibrium condition requires that the ground state at t = ±∞ must be the same up to a
phase factor[14], and consequently the perturbation theory could be performed with respect
to the same ground state at t = ±∞. In the setup of PCS, the ground state at t = −∞
should be in the state where the elctrodes and the system are completely decoupled. At zero
bias voltage, we could assume that the electrodes and the system are already in thermally
equilibrium states at t = −∞, and the system would return to the same states at t = ∞.
As a result, it is reasonable to impose the equilibrium condition if the bias voltage is zero.
However, if the bias voltage is non-zero, there is no reason to assume that electrodes and
the system are prepared in thermally equilibrium states at t = −∞. After the interactions
are fully turned on, the electrodes and the system will be re-thermalized via the contact
Hamiltonian. As a result, as the interactions are turned off at t = ∞, the final states
should in principle deviate from the initial states at t = −∞, indicating the violation of the
equilibrium condition. The SKBK formalism which allows the ground states at t = ±∞ to
be different is an ideal approach to study this situation. In fact, the same argument has
been made to study the spectroscopies involving tunneling processes as well[50].
The next crucial issue is the contact Hamiltonian Hc. In the study of tunneling processes,
a popular model which describes processes conserving momentum can be written as
Hc = Vt
∑
~k,σ,α∈L,R
d†~k,σ,αc~k,σ + h.c., (6)
where c†~k,σ creates an electron with momentum
~k and spin σ in the system, and d†~k,σ,α is
the creation operator for an electron in the right (α = R) or left (α = L) electrode. While
Eq. 6 was originally proposed to describe the tunneling processes bewteen the electrodes
and the system, it is quite intriguing that Eq. 6 can also be employed to describe the PCS
conductance reasonaly well[51–53]. Lee et al. pointed out that with the consideration of the
realistic point contact junctions, the contact Hamiltonian for PCS could be approximated
as Eq. 6. As a result, the usage of Hc in Eq. 6 does not necessarily mean that the concept
of the tunneling has to be adopted. Eq. 6 can represent the contact Hamiltonian for several
types of spectroscopies depending on the strength of Vt. The argument is given below.
The most general form of the contact Hamiltonian can be written in real space as
Hgc =
∑
σ,σ′
∫
d~rV σ,σ
′
(~r)ψ†d,σ(~r)ψc,σ′(~r) + h.c., (7)
10
where ψ†d,c(~r) are the creation operators for electrons in the electrode and the system. The
form of V σ,σ
′
(~r) is determined by the nature of the contact. For example, For the scanning
tunneling microscopy (STM) in which electrons tunnel into the system via a nanoscale
metallic tip, it is reasonable to set V σ,σ
′
(~r) = δσ,σ′V δ(~r). Its Fourier component is V
σ,σ′
~k.α,~p
=
δσ,σ′
V
Ω
for any pair of (~k, ~p), which means that the electron can change its momentum as
tunneling from the STM tip to the system. In the opposite limit, for either the planar
tunneling or the transparent junctions, V σ,σ
′
(~r) can be approximated as a constant in the
real space, and consequently the corresponding Fourier component is V σ,σ
′
~k.α,~p
= δσ,σ′V δ(~k−~p).
Therefore, the contact Hamiltonian in both cases can be reduced to Eq. 6, though the former
describes the tunneling process while the latter describes the process of the direct injection
of the electrons. Nevertheless, the strength of Vt is quite different because of the wave
function overlaps. In the case of the planar tunneling, because there exists an insulating
layer in the middle, the overlaps of the electron wave function in the contact region are
very small. Therefore, Eq. 6 describes the case of the planar tunneling only in the limit of
Vt/~vF → 0, which corresponds to the limit of large Z in BTK theory. On the other hand,
for the transparent junctions, since there is no insulating layer in between, the overlaps of
the electron wave function in the contact region could be large, resulting in V/~vF ∼ 1. This
case is corresponding to the limit of Z = 0 in BTK theory. The schematic demonstrations
of the electron wave functions in the planar tunneling and the transparent junctions are
plotted in Fig. 2.
Clearly, PCS should lie between two extreme cases of the STM and the planar tunnel-
ing/transparent junctions. On the one hand, because the size of the individual contact is
at the nanoscale too, the processes without momentum conservation should be allowed. On
the other hand, as shown in Fig. 1, a lot of the randomly distributed point contacts exist
throughout the junction, which greatly suppresses the processes without momentum con-
servation. Lee et al. argued that the ’classical’ PCS is the one with many contacts, thus
Eq. 6 is a good approximation with a moderate strength of 0 < Vt/~vf << 1. It is also
corresponding to the case with low Z in BTK theory. The momentum dependence should
be restored only as one is interested in the case of the quantum point contact spectroscopy,
in which the size of the contact is small and the number of the contacts is low.
The above discussion justifies that Hc can be treated perturbatively with respect to
Helectrode and Hsys for point contact spectroscopy. Such a perturbation theory has been
developed by several authors, and we adopt the SKBK formalism given in Refs. [50] and
[38] in which the conductance in the leading order of V 2t can be expressed as:
dI
dV
= e
2
h
∫
d~p‖T (eV )A(~p‖, eV ), (8)
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FIG. 2: The profiles of the electron wave function |ψ(r)|2 in (a) transparent and (b) planar tunneling
junctions. (a) The dashed line refers to the interface, and the wave functions are finite on both
sides. In this case, the transfer matrix element Vt/~vF ∼ 1. (b) The dark area refers to the
insulating layer in which the electron wave functions are expotentially suppressed, resulting in
Vt/~vF → 0.
where eV is the bias voltage, ~p‖ is the in-plane momentum,
A(~p‖, eV ) = i[GR(~p‖, eV )−GA(~p‖, eV )]
=
ImΣ(~p‖,ǫ)
[eV−(E~p‖−µ′)−ReΣ(~p‖,ǫ)]
2
+[ImΣ(~p‖,ǫ)]
2
,
(9)
is the electron spectral function, and GR,A(~p‖, eV ) are the retarded and the advanced Green
functions respectively with the self-energy including contributions from scatterings inside
the system as well as near the contacts with the electrodes,
Σ(~p‖, ǫ) = Σsys(~p‖, ǫ) + Σelectrodes(~p‖, ǫ). (10)
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T (eV ) is the transmission rate which depends on the details of the junction interface, and
µ′ = µ− 1
2
eV contains the average chemical shift due to the electric field created by the bias
voltage as discussed in Ref. [50].
To see how Eq. 8 is consistent with the other theories, we first consider the non-interacting
system in which Σ(~p‖, ǫ) = 0. In this case, A(~p‖, eV ) reduces to δ(E − E~p‖ + µ
′) which is
just the density of states at momentum ~k. If T (eV ) ∝ vF , Eq. 8 recovers the constant
conductance obtained by Harrison theorem for the simple metal. For the planar tunneling
across the metal/insulator/superconductor junction, we keep T (eV ) ∝ vF and A(~p‖, eV )
in superconducting state leads to the density of states given in Eq. 2, which reproduces
Bardeen’s theory[33]. For point contact spectroscopy, T (eV ) is no longer proportional to
vF , and it could be approximated to be weakly energy-dependent for a good point contact
junction. As a result, the variation in the density of states due to the electron-phonon
scatterings could be captured by setting the electron self energy to the one resulted from the
electron-phonon scattering [14], and the relation between d2V/dI2 and the phonon density
found by Yanson could be recovered. For the BTK theory, since Andreev reflection is a
phenomenon existing only at the interface, one has to solve the BdG equations in real space
with Hc included explicitly as shown in Eq. 4. The resulting density of states will contain
the extra conductance at bias voltages smaller than the superconducting gap. As for the
parameter Γ introduced to represent the short quasiparticle lifetime near the interface, one
can identify Γ ∼ ImΣelectrodes and this effect will be taken into account.
The advantage of Eq. 8 is the direct inclusion of the electron self energy Σ in the
formalism. As soon as Σ becomes non-zero, the spectral function A(~p‖, eV ) is no longer a
simple Dirac delta function, leading to a significant redistribution of the electron spectral
weight. Assuming T (eV ) ∼ T for a good point contact junction, the conductance can now
be rewritten as
dI
dV
≈ e
2T
h
∫
d~p‖A(~p‖, eV ) = e
2T
h
Deff(eV ), (11)
where
Deff(E) ≡
∫
d~p‖ImA(~p‖, eV ) (12)
is defined as the effective density of states if Σ is non-zero, in contrast to the density of
states for the non-interacting system D(E) ≡
∫
d~p‖δ(E − E~p‖ + µ
′). In other words, the
point contact conductance should be proportional to the effective density of states in correlated
materials with non-zero electron self energy Σ. If the form of the electron self energy due to
the electron-electron correlation is unusual, the point contact conductance should be able to
reveal some information about it.
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FIG. 3: The applicability of the contact Hamiltonian given in Eq. 6 for different types of spec-
troscopy. d is the contact size, l is the electron mean-free path, Z is the effective barrier parameter
in BTK theory, and Vt is the transfer parameter in Eq. 6.
D. Point contact conductance in the thermal regime
Lastly, we briefly comment about the point contact conductance in the thermal regime
where the size of the contacts is bigger than the electron mean-free path. It has been a well-
known fact that in the thermal regime, the point contact conductance loses spectroscopic
features and strongly resembles the bulk conductivity[44, 54, 55]. As pointed out by Lee
et al., the reason is that in the thermal regime, the injected electrons have exhausted all
the excess energy after passing through the contacts. As a result, the injected electrons
are in thermal equilibrium with the rest of the electrons in the system immediately[38].
Consequently, the conductance will be mainly dominated by the current induced by the
electric field due to the bias voltage, which should be described by the current-current
correlation function (Kubo formula) instead of the SKBK formalism describing the single
electron dynamics. This explains the strong resemblance of the bulk conductivity to the
point contact conductance in the thermal regime. In practice, checking this resemblance
has been a useful way to judge the quality of the point contact junction[44, 49, 55]. The
applicability of the contact Hamiltonian given in Eq. 6 for different types of spectroscopy is
summarized in Fig. 3.
III. EXPERIMENTAL DATA
A. Non-superconducting states in iron based superconductors
Since the application of the point contact Andreev reflection spectroscopy to study the
properties of superconducting gap in the iron based superconductors has been nicely re-
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viewed recently [46], we will focus on the behavior of the point contact conductance in
non-superconducting states in this review.
Arham et al.[49] measured the point contact conductance spectra on Ba(Fe1−xCox)2As2
for the entire phase diagram, and they found a quite universal behavior at dopings less
than 6%. The representative data are plotted in Fig. 4. Let’s start with the undoped
parent compound shown in Fig. 4(a). At the temperature higher than 177 K, more than
40 K above the structual phase transition temperature TS, the conductance showed a flat
feature near the zero bias up to ±40 meV, obeying the Ohm’s law. At the bias voltage
larger (smaller) than ±40 meV, the conductance increased quadratically, which might be
attributed to the nonlinear effects at higher bias voltages. At the temperature below 177K, a
novel enhancement of the conductance near the zero bias was observed, and the enhancement
became stronger as the temperature was lowered. No dramatic change occurred as TS was
crossed (red curve). As the temperature was further lowered, a double peak feature was
superimposed on the parabolic background, and the peak positions kept moving outward
with the decrease of the temperature. At the lowest temperature (12 K, blue curve), a dip
at zero bias appeared and two asymmetric conductance peaks emerged at ∼ 65 meV.
For the underdoped Ba(Fe1−xCox)2As2 with x = 0.05 shown in Fig. 4(b), in addition to
the structure and the magnetic phase transitions present already in the parent compound,
the superconductivity emerged and coexisted with the long-range magnetic order at Tc ∼
9K. The Andreev reflection at low bias voltages in the superconducting state was clearly
observed, indicating a good point contact junction. However, the double-peak structure at
∼ ±65 meV was also observed, resembling the conductance of the parent compound. Above
the superconducting transition temperature Tc, the zero bias peak due to the Andreev
reflection completely disappeared, but the high bias conductance evolved just as it did for
the parent compound BaFe2As2. To be specific, as the temperature increased from Tc, the
double-peak structure moved inward and merged into a single zero bias peak at a certain
temperature below TS. Then this zero bias peak disappeared at a temperature about 25
K higher than TS. The right inset in Fig. 4(b) shows a zoom in of the Andreev reflection
features while the left inset plots the conductance spectra above Tc on a log plot.
The conductance of the overdoped Ba(Fe1−xCox)2As2 with x = 0.125 and Tc ∼ 11K is
summarized in Fig. 4(c). The Andreev reflection was still observed unambiguously in the
superconducting state, but unlike the underdoped or the parent compounds, no intriguing
evolution of the higher bias conductance as a function of the temperature were detected.
The only feature observed above Tc was the flattening of the parabolic background with the
increase of the temperature.
Arham et al.[49] also reported the conductance spectra of the hole underdoped
Ba1−xKxFe2As2 [Fig. 4(d)]. The sample has a coexistence of magnetism and supercon-
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FIG. 4: These figures are taken from Ref. 49. (a) Conductance spectra for BaFe2As2. On top of
a parabolic background, the conductance enhancement with peaks at ∼ 65 meV was observed at
low temperatures. As the temperature was increased, the double peaks merged into a single zero
bias peak which survived well above TS (red curve). (b) In Ba(Fe0.95Co0.05)2As2, the supercon-
ductivity emerged in the presence of the long range magnetic order. At low temperatures, clear
Andreev peaks were observed [right inset (b); the Andreev peaks are indicated by the arrows].
The Andreev spectra appeared together with the conductance enhancement with peaks at ∼ 65
meV which evolved with the temperature as it did for BaFe2As2. This enhancement increased
logarithmically near zero bias [left inset (b)]. (c) The overdoped compound Ba(Fe0.875Co0.125)2As2
showed clear Andreev spectra below Tc as well. No significant change of the conductance peaks
at higher bias values was observed, unlike the Co underdoped or the parent compounds. (d) The
hole underdoped Ba0.8K0.2Fe2As2 sample exhibited a coexistence of the superconductivity and the
magnetism too. However, the conductance showed only the Andreev spectra below Tc, and no
higher bias conductance enhancement was observed. This was in contrast to the data obtained
from electron underdoped Ba(Fe1−xCox)2As2 [Fig. 4(b)].
ductivity like its electron-doped cousin (TN = TS ∼ 90 K, Tc ∼ 20 K), but the condutance
showed very distinct behaviors. Below Tc clear Andreev reflection was observed. Above
Tc, Andreev reflection disappeared and the only feature observed was a downward facing
background that remained unchanged with any further increase in temperature. This is
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FIG. 5: Figures from Ref. 49. (a) Revised phase diagram for Ba(Fe1−xCox)2As2 according to the
conductance enhancement observed by point contact spectroscopy. (b) The logarithmic fitting of
the conductance above TS for BaFe2As2 from ∼ 40 meV to ∼ 90 meV.
remarkably different from the situation in the electron underdoped Ba(Fe1−xCox)2As2.
A complete survey among different families of the iron based superconductors includ-
ing CaFe2As2, SrFe2As2, and Fe1.13Te leads to a conclusion that the novel zero bias peak
appearing in the non-superconducting states is in close relation to the structural phase
transition[48, 49]. In particular, a correlation has been noticed between the presence of
the conductance enhancement around zero bias and the in-plane resistivity anisotropy in
the compounds. For the detwinned underdoped AEFe2As2, it has been observed by var-
ious groups that while a resistivity anisotropy generally exists below TS, the anisotropy
in the resistivity above TS varies from materials to materials[56–59]. Above TS there is a
notable anisotropy for AE = Ba, a small anisotropy for AE = Sr, and no anisotropy for
AE = Ca. The detwinned Fe1+yTe also exhibits a resistivity anisotropy above the struc-
tural transition[60]. On the other hand, the detwinned underdoped Ba1−xKxFe2As2 does not
show any anisotropy at all, either below or above TS[61]. The appearance of the in-plane-
resistivity anisotropy above TS in detwinned samples matches nicely with the existence of
the conductance enhancement at zero bias in the non-superconducting state, strongly sug-
gesting that they are likely resulted from the same underlying physics. A revised phase
diagram for Ba(Fe1−xCox)2As2 shown in Fig. 5(a) has been proposed by Arham et al.[49] to
highlight the region where the zero bias conductance peak was observed, and it is evident
that this region is strongly tied to the structure phase transition.
Lee et al.have proposed that orbital fluctuations above TS could be the key to understand
the zero bias conductance observed in the non-superconducting state[24]. Their theoretical
interpretation is based on the orbital scenario in which the structure phase transition is
identified as the second order transition of the orbital ordering in dxz and dyz orbitals. Fur-
thermore, by analyzing the multi-orbital model involving the dxz and dyz orbitals, it is found
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that the orbital ordering transition is in fact a lattice version of the nematic transition due to
d-wave Pomeranchuk instability[62], and consequently the effects of the orbital fluctuations
should be similar to those of the nematic fluctuations. As shown by Lawler et al. [23], the
effective density of states modified by the nematic fluctuations defined in Eq. 12 exhibited
a logarithmic divergence at zero energy, and consequently the point contact conductance
should have this divergence at zero bias according to Eq. 11. Comparing the conductance
data with the prediction given above, it has been found that the conductance enhancement
for BaFe2As2 above TS follows a log dependence from ∼ 40 meV to ∼ 90 meV as shown
in Fig. 5(b). The discrepancy near the zero bias between the theory and the experimental
data is due to the fact that the theoretical results are obtained in a Fermi system without
lattice at the zero temperature.[23] Lee et al. pointed out that both the lattice and the finite
temperature effects would result in the flattening of the divergence near the zero bias. It is
remarkable that the data of SrFe2As2 and Fe1.13Te could be fitted in the same fashion. As
for Ba0.8K0.2Fe2As2, the conductance can not be fitted in the same way, suggesting that the
orbital (nematic) fluctuations are much weaker in this material. This is also consistent with
the absence of the resistivity anisotropy above TS in the detwinned samples. This analysis
provides a strong evidence that the orbital (nematic) fluctuations play a central role in the
enhancement of the zero-bias conductance in the non-superconducting state.
It should be noted that some details in the point contact conductance are still unex-
plained. First, the origin of the double peak structure deep inside the magnetic state is
unclear. The naive interpretation would be the spin gap, but that interpretation could be fal-
sified because the peak positions are very different in Ba(Fe1−xCox)2As2 and Ba1−xKxFe2As2
which have about the same size of spin gap. Second, the dip at zero bias appearing at lowest
temperature in Fig. 4(a) is not understood. The explanation for these details might require
a realistic model to compute the energy-dependent T (eV ) in Eq. 8, which is beyond the
scope of Eq. 11 neglecting the energy dependence of T (eV ). Further theoretical study will
be necessary to settle down these problems.
B. Heavy Fermion Systems
The heavy fermion compounds are another type of correlated materials that have been
studied intensively by point contact spectroscopy. These materials contain local magnetic
moments from f -level forming a lattice together with conduction electrons. The interplay
between these local magnetic moments and the conduction electrons gives rise to a numer of
many-body phenomena including Kondo effect, superconductivity, and quantum criticality.
The simplest model describing the heavy fermion compounds is the periodic Anderson model,
or its effective model obtained by the second order perturbation theory, the Kondo lattice
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model[7, 63]. The Hamiltonian of the periodic Anderson model reads
HPAM =
∑
~k,σ
ǫ(~k)c†~kσc~kσ +
∑
i
ǫff
†
iσfiσ
+ V0
∑
~k,σ
(f †~kσc~kσ +H.c.) + U
∑
i
nfi↑n
f
i↓, (13)
where c† and f † are the creation operators for the conduction and the f electrons, and
nfiσ = f
†
iσfiσ is the number operator for f electron on site i with spin σ. HPAM has been
studied extensively. Below a critical temperature Tc, the mean-field theory obtains two
renormalized bands with the hybridization between the conduction and the f electrons, and
the corresponding band dispersions are [64]
E~k± =
1
2
{ǫ(~k) + λ±
√
(ǫ(~k)− λ)2 + 4V 2},
V = (1− nf)
1/2V0, (14)
where λ is the renormalized band energy for f electrons, and nf is the average occupation
number of f electrons. It can be seen that V naturally defines an energy scale for a band gap,
namely the hybridization gap ∆hyb, and ∆hyb should be reflected in the electronic density of
states. In other words, point contact spectroscopy should be able to capture ∆hyb according
to the discussion in Sec. IIC, as shown in Fig. 6.
Let’s first consider the case of the intermediate valence regime, i.e., nf ≪ 1. In this
case, ∆hyb should be sizable because of the factor (1− nf)
1/2 in V given in Eq. 14, and the
electronic density of states should have a significant suppression at the Fermi energy if the
chemical potential lies in the hybridization gap. This should result in a dip accompanying
with a double peak structure in the point contact conductance at zero bias according to the
theory presented in Sec. IIC. Such a double peak structure has been clearly observed in
the point contact conductance on URu2Si2 performed by Park et al.[55], as shown in Fig. 7.
By studying the evolution of the double peak structure with respect to the temperature, it
has been concluded that the hybridization gap ∆hyb appears well above 17.5 K, the critical
temperature for a puzzling state known as hidden order whose origin remains mysteric after
intensive research efforts[8, 65–67]. Despite the fact that the occurrence of certain phase
transition has been indicated by a large suppression of the entropy observed at 17.5K, the
corresponding order parameter is still under hot debate[68–72]. Although the point contact
conductance measured by Park et al. does not identify the correct order parameter for the
hidden order in URu2Si2, it convincingly rules out theories using ∆hyb as the order parameter.
This work not only places a strong contraint on the theory for the hidden order in URu2Si2,
but also demonstrates that point contact spectroscopy can be a powerful tool to detect the
band renormalization driven by strong correlations.
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FIG. 6: (a) The mean-field band dispersions of the periodic Anderson model HPAM given in Eq.
14. λ is the renormalized band energy for f electrons, V = (1 − nf )
1/2V0, V0 is the coupling
between the conduction and f electrons, nf is the average occupation number of f electrons, and
∆hyb ≡ 2V .(b) The corresponding density of states (DOS) and the point contact conductance
dI/dV . This figure is taken from Ref. [55].
In the Kondo regime, i.e., nf ≈ 1, ∆hyb is vanishing and the double peak in the point
contact conductance merges into a single peak near the zero bias, resembling the conductance
from the Kondo impurity model[51, 52]. Such a point contact conductance has been observed
in Ce-based 115 materials CeMIn5 for M =Co, Rh, and Ir [44, 73, 74]. Fig. 8 presents the
point contact conductance of CeCoIn5 as a function of the temperature. Recently, the heavy
fermion compound YbAl3 has been observed to exhibit a single peak near the zero bias in
the point contact conductance, despite the fact that it has been identified as an intermediate
valence compound by other measurements[75]. Nevertheless, a careful analysis on the small
humps on top of the peak suggests that these humps are ressulted from the hybridization gap
opening around 110 K, and the extra density of states filling the dip inside the gap should
come from certain unknown correlation effects. More theoretical efforts will be required to
address the sources of these correlation effects.
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FIG. 7: Point contact couductance of URu2Si2 as a function of the temperature. The hybridization
gap starts to emerge at temperatures well above 17.5 K, the critical temperature for the hidden
order. This figure is taken from Ref. [55].
An interesting common feature observed in both intermediate (nf ≪ 1) and Kondo
(nf ≈ 1) regimes is the Fano-like background in the conductance. The Fano line shape
refers to the asymmetric profile of the conductance with respect to the zero bias, which was
first discussed by Fano in 1961[76]. In the Kondo-impurity system, the STM conductance
due to the electron tunneling into the Kondo impurity also displays the Fano line shape,
which has been theoretically understood as follows [51, 52, 77]. The electrons from the
STM tip have two tunneling channels, one to the conduction band and the other one to the
impurity state. There exists a quantum interference between these two tunneling channels,
which results in the asymmetric profile of the tunneling conductance. Since point contact
spectroscopy does not rely on the electron tunneling as discussed in Sec. IIA, one can not
directly apply the same idea to explain the Fano line shape observed in the point contact
conductance. Park et al. proposed that in point contact spectroscopy of the heavy fermion
systems, the electrons can be injected into the two renormalized bands given in Eq. 14, and
the quantum interference between these two channels could cause the Fano line shape[74].
A later theory based on the SKBK formalism has shown that the asymmetry could be
pronounced depending on the band renormalization[52]. It is a remarkable fact that the
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FIG. 8: Point contact couductance of CeCoIn5 as a function of the temperature. The single peak
around the zero bias with Fano lineshape starts to emerge at a temperature slightly above 2.3 K,
the superconducting critical temperature. This figure is taken from Ref. [73].
inclusion of an effective Fano line shape could usually lead to a much better fitting of the
point contact conductance in the heavy fermion compounds [44, 55, 73–75].
IV. SUMMARY AND OUTLOOK
In summary, the recent status of point contact spectroscopy in non-superconducting state
has been reviewed. In the superconducting state, point contact spectroscopy has been used
as one of the reliable tools to study the superconducting gap by virtue of BTK theory. In the
normal metal, the nonlinearities in the conductance could be used to map out the phonon
density. By a closer look into the working principle of point contact spectroscopy, it has
been proposed that the point contact conductance is proportional to the effective density
of states which is defined as the integration of the electron spectral function over the whole
Brillouin zone, and this formalism is consistent with the previous theories. Moreover, it is
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emphasized that in point contact spectroscopy, electrons are injected directly via the nano-
scale shorts randomly distributed throughout the juncion, and consequently no concept of
the electron tunneling should be incorporated. The advantage of the formalism with the
effective density of states becomes evident in correlated materials in which the electron self-
energy could exhibit intriguing behaviors. By the definition of the effective density of states,
the electron self energy is included automatically. We have shown that the point contact
conductances in the heavy fermion compounds as well as in the non-superconducting state
of the iron based superconductors could be understood within the same framework. These
results have demonstrated that point contact spectroscopy could be a powerful tool to study
the single electron dynamics of the strongly correlated systems.
The present theory still could not explain some details observed in the conductance.
Particularly, the conductance near the zero bias at very low temperatures seems to indicate
unknown correlation effects in the iron based superconductors and also in the heavy fermion
compound YbAl3. These details might be due to some elastic scatterings occuring near the
junction which is not modeled properly in the present theory. The effects of these elastic
scatterings near the junction might be negligible in weakly correlated metals but could be
greatly enhanced in the strongly correlated systems. More research efforts will be necessary
to resolve these issues.
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