This study deals with elastic-wave identification of discrete heterogeneities (inclusions) in an otherwise homogeneous ''reference" solid from limited-aperture waveform measurements taken on its surface. On adopting the boundary integral equation (BIE) framework for elastodynamic scattering, the inverse query is cast as a minimization problem involving experimental observations and their simulations for a trial inclusion that is defined through its boundary, elastic moduli, and mass density. For an optimal performance of the gradient-based search methods suited to solve the problem, explicit expressions for the shape (i.e. boundary) and material sensitivities of the misfit functional are obtained via the adjoint field approach and direct differentiation of the governing BIEs. Making use of the message-passing interface, the proposed sensitivity formulas are implemented in a data-parallel code and integrated into a nonlinear optimization framework based on the direct BIE method and an augmented Lagrangian whose inequality constraints are employed to avoid solving forward scattering problems for physically inadmissible (or overly distorted) trial inclusion configurations. Numerical results for the reconstruction of an ellipsoidal defect in a semi-infinite solid show the effectiveness of the proposed shape-material sensitivity formulation, which constitutes an essential computational component of the defect identification algorithm.
Introduction
Elastic-wave sensing of penetrable (i.e. deformable) heterogeneities in a solid matrix is a long-standing problem in mechanics with applications to nondestructive material testing, seismic prospecting, medical diagnosis, and underground object identification. In the context of seismic exploration, comprehensive three-dimensional (3D) mapping of subterranean structures commonly entails the interpretation of a large number, often thousands, of motion measurements using elastodynamic or acoustic models based on domain discretization, see e.g. [41] . In contrast, this investigation focuses on the mapping of objects buried in a known reference solid, from only a limited number of remote measurements. In such instances, boundary integral equation (BIE) formulations [11, 15] provide a direct mathematical link between the observed waveforms and the geometry and material characteristics of a hidden object, and therefore allow to exploit effectively the limited data.
Although inverse scattering in general has been the subject of intensive mathematical and computational research [40, 26, 13, 16] , only limited efforts have so far been devoted to the wave-based reconstruction of homogeneous elastic inclusions. Two-dimensional BIE formulations of the inclusion identification problem were proposed in [27, 29] (elastostatics) and [43] a region in which flaws are a priori expected, are used in e.g. [46] with seismic waves idealized as acoustic waves and [38, 1] in conjunction with the contrast source inversion concept for elastic and electromagnetic waves, while fast solution methods are proposed in [23] . Mathematical results on identifiability are given in e.g. [24] . More recently, approximate identification methods based on the small-inclusion asymptotics [5, 19, 6, 25] , specialized analytical solutions [7] , or energy considerations [4] were proposed for preliminary ''scanning" of solid bodies.
The focus of this investigation is the development of a computational platform for the 3D identification of penetrable elastic inclusions via an elastodynamic BIE framework. This approach rests upon the full three-dimensional elastodynamic model, with no resort to approximations such as the Born linearization or small-inclusion asymptotics. The inclusions are assumed homogeneous and bonded to the surrounding reference medium; as such, they are characterized by their boundary (i.e. the surface that separates them from the reference medium), elastic tensor, and mass density. For identification purposes, the inverse problem is reduced to the minimization of a cost functional representing the misfit between experimental observations (values of displacements at sensor locations) and their simulations for an assumed inclusion configuration. The latter are based on a coupled system of regularized boundary integral equations [11, 36] . For computational efficiency of the gradient search technique employed by the inverse solution, the shape sensitivity of the featured cost functional is evaluated via an adjoint field approach which, besides the matter of elegance, is computationally much more efficient than finite-difference evaluations. This is accomplished by generalizing upon the shape sensitivity approach proposed in [21] for elasticwave void identification and in [10] for the inverse scattering of acoustic waves. To completely characterize penetrable elastic defects, the material sensitivity of the cost functional is derived using two alternative methodologies: (i) a direct differentiation approach based on the material parameter derivative of the governing BIE pair, or (ii) adjoint field approach. A similar BIE-based treatment of shape-material sensitivity has been recently proposed [47] for optical tomography featuring the scalar Helmholtz equation with a complex wavenumber, while e.g. [3, 37] present other applications of adjoint-based shape sensitivity analyses.
Making use of the message-passing interface, shape and material sensitivities derived in this study are implemented in a data-parallel code and integrated into a nonlinear optimization algorithm towards the solution of the 3D inverse problem. Preliminary identification studies on sample inclusion configurations demonstrated that the unconstrained (quasi-Newton) minimization algorithm, that was successfully used in previous studies [21, 32] for 3D void reconstruction, performs unsatisfactorily for the geometric-material identification problem at hand. For this reason, a more robust algorithm based on the augmented Lagrangian cost functional [34] has been developed as a means to deal with physical inequality constraints, without increasing the dimension of the parametric space, and ensure that all iterates (in terms of the inclusions' geometric and material parameters) be physically admissible. The elastodynamic transmission problem, whose repeated solution is required by the minimization, is thus always well-posed. The numerical results, which employ a direct boundary element method (BEM) for the primary, adjoint and material sensitivity solutions, demonstrate the feasibility of identifying the geometry and material characteristics of penetrable (elastic) defects hidden in a semi-infinite solid from only a limited number of waveform measurements taken on the (traction-free) surface.
Direct and inverse scattering by elastic inclusions
Consider an inverse scattering problem where the reference homogeneous solid X, containing a bonded inclusion b X true with boundary C true , is probed by elastic waves. The reference medium, whose external boundary (available for testing) is denoted by S, is characterized by its elastic tensor C and mass density q; the respective material characteristics of the inclusion are denoted as b C true andq true . The ensuing shape and material sensitivity analyses (Sections 3-5) are carried out for the reference solid of an arbitrary shape, whereas the computational treatment and numerical results presented thereafter (Sections 6, 7) assume a semi-infinite configuration whereby S denotes the traction-free surface of the half-space, and isotropic X denote a trial inclusion bounded by C and X À ¼ X n ðC [ b XÞ be the region surrounding the obstacle, the prescribed excitation ðf ; g; u D Þ gives rise to elastodynamic displacement fields u ¼ u½ b
For identification purposes, the displacement u obs induced in the flawed solid by ðf ; g; u D Þ is monitored over the measurement surface S obs & S t (other possibilities, e.g. finite sets of measurement points, being also allowed by the ensuing treatment). Ideally, a defect configuration ð b
is sought, where u on S obs is understood in the sense of the trace. In practice, due to many factors (e.g. incomplete and/or inexact measurements, modelling uncertainties), the inclusion is sought so as to minimize a misfit cost functional 
where function u, which quantifies the misfit between the predicted and observed displacements, is assumed to be differentiable with respect to its arguments. For example, the usual least-squares measure of misfit is defined through 2uðu; u obs ; nÞ ¼ ju À u obs j 2 .
Forward problem. Let L and b L denote the Navier partial differential operator, respectively associated with the reference solid and inclusion, i.e.
Lu divðC : $uÞ þ qx
In (3) and thereafter, all quantities defined with reference to the inclusion or its constitutive parameters are indicated with a hat symbol. Moreover, the nabla symbol $ denotes the gradient operator, with the convention $ðÁÞ ¼ ðÁÞ ;' e ' (the comma denoting a partial derivative), while the column symbol ':' indicates a two-fold inner product between tensors, e.g. ðC : $uÞ ij ¼ C ijk' u k;' .
The predicted displacement featured in cost functional (2) solves the forward problem
u ¼û; t þt ¼ 0 ðon CÞ;
where Eqs. (4)- (6), respectively state the elastodynamic field equations, the perfect-bonding interfacial transmission conditions, and the external boundary conditions. In (5) and (6), t ðC : $uÞ Á n andt ð b C : $ûÞ Án are the boundary tractions relative to the reference medium and the inclusion, respectively, withn ¼ Àn and n denoting the unit normal exterior to X À .
If the reference domain X extends to infinity in any direction, as is the case for the semi-infinite solid examined later, u must in addition satisfy a suitable radiation condition at infinity (this can be relaxed so as to allow e.g. scattering of incident plane waves, see Appendix A.2). Moreover, (4) implicitly carries the assumption b X \ V ¼ ;, i.e. the forward problem (4)- (6) is considered only for a inclusion that is separated from the body force support.
Two alternative formulations of problem (4)-(6) are now summarized: (i) the weak formulation, upon which the general results in terms of sensitivity formulas are established (Sections 3-5), and (ii) the BIE formulation used here as a basis for the computational treatment and numerical results (Sections 6, 7).
Weak formulation. The forward transmission problem (4)-(6) can be recast in weak form whereby ðu;ûÞ 2 Vðu D Þ must satisfy Aððu;ûÞ; ðw;ŵÞÞ À F ðwÞ ¼ 0 8ðw;ŵÞ 2 Vð0Þ; ð7Þ with the function spaces V, the symmetric bilinear form A, and the linear form F defined by
Aððu;ûÞ; ðw;ŵÞÞ ¼
and the bilinear energy densities a in X À andâ in b X given by aðu; wÞ ¼$u :
BIE formulation (semi-infinite solid). Wave propagation and scattering in an elastic half-space is a suitable idealization for a number of applications such as nondestructive material testing and seismic exploration. BIE formulations, which deal effectively with unbounded domains, are a natural framework for such configurations. With reference to the Cartesian frame fO; n 1 ; n 2 ; n 3 g, let the host domain X be semi-infinite ðn 3 P 0Þ and bounded by the traction-free surface S ¼ fnjn 3 ¼ 0g. Let U(x,n) and T(x,n) denote the (half-space) elastodynamic Green's tensors, defined such that U i' and T i' ði; ' ¼ 1; 2; 3Þ, respectively denote the ith component of the displacement and traction at n 2 X resulting from a unit time-harmonic point force applied at x 2 X in the 'th direction, with T i' vanishing identically on S. Similarly, let b U ðx; nÞ and b T ðx; nÞ denote the (fullspace) elastodynamic Green's tensors corresponding to the material properties of the inclusion. With these definitions, the forward problem (4)-(6) for a semi-infinite solid can be reformulated in terms of a pair of regularized boundary integral equations [11, 36] :
written, respectively for the ''matrix" X À and inclusion b X, in terms of the traces (u,t) on C of the exterior field. The free field u F featured in (10) is the solution to (4), (5) when no inclusion is present, and is explicitly given by
For regularization purposes, the traction Green's functions in (10) and (11) are decomposed [21] into the sum of (frequency-independent) singular parts ½T 1 ; ½ b On solving (10) and (11) for u and t, the displacement in the (reference) solid surrounding the inclusion is given by the integral representation formula
Letting S R denote the sphere of radius R centered at the origin (10) and (13) rest on the assumption that u is a radiating elastodynamic state in the semi-infinite solid X À , whereby u,t satisfy the generalized radiation condition [28] lim R!þ1
Differentiation with respect to inclusion perturbations
To quantify the effect of the inclusion's boundary and material parameter perturbations on the cost function (2), the defect configuration ð b X; b C;qÞ is assumed to depend on a time-like evolution parameter s [39, 44] 
whereas the shape perturbations of b X can be synthesized as
where hðxÞ is a given (i.e. prescribed) transformation velocity field. In the sequel, hðxÞ is assumed to vanish outside of a neighbourhood of b X, which postulates the existence of a bounded region O satisfying 
i.e. by following the evolution of g at a point x s moving according to geometric transformation (16) , while the inclusion's material parameters are perturbed according to (15) . The contributions to g } of the inclusion's geometric and material perturbations can be separated through additive decomposition
with the shape sensitivity g and material sensitivity g 0 , respectively defined by ''freezing" the material parameters and the shape of the inclusion in (18), i.e. 
The shape sensitivity thus corresponds to the Lagrangian time derivative of continuum kinematics with the physical time variable replaced with a pseudo-time. For the ensuing developments, it is useful to note that the shape sensitivity of a gradient is given [39] by ð$gÞ 
in Eulerian description, where O denotes the support of geometric perturbation (16) . Upon noting that the shape sensitivity of dV is given by d V ¼ ½divhdV, the total derivative of I [39] can be written as
4. Shape sensitivity using an adjoint solution
Taking into account assumption (17c) whereby S obs remains invariant under perturbation (16), the shape sensitivity of cost functional (2) takes the form
where the complex-valued function u ;u is defined as
On parameterizing the geometric perturbation (16) in terms of a selected shape parameter a and setting s ¼ a À a 0 , formula (24) yields the derivative of J with respect to a evaluated at a 0 in terms of the derivative solution u
; this is the essence of the so-called direct differentiation approach. One can however circumvent the actual computation of derivatives u (one for each shape parameter describing the sought inclusion) by resorting to the adjoint field approach, to whose formulation the remainder of this section is devoted.
Displacement shape sensitivity -weak formulation
Since the weak formulation (7) of the forward problem (4)-(6) holds for all perturbed inclusion configurations, the governing weak formulation for the displacement shape sensitivity ðu 
where the bilinear tensorial function E(u,w), related to the dynamic Eshelby energy-momentum tensor [17] , is defined by Eðu; wÞ ¼ aðu; wÞI À ðC : $wÞ Á $u À ðC : $uÞ Á $w:
second-order identity tensor) and b Eðû;ŵÞ is defined similarly in terms of the inclusion characteristics. Invoking assumption (17d), one further finds that the Lagrangian derivative of F ðwÞ is given by
On substituting (27) and (29) into (26), invoking the equality obtained by setting ðw;ŵÞ ¼ ðw ;ŵ Þ in (7), and noting that u ¼ 0 on S u (since the prescribed displacement u D is insensitive to the inclusion shape), the displacement shape sensitivity ðu ;û Þ 2 Vð0Þ is found to be governed by the weak formulation:
Eðû;ŵÞ Á hdS 8ðw;ŵÞ 2 Vð0Þ:
Adjoint solution
The main motivation behind the adjoint state approach is to evaluate the shape sensitivity (24) in an indirect, and computationally faster, manner by circumventing the actual computation of field sensitivities u . Interpreting the integral in (24) as 
where p ¼ ðC : $vÞ Á n andp ¼ ð b C : $vÞ Án are the traction vectors, respectively associated with v andv. Alternatively, traces ðv; pÞ on C of the solution to problem (32) satisfy integral Eqs. (10) and (11) 
The nature (32c) of the adjoint excitation and the assumed boundedness of S obs ensure that (v,p) satisfies the generalized radiation condition (14).
Shape sensitivity formula
Setting ðw;ŵÞ ¼ ðu 
Eq. (34) is, however, not well suited for applications where the free and adjoint solutions are computed by means of the BEM, as it features displacement gradients on C. This is addressed by introducing the decomposition
of a gradient in terms of its tangential component $ S u and the normal derivative u ;n , and expressing the latter in terms of $ S u and t by inverting the relationship t ¼ ðC : $uÞ Á n whereby
Here, the second-order tensor D and the combination Dt are, respectively defined by D ¼ ½n Á C Á n À1 (exploiting the minor symmetry of C), and
By virtue of (35)- (37), tensor function Eðu; vÞ can be written in terms of the interfacial tractions and tangential displacement gradients, so that
This finally allows to express (34) in terms of quantities directly available from the boundary element solution. Utilizing transmission conditions (5) and (32f), the desired form of the shape sensitivity result is thus established as
with Dt; Dp defined by (37) with C; n replaced by b C;n, and b
In the case where either material has isotropic elasticity (which is not a prerequisite for the derivation of (38) 
The material sensitivity of the generic cost function (2) is a priori given by
Domain integral formulation, adjoint solution approach
Proceeding along the lines of Section 4, the domain formulation of the displacement material sensitivity ðu 0 ;û 0 Þ is found by considering the material sensitivity of weak statement (7) 
The domain-integral format of formula (41) is obviously impractical for BEM-based applications. For that reason, alternative approaches that facilitate the evaluation of J 0 using BEM forward and adjoint solutions are examined next. Before proceeding to the BIE specialization of (41) and the subsequent numerical results, both focused here on semi-infinite host domains, it should be emphasized that the shape sensitivity formula (38) and its material counterpart (41) are general in the sense that they uniformly apply to finite, semi-infinite or infinite ðR 3 Þ host domains. The present BIE formulation and its underlying assumption of a semi-infinite ''host" define an illustration, not a limitation, of the proposed shape-material sensitivity framework.
Surface integral formulation, direct approach
The direct differentiation approach makes use of (39) with the material sensitivity u 0 on S obs evaluated by differentiating the governing boundary integral equations. On expressing the governing pair (10) and (11) (43) are solved for u 0 ; t 0 on C, the displacement sensitivity u 0 on S obs follows by taking the material sensitivity of representation formula (13) . On substituting the resulting expression into (39), the material sensitivity J 0 is finally given, using an operator notation similar to that in (42) 
Surface integral formulation, adjoint solution approach
As an alternative to the above direct differentiation strategy, an [4] adjoint field approach for the evaluation of J 0 as a surface integral may be formulated as follows. Let the new adjoint state ðv;vÞ be defined as the solution of a transposed system of integral equations, written in weak form as 
where w and t w are trial (vector) functions on C. Next, multiplying the first and the second equation in (43) 
The above material sensitivity formula is in particular well suited for use within a Galerkin BEM framework, as it involves two nested surface integrals.
Computational treatment
In what follows, an inclusion identification method based on the proposed shape-material sensitivity approach and an augmented Lagrangian cost functional is implemented using a BEM framework and the underlying assumption that the background domain X is semi-infinite.
Boundary integral approximation
To illustrate the utility of sensitivities (38) and (44) 
to reflect the defect parametrization and making reference to (20) and (21), the sensitivities oJ a =oa k used for minimizing J a ðaÞ are computable according to Geometric :
Material :
Boundary element discretization. For the evaluation of surface integrals over o b 
where N q are the relevant shape functions. By virtue of (50) the normal transformation velocity h n in (38) is, for a given parameter a k , approximated as
where n denotes the unit normal to the surface. Assuming next the isoparametric representation of elastodynamic quantities, the boundary displacement (u) and traction (t) fields over C are interpolated at a generic point n 2 E h e in terms of the nodal displacements u q and tractions t q at n q 2 E e as
Evaluation of shape sensitivities. The computation of J and J 0 entails solving transmission problems associated, respectively with the primary field u, the adjoint field v, and the material sensitivity field u 0 for each material parameter associated with the inclusion (i.e. a total of five problems under the assumption of isotropic inclusions). With reference to (12) , (33) , (42) , (43), (50) and (52), the discrete algebraic systems for these fields can be written as
Material sensitivity
where 43) . The coefficient matrices are the same for all three discretized systems, which allows for a computationally-effective solution of (53b) and (53c) once the primary problem (53a) has been solved.
In the context of (38) , however, the shape sensitivity computation requires not only the primary and adjoint fields on C, but also their surface gradients. By virtue of (52), the required surface gradient of u is approximated as
over each boundary element, with a similar expression applying in terms of $ S v. To evaluate the tangential derivative $ S N q in (54), let the local companion basis fr 1 ; r 2 ; ng at any point n 2 E h e be defined from the (differentiable) boundary element parametrization n ¼ nðgÞ of (50) by
so that vectors r 1 and r 2 are tangent to E h e . The surface gradient of shape functions $ S N q then takes an explicit form
Since the triplet fr 1 ; r 2 ; ng defined by (55) forms a positive-oriented basis in R 3 , reversing the connectivity of a given element (i.e. listing its nodes in opposite order) leads to the sign-reversal of n through swapping of r 1 and r 2 . Hence, a desired orientation for the approximate surface C h can be achieved by adequately setting the mesh connectivity. Here, quantities pertaining to X À (background) and b X (inclusion) in sensitivity formula (38) , and consequently matrices H and b H in (53a-c), are defined in terms of the inward and outward orientations of C, respectively. Consistent element orientation is thus ensured by using two opposite mesh connectivity tables for C h (one ''direct" for X À , the other ''reverse" for b X). This method allows for systematic generalization towards multiple-inclusion or nested-inclusion configurations. The surface gradients (54) are insensitive to the choice of mesh connectivity orientation.
Parallel computation
Owing to the high computational cost commonly associated with 3D inverse scattering, regularized boundary integral treatment [36] of the primary, adjoint, and material sensitivity problems in (53a-c) is implemented, together with formulas (38) and (44) for J and J 0 , in a data-parallel code using the message-passing interface (MPI) [35] . Data-type parallelism normally applies when identical operations are performed concurrently on multiple data items. With reference to (11) and (53a), such is the case with repeated, time-consuming, computation of the elastodynamic Green's tensors U and T (underlying the evaluation of matrices H and G), in situations when the reference domain X is semi-infinite. In contrast to the fundamental solution for an infinite domain R 3 which is available in closed form (e.g. b U and b T underpinning matrices b H and b G, see (A.8a,b)), elastodynamic Green's tensors for a semi-infinite solid are given as improper integrals [22] whose numerical quadrature entails two to three orders-of-magnitude higher computational effort.
On denoting by n p the number of processes and by N the number of BEM degrees of freedom on C, the code is accordingly parallelized by block-distributing the computation of H and G matrices (both of dimension N Â N) where every participating process is assigned approximately N=n p columns of each array. As vectors U F and V F in (53a,b) also involve the (displacement) Green's tensor U for the reference domain, see (12) and (33), their computation is similarly distributed among the participating processes. For consistency, matrices b H and b G are likewise computed in parallel fashion, even though this does not result in a meaningful reduction of the run time owing to the closed form nature of b U and b T . Once computed for the solution of the primary problem, the LU-factorized ''global" coefficient matrix (combining H, G, b H and b G) is stored and reused for solving the adjoint and material sensitivity problems.
To illustrate the performance of the parallel code the speed-up ratio Q s , i.e. the ratio of the elapsed time of a serial program over that of its parallel counterpart with n p processes, is considered. The computation is performed on the IBM Blade-Center H cluster equipped with 307 LS21 nodes, each containing two dual-core 2.6 GHz Opteron processors sharing 8 GB of memory. For the purpose of comparison, the inclusion is described as a nine-parameter ellipsoid ðD þ 3 ¼ 9Þ characterized by its three centroidal coordinates, three semi-axes, and three material constants. The boundary element mesh approximating the surface of the defect has 650 nodes; the testing configuration is comprised of 25 uniaxial sources and 36 triaxial receivers located on the surface of a semi-infinite solid (see Fig. 1 ). Table 1 shows the CPU times per evaluation of the cost function J a and its sensitivities oJ a =oa k ðk ¼ 1; . . . ; 9Þ, the speed-up ratios Q s , and a measure of the per-processor efficiency Q s =n p for the sample problem in a semi-infinite solid. As a point of reference, computation of the analogous problem when the host domain is infinite ðX ¼ R 3 Þ, takes 1 minute and 31 seconds on a single processor. In the ensuing examples, the halfspace calculations are performed with n p ¼ 48 which represents a reasonable compromise between the speed-up ratio and per-processor efficiency.
Defect parametrization
The geometry of the trial defect b X is, for the ensuing numerical experiments, described in terms of an ellipsoid whose principal axes are aligned with the reference Cartesian frame fO; n 1 ; n 2 ; n 3 g; its evolution within the host domain X is restricted to (i) translation and (ii) stretch along the principal axes. For problems involving identification of a single isotropic defect, such description entails the use of a nine-dimensional parametric space
(i.e. D ¼ 6), which incorporates the defect's centroidal motion ðc i ; i ¼ 1; 2; 3Þ, principal stretches ða i ; i ¼ 1; 2; 3Þ, and material characteristics ðl;m;qÞ. Parameters a k in (57) are moreover defined in dimensionless fashion using material characteristics ðl; qÞ of the reference solid and an arbitrary length scale d. With such definitions, analytical dependence of the nodal coordinates, n q ¼ n q ðaÞ, of the surface mesh on the evolving defect boundary C is introduced as an affine deformation of the boundary element mesh for a reference unit sphere S (described by Lagrange coordinates ðX 1 ; X 2 ; X 3 Þ) so that
assuming no summation over index i. On the basis of (57) and (58), one finds that the normal transformation velocities h k n defined by (51) are given by ðh k n ; k ¼ 1; . . . ; DÞ ¼ n 1 ; n 2 ; n 3 ;
Since formulas (38) and (44) are not restricted to simply-connected defects, one could parametrize the subsurface heterogeneity as multiple defects, using e.g. description (57) for each. The assumed topology then cannot be altered during the minimization process. As to the correct choice of ''initial" topology (e.g. in terms of the number of defects), such preliminary information could be obtained from the available measurements using for instance the methods of topological sensitivity [18, 12, 19] or linear sampling [31, 8, 20] . 
Minimization
As examined earlier, the goal of this study is the 3D identification of ''penetrable" subsurface defects via the minimization of cost functional J ð b X; b C;qÞ given by (2) . Here it is important to remember, however, that certain arguments of J , most notably the material characteristics of the trial defect, are subject to inequality constraints that must be enforced to maintain the physical relevance of the solution. In the context of isotropic elasticity assumed in the ensuing examples, one finds that besidesq > 0, one must havel > 0 and À1 <m < 0:5 to sustain the positive definiteness of the strain energy density [2] . While numerous techniques are available for nonlinear minimization subject to inequality constraints [34] , most of such algorithms provide only ''soft" bounds that can be violated during the minimization process. To aid the strict enforcement of the featured inequality constraints onl;m andq, the nine-dimensional defect parametrization in (57) is restated using the transformed variables b ¼ ðb 1 ; b 2 ; . . . ; b 9 Þ 2 R 9 where
which ensure that l > 0, m < 0:5, and q > 0. The cost function is then expressed naturally in the transformed variables through J b ðbÞ ¼ J a ðaÞ, with J a defined by (48). On the basis of (60), the required sensitivities of J b can be computed in terms of oJ a =oa k given by (38) , (44) and (49b) as I , of (61) even when c is not particularly close to zero [34] . This latter feature is highly desirable as it reduces the possibility of ill-conditioning that commonly occurs for vanishing values of the penalty parameter c. The algorithm terminates when kr b L A k < s I , where s I is the user-chosen ultimate tolerance. For any given iterate m, the nonlinear minimization (62) is effected using the BFGS quasi-Newton method [34] (with stopping criterion defined by kr b L A k < s m ) and an inexact line search based on the strong Wolfe conditions [30] . Due to the unconstrained character of minimization subproblems (62), constraints (A.14) are ''soft" in that they do not by themselves prevent b from reaching physically inadmissible, or merely undesirable, values (e.g. penny-shaped ellipsoids which may lead to an ill-conditioned BEM solution). To deal with the problem, the line search algorithm embedded in (62) has been augmented by a step-reduction feature that prevents b from exceeding the soft-bound limits (A.14) by more than 30%. For the numerical examples presented next, the internal parameters were set to c 0 ¼ 0:025, s 0 ¼ 100, k 0 ¼ 1, c mþ1 =c m ¼ s mþ1 =s m ¼ 0:2, and s I ¼ 10 À3 .
Results
The effectiveness of the proposed shape-material sensitivity approach as a tool for reconstructing buried penetrable objects is now demonstrated on a set of numerical results. In all examples to follow, the buried obstacle is ''illuminated" using N ¼ 4 Â 4 ¼ 16 point forces, sequentially applied at locations x n ðn ¼ 1; . . . ; NÞ in the n 3 -direction over the square testing grid (2) is taken in the least-squares form and given by uðu; u obs ; nÞ ¼ 1 2
Problem quantities are normalized using the length scale d together with the shear modulus and mass density ðl; qÞ of the reference solid; in particular, the nondimensional angular frequency
x ¼ xdðq=lÞ 1=2 is introduced. In all examples, the reference solid is additionally characterized by m ¼ 0:35.
Sensitivity evaluation
To verify the numerical implementation, geometric and material sensitivities oJ a =oa k ðk ¼ 1; 2; . . . ; 9Þ stemming from (38) and (44) are compared with their central difference approximations computed using the boundary integral approach of [36] and a surface mesh with 650 eight-noded quadrangular elements. The comparison is performed at a ¼ ð:1; :1; 3; :5; :5; :5; 2; :35; :9Þ for a ''true" ellipsoid given by a true ¼ ð0; 0; 3; :5; :5; :5; 5; :25; 1Þ, assuming an infinite reference domain X ¼ R 3 to ensure maximum accuracy for the Green's functions and focus on the performance of the proposed computation scheme. The frequency of illumination corresponds to x ¼ 3. From Table 2 , one can see that the relative discrepancy between the sensitivity formulas and their central difference approximations (computed using ±4% perturbation on each parameter) does not exceed 0.4%. It is moreover important to note that the speedup (i.e. the reduction in the computational effort) over the central difference approach is approximately 1=ð2ðD þ 3ÞÞ where D þ 3 is the total number of (geometric and material) design parameters. This estimate stems from the fact that formulas (38) and (44) essentially revolve around the solution of one forward problem (since the adjoint and material sensitivity problems then exploit the existing matrix factorization), whereas central difference evaluations entail the set-up and solution of two irreducible problems for each a k .
Obstacle reconstruction
Two examples are now presented to illustrate the reconstruction of penetrable defects in an isotropic, semi-infinite solid via shape sensitivities (38) , material sensitivities (44) , and the constrained minimization approach described in Section 6.4. In both examples, anticipating the non-convexity characterizing most inverse scattering problems, the initial trial defect is placed relatively close to its target. This assumption is made reasonable by the fact that probing techniques [42, 9] based on e.g. topological sensitivity [18, 12, 19] or linear sampling [31, 8, 20 ] provide a reliable preliminary information about the defect location and material characteristics. While these techniques can in principle use the same experimental data exploited by the nonlinear minimization, their explicit coupling with the present scheme is beyond the scope of this study.
Hard obstacle. For this example the testing grid, placed on the surface of the half-space ðn 3 ¼ 0Þ, and the true defect (indicated as ''Hard") are shown in Fig. 1 . The frequency of illumination is again such that To avoid committing the ''inverse crime" [16] whereby the same model is used to synthesize as well as to invert the data in an inverse problem, synthetic observations u obs are generated using a boundary element mesh with 1460 nodes, whereas the minimization exploits a coarser mesh with 650 nodes. Fig. 2 illustrates the iterative reconstruction process for this example. To aid the physical insight, the bottom right panel depicts selected iterations in the 3D space, with the surface color of each iterate (i.e. trial defect) corresponding to its shear modulus according to the attached color bar. As can be seen from the display, the solution converges to the global minimum of J after approximately 70 iterations. Not surprisingly, the centroidal coordinates exhibit the fastest convergence, followed by that in terms of the semi-axes and material properties. It should be noted, however, that the synthetic data in this example contain no extraneous perturbations other than those caused by the use of dissimilar BEM meshes. To examine the effect of measurement uncertainties, synthetic observations u obs are next corrupted as
over all source-receiver pairs, where . is the noise amplitude and v 2 ½À1; 1 is a uniform random variable. Table 3 lists the reconstructed defect parameters for the noise amplitude levels of 0, 1, and 2%. The defect reconstruction is seen to be fairly sensitive to measurement noise. For instance, a . ¼ 1% perturbation of experimental data leads to average (absolute) errors of 0.4%, 1.6% and 15% in terms of the defect's centroid, semi-axes, and material properties. While the latter figure may seem excessive, one may recall that perturbation (65) is specified in terms of the total field u. As a point of reference, the induced perturbation in terms of the scattered field u S À u F , which carries all available information about the defect, exceeds 50% for selected source-receiver pairs when . ¼ 1%. In practical situations, this problem may be mitigated using a combination of (i) multi-tonal illumination, in combination with accelerated BEM such as the Fast multipole method allowing for higher frequencies in forward simulations [14, 33] , and (ii) Bayesian (e.g. maximum likelihood) data analysis, where prior information on the sought inclusion and measurement errors are incorporated into a posterior probability density function [45] . Soft obstacle. To illustrate the method in cases where the inclusion is more compliant than the background material, this example considers a true defect with centroidal coordinates ða 1 ; a 2 ; a is an activated inequality constraintm 6 0:49, see (A.14), which steers the numerical solution safely away from the incompressible case m ¼ 0:5.
Conclusions
In this work, 3D inverse scattering of elastic waves involving penetrable solid defects is investigated within the framework of a boundary integral equation method. The inverse problem is reduced to the minimization of a misfit between experimental observations and their simulations for a trial inclusion. To maximize the accuracy and efficiency of gradient-based search algorithms, the shape sensitivity of the cost function is formulated via an adjoint problem approach, extending earlier works on void identification. This is complemented by a novel material sensitivity formulation, developed using two alternative methodologies, namely the direct differentiation and adjoint field approaches. The proposed shape and material sensitivity formulas, computable as surface integrals over the trial defect boundary, are implemented and incorporated into a nonlinear optimization algorithm based on an augmented Lagrangian that facilitates the imposition of inequality constraints. From preliminary numerical studies, the latter were found to be critical in avoiding physically inadmissible or computationally inadequate trial inclusion configurations. The effectiveness of the proposed sensitivity formulation is demonstrated on numerical examples dealing with the reconstruction of an ellipsoidal inclusion embedded in a semi-infinite solid. Future work towards a comprehensive computational platform for elastic-wave imaging of penetrable defects will incorporate other necessary components: preliminary defect-indicator function based on e.g. topological sensitivity or linear sampling methods, refined misfit functions based on e.g. Bayesian concepts that allow for stochastic data analysis, and a fast multipole (accelerated) version of the elastodynamic boundary element method.
Appendix Appendices. A.1. Proof of identity (27) From (22) with EðÁ; ÁÞ defined by (28) . Moreover, one easily checks by that the following identity holds for any pair of (sufficiently smooth) fields u,w:
Eðu; wÞ : ½$h
On using (A.2), applying the divergence theorem together with (17c), and invoking field Eq. (4a), Eq. (A.1) becomes
n Á Eðu; wÞ Á hdS; ðA:3Þ
Applying the same treatment to the second integral of (8b) yields a variant of (A.3) wherein X À ; n; u; w; C; q are respectively replaced with b X;n;û;ŵ; b C;q. Expression (27) then follows from applying (A.3) and its counterpart to (8b) and invoking definition (8b) for interpreting terms featuring aðÁ; ÁÞ orâðÁ; ÁÞ.
A.2. Generalization of (30) to arbitrary free fields
The proof of sensitivity result (38) given in Section 4 assumes that either (i) X is bounded or (ii) the free field satisfies the generalized radiation condition at infinity. Assumption (ii) can be relaxed so that any free-field u F satisfying Lu 
Identity (A.5) is rearranged by noting that the free field satisfies
(with O as introduced in (17)) which, upon carrying out the Lagrangian differentiation, yields
The free field, being insensitive to the inclusion shape and properties, has a Lagrangian derivative given byû
Substituting (A.6) into (A.5) and using (A.7) with the divergence theorem, the counterpart of the weak shape sensitivity formulation (30) is found as
;ŵÞ 2 Vð0Þ:
From that point, the adjoint solution is again defined by (31) . Proceeding as in Section 4, one finds that the shape sensitivity formula (30) still holds, in particular because the last integral in (A.5) vanishes by virtue of conditions (32f).
A.3. Material sensitivity of elastodynamic fundamental solution
The full-space elastodynamic Green's tensors b U and b T are given, for the inclusion medium, by their components With the help of the above identities, the partial derivatives of the Green's function (A.8a-b) with respect to the wavenumbers are found to be given bŷ T i' ¼ĉ 2 ½2rr ;' n j G ;ij ðr;k P Þ þ 2k 2 P Àk 2 S rr ;' n i Gðr;k P Þ þ 2rðn ' G ;i ðr;k P Þ À n i G ;' ðr;k P ÞÞ ðA:11dÞ withĉ again given by (A.9), and having set r ;n ¼ r ;j n ;j . Then, noting that 
The total material parameter sensitivities of kernels b U 0 and b T 0 used in (43) are finally given in terms of the above expressions by
Leading singularity of kernel sensitivities. It is useful to investigate the leading contributions to kernel sensitivities (A.12) for r ! 0, e.g. for the purpose of handling singular element integrals. Noting that the corresponding leading contributions for the elastodynamic kernels (A.8a-b) themselves are the corresponding components of the elastostatic Kelvin solution, given by 
16plð1 ÀmÞ 2 r ðr ;i r ;' À d i' Þ þ Oð1Þ;
8pð1 ÀmÞ 2 r 2 ðd 'i r ;n þ r ;i n ' À r ;' n i À 3r ;i r ;' r ;n Þ þ Oð1Þ;
which coincide, as expected, with the corresponding material sensitivities of the Kelvin solution (A.13a and b).
A.4. Inequality constraints
With reference to parametric descriptions (57) and (60) and the constrained minimization problem (61), a lower and an upper bound is imposed on each parameter b i ði ¼ 1; 2; . . . ; 9Þ, resulting in the total of 18 constraints C i ðbÞ. On noting that the size of the square testing area S obs in Fig. 1 is 4d Â 4d, these inequality constraints are specified so that Centroid : À where l and q are the shear modulus and the mass density of the reference (i.e. background) solid. Physically, the restrictions on c i require that the centroid of the defect is located at least partially ''under" the testing area, that the defect is physically separated from the surface of the half-space, and that the maximum search depth be commensurate with the size of the testing grid; the bounds on the ellipsoid's semi-axes are imposed to avoid overly distorted shapes, while the additional restrictions on material parameters are used to (i) prevent ill-conditioning of the numerical solution (e.g. in terms of excessively small values ofl), and (ii) focus the search on the range of expected values.
