We formulate conditions for the solvability of the problem of robust utility maximization from final wealth in continuous time financial markets, without assuming weak compactness of the densities of the uncertainty set. Relevant examples of such a situation typically arise when the uncertainty set is determined through moment constraints, the treatment of which is beyond the reach of the existing literature. Our approach is based on identifying functional spaces naturally associated with the elements of each problem. For general markets these are modular spaces, through which we can prove a minimax equality and the existence of optimal strategies by exploiting the compactness, which we establish, of the image by the utility function of the set of attainable wealths. This line of argumentation starkly differs from the usual ones in the literature, in particular by not requiring a worst-case measure to exist. In complete markets the relevant space is an Orlicz space, and upon granting its reflexivity under verifiable conditions on the utility function, we obtain additionally the existence of a worst-case measure. Combining our ideas with abstract entropy minimization techniques, we moreover provide in that case a novel methodology to characterize such measure. This is done in terms of the solution to a certain "bi-dual" problem, which can in practical cases be simpler to solve.
Introduction
The problem of utility maximization in continuous time models of financial markets has been thoroughly researched in the last decades. For a complete solution of the very well understood frictionless and without consumption case, we refer to [24] (and the references therein), which is the culmination of a long line of related works. The authors use convexduality methods as well as some pseudo-notions of compactness on the non-locally convex space of measurable functions to fully characterize the solution of the problem, even in the case of incomplete markets.
However, in a standard utility maximization problem one is forced to choose (or say fix) a probability measure under which the random objects in the model shall evolve. It goes without a saying that in practical terms it is next to impossible to, with complete accuracy, compute the real-world measure. For instance, any statistical method shall only sign out a region of confidence for it, and not a single one. Therefore one is quickly led to consider utility maximization under families of possible measures (we refer to this as the uncertainty set) rather than over a unique a priori one; see [16] for more on this idea. A commonly adopted (though conservative) point of view is to look for strategies that are optimal in the worst possible sense: maximize inf Q∈Q E Q [utility(X)] over all admissible terminal wealths X starting at x.
We will also consider here such a point of view and, as usual in the literature, we shall refer to this stochastic optimization problem as the robust variant of the (standard, non-robust) utility maximization one. In [13, 18, 35, 39, 40] , to name a few, the robust utility maximization problem is solved in a way that greatly recovers the results known for the non-robust situation. More precisely, under the assumption that the uncertainty set enjoys some sort of compactness, the authors successfully apply convex-duality arguments and deliver attainability of the problem (as well as of its dual, conjugate problem) and even the existence of what may be called a "worst-case measure"; this is, a measure in the given family for which the optimal utility is as low as it gets. In presence of consumption, the problem has also been considered in e.g. [7, 41] . Robust portfolio optimization problems have also been studied by using other tools than convex analysis, see e.g. [20] for a stochastic control approach (via PDEs), as well as [6] and the references therein for an approach using BSDEs. The case when the uncertainty set is not dominated by a single reference measure, motivated by the issue of misspecification of volatilities, was popularized by [11] where it was studied under a tightness hypothesis on the uncertainty set.
In most of the aforementioned works, some type of compactness assumption on the family of possible measures seems prevalent, whatever the approach. The usual compactness assumption in the dominated case is that the densities of the measures in the uncertainty set form a uniformly integrable set (with respect to the reference measure). However, even extremely simple instances of the problem suggests that this assumption is too stringent. For instance, suppose the family of measures came out of the intersection of a hyperplane (in the space of signed measures) with the set of probability measures. Then the densities of this family are certainly not expected to enjoy any compactness property a priori (as hyperplanes are unbounded in most senses). Nevertheless, when seen as an infinite-dimensional optimization problem, the dual of the robust utility maximization problem turns out to be, in this particular case, what is called a "convex problem", namely to minimize a convex functional under linear-convex constraints. There is therefore every reason to believe that general techniques and tools of convex duality could be applied to such a problem, under some wider structural (or topological) assumptions than a priori compactness of the feasible set. This point of view should remain valid for very general frameworks in which the dual problem takes such a convex problem form. Moreover, as suggested by relatively recent developments on general entropy minimization problems (see e.g. [28, 29] and references therein), one could expect convex analysis tools to be also applicable in order to describe the solution of the dual robust utility maximization problem, that is, the worst-case measure. In contrast, whereas some sort of explicit characterization for the optimal strategy is typically deduced through the available approaches to the robust optimization problem, these provide very little concrete information about the worst-case measure, beyond very specific instances of the problem.
In the present work we address several of the above discussed non-satisfactory aspects of the available approaches. We will only consider the case of utilities on the positive real line, and restrict ourselves to the dominated case. Our approach to the problem will be based on finding an appropriate Banach space where hypothetical worst-case measures should a fortiori lie. This space will turn out to be a modular spaces (see [30] ) and its norm will be closely related to the elements of the optimization problems at hand (more concretely, to the dual problem related to the Legendre transform of the utility function). The crucial argument, and the point where most mathematical difficulties arise, is to provide verifiable conditions on the utility function and the market under which the image through the utility function of all possible terminal wealths (with common initial starting point) is a bounded set K contained in the norm-dual of the mentioned modular space. This means that the robust utility maximization reduces to solving:
We use this approach in Theorems 2.10 and 5.15 to prove the usual minimax equality as well as the existence of optimal wealth processes even when Q is quite arbitrary. We thus recover some of the results in [13, 40] under the less stringent assumption that the densities of the uncertainty set be closed with respect to the modular space topology. We stress that, in these results, we divert from the usual paradigm of finding a worst-case measure first and then the optimal wealth (thus only defined up to the support of such measure); indeed, we find an optimal wealth defined over the whole support of the reference probability measure even if a worst-case measure does not exist. We thus envision that the compactness of the image by the utility function of the final admissible wealths should become a fruitful argument for problems beyond robust utility maximization; indeed, already in the nonrobust case it sheds new insight into the subject (see Proposition 5.22) . When trying to recover those results in [13, 40] not covered by the previous result, for instance the existence of a worst-case measure, we realize that reflexivity of the modular space is a sufficient condition allowing us to doing this. In this respect we prove, modulo some pathologies on the filtered probability space, that our modular spaces are unfortunately never reflexive for strict incomplete markets; this is the content of Theorem 5.19 and the remarks thereafter.
On the positive side, when we specialize our analysis to complete markets, our modular spaces become Orlicz-Musielak spaces and we can provide easily verifiable conditions under which they become reflexive. From this, we will recover most of the results in the literature, under the less stringent hypothesis of closedness of the densities of the uncertainty set with respect to the Orlicz-Musielak topology. Of course, Orlicz spaces are well known about in Mathematical Finance (see for instance [8] regarding risk measures, [5] on utility maximization and admissibility of trading strategies or [13, 17] and references therein, where Orlicz spaces arise in connection to the Vallee Poussin criterion when studying the problem by means of f-divergences). Our choice of an Orlicz space obeys different considerations and makes a more systematic use of the properties of the space in connection to the robust problem; furthermore, it is the crucial functional setting upon which a new application, which we discuss next, relies.
We will use our Orlicz space formulation of the dual (minimization) problem for complete markets to give, in the reflexive Orlicz case, a novel and explicit characterization of the worst-case measure that covers a much broader range of applications than it is available in the literature. More precisely, by writing the general set of possible models Q in terms of a potentially infinite system of linear constraints (that may be thought of as moment constraints on some market observables 1 ), we will be able to adapt to the financial framework the general entropy minimization techniques developed in [28, 29] (see the references therein as well), and characterize in Theorems 2.18 and 4.11 the worst-case measureQ ∈ Q in terms of a related abstract concave maximization problem. We may call it with some abuse the bi-dual problem. By finding a solution g to that problem we obtain the expression:
where the linear operator above describes how the bi-dual element g acts upon the observables of the market that define (through their moments) the set Q. The so-called bi-dual problem may in many practical situations be easier to solve than the original problem; for instance, it may be finite-dimensional. We point out that for incomplete markets, a better understanding of the relevant modular spaces should also enable the use of abstract minimization techniques as in [29] in order to ensure the attainability of some extension of the dual problem (in the complete case, it is precisely reflexivity that permits to avoid such an extension) and characterize its solution.
The remainder of the paper is organized as follows. In the next section, we describe the mathematical framework of the robust optimization problem in continuous -time financial markets following [40] , and then recall the main results established therein. Then, we will state in a simplified way our main results about the incomplete market case. We further specialize the survey of our results in the complete market case and illustrate their application with a simple example not covered in the previous literature. We end the section by working out a simple example where our methodology provides in the complete case an explicit description of the worst-case measure. In Section 3 we introduce and study some properties of the Orlicz-Musielak spaces that will be relevant in the complete case. Our main results on the robust optimization problem in that case (including the characterization of the worst-case measure) are then established in a general form in Section 4. In Section 5 we introduce the modular spaces associated with the incomplete case. We then deduce from their study a new general minimax result and the existence of optimal strategies and we state a lack of reflexivity result. Finally, some technical facts are proved in the Appendix.
Preliminaries and statement of main results
We will work in the same setting as [24, 40] . Let there be d stocks and a bond, normalized to one for simplicity. Let S = (S i ) 1≤i≤d be the price process of these stocks, and T < ∞ a finite investment horizon. The process S is assumed to be a semimartingale in a filtered probability space (Ω, F, (F) t≤T , P), where P will always stand for the reference measure. The expectation with respect to P will be denoted by E. The set of all probability measures on (Ω, F) absolutely continuous w.r.t P will be denoted by P, and the expectation with respect to Q ∈ P\{P} will be denoted by E Q .
A (self-financing) portfolio π is defined as a couple (X 0 , H), where X 0 ≥ 0 denotes the (constant) initial value associated to it and H = (
is a predictable and S-integrable process which represents the number of shares of each type under possession. The wealth associated to a portfolio π is the process X = (X t ) t≤T given by:
and the set of attainable wealths from x is defined as
2)
The set of equivalent local martingale measures (or risk neutral measures) associated to S is M e (S) = {P * ∼ P : every X ∈ X (1) is a P * -local martingale} (2.3) which reduces to M e (S) = {P * ∼ P : S is a P * -local martingale} if S is locally bounded. This is assumed in all the sequel, together with the fact that the market is arbitrage-free, in the sense that M e (S) is not empty. As usual the market model is coined complete if M e (S) is reduced to a singleton, i.e. M e (S) = {P * }. Given Q ∈ P, the following set generalizes the set of density processes (with respect to Q) of risk neutral measures equivalent to it:
Introduced in [24] , Y Q (y) plays a central role in portfolio optimization in incomplete markets.
Definition 2.1. A function U : (0, ∞) → R is called a utility function on [0, +∞), if it is strictly increasing, strictly concave and continuously differentiable. It will be said to satisfy INADA if U (0+) = ∞ and U (+∞) = 0 .
Such a function U is always extended as −∞ on (−∞, 0]. Its asymptotic elasticity, introduced in [24] , is defined as AE(U ) := lim sup x→∞
.
Suppose now that an agent aims to optimize her wealth by investing in a market which might be modelled by more than one probabilistic model, the actual or more accurate one being unknown to her. Let Q ⊂ P be a set of feasible probability measures or models on (Ω, F, (F) t≤T , P) representing the mentioned model ambiguity or uncertainty. We shall refer to such a set as the uncertainty set form here on. A common paradigm in robust optimization consists in adopting a conservative or risk averse point of view, in which the agent tries to solve the optimization problem
(a suitable meaning can often be given to the expectation in the case U is unbounded) which represents the situation in which she tries to maximize the worst-case expected utility given the set of models under consideration. Throughout the present work it will be assumed that Q contains only probability measures that are absolutely continuous with respect to P. We will write Q e := {Q ∈ Q|Q ∼ P} and respectively denote by dQ dP and dQe dP ⊂ dQ dP the set of densities with respect to P of the elements of Q and Q e :
As in the standard (non-robust) setting (see [33] for general background), the dual formulation of the optimization problem (2.4) will make use of the conjugate function of U (actually the Fenchel conjugate of −U (−·)), given by
The following functions commonly used in the literature to tackle problem (2.4), will also be relevant here:
Of course, u Q (x) is the investor's subjective utility under model Q ∈ Q e , when starting from an initial wealth not larger that x > 0, whereas u(x) is her robust utility. The function x → u Q (x) is concave (as an easy check shows), so that u Q (x 0 ) < +∞ at some x 0 > 0 for some given Q ∈ Q implies u Q < +∞ and then, u < +∞, by the usual min-max inequality.
For a fixed Q ∈ Q e it was proven in Theorem 3.1 of [24] that, whenever u Q is finite, the functions u Q and v Q are conjugate:
Hence, since the inequalities
always hold, the function v can be considered as a candidate conjugate of u. We will denote in the sequel by L 0 = L 0 (Ω, P) the space of measurable functions equipped with the topology of convergence in probability, and by L 0 + ⊂ L 0 the cone of non-negative functions therein.
Let us now briefly summarize the main available general results on the robust problem, obtained in [40] . The following assumption on Q is required: 
Then the function u defined in (2.5) is concave, finite, and satisfies the min-max identity:
Moreover, u and v as in (2.8) are conjugate:
(v(y) + xy) , and v(y) = sup
In particular, v is convex. Also, their derivatives satisfy:
u (0+) = ∞ , and , v (∞−) = 0. (2.14)
Theorem 2.4 (Theorem 2.6, [40] ). Suppose Assumption 2.2 and
(which is true as soon as u Q is finite ∀Q ∈ Q e and AE(U ) < 1). Then, the derivatives of the value functions satisfy:
v (0+) = −∞ , and u (∞−) = 0, (2.16) and ∀x > 0, ∃X ∈ X (x) and a measureQ ∈ Q such that: 17) this is, the suprema and infima in (2.12) are attained. Moreover, there existsŷ in the superdifferential of u at x, and someŶ ∈ Y P (ŷ) such that:
. What is more,XŶ is a P-martingale and v satisfies:
If additionally AE(U ) < 1, then u is strictly concave, v is continuously differentiable, and:
Some comments about Assumption 2.2 on Q are in order. Point (1) together with (3) imply that Q is countably convex, and together with point (2) this is used in [40] to ensure that Q e is not empty (thanks to Halmos-Savage Theorem, see Theorem 1.1 [21] or Theorem 1.61 in [14] ). More importantly, in view of points (1) and (2), point (3) is equivalent to 40] ). This fact turns out to be crucial in the proofs of the above results, in order to establish, among other things, the min-max identity (2.12) and the expression for v(ŷ) in (2.18), as well as to ensure the fact that the double infimum in (2.8) is attained. To our knowledge, the same L 1 − weak compactness condition is present, for instance in [13] , where the authors study the above problem through a different approach (of robust projections) and, in some way or another, in all the available results about problem (2.4).
The next example shows, however, that meaningful uncertainty sets which are not closed in L 0 arise naturally or are simple to conceive:
Example 2.5. Let us imagine that the investor in the continuous time market model (2.1) has an apriori knowledge (as in insider trading) or belief (as in our robustness interpretation) that on average a certain F T −measurable unbounded random variable h (e.g. S T ) is bounded from below by a constant A > 0. If E(h) < ∞, then set of densities dQ A dP of the uncertainty set Q A := {Q ∈ P :
Our main goal is to establish a functional framework allowing us to study the robust optimization problem without the L 1 − weak compactness assumption, and to recover at least in some general situations, some of the results in [40] in such a setting. The spaces and tools we will introduce will be naturally related to the elements of the problem, and they will allow us to deal with some examples of uncertainty sets Q that commonly arise in concrete situations but, as the previous example, lie beyond the reach of available literature.
In the remainder of this article, we will restrict our attention to the setting of Assumption 2.6. U is an utility function on (0, ∞), not bounded from above, satisfying INADA and such that U (0+) = 0.
Remark 2.7. It is easy to see that power utilities fulfil such set of conditions. Moreover, the above assumption is satisfied if and only if for the inverse of U it holds: U −1 is convex and increasing,
With this we can see that, for instance, the inverse on [0, +∞) of x → e
x − x − 1 satisfies Assumption 2.6.
Remark 2.8. If U (0+) > −∞ only, by a translation argument it can be assumed w.l.g. that U (0+) = 0. Also, under the latter condition we have V ≥ 0.
An overview of our approach and results is presented in the in the following subsections.
Overview of the main statements in general markets
Suppose for ease of exposition throughout this section that the reference measure is a martingale one. The candidate conjugate to u is:
where Y := Y P (1), and we often write Y for Y T . Therefore, if equality at some finite value is to hold in (2.10), the optimization problem (2.4) can be restricted to measures Q ∈ Q for which dQ dP is in the space of measurable functions
where for every Y ∈ Y we define:
The function z → |z|V (Y /|z|) is a.s. non-negative and convex under Assumption 2.6, so that L |·|V •Y /|·| turns out to be an Orlicz-Musielak space (see Remark 3.15), hence a Banach space with the adequate norms (properties of these spaces will be shortly stated). The convex conjugate of | · |V • Y /| · | will be shown to be the function Y U −1 • | · |, and it will play a pre-eminent role, as will do the associated Orlicz-Musielak space
Relevant properties of L |·|V •Y /|·| and L Y U −1 •|·| will be pointed out in a more general setting below. In particular the following conditions will be relevant in the study of topological duality between these spaces: Assumption 2.9. : Assumption 2.6 on the utility function U holds and, for some constants a, b, k, d > 0, the convex functions
In the jargon of Orlicz space theory (see e.g. [36] ), Assumption 2.9 will correspond to "∆ 2 and ∇ 2 "-type conditions on the Young function | · |V • 1/| · |. Let us point out that it is satisfied for instance by the utility functions on (0, ∞) given by U (x) = x α α , α ∈ (0, 1).
In Section 5.1 a suitable Banach Space topology on L I is defined (called a modular Space topology), which is a generalization of the Orlicz-Musielak one. Furthermore, we shall find that this norm topology harmonizes tightly with our optimization problems. We are thus led to finding verifiable conditions on the utility function U that may render the space L I to be tractable. This is done for the next result, where under the right assumptions that allow us to identify the dual of L I (with some concrete space L J related to the intersection of the L Y U −1 •|·| spaces), we can obtain the minimax equality and existence of optimal strategies, by exploiting a certain compactness of the image under U of the final wealths, as elements in the dual space of L I . This is the content of Theorem 5.15, a simplified version of which is now given: Theorem 2.10. Suppose Assumption 2.6, that (for simplicity) the reference measure P is already a martingale one, and that the set Q satisfies:
• Q is countably convex.
• [P(A) = 0 ⇐⇒ ∀Q ∈ Q, Q(A) = 0].
• dQ dP ∩ L I is non-empty and closed w.r.t. the topology on L I weakened by its dual.
• ∃x 0 > 0, ∃Q 0 ∈ Q e such that u Q 0 (x 0 ) < ∞, Then under condition (2.22) in Assumption 2.9, we have that for every x > 0:
for someX ∈ X (x). Moreover v is finite and u, v are conjugates on (0, ∞).
In Section 5.2 we will build up the rigorous functional analytic setting in order to prove the above result. In the section thereafter we will further see that a sufficient condition for the existence of a saddle point (hence a worst-case measure) is that L I is a reflexive space, which is why we also investigate conditions for that property to hold. The main result in this respect, stated next, gives a rather sobering answer to that question: Theorem 2.11. Under Assumptions 2.6 and 5.6, if the set Y is not uniformly integrable, then L I is not reflexive.
As it shall be discussed, in most reasonable strictly incomplete market models (for instance those involving the brownian filtration) the mentioned set is not uniformly integrable and thus L I is not reflexive. On the positive side, in the complete case Y has of course a maximal integrable element for the a.s. order (see e.g. Lemma 4.3 in [24] ) and therefore the previous result does not exclude reflexivity in that case. We will actually see that under Assumption 2.9 the latter space is reflexive in the complete market case. This fact will allow us to fully remove in the complete case the assumption of L 1 −weakly compact uncertainty sets, recover in that enlarged setting the main statement of Theorems 2.3 and 2.4, and state new results including a general methodology to characterize the worst-case measure.
Main statements on the robust problem in the complete market case
We specify the discussion to the complete setting, otherwise keeping the notation introduced so far. In this case, we shall have
Then, if equality at some finite value is to hold in (2.10), the optimization problem (2.4) can be restricted to measures Q ∈ Q for which dQ dP is in the space of measurable functions
The space L |·|V •1/|·| is a classical Orlicz space, and in the current setting it coincides, as a topological space, with the space L I previously introduced. Because in the complete case we can sharpen our results, in particular providing existence and characterization of worst-case measures and optimal strategies, we shall write in detail the assumptions we need and the results we obtain: Assumption 2.12.
•
• dQ dP
As in the assumptions in Theorem 2.10, and unlike Assumption 2.2, the third condition depends on the utility function at hand. Since we cannot get countable convexity out of convexity in the present context, this condition is added to the assumptions. The fourth condition, which we add straight from the beginning, is required in any case for most of the results in [40] . We state now our main result in the complete case, which will be proved in Section 4.1. We phrase it on purpose as in the corresponding results in [40] : Theorem 2.13. Assume that the market is complete, and (only for simplicity) that the reference measure P is the risk-neutral one. Suppose Assumptions 2.9 and 2.12 hold. Then:
a) The function u is concave, finite, and satisfies the min-max identity
What is more, v is finite, convex l.s.c, and u, v are conjugates on (0, ∞):
b) For every x > 0 there exists a measureQ ∈ Q and a P−martingaleX ∈ X (x) such that:
whereŷ belongs to the super-differential of u at x, and 
The functions h λ in Remark 2.14 can be interpreted as real "observables of the market". Thus, the uncertainty set can always be understood as those models under which the expected observed values E Q (h λ ) lie, when defined, on the prescribed real intervals [a λ , b λ ]. Uncertainty sets specified in such way naturally arise in modeling situations (e.g. information on moments of market observables).
We will later see that under Assumption 2.6 on the utility function, the first three points in Assumption 2.12 on the uncertainty set are implied by Assumption 2.2. It is easy to see that the converse is not true, as we show in this example: 
Characterization of the worst-case measure in the complete case
Our next aim is to characterize the solutionQ of the robust portfolio optimization problem (i.e. the worst-case measure) in the complete case, by adapting to the present framework techniques developed in a series of papers by C.Léonard in the context of abstract entropy minimization problems (see [27] [28] [29] and references therein). We will next state in a particular (simplified) setting our main result on the characterization of the worst-case measure in the complete case. Some additional notation and hypotheses are needed (see Remark 2.14 for the context). We denote by C Λ the convex subset of R
The following condition of linear independence regarding the family of observables H (enlarged with the constant observable 1) will be useful.
Assumption 2.16. There exists a family of random variables H = (h λ ) λ∈Λ associated with Q as in (2.27), such that for each finite subset Λ ⊂ Λ, and every
It will be seen later on that Assumption 2.16 is not an actual restriction. For each y > 0, we next introduce the function ν y :
which will be crucial to our duality results. The following is a key assumption (introduced in [28] ) to be interpreted as a qualification condition of weak type which enables the characterization of the minimizing measures. Recall that the affine hull aff
where L is a linear space, is the smallest affine subspace of L containing A, and the intrinsic core of A is
this is the largest topology-free notion of the interior of a set.
Assumption 2.17. For each y > 0:
We also write R Λ H for the linear subspace of R Λ × R given by
the expectations making sense by Hölder's inequality in Orlicz spaces. Notice that for
H × R, the linear mapping defined on the span
can be extended by density to a unique linear map defined in the closure
and the definition does not depend on Z such that (t, s) = (E(Zh λ ) λ∈Λ , E(Z)). We have a) For each y > 0, the following identities hold:
Moreover, the infimum (2.25) is attained at a unique element Z y ∈ dQ dP
. b) For all x > 0, we have:
whereŷ belongs to the super-differential of u at x. c) If in addition Assumption 2.17 holds, then the second maximization problem in (2.28) .28), and the unique solution Z y ∈ dQ dP of problem (2.25) is given by
Plainly, the previous result states that under suitable conditions, the problem of finding the worst-case measure in the robust portfolio optimization problem can (at least theoretically) be solved in the complete case, through the following strategy:
• finding for each y > 0 a solution β + h to the last problem in (2.28)
• computing for such y the value v(y) = E Z y V y Z y , where
• and minimizing on y > 0 the obtained values of v(y) + xy. Then, Zŷ associated with the minimizerŷ is the worst-case measure.
Notice that, in general, Zŷ might depend on x and on the utility function, contrary to specific least favourable measures determined for instance in [3] or [39] (see also [15] ).
Of course, for each y > 0 the problem (2.28) is a dual problem to (2.25) and so, in some sense, a "bi-dual problem" to the original robust optimization one. Assumption 2.17 corresponds in that context to a weak constraint qualification condition of geometric (rather than topological) type.
Our general characterization results stated later on will also cover the case of uncertainty set Q defined by observables h λ taking values in vector spaces of arbitrary dimension (and with general convex subsets C λ in each of them instead of the intervals [a λ , b λ ]). We point out that the problem (2.28) will be solved by considering first an extension in some abstract functional space, and showing that its solution actually is in L U −1 •|·| . A characterization of the solution pair to the primal-extended dual problems will also be provided.
In checking the condition in Assumption 2.17, the next result (following from [29] as explained later on), is useful:
where the infimum is taken over
Notice that if the uncertainty set is determined by the expectations of finitely many observables in R, say n ∈ N of them, the maximization problems in (2.28) is stated in the n + 1 dimensional euclidean space.
Example 2.20. Consider the Samuelson model under the risk neutral measure. That is, we assume that under the reference measure P the price process is given by S t = exp − σ 2 2 t + σW t for some standard Brownian motion W , where σ 2 > 0 and S 0 = 1 (for simplicity). For A > 0, we consider the uncertainty set Q A := {Q ∈ P : Q P, E Q (S T ) ≥ A} corresponding to the one in Example 2.5 with h := S T , and the utility function
With Girsanov Theorem we easily see that for each A > 0, there is a probability measure Q A with
In order to check Assumption 2.17, notice first that for any (a, and from the previous we actually obtain C Λ × {1} ⊂ icor (dom ν y ). We next solve the maximization problem in (2.28) , that is
In order to get explicit expressions, we assume in what follows that
Since the function (β, α) → E P ((β + S T α) 2 1 β+S T α>0 ) is convex on the whole plane R 2 (as inherited out of the convexity of γ y ), the function f (β, α) being maximized in the last supremum in (2.29) is concave on R 2 and admits a global maximum. Since
and
whence f is twice continuously differentiable on such part of the plane. Since exp{σ
,
is a local maximum of f and hence the global one. This shows, after some computations, that (2.29) is equal to
. We obtain:
We conclude that the optimal measure is given in terms of the pair (β
Let us remark thatQ is the unique convex combination of the measures P and S T · P being a probability measure and satisfying EQ(S T ) = A. Last, part b) of Theorem 2.13 implies that the final wealth of the optimal portfolio is given P andQ a.s. bŷ
The robust optimal strategy can then be derived by standard hedging arguments, using the fact thatX T is under P the final value of a martingale issued from x (which also follows fromX t being a submartingale with E P (X T ) = x).
3 Orlicz-Musielak spaces and the robust optimization problem
We now introduce some general functional spaces needed in our study of the robust optimization problem. These can actually be seen as Orlicz spaces based on "randomized Young functions". Their main properties including dual spaces and reflexivity are first recalled, following succinctly the presentation in [22, 23] . We then translate these concepts to the robust optimization setting, for which some relevant functionals are introduced, and their main properties are studied. The goal is to identify, from the ingredients of the financial problem, who the key "randomized Young functions" are and from them construct the Orlicz-Musielak spaces that shall be relevant in our analysis (see Remark 3.15 for this).
Orlicz-Musielak Spaces
Recall that (Ω, F, P) is a (complete) probability space and that the notation E(·) is employed for the expectation under P.
is said to be a rho-functional if the following hold:
1. ρ is jointly measurable 2. for almost every ω ∈ Ω, ρ(·, ω) is lower-semicontinuous and convex 3.
The random variables ρ(x, ·) and ρ * (y, ·) := sup x∈(−∞,∞) (xy − ρ(x, ·)) are integrable for every x, y ∈ (−∞, ∞).
Remark 3.2. Under the conditions in Definition 3.1, the results in [22] are valid. It is worth noting that in that paper a functional ρ satisfying conditions 1. through 5. was called an "N-function". However, such a ρ "only" converges a.s. to zero (resp. to ∞) when x tends to zero (resp. to ∞), whereas in the standard definition of N-functions, it is the quotient
that has this limiting behaviour in x near 0 and +∞. To avoid confusions we use here the different "rho-functional" terminology. Also, in the terminology of [22] , the above condition 6. amounts to requiring "condition B on ρ and ρ * ", and is necessary to obtain nice topological properties (see below). Last, it is not difficult to see from the above definition that ρ * is also a rho-functional.
Define now for a random variable Z : Ω → (−∞, ∞),
In the terminology of [22] , this is a normal convex modular. This allows us to define the following spaces: Definition 3.3. The Orlicz-Musielak space (or generalized Orlicz space) associated to ρ is defined as:
and its Orlicz heart is the subspace:
In the following, L ρ will stand as an abbreviation for L ρ (Ω, P). We have:
Theorem 3.4. The following functionals define equivalent norms on L ρ : 
Under these equivalent norms, the linear space L ρ is a Banach space. Finally, when ρ is finite the topological dual of E ρ is isometrically isomorphic to L ρ * (assuming that in one space a · l norm is taken and in the other a · a norm is taken) with the identification
Proof. of Theorem 3.4 The first, second and third assertions follow from Propositions 1.5 and 1.6 in [23] , plus Proposition 4.5 and Theorem 2.4 in [22] . The last assertion stems on one hand from Theorem 4.8 and Proposition 3.3 in [22] (stating that the topological dual of the closure M ρ under · ρ of the linear span of simple functions is always isometrically isomorphic to L ρ * ) and, on the other hand, from Theorem 7.6 in [30] (implying that E ρ = M ρ when point 6. in the above definition of rho-functionals holds).
The norms · l ρ and · a ρ are called respectively Luxemburg and Amemiya norms. Now thanks to Young's Inequality, one can derive a series of Hölder inequalities:
and L ρ and L ρ * are continuously embedded in L 1 . The following growth property of a rhofunctional and its relation with topological properties of the associated Orlicz-Musielak space is relevant:
A finite rho-functional is said to satisfy the ∆ 2 condition (or ρ ∈ ∆ 2 ), if there is a constant K ≥ 1 and a non-negative integrable function h such that a.s.:
We then have by Corollary 1.7.4 in [23] that:
Moreover, if the measure P is non-atomic, the condition ∆ 2 is also necessary for this last isomorphism to hold.
Therefore, if both ρ and ρ * satisfy the ∆ 2 condition, the Banach spaces L ρ and L ρ * are in topological duality and are reflexive. The converse is true if P is non-atomic.
Towards the robust optimization problem
Our next aim is to associate a family of Orlicz-Musielak spaces of the previous type with the robust maximization problem:
We recall first some useful and well known properties of the function V in (2) that follow from Assumption 2.6 (see Appendix for the proof ):
Lemma 3.7. The function V is strictly convex, l.s.c. finite and differentiable (on (0, ∞)), strictly decreasing, strictly positive, and satisfies:
Moreover, if U satisfies AE(U ) < 1, then condition (2.22) holds for V .
The functions that are next introduced will play a central role in the sequel:
and call γ l its convex conjugate.
In robust optimization (a branch within optimization theory) one would call this function γ * l the adjoint of V (see e.g. [4] ). The next three results are known or follow from elementary arguments. Their proofs are given in the Appendix for completeness.
Lemma 3.9. Under Assumption 2.6, we have
• The function γ * l (·) is l.s.c, strictly convex in its domain, finite, increasing and strictly positive on the positive half-line, and we have γ * l (0) = 0 and lim t→+∞ γ * l (t) t = +∞.
• The function γ l defined as the (convex, l.s.c) conjugate of γ * l (·) is finite, everywhere differentiable, non-negative, not identically null and satisfies
Since the functions γ l and γ * l take respectively the values 0 and +∞ over the negative reals, it will be convenient to consider their even versions. Set
Lemma 3.10. Under Assumption 2.6, it holds for all l > 0 that
s.c, strictly convex, finite and strictly positive except at z = 0 where it vanishes and such that lim |t|→+∞ γ * l (|t|) |t| = +∞. Finally, the functionγ l is finite, everywhere differentiable, non-negative, not identically null, vanishing at z = 0, and satisfies ∀l > 0,γ l (·) = lγ 1 (·).
The explicit form ofγ l turns out to be very simple:
Remark 3.12. Note that for every Q ∈ Q e , we have
is the density process of Q w.r.t. P. Thus we obtain:
This implies that if v is to be finite at some point y > 0, the only measures Q that matter in (3.11) are those such that, for some Y ∈ Y P (1),
Since those Y T vanishing on a set of positive measure would induce the expectation in (3.11) to be equal to +∞ (since V (0) = U (+∞) = +∞ by assumption), there is no loss of generality in considering only almost surely strictly positive Y T when studying (3.11) (notice that strictly positive elements in Y P (1) do exist, see e.g. Lemma 4.1 in [34] ).
This leads us to introduce
Of course, if Y T > 0 a.s., η * Y (·, ω) and η Y (·, ω) almost surely inherit the properties of γ * l (| · |) and γ l (| · |) stated in Lemma 3.10. As it is next proved, under mild assumptions they induce rho-functionals. 
and the condition in a) reduces to
Proof. The functionals η Y and η * Y are clearly jointly measurable, and the fact that they are conjugate to each other follows from applying Lemma 3.11 almost surely. By properties of U and V , as functions of z they are a.s. l.s.c., even, null at the origin and convergent to 0 at 0 and to infinity at infinity. Also,
The assumption E[V (βY T )] < ∞ for every β > 0 implies that also η * Y is integrable when applied to constants. We conclude that they are rho-functional. For the second point, notice that thanks to (2.22) ,
for every z > 0, which means that η * Y ∈ ∆ 2 . The corresponding property for η Y is direct. The last statement c) follows from the last part of Lemma 3.7.
Point (c) above should be compared with the comment before Corollary 6.1 in [24] . With some abuse of notation, for Z ∈ L 0 we will write simply η *
Remark 3.15. We deduce that, whenever Y ∈ Y P (1) satisfies Y T > 0 a.s. and E[V (βY T )] < ∞ ∀β > 0, the space
and L η Y (defined analogously) are in separating topological duality and by Theorem A.5 in [22] 
• Bounded subsets of L η * Y are uniformly integrable.
Proof
, from where we
We will later on combine the above introduced spaces in order to define a single space where the robust optimization problem for general (incomplete) markets can be formulated and studied. In the next section we apply in detail to complete markets the Orlicz-Musielak point of view. We thereby get rid of the assumption of closedness in L 0 of the set dQ dP and extend some of the results of [13, 40] .
The Complete case
For notational simplicity we assume that the reference measure is the unique martingale measure. The results can be readily generalized if this were not the case, at the price of dealing with the random Young functions η * Y , η Y (where Y is the density of the unique martingale measure ) instead of the deterministic ones that we will encounter. Under this assumption, Lemma 4.3 in [24] and its proof states that every terminal value of the elements Y ∈ Y P (1) is bounded by 1 and (since V is non-increasing) we have:
The only Orlicz-Musielak space pertinent to the problem is thus the Orlicz space
Recall from Lemma 3.11 that the conjugate function of η * is the even function
In the results to be established in this section, the plain idea is to recover and indeed sharpen the results already known in the literature ( [24] in the non-robust case and [19, 40] in the robust case), replacing weak compactness in
by weak closedness in L η * and reflexivity of that space (for some results it will be enough to have this space be a normdual one). Additional relevant properties of Q in [40] which are obtained as consequence of the L 0 -closedness will be provided here by our assumptions on Q. We remark that norm-bounds, the minimax equality, attainability of strategies and conjugacy between u and v, shall be obtained in the general (incomplete) market setting. For pedagogical reasons, we state without proof in this section these results in the present framework, and then establish further specific results that are not covered by the incomplete-case analysis.
Solving the robust optimization problem without weak L 1 − compactness
We will make throughout this subsection the assumption:
• dQ dP is a non-empty σ(L η * , E η )-weakly (i.e. weak-star) closed subset of L η * .
Remark 4.2. Under the first two points above, again Halmos-Savage Theorem guarantees that Q e is non-empty. We could have naturally assumed convexity of Q and non-triviality of Q e only.
The next result, is a special case of Proposition 5.13: Proposition 4.3. Suppose Assumptions 2.6 and 4.1, and moreover that ∃x 0 > 0, ∃Q 0 ∈ Q e such that u Q 0 (x 0 ) < ∞. Then, for all x > 0 we have that
Let us also specialize Theorem 5.15, dealing with minimax equality and optimal strategies, to the current setting: Theorem 4.4. Suppose Assumptions 2.6 and 4.1, and assume that the space L η * is reflexive (e.g. η * ∈ ∆ 2 and η ∈ ∆ 2 ). Assume that ∃x 0 > 0 such that u Q 0 (x 0 ) < ∞ for some Q 0 ∈ Q e . Then for every x > 0:
Moreover, v is finite and u, v are conjugates on (0, ∞), and so we have:
Remark 4.5. The condition [∃x 0 > 0 such that u Q 0 (x 0 ) < ∞, for some Q 0 ∈ Q e ] has several consequences: first u(·) must be finite, second and in view of the lower bound in (4.3) and the minimax Theorem (so assuming reflexivity) we see that if Q had measures outside L η * then these would not count for u (this is the connection between Assumptions 4.1 and 2.12), and third that again by reflexivity for Q ∈ Q e the function v Q (and hence v) must be everywhere finite owing to the ∆ 2 condition and by the previous point.
Since we have already proved the minimax equality (4.4), we have the estimates (4.3) (e.g. the lower bound therein) and clearly Z a η * ≤ y + E[|Z|V (y/|Z|)], we could separately reduce the problems inf Q u Q (x) and inf Q v Q (y) to subsets of Q whose densities become weakly-compact sets in L 1 , and actually these subsets could be chosen fixed for neighbourhoods around x and y respectively. Although probably feasible, it is not obvious how to connect these local reductions with the original problem (u and v) since convex conjugacy is not simply localizable. We thus choose not to embed (locally) our problem in L 1 and instead stay in our Orlicz space, and follow the route in [40] generalizing and applying the results therein as needed.
We now prove an attainability/stability result, which we will subsequently need. such that (callingQ =ẐdP, Q = ZdP),
Moreover,Ẑ can be chosen to be the strong L η * limit of a sequence {B n } n ⊂ dQe dP such that u(x) = lim u BndP (x), and Z the strong L η * limit of a sequence {Z n } n ⊂ dQe dP
Proof. As explained in [40] , if y > 0 is such that v(y) < ∞ (which is the case, see Remark 4.5) then:
Hence for the second statement let W n ∈ dQe dP be such that
Due to the simple bound W n a η * ≤ y + E[W n V (y/W n )] we see that the sequence is bounded and thus except for a subsequence it is weakly convergent (in dQ dP , by assumption). Recalling Mazur's Lemma, which allows to pass from weak to strong convergence by convex combinations of the tail of the sequence, we therefore find Z n → Z strongly and by assumption the Z n 's live in dQe dP and Z in dQ dP From Theorem 4.4, a sequence {A n } n ⊂ dQe dP such that u An (x) u(x) exists. As in the previous paragraph, and out of the convexity of Z → u ZdP (x) plus the lower bound in (4.3), a further sequence {B n } n ⊂ dQe dP can be found, such that u(x) = lim u Bn (x) and it is convergent strongly to a certainẐ. Since Z → u ZdP (x) = sup H∈U (X (x)) E[ZH] is weakly l.s.c. in L η * , by virtue of U (X (x)) ⊂ L η , we see thatẐdP attains inf u Q (x) = u(x).
We can now prove Theorem 2.13, as was stated in the Section 2.2. This is the main result of this section, as it extends in the complete setting the main results in [40] . Notice that we avoid using Komlos-type arguments (see Lemma A.1.1 in [10] ), as usually done in [40] and elsewhere, by employing instead our reflexive Orlicz spaces.
Proof. (Theorem 2.13) By Remark 4.5 we see that Assumption 2.12 implies that w.l.o.g. we may suppose Assumption 4.1. Also, Assumption 2.9 implies that we are in the reflexive case. Thus part (a) in Theorem 2.13 is a consequence of Theorem 4.4.
We next recover Lemma 4.1 of [40] , following its proof closely. Fixing x > 0 and taking B n andẐ as in Proposition 4.6 we still find that any accumulation point of u BndP (x) is contained in the superdifferential of u at x. Now, by the usual non-robust duality we know that
where y n = u BndP (x) and we eventually passed to a subsequence so that y n →ŷ and used that E[·V (1/·)] is l.s.c. Sinceŷ is in the superdifferential of u at x, we have u(x) = v(ŷ)+xŷ and finally conclude that v(ŷ) = E[ẐV (ŷ/Ẑ)]. The existence of an optimal strategy is known from the minimax Theorem. The proof of the explicit expression forX (on the support ofẐ) then proceeds as in the proof of Theorem 2.6 in [40] . Finally for part (c) of our theorem, we start by noticing that Lemma 4.2 in [40] remains true (except for an adaptation to the complete case), since it does not employ the topology of Q. This and again the proof of Theorem 2.6 imply that X T = 0 ⇐⇒ dQ dP = 0 (P−as), and so the expression for X T is valid P−a.s.,
P−a.s. Strict differentiability of u again follows from the proof of Theorem 2.6. This finishes the proof.
We now attempt to characterize the worst-case measure associated to u(x), by using the fact that it must minimize v Q (y) (see Theorem 2.13).
Characterization of the minimizing measure
Our goal now is to provide first an alternative (theoretically computable) expression for the value of v(y) = inf Q∈Q γ * y dQ dP dP (4.6) and then to describe the optimalQ in part b) of Theorem 2.13, by using general entropy minimization results in [28] .
To that end, it will be convenient to embed first the minimization problem (4.6) in the space
of finite signed measures on (Ω, F T ) (endowed with the total variation norm), and to describe the uncertainty set Q so that the results of [28] can be directly applied. This will allow us to state then a general result characterizing the minimizing measure. We will finally deduce the proof of Theorem 2.18 as a particular application.
In what follows, Assumptions 2.6 and 2.9 are enforced, in particular we have that L η = E η and the spaces L η and L η * are in (reflexive) duality. We shall use the Luxemburg norms in these spaces unless otherwise stated. Assumptions on Q will be specified as needed.
For each y > 0, we set
Notice that
and can thus be seen as a subspace of M f on which the convex function Ψ y can be evaluated. Since γ * y = +∞ in (−∞, 0), any M ∈ M f that is feasible for (4.6) must have a non-negative density with respect to P. Therefore, problem (4.6) is equivalent to minimizing Ψ y over M f under the constraints that Ω dM = 1 and M ∈ Q.
The description of the uncertainty set requires the following elements: i) Let (F 0 , G 0 ) be a pair of linear spaces of arbitrary dimension, such that F 0 is the algebraic dual of G 0 ; we denote this by F 0 = (G 0 ) and we write ·, · G 0 ,F 0 for the corresponding dual product.
ii) Let θ : Ω → F 0 a function.
iii) Let C 0 ⊂ F 0 be a convex subset.
The function θ is interpreted as an "observable" of the market taking values in F 0 . We will consider uncertainty sets Q characterized by distributional constraints on θ, to be expressed in terms of the set C 0 . To make this precise, recall that the function γ y = (γ * y ) * introduced in Lemma 3.9 satisfies γ y = yγ 1 and that η =γ 1 (·) = γ 1 (| · |) = U −1 (| · |). We will then write γ := γ 1 ,
and enforce in what follows Assumption 4.7.
iii) ∀(g, a) ∈ G 0 × (−∞, ∞), one has g, θ(·) G 0 ,F 0 = a, P -a.s. iff g = 0 and a = 0.
iv) The set Q is given by
where Θ : L η * → F 0 is the linear operator Θ(Z) = θZ dP defined by
Remark 4.8. Under points i) and ii) of Assumption 4.7, for each M P with dM dP
by Hölder inequality. It therefore defines an element of F 0 = (G 0 ) denoted by Θ(Z) in point iv). Observe also that if Θ * denotes the adjoint of Θ :
The use of point iii) will come clear below. It is actually not an effective restriction. Finally, notice that Q as in point iv) is always convex though not necessarily countably convex.
We write now
and notice that F 1 = (G 1 ) (algebraic dual) with the obvious duality product, denoted ·, · G 1 ,F 1 . Set also
With the previous objects, under Assumption 4.7 the problem (4.6) can be written as the following (primal) convex optimization problem in M f with convex constraints:
In order to apply the results in [28] based on Fenchel duality for the problem (P C y ), we next introduce its dual. Observe to that end that
is a linear subspace of L η , by point ii) in Assumption 4.7. Also, because of point iii), the linear span in F 1 of the range of Θ 1 is in separating duality with G 1 , the function g ∈ G 1 → Θ * 1 (g) η defines a norm and Θ * 1 : G 1 → L η is an injection. In particular G 1 can be identified with Θ * 1 (G 1 ). Point iii) can always be assumed to hold, replacing G 1 by G 1 / Ker Θ * 1 if needed. Introduce now the completion G of G 1 with respect to Θ * 1 (·) η , which is isometrically isomorphic to the closure Θ *
Lη in L η . The mapping Θ * 1 has a natural equally denoted isometric extension to G and, with some abuse of notation, we write g, θ 1 := Θ * 1 (g), (4.8) for the element of Θ *
(G )
Lη identified with g ∈ G. We also denote by F the topological dual F = G * of G (or G 1 , equivalently),
and we use the notation ·, · also for the natural extension of the dual product ·,
Notice that Θ 1 continuously embeds L η * into F. Moreover, by Hahn-Banach extension Theorem, with each f ∈ F one can associate an element Z f ∈ L η * such that
In other words, Θ 1 : L η * → F is surjective. Thus, F can be identified with the quotient of L η * by the annihilator Θ *
. One can moreover always choose Z f associated with f ∈ F to be measurable with respect to the sigma-field G generated by Θ * 1 (G 1 ) (replacing Z by E(Z|G)).
Setting C := C 1 ∩ F, we introduce the dual problem of (P C y ) given by
(DC y )
The first result of this paragraph states primal attainability and primal-dual equality and it is as a simple application of part of Theorem 3.2 in [28] . The following functional will be useful to state and check sufficient conditions:
Proposition 4.9. Suppose Assumptions 2.6, 2.9 and 4.7 hold. Assume also that y > 0 is such that Q ∩ dom(Ψ y ) is a σ(L η * , E η )−weakly * closed subset of L η * . Then, primaldual equality (P C y ) = (DC y ) holds. Moreover, if C 1 ∩ Θ 1 (dom (Ψ y )) = ∅ or equivalently C 1 ∩ dom(Γ * y ) = ∅, the minimization problem (4.6) is finite and has a unique solution Q y ∈ Q which satisfies
Last, any minimizing sequence converges to Q y with respect to the topology σ(L η * , L η ).
Proof. The functions γ * y and γ y above correspond respectively to the functions γ * and γ in [28] (notice that in the notation therein, we have that m(z) = 0 and γ = λ). Moreover, by Lemma 3.10 the functions η * y and η y above correspond to the functions λ * and λ in [28] . Also, our mappings θ 1 and Θ 1 correspond respectively to the mappings θ and T 0 therein, and our spaces and sets F 1 , G 1 , C 1 , F and G correspond respectively to X 0 , Y 0 , C, X and Y in that work. One can then apply parts a) and b) of Theorem 3.2 in [28] , conditions 1) and 2) of that result being granted by our assumptions. Notice that the equivalence between the conditions C 1 ∩Θ 1 (dom (Ψ y )) = ∅ and C 1 ∩ dom(Γ * y ) = ∅ follows from the "little dual equality"
proved in part a) of Proposition 5.7 of [29] (see the beginning of the proof of Theorem 4.11 below for an explanation of the notation used therein).
Remark 4.10. Notice that Lemma 2.19 is a rewriting of identity (4.12).
We will next study the attainability of the dual problem (DC y ) and characterize the measure Q y ∈ Q that solves (PC y ). We point out that, even in the reflexive setting considered here, when the convex integral function considered is not even, a solution to (DC y ) might not exist in G, and as in [28] , a suitable extended dual problem must be considered. Attainability and characterization issues are addressed in terms of such problem in parts c) and d) of Theorem 3.2 therein. However, the fact that the function w → γ y ((w) − ) is in null prevents us here from applying that result (which would be possible if that function and function w → γ y ((w) + ) were both not identically null).
Nevertheless, we can adapt to our setting the study in [28] of the extended dual problem based on abstract convex duality results of [29] . This study will also show that the solution to the extended dual problem actually solves (DC y ).
Let us introduce the extension of problem (DC y ), following [28] . We denote by L η the algebraic dual of L η * , and we write ·, · for the dual product. We also consider the space G defined as the algebraic dual of F, and we write also ·, · for the corresponding dual product (which dual product is meant should be clear from the context). Observe that the operator Θ 1 : L η * → F naturally induces the extension Θ *
(the last equality by Proposition 3.14 a)) and
With this elements, the extended dual problem is defined as:
( DC y )
We can now state the main result of this section, namely dual attainability and characterization of the primal-dual solution pairs. The function (4.10) will again be useful in order to provide weak qualification conditions of purely geometric type. ii) A pair (Z, g) ∈ L η * × G solves P C y and DC y if and only if g ∈ G and
(4.14)
In particular, since P C y has a unique solution and γ is strictly increasing, any two solutionsḡ and g of DC y must satisfy [Θ *
We need a preliminary result which will provide crucial information about the domain of Φ y . It relies on Proposition 5.10 of [28] and on well know facts about Riesz spaces that are recalled next (we refer e.g. to [1] Chapters 8 and 9 for background).
A topological vector space L is said to be a Riesz space if it is endowed with a partial order ≤ making it a lattice (i.e. for any 1 , s ∈ L, there exists an element 1 ∨ 2 ∈ L such that 1 ∨ 2 ≥ i , i = 1, 2 and 1 ∨ 2 ≤ for all ∈ L such that ≥ i , i = 1, 2, as well as an element 1 ∧ 2 defined analogously). Given ∈ L, the elements + , − and | | are defined and related between each other in a similar way as in R. Last, recall that a normed and complete Riesz space L where its norm · is such that | 1 | ≤ | 2 | ⇒ 1 ≤ 2 is called a Banach lattice, and that its order dual and its topological dual coincide, along with their corresponding order structures (see e.g. Theorem 9.11 in [1] .)
Proof. Let L η * denote the algebraic dual of the Riesz space L η and L η * be the corresponding subspace of relatively bounded forms. In this proof we will also denote by Φ * y : L η * → R the natural extension of Φ * y to L η * (defined replacing the expectation in (4.13) by the dual product). This extension corresponds to the function Φ * in Proposition 5.10 in [28] , and space U therein corresponds to L η here. We notice also that the functions Φ * + and Φ * − therein correspond respectively in our setting to the function
and to the convex indicator of 0, since γ(−| · |) = 0. It follows then from part a) of Proposition 5.10 in [28] 
The other inclusion is obtained by a gauge argument. More precisely, we notice that for ξ ∈ dom Φ * y,+ , it holds for all non-null W ∈ L η that ξ, W/ W Lη ≤ Φ Applying part b) of that result, we deduce that dom Φ y = {ζ ∈ L η : Φ y (ζ) < ∞} is included in L η and that for all ζ ∈ dom Φ y one has Φ y (ζ) = Φ y,+ (ζ + ) = Φ y (ζ + ), (4.15) where for all ζ ∈ L η , Φ y,+ (ζ) := sup
Since the Orlicz space L η * is reflexive, by Theorem 9.11 in [1] we get that L η = L η so that dom Φ y ⊂ L η as claimed. Taking into account the fact that Φ y and Φ y coincide in L η , the remaining statements follow since the previous identification of order and topological duals is consistent with the lattice structures of these spaces.
Proof. (Theorem 4.11) i) Existence follows applying Theorem 5.3 in [28] to U = L η = U , L = L η * , X = F and Y = G with our functions Φ y and Θ 1 in the respective roles of functions Φ 0 and T 0 therein (notice that we have interchanged the roles of the symbols and * used to denote topological or algebraic dual spaces). The first and second properties of the solution are straightforward from Lemma 4.12 and the fact that the value of the primal and dual problems is real.
ii) We use Theorem 5.4 in [28] stating that (Z, g) is a solution if and only if the following hold:
(4.16) Since γ(−| · |) = 0, by part c) of Proposition 5.10 in [28] the third point is equivalent to Z ≥ 0 and Z ∈ ∂ L η * Φ y,+ (Θ * 1 (g)). Thus, if (Z, g) is a solution of P C y and DC y we moreover have Z ∈ ∂ L η * Φ y ([Θ * 1 (g)] + ). We show now that that Φ y is Gâteaux differentiable in L η with derivative at point W ∈ L η given by yγ (W ). Indeed by mean value theorem and increasingness of γ we see that γ(2z) − γ(z) ≥ γ (z)z if z ≥ 0, and from (2.23) (we use that notation) we get
The claim now follows by a dominated convergence argument and recalling that the Gâteaux differential coincides with the sub-differential of a convex function when the function is differentiable in this sense. The third condition in (4.14) is thus satisfied. The two other conditions in (4.14) are straightforward using the equality (4.12). Reciprocally, if (4.14) holds, by the third point therein one has Z ≥ 0. From there, the third point in (4.16) follows by similar arguments as before.
As a simple application of the previous result, we conclude this section with the Proof. ( Theorem 2.18 ) We apply the previous result to the product space F 0 = R Λ , and the direct sum G 0 = {α ∈ R Λ : ∃Λ ⊂ Λ a finite subset s.t. a λ = 0 ∀λ ∈ Λ\Λ }, the former corresponding to the algebraic dual of the latter with dual product α, t G 0 ,F 0 = λ∈Λ α λ t λ . Moreover, we take θ : Ω → F 0 given by θ(ω) = (h λ (ω)) λ∈Λ , C 0 = C Λ , and
These identifications being done, part a) follows from Proposition 4.9. Part b) is a simple application of part a). Part c) follows immediately from part i) of Theorem 4.11.
Modular spaces and the incomplete case
In this section, the robust optimization problem without compactness in the general (incomplete market) case will be explored. As a guideline, the Orlicz-Musielak approach is extended in an natural way, which will lead to the so-called modular spaces. We will prove that a minimax identity, as well as existence of optimal strategies, always hold under our assumptions. On the other hand, we shall also prove that reflexivity, which was crucial in our approach to deriving existence of worst-case measures and characterizing the optimal strategies in the complete case, is seldom obtainable (due to the presence of too many martingale measures), no matter how stringent conditions on the utility functions may be imposed. In Subsection 5.1 the natural extension from the Orlicz-Musielak setting to the modular one, when one leaves the complete market case, will be motivated. Likewise the potential usefulness of this extension to the robust optimization problem will be sketched. Then in Subsection 5.2 and the following one, the machinery of modular spaces and its link to the problem of robust optimization will be fully explored. The main result here is Theorem 5.15, providing a common minimax and attainability of strategies result for complete and incomplete markets, without a L 0 closedness assumption on the densities of the uncertainty set. The second crucial result is then Theorem 5.19 and the remarks after it, stating that reflexivity of the modular spaces under consideration extremely limits the scope of incomplete markets the theory is applicable to. We shall not assume that the reference probability measure is a martingale one.
Modular space associated with the incomplete case
For ease of notation call Y := {Y ∈ Y P (1) : Y > 0}, where as usual Y ∈ Y may denote the whole process or just its end value. The Assumption 2.6 will always hold throughout this section. Recall that η *
Y were a rho-functional, Orlicz-Musielak space) which we will denote here L * Y for simplicity. Again in case that η * Y were a rho-functional, these spaces have as previously discussed several equivalent norms, for instance the Luxemburg or the Amemiya norms respectively:
Let us define the spaces L Y analogously, in terms of η Y , the conjugate of η * Y . We introduce the following important functionals:
It is then clear that v(1) = inf Z∈dQe/dP I(Z) and more generally v(y) = y inf Z∈dQe/dP I(Z/y). On the other hand, recall that the function (
jointly convex (as (y, z) → zV (y/z) is so) and jointly lower-semicontinuous w.r.t. convergence in probability (see the proof of Lemma 3.7 in [40] ). Also recall the following Komlos-type argument (see Lemma A.1.1 in [10] ): if {A n } n is a sequence of positive random variables bounded in L 0 , then there is a positive finite r.v. A and a sequence B m ∈ conv{A n , A n+1 , . . . } such that B m → A in probability. We associate to the functional I a set, in complete analogy to Orlicz-Musielak spaces:
and define L J accordingly in terms of J. Now we collect some elementary observations:
Lemma 5.1. The following hold:
• The set L I is a linear space coinciding with
• The functionals I, J : (L 0 ) + → [0, ∞] are convex and moreover I is lower-semicontinuous w.r.t. convergence in measure. Also, for each non-vanishing Z ∈ dom(I), the infimum in I(Z) is attained at some Y ∈ Y.
Proof. For the convexity of I, recall that the partial infimum of every jointly convex function is convex. The fact that I(Z) is attained is a consequence of the closedness and convexity of Y, a Komlos-type argument and the lower semicontinuity of That J is convex is a consequence of the convexity of U −1 , and from this the linearity of L J is proved as in the case of
The last point goes by definition of J and Proposition 3.1.ii in [24] .
We shall soon see that |Z|
] is a norm on L I , making it a Banach space. Further this norm-topology will be stronger than that of convergence in measure. This implies immediately that I would be lower-semicontinuous with respect to | · | a I . In the next remark we justify the appeal of the space L I , in light of the previous points:
Remark 5.2. It has already been noted that v(y) = y inf Z∈dQe/dP I(Z/y), but also |Z| a I ≤ y+yI(Z/y) by definition. Thus, by taking a minimizing sequence {Z n } such that yI(Z n /y) decreases to v(y) it follows that the sequence {Z n } would be bounded in (L I , | · | a I ). On the other hand, we shall see in Proposition 5.13 that u Q (x) ≥ c|Z| a I . This shows that in minimizing the u Q 's we may restrict Q to its intersection with a given ball. The two previous estimates show that requiring dQ/dP to be closed in (L I , |·| a I ) and asking for conditions on the ingredients of the problem so that this space becomes reflexive, would allow to solve the robust optimization problem in incomplete markets along the same lines as in the complete case (we just need to replace Orlicz-Musielak spaces by the Banach space L I ). We will see, however, that L I is reflexive almost exactly when the market is complete, and that this is independent of how well-behaved our utility function is (in stark contrast to the complete case). On the other hand, because we will be able to prove that L J is a norm-dual space, and since the image through U of the terminal wealths live in this space, we can still obtain optimal strategies and derive a minimax identity.
Modular spaces L F and E F ; topological/duality results
Generating a space from a functional is a classical subject. See e.g. [30, 31] . There are quite minimalistic conditions ensuring that the generated space be an F-space and that some related functionals form a family of pseudo-norms for it. Here, rather than working at this level of generality, a more relaxed terminology and a lighter approach (as in chapter XI in [31] ) will be pursued. We first introduce the notion of a convex modular, and then its associated modular space. We shall see that I (respect. J) and L I (respect. L J ) fulfil these definitions. Some authors would use the word modular for a much general family of functionals, and regard some of the above axioms as desirable additional properties. However with this definition, it follows that on the space: L F (S) := {s ∈ S : lim α→0 F (αs) = 0} = {s ∈ S : F (αs) < ∞ for some α > 0} the following functionals are equivalent norms, called respectively Luxemburg and Amemiya norms:
and actually thanks to Theorem 1.10 in [30] , |s|
It can be proved, as in chapter XI, 81 in [31] , that the topology induced by the Luxemburg norm is exactly the (weakest locally convex topology) generated by the family of neighbourhoods of the origin {F −1 (−∞, c])} c . The space L F is called a modular space associated to F . Now recalling the definitions in the previous subsection, we prove:
Proposition 5.4. The functional I is a convex modular and L I is a modular space associated to it. Likewise the functional J is a convex modular and L J is a modular space associated to it.
Proof. For I first. Axioms (1), (2) and (3) hold by definition, and (5) I(ξZ) =: ζ. Now, take n 1 so ζ = lim I( n Z). Because I is l.s.c. we deduce that lim I( n Z) ≥ I(Z) and thus I(Z) = ζ. Now for J. Axioms (1), (2) and (3) 
] and now taking supremum over Y ∈ Y we get axiom (6) .
Call now L * I and L * J the topological duals. By the "reflexivity Theorem" in [32] it holds automatically that the modulars J and I are reflexive, in the sense that if the following functionals are defined:
then I and J may be recovered, that is:
In particular then, both I and J are lower semicontinuous under the strong topologies introduced thus far, and by convexity, also under their weak topologies.What is more, from Lemma 5.5, part 1), we deduce by Theorem 5.43 in [1] that both functionals are norm-continuous in the interior of their domains. Another space of interest is the so-called set of finite elements of a modular space L F , denoted E F , which typically has better properties: E F = {s ∈ S : F (αs) < ∞ for all α > 0}.
We remark that E I = L I = dom(I) as soon as condition (2.22) in Assumption 2.9 holds. Let us state now a few results that will be repeatedly useful:
Time is ripe to prove some more refined properties of the spaces L I and L J . However, often it will be useful to lift properties satisfied by the L Y or L * Y spaces to L J and L I respectively. Hence it is desirable that both L Y and L * Y have nice properties. As it was previously discussed this is the case when they are Orlicz-Musielak spaces, which in virtue of the discussion after Lemma 3.14, is the case whenever ∀β > 0, E[V (βY )] < ∞. Call then:
To prove that there is no loss in switching from Y to Y * it is necessary to have that
. Therefore the following assumption will be made and will hold for the rest of the section unless otherwise stated:
The set Y * is a non-empty subset of Y P (1) which further satisfies
, and J(X) = sup
As • that the reference measure P is already a martingale one
• that there is a continuous P−local martingale M such that the price process is welldefined and satisfies dS t = dM t + λ t · d M t , the market has no arbitrages and E [V (βE(λ · M ) T )] < ∞ for every β > 0, where E stands for the stochastic exponential.
Then Assumption 5.6 is verified.
We now provide an insight into the topological properties of the spaces introduced. We defer the lengthy proof to the Appendix.
Proposition 5.8. Both subspaces E I and E J are closed subspaces of L I and L J respectively. When considering the quasi-sure ordering, E I and L J are Banach lattices, and furthermore E I is order-continuous.
In the last result, any of the previously defined norms may have been used. In order to further understand the modular spaces introduced thus far, and in doing so paving the way for the central statements of this section, some duality results will be pursued. First of all, Hölder-type inequalities are proved:
Proposition 5.9. We have:
where i, j, k ∈ {a, l} and i = j. Furthermore, the inclusions Notice that being L J = (E I ) * this already implies completeness of L J . Also notice that a property analogous to point (3) in the above lemma does not hold in E J if Y is not uniformly integrable. This already is evidence of non-reflexivity in a general situation. We shall discuss this in depth later on.
Applications of the modular approach to the robust optimization problem
We are ready to apply the previously introduced modular spaces in the study of the robust optimization problem. In what follows it will be assumed that the uncertainty set Q satisfies the following assumptions:
Assumption 5.12.
• dQ/dP is a non-empty σ(L I , L J )-closed subset of L I
• ∃x > 0, Q ∈ Q e such that u Q (x) < ∞ As commented before, the first two assumptions imply the non-emptiness of the set Q e of equivalent measures in Q. We could actually replace, as will be mentioned in Remark 5.14, the first and fourth points by [Q is convex and dQ e /dP ∩ L I = ∅].
As a consequence of Proposition 5.9, we can prove the following result, of interest on its own, which we already mentioned in Remark 5.2 and will be useful in proving the general minimax Theorem 5.15 below: Proposition 5.13. Suppose Assumptions 2.6 and 5.12. Then, for all x > 0 we have that
Proof. By Proposition 5.9 we have: is such that u Q (x) = +∞, the lower bound trivially holds. If in turn u Q (x) < ∞ we resort to Lemma 3.3 in [40] , which states that whenever Q i ∈ Q, i = 1, 2 are such that u Q i < ∞, the function t ∈ [0, 1] → u tQ 1 +(1−t)Q 2 (x) is continuous ∀x > 0 (note that this result does not use the assumption that dQ dP be closed in L 0 ). Notice that Z t = tdQ 0 /dP + (1 − t)Z (with Q 0 as in the statement of the present result) satisfies Z t ∈ dQe dP for 0 < t ≤ 1. Thus we get that ∀ > 0, ∃δ such that
Hence, taking t → 0+ we get that u Q (x) ≥ C x Z η * − , ∀ > 0, and the lower bound follows by letting → 0.
Remark 5.14. In light of the upper bound in (5.2), we see that indeed the third and fourth point in Assumption 5.12 could be replaced respectively by dQ/dP ∩ L I is weakly closed and dQ e /dP ∩ L I = ∅, and so likewise the first point by the usual convexity of the set Q. 
for someX ∈ X (x), and moreover v is finite and u, v are conjugate on (0, ∞). Furthermore, if L I is reflexive (e.g. in the complete market case under the two conditions in Assumption 2.9) there is a saddle point, i.e. there exists aQ ∈ Q so that all the above values equal EQ U X T .
Proof. Fix x > 0. We now intend to apply Theorem 7, chapter 6, in [2] (Lopsided minimax Theorem, also stated on page 295 therein). First, let us define the set G := {g ∈ L J : 0 ≤ g ≤ U (X T ), some X ∈ X (x)}. Now let us define a bilinear function
. Evidently under condition L * I ∼ = L J we must have that E I = L I (which is the case anyway if condition (2.22) in Assumption 2.9 holds). We first endow the convex set G with the weak-* topology σ(L J , E I ). Let us prove that G is closed with it. Indeed if {g α } α ⊂ G, we have by Lemma 5.1, part c), that J(g α ) ≤ x. But by Proposition 5.10, the spaces (E I , σ(E I , L J )), (L J , σ(L J , E I )) are in topological duality and J = I * . Therefore J is σ(L J , E I )-l.s.c. and we conclude that if g α → g in this topology, then J(g) ≤ x. Again by Lemma 5.1, part c), we see that |g| ∈ G. On the other hand 1 g<0 ∈ E I (by Lemma 5.11) and so E[g1 g<0 ] = lim E[g α 1 g<0 ] ≥ 0, from which g ≥ 0 and so g ∈ G.
We now prove that G is weak*-compact. By Banach-Alaoglu it suffices to prove that it is norm bounded. But this holds since g a J ≤ 1 + J(g) ≤ 1 + x, for every g ∈ G.
We apply now the lopsided minimax Theorem. The function F satisfies:
≥ β} is weak*-compact for every β, Z.
• F (·, Z) is concave and continuous, and thus −F satisfies with ease the requirements of that Theorem. We conclude then the minimax equality and the attainability of an optimal g ∈ G. By simple arguments in [40] (see the proof of Lemma 3.4 therein) any optimal g must be of the form U (X T ) and one may approximate the infsup by taking the infimum over Q e . Because we proved that u(x) = inf Q∈Qe u Q (x) we also have u(x) = inf Q∈Qe,u Q (x)<∞ u Q (x). Now applying Theorem 3.1 in [24] we see that u(x) = inf y≥0 inf Q∈Qe,u Q (x)<∞ v Q (y) + xy and so by the first statement in Lemma 3.5 in [40] we conclude that u is the conjugate of v. Finiteness of v on (0, ∞) is a consequence of L I = E I . Because I is convex and v(y) = inf Z∈dQe/dP yI(Z/y), an argument as in the proof of Lemma 3.9 shows that v is convex and so we conclude by Theorem 7.22 in [1] that v is continuous in (0, ∞). Since clearly v(y) ≥ V (y) we see that v(0+) = ∞. Thus defining v(·) = ∞ on (−∞, 0] we get a l.s.c. function everywhere. Defining u(0) = 0 and u(x) = −∞ if x < 0, we still get that u is the concave conjugate of v. This in turn implies that v is conjugate to u and also that if y > 0 then v(y) = sup x>0 [u(x) + xy].
Finally, in the reflexive case, when computing inf Q∈Q E Q U X T we realize that it is enough to do it over a norm-bounded subset of dQ/dP. Indeed, we have already proven that u(x) = inf Q∈Q u Q (x), and this is finite by Assumption 5.12. Thus we may only regard Q ∩ {Q : u Q (x) ≤ u(x) + 1}, but by Proposition 5.13 we have that u Q (x) ≥ c(x) dQ/dP a I , and so this set is contained in Q ∩ {Q : dQ/dP a I ≤ c(x) −1 [u(x) + 1]}. By reflexivity and Assumption 5.12, these sets are weakly compact (i.e. σ(E I , L J )-compact) and so the continuous linear functional Z → E ZU X T attains its minimum there. Any of these densities along with any optimalX conforms a saddle point. We finally stress that the reflexivity condition on L I is satisfied if the market is complete and Assumption 2.9 holds. Indeed by completeness we would have that I(·) = E[η ∃x > 0, Q ∈ Q e such that u Q (x) < ∞, it is equivalent to write closedness conditions on dQ/dP ∩ L I or on dQ/dP ⊂ L I .
Remark 5.17. From the previous proof it is clear that if dQ/dP ⊂ E I then at least for the minimax result and the existence of an optimal wealth, the condition L * I ∼ = L J can be avoided altogether, since we may work on E I instead if L I from the beginning.
Let us point out that at the moment we can only prove existence of a worst-caseQ (as well as relating it explicitly to the optimalX) in the case that our modular spaces are reflexive. In Theorem 5.19 and Remark 5.21, we aim to find out when this is the case. The following property relates the answer to the set Y.
Lemma 5.18. If E J has order-continuous norm (i.e. |x α | J 0 whenever x α 0) then Y is uniformly integrable.
Proof. By Theorem 9.22 in [1] , E J has order-continuous norm if and only if every sequence of order-bounded and disjoint elements is strongly convergent to zero. So take A n a sequence of disjoint sets. Notice that 1 An is an order-bounded and disjoint sequence, and thus |1 An | J → 0. This implies J(1 An ) → 0, which means sup Y ∈Y E[1 An Y ] → 0. Now, from Theorem 7 in [12] this implies that Y is uniformly integrable.
The following theorem is essential and it implies Theorem 2.11.
Theorem 5. 19 . If the set Y is not uniformly integrable, then neither E J , L J nor E I can be reflexive.
Proof. As pointed out in Corollary 9.23 in [1] , a reflexive Banach lattice has order continuous norm. Since E J is a Banach lattice in itself, if it were reflexive, by Lemma 5.18 the set Y would be uniformly integrable. Thus E J is not reflexive and therefore L J neither, since the former is a closed subset of the latter. On the other hand, under the assumption of this section the dual of E I is isomorphic to L J (we shall prove this in Proposition 5.10) which in turn implies that E I cannot be reflexive either.
Remark 5.20. The previous result states that lack of uniform integrability of Y implies that the space L I cannot be reflexive. This lack of reflexivity means that the approach used for Orlicz-Musielak spaces (in the complete case) does not extend vis-à-vis to the current modular space setting, since subsequence principles rely precisely on reflexivity (see Remark 5.2 for some context). It is remarkable that no growth conditions on U or V may yield reflexivity to our modular spaces.
Remark 5.21. If the set Y were uniformly integrable, then also the set of absolutely continuous martingale measure M would be so (more precisely, their densities would be σ(L 1 , L ∞ )− relatively compact). Theorem 6.7 and Corollary 7.2 in [9] then say that M must be a singleton, at least in the case of bounded continuous prices and either if all martingales in the filtration are continuous (this is the case of the augmented brownian filtration) or if the filtration is quasi left-continuous. Therefore in most interesting cases uniform integrability of Y implies market completeness.
We have seen in Theorem 5.15 how despite the lack of reflexivity the modular space approach still provides a nice setting to tackle robust problems without a-priori compactness. We close this section remarking that this framework may also be useful in other contexts (e.g. risk measures, pricing, etc.). To illustrate the point, we derive a rather short proof of the existence of an optimal strategy in the classical, non-robust, utility maximization problem in incomplete markets by means of the modular spaces (compare with Lemma 3.9 in [24] , Lemma 1 in [25] , or the proof of existence after Lemma 3.16 in [38] ). This can be seen of course as a corollary to our minimax Theorem, but for the sake of the argument we provide the proof: Proposition 5.22. Under Assumptions 2.6 and 5.6, the value function u P (·) is everywhere finite and the problem u P (x) := sup X∈X (x) E[U (X T )] is attained for every x > 0.
Proof. Since Y * = ∅ we get that L I contains the constants and thus by the upper bound in Proposition 5.13 we get that u P (·) < ∞. Fix now x > 0 and take
where we also used Lemma 5.1. By Proposition 5.10 and Banach-Alaoglu Theorem, there is a subnet of U (X n ) convergent in σ(L J , E I ) (i.e. weak*) to an element K ∈ L J . Since 1 ∈ E I by Assumption 5.6 we conclude that u(x) = E[K]. Further, by invoking part (1) of Lemma 5.11 we conclude that E[K1 K<0 ] ≥ 0 and so K ≥ 0 a.s. On the other hand, Proposition 5.10 also shows that (E I , σ(E I , L J )) and (L J , σ(L J , E I )) are in separating duality and have compatible topologies, and by the same Proposition J = (Ĩ) * whereĨ is I's restriction to E I . This proves that J is σ(L J , E I )-l.s.c. and in particular J(K) ≤ x, since J(U (X n T )) ≤ x (this from Lemma 5.1). By the same Lemma we deduce that U −1 (K) ≤X T for someX ∈ X (x) and so K ≤ U (X T ), which proves that u P (x) = E[U (X T )].
Remark 5.23. The previous result appears to contradict the statement in [24] that the condition AE(U ) < 1 is necessary for the existence of optimal wealth, but this is not the case. Concretely, in Example 5.2 therein the authors construct a complete market for which whenever AE(U ) = 1 no optimal wealth processes exists for initial capital x big enough. However in this type of constructions one needs that E[V (βY )] = +∞ for every β small enough (see Lemma 5.1.iii therein), where Y is the unique martingale measure, and so violate the condition Y * = ∅ in our Assumption 5.6. Thus our assumptions rule out the combinations of market models and utility functions for which such counter-examples can be built. This is in accordance with [25] where sufficient and necessary conditions are given for pairs of market models and utility functions.
Remark 5.24. We envisage that further analysis of our modular spaces (for instance identifying the dual of L J ) may bring more understanding of the robust problem and the (non)existence of the associated worst-case measures. This could be endeavoured through minimization of entropy techniques as well. We should also say that one may add more ad-hoc conditions on the set dQ/dP in order to retrieve in incomplete markets the results obtained for the complete one, even without reflexivity. An example would be to ask dQ/dP ∩ B L I (0, R) to be weakly compact, for R large enough. Then most of the points in Theorems 2.4 and 2.3 could be derived. However, tractable conditions implying such a property should still be provided in order to derive applicable criteria.
Proof. (Lemma 3.11) Clearlyγ l (x) = sup z≥0 {|x|z − zV (l/z)}. The first order condition for this (assuming
one arrives toγ l (x) = lU −1 (|x|). By Lemma 3.9 one knows thatγ l ≥ 0 and is null only at the origin. Thus if the supremum defining it were attained at 0, since 0V (l/0) = 0, this shows x must be null. But also U −1 (0) = 0. Hence, the asserted expression forγ l is always valid.
Proof. (Lemma 5.7)
For the first claim, we see easily that 1 ∈ Y and naturally also 1 ∈ Y * . Now take any Y ∈ Y and define
. By convexity Y n ∈ Y, and by non-negativity and get that Y n ∈ Y from which we deduce that Y n = E(λ · M )E(L n )D n and we easily deduce that E(L n ) T ≥ 1/n and thus L n ∈ LB. Therefore:
, by decreasingness and convexity of V . We thus see that
Hence, I(Z) = inf L∈LB E[|Z|V (E(λ · M )E(L)/|Z|)] and since inf Y ∈Y * E[η * Y (Z)] stands in between these two values, we have the desired equality for I. Now, for J we trivially see that
and hence also
Therefore J(X) = sup F (2ks n ) < ∞. Since this holds for any k > 0, we conclude that s ∈ E F . Now completeness of E I and L J will be proved, showing that both spaces are Banach lattices.
For E I recall (Theorem 9.3 in [1] ) that a Normed Riesz space is a Banach Lattice if and only if every positive, increasing Cauchy sequence is norm convergent. Therefore take (Z n ) a positive, increasing Cauchy sequence in E I (for Luxemburg's norm). By definition (Z n ) converges a.s. to its supremum, which we call Z, and might be ∞-valued. Since the sequence is Cauchy, there is a k > 0 such that |Z n | l I ≤ k for every n. By parts (1) and (3) in Lemma 5.5 we have that E(Z n /k) ≤ I(Z n /k) + J(1) ≤ 1 + U −1 (1) implying by Fatou's Lemma that Z is in particular finite, and so Z n converges to Z in probability (on the non-extended real line). Notice that for every λ > 0 also I(λ(Z n − Z m )) → 0 as (n, m) grows. Indeed, if λ|Z n − Z m | l I ≤ < 1 we have by convexity and Lemma 5.5.(1) that I(λ(Z n − Z m )) ≤ λ|Z n − Z m | l I ≤ . Therefore fixing any λ > 0 we have for every > 0 the existence of N = N (λ, ) big enough s.t. m > n > N implies I(λ(Z m − Z n )) ≤ and hence taking limit in m by lower-semicontinuity we get I(λ(Z − Z n )) ≤ . Thus I(λ(Z n − Z)) → 0 and by part (3) in Lemma 5.5 we see that Z n → Z strongly. By the first part of this proof we finally get that Z ∈ E I . Now for L J , take (X n ) an arbitrary Cauchy sequence. Thus the same sequence is Cauchy in every Orlicz-Musielak space associated to Y U −1 (·) (Y ∈ Y * ). Call | · | Y the associated Luxemburg norm. Because these spaces are complete, the sequence norm-converges to (possibly different) limits in each of them. However, since this convergences are stronger than L 0 convergence, the limit must be necessarily (a.s.) unique. Thus, X n → X for every Orlicz-Musielak space associated to η Y and in probability. By Fatou's lemma W → E[Y U −1 (W )] is lower-semicontinuous in (L 0 ) + and thus (as a supremum) also J(·) is so, from which J(kX) ≤ lim inf J(kX n ) ≤ 1 where k −1 is an upper bound for the L J norms of the (X n ) (it exists because sequence is Cauchy) and by Lemma 5. (4) in Lemma 5.11 we get that g ∈ L J and that |g| l J equals the above supremum. Since both l(·) and E(·g) are uniformly continuous functions coinciding on a dense set (by (2) in Lemma 5.11, simple functions are such a set), they must agree in the whole of E I . Hence l(f ) = E[f g] for every f ∈ E I and so (E I ) * ⊂ L J , but using Proposition 5.9 the reverse inclusion already holds. Therefore (E I ) * = L J , where the identification is isomorphic if L J is endowed with the Luxemburg norm and E I with the Amemiya one. Now take X ∈ L J and call l X (·) The proof of the second point resembles the previous one. First, since simple functions are dense in L ∞ and by Proposition 5.9 this last space is contained continuously in L I (obviously then also in E I ), it suffices to show that bounded functions are dense in E I . Take Z ∈ E I and define Z n = Z1 |Z|<n . Thus X n := |Z − Z n | = |Z|1 |Z|≥n 0 a.s. Now fix β > 0. Taking any N > 0 and because ∞ > I(βX N ) = βE[X N V (Y /(βX N ))] for some Y ∈ Y, and X n V (Y /(βX n )) 0 a.s. then by dominated (or monotone) convergence E[X n V (Y /(βX n ))] → 0 and thus I(βX n ) → 0. Now because this holds for every β, by Lemma 5.5.(3) then |X n | I → 0.
