Abstract. We obtain an expansion of the implicit weak discretization error for the target of stochastic approximation algorithms introduced and studied in [Fri13] . This allows us to extend and develop the Richardson-Romberg extrapolation method for Monte Carlo linear estimator (introduced in [TT90] and deeply studied in [Pag07]) to the framework of stochastic optimization by means of stochastic approximation algorithm. We notably apply the method to the estimation of the quantile of diffusion processes. Numerical results confirm the theoretical analysis and show a significant reduction in the initial computational cost.
Statement of the Problem
The aim of this paper is to combine a multistep Richardson-Romberg extrapolation method with stochastic approximation (SA) algorithms which are recursive simulation based procedures commonly used in the framework of stochastic optimization. Introduced by Robbins and Monro [RM51] , SA algorithms aims at computing a zero of a continuous function h : R d → R d which is unknown to the experimenter but can only be estimated through experiments. In this general context, the function h writes h(θ) := E[H(θ, U )] where H :
and U is a R q -valued random vector. To estimate a zero of h, one devises the following recursive algorithm
where (U p ) p≥1 is an i.i.d. sequence of random variables with the same law as U defined on a probability space (Ω, F , P), θ 0 is independent of the innovation of the algorithm with E[|θ 0 | 2 ] < +∞ and γ = (γ p ) p≥1 is a deterministic and decreasing sequence of non-negative steps satisfying the usual assumption In many applications, notably in computational finance, the sequence of random vectors (U p ) p≥1 is not directly simulatable (at a reasonable cost) and can only be approximated by another sequence of easily simulatable random vectors ((U n ) p ) p≥1 , n > 0, where U n (weakly or strongly) approximates U as n → +∞ with a standard weak discretization error (or bias) E[f (U n )] − E[f (U )] that can be expanded in powers of n −α , α > 0, for a specific class of functions f ∈ C. One typical situation is when U = X T , X := (X t ) t∈[0,T ] being a q-dimensional diffusion process solution of a stochastic differential equation (SDE) and U n = X n T where X n := (X n t ) t∈[0,T ] stands for its standard Euler-Maruyama discretization scheme with time step ∆ = T /n, n ∈ N * . Since we are interested in the computation of the zero θ * of h given by h(θ) := E[H(θ, U )] where H : R d ×R q → R d and the function h is generally neither known nor computable since the random variable U cannot be easily simulated, estimating θ * by devising directly the recursive scheme (1.1) is not possible. Therefore, two steps are needed to compute θ * :
-the first step consists in approximating the zero θ * of h by the zero θ * ,n of the function h n defined by h n (θ) := E[H(θ, U n )], θ ∈ R d . It induces an implicit discretization error which writes E D (n, T, b, σ, H) := θ * − θ * ,n .
Under mild assumptions on h and h n , it is proved in [Fri13] that θ * ,n converges to θ * as n goes to infinity. Moreover, if the standard weak discretization error is of order n −α , α ∈ (0, 1), that is ∀θ ∈ R d , h n (θ) − h(θ) = Λ 0 1 (θ)n −α + o(n −α ), with Λ 0 1 : R d → R d , then (under additional mild assumptions) this rate of convergence transfers to the implicit discretization error that is E D (n, T, b, σ, H) = Θ 1 n −α + o(n −α ) for some Θ 1 ∈ R d . -the second step consists in approximating θ * ,n using M ∈ N * steps of the following SA scheme where (C 1 , · · · , C R ) ∈ (R d ) R . Then taking advantage of (1.4) we devise a multistep Richardson-Romberg extrapolation method for stochastic optimization by means of stochastic approximation algorithm. The principle of Richardson-Romberg extrapolation is to reduce the bias produced by the implicit discretization error by Here we will investigate an expansion of the error term θ * ,n − θ * in powers of n −α . Through the document, we will refer to [H-k] the following set of assumptions:
(1) For all θ ∈ R d , Proof. Observe that one has h n (θ * ,n ) − h n (θ * ) = −h n (θ * ) = h(θ * ) − h n (θ * ). On the one hand, writing Taylor's formula with integral remainder yields:
On the other hand, from the discretization error, we have h(θ
is invertible, and (Dh n ) n≥1 converges uniformly locally to Dh, for n large enough, the matrix 1 0 Dh n (tθ * ,n + (1 − t)θ * )dt is invertible. Multiplying both sides of (2.8) by n −α finally yields
Let us note that Proposition 2.2 provides a first order expansion of θ * ,n −θ * , that is θ * ,n −θ * = C 1 n −α +o(n −α ). We now give a generalization of this first result.
Theorem 2.1. Assume that θ * ,n → θ * , n → +∞, and that [H-p] holds for some p ∈ N * . Then, θ * ,n − θ * has an expansion up to order p, that is, the following expansion holds:
, p ∈ N * , holds then Proposition 2.2 gives a first order expansion for θ * ,n − θ * . We now prove the inductive step that is if θ * ,n − θ * has an expansion of order k − 1 then an expansion exists at order k, for k ≤ p. The basic idea does not change from the previous computation. From the development of the discretization error, we have:
On the other hand, we write a Taylor's expansion of h n up to the same order k − 1:
with the remainder in integral form satisfying:
, and θ * ,n − θ * = Ø(n −α ) for the last equality. The expansions (2.6) allow us to replace the derivatives of h n by the derivatives of h in (2.10) at the cost of an error term, that is:
and Dh(θ * ) is invertible, the previous equality implies
The last equation should be seen as a "bootstrap" for θ * ,n − θ * , that is:
11)
The idea now is to plug the expansion of θ * ,n − θ * in the right hand side of (2.11) and check that the first remainder term comes at order o(n −αk ). It is clear that on the first line the remainder term is of order o(n −αk ).
, the generic l-th term writes in the i-th component:
) and where we used
for the last equality. Now, replacing (θ * ,n − θ * ) i by its expansion, we observe that the generic term in (2.12) satisfies
We clearly see that the expression above yields an expansion in powers of n −α with a remainder at order o(n −αk ). Formally, as the power in the expansion (2.6) goes down, the power in the derivatives grows, compensating exactly and giving the right order in the remainder.
Finally, we expand the previous equation and group together the different terms with respect to the power of n −α . As we observed above, the remainder term is at order o n −αk , because of the compensation between the power in the expansion (2.6) and the order of the Taylor expansion. This completes the proof.
Multi-step Richardson-Romberg extrapolation for stochastic approximation
Multi-step Richardson-Romberg extrapolation was successfully applied in the context of Monte Carlo linear estimator for the computation of E[f (X T )], where f : R d → R (with possible extension to the case of pathdependent options) and X is the (unique) strong solution to a SDE, see [Pag07] . In this section, we propose a multi-step Richardson-Romberg SA estimator with a control of the statistical error. We proceed as follows. Let R ≥ 2 be an integer. To devise a SA estimator whose target has an implicit discretization error of order n −αR as n → +∞, we introduce a sequence of R random vectors {U rn , r ∈ [[1, R]]}, n ∈ N * . Throughout this section we will assume that this sequence satisfies U 
which is equivalent toṼ
T andṼ is the Vandermonde matrix defined bỹ
Thanks to Cramer's rule, the solution w to (2.15) is explicitly given by ∀r ∈ {1, · · · , R} , w r = (−1)
Let us note that when α = 1 this last expression simplifies to w r = (−1) R−r (r R /(r!(R− r)!))I d , r = 1, · · · , R. The first condition in (2.14) reads R r=1 w r = I d which implies that lim n→+∞ R r=1 w r θ * ,rn = R r=1 w r θ * = θ * . Moreover, multiplying (2.13) on the left by w T yields
We now approximate the new target R r=1 w r θ * ,rn , by means of M ∈ N * steps of R SA schemes which write We are looking for an efficient estimator among the family
To be more precise, we will minimize the computational cost for a given L 1 (P)-error ε > 0. We assume that the cost of a single simulation of U n is proportional to n and is given by K × n, where K is a generic positive constant independent of n. It notably corresponds to the case of discretization schemes of a stochastic process. In the case of the Richardson-Romberg method for SA, at each step p ∈ [[1, M ]] of the procedure, for every r ∈ [[1, R]], one has to simulate the random vector (U n , U 2n , · · · , U Rn ) so that the global computational cost is given by
Hence the problem of interest writes
From a practical point of view the constraint: E|E R−R glob | ≤ ε is not tractable since one does not have any explicit control on E|E R−R glob |. Hence one is led to consider some sharp upper bound of this L 1 (P)-norm, namely
Note that the bound (2.21) is not tractable since we do not have any closed form expression for the last term appearing in the right-hand side, namely the L 1 -norm (or L 2 -norm) of the statistical error of the RichardsonRomberg SA estimator. Again we will consider some sharp upper bound. In order to derive an explicit control we assume that the following conditions are in force: • γ varies regularly with exponent (−ρ), ρ ∈ (1/2, 1), that is, for any x > 0, lim t→+∞ γ(tx)/γ(t) = x −ρ .
• for t ≥ 1, γ(t) = γ 0 /t and γ 0 satisfies 2λγ 0 > 1.
Remark 2.1. Assumption (HUA) already appears in [Duf96] and [BMP90] , see also [FM12] and [FF13] in another context. It allows to control the L 2 -norm E|θ
with respect to the step γ(p) uniformly in n, see section 5, lemma 5.2 . As discussed in [KY03] , (Chapter 10, Section 5, p.350, Theorem 5.2) if one considers the projected version of the algorithm (1.3) on a bounded convex set D, namely
where Π D denotes the orthogonal projection operator on D (for instance one may set
, as very often happens from a practical point of view, then assumption
We also want to point out that if assumption (HUA) is satisfied then passing to the limit as n → +∞ one easily shows that λ min (Dh(θ
Under (H-R), (HUI), (HC1), (HC2), (HRG), (HS) and (HUA), one has for some positive constant C := C(γ, λ)
, are sequences of martingale increments w.r.t. the natural filtration of the stochastic approximation schemes F := (
Hence by a simple induction argument one has for (r,
where
with the convention that Π M+1,M = I d . Multiplying (2.22) on the left by w r given by (2.16) and summing w.r.t r lead to
Ought to the Minkowski inequality it is sufficient to bound the L 1 (P)-norm of each term in the above decomposition. First, since −Dh(θ * ) is a Hurwitz matrix, ∀λ ∈ [0, λ), there exists C > 0 such that for any
. We refer to [Duf96] and [BMP90] for more details. Hence, one has for all η ∈ (0, λ)
where ||.|| stands for the matrix norm on
Similarly for the last term, one has
We now study the limit of each bound as n and M go to infinity. For the first term, observe that
with φ R 1 (n) → 0 as n → +∞. Let us now study the second term. Define for k ≥ 1, ∆N
then by the Cauchy-Schwarz inequality and (HRG) one has
where we used lemma 5.2 and max 1≤r≤R |θ * ,rn − θ * | ≤ Cn −α for the last inequality. Now observe that
so that using (HC2) and
Plugging the above estimates into (2.24), we derive the following bound
for some positive constant C(γ, λ) and
We now focus on the last term. Let us first observe that using (H-R) and since Dh rn is Lipschitz (uniformly in n) one has
so that plugging this estimate in (2.25) and using lemma 5.2 lead to
Finally lemma 5.1 and since max 1≤r≤R ||Dh(θ
From the previous computations we are naturally led to consider the following suboptimal computational cost optimization problem (n(ǫ), M (ǫ)) = arg min
Suppose that the assumptions of Proposition 2.3 are satisfied. Suppose that the step sequence γ is given by:
(2.28)
Proof. Let us note that the cost minimization problem (2.27) is lower-bounded by the more tractable problem
This optimization problem can be solved explicitly, more precisely the optimal parameters are given by
The "liminf" side of the result clearly follows by plugging this solution into (2.29). Now set
) ≤ ε so that the cost minimization problem (2.27) is upper-bounded by
and the result follows by letting ε goes to zero.
Remark 2.2. (Choice of the step sequence) According to Proposition 2.4, it is optimal to set β = 1 to achieve a minimal asymptotic complexity. In this case a constraint appear on γ 0 : 2λγ 0 > 1. Let us note that for β = 1 a simple computation shows that the constant C appearing in ν R is equal to γ 0 /(2λγ 0 −1) 1/2 which reaches its minimum (as a function of γ 0 ) at γ 0 = 1/λ. However the main drawback with this choice is that the constant λ is not known to the experimenter so that one is led to make a blind choice in practical implementation. R] ] so that using (2.14) yields
Hence we clearly see that this choice leads to a control in the L 1 -norm of the statistical error of the multi-step Richardson-Romberg SA estimator. On the opposite considering mutually independent innovations U r lead to an explosion of the previous control with respect to R. Indeed one has
where we used (2.16) for the first equality. For instance when one is concerned with the discretization of a Brownian diffusion, the first aforementioned case consists in implementing the Richardson-Romberg method with R Euler schemes devised with the same Brownian motion W namely W r = W, r = 1, · · · , R whereas the second case consists in implementing the method with mutually independent Brownian motions W r . The optimality of this choice is discussed in [Pag07] .
Comparison with the crude stochastic approximation estimator
Under the assumptions of Proposition 2.3 with R = 1, the global error for the crude stochastic approximation estimator satisfies
with a computational cost given by Cost(C-S) := KM n. Hence a similar result as in Proposition 2.4 holds.
Proposition 2.5. Assume that the assumptions of Proposition 2.3 with R = 1 hold. Suppose that the step sequence γ is given by:
The crude stochastic approximation estimator satisfies
Eventually this asymptotically optimal bound may be achieved with parameters satisfying:
Application: Estimation of the quantile of a component of a SDE
In this section, we show how the previous results can be applied to the estimation of the quantile of a stochastic process solution to a stochastic differential equation. Also, when the exact value of a constant is not important we may repeat the same symbol for constants that may change from one line to next.
Notations and Hypotheses.
Let (Ω, F , (F t ) t≥0 , P) be a filtered probability space satisfying the usual conditions and (Z t ) t≥0 be a qdimensional (F t ) t≥0 symmetric α-stable process, for α ∈ (0, 2], that is a càdlàg process with independent and stationary increments with the scaling property Z ct
Note that the case α = 2 corresponds to the standard Brownian motion. It is also the only case where Z is a continuous process. When α < 2, the Stable process is discontinuous and its Lévy-Khintchine exponent writes for all p ∈ R q , E e i p,Zt = exp −t
We refer to the measure µ as the spectral measure of Z. It is related to the Lévy measure of the process Z as follows. Denote ν the Lévy measure of Z, ν factorizes in
stands for the polar coordinates. For the exact value of C α , we refer to Sato [Sat05] . Let us consider a d-dimensional process (X t ) t≥0 = (X 1 t , . . . , X d t ) t≥0 with dynamics:
where b :
We fix the time horizon T = 1. Let us denote by P x (resp. P t,x , t ∈ (0, 1]) the conditional probability given {X 0 = x} (resp. {X t = x}). For a given level ℓ ∈ (0, 1), we are interested in the computation of the quantile at level ℓ of the random variable X d 1 defined as:
≥ ℓ} is bounded from below so that θ * always exists. Assuming that the distribution of X d 1 has no atoms, the quantile at level ℓ is the lowest solution of the equation:
If the distribution function is (strictly) increasing, which is notably the case if the process X solution of (3.31) admits a positive density p(1, x, .), the solution to the above equation is unique, otherwise, there may be more than one solution. Now since the law of X d 1 is not known explicitly, the quantile θ * cannot be computed and one has to approximate the dynamics by a discretization scheme that can be simulated. Let us note that the estimation of the quantile of a component of a Brownian diffusion process has already been investigated in [TZ04] . For a given time step ∆ = 1 n , n ∈ N * , setting for all i ∈ N, t i = i∆, we consider the standard Euler scheme defined as follows:
(3.32)
Then one approximates θ * by θ * ,n the quantile at level ℓ of X n,d
1 . We denote by [A] the following set of assumptions. Fix an integer m ∈ N, for α ∈ (0, 2) we assume that m ≥ d + 4 , which will hereafter refer to the regularity of the coefficients.
with bounded derivatives. Also, when α ≤ 1, we put b = 0. [A-2] For all x, ξ ∈ R q , there exists 0 < c ≤ C such that:
(3.33)
[A-3] When α < 2, the spectral measure µ has C m (S q−1 ) surface density and satisfies: for all ξ ∈ R q , there exists C 1 , C 2 > 0 such that:
Proposition 3.1. Assume that α ∈ (0, 2] and that [A] is in force. For every t > 0, the solutions X t , X n t , of the SDE (3.31) and (3.32) have a strictly positive densities with respect to the Lebesgue measure. Consequently, the quantile is uniquely defined. Moreover, those densities are in
We refer to the work of Kolokoltsov [Kol00] for the proof in the Stable case, who also derived Aronson's estimates with time singularity depending on the index α. In the Brownian case, i.e. α = 2, if the drift b is a measurable bounded function and the diffusion coefficient σ is η-Hölder continuous, η > 0, and satisfies [A-2] then the aforementioned densities exists, are positive and satisfy Gaussian Aronson's estimates (see e.g. [Fri64] and [LM10] for the density of the Euler scheme). 1 ) n≥1 converges in distribution to X d 1 . Moreover, the function F is continuous so that (F n ) n≥1 converges uniformly to F . Hence, we conclude that F (θ * ,n ) → ℓ, n → +∞. Now remark that from Proposition 3.1 since X d 1 has a strictly positive density the function F is one-to-one which in turn implies that F −1 exists and is continuous so that θ * ,n → F −1 (ℓ) = θ * .
From Proposition 3.1 (existence of a positive density for X n,d
1 ) the quantile θ * ,n at level ℓ of the random variable X n,d 1 is the unique solution of the equation
In this section, we are interested in giving an expansion for the error θ * − θ * ,n in powers of n −1 , using Theorem 2.1. Actually, we will prove that ) one may use standard tools such as the one developed in Talay-Tubaro [TT90] (in the Brownian case); or in the (Hypo-)elliptic setting, the laws of X T and X n T are smooth. Here, we are in the latter case. Indeed, the estimation of the quantile of a diffusion can be seen as an inverse problem, by setting H(θ, x) = 1
We thus see that regularity of H fails. However, for θ ∈ R, we have:
Let p(T, x, θ) be the density of the diffusion, and p n (T, x, θ) the density of the Euler scheme at time T . The derivative w.r.t. θ of the previous equality is:
where we denote by p 1 . Consequently, we observe that in order to apply Theorem 2.1, we have to give an expansion of the marginal densities and their derivatives, up to an order k > 1. Actually, we will show that the expansion holds for p(1, x, θ) − p n (1, x, θ) and its derivatives, the expansion for the marginals will follow from an integration over the d − 1 first components.
Expansion for the densities.
Using a continuity technique known as the Parametrix expansion, Konavov and Mammen [KM02] , in the Brownian case, and Konakov and Menozzi [KM11] , in the stable case, successfully derive an expansion for the density of the solution of (3.31) to an arbitrary order, with explicit terms. The purpose of this section is to extend these results to the derivatives of the densities.
The Parametrix expansion consists in representing the density of the solution of (3.31) as a series involving the density of a frozen equation and the generators associated with (3.31) and the frozen density. We take a few lines here to describe this technique.
We define the following process as the frozen process. Recall T = 1 is a fixed deterministic time. For a given terminal point y ∈ R d , the frozen equation at point y is defined as:
Thanks to the uniform ellipticity of σ, the process (3.35) has a density with respect to the Lebesgue measure, given by:
We will often drop the superscript y with the conventionp α (t, x, y) =p y α (t, x, y), when no ambiguity is possible. The distance between p(t, x, y) andp α (t, x, y) will then be quantified by the difference of the generators of (3.31) and (3.35). We put Σ(z) = σ(z)σ(z)
T . The generator of the SDE (3.31):
The integro-differential part can be written :
where the notation
stands for a fractional derivative and has to be understood as a Fourier multiplier:
where F x (f )(t, p, y) denotes the Fourier transform with respect to the first space argument of the function f (t, x, y). Let us define the generator of the frozen process (3.35):
Theorem 3.1. Under the assumptions [A], the solution of (3.31) exists and has density with respect to the Lebesgue measure. Let p(t, x, y) denote the density of (3.31). It admits the following representation:
where we denoted
, and ⊗ is the space-time convolution:
and
This result has been investigated in the literature, let us mention Friedman [Fri64] for the Brownian case and Kolokoltsov [Kol00] for the stable case. The proof relies on a precise study of the frozen density and its derivatives (fractional derivatives in the stable case), and show that in the time space convolution, the time singularities induced by the derivation can be compensated to get a convergent series.
Similarly, one gets an equivalent result for the density of the Euler scheme. We introduce the "frozen Markov chains" (X
We denote the discrete generators:
We then obtain a representation of the density of the Euler scheme using the frozen density and the discrete generators.
Theorem 3.2. The density p n (t k , x, y) of the Euler scheme admits the following representation:
where we denoted H n (t k , x, y) = (L n −L n )p(t k , x, y), and ⊗ n is the discretized space-time convolution:
Once again, these results have been investigated in the literature and we state them here without proof. The reader may consult [KM02, KM11] and the references therein.
Roughly speaking, we see that the differences between the two expansions of Theorems 3.1 and 3.2 come from the convolution and the kernel. Thus, in order to get an expansion for p − p n , we introduce for all k ∈ [[0, n − 1]]:
Formally, p d is the series of Theorem 3.1, with the time integrals discretized. We then look for an expansion for the two differences
, where :
Note that both generatorsL * andL * depends on the freezing parameter y. This induces extra caution below, as we will be led to differentiate with respect to the freezing parameter.
Extending the results of Theorem 1.1 in Konakov and Mammen in [KM02] , for the Brownian case, and Theorem 21 in Konakov and Menozzi in [KM11] , for the Stable case, we have the following result. 
Also, there is a constant C > 0 depending on the set of assumptions [A], T , γ, and M such that the following bound holds for each term and the remainders:
where for a given K > 0, we denotedp α K (t, x, y) the following quantity:
For γ = 0, expansion (3.38) is given in [KM02] in the Brownian case, and in [KM11] in the stable case. To get an expansion for ∂ γ y (p − p n )(1, x, y), we take the derivative along y in each term in that expansion, and prove that each one is bounded by an α stable density.
Formally,p α K (t, x, y) is a stable density (up to some normalizing constant depending on K > 0). Observe thatp α satisfies a semi-group property in the following sense:
Proposition 3.3. For all τ ∈ (0, t), for all x, y ∈ R d for all K 1 , K 2 > 0, there exists K, C > 0 depending on the set of assumptions [A] and the terminal time T , such that:
(3.40)
Proof. Indeed, for all α ∈ (0, 2], we have that for t > 0, for all x, y ∈ R d , there exists c, C, K > 0 such that:
For the gaussian case, we refer to the seminal paper [Fri64] or Sheu [She91] for a stochastic control based approach. For the stable case α < 2, the reader may consult and Kolokolstov [Kol00] . Thus, one easily gets:
Using the previous density, we are able to bound the various terms appearing above. 
, T, γ, η) > 0 such that the following bounds holds:
Eventually, when α < 2, denoting Φ(t k , x, y) = ∞ r=1 H (r,n) (t k , x, y), we have:
Remark 3.1. We point out that in equations (3.44) and (3.46), despite the presence of derivations, there are no singularities induced by them, as the argument appears in both the forward and the backward arguments. This will be a key point in the proof of Theorem 3.3.
Proof. For the Brownian case, all the above estimates are proved in [KM02] . We thus focus on the stable case. In Konakov Menozzi [KM11], the bound (3.42) and (3.43) are given. To get the bound (3.44), we prove (3.45) and (3.46), using the following estimates proved in [KM11] :
We then derive (3.44) for the derivative of the densities using the expansion:
We begin with (3.46). Observe that due to the presence of the derivation parameter in both the forward and the backward arguments, the derivatives does not yield any additional singularities. From (3.48), we prove by induction the following:
where ω = 1 α ∧ α, and the sequence of constants (C r ) r≥0 is defined recursively by:
where C 1 is the constant appearing in bounds (3.48) and (3.50), and C is a positive constant independent of r, γ, x, ξ. For r = 1, the bound is exactly (3.48). Suppose that it holds for r ≥ 1. We have using the induction hypothesis, equation (3.48) and Leibnitz's formula:
We decompose, the integral:
where:
The first one I 1 is bounded by Cp α K (t k , x, x + ξ) thanks to the semi-group property (Proposition 3.3). By symmetry, I 2 and I 3 are treated the same way. We focus on I 2 . In the rest, we denote by the symbol ≍ the relation:
We argue differently, according to the ratio |ξ|/t
α , α r and we used that t
k , since α ≥ 1 and t k ≤ 1. On the other hand, when α ≤ 1, ω = α one similarly proves that:
This constant is coherent with the previous one, setting C r+1 = C γ C r C max 1 rω , B (r − 1)ω + 1, ω . This concludes the proof of bound (3.50). Observe that by definition of Euler's Beta function, (C r ) r≥0 produces a convergent series. To get the bound (3.46), we sum bounds (3.50). In order to get the bound (3.44), we now plug the bound (3.46) in equation (3.49), and from similar arguments, one derives (3.44).
To prove (3.45), we show by induction the following bound:
For r = 1, this bound is exactly (3.47). To get the estimate for r + 1, we proceed as above.
In I, the time parameter t i is small, thus, the singularities induced by the derivation of H (r,n) (t i , x, z) are the worst. In order to get rid of them, we make use of a change of variable to get:
Now, from equations (3.50), (3.47) and Leibnitz's formula we derive:
where we used that t k ≍ t k − t i for i ≤ k/2 for the last inequality. Note that once again, the series r≥1 C r converges. For II, we proceed with similar arguments. In this case, we use the change variables w = z + y instead.
Proof of Theorem 3.3. The coefficients are the sum of two terms. We only focus on the first term, the second term can be treated similarly. From the definition of ⊗ n , we have:
To deal with the singularities coming from the derivatives we split the sum over i in two parts:
For S 1 , the time parameter is small, thus the singularities brought by the derivation in y and the generators are negligible. Indeed, exchanging the derivation and the integral:
From bound (3.42) in Lemma 3.1, we derive:
The right hand side of the previous equation is bounded uniformly in z, thus, from Lebesgue theorem, we can derive under the integral. Now, since p(t i , x, z) ≤ Cp α K (t i , x, z), this sum yields by a semi-group property:
We now turn to the second sum. When i ≥ n/2, by an integration by parts it follows
where L −L * k+1 T stands for the adjoint of L −L * k+1 , which is well defined thanks to the smoothness of the coefficients b and σ. The differential operator L −L * k+1 T is still a differential operator of order k + 1, thus, applied to p yields singularities of order k + 1, which are negligible, since i ≥ n/2. However, the derivative ∂ γ y will affect p d (1 − t i , z, y), thus, giving additional singularities so that we make use of the change of variable: In order to prove that the expansion (3.38) makes sense, it remains to prove the bound on the remainder. Since the expansion (3.38) is made of two contributions p − p d and p d − p n , the remainder R(x, y) also splits in two terms R(x, y) = R 1 (1, x, y) + R 2 (1, x, y), each being a remainder respectively of the expansion of p − p (
(r,n) n (t, x, y); H n (t, x, y) = (L n −L * n )p α (t, x, y), wherep τ (t, x, y) = R dp x α (τ ∆, x, z)p y α (t − τ ∆, z, y)dz and L n andL * n stands for the discrete generators defined in equations (3.36) and (3.37). The reader may consult Konakov and Mammen [KM02] and Konakov and Menozzi [KM11] for more details. In the gaussian case, the proof is simpler, as the derivative of Φ is estimated by: and we can directly conclude comparing the sum over η to a Beta function. For R 2 , we can take the derivative in y under the integral in the above expression to get:
which is a term of the same nature as the second part of the expansion (3.38). In particular, one can show bounds onp ∆ τ (t, x, y), similar to those of Lemma 3.1. With these estimates at hand, we may use similar arguments to derive an α-stable estimate on R 2 , for α ∈ (0, 2]. We leave the remaining details to the reader.
Remark 3.2. The terms in the expansion (3.38) depends on n. As already pointed out in [KM11] and [KM02] , it is possible to make this expansion independent of n, using the bounds on the difference between the usual time space convolution ⊗ and its discretization ⊗ n . For M = 2, one derives the expansion: 
Technical results
We provide here some useful technical results that are used repeatedly throughout the paper. For a proof the reader may refer to [Fri13] .
Lemma 5.1. Let a, b, λ > 0. Let (γ n ) n≥1 be a sequence satisfying (HS). If γ(t) = γ 0 /t, t ≥ 1, suppose bλγ 0 > a. Let (v n ) n≥1 be a non-negative sequence. Then, for some positive constant C := C(λ, γ), one has lim sup 
