I. INTRODUCTION
Consider a particle confined to a 1-D box in the groundstate. Suppose we split the box in two equal parts, in such a way that the probability of finding the particle in each half is 50%. Quantum mechanics ascribes a nonzero wavefunction to each half. If one believes the particle must really be in one of the two half boxes, then it is hard to say what it means to ascribe a wavefunction to the half box where the particle is, in reality, not. According to Einstein, who took this realistic stance, this argument shows quantum mechanics cannot be complete, and in that sense is a precursor to the more famous EPR paradox [1] . In Ref. [2] philosophical implications of "Einstein's boxes" are discussed in great detail, while Ref. [3] analyzes how one can actually split the wavefunction of a particle in a box by slowly raising a potential barrier.
Here I consider a variation of this problem involving two boxes containing one particle each (see Figures 1 and 2 ). For convenience, let us call one box red and the other blue. We split each of the two colored boxes in two equal halves, a left half and a right half. Suppose we combine (without measuring where the particles are) the blue left half with the red right half; and we combine the blue right half with the red left half, where combining is the inverse process of splitting. The question is: what is the probability of finding both particles in the blue/red box? Let us denote this probability by P br . By symmetry it should equal the probability P rb to find both particles in the red/blue box. For classical distinguishable particles the answer is obvious: there is a 25% chance we find two particles in the blue/red box, 25 % chance we find two particles in the red/blue box, and 50% chance that we find 1 particle in each. Hence classically we have P br = P rb = 1/4.
But now consider the case of identical quantum particles. Where do the particles end up with what probabilities when we have initially two identical bosons in identical spin states? And what happens when we have initially two identical fermions in identical spin states? There seem to be four plausible [8] answers (I give the answers in boxes, but I also provide some pseudo-arguments, which should not be taken too seriously, in favor of each)
1. The classical answer still holds, because we consider only one kind of observable, particle number, so there are no quantum effects arising from noncommuting observables. Hence
Splitting of the wavefunction: we start with a particle in the ground state of a 1-D box of length 2L. We split the box, and thereby the wavefunction, by slowly raising a symmetric potential barrier in the center. This yields two boxes with length L and a 50% probability to find the particle in either half.
2. Bosons like to huddle together, and they always end up together in 1 box (and the effect is similar to the Hong-Ou-Mandel effect in optics [4] , where two identical photons impinging on the two different input ports of a 50/50 beamsplitter always end up together at one of the two output ports). Hence, P br = P rb = 1/2 for bosons . Fermions in the same spin state, on the other hand, avoid each other, and so P br = P rb = 0 for fermions .
3. Since all we are doing is exchanging identical particles, the final situation is not different in essence from the initial state, apart from the different coloring of the boxes. Thus each particle should end up in 1 box again, all by itself. Thus, P br = P rb = 0 for both bosons and fermions.
4. Argument 3 is correct for bosons, hence P br = P rb = 0 for bosons . But exchanging two identical fermions leads to an extra minus sign in the
Recombining the boxes: we split the wavefunction of two boxes, a red one and a blue one. Then we recombine the two halves, but only after interchanging the red and blue half boxes on the right. Finally, we remove the potential barrier in the middle (not shown).
What is the probability to find the particles together in the upper red/blue box?
wavefunction. This extra minus sign turns destructive interference into constructive interference, and vice versa, and hence P br = P rb = 1/2 for fermions .
In order to answer this question we could use secondquantized quantum mechanics. This is not necessary, however, and for simplicity I will stick to the language of wavefunctions. After all, that is how the question is phrased.
II. WHERE DO THE PARTICLES END UP?
We write the initial two-particle wavefunction as a function of two coordinates x 1,2 ,
where the subscripts r and b refer to the red and blue boxes, g stands for ground state, and S stands for the symmetrization operator (for bosons) or antisymmetrization (for fermions) operator. The splitting of the wavefunction is represented as
where L and R stand for left and right, respectively. Writing out this product gives four terms,
The ground-state wavefunction and the first excited-state wavefunction are split in similar ways, ending up in degenerate ground states of the split boxes. We can write the wavefunctionsplitting process and its inverse as ψg,
This form of the wavefunction is sufficient to see that the probability for both particles to end up in the red/blue box is P rb = 1/4: it is only one term (the second term) out of four equal-amplitude terms that contributes to this probability. This is true for both bosons and fermions. Thus answer 1 is correct. Where, one might wonder at this point, does the bosonic or fermionic character of the particles manifest itself? An important ingredient of the complete answer is the fact that the first excited state of the particle in the full-sized box will be split in a very similar way as the ground state [5] . Namely, there are two degenerate ground states for the two half boxes, differing only in the sign (phase) of the wavefunction of the right half box relative to that of the left half box. That is, we have the invertible (unitary, in fact) mapping (see Figure 3 )
Consider now the second term of (3) in more detail. In order to see what the merging of the two boxes accomplishes, we note that ψ rL is an equal superposition of ψ + and ψ − with a zero relative phase, and ψ bR is an equal superposition of the same two states but with a π relative phase. Thus we have
The inverse transformation acting on just this term, describing both particles in the red/blue box, gives
Bosons
Taking into account the symmetrization of the wavefunction, we see that for bosons the second and third term in (6) cancel. Thus, the two bosons, if they end up in the red/blue box, are either both in the ground state, or both in the first excited state. That is where the bosonic character of the particles manifests itself, not in the probability of finding the two bosons in one box. This effect is related to the abovementioned Hong-Ou-Mandel effect [4] .
Fermions
Taking into account the antisymmetrization of the wavefunction, we see that for fermions the first and fourth term in (6) are identically zero. Thus, the two fermions, if they end up in the red/blue box, must be in different states, one in the ground state, one in the first excited state. That is where the fermionic character of the particles manifests itself, not in the probability of finding the two fermions in one box.
Discussion
Let us consider here the pseudo arguments in favor of the various wrong answers given in the Introduction. The argument for answer 2 is incorrect: there is no principle that says that fermions cannot be in the same box, only that they cannot be in the same state. The argument for answer 3 is incorrect, because we do not interchange two identical particles, we only interchange two boxes in which one may or may not find a particle. The argument for answer 4 is incorrect for the same reason, although there is indeed an extra minus sign for fermions under the exchange rR ↔ bR: it appears in only one term, namely in the wavefunction
Let us also comment on the correct answer. The probabilities to find the particles in their half boxes do not change before the half boxes are merged. But the merging itself is a local operation, in that there cannot be any population density current flowing from one pair of half boxes in one location to the other pair in a different location. Thus the merging operation also does not change the probabilities. Hence the probabilities P br and P rb must be the same as those obtained classically. We can use our example to note the distinction between "identical" and "indistinguishable" particles. In the initial situation we have two identical particles, but they are distinguishable: one is in a red box, the other in a blue box. It is only in the final situation in the bosonic case that we may end up with two identical and indistinguishable particles, namely when they end up in the same box and in the same state.
Similarly, it is only in the final situation that we can observe quantum interference. Consider, e.g., the state where two particles end up inside one box in different states, one in the ground state, the other the excited state. There are two ways the two particles can end up in that situation: the particle in the ground state could originate from the blue box or from the red box. For identical bosons these two pathways interfere destructively [and hence the two bosons cannot end up in different states], for two identical fermions they interfere constructively.
III. DISTINGUISHING ψ+ FROM ψ−
Suppose we split the wavefunction of a particle in a box, and take the two halves far apart. We thus obtain the highly delocalized wavefunction
From this wavefunction we can produce the orthogonal wave-
we apply a π phase shift to the wavefunction for, say, the right box (applying the phase shift to the left box gives the same result up to an irrelevant overall minus sign). That is, we apply a small timedependent perturbation V (t) (independent of x) for a finite amount of time such that dtV (t)/ = π.
Consider the following scenario (see Fig. 4 ): someone hands us a delocalized split box, promises us either ψ + or ψ − was prepared, each with probability 1/2, but does not tell us which one of the two. Can we distinguish the two orthog-onal states described by ψ + from ψ − ? Locally, in each location the wavefunctions inside the box are the same up to an irrelevant overall phase factor. Nevertheless, if we bring the two boxes together again, we can certainly distinguish the two states by performing a state measurement on the particle. The measurement outcomes of ground state and excited state correspond to ψ + and ψ − , respectively. Suppose, however, we are not allowed to bring the two boxes close together. Can we distinguish the two states?
By using the results from the preceding Section we find we can indeed distinguish the two states, at least with 50% probability, as follows: we first create a second box containing an identical particle, and split it into two halves in a known state, say ψ + . We then locally merge the two halves on each side. Rewrite the joint states using
and
for the + and − states, respectively. The only distinction between these two states is the first term, which describes a state of one particle on each side with the particles either in the same state [Eq. (8) ], or in different states [Eq. (9)]. So, when we detect one particle on each side [which occurs with 50% probability] we project onto those two different (orthogonal) states. By Eq. (4) merging the two half boxes converts ψ + into the ground state and ψ − into the first excited state. We thus simply perform state measurements after merging the boxes on each side: If the two measurement outcomes are the same (different), then we must have been given ψ + (ψ − ). For this measurement the bosonic or fermionic character is irrelevant, and the measurement works equally well for both types of particles. A similar problem and a similar solution were also considered in [6] . This solution is a simple (partial) solution for the case where we are not allowed to create or destroy particles.
There are better solutions (with larger success probabilities) if we allow particle creation and annihilation and describe the problem in second-quantized form. In particular, if we allow measurements on each box that project onto states |± := [|0 ± |1 ]/ √ 2, where |0 and |1 are states with 0 and 1 particles in the ground state, then that measurement perfectly (with 100% success probability) distinguishes the two states ψ + and ψ − . The reason is that we can write these two states in second-quantized form as
and in turn rewrite these second-quantized states by using
That is, if the results of the above-mentioned projective measurements on the two boxes are the same (different), then we must have been given ψ + (ψ − ). This solution, too, is valid both for bosons and fermions. Disallowing particle-number nonconserving measurements boils down to imposing a super-selection rule. For further reading on super-selection rules in the context of quantum information protocols, see the review article Ref. [7] and references therein.
IV. CONCLUSION
The problem of merging two boxes containing two identical quantum-mechanical particles makes the standard problem of identical particles in a box a bit more challenging and, hopefully, more interesting. It also allows one to contemplate the meaning of the relative phase between different parts of the wavefunction of a delocalized particle in a simple context. Finally, the problem of finding a measurement of that phase provides a simple example of the second-quantization formalism yielding a superior solution to the approach based on wavefunctions only.
