The set of states y reachable from a given state
Introduction
Reachable sets gather the possible future states that a controlled set-valued system can take. The usual method for computing relies on solving HJB. For example, "project grid points from an equidistant grid onto the reachable set;" and "each projection requires to solve an optimal control problem" [1] . This method requires a huge computation, and is often limited to three dimensions. References of other clever methods are in [2, 3] .
I shall compute reachable sets in identifying them to capture basins. As such, they can be computed by viability algorithms, which do not need to solve HJB. Beside this advantage of avoiding the roundabout of HJB, the viability approach to reachable sets, from the very start, deals with non linear dynamics. Reachable sets appear as a straightforward consequence of set-valued analysis. At last, reachable sets can have a large state dimension.
Viability algorithms are normally used to compute the viability kernel of a closed set K under a dynamic F. The viability kernel is the largest set of initial states x, from which at least one solution to the dynamic F remains in a closed set . Moreover, the computation of reachable sets impinges on the dimension of the dynamical system: after the dimension three, the computation becomes rapidly intractable. I shall show that Bonneuil's viability algorithm [4] , which neither requires solving HJB nor relies on a grid, but uses stochastic optimization, overcomes the curse of dimensionality and provides sets of reachable states. To do this, I shall highlight the fact that reachable sets are also capture basins of a convenient augmented dynamic. After defining reachable sets and capture-viability kernels, I shall identify reachable sets to capture-viability kernels under the dynamic in reverse time. Then, after presenting viability algorithms, I shall compute the reachable sets to the three noteworthy non-linear cases of [1] and to a 10-dimensional case. 
The Reachable Set as a Capture Basin
Consider a finite-dimensional vector space X and the dynamic: 
;
The reachable set in the interval [0; T] is defined as:
A state 0 x st is said to be viable in K under F if there exists at lea one solution  
x t of Equation (1) starting
and remaining in K until T. A set of viable alled a viability domain, and [5] showed that there exists a maximal viability domain including all others. This set is the viability kernel denoted stat c es is
 
Viab F K (which is then a set of initial conditions):
Definition 2.2 A capture-viability domain of a set C viable in the set K under the dynamic F is a subset of initial states x K
 from which at least one solution viable in K star til it reaches the target C at time T. When F is Marchaud, there exists one largest capture ts un -viability domain with target C including all others [5] . It is denoted:
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and called capture-viability kernel of the target C in K , it follows from a subse
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The proof is a consequence of articulating Defi 2.
Algorithms
ised an algorithm to compute capture- 
F  nitions 1 and 2.2. The consequence of Theorem 2.3 is that the reachable set can be computed by a viability algorithm.
Saint-Pierre [6] dev viability kernels when F is Marchaud and Lipschitz. First, he showed that the capture-viability kernel of C under F in a closed set K is another set, the viability kernel of K under F  , defined as:
where   
converges to a subset contained in the viability kernel of K under F. Saint-Pierre [6] showed that this sequence converges to the viability kernel if F is also Lipschitz:
Although this algorithm is theoretically v di alid in any mension, in practice, as K is reduced to a discrete grid, the algorithm must be able to update every cell of the grid at any time, which is a formidable task. The algorithm is then limited to three state dimensions.
Bonneuil [4] addressed the computation of viable states and of the viability kernel in large state dimension, using a different procedure, based on stochastic optimization. The idea is to minimize the distance to the set of constraints of solutions starting from a given state, and to assess the viability status of this state whether or not the distance minimization leads to at least one trajectory remaining in the set of constraints.
The set of constraints K is represented by a constraint on state x X  :
This constraint on h(x) can be either explicit, such as:
where , : , 1 ,
Define a cost c(T; x) at state x T for a given time horizon as:
. (13) Bonneuil [4] showed the theorem:
The implementation of Equation (13) states is also achieved by the minimization of a distance to the set of constraints, so that the procedure relies on a double stochastic optimization: one where the initial state under examination is fixed, so as to decide whether it is viable or not, and one where this initial state is varied. There is no longer a need to memorize the state of every cell in a grid. In order to compute reachable sets, I apply one of these two algorithms to the viability-capture b ied with the reachable sets through Theorem 2.3. In the section below, I treat three noteworthy examples, moreover with time t varying.
Computation of Se
I suggest to compute the three nonconvex reachable se taken as examples by [1] . The image F(x) is convex i the assumption of Marchaud, but the reachable set can be nonconvex.
The results by Saint-Pierre's [6] algorithm, as I explained, are that the display can be given with shaded facets. Bonneuil's algorithm [4] works with points, so that, unless applying a vizualization software, the display is made of points. Baier and Gerdts [1] study the reachable set at fixed T, and in their conclusion, they call for the computation of the reachable set on an interval   0 , t T . I consider T as an additional dimension, so that I compute the capture-viability kernel of target C within nder the augmented dynamics: 
The representation is then done in X R  .
Example 1: the brachistochrone corresponds to the control problem:
I rewrite this problem as a target problem in reverse time, for Figure 1 represents the capture-viability kernel in X R  , with X equal to R. To get the reachable set at a give consta n time T, one has to take a section of this set at T nt; to get the reachable set in   0;T , one has to take the projection of the capture-viability up to T onto the T = 0 plane. In viability algorithms time horizon T is taken as an additional variable, so that the reachable sets for all T are computed at once, contrary to other procedures.
, the is flexible and proved useful in the computation of maxima under viability constraints [7] .
