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Abstract
In this paper we consider system of inequalities. By constructing a new smoothing function, the problem is approximated via a
family of parameterized smooth equations. A Newton-type algorithm is applied to solve iteratively the smooth equations so that
a solution of the problem concerned is found. We show that the algorithm is globally and locally quadratically convergent under
suitable assumptions. Preliminary numerical results are reported.
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1. Introduction
Consider the following system of inequalities:
f (x)0, (1.1)
where f (x) := (f1(x), . . . , fn(x))T with fi : Rn → R for any i ∈ {1, . . . , n}. Throughout this paper, we assume that
f is continuously differentiable.
The system of inequalities has been studied extensively due to its various applications in data analysis, set separation
problems, computer aided design problems and image reconstructions. There exist some iteration methods for solving
(1.1), see, for example, [6,15,21]. We are interested in smoothing-type algorithms for solving (1.1). It is well known
that the smoothing-type algorithms have been developed for solving various kind of optimization problems (see, for
examples, [1–4,7,10,12,14]). How to develop a smoothing-type algorithm to solve (1.1) is the objective of this paper.
For any x ∈ Rn, deﬁne
x+ := (max{0, x1}, . . . ,max{0, xn})T.
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Then (1.1) is equivalent to the following system of equations:
f (x)+ = 0. (1.2)
Since the function involving in (1.2) is non-smooth, the classical Newton methods cannot be directly applied to solve
(1.2). We introduce the following function:
(, a) :=
⎧⎪⎨
⎪⎩
a if a,
(+ a)2
4
if − <a < ,
0 if a − .
(1.3)
Proposition 1.1. For any (, a) ∈ R2, we have the following results.
(i) (·, ·) is continuously differentiable at any (, a) ∈ R2 with > 0;
(ii) (0, a) = a+;
(iii) a(, a)0 at any (, a) ∈ R2 with 0.
Deﬁne
F(, x, s) :=
[
f (x) − s
(, s)
]
with
(, s) :=
⎡
⎣(, s1)...
(, sn)
⎤
⎦
. (1.4)
Then by Proposition 1.1(ii), we have
F(, x, s) = 0 and = 0 ⇐⇒ s = f (x), s+ = 0.
This, together with Proposition 1.1(i), indicates that, to solve (1.1), one can apply Newton-type methods to solve
F(, x, s) = 0 and make  ↓ 0.
This paper is organized as follows. In the next section, we give a smoothing-type algorithm for solving (1.1). In
Section 3, we discuss the convergence of the algorithm. In Section 4, we give some further discussions on applications
of the algorithm. Preliminary numerical results are reported in Section 5; and some remarks are given in Section 6.
In the following,Rn+ (respectively,Rn++) denotes the nonnegative (respectively, positive) orthant inRn. Idenotesn×n
identitymatrix.We denote by ‖u‖ the 2-normof u. For any vectorsu, v ∈ Rn, wewrite (uT, vT)T as (u, v) for simplicity.
We use J to denote the set of all non-negative integers, i.e., J := {0, 1, 2, . . .}. For any (, x, s), (k, xk, sk) ∈
R+ × R2n, we always use the following notation throughout this paper unless stated otherwise: z := (, x, s),
zk := (k, xk, sk). For any ,  ∈ R+, = O() (= o()) means lim sup→0/< + ∞ (lim sup→0/= 0).
2. A smoothing-type algorithm
Let functions  and  be deﬁned by (1.3) and (1.4), respectively. We deﬁne a function H : R1+2n → R1+2n by
H(z) :=
( 
f (x) − s + x
(, s) + s
)
. (2.1)
Then, it is easy to see that ifH(z)=0, then=0 and x solves (1.1). It is not difﬁcult to see that, for any z ∈ R++×Rn×Rn,
the function H is continuously differentiable. Let H ′ denote the Jocobian of the function H, then
H ′(z) =
[ 1 0 0
x f ′(x) + I −I
s + ′(, s) 0 ′s(, s) + I
]
. (2.2)
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Thus, we might apply some Newton-type methods to solve the system of smooth equations H(z) = 0 at each iteration
and make H(z) → 0 so that a solution of (1.1) can be found.
Algorithm 2.1 (A smoothing-type algorithm).
Step 0 Choose  ∈ (0, 1),  ∈ (0, 12 ), and ¯> 0. Take 	 ∈ (0, 1) such that 	¯< 1. Let 0 = ¯ and (x0, s0) ∈ R2n be
an arbitrary vector. Set z0 := (0, x0, s0). Set e0 := (1, 0, . . . , 0) ∈ R1+2n and k := 0.
Step 1 If ‖H(zk)‖ = 0, stop.
Step 2 Deﬁne functions 
,  by

(z) := ‖H(z)‖2 and (z) := 	min{1,
(z)}. (2.3)
Compute zk := (k,xk,sk) ∈ R×Rn ×Rn by
H(zk) + H ′(zk)zk = ¯(zk)e0. (2.4)
Step 3 Let k be the maximum of the values 1, , 2, . . . such that

(zk + kzk)[1 − 2(1 − 	¯)k]
(zk). (2.5)
Step 4 Set zk+1 := zk + kzk and k := k + 1. Go to Step 1.
Throughout this paper, we use the following assumption.
Assumption 2.1. f ′(x) + I is invertible for any (, x) ∈ R++ ×Rn.
If f is a monotone function, i.e., (u − v)T(f (u) − f (v))0 holds for any u, v ∈ Rn, then f ′(x) is a positive
semi-deﬁnite matrix for any x ∈ Rn, and hence, Assumption 2.1 is satisﬁed.
In the following, we give some remarks on Algorithm 2.1.
Remark 2.1. (i) Similar algorithmic framework has been discussed in [11,19,17,13] for solving some optimization
problems. One main feature of this kind of methods is that it is conceptually simpler than the other smoothing-type
algorithms.
(ii) From (2.5) it is easy to see that the sequence {
(zk)} ismonotonically decreasing, and hence, sequences {‖H(zk)‖}
and {(zk)} are monotonically decreasing, where functions 
 and  are deﬁned by (2.3).
(iii) LetN(	) := {z ∈ R+ ×Rn ×Rn : ¯(z)} where the constant 	 is given in Step 0 of Algorithm 2.1 and the
function  is deﬁned by (2.3). We have zk ∈N(	) for all k ∈ J. This can be obtained by inductive method. Firstly, it
is evident from the choice of the starting point that z0 ∈N(	). Secondly, if we assume that zl := (l , xl, sl) ∈N(	)
for some index l ∈ J, then
l+1 − ¯(zl+1) = (1 − l )l + l ¯(zl) − ¯(zl+1)
(1 − l )¯(zl) + l ¯(zl) − ¯(zl+1)
= ¯((zl) − (zl+1))
0,
where the ﬁrst equality follows from the ﬁrst equation in (2.4) and Step 4; the ﬁrst inequality from the assumption that
zl ∈N(	); and the last inequality from the result (ii). That is, ¯(zl+1)l+1. Thus, zk ∈N(	) holds for all k ∈ J.
(iv) By the ﬁrst equation of (2.4), we can get
k+1 = k + kk = (1 − k)k + k¯(zk)> 0, (2.6)
which indicates that k > 0 for all k ∈ J. Combining (2.7) and the result (iii), we have that for any k ∈ J,
k+1 = (1 − k)k + k¯(zk)(1 − k)k + kk = k ,
which implies that the sequence {k} is monotonically decreasing.
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(v) For any z ∈ R++ ×R2n, it is easy to see from Proposition 1.1(iii) that ′s(, s) is positive semi-deﬁnite. Thus,
from (2.2) and Assumption 2.1 we know that H ′(z) is nonsingular for any z ∈ R1+2n with > 0. This, together with
(iv), implies that the system of equations (2.4) is solvable, i.e., Step 2 is well deﬁned.
(vi) Let Rk() := 
(zk + zk) −
(zk) − 
′(zk)zk . Then by (2.3) and (2.4),

(zk + zk) = Rk() +
(zk) + 
′(zk)zk
= Rk() +
(zk) + 22H(zk)TH ′(zk)zk
= Rk() +
(zk) + 22H(zk)T(−H(zk) + ¯(zk)e0)
Rk() + (1 − 2)
(zk) + 2¯(zk)‖H(zk)‖. (2.7)
If 
(zk)1, then ‖H(zk)‖1 and (zk) = 	
(zk), and hence, (zk)‖H(zk)‖	
(zk); and if 
(zk)> 1, then

(zk) = ‖H(zk)‖2‖H(zk)‖ and (zk) = 	, and hence, (zk)‖H(zk)‖	
(zk). Thus, (2.7) becomes

(zk + zk)Rk() + [1 − 2(1 − 	¯)]
(zk). (2.8)
We note that the function 
 is continuously differentiable for any z ∈ R1+2n with > 0. This and (iv) imply that
‖Rk()‖ = o() for all k ∈ J. Thus, it follows from (2.8) that the line search (2.5) is well deﬁned.
3. Convergence of Algorithm 2.1
In this section, we discuss the convergence of Algorithm 2.1. We use the following assumption.
Assumption 3.1. For an arbitrary sequence {(k, xk)} with limk→∞‖xk‖ = +∞ and the sequence {k} ⊂ R+ is
bounded, then either
(i) there is at least an index i0 such that lim supk→∞ {fi0(xk) + kxki0} = +∞; or
(ii) there is at least an index i0 such that lim supk→∞ {k(fi0(xk) + kxki0)} = −∞.
Assume that f is a P0 function, i.e., for any u, v ∈ Rn with u = v, there exists an index i0 ∈ I with ui0 = vi0 such
that (ui0 − vi0)(fi0(u) − fi0(v))0, then from [9, Lemma 1] we know that for an arbitrary sequence {xk} ⊂ Rn with
limk→∞ ‖xk‖=+∞, there exists an index i0 ∈ I such that, either limk→∞ xki0 =+∞ and {fi0(xk)} is bounded below,
or limk→∞ xki0 = −∞ and {fi0(xk)} is bounded above. Thus, if f is a P0 function and there is a scale ˆ> 0 such that
k ˆ for all k ∈ J, then Assumption 3.1 holds.
In addition, it is easy to see that if one of the following results is satisﬁed, then Assumption 3.1(i) holds (and hence,
Assumption 3.1 holds):
(C1) There is at least an index i0 such that lim supk→∞ fi0(xk) = +∞ and the sequence {kxki0} is bounded below.
(C2) Assume that k ↓ 0 and {i : lim infk→∞ xki = −∞} = ∅. Then there is at least an index i0 such that
lim supk→∞ fi0(xk) = +∞ and lim supk→∞ (fi0(xk))/|xkj0 |> 0 for any j0 ∈ {i : lim infk→∞ xki = −∞}.
(C3) There is at least an index i0 such that the sequence {fi0(xk)} is bounded below and lim supk→∞ kxki0 = +∞.
(C4) If the system of inequalities (1.1) contains the inequality: ∑ni=1 cix2i − M0 where M > 0 and ci > 0 for all
i ∈ {1, . . . , n}.
From the condition (C4), we may see that if we add an inequality, such as the one given in the condition (C4), into
the original system, then the new system satisﬁes Assumption 3.1. In particular, the solution set of the new system is
coincided with the one of the original system when M is sufﬁciently large. This allow us to consider more generalize
system of inequalities, which is discussed in Section 4.
The following theorem gives the global convergence of Algorithm 2.1.
Theorem 3.1. Suppose that f is a continuously differentiable function and Assumptions 2.1 and 3.1 are satisﬁed. Then
the inﬁnite sequence {zk} generated by Algorithm 2.1 is bounded and any accumulation point of {xk} is a solution
of (1.1).
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Proof. (i) We ﬁrst show that the sequence {zk} is bounded. It is obvious from Remark 2.1(iv) that the sequence {k} is
bounded. In the following, by assuming that {xk} is unbounded, we will derive a contradiction. By Remark 2.1(ii) we
know that {
(zk)} is bounded. From (2.1) and the deﬁnition 
 it follows that

(zk) = 2k + ‖sk − f (xk) − kxk‖2 + ‖(k, sk) + ksk‖2. (3.1)
Thus, {sk − f (xk)− kxk} and {(k, sk)+ ksk} are bounded. For any k ∈ J, let g(zk) := sk − f (xk)− kxk , then
{g(zk)} is bounded and
sk = f (xk) + g(zk) + kxk . (3.2)
• If Assumptions 3.1(i) is satisﬁed, i.e., there is at least an index i0 such that
lim sup
k→∞
{fi0(xk) + kxki0} = +∞.
Then, by (3.2),
lim sup
k→∞
ski0 = lim sup
k→∞
{fi0(xk) + kxki0 + gi0(zk)} = +∞.
Furthermore, by using the deﬁnitions of  and  we can further obtain that
lim sup
k→∞
{i0(k, sk) + kski0} = lim sup
k→∞
{ski0 + kski0} = +∞,
which implies that {(zk) + ksk} is unbounded. Thus, by (3.1), the sequence {H(zk)} is unbounded, which derive
a contradiction.
• If Assumptions 3.1(ii) is satisﬁed, i.e., there is at least an index i0 such that
lim sup
k→∞
{k(fi0(xk) + kxki0)} = −∞
if lim supk→∞ {fi0(xk) + kxki0} = −∞. In this case, we can obtain from (3.2) that lim supk→∞ ski0 = −∞, and
hence, lim supk→∞ {kski0} = −∞. Furthermore,
lim sup
k→∞
{i0(k, sk) + kski0} = lim sup
k→∞
{kski0} = −∞,
which implies that {(zk) + ksk} is unbounded. A contradiction is derived.
Therefore, we obtain that {xk} is bounded. This, together with sk = f (xk) + g(zk) + kxk and the continuity of f,
implies that the sequence {sk} is bounded.
(ii)Next,we show the second result of the theorem.By the result (ii) ofRemark 2.1we know that sequences {‖H(zk)‖}
and {
(zk)} are non-negative and monotone decreasing, and hence they are convergent. In addition, by using the ﬁrst
result of this theorem, we obtain that the sequence {zk} is bounded. Subsequencing if necessary, we may assume that
there exists a point z∗ = (∗, x∗, s∗) ∈ Rn++ ×R2n such that limk→∞ zk = z∗, and hence, limk→∞ ‖H(zk)‖=‖H(z∗)‖
and limk→∞ 
(zk) =
(z∗). If ‖H(z∗)‖ = 0, then by a simple continuity discussion we obtain that x∗ is a solution of
(1.1), i.e., the desired result has been obtained.We assume in the following that ‖H(z∗)‖> 0, and hence ∗ > 0, we will
derive a contradiction. By the assumption that ‖H(z∗)‖> 0, we have that limk→∞ k=0. Thus, for any sufﬁciently large
k, the stepsize ˆk := k/ does not satisfy the line search criterion (2.5), i.e.,
(zk+ˆkzk)‖> [1−2(1−	¯)ˆk]
(zk),
which implies that
[
(zk + ˆkzk) −
(zk)]/ˆk > − 2(1 − 	¯)
(zk).
Since ∗ > 0, it follows that 
(z) is continuously differentiable at z∗. Let k → ∞, then the above inequality gives
−2(1 − 	¯)
(z∗)2H(z∗)TH ′(z∗)z∗ = 2H(z∗)T(−H(z∗) + ¯(z∗)e0)
= − 2H(z∗)TH(z∗) + 2¯(z∗)H(z∗)Te02(−1 + 	¯)
(z∗).
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This indicates that −1 + 	¯ + (1 − 	¯)0, which contradicts the fact that 	¯< 1. Thus, H(z∗) = 0. So the second
result of the theorem holds. 
In the following, we discuss the local convergence of Algorithm 2.1. For this purpose, we need the concept of
semismoothness, which was originally introduced by Mifﬂin [16] for functionals and was extended the deﬁnition of
semismoothness to vector valued functions by Qi and Sun [20]. A locally Lipschitz function F : Rn → Rm, which
has the generalized Jacobian F(x) in the sense of Clarke [5], is said to be semismooth (or strongly semismooth) at
x ∈ Rn, if F is directionally differentiable at x and
F(x + h) − F(x) − V h = o(‖h‖) (or = O(‖h‖2))
holds for any V ∈ F(x + h).
It is easy to show that the function  deﬁned by (1.3) is strongly semismooth on R3. Thus, from [8] we know that
the function H deﬁned by (2.1) is semismooth (or strongly semismooth if f ′ is Lipschitz continuous on Rn).
The following theorem gives the local convergence of Algorithm 2.1.
Theorem 3.2. Suppose that the conditions given in Theorem 3.1 are satisﬁed and z∗ = (∗, x∗, s∗) is an accumulation
point of {zk} generated by Algorithm 2.1. If all V ∈ H(z∗) are nonsingular, then,
(i) the whole sequence {zk} converges to z∗;
(ii) ‖zk+1 − z∗‖ = o(‖zk − z∗‖) (or ‖zk+1 − z∗‖ = O(‖zk − z∗‖2) if f ′ is Lipschitz continuous on Rn); and
(iii) k+1 = o(k) (or k+1 = O(2k) if f ′ is Lipschitz continuous on Rn).
Proof. From Theorem 3.1 it follows that H(z∗) = 0 and z∗ is a solution of H(z∗) = 0. Since all V ∈ H(z∗) are
nonsingular, by Qi and Sun [20, Proposition 3.1] we have that ‖H ′(zk)−1‖ =O(1) holds for all zk sufﬁciently close to
z∗. Since the function H is semismooth (or strongly semismooth if f ′ is Lipschitz continuous on Rn), it follows that
for all zk sufﬁciently close to z∗,
‖H(zk) − H(z∗) − H ′(zk)(zk − z∗)‖ = o(‖zk − z∗‖) (or = O(‖zk − z∗‖2).
Noticing that the function H is locally Lipschitz continuous near z∗. Thus, ‖H(zk)‖ = O(‖zk − z∗‖) holds for all zk
sufﬁciently close to z∗. So, for all zk sufﬁciently close to z∗,
‖zk + zk − z∗‖ = ‖zk + H ′(zk)−1(−H(zk) + ¯(zk)e0) − z∗‖
‖H ′(zk)−1‖(‖H(zk) − H(z∗) − H ′(zk)(zk − z∗)‖ + ¯(zk))
= ‖H ′(zk)−1‖(‖H(zk) − H(z∗) − H ′(zk)(zk − z∗)‖ + ¯	‖H(zk)‖2)
= o(‖zk − z∗‖) (or = O(‖zk − z∗‖2). (3.3)
By a similar way as the proof of [18, Theorem 3.1], we have that ‖zk − z∗‖ =O(‖H(zk)‖) holds for all zk sufﬁciently
close to z∗. Thus, for all zk sufﬁciently close to z∗,
‖H(zk + zk)‖ = O(‖zk + zk − z∗‖)
= o(‖zk − z∗‖) (or = O(‖zk − z∗‖2)
= o(‖H(zk)‖) (or = O(‖H(zk)‖2). (3.4)
From Theorem 3.1 we know that limk→∞ ‖H(zk)‖ = 0. Thus, (3.4) implies that k = 1 for all zk sufﬁciently close to
z∗. This as well as (3.3) indicate that the results (i) and (ii) hold.
In addition, since k+1 = k + k = ¯(zk) = ¯	
(zk) for all sufﬁciently large k, by using (3.4) we have that
k+1 = O(
(zk)) = o(
(zk−1)) (or = O(
(zk−1)2))
= o(k) (or = O(2k)),
i.e., the result (iii) holds. This completes the proof. 
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4. Further discussions
Consider the following system of inequalities:
F(y)0, (4.1)
where F : Rn → Rm.
Consider the case that n<m. For simplicity, without loss of generality, we assume that m = n + 1. Deﬁne xi := yi
for any i ∈ {1, . . . , n}, x := (x1, . . . , xn+2)T, f (x) := (f1(x), . . . , fn+2(x))T, and
fi(x) :=
{
Fi(y) + gi(x) if i ∈ {1, . . . , n + 1},
gi(x) if i = n + 2,
where the choices of functions gi satisfy the following conditions:
(D1) gi(x1, . . . , xn, 0, 0) = 0 for all i ∈ {1, . . . , n + 1};
(D2) gi(x)> 0 if Fi(0)< 0 and gi(x)< 0 if Fi(0)0 for all i ∈ {1, . . . , n + 1};
(D3) if y∗ is a solution of (4.1), then ((y∗)T, 0, 0)T solves fn+2(x)0; and
(D4) the function f satisﬁes Assumptions 2.1 and 3.1.
Thus, we consider the following system of inequalities
f (x)0. (4.2)
Noticing that
• From (D4) we know that we can use Algorithm 2.1 to solve (4.2).
• If x∗ ∈ Rn+2 is a solution of (4.2), then by (D1)–(D3) we know that (x∗1 , . . . , x∗n)T is a solution of (4.1).
Therefore, instead of solving (4.1), we can use Algorithm 2.1 to solve (4.2) so that a solution of (4.1) can be found.
Similarly, we can also consider the problem (4.1) with n>m.
Therefore, by using Algorithm 2.1, we can solve some system of inequalities where the number of variables is not
equal to the number of inequalities.
5. Numerical results
In this section we implement Algorithm 2.1 for solving systems of inequalities in Matlab in order to see the behavior
of Algorithm 2.1. In our implementation, the function H deﬁned by (2.1) is replaced by
H(z) :=
( 
f (x) − s + cx
(, s) + cs
)
, (5.1)
where c is a constant. It is easy to see that such a change does not destroy any theoretical results obtained in
Sections 3 and 4.
Generally, the solution obtained by Algorithm 2.1 is an approximate solution of (1.1). In order to obtain an exact
solution of (1.1), we can use the following method: instead of (1.1), we solve the following inequalities:
f (x) + e0,
where > 0 is a sufﬁciently small number and e is a vector of all ones.
Throughout our computational experiments, the parameters used in the algorithm are chosen as
 := 0.3,  := 0.0001,  := 0.00001, ¯= 1.0, 	= 0.006,
and the parameters c and the starting point x0 are chosen according to the ones listed in Table 1. Set s0 := f (x0) and
z0 := (0, x0, s0). We use ‖H(zk)‖10−3 as the stopping rule.
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Table 1
The numerical results of Examples 1′, 2′, and 3′
EXAM ST C NI NF SOL
Examples 1′ (0, 5)T 100 8 12 (−0.6188, 0.7853)T
Examples 2′ (0, 0, 0, 0, 0, 0)T 100 7 10 (−0.0003, 1.5671, 3.0689, 1.4145, 1.7712, 1.7703)T
Examples 3′ (0, 0, 0)T 0.5 7 11 (−0.0004, 4.7125, 31.2697)T
We consider the following three examples.
Example 5.1. Consider (1.1), where f := (f1, f2)T with x ∈ R2 and
f1(x) := x21 + x22 − 1, f2(x) := −x21 − x22 + (0.999)2.
Example 5.2. Consider (1.1), where f := (f1, f2, f3, f4, f5, f6)T with x ∈ R2 and
f1(x) := sin(x1), f2(x) := − cos(x2), f3(x) := x1 − 3,
f4(x) := x2 − /2 − 2, f5(x) := −x1 − , f6(x) := −x2 − /2.
Example 5.3. Consider (1.1), where f := (f1, f2)T with x ∈ R2 and
f1(x) := sin(x1), f2(x) := − cos(x2).
These examples have been tested by many researchers. Instead of these three examples, we use Algorithm 2.1 to
solve the following problems, respectively.
Example 1′. Consider (1.1), where f := (f1, f2)T with x ∈ R2 and
f1(x) := x21 + x22 − 1 + , f2(x) := −x21 − x22 + (0.999)2 + .
Example 2′. Consider (1.1), where f := (f1, f2, f3, f4, f5, f6)T with x ∈ R6 and
f1(x) := sin(x1) + , f2(x) := − cos(x2) + ,
f3(x) := x1 − 3+ x23 + , f4(x) := x2 − /2 − 2 + x24 + ,
f5(x) := −x1 − + x25 + , f6(x) := −x2 − /2 + x26 + .
Example 3′. Consider (1.1), where f := (f1, f2, f3)T with x ∈ R3 and
f1(x) := sin(x1) + ,
f2(x) := − cos(x2) + ,
f3(x) := x21 + x22 + x23 − 1000 + .
The numerical results are listed in Table 1, where EXAM denotes the tested examples; ST denotes the value of the
starting point x0; C denotes the value of the parameter c given in (5.1); NI denotes the total number of iterations;
NF denotes the number of function evaluations for the function H(zk); and SOL denotes the solution obtained by
Algorithm 2.1.
From Table 1, we obtain that
• a solution of Example 5.1, (−0.6188, 0.7853)T, in eight iterations;
• a solution of Example 5.2, (−0.0003, 1.5671)T, in seven iterations; and
• a solution of Example 5.3, (−0.0004, 4.7125)T, in seven iterations.
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6. Conclusions
In this paper we proposed a smoothing-type algorithm for solving system of inequalities by using a new introduced
smoothing function.Theglobal and local quadratic convergence of the algorithmwasprovedunder suitable assumptions.
By a proper modiﬁcation for system of inequalities, the proposed algorithm can also be applied to solve system
of inequalities where the number of variables is not equal to the number of the inequalities. In addition, we also
reported some preliminary computational experiments. The preliminary numerical results demonstrate that the proposed
algorithm is promising.
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