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1 Introduction and Summary
The retarded Green’s function is a very important object in physics and its property has
been extensively studied. The AdS/CFT duality [1–4] allows us to compute the Green’s
function at strong coupling and to provide us more information (see, e.g., Refs. [5–9]). The
purpose of this paper is to explore a new aspect of the Green’s function using AdS/CFT1.
Our work is motivated from the recent development of holographic chaos. The holo-
graphic chaos has been studied using out-of-time-ordered correlation functions C [10–13].
However, recently it is claimed that the chaotic behavior can be seen even at the level of
retarded Green’s functions. This phenomenon is known as “pole-skipping” [14, 15]. The
pole-skipping claims that retarded Green’s function is not unique at a “special point” in
momentum space. From the location of the special point, one can extract the Lyapunov
exponent λ and the butterfly velocity vB .
More explicitly, consider the energy-density correlators. C behaves as
C(t, x) ≃ eλ(t−x/vB ) = e−iω⋆t+iq⋆x . (1.1)
The pole-skipping claims that (λ, vB) or (ω⋆, q⋆) are determined from the retarded Green’s
function. Note that ω⋆ is located in the upper-half ω-plane. Generically, one would write
1While this paper and the companion paper [18] are in preparation, there appeared preprints [19, 20]
which have some overlap with ours.
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the function as
GRT 00T 00(ω, q) =
b(ω, q)
a(ω, q)
. (1.2)
The pole-skipping claims that
a(ω⋆, q⋆) = b(ω⋆, q⋆) = 0 . (1.3)
Then, naively GR = 0/0, but more precisely, GR is not uniquely determined at the special
point. Near the special point,
GR =
δω(∂ωb)⋆ + δq(∂qb)⋆ + · · ·
δω(∂ωa)⋆ + δq(∂qa)⋆ + · · · =
(∂ωb)⋆ +
δq
δω (∂qb)⋆ + · · ·
(∂ωa)⋆ +
δq
δω (∂qa)⋆ + · · ·
. (1.4)
Then, the Green’s function at the special point is not unique because it depends on the
slope δq/δω. Also, it is argued that the “would-be” pole a(ω⋆, q⋆) = 0 is related to a
hydrodynamic pole. Namely, in hydrodynamic limit where ω, q → 0, a(ω, q) = 0 at the
sound pole. If the sound pole is analytically continued to a pure imaginary q and if it is
extended to finite q, it coincides with the special point.
The pole-skipping and the special point have been discussed for the energy-density
Green’s functions. A natural question is whether there are similar phenomena for the
other Green’s functions. This is the question we address in this paper.
It turns out that many Green’s functions possess special points in complex (ω, q)-plane
in the sense that Green’s functions is not unique. The nonuniqueness of Green’s function
is in common with holographic chaos, but there are differences:
• The special points are located in the lower-half ω-plane in our examples, so they
do not seem to indicate chaotic behaviors. The special points are always located at
ω⋆ = −i(2πT ).
• The special points are not necessarily related to hydrodynamic poles in our examples.
There are special points for systems which lack a hydrodynamic pole (e.g., bulk scalar
field).
In Ref. [18], the special point of the sound mode is characterized as follows:
The bulk field equation has a regular singularity at the horizon r = 1, but at the
special point, it becomes a regular point in the incoming Eddington-Finkelstein
(EF) coordinates.
We use this criterion to explore special points of various Green’s functions. Our examples
include the bulk scalar field, the bulk Maxwell vector and scalar modes, and the shear
mode of gravitational perturbations.
In these examples, the field equation typically takes the following form near the horizon
r = 12:
φ′′ +
1− iw
r − 1 φ
′ +
P (w, q)
r − 1 φ ∼ 0 , (r → 1) (1.5)
2We assume that the horizon is nondegenerate. When the horizon is degenerate, the field equation has
an irregular singularity.
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where
w =
ω
2πT
, q =
q
2πT
, (1.6)
and P is some function.
In general, the field equation has a regular singularity at the horizon. The equation
has 2 solutions, an incoming mode and an outgoing mode. Since we are interested in the
retarded Green’s function, we select an incoming mode. However, by choosing iw = 1
and by appropriately choosing q, one may eliminate the singularity in front of φ′ and φ
terms. Then, the point r = 1 becomes a regular point. As a result, two solutions become
regular there and are written as Taylor series. This is our basic observation. Note that the
above criterion is a sufficient condition for the existence of two regular solutions but not
the necessary condition.
At the special point, there are two regular solutions. Actually, as we see in details,
the incoming-wave boundary condition is not uniquely defined at the special point and
depends on the slope δq/δω, and both solutions must be included. Namely, there is no
unique incoming mode at the special point. As a result, the Green’s function is not unique.
We close this section with a list of special points:
Massive scalar (SAdSp+2): w⋆ = −i , q2⋆ = −
2p(p+ 1) + 4m2
(p + 1)2
. (1.7a)
Maxwell vector (SAdSp+2): w⋆ = −i , q2⋆ = −
2(p− 2)
p+ 1
. (1.7b)
Maxwell scalar (SAdSp+2): w⋆ = −i , q2⋆ = +
2(p− 2)
p+ 1
. (1.7c)
Gravitational tensor (SAdSp+2): w⋆ = −i , q2⋆ = −
2p
p+ 1
. (1.7d)
Gravitational shear (SAdS4): w⋆ = −i , q2⋆ = +
4
3
. (1.7e)
Gravitational sound (SAdS4): w⋆ = +i , q
2
⋆ = −
4
3
. (1.7f)
2 Preliminaries
For illustration, we mostly consider the Schwarzschild-AdSp+2 (SAdSp+2) black hole back-
ground3:
ds2 = r2(−fdt2 + d~x2p) +
dr2
r2f
, (2.1)
f = 1− r−p−1 . (2.2)
For simplicity, we set the AdS radius L = 1 and the horizon radius r0 = 1. The Hawking
temperature is given by 2πT = (p + 1)/2. Below we work with the incoming Eddington-
Finkelstein (EF) coordinates. Using the tortoise coordinate dr∗ := dr/(r2f) and v = t+r∗,
3We use upper-case Latin indices M,N, . . . for the (p+ 2)-dimensional bulk spacetime coordinates and
use Greek indices µ, ν, . . . for the (p+1)-dimensional boundary coordinates. The boundary coordinates are
written as xµ = (t, xi) = (t, ~x) = (t, x, y, · · · ).
– 3 –
the metric becomes
ds2 = r2(−fdv2 + d~x2p) + 2dvdr . (2.3)
We consider various perturbations in the black hole background. We often use the SAdS
background, but the extension to the generic f is straightforward.
In this paper, we consider the scalar field, Maxwell field, and gravitational perturba-
tions. We consider the perturbations of the form
φ(r) e−iωv+iqx . (2.4)
The Maxwell perturbations AM are decomposed as
scalar mode (diffusive mode): Av , Ax , Ar , (2.5)
vector mode: Ay . (2.6)
Similarly, for p = 2, gravitational perturbations are decomposed as
scalar mode (sound mode): hvv , hvr , hrr , hvx , hrx , hxx , hyy , (2.7)
vector mode (shear mode): hvy , hry, hxy . (2.8)
In general, one also has a tensor mode, but for p = 2, there is no tensor mode. The sound
mode is analyzed previously [14, 15, 18], and we analyze the shear mode. The diffusive,
sound, and shear modes have hydrodynamic poles. On the other hand, the Maxwell vector
mode and a generic scalar field do not have a hydrodynamic pole.
Normally, one fixes the gauge Ar = hrM = 0, and one constructs gauge-invariant
variables which are invariant under the residual gauge transformation. This is the formalism
advocated e.g., by Kovtun and Starients [16]. Instead, we do not fix the gauge and carry
out analysis in a fully gauge-invariant manner. This is the formalism developed by Kodama
and Ishibashi [17].
3 Scalar field
3.1 SAdS background
To illustrate a special point, consider a real scalar field. The field equation (∇2−m2)φ = 0
becomes
φ′′ +
(
f ′
f
+
p+ 2
r
− 2iω
r2f
)
φ′ − m
2r2 + piωr + q2
r4f
φ = 0 . (3.1)
For the SAdSp+2 background, the field equation near the horizon behaves as
φ′′ +
1− 2iωp+1
r − 1 φ
′ − m
2 + piω + q2
(p+ 1)(r − 1) φ ∼ 0 , (r → 1) . (3.2)
For a generic (w, q), the equation has a regular singularity at r = 1.
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We consider the perturbation of the form φ(r) e−iωv+iqx. Since the horizon is a regular
singularity, one can solve the equation by a power series expansion around r = 1:
φ(r) = (r − 1)λ
∑
n=0
an (r − 1)n . (3.3)
At the lowest order, one gets the indicial equation λ(λ− iw) = 0 and obtains
λ1 = 0 , λ2 = iw . (3.4)
The coefficient an is obtained by a recursion relation. The λ1-mode represents the incoming
mode since e−iωv = e−iω(t+r∗). In the incoming EF coordinates, the incoming wave is a
Taylor series. The λ2-mode represents the outgoing mode since an outgoing mode is written
as
e−iω(t−r∗) = e−iωve2iωr∗ ≃ e−iωv(r − 1)2iω/f ′(1) = e−iωv(r − 1)iw . (3.5)
For the SAdSp+2 background, the regular singularity at r = 1 becomes a regular point
when
w⋆ = −i , q2⋆ = −
2p(p+ 1) + 4m2
(p+ 1)2
. (3.6)
We call it a “special point.” Then, one has 2 regular solutions:
λ1 = 0 , λ2 = 1 . (3.7)
At the special point, the field equation becomes
Lφφ⋆ := φ′′⋆ +
(
f ′
f
+
p+ 2
r
− p+ 1
r2f
)
φ′⋆ −
2m2(r + 1) + p(p+ 1)
2r4f
(r − 1)φ⋆ = 0 . (3.8)
A few comments are in order:
• While the indicial equation itself gives no constraint on q, it is necessary to eliminate
the singularity in front of the O(φ) term in Eq. (3.2). When iw = 1, λ1 and λ2
differ by an integer. In such a case, the smaller root fails to produce the independent
solution since the recursion relation breaks down at some an. Instead, the second
solution would contain a ln(r − 1) term and is not regular at r = 1.
• Also, note that the O(φ) term is proportional to (r − 1)−1 not (r − 1)−2. In this
sense, the r = 1 singularity is a relatively “mild” regular singularity. If the point
were a standard regular singularity, it is in general impossible to make it a regular
point just by choosing (w, q) since one has to eliminate (r−1)−1 and (r−1)−2 terms
simultaneously4.
4Even if one has a standard regular singularity (r − 1)−2φ, one can always make it a mild regular
singularity by setting φ =: (r − 1)ϕ. But the point is that one has a mild regular singularity in “natural”
variables: φ directly appears in physical quantities such as the energy-momentum tensor TMN . This is
related to a point in Ref. [18]. The paper uses natural variables to show regularity.
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Write two solutions of φ as φ = C1φ1 +C2φ2. We consider linear perturbations, so an
overall constant is not relevant, and the solution is parametrized by C2/C1. At the special
point, the regular singularity becomes a regular point. As a result, φ1 and φ2 are both
regular. Actually, the incoming mode is not uniquely determined.
To see this, move away from the special point:
w = w⋆ + δw , q = q⋆ + δq , φ = φ⋆ + δφ . (3.9)
Away from the special point, the field equation has a regular singularity at r = 1 as usual,
and the distinction between the incoming mode and the outgoing mode should be clear.
Thus, we move away from the special point and approach the special point δw, δq → 0. In
this way, one expects to obtain the incoming mode at the special point. However, as we
see below, one cannot uniquely determine the incoming mode at the special point since the
incoming mode depends on the slope δq/δw how one approaches the special point.
The field equation is expanded as
0 = Lφδφ+ jφ , (3.10)
jφ = −p+ 1
2r4f
iδw
(
2r2∂r + pr +
p+ 1
2
δ(q2)
iδw
)
φ⋆ . (3.11)
The perturbation δφ obeys an inhomogeneous differential equation, and the source jφ is
given by the special point solution φ⋆. We are interested in the retarded Green’s function,
so we impose the incoming-wave boundary condition on the perturbation δφ. An incoming
wave is written as a Taylor series in the incoming EF coordinates, so the homogeneous
part must be expanded as a Taylor series as well. However, the source contains f−1 and is
proportional to (r− 1)−1, so the equation in general produces an outgoing mode. To avoid
this, we require that the source term is also written as a Taylor series.
From Eq. (3.10), δφ is regular at the horizon when the special point solution φ⋆ satisfies
φ′⋆
φ⋆
∣∣∣∣
r=1
= −p
2
− p+ 1
4
δ(q2)
iδw
. (3.12)
This is the incoming-wave boundary condition for φ⋆. The boundary condition is not
unique, or the boundary condition does not uniquely determine φ⋆ and depends on δq/δw.
Conversely, given a δq/δw, one has to choose the combination C2/C1 appropriately.
Now, let us consider the Green’s function at the special point. Asymptotically, φ
behaves as
φ ∼ φ(0)r−∆− + φ(1)r−∆+ , (r →∞) (3.13)
∆± =
p+ 1
2
±
√(
p+ 1
2
)2
+m2 . (3.14)
The falloffs depend on C2/C1 which is normally fixed by the incoming-wave boundary
condition but is not fixed at the special point. Following the standard Hamilton-Jacobi
procedure, one obtains the operator expectation value:
〈O〉 = r∆+−∆−−1(−r2∂r + iω)(r∆−φ)
∣∣
r→∞ . (3.15)
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Here, we add the counterterm
SCT = −∆−
2
∫
dp+1x
√−γφ2 , (3.16)
where γµν is the (p+ 1)-dimensional boundary metric γµνdx
µdxν = r2(−fdt2 + d~x2p). One
would need an additional counterterm of the form
SCT2 ∝
∫
dp+1x
√−γγµν∂µφ∂νφ for m2 ≥ 1−
(
p+ 1
2
)2
(3.17)
since the term becomes a relevant operator. The retarded Green’s function is given by
GO := −δ〈O〉
δφ(0)
= −(∆+ −∆−)φ
(1)
φ(0)
. (3.18)
The Green’s function is not unique at the special point since the falloffs depend on C2/C1
or depend on δq/δw.
As a solvable example, consider the p = 1 case. The background metric is the BTZ
black hole although in our case x is not compact. The field equation at the special point
becomes
φ′′⋆ +
3r + 1
r(r + 1)
φ′⋆ −
m2r +m2 + 1
r2(r + 1)
φ⋆ = 0 . (3.19)
The horizon r = 1 is clearly a regular point. The solution is given by
φ⋆ =
r
1 + r
(φ
(0)
⋆ r
−∆− + φ(1)⋆ r−∆+) , (3.20)
where ∆± = 1 ±
√
1 +m2. Imposing the boundary condition (3.12) at the special point
q⋆ = i
√
1 +m2, one obtains
φ
(1)
⋆
φ
(0)
⋆
=
1 + δqδw
1− δqδw
. (3.21)
The retarded Green’s function is given by
G⋆O = −(∆+ −∆−)
φ(1)
φ(0)
= −(∆+ −∆−)
1 + δqδw
1− δqδw
. (3.22)
As is clear from this expression, the Green’s function at the special point is not unique
since it depends on δq/δw. By choosing the slope appropriately, one can have a pole or a
zero. This structure is the same as the pole-skipping phenomenon in holographic chaos.
In this section, we consider a massive neutral scalar, but a few extension is possible:
• One may consider a massless scalar field. The gravitational tensor mode (for p > 2)
also falls in this class since it in general reduces to a minimally-coupled massless
scalar field. The special point, the boundary condition, and the p = 1 special point
– 7 –
solution are given by setting m = 0 in Eqs. (3.6), (3.12), and (3.20), respecitively.
For example, the special point is located at
w⋆ = −i , q2⋆ = −
2p
p+ 1
. (3.23)
In order to compute the p = 1,m = 0 Green’s function, one needs to take into account
the counterterm (3.17).
• One may consider a complex scalar field. For example, consider an Einstein-Maxwell-
complex scalar system. The system is hard to solve in general, but again consider a
test scalar ψ in a background metric and in a background Maxwell field Av. In this
case, w⋆ does not change in the gauge Av(r = 1) = 0, but q⋆ changes and depends
on the electric field on the horizon.
3.2 Generic background
The above discussion can be extended to an arbitrary background which takes the form
ds2 = −F (r)dt2 + dr
2
F (r)
+R(r)2d~x2p (3.24)
= −F (r)dv2 + 2dvdr + · · · . (3.25)
This is the general static background with SO(p) invariance. We assume F (r) ∼ F ′(1)(r−
1) near the horizon r = 1. The Hawking temperature is given by 2πT = F ′(1)/2. The field
equation is given by
0 = φ′′ +
1
F
(
(FRp)′
Rp
− 2iω
)
φ′ − 1
F
(
piωR′
R
+
q2
R2
+m2
)
φ (3.26)
∼ φ′′ + 1− iw
r − 1 φ
′ −
(
m2
F ′
+
q2F ′ + 2piwRR′
4R2
)∣∣∣∣
r=1
φ
r − 1 , (r ∼ 1) . (3.27)
The special point is located at
w⋆ = −i , q2⋆ = −
R2
F ′2
(
2pF ′
R′
R
+ 4m2
)∣∣∣∣
r=1
. (3.28)
Expanding the field equation around the special point, one obtains the boundary condition
at r = 1 for special point solution:
φ′⋆
φ⋆
∣∣∣∣
r=1
= −p
2
R′
R
− F
′
4R2
δ(q2)
iδw
∣∣∣∣
r=1
. (3.29)
The existence of a special point is generic. It holds not only to asymptotically AdS
black holes but also to asymptotically flat black branes, de Sitter black holes, and the
Rindler space. Unlike AdS black holes, the boundary interpretation is not fully understood
for these spacetimes. But from the bulk point of view, the incoming mode is not uniquely
defined at special points for these spacetimes as well. The existence of a special point and
its location depend only on the near-horizon behavior and do not depend on the asymptotic
structure.
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4 Maxwell field
The gauge-invariant variables for the Maxwell field and gravitational perturbations are
discussed in Ref. [18]. See App. A in the paper for the details.
4.1 Maxwell vector mode
The vector perturbation Ay is gauge-invariant by itself. The Maxwell equation becomes
A′′y +
(
f ′
f
+
p
r
− 2iω
r2f
)
A′y −
(p − 2)iωr + q2
r4f
Ay = 0 . (4.1)
For the SAdSp+2 background, the special point is located at
w⋆ = −i , q2⋆ = −
2(p− 2)
p+ 1
. (4.2)
The field equation at the special point becomes
LyA⋆y := A⋆y ′′ +
(
f ′
f
+
p
r
− p+ 1
r2f
)
A⋆y
′ − (p+ 1)(p − 2)
2r4f
(r − 1)A⋆y = 0 . (4.3)
and the horizon is a regular point.
Just like the scalar field, expand the field equation near the special point:
0 = LyδAy + jy , (4.4a)
jy = −p+ 1
4r4f
iδw
{
4r2∂r + 2(p − 2)(r − 1) + (p+ 1) δη
iδw
}
A⋆y , (4.4b)
η :=
q2
iw
. (4.4c)
The perturbative solution is regular at the horizon when the special point solution A⋆y
satisfies
A⋆y
′
A⋆y
∣∣∣∣
r=1
= −p+ 1
4
δη
iδw
. (4.5)
Thus, A⋆y is not unique and depends on the slope δη/δw. Given the slope, one has to choose
the ratio of 2 integration constants of A⋆y appropriately.
For the p = 2 case, one can obtain the special point solution, so one can obtain the
Green’s function at the special point explicitly. The special point solution is given by
A⋆y = C1 −
C2
3

(r − 1) exp
{√
3
(
arctan 2r+1√
3
− π2
)}
(r2 + r + 1)1/2
− 1

 (4.6)
∼ C1 + C2
r
+ · · · , (r →∞) . (4.7)
Imposing the boundary condition (4.5), one obtains
C2
C1
=
−27γ
9γ − 4√3 e− π2√3
:= c⋆T , (4.8)
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where γ := δη/(iδw).
Again following the standard procedure, one obtains
〈Jµ〉 = −√−gF rµ∣∣
r→∞ , (4.9)
where no counterterm is necessary for p < 3. From the asymptotic behavior, one obtains
〈Jy〉 = C2 + 3
2
iwC1 . (4.10)
Thus, the Green’s function Π⋆T is given by
Π⋆T = −
C2
C1
− 3
2
iw = −c⋆T −
3
2
. (4.11)
The Green’s function is often given by the ratio C2/C1, but this may not be true when one
uses the EF coordinates.
4.2 Maxwell scalar mode
The gauge-invariant variables for the scalar mode are given by
Av = Av +
ω
q
Ax , (4.12)
Ar = Ar − 1
iq
A′x . (4.13)
The Maxwell equation becomes
0 = A′v +
q2
iωr2
Av − 1
iω
(
ω2 − q2f)Ar , (4.14)
0 = A′r +
(
f ′
f
+
p
r
− 2iω
r2f
− q
2
iωr2
)
Ar +
1
f
(
− q
2
iωr4
+
p− 2
r3
)
Av . (4.15)
For the SAdSp+2 background, the special point is located at
w⋆ = −i , q2⋆ =
2(p − 2)
p+ 1
. (4.16)
Note q⋆ is real. Recalling that the special point represents a “would-be” pole, the pole
is located in the physical region (lower-half ω-plane and real q) and is interesting. Its
implication is not clear to us though. (The special point of the gravitational shear mode
also has this property. See next section.)
Expand the field equation near the special point:
0 = δA′v +
p− 2
r2
δAv +
{
(p− 2)f + p+ 1
2
}
δAr + jv , (4.17a)
0 = δA′r +
{
f ′
f
− p+ 1
r2f
+
2 + p(r − 1)
r2
}
δAr +
(p− 2)(r − 1)
r4f
δAv + jr , (4.17b)
jv =
p+ 1
2
iδw
{
δη
iδw
A⋆v
r2
+
(
1 +
δη
iδw
f
)
A⋆r
}
, (4.17c)
jr = −p+ 1
2f
iδw
{
δη
iδw
A⋆v
r4
+
(
2 +
δη
iδw
f
)
A⋆r
r2
}
. (4.17d)
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The source jr contains f
−1. Thus, the perturbative solution is regular at the horizon when
the special point solution satisfies
A⋆r
A⋆v
∣∣∣∣
r=1
= −1
2
δη
iδw
. (4.18)
Again consider the p = 2 case. The special point solution A⋆v is the same as the Ay
solution (4.6). Imposing the boundary condition (4.18), one obtains
C2
C1
=
−27γ
9γ + 4
√
3 e
− π
2
√
3
:= c⋆L . (4.19)
Using Eq. (4.9), one obtains
〈Jv〉 = q
2
w2 − q2
(−r2A′v + iωAv)∣∣r→∞ (4.20)
=
q2
w2 − q2 (C2 +
3
2
iwC1) , (4.21)
where Eq. (4.12) is used in the first line. Thus, the Green’s function G⋆vv is given by
G⋆vv =:
q2
w2 − q2Π
⋆
L , (4.22)
Π⋆L = −
C2
C1
− 3
2
iw = −c⋆T −
3
2
. (4.23)
One may worry about the p = 2 special point q = 0. When q = 0, various expressions
become singular, and one can show that field equations become trivial. This is not really a
problem however. We define the Green’s function at the special point by taking the limit
δw, δq → 0. What is really meaningful is the q 6= 0 expressions such as Eq. (4.17).
The situation is somewhat similar to standard Green’s functions in the hydrodynamic
limit. Ref. [16] computes the hydrodynamic limit of various Green’s functions for the
N = 4 SYM (or the SAdS5 background). The Green’s functions for the Maxwell scalar
mode (ΠL), the shear mode (Gshear), and the sound mode (Gsound) behave as
ΠL =
N2c T
2
8
w2 − q2
iw− q2 , (4.24a)
Gshear =
π2N2c T
4
2
w2 − q2
iw− q2/2 , (4.24b)
Gsound = π
2N2c T
4 q
2
3w2 − q2 . (4.24c)
The point w = q = 0 is a “special point” in the sense that the Green’s functions depend on
the slope q2/(iw). This is related to the fact that the bulk field equations become trivial
when w = q = 0.
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4.3 Special point as eigenvalue problem
For the Maxwell scalar mode, there are 2 variables, (Av ,Ar). When there are more vari-
ables, it becomes tedious to carry out analysis in this way.
One method is to use a “master variable.” Actually, the Maxwell scalar mode can be
formulated in this manner. However, this method has some problem as well:
• First, it is often not easy to find a master variable.
• Second, a master variable may fail at particular points in momentum space including
the special point. It is straightforward to use the full set of variables. The sound
mode is an example [18].
Thus, we do not take this approach. Instead, we formulate the problem as an eigenvalue
problem.
One would write the field equation of the Maxwell scalar mode as
0 = X ′ −MX , (4.25)
X(r) :=
(
Av
Ar
)
, (4.26)
M :=
f ′(1)
2

 −
η
r2
−iw− ηf
1
r4f
(
η − 2(p− 2)r
f ′(1)
)
η
r2
− 2p
rf ′(1)
+
2
f
(
iw
r2
− f
′(r)
f ′(1)
)

 . (4.27)
The horizon r = 1 is a regular singularity, so the matrix M can be expanded as
M =
M
r − 1 +M0 + · · · , (4.28)
M :=

 0 0η
2
− p− 2
f ′(1)
iw− 1

 . (4.29)
The solution can be written as a power series:
X = (r − 1)λ
∑
n=0
χn (r − 1)n . (4.30)
Substituting this into the field equation, at the lowest order, one obtains
0 = (λ−M)χ0 . (4.31)
This indicial equation is an eigenvalue equation for M. The horizon r = 1 becomes a
regular point when M = 0, so
w⋆ = −i , η⋆ = 2(p − 2)
f ′(1)
⇒ q2⋆ =
2(p − 2)
f ′(1)
. (4.32)
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The eigenvalues and the eigenvectors of M are
λ1 = 0 , χ
(1)
0 =

 1− iwη
2
− p− 2
f ′(1)

 , (4.33)
λ2 = iw− 1 , χ(2)0 =
(
0
1
)
. (4.34)
The mode with λ1 (λ2) corresponds to the incoming (outgoing) mode. However, at the
special point, zero eigenvalues degenerate, and one cannot distinguish between the incoming
and the outgoing modes5.
Near the special point, the distinction is clear, and χ
(1)
0 is the incoming mode. Thus,
expand the eigenvector near the special point: w = w⋆ + δw , η = η⋆ + δη . Then, χ
(1)
0
becomes
χ
(1)
0 ∼

−iδwδη
2

 . (4.35)
The eigenvector χ
(1)
0 vanishes at the special point, so the eigenvector has the slope de-
pendence near the special point. The slope dependence of the incoming-wave boundary
condition comes directly from this property:
A⋆r
A⋆v
∣∣∣∣
r=1
= −1
2
δη
iδw
. (4.36)
5 Shear mode
For simplicity, we consider only the p = 2 case. The gauge-invariant variables for the shear
mode are
hvy = hvy +
ω
q
hxy , (5.1)
hry = hry − r
2
iq
(
hxy
r2
)′
. (5.2)
(See App. A of Ref. [18].) The field equations are given by
0 =
(
hvy
r2
)′
+Mvv(r)
hvy
r2
+Mvr(r) hry , (5.3a)
0 = h′ry +Mrv(r)
hvy
r2
+Mrr(r) hry , (5.3b)
Mvv :=
2Q2
iw
1
r2
, Mvr :=
1
r2
(
3
2
iw+
2Q2
iw
f
)
, (5.3c)
Mrv :=
2
r f
(
1− Q
2
iw
1
r
)
, Mrr :=
3
r f
{
1− iw
r
−
(
1 +
2Q2
iw
1
r
)
f
3
}
. (5.3d)
5Two eigenvalues degenerate when iw = 1. For a generic η or q2, eigenvectors are not independent, and
χ
(1)
0 ∝ χ
(2)
0 . In such a case, there is only one independent power series solution, and the second solution
would contain a ln(r − 1) term. Since the log term is not regular, one can still distinguish between the
incoming and the outgoing modes.
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where Q :=
√
3q/2. For the SAdS4 background, the special point is located at
w⋆ = −i , Q2⋆ = 1 . (5.4)
For comparison, the special point of the sound mode is located at w⋆ = i,Q
2
⋆ = −1.
The horizon becomes a regular point at the special point. Expand the field equation
near the special point:
0 =
(
δhvy
r2
)′
+
2
r2
δhvy
r2
+
1
r2
(
7
2
− 2
r3
)
δhry
+
2 δη
r2
h⋆vy
r2
+
3
2
1
r2
(
i δw + 4 δη
f
3
)
h⋆ry , (5.5a)
0 = δh′ry +
2 r
1 + r + r2
δhvy
r2
+
1
r2
(
2 r − 5 + 3
1 + r + r2
)
δhry
− 2 δη
r2 f
h⋆vy
r2
− 3
r2 f
(
i δw + 2 δη
f
3
)
h⋆ry . (5.5b)
where η := Q2/(iw). From the second line of Eq. (5.5b), the perturbative solution is
regular at the horizon when the special point solution satisfies
h⋆ry
h⋆vy
∣∣∣∣∣
r=1
= −2
3
δη
iδw
. (5.6)
For the p = 2 shear mode, one can obtain the special point solution. The solution is
given by
h⋆ry = −C1 + C2

(r3 + 3r2 + 2) exp
{√
3
(
arctan 2r+1√
3
− π2
)}
(r2 + r + 1)3/2
− 1

 , (5.7a)
h⋆vy = (C1 + C2)
2r3 − 3r2 − 3r − 2
2r
− C2
(r + 2)(2r3 − 3r2 − 2) exp
{√
3
(
arctan 2r+1√
3
− π2
)}
2r(r2 + r + 1)1/2
. (5.7b)
Asymptotically, h⋆vy behaves as
1
r2
h⋆vy ∼ C1
{
1− 3
2r
− 3
2r2
− 1 +
21
4 c
⋆
r3
+ · · ·
}
, (r →∞) (5.8)
where c⋆ := C2/C1. Imposing the boundary condition (5.6), one obtains
C2
C1
=
3(1 + 2γ)√
3 e
− π
2
√
3 (2 + 3γ)− 3(1 + 2γ)
. (5.9)
The gauge-invariant variable hvy is related to the master variable Z1 by Kovtun and
Starinets [16] as hvy = r
2Z1, so the Green’s function depends on the ratio c
⋆.
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6 Discussion
Universality. We have shown that Green’s functions of many systems are not unique at
special points. In our examples, special points are located at w = −i. From the bulk point
of view, this universality comes from the fact that only the near-horizon behavior matters
to the location. Thus, the existence of special points is not limited to asymptotically
AdS black holes. The incoming mode is not uniquely defined at special points for those
spacetimes as well.
However, the location w = −i is not completely universal. Obviously, the sound mode
has the special point at w = i. So, it is interesting to show under what conditions the
location w = −i is universal.
Also, it is interesting to show the existence of special points from field theory point
of view. The location w = ±i obviously reminds of Matsubara frequencies of finite-
temperature field theories. It is also interesting to explore the consequence of these special
points. They are located in the lower-half ω-plane in our examples, so they do not seem to
indicate chaotic behaviors.
Relation to hydrodynamic poles. For the sound mode, it is argued that the special
point is related to a hydrodynamic pole as w, q→ 0. Namely, write the sound mode Green’s
function as GR = b/a. In hydrodynamic limit where ω, q → 0, a(ω, q) = 0 at the sound
pole:
ω = csq − i
2
Γsq
2 + · · · , (6.1)
where cs is the speed of sound and Γs is the sound attenuation constant. Now, analytically
continue the Green’s function to a pure imaginary q (ℑq > 0). The sound pole is now
located in the upper-half ω-plane. It is an unstable but is an unphysical pole. Then, follow
the pole for finite q. At the special point, b vanishes, the “would-be” pole is absent, and
the pole-skipping occurs.
But not all systems have a hydrodynamic pole. A hydrodynamic pole typically arises
as a consequence of conservation laws. In our examples, there are special points even
for systems which lack a hydrodynamic pole (the bulk scalar field, the Maxwell vector,
and the gravitational tensor mode). Thus, a special point is not necessarily related to a
hydrodynamic pole. But it is interesting to study which quasinormal pole corresponds to
the special point when w, q→ 0.
Special points in 3 different senses. We used the word “special point” in 3 different
ways:
1. The point where the regular singularity at the horizon becomes a regular point.
2. The point where both near-horizon solutions become regular.
3. The point where the dual retarded Green’s function are not unique.
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They are related but are not equivalent. Needless to say, 3 is the original definition of the
special point. In this paper, we use criterion 1 to locate special points. Criterion 1 is the
sufficient condition of criterion 2 but is not the necessary condition. Namely, there may
be the other points where both solutions become regular. Also, in our examples, 2 always
leads to 3, but this is not necessarily true. It is desirable to find the necessary and sufficient
condition of special points.
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