Many approaches have been developed for academic performance evaluation using various fuzzy techniques. Initial methods rely greatly on experts' specification of analytical parameters, without making use of valuable information embedded in collected data. Given this insight, fuzzy rule induction has recently been studied as a data-driven alternative. Despite its efficiency and reported performance, the fuzzy subsethood metric representing the strength of relations between system variables is only used at a coarse level, with the underlying semantics being unfortunately distorted via a local re-scaling scheme. To overcome this problem, a novel fuzzy classification system is introduced in this paper, in which the existing measure is used to its full potential via the methodology of qualitative link analysis. With a network representation where variables and their relations are encoded as graph nodes and edges, the classification of a new instance conceptually becomes a problem of link-based similarity estimation that can be effectively resolved using the proposed fuzzy qualitative model. This new approach has been evaluated against the existing rule-based method, revealing significant advantages of the present work.
I. INTRODUCTION
A student's learning achievement is typically determined by the performance levels in accordance with prespecified educational objectives. It is crucial that an evaluation system provides a fair academic grading and useful information for individual improvement. An ideal system should also be transparent and efficient such that its results are readily communicatable with staff and students, and can be regularly reviewed and enhanced. Many existing approaches obtain these desirable characteristics using methods developed on the theory of fuzzy set [66] . Indeed, different fuzzy-based models have been employed for evaluation based on numerical scores obtained in an assessment [6] , [9] , [21] , [37] , [48] , [60] , [62] and for assessing prior educational achievement based on evidence such as academic certificates [18] , [24] . This research focuses on the former which can be further categorized into expert and example-assisted approaches.
For evaluation of students' answer script, initial methods such as those introduced in [9] , [21] , [37] have been designed around a standard set of parameters formally specified in accordance with learning and teaching experts' opinion. Principally, these techniques identify for each question the performance level that best matches an awarded score. Following that, the final grade is justified by comparing the aggregated outcome of question-specific levels and a pre-defined grade scale. To obtain a refined evaluation mechanism, several recently developed models have included the use of newly proposed analytical parameters in addition to awarded scores. For instance, the method proposed in [60] attaches to each question-specific score a confidence degree of the evaluator, which is interpreted as a fuzzy number. Also, the techniques of [62] and [6] focus on fuzzy membership functions that are used to represent three quality criteria of the questions: difficulty, importance and complexity.
Despite their usefulness, these expert-directed models are based solely on domain experts' opinion and judgment. They are usually restrictive to or biased towards a definite human's mindset, and not easily adaptable to a changing environment. Taking this into account, acquiring such knowledge from collected data is a practical and well-known alternative. For instance, a fuzzy rule-based framework, named Weighted Subsethood-Based Algorithm (WSBA), has recently been put forward for academic performance evaluation [48] . It exploits the measure of 'fuzzy subsethood' to form a weighted rule set, which has proven more effective than a benchmark fuzzy rule-based system such as T. Boongoen, Q. Shen and C. Price are with the Department of Computer Science, Aberystwyth University, Aberystwyth SY23 3DB, UK e-mail:{tsb,qqs,cjp}@aber.ac.uk Neuro-Fuzzy Classification (NEFCLASS) [45] . However, its core information metric is used only at a coarse level in classifying a new instance. Furthermore, the semantics of such measure is explicitly altered by the introduction of a subjective re-scaling scheme.
Having identified such shortcomings, this paper presents a new fuzzy classification system for academic performance evaluation, in which the fuzzy subsethood measure is exploited to its full potential whilst the corresponding semantics is well preserved for an accurate outcome. Unlike the conventional fuzzy classification approach [32] , [44] that is implemented as a collection of 'If-Then' rules, the proposed framework uniquely represents a classification problem as a link or social network [26] , [61] . In particular, fuzzy variables (both attributes and classes) and their associations are qualitatively implemented as graph nodes and edges, respectively. The strength or weight of each edge is effectively determined by the fuzzy subsethood estimated between two involving nodes. With this novel terminology, the classification of a new case is accomplished using a link-based similarity algorithm that gauges the similarity between nodes representing the examined instance and classes.
Many advanced link-based similarity techniques such as SimRank [33] and PageSim [41] have proven more accurate, but greatly less efficient than simple SNA (Social Network Analysis) methods [40] . The present research follows the previous study in [12] to obtain an computationally inexpensive and effective model via the aggregation of different simple link-pattern measures. Note that, to overcome the problem with inaccurate quantitative descriptions, a fuzzy extension of the crisp-interval order-of-magnitude model is employed to qualitatively represent link measures, their relevance (or importance) degrees and aggregations. This modification aims to reduce the native difficulties with pure symbolic calculus and crisp distinctions amongst qualitative descriptors [3] , [53] . Specifically, fuzzy sets [66] provide flexible, but standard numerical semantics of order-of-magnitude labels, with mathematicallysound operations.
The rest of this paper is organized as follows. Section II presents an overview of existing fuzzy systems that have been developed for academic performance evaluation. Following that, Section III introduces the proposed link analysis approach to fuzzy classification. This includes the fundamental link network formalism and the corresponding representation of fuzzy variables and relations. Then, Section IV describes the qualitative link-based similarity measures and the associated fuzzy order-of-magnitude model. The assessment of the application of this new model to academic performance evaluation is detailed in Section V. The paper is concluded in Section VI, with the perspective of further work.
II. RELATED WORK
This section presents the ideas of various fuzzy systems for academic performance evaluation, from which the current research is developed. In addition, the methodology of link analysis is exhibited as the basis of the proposed approach.
A. Fuzzy Systems for Academic Performance Evaluation
A number of methods found in the literature can be categorized into expert-directed and example-assisted approaches, each of which is reviewed in the following subsections.
1) Expert Directed Approach: A large number of performance evaluation models are based entirely on parameters specified by experts or experienced evaluators. These input variables are typically designed as fuzzy sets that represent uncertain/overlapping levels of performance, with regard to the importance and difficulty of the examining or practical questions. This expert-system alike approach is inspired by the initial model of [9] , which is proposed to evaluate students' performance from answer scripts. It relies upon the use of the concept of similarity between fuzzy sets. Formally, the similarity S(Q, Q ) ∈ [0, 1] between fuzzy sets Q and Q is defined as
where X denotes the set of domain elements.
At the outset of this evaluation model, an evaluator is required to give fuzzy marks Q j for the j-th question into a 'fuzzy grade sheet', which is a table containing rows for question numbers and columns for awarding marks in term of fuzzy values. These question-specific marks are then matched with 'Standard Fuzzy Sets (SFS)' that are predefined with membership values corresponding to different levels of student performance. Principally, SFS are devised by experts with respect to the standard fixed by an educational authority such as an academic institution. The example of SFS employed in [9] is shown in Table I , in which the following levels of student performance are defined: Excellent (A), Very Good (B), Good (C), Satisfactory (D) and Unsatisfactory (F). Specifically to the j-th question, the awarded mark Q j is compared against each of the performance levels specified in SFS. This matching is accomplished using the similarity measure previously defined by Eq. 1. The grade G j corresponding to the fuzzy mark Q j is estimated as
where Θ is the set of performance levels specified in SFS, i.e. Θ = {A, B, C, D, F }.
Having obtained grades of all questions, the total score T S ∈ [0, 100] is calculated using the so-called 'midgrade' point of the grade awarded. Table II shows an example set of mid-grade points that is used in the study of [9] . In essence, the total score T S is estimated as follows, where T (Q j ) is the mark assigned to the j-th question, ∀j T (Q j ) = 100 and P (G j ) is the mid-point of grade G j : Based on the resulting T S, a new final grade will be determined based on crisp interval values referring to the level of performance. Despite its general applicability, this model has been criticized for the lack of cohesive associations between fuzzy marks in a fuzzy grade sheet and those standard levels of performance. The use of mid-grade points to derive the total score may create an unexpected result, hence reducing its reliability [48] . As suggested by [21] , this method may be inefficient with the pair-wise matching between fuzzy marks and performance levels of SFS.
To overcome such drawbacks, a new model to evaluating students' answer script is introduced by [21] . In particular, the 'degrees of satisfaction' are defined in advance by experts with respect to levels of performance, from which the 'maximum degree of satisfaction' per level can be obtained. According to [27] , examples of degrees of satisfaction and the maximum degree of satisfaction are listed in Table III . This includes eleven levels of student performance exploited in [21] .
Initially, fuzzy marks Q j are given for the j-th question in the 'extended fuzzy grade sheet'. Unlike the work of [9] , the values of Q j are awarded with respect to each of the performance levels. Then, the degree of satisfaction D j can be estimated from Q j as 
where
EB} is a set of performance levels, F (π) is the maximum satisfaction degree of the performance level π ∈ Π, and µ π (Q j ) is the membership value awarded of Q j to the level π.
Following that, the total score T S can be summarized from all questions as follows:
where T (Q j ) is the mark assigned to the j-th question. Based on the resulting T S, a final grade is determined using the standard satisfaction levels in Table III . It is clear that this method is more efficient than the initial model of [9] . However, the use of an extended fuzzy grade sheet to specify fuzzy marks may not scale up to the case where many fuzzy values needed to be considered for each of the questions [48] . This problem is intensified when the number of questions or modes of assessment increases.
Other expert-directed methods found in the literature also adopt a rather similar idea, perhaps with more analytical parameters and certain innovative evaluation criteria. An alternative to assess students' performance is introduced in [37] , based on the notion of 'fuzzy expected values'. This work does not require an evaluator to fill out a fuzzy grade sheet as original student scores are represented by crisp values. Such scores are transformed into fuzzy values using the expert-specified fuzzy partitions, which represent an expected percentage of students who will be given a certain level of performance, i.e. grade A, B, C, D or F.
Also, motivated by the concept of certainty factor that is commonly used in traditional expert systems, a method which evaluates students' answer scripts using fuzzy numbers is reported in [60] . In this research, each of the fuzzy numbers used is associated with a confidence degree of the evaluator. Likewise, several recently developed models have also included additional parameters that allow the refined performance assessment to be achieved. For instance, the techniques of [6] and [62] focus on modelling fuzzy membership functions that are used to represent three factors of the questions given to students: difficulty, importance and complexity. The method to generate such fuzzy sets automatically is introduced in [5] . Despite their potential, different evaluation models discussed thus far rely heavily on the subjective knowledge of domain experts without making use of available data regarding past assessments. This makes such a system inflexible to changing educational standards and evaluation criteria.
2) Example Assisted Approach: The problem mentioned above can be overcome to a great extent using the knowledge captured from examples of students' scores and the corresponding levels of performance. This is a useful alternative to, or as a complementary of, the expert-directed approach when historical data is readily available. An example assisted system is adaptable to the shifted decision trends over time. It provides a platform for aggregating multiple experts' opinion as well as a pool of past cases collected from different sources. While the results obtained from a conventional expert-driven model is restricted to a single viewpoint, those obtained from the data-driven counterpart produces a more robust conclusion across different principles and styles of human judgement.
In practice, the task of performance evaluation can be implemented by a 'fuzzy rule-based system (FRBS)', which is transparent and effective with multiple attributes of imprecise data. Beyond its original application to the control domain [39] , [55] , FRBS has recently received a great deal of attention for its contributions to general classification and pattern recognition problems [44] . It can be perceived as an approximator of nonlinear mappings from non-fuzzy input vectors to non-fuzzy output values [32] . Principally, designing FRBS is to find a compact set of fuzzy 'If-Then' classification rules that capture the input-output behavior of the domain problem presented by training examples. Many methods have been devised to formulate and learn such fuzzy rules from quantitative data: heuristic procedures [1] , [31] , neuro-fuzzy approach [45] , data clustering technique [2] , association rules [22] , fuzzy nearest neighbor method [36] , genetic algorithm [30] and a rough-fuzzy approach [52] .
Particularly to the problem of academic performance evaluation, the concept of inducing fuzzy rules from historical data has been realized by the Weighted Subsethood-Based Algorithm (WSBA) [48] . Intuitively, the use of linguistic rule models such as 'If assignment score is very poor and exam score is average, Then the final result is poor' helps representing the natural way by which humans make judgements and decisions. Also, examples can be used to create a fuzzy model which integrates information from historical data with expert opinions. WSBA is built upon the measure of 'fuzzy subsethood' that represents the degree to which a fuzzy set is a subset of another fuzzy set [47] , [65] . Formally, the subsethood value ϑ(C, A) ∈ [0, 1] of fuzzy set A to fuzzy set C is defined as
where ∇ denotes a t-norm operator. For a classification problem with K classes and M linguistic variables (or attributes), the weight w(
given that the linguistic variable A i has l possible linguistic terms of A i1 , . . . , A il . Unlike the conventional formation of If-Then rules, the aforementioned weight metric is particularly used to reflect differences between the relative contributions made by individual linguistic terms of each variable towards the conclusion (or class). Examples of such fuzzy rules, each of which corresponds to a specific class, are given below:
According to [48] , the resulting ruleset can be simply defined by
where ξ(C k ) ∈ [0, 1] is the score awarded to class C k . Also, and ∇ denotes logical disjunction and conjunction, which are implemented by maximum and minimum, respectively.
WSBA has been applied to the problem of performance evaluation, where targeted classes C 1 . . . C K correspond to K different levels of performance with variables A 1 . . . A M representing M assessment criteria. After obtaining all level-specific scores ξ(C k ), k = 1 . . . K, the level (or grade) with the maximum score is finally awarded. Note that WSBA makes use of locally (variable-specific) normalized subsethood measures as defined by Eq. 7, instead of their native values (see Eq. 6). In so doing, with respect to each variable, the maximum subsethood measure of a given term and a certain class becomes 1 regardless of the underlying magnitude of the subsethood value. This may degrade the effectiveness of WSBA as the core metric used to capture relations between variable terms and targeted classes is semantically distorted. Driven by this observation, the work here is developed in order to improve the example-assisted performance evaluation, using the social network formalism which is effective for representing observed information objects (variable terms and classes) and preserving the semantics of their interactions.
B. Link Analysis
The methodology of link analysis [26] has attracted a great deal of attention in the past decade with successful applications in a variety of domains; for instance, in database management [7] , intelligence data analysis [14] and consensus clustering [29] . To further enhance system maintainability and service quality, finding similar objects has become a significant issue that is extensively studied in the communities of database, information retrieval and recommender for many years [8] , [16] , [23] , [38] . Initial attempts to justify similarity made use of textbased methods, such as the cosine similarity and the TFIDF (Term Frequency-Inverse Document Frequency) model [50] . These approaches require large storage and long computing time due to the need of full-text comparison [41] . Seeking alternatives is necessary, especially for the World Wide Web where text-based methods may be inapplicable for pages with little texts and a large amount of multimedia objects [41] , and for intelligence data analysis where content-based approaches can be misleading due to fraud descriptions of terrorists' name, address, appearance and contact details [14] , [58] .
However, in environments where information objects are linked in accordance to their relations, the similarity can be evaluated upon the structure of such links. Empirical results have shown that link-based similarity measures can enhance the performance of the classic content-based counterparts [17] , [40] . Also, in the bibliometrics field, link-based similarity measures such as bibliographic coupling [34] , Amsler [4] , co-citation [54] and SimRank [33] have been developed to disclose the proximity of scientific paper publications from their cross-citation patterns. With fairly similar purposes and terminologies, Connected-Triple [35] , PageSim [41] and Connected-Path [14] algorithms were recently established to reveal duplicated author names in publication databases, similar web pages and aliases in intelligence data collections, respectively. Similar link-based statistical information can be applied to improve supervised learning models that aim to resolve identity problems in terrorism-related and publication datasets [28] , [59] . In addition, a random walk and other social network analysis techniques have been widely explored for a variety of domains, including: publications [56] , [57] , email messages [43] , collaborative recommendations [25] and films [42] .
Through the use of link analysis, detection of similar or duplicated objects is done by examining relation patterns amongst references of objects, which can be formally specified as an undirected graph G(V, E). It is composed of two sets, the set of vertices V and that of edges E. Let X and R be the set of all references and that of their relations in the dataset, respectively. Then, vertex v i ∈ V denotes reference x i ∈ X and each edge e ij ∈ E linking vertices v i ∈ V and v j ∈ V corresponds to a relation r ij ∈ R between references x i ∈ X and x j ∈ X. Let O be the set of real-world objects each being referred to by at least one member of set X, a pair of references (x i , x j ) are aliases when both references correspond to the same underlying real-world object:
In practice, disclosing an alias/duplicated pair in the graph G is to find a pair of vertices (v i , v j ), whose similarity s(v i , v j ) is significantly high. Intuitively, the higher s(v i , v j ) the greater the possibility that vertices v i and v j , and hence corresponding references x i and x j , constitute the actual alias pair. Each edge e ij ∈ E possesses statistical information f ij ∈ {1, . . . , ∞}, representing the frequency of any relation occurring between references x i and x j within the given dataset. By representing the multiplicity of each link (i.e. relation) as the frequency count, the graph terminology used in this paper is of the simple type (i.e. no parallel edges), without losing any potential link information.
Particularly to the publication databases as described in [35] , as an example of using aforementioned terminology, a set of author references (i.e. names) and their relations can be presented as the graph shown in Fig. 1 , where X = {A, B, C, D, E}, R = {r AB , r AC , r AD , r BE , r CD }, and r ij denotes the fact that references x i and x j are authors of the same paper (i.e. co-authors). Accordingly, edge e AD is presented with f AD = 2 since references A and D are co-authors of two different papers (i.e. paper 2 and paper 3 ). In the contrary, the frequency statistics f AC of edge e AC is 1 as references A and C have only one joint publication, paper 2 . Effectively, given O being the set of real-world author entities, a pair of references, such as (A, B), may then be hypothesized, based on their similarity, as the alias pair (i.e. 
III. A LINK ANALYSIS APPROACH TO FUZZY CLASSIFICATION
Despite the success of link analysis, very few studies in the literature have attempted to marry this concept with fuzzy sets [64] . The present research introduces an innovative, hybrid reasoning framework in which the network representation scheme and link-based analysis are integrated for fuzzy classification. This follows the future directions set out in [46] for qualitative reasoning -integration of models from different domains and hybrid modeling. Principally, involving variable terms and classes are represented as graph nodes, while their observed associations are encoded as corresponding edges. Then, the likelihood that a new data instance belonging to a specific class is determined via the notion of link-based similarity measure.
Suppose that a fuzzy classification system (F S) includes M attribute variables of A i , i = 1 . . . M , where each A i = {A i1 , . . . , A iβi } and β i is the number of terms defined for A i . These terms are defined as fuzzy sets by experts or the results of historical data analysis. In particular, the term A ij of a variable A i is represented mathematically by a definite membership function on the corresponding universe of discourse U Ai , i.e. µ Aij (x), x ∈ U Ai . An F S aims to discover the relation patterns between these variable terms and K classes of C k , k = 1 . . . K, each of which is also specified as a fuzzy set with a membership function µ Ck (y), y ∈ U C . These patterns are obtained from inducing the information provided with training instances
, where x t i ∈ U Ai , i = 1 . . . M , is the real value of attribute A i of instance d t , and y t ∈ U C is the conclusion value of d t .
Conceptually, a fuzzy classification system F S resembles a social network [61] and can be represented as a graph G = (V, W ). While vertices in a social network are actual people each with their own definition of the world, each vertex v p ∈ V of an F S denotes a fuzzy variable that possesses a domain-specific mathematical definition, i.e. membership function. Edges amongst individuals in a social network can be of different types, ranging from their mutual interests to shared community/transportation services. They are normally weighed in accordance with the frequencies that two involving parties attend a joint event. Likewise, an edge w pq ∈ W in F S stands for the relation between fuzzy variables represented by vertices v p , v q ∈ V . In essence, the corresponding weight |w pq | can be extracted from a collection of training instances D.
By following the graph-based model of [29] which has been successfully applied to the cluster ensemble problem, the graph G representing an F S is 'bipartite' with V = V A ∪ V C , where V A is a set of vertices corresponding to linguistic variable terms and the V C set contains vertices representing different classes. For simplicity, it is assumed that the weight of any edge w pq between vertices of the same type (i.e. v p , v q ∈ V A or v p , v q ∈ V C ) is irrelevant, i.e. w pq ∈ W . This is in line with existing FRBSs, especially WSBA [48] where only term-class relations are considered. Note that the formalism proposed herein can be effectively extended to the case where term-term and class-class relations are also examined.
Let vertices v p ∈ V A and v q ∈ V C correspond to the variable term A ij and class C k , respectively. The weight of edge w pq based on a training instance d t ∈ D is denoted as |w pq (d t )| ∈ [0, 1] and estimated as follows:
given that ∇ denotes a t-norm operator which is interpreted here as minimum. Following that, the final weight of edge w pq , which is equivalent to the fuzzy subsethood measure, can be specified as
where |w pq | ∈ (0, 1] is obtained by
Having generated such a bipartite graph G, the likelihood that a test instance d s = (x s 1 , . . . , x s M ) belonging to any specific class C k , k = 1 . . . K is determined using the link-based similarity method. To accomplish this, edges between a new class-like vertex representing d s and those corresponding to variable terms are first amended to G. For the edge w pq between vertices v p , v q ∈ V that represent d s and a specific linguistic term A ij , its weight is calculated by
Based on this updated graph, the likelihood that a test instance d s is of class C k is justified by the link-based similarity measure sim(v a , v b ), where v a , v b ∈ V representing d s and C k . Intuitively, the higher the similarity is, the greater the likelihood becomes. At the end of this link-based classification process, the test instance d s is assigned to a class C * such that
Different from any conventional FRBS, the proposed framework designs a fuzzy classification problem as link analysis, where a social network representation is employed to model variable terms, classes and their relations. Similar to WSBA, system parameters which are relations (or weighted edges) are also acquired from training instances. However, while WSBA simply aggregates relations without considering their attached semantics, the link-based model preserves such information that is better summarized via a link-based similarity method. The underlying approach is general for performing classification and suits the task of academic performance evaluation well. It resembles the concept of data-driven templates used for a recognition of human motion [19] . In particular, numerical inputs are similarly mapped onto qualitative spaces that enable a process of classification.
IV. QUALITATIVE LINK-BASED SIMILARITY MEASURES
In spite of their notable performance, a number of advanced link-based similarity techniques (e.g. SimRank [33] , Random-Walk [25] , [43] and PageSim [41] ) are inefficient, especially for large problems. In contrast, several simple SNA (Social Network Analysis) methods, such as Connected-Triple [49] and Jaccard coefficient [51] , are less computationally expensive, but with comparatively lower performance [40] . Their inaccuracies are mainly due to the limited amount of information employed in the underlying similarity evaluation. According to the recent study of [12] , the effectiveness of an SNA-like technique can be substantially boosted, without degrading the advantage of efficiency, via the aggregation of different simple link-pattern measures. In particular, to overcome the problem with inaccurate descriptions, an order-of-magnitude model is employed to qualitatively represent link measures, their relevance (or importance) degrees and aggregations.
The current research exploits a fuzzy extension of the crisp-interval qualitative model [12] . In order to overcome the inherent difficulties with inadequate symbolic calculus and crisp distinction amongst qualitative descriptors (as pointed out in [3] , [53] ), fuzzy sets [66] are incorporated to provide flexible, but standard numerical semantics of order-of-magnitude labels, with mathematically-sound operations. This granular technology, similarly exploited for information retrieval [15] , is effective to deliver an analysis outcome that is both unambiguous and interpretable.
A. Link Pattern Measures and Qualitative Labels
Link analysis is based on examining relation patterns amongst objects in a given link network, which can be formally specified as an undirected graph G = (V, W ). Many existing techniques, such as SimRank [33] and Connected-Triple [49] , have concentrated on the numerical count of shared neighboring objects (or the normalized count for SimRank). Let a vertex v i ∈ V represents an object of interest and N vi ⊂ V be a set of vertices directly linked to v i , called neighbors of v i . The similarity sim(v i , v j ) between v i , v j ∈ V is determined by the cardinality of N vi ∩ N vj , the set of neighbors shared by both v i and v j . Intuitively, the higher the cardinality is, the greater the similarity of these entities becomes.
Despite its simplicity, such an approach does not take into account edges' weights that may help to refine the underlying similarity measure. Hence, the weighted cardinality (WCT) metric of [29] , originally developed for the problem of consensus clustering, is adopted here. Given a graph with n vertices, the measure W CT
where ∇ is a t-norm operator, conveniently interpreted as minimum. The uniqueness of shared neighbors (UQ) is another useful alternative to the conventional, unweighted cardinality. According to [11] , [14] , the uniqueness measure U Q(v i , v j ) vh between vertices v i , v j ∈ V can be approximated from each joint vertex v h ∈ N vi ∩ N vj as follows:
Following that, the overall U Q(
A common drawback of the numerical measures previously presented is the inability to achieve coherent and natural interpretation through existing seemingly fine-grained scales. Exploring a link network with crisp numerically valued criteria is typically considered inflexible comparing to the use of interval and linguistic descriptors. Specifically, a wrong interpretation of a link measure may occur if there exists a unduly high property value within a link network. A more accurate and naturally expressive measure is to exploit qualitative labels like 'low' and 'high'.
To tackle such an important shortcoming, a link measure (e.g. WCT and UQ) is gauged in accordance with its specific fuzzy order-of-magnitude (FOM) spaces, an extension of the crisp-interval OM introduced in [12] . Let F OM (π) = (L(π), F (π)) be an FOM space of the link measure π, with L(π) and F (π) respectively denoting the set of qualitative labels and the set of fuzzy sets which specify the labels. For example, in particular to F OM (W CT ), Fig. 2 presents the fuzzy sets F (W CT ) that are defined for the labels Fig. 3 shows the fuzzy sets F (U Q) which have been specified for qualitative labels of the UQ measure, i.e.
B. Similarity Evaluation via Relevance-Based Aggregation
Many data analysis systems achieve an accurate conclusion by aggregating values of different domain attributes. In general, each examined variable (or link measure) π is assigned a different degree of relevance (or weight) W π . This may be given by domain experts in according with their past experiences or estimated from past data if such knowledge is not readily available. With the original OM framework [12] , a weight can be naturally expressed using the order-of-magnitude label set such as OM (W ) = {N one, +, ++, + + +} or OM (W ) = {0, 1, 2, 3}. However, these crisp-interval descriptors are generally ineffective. The specification and subsequent manipulation of weights can be more efficiently handled using the fuzzy-set based approach. For the current study, F OM (W ) is defined by the label set L(W ) = {V ery Low (V L), Low (L), M oderate (M ), High (H), V ery High (V H)} and the corresponding fuzzy sets F (W ) shown in Fig. 4 . The development of a qualitative reasoner usually involves a number of variables that are represented with qualitative labels of different granularity, defined on dissimilar universes of discourse. Therefore, prior to the aggregation process, the usual homogenization process conducted in the conventional OM model is similarly required to map fuzzy-set based variables onto the unified scale U * = [0, 1]. This homogenization can be summarized as follows:
• Step 1: For a variable π whose universe of discourse
In particular to F OM (W CT ) and F OM (U Q), the corresponding universes U W CT and U U Q are truncated from x ∈ U π is mapped to its corresponding value x * ∈ U * by
• Step 3: Each fuzzy set f ∈ F (π) that is defined for a variable π on the universe of discourse U π , is linearly mapped onto the unified universe of discourse U * such that
where f * specified on the unified universe of discourse U * is the equivalent fuzzy set of f defined on the original U π . Following the above pre-processing procedure, the aggregated outcome Ω that is also a fuzzy set in U * = [0, 1] can be estimated using the weighted average function ϕ:
The membership function of Ω is denoted by µ Ω (t), ∀t ∈ U * , where t is an ordinary weighted average that is calculated as
where x ∈ W CT , x ∈ U Q, w ∈ W W CT and w ∈ W U Q . By the extension principle, the membership function of Ω can be defined by
Although mathematically rigorous, finding the exact membership function µ Ω (t) can be complex and computationally expensive. Recognizing this, a discrete approximate method that makes use of the α-cut fuzzy arithmetic, is exploited to aggregate fuzzy sets (see [20] , [67] for more details). In particular, the α-cut of a variable W CT and that os its weight W W CT are
These α-cuts are crisp intervals and can be expressed in continuous closed form as follows:
where (a) α and (c) α are the left endpoints of (W CT ) α and (W W CT ) α . Similarly, (b) α and (d) α are the right endpoints of (W CT ) α and (W W CT ) α , respectively. Following the above, (Ω) α can be obtained such that
Due to the monotonicity of the function ϕ, this equation is simplified as
Having obtained the aggregated fuzzy set Ω, it is necessary to interpret its value using pre-defined labels, such that consistent comparison can be achieved. Given a standard space of F OM (Y ), Ω is mapped onto the ordered label set L(Y ) = {V L, L, M, H, V H} that is specified on the universe of discourse U * = [0, 1]. The corresponding fuzzy sets Fig. 4 ). From this, Ω is matched against each label of L(Y ) as follows:
where β l (Ω) is defined by
As an example, Fig. 5 exhibits two aggregated measures Ω 1 and Ω 2 that can be mapped onto F OM (Y ) such that: 
V. PERFORMANCE EVALUATION
This experimental study is set to investigate the effectiveness of fuzzy qualitative link analysis approach, against a comparable method such as WSBA [48] , for the task of academic performance evaluation. The following presents the problem definition which sets the scene for this evaluation, including details of the investigated datasets, and the discussion about the evaluation results.
A. Problem Formulation and Investigated Datasets
As with any data-driven learning problem, selecting a 'norm' group to be used as the basis for comparison is very important. Learned rules (or link network) can only be as good as the given set of data; they are simply a generalized version of the data. Hence, the example-assisted approach possesses an inherent limitation, regardless of the method employed (statistical, fuzzy rules or fuzzy qualitative link analysis). Nevertheless, it is reasonable to assume that there exists considerable amount of historical data which is representative to use (as is the case for any established educational organization), even though for the matter of illustrative convenience a relatively small dataset is adopted for training.
This evaluation is to first report the performance of the proposed model on the conventional dataset (i.e. 'SAP50A') as used in [48] . It contains 50 training instances and 15 testing cases. According to the problem formulation defined therein, the level of student's academic performance is expressed using five linguistic terms that can be regarded as classes: C 1 = Unsatisfactory (F), C 2 = Satisfactory (D), C 3 = Average (C), C 4 = Good (B), C 5 = Excellent (A). Fig. 6 shows fuzzy sets defined for these performance classes, i.e. µ Ck (y), y ∈ U C , k = 1 . . . 5 with U C = [0, 100].
The resulting performance level is determined by three collective scores of assignment, test and final exam. These scores are treated as attribute variables of a classification system -assignment, test and final exam which are denoted as A 1 , A 2 and A 3 , respectively. A set of five scoring terms, A 11 = F, A 12 = D, A 13 = C, A 14 = B and A 15 = A, is used to represent the domain of variable A 1 . They are defined as fuzzy sets shown in Fig. 7(a) , i.e. membership functions µ A1j (x 1 ), x 1 ∈ U A1 , j = 1 . . . 5 with U A1 = [0, 100]. Variables A 2 and A 3 are similarly defined each by five terms, with the corresponding fuzzy sets being depicted in Fig. 7(b) and (c). In addition to the experiment using a conventional set of data, this empirical study is also conducted on a randomly-generated dataset, which is referred to as 'RANDOM' hereafter. While the SAP50A dataset concentrates on typical patterns of students' performance that are relatively consistent across different scores, the RANDOM dataset presents patterns with scores being mostly fluctuated and inconsistent. This is relevant as different scores can be assessed at different occasions when illness and other unforeseen conditions may apply. Any performance assessment model should be evaluated with regard to both normal and atypical cases, in order to correctly appreciate its robustness.
The RANDOM dataset consists of 30 data instances, 20 of which are used as training samples and the rest as test instances. As shown in Table IV , each data instance consists of three basic scores, A 1 , A 2 , A 3 , that are selected from the range of [0, 100]. Note that the probability of different scores to be chosen is uniform in this particular evaluation. The total performance score, T S ∈ U C , is estimated as the statistical means of those collective values [48] . Given T S, the final performance grade GR is awarded in accordance with the standard classification shown below.
• GR = F (Unsatisfactory), for the total score between • GR = D (Satisfactory), for the total score between • GR = C (Average), for the total score between (45) (46) (47) (48) (49) (50) (51) (52) (53) (54) (55) • GR = B (Good), for the total score between • GR = A (Excellent), for the total score between (75-100] 
B. Evaluation Results and Discussion
The objective of this evaluation is to provide evidence that the proposed approach can produce results similar to the expected grades that are provided as ground truth. According to the work of [48] , this is derived from the 
Test No Expected Grade Predicted Grade by Examined Methods
WSBA 
WSBA
A B* A A A * Indicates that a predicted grade is different from the expected value.
average of collected scores. To obtain a robust conclusion, three different link analysis models, namely Ω 1 , Ω 2 and Ω 3 , are assessed using three different weight settings (see Section IV): Table V presents the experimental results obtained by WSBA and the three link analysis models on the SAP50A dataset. These results suggest that the proposed methods are as effective as WSBA for the typical patterns of students' performance. On the other hand, based on Table VI that reports the findings on the RANDOM dataset, WSBA often (7 out of 10, to be exact) generates the final grades that are different from the expected values and the Ω 3 method is the most accurate amongst examined techniques. Specifically, Ω 3 outputs a correct grade for seven test instances, whilst Ω 1 and Ω 2 are similarly accurate for six cases. This finding suggests that the proposed link analysis approach is more effective than the rule-based counterpart, and robust to the perturbation of its weighting parameters.
Tables VII and VIII show the grade-specific likelihood measures on the RANDOM dataset, generated by WSBA and the fuzzy qualitative link analysis methods respectively. These results provide additional information with respect to the strength of student's performance belonging to a specific grade. This can be very useful in differentiating smoothly student performances over boundary cases, giving a second opinion in deciding on borderline performances. Aiding for this qualitative revision, a linguistic approach employed by the link analysisbased models is naturally interpretable and more effective as a communication means than the numerical metric used by WSBA. Since the quality of a learning model is data dependant, the proposed model may be utilized in conjunction with other example-assisted and expert-directed alternatives. This practice can further improve the 
VI. CONCLUSIONS
This paper has presented a novel fuzzy qualitative classification system for academic performance evaluation using the link analysis methodology. Unlike the conventional approach where fuzzy rules are used to encode information provided by training data, the proposed model considers involving variables, classes and their relations as elements of a social network that can be modelled as a weighted graph. This unique scheme allows the core information metric (i.e. subsethood) to be interpreted via multiple perspectives, each of which is realized by a specific link measure.
A fuzzy qualitative model of similarity estimation is introduced to generate similarity measures in an accurate and efficient manner. Note that the theory of fuzzy sets is employed to extend the conventional order-of-magnitude based qualitative reasoner, such that qualitative descriptors are well defined quantitatively and the results of their manipulation are less ambiguous. Empirical studies show that the fuzzy qualitative link analysis is more effective than the state-of-the-art fuzzy rule-based technique for academic performance evaluation. It is also robust to the perturbation of its parameters, i.e. weights assigned to different link measures. In addition, the resulting linguistic descriptions of grade-specific likelihood are useful for further revisions regarding the formal partition of performance levels and students' improvement.
Despite the promising findings, the potential of link analysis approach for a general classification problem is to be further investigated. For this challenging task, fuzzy terms that are pre-defined in the current research, may be obtained using data-driven mechanisms extensively developed in the literature. As for the present work with a single-type link, its performance may be enhanced via a refinement of link representation. In particular, each link type may correspond to a specific order-of-magnitude of the underlying link strength that the link association is to capture. Also, it is interesting to examine the behavior of the proposed approach with respect to other link measures. In particular to the estimation of fuzzy subsethood metric where the minimum is currently employed, the utilization of other aggregation operators such as OWA (Ordered Weighted Averaging) [63] and its data-dependent variants [10] , [13] may form another piece of important future research.
