By means of the Reilly formula and the Alexandrov maximum principle, we obtain the local C 1,1 estimates of the W 2,p strong solutions to the Hessian quotient equations for p sufficiently large, and then prove that these solutions are smooth. There are counterexamples to show that the integral exponent p is optimal in some cases. We modify partially the known result in the Hessian case, and extend the regularity result in the special Lagrangian case to the Hessian quotient case.  2004 Elsevier Inc. All rights reserved.
Introduction
In this paper we consider the local C 1,1 estimate and the regularity of the strong solutions for the Hessian quotient equation
= c, a.e. x ∈ Ω, 0 l < k n, (1.1) where Ω is a domain in R n , c is a positive constant, D 2 u denotes the Hessian of a function u on Ω, and S j (D 2 u) is defined to be the j th elementary symmetric function of the eigenvalues λ = (λ 1 By a classical theorem of Calderón and Zygmund [8] , the functions in W 
We call a function u ∈ W 2,p loc (Ω) for p > n 2 an admissible strong solution to (1.1) if u ∈ Φ k (Ω) and satisfies (1.1) almost everywhere in Ω (cf. [6] ). From [13] and [7] , we know that Eq. (1.1) is elliptic and
is a concave function of the second derivatives of u if u ∈ Φ k (Ω).
The Hessian quotient equation (1.1) is an important class of fully nonlinear elliptic equation which is closely related to geometry problems. Some well-known equations can be regarded as its special cases. When l = 0, it is a k-Hessian equation. In particular, it is a Poisson equation if k = 1, while it is a Monge-Ampère equation if k = n. When k = n = 3, l = 1 and c = 1, Eq. (1.1) arises from special Lagrangian geometry (cf. [10] ): if u is a solution of (1.1), the graph of Du over R 3 in C 3 is a special Lagrangian submanifold in C 3 , i.e., its mean curvature vanishes everywhere and the complex structure on C 3 sends the tangent space of the graph to the normal space at every point. Therefore the Hessian quotient equation (1.1) has drawn much attention.
The regularity of the strong solutions for above equations has been studied by many authors. It is a classical result (cf. [9] ) that the W 2,p loc (Ω) strong solution of Poisson equation ∆u = ϕ(x) is smooth when p > 1 and ϕ ∈ C ∞ (Ω). Recently, Urbas (cf. [15] and [16] ) has proved that when p > k(n−1) 2 such regularity result holds for the k-Hessian equations. For the special Lagrangian equation in dimension 3, det(D 2 u) = ∆u, the same problem is resolved in [1] . It is verified that the W 2,p loc (Ω) solutions of the equations are smooth if p > 3. A counterexample is given to show that this regularity fails if p < 3.
The interior regularity for the Hessian quotient equations of the form
has been discussed in [2] , and the local C 1,1 estimate is established when p > (n − 1) × max{n − l, 2}. Throughout this paper, setting
Our main results are as follows. 
It would be interesting to determine sharp lower bounds for p in Theorem 1.
1. An example of Pogorelov [12] tells us that Theorem 1.1 fails in the Hessian case (i.e.,
2 . Moreover in both the Monge-Ampère case (i.e., k = n > 2 and l = 0) and the special Lagrangian case (i.e., k = n = 3 and l = 1) the optimal regularity results are p > n(n−1) 2 (cf. [3] , [4] and [1] , respectively), which can be obtained again by Theorem 1.1. 
if n 2, p > γ 2 and 0 < ϕ ∈ C ∞ (Ω) (cf. [2] ).
The result in Remark 1.3 coincides with [2] in the case of k = n. Noting that if l = 0 and γ 2 < γ 1 , we modify partially the corresponding result of the k-Hessian equations in [15] and [16] .
It is natural for the solutions of Eq. (1.1) to be considered in Φ k (Ω). We overcome more difficulties in this paper than in [2] , since the eigenvalues of D 2 u are no longer all positive
The rest of the paper is organized as follows. In the next section, we present some preliminary inequalities of the elementary symmetric functions σ k (λ) and their quotients σ k (λ) σ l (λ) , which will be used later. Section 3 is devoted to the locally second order derivative bound in the case of p > γ 1 where we obtain a weighted iterative inequality by means of the Reilly formula to improve the regularity step by step. In Section 4 we consider the C 1,1 estimates in another case of p > γ 2 , by using the Alexandrov maximum principle. Combining above results achieved, we can prove in the last section that the admissible W 2,p loc (Ω) strong solutions to Eq. (1.1) are smooth if p > γ with the standard regularity theory on the elliptic equations. At the end of this paper, we give the counterexample in Remark 1.2, and then get some optimal cases.
Some properties of σ k (λ) and
We will give some properties of the elementary symmetric functions σ k (λ) and their quotients (λ) in this section. Following the notations in [11] , we set
For any i ∈ {1, 2, . . . , n}, we have
and
For k 2, we have Newton inequality (cf. [11] )
From [17] we have Maclaurin inequality
For l = k − 1 in view of (2.3) and (2.5), we see
Repeating above discussion we obtain
i.e.,
By Theorem 1 of [11] , there exists a constant θ = θ(n, k), such that
Write σ k−1 (λ) as follows:
we have by (2.2),
Using (2.4) and (2.5), we obtain
(2.12)
The C 1,1 estimates for p > γ 1
This section is devoted to the establishing of the local C 1,1 estimates of strong solutions to Eq. (1.1) for p > γ 1 .
In this section from now on we always assume that u ∈ W 2,p loc (Ω) with p > γ 1 and n 3 is a strong solution of Eq. (1.1) in Φ k (Ω), and Ω is a compact sub-domain of Ω in R n . Let ψ be a mollifier (cf. Chapter 7 in [9] ). For ε > 0, the regularization of u is defined by the convolution
Then u ε ∈ Φ k (Ω ) and u ε belongs to C ∞ (Ω ) provided ε < dist(Ω , ∂Ω), and
as ε → 0, by Lemma 2.3 in [14] . We write Eq. (1.1) in the form
Equation (3.2) is elliptic and the function F is concave with respect to any function in Φ k (Ω) (cf. [13] ). For later use, we denote the first derivatives of F (M) and S k (M) with respect to m ij by
where M = (m ij ) is any n × n matrix. Let λ ε and Λ ε be the minimal and maximal eigenvalues and T ε be the trace of the matrix (a ij ε ), respectively. Also, let T be the trace of
The estimates is almost identical to that of [1] . Therefore we need only reevaluate the lower and the upper bounds of (a ij ε ) and T ε . Using the similar argument of [1] , we have the following 
where C is a positive constant depending only on n, k, l and c. It follows from (3.4) and (3.6) that
In view of (2.3), we have
Especially, by (2.10),
From (3.6) and (2.11) we know
By Maclaurin inequality we deduce
Again from (2.8), (2.11) and (3.10), when l + 1 < k, we obtain
When l + 1 = k, it follows from (2.9), (3.6), (2.11) and (3.10),
In light of (3.8), (2.5) and (2.12), we find
Using (2.11), we obtain
Hence it follows from (2.10), (2.11) and (3.10),
In view of
we see
Finally we arrive at
The last inequality in (3.7) follows from the definition of T ε . 2
In the proof of Proposition 3.5 of [1] , taking
An argument similar to [1] gives the following 
The C 1,1 estimates for p > γ 2
In this section we establish local C 1,1 estimates of strong solutions to Eq. (1.1) for p > γ 2 , by using Alexandrov maximum principle (cf. [9] ).
We recall (see [9] ) that the upper contact set of a function v, denoted Γ + v (Ω), is defined to be the subset of Ω where the graph of v lies below a support hyperplane in R n+1 , that is,
We have the following form of the Alexandrov maximum principle. Proof. Applying
and (3.12), we know
Therefore it follows from (2.3), (2.9) and (2.10),
If l + 1 < k, it follows from the Maclaurin inequality and (2.5),
Thus we get the conclusion by Eq. 1) where p > γ 2 , c > 0 is a positive constant. Then u ∈ C 1,1 (Ω) and, for any y ∈ Ω and 0 < R < 1 with B 3R (y) ⊂ Ω,
where q = min{n, p − γ 2 } and C is a positive constant depending on n, k, l, p and c.
Proof. We consider the second order difference quotient
where
By the concavity of F we obtain from (3.2) and (3.3) that for a.e.
Let y ∈ Ω with B 3R (y) ⊂ Ω. Without loss of generality we may assume c 1. For simplicity we will write B r = B r (y) for r > 0 and
) in the rest of this proof. It follows from (4.1) that 
and β > 2 is a constant to be determined later. Direct calculation leads to
by (4.2) and (4.3).
Since v = 0 on ∂B 2R , it follows that
By (4.4), (4.5) and the concavity of 6) where C > 0 is a constant depending only on n, β and c. By Proposition 4.2 we obtain
where C depends on n, β and c.
, we see from (4.7) and Proposition 4.1 that
It follows from Hölder inequality and (cf. [9] ) v CR
In view of (4.8) we know that p n + γ 2 as 1 − 2 β 0, and
Finally we conclude that for h < R,
As ξ is an arbitrary unit vector in R n , this completes the proof of Proposition 4.3. 2
The proofs of Theorem 1.1 and Remark 1.2
In the last section, we give the proof of Theorem 1.1. On the other hand, we illustrate a counterexample to show that Theorem 1.1 fails if p < k, and then obtain several optimal cases.
Proof of Theorem 1.1. Let Ω be a bounded subdomain of Ω,Ω ⊂ Ω. If n = 2 or n 3, γ 1 γ 2 . Then γ = γ 2 and u ∈ C 1,1 (Ω ) by Proposition 4.3. As (3.2) is concave and uniformly elliptic in a strictly admissible solution with bounded second derivatives, the Evans-Krylov regularity theorem [5] then implies that u ∈ C 2,α (Ω ) for some 0 < α < 1. The smoothness of u now follows from the standard elliptic regularity theory (cf. [9] ).
If n 3 and γ 2 > γ 1 . Then γ = γ 1 and u ∈ W 
Therefore it is impossible that the results in Theorem 1.1 is optimal for k 4. A direct calculation gives that
So we derive the optimal cases that has been mentioned in Remark 1.2. We conclude this paper with showing that a radially symmetric admissible solutions to Eq. (1.1) must be a quadratic polynomial or a strong solution in W
The counterexample of the case k = n has been found in [2] . Hence we may assume 1 < k < n. Let u(x) = y(r), where |x| = r. Then for i, j = 1, 2, . . . , n, 
