Abstract The IEEE 802.11x MAC protocol 
Introduction
A wireless ad hoc network is an autonomous system of routers (and associated hosts) connected by wireless links. Each node in such a network can also act as a router, forwarding packets on behalf of other nodes. The wireless links share the communication medium, so an efficient access control mechanism must coordinate the use of this shared resource. Medium access control design for wireless LAN has been an active area of research recently, and a number of MAC protocols [13, 5, 15] have been proposed. However, only a few of these explicitly account for the multi-hop requirements of ad hoc networks.
The IEEE 802.11 MAC protocol [12] is the current de facto standard for wireless links. It includes a "Distributed Foundation Wireless Media Access Control (DFWMAC)" to support ad-hoc and infrastructure LANs. Many applications in ad-hoc networks depend on a reliable transport protocol. TCP is now the prevalent transport protocol in IP-based networks, and future ad hoc networks are likely to adopt TCP. It is important to understand the behavior of TCP when coupled with IEEE 802.11 MAC protocol in an ad hoc network.
It has been known that TCP does not work well in wireless networks [10] . Wireless channels are inherently noisy, so that packet losses are more frequent in wireless networks than in wired networks. TCP does not differentiate between congestion-related packet drops and transmission failures at link layer. TCP treats all packet losses as indicators of network congestion, and triggers the congestion control mechanism. Consequently, transmission failures at the MAC layer causes the activation congestion control in TCP, and reduces the throughput. Several mechanisms [4, 1, 6] have been proposed to address this problem. However, these ideas are focused on cellular network architectures, in which a base station is available and the wireless link is used only for the last hop.
The problem is more complex in multi-hop wireless networks, as there are no base stations, and any node may act as a router. Previous work [9] has shown that TCP performance degrades in the multi-hop scenario under various MAC protocols like CSMA, MACA and MACAW. Furthermore, when TCP is coupled with IEEE 802.11 there are problems like throughput oscillation as indicated in [20] .
Most previous work attributes TCP performance degradation to link layer unfairness and poorly designed backoff policies. Some new MAC protocols that address these issues have been proposed [11, 17] . However, the behavior of TCP itself or the interaction of TCP with the MAC protocol have not been sufficiently explored. As our work shows, TCP parameter settings also influence the throughput achieved by applications. TCP parameters are finetuned for wire-line networks, but that ad hoc networks differ significantly from wire-line ones. The mechanisms and policy employed by TCP may turn out to be unsuitable in ad hoc networks.
In this work we investigate the interaction between TCP and IEEE 802.11 MAC protocols through simulations. We first show that TCP does not work well with 802.11 MAC in multi-hop wireless networks. We then examine the effect of different parameters of TCP and 802.11 MAC protocols on the performance of TCP throughput under different network topologies. By analyzing the trace files obtained from the simulations, we identify the causes of TCP throughput degradation. Further, we provide insights into the MAC protocol behavior that accentuates the problems.
Overview of IEEE 802.11 MAC
The IEEE 802.11 MAC protocol [12] defines two different access methods; a distributed coordination function (DCF) and polling based point coordination function (PCF). In ad hoc networks, the DCF feature is used.
The DCF access is basically a carrier sense multiple access with collision avoidance (CSMA/CA) mechanism. When a node wants to transmit a frame, it senses the medium. If the medium is busy, it defers this transmission. If the medium is free for a specified time, called the distributed inter-frame space (DIFS), the node is permitted to transmit. In order to avoid collision due to the hidden terminal problem [5] the node first transmits a Request To Send (RTS) control frame. The destination node responds with a Clear To Send (CTS) control frame. Both RTS and CTS frames include the duration of the transmission that will follow the RTS-CTS exchange. All nearby nodes receiving either the RTS or the CTS frame defer their pending transmissions for this duration. This deferral is referred to as virtual carrier sensing as it "senses" the medium through exchange of frames at the MAC layer. Once a successful RTS-CTS frame exchange takes place, the data frame is transmitted. The receiving node checks the received data frame, and upon correct receipt, sends an acknowledgement frame. If the sending node fails to receive the acknowledgement frame, it assumes that the data frame was lost. It backs-off and attempts a retransmission. After repeated failures to get the frame across, it simply drops the frame. Thus, although the introduction of RTS-CTS-DATA-ACK frame format makes the transmission more reliable, there is still the possibility of transmission failure. Such failures are more frequent in ad hoc networks than in wire-line or single hop wireless LANs.
TCP over IEEE 802.11 MAC protocol
The IEEE 802.11 MAC protocol is designed to provide efficient and reliable frame exchange over the shared wireless channel. Consequently, this protocol has a rather limited view of the network conditions. The information available to it is the status of its direct neighbors. In contrast, TCP observes the network conditions at a higher level, and its view of the network conditions is independent of the underlying protocols. Unfortunately, TCP assumes that packet loss between the end to end hosts is always due to congestion. That is, it assumes a reliable link layer, a valid assumption in wire-line networks, but not over the 802.11b MAC. Consequently, TCP's reactions to specific network conditions is sometimes incorrect.
In the following sections, we study the problems when TCP is coupled with the IEEE 802.11 MAC protocol. First we introduce the simulation setup.
Simulation setup
We use the NS2 network simulator from LBNL [14] with wireless extensions from CMU [8] . The extensions include a set of mobile ad hoc network routing protocols and 802.11 MAC protocol.
The link layer of the simulator implements the IEEE 802.11 standard MAC protocol under DCF. All nodes communicate over identical half-duplex wireless links with a bandwidth of 1Mb/s. For our simulations the effective transmission range is set to 250 meters. We assume an interference range of 550 meters, so that nodes within this distance of a transmitting node will sense the medium as busy. Each node has a 50-packet link layer buffer queue managed in a drop-tail fashion. The scheduling of packet transmissions is FIFO. The routing protocol used in the simulation is AODV [16] .
We consider two types of network topologies. First, we examine string topologies with different number of hops, to serve as a simple yet effective model for multi-hop connectivity scenarios. For a more realistic scenario we study two strings that share a node, and examine media access at the shared node, and its effects on the throughput of both TCP connections.
The distance between any two neighboring nodes is set to 200 meters, so that a node may communicate only with it's closest neighbors. The interference range (under normal channel conditions) of a node is slightly greater than twice its transmission range (550m in this case). By spacing all nodes equally, we are guaranteed that the interference conditions are uniform. Nodes are not mobile during the simulation, so we do not address the link failure problem caused by node mobility.
Interaction between TCP and IEEE 802.11
TCP and 802.11 protocols allow some parameters to be adjusted for optimal operation. The current TCP protocol implementations generally assume that round trip times can be measured accurately, that links are stable, and that their capacities are fixed. However, in a multi-hop wireless environment, such assumptions do not hold due to dynamic link formations. Thus, it becomes important to observe the performance under various values of TCP parameters and find an optimal setting for an ad hoc networking environment.
The IEEE 802.11b MAC protocol is primarily designed for wireless LANs with access points, although it supports ad hoc functionality. Thus, the parameter settings in MAC protocol may not be ideal for multi-hop environments. Further, when this MAC is coupled with TCP, the resulting interactions can be quite complex. Certain TCP mechanisms and policies that improve performance in wire-line networks may have adverse effects when running over the 802.11b MAC protocol. Similarly, the MAC level unfairness may be increased by short (in hops) TCP connections that are able to send more packets over the medium. Furthermore, TCP and 802.11b both provide some similar functions and have some similar mechanisms. For example, TCP guarantees end-to-end reliability, but the 802.11 MAC also employs link level acknowledgement to guarantee point-to-point reliability. Also, TCP has a back-off policy when it encounters packet loss, and the 802.11b protocol uses a similar method to avoid channel access conflict.
In this section, we study the interactions between TCP and the IEEE 802.11 MAC, and the effects of different parameters on TCP throughput. We revisit some existing problems and take further steps to look at the detailed reasons that cause the problems, and then provide some possible ways to alleviate the problems.
TCP congestion window size
In this section we investigate the effect of TCP congestion window size on TCP throughput. We simulate string topologies with different numbers of hops, as shown in The TCP congestion control mechanism continuously increases its congestion window until it consumes all the available bandwidth or detects a packet loss. The Reno version of TCP also employs a fast recovery mechanism to achieve stable throughput. In this simulation we setup single TCP session. Since there is no background traffic contending with this TCP session, we might expect to see stabilized throughput. However, we do not observe a stable throughput. When the maximum congestion window at the TCP sender increases, TCP throughput fluctuates, as found in previous work [20] . Moreover, we find that the congestion window size that causes such oscillation depends on the number of hops in the TCP connection. The longer (in hops) the connection, the smaller the congestion window size that triggers the fluctuation effect. Our simulation results are shown in Figure 2 , which plots the throughput of TCP connections with different number of hops and various TCP congestion window sizes (W). As the current version of NS2 only supports fixed-size TCP packets, we fix the packet size at 1460 bytes and measure throughput in terms of the number of packets received. The throughput is measured over a one-second interval. The transmission time for a 1500 byte packet over 12 hops is approximately 0.15 secs. Our choice of 1 second aggregation interval is based on this value. Choosing a larger value may occlude the analysis. It should be noted that we do not intend to justify the need for smooth TCP throughput at any time granularity. Our objective is to simply observe the oscillatory behavior of TCP. However, measures taken to smoothen the TCP throughput over 1 second interval may suffice most application's needs. Each simulation runs for 120 seconds. Figure 2 illustrates the fluctuation effect for 3-hop, 6-hop, and 12-hop connections. These are representative of different deployment scenarios for multihop wireless networks. We conduct the experiments for different congestion window sizes and hop counts. Our results show consistently similar pattern, so we present only some of them here.
From Figure 2 (a), we can see that for a 3-hop connection, the throughput is relatively stable within the 120s simulation period when the maximum size of TCP congestion window is 4. The TCP window size here is counted in number of packets. However, when this value is increased to 16, we see severe oscillations as indicated in Figure 2 (b). Figure  2 (c) plots the throughput of a 6-hop connection. It shows that with the value 8, we see the oscillation of throughput. The throughput even reduces to zero at certain times. In Figure 2 (d), the situation worsens. For a 12-hop connection, the throughput reduces to zero for a 14 second duration even for a low value (4) of TCP congestion window size.
Given the above observations, it is clear that the oscillation effect can be alleviated by reducing the TCP congestion window size. Previous studies show that the optimal window size is 1/3 path length [19] or even 1 in most practical situations [18] . The reason that such a small congestion window generates the highest throughput is partially due to the MAC protocol's contention for the channel. For example, in a 3-hop connection, almost every node is in the interference range of all others, which means only one node can transmit at any time. (The details of link layer conflict are discussed later.) Limiting the TCP congestion window size is acceptable for a short (1-4 hop) connection since its round trip time is also short. Thus even a small window can keep the "pipe" full. However, for a relatively longer connection, a smaller window limits the number of packets in transit, which means fewer nodes will have packets available to transmit. A smaller window size can thus reduce resource utilization for longer connections. However, we first need an in-depth understanding of the causes of throughput oscillation.
We simulate only one connection in a static string topology, so there is no contention for the bandwidth with other flows and no mobility related link failures. Hence, there is no a priori reason to expect throughput oscillations, with long periods of zero throughput. Our trace files indicate that the problem originates at the link layer, and occurs when a node fails to reach its neighbor, even though they are in transmission range of each other. If a packet is not acknowledged, the 802.11b standard mandates the sending node to attempt 7 retransmissions for a short packet (RTS) times and 4 for a long (data) one. If a packet still cannot be sent across, a link failure is to be inferred. This inference in turn triggers a route failure at the network layer protocol (AODV). If the sending node is an intermediate node, it drops all the packets destined to go over that link, and reports a route failure to the source of the packet.
In a carrier sense wireless network, the interference range is typically larger than the communication range. The signal fading pattern of the WaveLAN wireless system that NS2 based on is such that the interference range is slightly more than two times larger than the effective communication range. Thus, in our simulation topologies, one node can sense the signal sent from two hops away but can only communicate to its directly adjacent neighboring nodes.
A typical collision condition is as follows. Consider the transmission of an RTS or a data packet from node 1 to node 2. Node 2 may receive the packet correctly but may be unable to send the corresponding CTS back to node 1. This problem can occur, for example, if node 4 is sending to node 5. During the transmission between nodes 4 and 5, node 2 can sense the signal from node 4. Even though node 4 has sent RTS to reserve the channel and node 3 responds with CTS indicating the length of the transmission to its neighboring nodes, node 1, being two hops away, cannot correctly receive this CTS. When node 4 is transmitting, node 1 will sense the channel as free and try to send its own packet. Node 1 fails to get response from node 2. Failing to receive a CTS from node 2 after the specified number of retransmissions, node 1 quits and assumes link breakage. At this point, a route failure is triggered, and the source node starts a route discovery process. Until a route is found, no data can be sent. If the route discovery process is not quick enough, the TCP sender may timeout, causing it to enter the slow start phase.
If an RTS-CTS mechanism is employed at the link layer, link utilization may be as low as one in four hops. Consider the 10-node string connection shown in Figure 3 . The dotted circles denote the approximate interference range of each transmission. A transmission from node 1 interferes with node 3, which cannot simultaneously communicate with node 4. Similarly, a transmission by node 4 may cause may not be useful.
For analysis purposes, consider a 6-hop connection with maximum TCP congestion window set to 8 packets. During the 120s simulation period, 1179 packets were successfully received by the TCP receiver. However, the TCP sender sent out 1278 data packets, so that 98 packets, or 7.7 percent, are dropped during transmission. At the same time, 38 out of 1179 TCP ACK packets were dropped. In TCP Reno, with fast recovery mechanism, when a packet loss is detected, the congestion window is halved. Consecutive packet loss can reduce the congestion window sharply. The 7.7 percent packet loss rate causes the congestion window to change frequently, This explains the observed oscillation in throughput. Within 120 seconds simulation period, we also observe that route failure is triggered 21 times. We believe route failures to be the primary cause of the long pauses in TCP throughput observed.
Let us now compare the above connection with the maximum TCP congestion window reduced to 4 packets. During the simulation time, only 45 out of 1275 TCP data packets, or 3.5 percent, are dropped. The route failure event occurs only 5 times. These figures are significantly lower than that in the previous case. Thus, the resulting oscillation in throughput is significantly reduced.
Given the above results, it is clear the problem results from interaction between TCP and 802.11 protocol. When TCP increases its congestion window and sends out more packets, the probability of link layer collision(s) and transmission failures increases. Frequently, this leads to link failures at MAC sublayer, route failure at the network layer, and timeout at TCP sender. At the very least, TCP reduces the congestion window by half in reacting to every packet loss. When the congestion window is small, fewer packets are sent out to the medium, and the probability of failures at MAC sublayer is low. This explains why we see stable throughput if the TCP congestion window is limited to a small value, and oscillations otherwise.
Retry limit in 802.11 MAC
We have observed that if a response to a frame transmission is not received after the specified number of retries, the packet is dropped and link breakage reported. Also, the node drops all the packets destined to the same node in its IFQ. In our simulations, all nodes are static, so all packet drops are due to collision with neighboring nodes. Under the above scenario, an improvement for MAC protocol would be to let the sender retransmit an increased number of times. Therefore, if we increase the retry limit, we expect to reduce the chances of a packet being dropped at the link layer. Furthermore, we expect a reduction in the number of route failures and oscillatory behavior. In many cases such an improvement will also increase overall throughput.
In this section we look into the effects of increasing the MAC protocol's retry limit. We increase the retry limit for short frames from 7 to 14 and for long frames from 4 to 10. We repeat our earlier experiments for 6 and 12 hop connections. Figure 4 shows the experimental results for variation in throughput with these parameters. Compared with Figures 2(c) and 2(d), we find much lower throughput oscillation than with retry limits 7 and 4. The aggregated throughput is also increased. For example, for the 6-hop connection, total packets received increases from 1179 to 1396, which a 18 percent increment. For a 12-hop connection, the throughput improves by 39 percent, with total packets received increasing from 896 to 1243. The current retry limits appear to be reasonable for wireless LANs with a base station, as every node is within the interference range of all other nodes. With a low retry limit, the node can detect link breakage early. If the retry limit is too high, it could end up wasting resources as a link failure due to mobility will take longer to be detected. Another drawback of a high retry limit is that the transmission of other packets in the link layer queue (IFQ) is delayed due to the FIFO scheduling of IFQ. Overall, this results in longer end-to-end delays. In many cases in multi-hop wireless networks, the cost of unnecessary packet drop may far outweigh the drawbacks of higher retry limits. This would be especially true in a low mobility situation. Thus, one of the possible ways to improve throughput of TCP based applications is by increasing the MAC protocol retry limit.
Capture effect at the MAC layer
Previous studies [18, 19] show that IEEE 802.11 MAC suffers from a severe channel capture effect, causing an unfairness problem. Channel capture stems from the binary exponential back-off mechanism of the 802.11 MAC protocol. Binary exponential back-off favors the last successful node. The capture effect causes the most active connection to dominate the shared channel. Thus, when several TCP connections share the bandwidth, the connections starting early or more heavily loaded ones may have a higher probability of capturing the channel. In our simulations we studied this effect for two connections that share a single intermediate node. The topology is shown in Figure 5 . Connection 1 is from node 0 to node 6, and connection 2 is from node 10 to node 15. Our simulations suggest that under heavy load conditions starting early cannot guarantee that a connection will dominate the shared channel. Even if one connection has much higher data rate than the other, it may not dominate the channel under certain conditions. The length of the connection has more prominent effect on capturing the channel. A short connection (in hops) tends to dominate over longer connections and captures more bandwidth. Figure 6 compares the overall throughput of the two crossed connections. In the simulation, the two TCP connections have the same load and the congestion window was not limited, which means that it can increase to the default maximum value specified by TCP protocol. The first connection starts early, and we simulate the scenarios where the second connection starts from 3 seconds to 25 seconds later than the first connection. The simulation time is set to 120 seconds. The duration of the second TCP connection is smaller than the first. If the channel is evenly shared between the two connections, we would expect to see connection 1 having a larger aggregate throughput than connection 2 in all scenarios. However, the results show that even if connection 2 starts later and runs a shorter time, it too has a chance to capture the shared channel.
In Figure 6 , we notice that in some situations, connection 2 is completely dominated by connection 1, but in other situations, connection 2 gets more bandwidth than connection 1. In our experiments, all the parameters of the two connections are identical, except for their start times. So the difference in the throughput distribution is affected only by the start time of connection 2. The TCP receives data at a constant bit rate from the application. We simulate heavy load conditions, i.e., TCP has packets to send at all times. Thus, if there is no contention from other flows, every TCP connection will attempt to exhaust the available bandwidth at all times. In the simulation topology, the only node shared by the two connections is node 3. Whether connection 2 is able to capture the channel or not is determined by the state of connection 1 when connection 2 starts. This state includes the current TCP congestion window size for connection 1 and the value of back off timers at the shared node and nearby nodes. If connection 1 is in a slow start phase, and has a small congestion window, connection 2 will have a high probability of capturing the shared channel at the intersecting node. Such a scenario can occur when there are only a small number of packets for connection 1 in transit, i.e. connection 1 does not use all available bandwidth at the shared node. If connection 1 has a large congestion window at the time when connection 2 starts transmission, more packets from connection 1 will be in transit. Thus, connection 2 has little chance of interrupting it and capturing the shared channel instead. Connection 1 will increase its congestion window until packet loss occurs. At this point, TCP decreases the congestion window sharply (by half). This will permit another connection to get the shared channel. Thus, TCP's congestion window oscillates continuously. The to- tal throughput of connection 2 shows some randomness depending on the network conditions when it starts. In some extreme cases, one connection can completely dominate the other.
The length (in hops) of the connection plays a more important role in determining the TCP throughput than the connection start time and traffic load. Consider two TCP connections that have same traffic load (heavily loaded in this case) but connection 2 being shorter than connection 1. The shorter (in hops) connection (2) captures the shared channel in most of the cases independent of the starting times.
Our experimental results are shown in Figure 7 . Figure 7(a) is for two connections carrying the same data rate of 50kb/s but of different lengths. The first connection (1) is from node 0 to node 6 while the second connection (2) is from node 11 to node 14. Connection 2 is only 4 hops long and thus, shorter than connection 1. Again, only node 3 is shared by the two connections. Comparing these results with those in to Figure 6 , we observe that connection 2 dominates the shared channel in all cases. In a second experiment, we set different data rate for the two connections. Connection 1 has a data rate 20kbps, while connection 2 has a data rate of 10kbps, which is only half the rate of connection 1. Furthermore, connection 1 starts earlier than connection 2. However, the results in Figure 7 (b) show that even when connection 2 has a lower rate and lasts for a shorter duration than connection 1, its overall throughput is still larger than that of connection 1.
The above results can be explained by noting that connection 2 has a smaller round trip time (RTT) value than connection 1. A short RTT value means successfully received data packets can be acknowledged faster, and the TCP congestion widow also grows quickly. So the packets from the short connection pass the shared node more frequently, and the short connection has a better chance at capturing the shared medium. The capture effect is more pronounced as the difference between the lengths of two connections increases. If there is a very short connection near by, a long connection can be completely dominated, even if the short connection does not have a node shared with the long connection. Such a scenario can occur when one of the nodes along the short connection is in the inter- ference range of the long connection. Figure 8 shows such an example. Connection 1 is 6 hops long, from node 0 to node 6, while connection 2 is from node 13 to node 15, which is only 2 hops in length. Although connection 1 starts earlier, as soon as connection 2 starts, its throughput reduces to zero until connection 2 stops. The results of the experiment are shown in Figure 9 . In Figure 9 (a), connection 1 starts first and maintains a stable throughput when it is the only data flow in the network. As soon as connection 2 starts at 20th second and captures the channel after that, as shown in Figure 9 (b), connection 1 stops completely, It resumes when connection 2 finishes its transmission.
TCP packet size
During a transmission, nodes within the interference range are "captured", i.e, they cannot respond to any communication requests or transmit. The duration of such a capture period is determined by the length of the data packet being transmitted. Nodes in the network that attempt to communicate with the captured nodes will infer the link to be broken after certain number of attempts. The duration between successive retransmissions is governed by the exponential back-off algorithm in IEEE 802.11 protocol. Thus, larger packet size can lead to increased link failures at MAC layer. Similarly, a small packet size can reduce duration of capture, resulting in frequent opportunities for channel access. However, a small packet size also increases the control overhead and can increase collisions at the link layer. In this section we examine the trade-off between increasing the packet size and the corresponding increase in false link failures.
We observe the variation in TCP throughout with packet size. The simulations are conducted for a single TCP connection on a string topology. For multiple connections, aggregate throughput can become biased by the shorter (in hops) connection's throughput. The results for 6-hop, 9-hop and 12-hop TCP connections are shown in Figure 10 . The bytes received by TCP receiver is compared with the bytes sent by the TCP sender.
From the results it is evident that the fraction of packets delivered successfully decreases with the increase in packet size. This is an expected result. Increasing the packet size increases the throughput till a certain threshold. For a short (in hops) connection this threshold occurs around 1000 bytes. Beyond this threshold, the gains of sending a larger packet are largely offset by the increase in false link failures. As we increase the hop-length of a TCP connection, any transmission potentially faces more interference. Thus, increasing the length of the connection will increase the probability of link failures at MAC layer.
We observe that for the longer connections (9 and 12 hops) there is a decrease in throughput after the threshold. This largely due to the increase in false link failures cause by increased interference. The link failure and the packet loss reduce the TCP window size, which in turn reduces the overall throughput. This decrease cannot be compensated by the corresponding throughput increase due to larger packet size. We also observe that for longer path lengths, beyond the threshold there is an oscillatory behavior in TCP throughput. This is due to the fact that for longer paths the link failures occur randomly. These random link failures and the associated packet drops stifle the TCP sender's congestion window. Thus, we do not see a steadily decreasing trend in TCP throughput with packet size beyond the threshold.
During the transmission of a 1000-byte data packet a node within the interference range may receive 2 to 3 RTS packets. This follows from the default values for the slot duration, contention window used by binary exponential algorithm and the data transmission rate at the physical layer specified in the IEEE 802.11 standards. The node may not be able to respond to any of these RTS packets. If such a node cannot obtain the channel for the duration of two successive data packet transmissions by other nodes, it will still not infer a link failure as the number of retransmission attempts is below the retry limit of 7. However, when the packet size is 1400 bytes, a node within the interference range of a transmission may receive up to 4 RTS packets. In this case, medium capture by two successive packet transmissions will trigger a link failure. Thus, depending on the network topology and traffic conditions there is likely to be a threshold for TCP packet size, beyond which link failures due to interference become more probable. This also explains why increasing the retry limit in the IEEE 802.11 MAC protocol improves performance.
Conclusion
Our work focuses on TCP and IEEE 802.11 MAC parameters that affect performance in a multi-hop wireless environment. Our simulations and analysis show that both IEEE 802.11 MAC protocol and TCP contribute to the performance degradation when they are coupled.
The fundamental cause of degradation is the occurrence of false link failures at the MAC layer. An aggressive TCP sender causes an increased contention at the MAC layer which results in increased link failures. We show that the default value for the maximum TCP congestion window is too high. Our analysis shows that using a lower limit, which is a function of the number of hops in the TCP connection, provides better performance.
The IEEE 802.11 MAC protocol mandates a certain number of retransmission attempts for failed packets. Our simulations show that the default values suggested for these attempts are not optimal. The optimal values are a function of traffic load as well as mobility. For a static topology or a low mobility environment, increasing the retransmission limits results in significant improvement in performance. For a highly mobile environment, such an increase will result in increased delay in link failure detection.
We investigated the effects of the link failures when 2 TCP connections share an intermediate node. We observe that in such a case the throughput achieved by the TCP connection is primarily dependent on its hop-length relative to the other TCP connection. In the presence of a short hoplength connection, the longer connection does not get much bandwidth.
We observe the effect of TCP packet size on the overall throughput. We find that an increase in packet size reduces the fraction of packets delivered successfully. It also increases the interference related link failures and packet drops. However, larger packets provide better channel utilization. Thus, we find that there is a trade-off involved. We explore this trade-off and find that there is threshold packet size for TCP connections. Increasing packet size beyond this threshold results in degradation in throughput. The threshold is dependent on the path length as interference increases with number of hops.
Future work
Our work indicate that further work is necessary to make TCP and IEEE 802.11 MAC protocols compatible in a multi-hop environment. For the MAC protocol, timers and queue scheduling, and their interplay with TCP's back off schemes need further investigation. For TCP, congestion control mechanism needs more refinement when coupled with IEEE 802.11 MAC in a multi-hop wireless network.
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