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Structure-Exploiting Interior Point Methods
Juraj Kardoš, Drosos Kourounis, and Olaf Schenk
Abstract Interior point methods are among the most popular techniques for large-
scale nonlinear optimization, owing to their intrinsic ability of scaling to arbitrarily
large problem sizes. Their efficiency has attracted, in recent years, a lot of attention
due to increasing demand for large-scale optimization in industry and engineer-
ing. General purpose nonlinear programming solvers implementing interior point
methods provide a generic framework that embraces almost every optimal control
problem provided that the nonlinear functions are smooth and that their first and pos-
sibly the second derivatives are also available. However, a large class of industrial
and engineering problems possesses a particular structure motivating the develop-
ment of structure-exploiting interior point methods. We present an interior point
framework that exploits the intrinsic structure of large-scale nonlinear optimization
problems, with the purpose of accelerating the solution both for single-core or multi-
core execution and massively parallel high-performance computing infrastructures.
Since the overall performance of interior point methods relies heavily on scalable
sparse linear algebra solvers, particular emphasis is given to the underlying algo-
rithms for the distributed solution of the associated sparse linear systems obtained at
each iteration from the linearization of the optimality conditions. The interior point
algorithm is implemented in an object-oriented parallel solver and applied for the
solution of large-scale optimal control problems solved on a daily basis for the secure
transmission and distribution of electricity in modern power grids.
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1 Introduction
Interior point (IP) methods have became a successful tool for solving the nonlinearly
constrained optimal control problems. Their origin can be traced back to 1984 when
Karmarkar [10] announced a polynomial time linear program that was consider-
ably faster than the most popular simplex method to date. Furthermore, IP methods
can also be applied to quadratic and other nonlinear programs, unlike the simplex
method which can be applied only to linear programming. The main advantages of
the IP methods lie in the convenience they offer for handling nonlinear inequality
constraints using logarithmic barrier functions, so that a strictly feasible initial point
is unnecessary. Another advantage of IP methods is that they are applicable to large-
scale problems and allow for a variety of different direct sparse or iterative solution
methods for the underlying linear systems solved at each iteration until convergence.
Since different sparse system solvers can be plugged in with ease, large-scale struc-
tured problems can be solved by exploiting parallel computing infrastructures.
An example of successful application of the IP methods is the class of problems
known as the optimal power flow (OPF). OPF is a nonlinear, nonconvex, large-scale
optimization problem with the objective of minimizing the electricity generation
cost while satisfying the physical constraints of the electric grid. The security con-
strained OPF (SCOPF) is an extension of the OPF problem that additionally ensures
the system security with respect to a set of postulated contingencies. The SCOPF has
become an essential tool for many transmission system operators for the planning,
operational planning, and real time operation of the power system. An increase of the
number of considered contingencies requires the introduction of additional variables
and constraints, which in turn results in a significant problem size growth, rendering
the solution computationally intractable for standard general purpose optimization
tools. The structure of the SCOPF problems is appropriate for the parallel structure
exploiting IPmethods,where each contingencycorresponds to a separate partition on
the linear level. The nonlinear IP framework leverages the bordered block-diagonal
sparse structure specific to these optimal control problems by applying a Schur
complement elimination on a block-per-block basis in order to exploit parallelism
intrinsic to sparse block-diagonal structures by distributing the block contributions
to the global Schur complement. In this way, the solution of the large-scale optimiza-
tion problems can be approached more efficiently, as demonstrated in [19]. Similar
structures arise also in the multistage stochastic optimal control problems [3, 16],
multiperiod OPF problems (MPOPF) [11], dynamic simulations of the power grid
[6], or problems such as natural gas dispatch [3].
This overview summarizes the algorithmic improvements in the recent years that
have significantly advanced IP methods. The focus is on parallel implementations
demonstrated on problems arising from the optimal control of the power grid. The
presented primal-dual IP method is based on the IPOPT algorithm [21, 23].
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1.1 Notation
Throughout we adopt the following notation. Scalar values are denoted by lowercase
letters x in normal font, while vector objects are represented by bold lowercase letters
x. The vector e is a vector of ones with an appropriate dimension. If not specified
otherwise, column vectors are assumed. Similarly, scalar functions are represented
by a lowercase letter f , while vector functions are shown in bold lowercase f .
Concatenation of column vectors (x
⊺
1
, x
⊺
2
, . . .)
⊺
will be denoted by (x1, x2, . . .). The
elementwise product of two vectors x, y will be denoted by xy, while x
⊺
y stands for
the inner product of the two vectors. Matrices are represented by uppercase letters;
for general (sparse) matrices we use bold fonts X while we will use normal font to
distinguish diagonal matrices X . Sets will be represented by a calligraphic fontX or
uppercase Greek letters.
2 IP Algorithm
Definition 1 A general nonlinear programming (NLP) problem is formulated as a
minimization problem
minimize
x
f (x) (1a)
subject to cε(x) = 0, (1b)
cI(x) ≥ 0, (1c)
x ≥ 0, (1d)
where x ∈ RNx , the objective function f is a mapping f : RNx → R, the constraints
cε : R
Nx → RNε and cI : R
Nx → RNI are assumed to be sufficiently smooth,
with continuous second order derivatives, and Nx > Nε, NI , where Nε, NI are the
number of equality and inequality constraints, respectively.
Definition 2 The feasible set Ω is a set of points x that satisfy the constraints of the
NLP problem (1); that is
Ω = {x ∈ RNx | cε(x) = 0, cI(x) ≥ 0, x ≥ 0}. (2)
Definition 3 The active set at any feasible point x is a set of inequality constraints
indices, for which the equality constraint holds; that is, A(x) = {i | ci
I
(x) = 0}.
Definition 4 Given the solution of the NLP problem x∗ and the active set A(x∗),
the linear independence constraint qualification (LICQ) holds if the set of active
constraint gradients {∇ciε(x
∗), i = 1 . . . Nε ; ∇c
j
I
(x∗), j ∈ A(x∗)}, is linearly
independent.
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The NLP problem (1) can be transformed into the equivalent problem formulation
where the inequality constraints are converted to equality constraints by introducing
the slack variables s ∈ RNI with additional nonnegativity bounds s ≥ 0. The NLP
problem can be written as
minimize
x
f (x) (3a)
subject to cε(x) = 0, (3b)
cI(x) − s = 0, (3c)
(x, s) ≥ 0. (3d)
Definition 5 The Lagrangian for the NLP problem (3) is defined as
L(x, s, λε,λI,λx,λs) = f (x) + λ
⊺
ε cε(x) + λ
⊺
I(cI(x) − s) − λ
⊺
x x − λ
⊺
s s. (4)
The vectors λε,λI,λx , and λs are the Lagrange multipliers associated with the
equality, original inequality, and the bound constraints on the primal and slack vari-
ables. This allows us to state the Karush–Kush–Tucker (KKT) first-order necessary
conditions for the NLP problem (3) which characterize the solution.
Theorem 1 Suppose that x∗ is a local solution of the NLP problem (3) and that the
LICQ holds at x∗. Then there exist Lagrange multiplier vectors λ∗ε ∈ R
Nε , λ∗I ∈
R
NI ,λ∗x ∈ R
n and λ∗s ∈ R
NI , (λ∗x, λ
∗
s) ≥ 0, such that the following conditions are
satisfied at (x∗, s∗, λ∗ε,λ
∗
I, λ
∗
x,λ
∗
s):
∇x f (x
∗) + ∇x cε(x
∗)
⊺
λ
∗
ε + ∇x cI(x
∗)
⊺
λ
∗
I − λ
∗
x = 0, (5a)
−λ∗I − λ
∗
s = 0, (5b)
cε(x
∗) = 0, (5c)
cI(x
∗) − s∗ = 0, (5d)
λ
∗
x x
∗
= 0, (5e)
λ
∗
s s
∗
= 0, (5f)
(x∗, s∗) ≥ 0. (5g)
The conditions (5a) and (5b) are referred to as dual feasibility, (5c), (5d) as primal
feasibility, and (5f), (5e) as complementarity conditions. The point x∗ satisfying the
KKT conditions is called a stationary, or critical, point. In order to ensure that any
stationary point x∗ is indeed an optimal (local) solution of the NLP problem (3), the
second-order sufficient conditions are needed.
Theorem 2 Let x∗ be a point at which LICQ holds, the KKT conditions are satisfied,
and strict complementarity holds for the active inequality constraints. Then, the
point x∗ satisfies the second-order sufficient conditions for the NLP problem (3) if
the Hessian of the Lagrangian ∇2xxL(x
∗, s∗, λ∗ε, λ
∗
I,λ
∗
x,λ
∗
s) projected onto the null
space of the constraint Jacobian is positive definite.
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In practice, the second-order conditions are guaranteed by monitoring the inertia of
the iteration matrix, which is further elaborated in section 2.3. Proofs of Theorems 1
and 2 can be found in classic optimization textbooks, e.g., [15, 25]. If the active set at
the solution of the NLP problemwas known, we could apply a Newton-class method
directly to the linearization of the KKT conditions. However, the identification of the
active set is known to be an NP-hard combinatorial problem for which, in the worst
case, the computation time increases exponentially with the size of the problem.
Therefore, many solution strategies adopt an IP approach, introducing a barrier
subproblem where the nonnegativity bounds on the variables and slacks (x, s) ≥ 0
are handled by the standard logarithmic barrier function, which is, in fact, a penalty
term penalizing the iterates that approach the boundary of the feasible region.
Definition 6 The barrier subproblem (BSP) reads:
minimize
x,s
f (x) − µ
n∑
i=1
log(xi) − µ
NI∑
i=1
log(si) (6a)
subject to cε(x) = 0, (6b)
cI(x) − s = 0. (6c)
Under certain conditions the solution x∗ of the BSP (6) converges to the solution of
the original NLP problem (1) as µj ↓ 0. Consequently, a strategy to solve the original
NLP problem is to solve a sequence of the BSPs decreasing the barrier parameter µj .
The solution of each iterate is not relevant for the solution of the original problem,
so it can be relaxed to a certain accuracy and such an approximate solution is used
as a starting point for the next BSP. The strategy for updating the µ parameter and
thus switching to the next BSP is discussed later in section 2.4.
The solutions of the barrier problem (6) are critical points of the Lagrangian
function
L(x, s,λε, λI) = f (x) − µj
Nx∑
i=1
log(xi) − µj
NI∑
i=1
log(si) (7)
+ λ
⊺
ε cε(x) + λ
⊺
I(cI(x) − s).
Formulating and solving the optimality conditions of (7) directly would lead to
singularities, since the derivatives of the barrier terms involve the fractions
µ
xi
and
µ
si
, which are not defined at the solution x∗, s∗ of the NLP problem (1) when active
bounds x∗
i
= 0 or s∗
i
= 0 are attained. Primal-dual IP methods [5, 9] define the dual
variables z and y as
zi =
µ
xi
, i = 1, 2, . . . , Nx, (8a)
yi =
µ
si
, i = 1, 2, . . . , NI . (8b)
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From the definition of the dual variables it follows that zi =
µ
xi
> 0; therefore,
zixi = µ ∀i = 1, . . . , Nx . Similarly, yisi = µ, yi > 0 ∀i = 1, . . . , NI . The optimality
conditions of the BSP (6), considering also the dual variables (8), are written
∇x f (x
∗) + ∇x cε(x
∗)
⊺
λ
∗
ε + ∇x cI(x
∗)
⊺
λ
∗
I − z
∗
= 0, (9a)
−λ∗I − y
∗
= 0, (9b)
cε(x
∗) = 0, (9c)
cI(x
∗) − s∗ = 0, (9d)
z∗x∗ = µe, (9e)
y∗ s∗ = µe, (9f)
(x∗, s∗) ≥ 0. (9g)
Note that the dual variables z, y correspond to the Lagrange multipliers λx and λs
for the bound constraints. The KKT conditions of the BSP (9) are equivalent to
the perturbed conditions (5) of the original NLP problem (3), except for the strict
positivity of the dual variables (z, y) > 0. The primal-dual equations then become
la := ∇x f (x) + J
⊺
ελε + J
⊺
IλI − z = 0, (10a)
lb := − λI − y = 0, (10b)
lc := cε(x) = 0, (10c)
ld := cI(x) − s = 0, (10d)
le := Zx − µe = 0, (10e)
l f := Y s − µe = 0, (10f)
where the Jacobian of constraints is written as Jε = ∇x cε(x) and JI = ∇x cI(x).
The diagonal matrices X, S, Z,Y are defined as X = diag(x), S = diag(s), Z =
diag(z), and Y = diag(y).
Linearizing the primal-dual equations and solving them by applying Newton’s
method starting from an arbitrary value of the barrier parameter µmay result in slow
convergence or poor conditioning of the associated KKT systems. Following the
central path ensures that certain favorable conditions for theKKTsystems and primal-
dual variables are satisfied and descent directions can be obtained with reasonable
accuracy.
Definition 7 The central path C is an arc of strictly feasible points of the BSP
problem (6), C = {(xµ, sµ, λ
µ
ε, λ
µ
I
, zµ, yµ) | µ > 0}, such that (xµ, sµ,λ
µ
ε,λ
µ
I
, zµ, yµ)
is a solution of the BSP problem for every value of µ > 0. Points on the central path
are characterized by the first-order KKT conditions (10).
Definition 8 The duality measure τ is an average pairwise complementarity value
xizi and siyi ,
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τ =
x
⊺
z + s
⊺
y
Nx + NI
. (11)
The barrier parameter µ is usually chosen proportionally to the duality measure
and the centering parameter σ ∈ [0, 1], such that µ = τσ. By choosing σ = 1 the
algorithm moves toward the central path C. Such a step is biased toward the interior
of the feasible region defined by the constraints (z, x) > 0, (y, s) > 0. At the other
extreme, the value σ = 0 results in the standard Newton step aiming to satisy the
KKT conditions (5). Many algorithms use intermediate values of σ from the open
interval (0, 1) to trade off between the two objectives of reducing dualitymeasure and
improving centrality. A strategy for selecting the centering parameter is discussed
later in sections 2.4.2 and 2.4.3.
Remark 1 The treatment for general box constraints xmin ≤ x ≤ xmax and general
upper and lower bounds on the nonlinear constraints cmin
I
≤ s ≤ cmax
I
requires the
addition of modified logarithmic barrier terms
B(x, xmin, xmax) = −µj
Nx∑
i=1
log(xi − x
min
i ) − µj
Nx∑
i=1
log(xmaxi − xi), (12)
B(s, cminI , c
max
I ) = −µj
NI∑
i=1
log(si − c
min
Ii ) − µj
NI∑
i=1
log(cmaxIi − si). (13)
The dual variables for i = 1, 2, . . . , Nx are defined by
zLi =
µ
xi − x
min
i
, zUi =
µ
xmax
i
− xi
, (14)
while for the constraints the dual variables are defined by
y
L
i =
µ
si − c
min
Ii
, yUi =
µ
cmax
Ii
− si
. (15)
2.1 Search Direction Computation
Since the solution of the barrier problem (6) satisfies the perturbed KKT conditions
(10), Newton’s method may be applied to solve the system of nonlinear equations.
The search direction (∆xk,∆sk,∆λkε,∆λ
k
I,∆z
k,∆yk) at the kth iteration can be
obtained from the linearization of (10) at the iterate (xk, sk,λkε,λ
k
I, z
k, yk), resulting
in a system of linear equations
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
H 0 J
⊺
ε J
⊺
I
−I 0
0 0 0 −I 0 −I
Jε 0 0 0 0 0
JI −I 0 0 0 0
Z 0 0 0 X 0
0 Y 0 0 0 S

k 
∆x
∆s
∆λε
∆λI
∆z
∆y

k
= −

la
lb
lc
ld
le
l f

k
, (16)
where H = ∇2xxL. The system (16) is clearly unsymmetric. A symmetric system
can be obtained after eliminating the last two block rows:

H˜ 0 J
⊺
ε J
⊺
I
0 Ls 0 −I
Jε 0 0 0
JI −I 0 0

k 
∆x
∆s
∆λε
∆λI

k
= −

la + X
−1 le
lb + S
−1l f
lc
ld

k
, (17)
where H˜ = H + X−1Z and Ls = S
−1Y . The directions ∆zk and ∆yk can then be
recovered from the equations
∆zk = −X−1(le + Z∆x
k), (18)
∆yk = −S−1(l f + Y∆s
k). (19)
For a robust algorithm it is crucial to obtain highly accurate search directions.
Most of the burden is shifted to the sparse linear solver, where techniques such as fill-
in minimization reordering, symmetric scaling vectors, matching, and pivoting can
provide substantial improvement to the solution accuracy. Additional improvement
can be achieved by performing iterative refinement using the unsymmetrical version
KKT linear system of form (16). It is possible to further reduce the KKT system by
eliminating the slack variables s. The system (17) can be permuted to the structure
with the diagonal block Ls in the lower right corner,

H˜ J
⊺
ε J
⊺
I
0
Jε 0 0 0
JI 0 0 −I
0 0 −I Ls

k 
∆x
∆λε
∆λI
∆s

k
= −

la + X
−1 le
lc
ld
lb + S
−1l f

k
. (20)
Since the block Ls is a diagonal matrix, the reordered system (20) can be trivially
reduced by computing the Schur complement with respect to the 3 × 3 block in the
upper left corner, as illustrated in Figure 1,

H˜ J
⊺
ε J
⊺
I
Jε 0 0
JI 0 0

k
−
[
0 0 −I
]⊺
(Lks )
−1 [
0 0 −I
]
. (21)
The additional elimination, compared to [17, 16], further reduces the memory re-
quirements and computation time due to the smaller amount of factorization fill-in.
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Fig. 1: Structure of the KKT system (17), reordered according to (20), and the
structure of the reduced KKT with the slacks removed (22).
Such an elimination, however, can be performed only for the nonzero elements of
Lks sufficiently away from zero in order to avoid the ill-conditioning of the reduced
system. The reduced linear system that needs to be solved now has the structure

H˜ J
⊺
ε J
⊺
I
Jε 0 0
JI 0 −L
−1
s

k 
∆x
∆λε
∆λI

k
= −

la + X
−1 le
lc
ld + L
−1
s (lb + S
−1l f )

k
(22)
and the eliminated slack variables can be recovered by solving
Lks∆s
k
= −lkb − S
−1
k l
k
f + ∆λ
k
I . (23)
2.2 Backtracking Line-Search Filter Method
After the successful computation of the search direction from (17) and (18) the step
sizes αk, α
z
k
∈ (0, 1] need to be determined in order to obtain the next iterate:
xk+1 = xk + αk∆x
k, (24)
sk+1 = sk + αk∆s
k, (25)
λ
k+1
ε = λ
k
ε + αk∆λ
k
ε, (26)
λ
k+1
I = λ
k
I + αk∆λ
k
I, (27)
zk+1 = zk + αz
k
∆zk, (28)
yk+1 = yk + αz
k
∆yk . (29)
Different step sizes for the primal and dual variables is commonly employed to
prevent unnecessarily small steps in either variables and delay the convergence to
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the optimal. A first candidate step length is chosen such that the strict positivity of
x, s, and z is preserved, since it needs to hold both in the solution of the barrier
problem (6) and also in every iteration, which is necessary in order to evaluate the
barrier function. This is accomplished by the fraction-to-the-boundary rule, which
identifies the maximum step size αk, α
z
k
∈ (0, 1], such that
αmaxk = max
(
α ∈ (0, 1] : xk + α∆xk ≥ (1 − τ)xk
)
, (30)
αz
k
= max
(
α ∈ (0, 1] : zk + α∆zk ≥ (1 − τ)zk
)
, (31)
where τ ∈ (0, 1) is a function of the current barrier parameter µj . The step size for the
dual variables αz
k
is used directly, but in order to ensure global convergence the step
size αk ∈ (0, α
max
k
) for the remaining variables is determined by a backtracking line-
search procedure, exploring a decreasing sequence of trial step sizes αi
k
= 2−iαmax
k
for i = 0, 1, 2, . . ..
The variant of the backtracking line-searchfilter method [8] used in IPOPT is based
on the idea of a biobjective optimization problem with the two goals (i) minimizing
the objective function
ϕµj (x, s) := f (x) − µj
n∑
i=1
log(xi) − µj
NI∑
i=1
log(si), (32)
and (ii) minimizing the constraint violation
θ(x, s) := ‖ (cε(x), cI(x) − s) ‖1. (33)
A trial point xk(αi
k
) := xk+αi
k
∆xk and sk(αi
k
) := sk+αi
k
∆sk during the backtracking
line search is considered to be acceptable, if it leads to sufficient progress toward
either goal compared to the current iterate. The emphasis is put on the latter goal,
until the constraint violations satisfy a certain threshold. Afterwards, the former
goal is emphasized and reduction in the barrier function is required, accepting only
iterates satisfying the Armijo condition.
Definition 9 The filter F is a set of ordered pairs containing a constraint violation
value θ and the objective function value ϕ, such that
F ⊆ {(θ, ϕ) ∈ R2 : θ > 0}. (34)
The algorithm also maintains a filter Fj for each BSP j for which the µj is fixed.
The filter Fj contains those combinations that are prohibited for a successful trial
point in all iterations within the jth BSP. The filter is initialized so that the algo-
rithm will never allow trial points to be accepted that have a constraint violation
larger than θmax. During the line search, a trial point xk(αi
k
), sk(αi
k
) is rejected
if (θ(xk(α
i
k
), sk(αi
k
)), ϕµj (x
k(αi
k
), sk(αi
k
))) ∈ Fj . After every iteration, in which
the accepted trial step size does not satisfy the two objectives of the backtracking
linesearch, the filter is augmented. This ensures that the iterates cannot return to
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the neighborhood of the unsatisfactory iterates. Overall, this procedure ensures that
the algorithm cannot cycle, for example, between two points that alternate between
decrease of the constraint violation and the barrier objective function.
In cases when it is not possible to identify a satisfactory trial step size, the
algorithm reverts to a feasibility restoration phase. Here, the algorithm tries to find
a new iterate which is acceptable to the current filter, by reducing the constraint
violation with some iterative method. Note that the restoration phase algorithm
might not be able to produce a new iterate for the filter line-search method, for
example, when the problem is infeasible.
2.3 Inertia Correction and Curvature Detection
Definition 10 The inertia of a square matrix is defined as the ordered triplet
(n+, n−, n0) ∈ {N ∪ 0}
3, where the terms denote the number of positive, negative,
and zero eigenvalues, respectively.
In order to guarantee descent properties for the line-search procedure, it is nec-
essary to ensure that the Hessian matrix projected on the null space of the con-
straint Jacobian is positive definite (see Theorem 2). Also, if the constraint Jacobian
does not have full rank, the iteration matrix in (17) is singular, and the solution
might not exist. These conditions are satisfied if the iteration matrix has the inertia
(Nx + NI, Nε + NI, 0). The sizes correspond to the size of the Hessian block (with
respect to both primal variables x and the slack variables s) and the Jacobians of
the equality and inequality constraints. If the inertia is not correct, the iteration
matrix needs to be modified. In IPOPT implementation, the diagonal perturbations
δw, δc ≥ 0 are added to the Hessian (17), such that
H˜ + δw I 0 J
⊺
ε J
⊺
I
0 Ls + δw I 0 −I
Jε 0 −δc I 0
JI −I 0 −δc I

. (35)
The system is refactorized with different trial values of δw, δc until the inertia is
correct. The inertia of the iteration matrix is readily available from several sparse
indefinite linear solvers, such as PARDISO [20]. In case the correct inertia cannot be
achieved, the current search direction computation is aborted and the algorithm uses
a different objective function that does try to solely minimize the feasibility violation
(e.g., minimizing the constraints violation), ignoring the original objective function,
in the hope that the matrix has better properties close to the feasible points.
The inertia detection strategy focuses on the properties of the augmented iteration
matrix (17) alone and can discard search directions that are of descent but for which
the inertia of the augmented matrix is not correct. Furthermore, the inertia detection
strategymight requiremultiple factorizations of the iteration matrix and, because the
factorization is the most expensive step in the algorithm, computational performance
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can be greatly affected. Furthermore, the inertia estimates might vary, depending on
which linear solver is used or not be available at all. To bypass the need for the inertia
information, several authors suggest using the curvature test, e.g., [3] [4]:
d
⊺
kW k(δ) dk ≥ κd
⊺
k dk, κ > 0, δ ≥ 0, (36)
W k(δ) =
[
H˜ 0
0 Ls
]k
+ δI, dk =
(
∆xk, ∆sk
)
.
If the test is satisfied, the search direction is accepted; if it is not satisfied, the
regularization parameter δ is increased and a new search direction is computed
using the new regularized matrix.
Remark 2 While the curvature detection strategy usually requires more IP iterations
until convergence compared with the inertia detection, it may require fewer extra
factorizations. Overall, the solution time is less than that of the inertia detection
because significantly fewer regularizations are needed.
2.4 Barrier Parameter Update Strategy
The strategy of the barrier parameter update is an important factor influencing the
convergence properties, especially for difficult nonconvex problems. When solving
nonlinear nonconvex programming problems, it is of great importance to prevent
the iteration from failing. Different barrier parameter update strategies are discussed
here, including the monotone Fiacco–McCormick strategy [1] and an adaptive strat-
egy based on minimization of a quality function [14].
2.4.1 Monotone and Adaptive Strategies
Using the default monotone Fiacco–McCormick strategy, an approximate solution
to the barrier problem (6) for a fixed value of µ is computed, possibly iterating over
multiple primal-dual steps. Subsequently, the barrier parameter is updated and the
computation continues by solution of the next barrier problem, starting from the
approximate solution of the previous one. The approximate solution for the barrier
problem (6), for a given value of µj , is required to satisfy the tolerance
Eµ(x
j+1, s j+1,λ
j+1
ε , λ
j+1
I
, z j+1, y j+1) < κǫ µj (37)
for a constant κǫ > 0 before the algorithm continues with the solution of the next bar-
rier problem. The optimality error for the barrier problem is defined by considering
the individual parts of the primal-dual equations (10), that is, the dual feasibil-
ity (optimality), primal feasibility (constraint violations), and the complementarity
conditions,
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Eµ(x, s,λε,λI, z, y) = max
(
‖ la ‖∞, ‖ lb ‖∞, ‖ lc ‖∞, ‖ ld ‖∞, ‖ le‖∞, ‖ l f ‖∞
)
. (38)
In the monotone barrier update strategy, the new barrier parameter is obtained
from
µj+1 = max
(
ǫtol
10
, min
(
κµµj, µ
θµ
j
))
(39)
with constants κµ ∈ (0, 1) and θµ ∈ (1, 2). In this way, the barrier parameter is
eventually decreased at a superlinear rate. On the other hand, the update rule (39)
does not allow µ to become smaller than necessary given the desired tolerance
ǫtol, thus avoiding numerical difficulties at the end of the optimization procedure.
The monotone Fiacco–McCormick strategy can be very sensitive to the choice of
the initial point, the initial value of the barrier parameter, and the scaling of the
problem. Furthermore, different problems might favor strategies for selecting the
barrier parameter at every iteration of an IP method, that is, for every primal-dual
step computation. Adaptive strategies commonly choose µk+1 proportionally to the
duality measure for the kth iterate,
µk+1 = στk, (40)
where σ > 0 is a centering parameter and τ denotes the duality measure (11). The
adaptive strategies vary in how the centering parameter is determined. Two adaptive
strategies implemented in IPOPT are discussed next.
2.4.2 Mehrotra’s Predictor-Corrector
Mehrotra’s proposed a predictor-corrector principle [12] for computing the search
direction. The centering parameter is computed as the ratio between the duality
measure (11) in the current iterate and the iterate updated by the predictor step, con-
sidering the longest possible step sizes that retain the nonnegativity of the variables in
the barrier problem. If good progress in the duality measure is made in the predictor
step, the centering parameter obtained in this way is small, σ < 1; therefore, the µ
will be small in the next iteration. In other cases σ may be chosen to be greater than
1. This heuristic is based on experimentation with linear programming problems,
and has proved to be effective for convex quadratic programming.
2.4.3 Quality Function
The adaptive barrier update strategy based on the quality function, as suggested in
[14], is trying to determine the centering parameter by minimizing a linear approx-
imation of the quality function. The quality function is a measure defined by the
infeasibility norms in the current iterate updated by the probing search direction,
which is expressed as a function of the sought parameter σ. The minimization prob-
lem is solved by a golden bisection procedure on the specified (σmin, σmax) interval
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Fig. 2: Barrier parameter update strategies (left:monotone µ0 = 100; right: adaptive).
with a maximum of 12 bisections. The evaluation of the barrier update strategies on
both linear and nonlinear problems revealed superior performance of the adaptive
methods over the monotone strategy, both in terms of CPU time and number of IP
iterations. Although the results were more pronounced on the linear benchmarks,
significant improvements can be expected by using adaptive strategies, particularly
in applications where the function evaluation has the dominant cost [14]. Figure 2
depicts the convergencewith different barrier parameter update strategies. The value
of the barrier parameter µ over the iterations of the IP is shown for the two update
strategies. Feasibility, optimality and the objective function are shown as well. The
convergence tolerance for both benchmarks was set to tol = 0.01.
2.5 Problem Scaling and Convergence Criteria
Optimal control of realistic industrial and engineering problems, such as modern
power networks, multienergy carrier systems, the variables and constraints encoun-
tered, commonly involve different scales that usually differ by several orders of
magnitude. Sophisticated scaling is necessary to remedy problems related to estab-
lishing accurate stopping criteria, improving convergence deteriorated by unbalanced
direction vectors, and dealing with loss of accuracy of the descent direction compu-
tation due to bad conditioning of the associated KKT systems. In the ideal case, not
only the variables but also the functions should be scaled so that changing a variable
by a given amount has a comparable effect on any function which depends on these
variables or, in other words, so that the nonzero elements of the function gradients
are of the same order of magnitude. For this purpose, gradient-based scaling is com-
monly employed so that at the starting point the gradients are scaled close to one.
The scaling factors for the gradients are defined as
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s f = min(1, gmax/‖∇x f (x0)‖∞), (41)
s
(j)
g = min(1, gmax/‖∇x c
(j)
ε (x0)‖∞), j = 1 . . . Nε, (42)
s
(j)
h
= min(1, gmax/‖∇x c
(j)
I
(x0)‖∞), j = 1 . . . NI, (43)
for a given gmax > 0. If themaximumgradient is above this value, then gradient-based
scaling will be performed. Note that all gradient components in the scaled problem
are at most of size gmax at the starting point. The scaling factors are computed
only at the beginning of the optimization using the starting point and kept constant
throughout the whole optimization process.
Even if the original problem is well scaled, themultipliersλε,λI, z might become
very large, for example, when the gradients of the active constraints are (nearly)
linearly dependent at a solution of (1). In this case, the algorithm might encounter
numerical difficulties satisfying the unscaled primal-dual equations (17) to a tight
tolerance. The convergence criteria in (38), therefore, need to be scaled accordingly.
The scaled optimality error used to determine the convergence criteria is defined as
E0(x, s, λε,λI, z) = max
(
‖ la‖∞
s1
,
‖ lb ‖∞
s1
, ‖ lc ‖∞, ‖ ld ‖∞,
‖ le‖∞
s2
,
‖ l f ‖∞
s2
)
, (44)
where the scaling factors s1, s2 are defined as
s1 =
max
(
smax,
‖λε ‖1+ ‖λI ‖1+ ‖z ‖1+ ‖y ‖1
Nε+NI+Nx+NI
)
smax
, s2 =
max
(
smax,
‖z ‖1+ ‖y ‖1
Nx+NI
)
smax
. (45)
The overall IPOPT algorithm terminates successfully, if the NLP error for the
current iterate with µ = 0 in (44),
E0(x, s,λε, λI, z, y) ≤ ǫtol, (46)
becomes smaller than the user provided value ǫtol > 0, and if the individual criteria
according to dual, primal, and complementarity conditions in (44) are met. Each
criterion uses a separate, user provided tolerance value.
3 IP Methods for OPF Problems
Recent developments in modern power grids involve widespread deployment of in-
termittent renewable generation, embrace installation of a wide variety of energy
storage devices, as well as an increasing and widespread usage of electric vehicles.
These developments will motivate fundamental changes in methods and tools for
the optimal daily operation and planning of modern power grids. Operational deci-
sions taken by power system operators on a daily basis are commonly assisted by
repeatedly solving OPF problems, aiming to determine optimal operating levels for
electric power plants, so that the overall electricity generation cost is minimized,
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while at the same time it satisfies load demands imposed throughout the transmis-
sion grid and meets safe operating limits. In actual industrial operations the entire
distribution network needs to be optimized in real time, approximately every five
minutes according to several independent system operators to ensure variations in
load demand, renewable generation, and real-time electricity market responses to
electricity prices are accurately met.
3.1 Optimal Power Flow
The OPF problem seeks a solution that minimizes the cost of the electricity gen-
eration f , while satisfying the power flow balance, maximum power flow over the
transmission lines, and the bounds of the bus voltages and the generator limits. Con-
sider a power network with NB buses, NG generators, and NL transmission lines.
The bus voltage vector v ∈ CNB is defined in polar notation as v = ve jθ , where
v, θ ∈ RNB specify the magnitude and phase of the complex voltage. The complex
voltages v determine the entire network power flow that can be computed using
the Kirchhoff equations, network configuration, and properties of its components.
The magnitude of the voltage components is bounded by the limits (47d), while
the phase is determined relative to a single reference bus. The current injections,
I ∈ CNB , are defined as I = YBv, where YB ∈ CNB×NB is the bus admittance matrix.
The complex power at each bus of the network, S = vI∗, S ∈ CNB , and the power
demand consumptionSD ∈ CNB , are to be balanced by the net power injections from
the generators SG ∈ CNG . Thus, the AC nodal power flow balance equations (47b)
are expressed as a function of the complex bus voltages and generator injections
as cε := S + S
D − CGSG = 0, where CG ∈ RNB×NG is the generator connectivity
matrix.
Generator power injectionsSG = p+ jq are expressed in terms of real and reactive
power components p, q ∈ RNG , respectively. The output of the generators is limited
by the lower and upper bounds (47e) and (47f). Each bus has an associated complex
power demand SD , which is assumed to be known at all of the buses and is modeled
by a static polynomial (ZIP) model [26]. If there are no loads connected to the bus
i then {SD}i = 0. Real-world transmission lines are limited by the instantaneous
amount of power that can flow through the lines due to the thermal limits (47c). The
apparent power flow in the transmission lines, S f ∈ CNL and St ∈ CNL , are therefore
limited by the power injections at both ends of the lines, which cannot exceed a
prescribed upper boundFmax
L
. The “from" and “to" ends of the line, denoted as f and
t, respectively, specify the buses that are connected to the corresponding ends of the
line. Squared values of the apparent power magnitude are usually used in practice,
such that cI := S
f (S f )∗ ≤ (Fmax
L
)2. Overall, the OPF problem is formulated as
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minimize
θ,v,p,q
NG∑
l=1
fl(p
l) (47a)
subject to cε(θ, v, p, q) = 0, (47b)
cI(θ, v) ≤ F
max
L , (47c)
vmin ≤ v ≤ vmax, θref = 0, (47d)
pmin ≤ p ≤ pmax, (47e)
qmin ≤ q ≤ qmax. (47f)
The presented AC steady-state power grid model is followingMATPOWER [27].
3.2 Structure-Exploiting IP Methods – Security Constrained and
Multiperiod OPF
Real-world real-time implementation of OPF problems for energy systems, still
remain computationally intractable. This is mainly for two reasons. The real world
OPF problem is time coupled, owing to the presence of smart loads and energy
storage devices such as batteries for demand shaping and deferral. Additional time
couplings of the OPF problem at each time period are introduced by generator
ramp rate limits. The higher the number of time periods considered, the larger the
resulting optimal control problem becomes. For a significantly large number of time
periods (each of five-minutes length) the problem becomes notoriously difficult to
solve and for this purpose several approximations and simplifications are currently
employed by the industry in order to meet real-time responses. Furthermore, the
system operators have to foresee possible contingency events and operate the grid in
a such a way that its operation will remain secure in the event of any contingencies.
Grid security is the focus of the SCOPF problem [13, 18], which seeks an optimal
solution that remains feasible under any postulated contingency event, thus making
the grid operation secure. It supplements the standard OPF problem with constraints
for the nodal power flow balance (48a), the branch flow limits (48b), and other
operational limits (48c), (48e), which have to be honored not only for the nominal
case c0, but also for every contingency event c ∈ C, Nc = |C|, such as a generator or
a transmission line failure. An increase of the number of considered contingencies
requires the introduction of additional variables and constraints that in turn result
in a significant problem size growth, rendering it computationally intractable for
standard general purpose optimization tools. The contingencies are modeled by
the admittance matrices YBc , which are updated accordingly for each scenario. The
values of the control variables are coupled in all system scenarios, as expressed by
the two nonanticipatory constraints (48g) and (48h). These declare that the voltage
magnitude and real power generation at the PV buses BPV should remain the same
as in the nominal scenario c0, regardless of which contingency they are associated
with. The only generator that is allowed to change its output is the generator at the
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minimize
θc ,vc,pc,qc
NG∑
l=1
fl(p
l
0)
subject to ∀c ∈ {c0, c1, . . . , cNc },
cc
ε
(θc, vc, pc, qc ) = 0,(48a)
ccI (θc, vc ) ≤ F
max
L ,(48b)
vmin ≤ vc ≤ v
max,(48c)
θ
r e f
c = 0,(48d)
pmin ≤ pc ≤ p
max,(48e)
qmin ≤ qc ≤ q
max,(48f)
∀b ∈ BPV : vc = vc0,(48g)
∀g ∈ BPV : pc = pc0 .(48h)
minimize
θn,vn,pn,qn
NG∑
l=1
fl (p
l
0)
subject to ∀n ∈ {1, 2, . . . , N },
cc
ε
(θn, vn, pn, qn) = 0, (49a)
ccI(θn, vn) ≤ F
max
L , (49b)
vmin ≤ vn ≤ v
max, (49c)
θ
r e f
n = 0, (49d)
pmin ≤ pn ≤ p
max, (49e)
qmin ≤ qn ≤ q
max, (49f)
ǫ
min ≤ ǫn ≤ ǫ
max. (49g)
Fig. 3: SCOPF (left) and MPOPF (right) problem formulations.
singleton reference bus Bref , as its real power generation can be modified to refill
the power transmission losses occurring in each contingency c.
Time-coupled formulations, such as storage scheduling, or storage placement,
are collectively known as MPOPF problems (49). Similar to the SCOPF, addition
of a large number of time periods results in problem size growth, rendering it
computationally intractable [11]. The OPF constraintsmust hold in each time period,
and the inter-temporal coupling is introduced by energy storage devices and generator
ramp limits. For a practical MPOPF application, consider NS energy storage units.
Each storage unit in the network is modeled by two network power injections for
each time period n. A positive active power injection pSd,in ∈ R, p
Sd,i
n ≥ 0 models the
discharging of storage unit i. A negative active power injection pSc,in ∈ R, p
Sc,i
n ≤ 0
models the charging of storage unit i. The vector of active storage power injections
pSn ∈ R
2NS is defined as
pSn = (p
Sd,1
n , · · · , p
Sd,NS
n , p
Sc,1
n , · · · , p
Sc,NS
n ) (50)
and bounded by pS,min ≤ pSn ≤ p
S,max. Identical definitions apply for the reactive
storage power injections qSd,in , q
Sc,i
n , q
S
n with boundsq
S,min and qS,max . Together, they
yield the complex storage power injections SS
n
= pSn + jq
S
n. Similarly, S
G
n
= pGn + jq
G
n
is a vector of generator power injections. The complex power at each bus must be
balanced by the power demand SD
n
and the vector of free complex power injections
S
n
=
(
SG
n
SS
n
)
=
(
pGn
pSn
)
︸︷︷︸
pn
+ j
(
qGn
qSn
)
︸︷︷︸
qn
(51)
in each time period, as specified by the constraint (49a). The evolution of the vector
of storage levels ǫn ∈ R
NS follows the update equation
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Fig. 4: Structure of the SCOPF KKT system (17) with two contingencies, reordered
according to (20), and, finally, the reduced KKT with the slacks removed (22).
ǫn+1 = ǫn + B
S pSn n = 0, 1, . . . , N − 1, (52)
and introduces a coupling between the individual time periods. The energy level in
each period needs to honor the storage capacity, as expressed by the constraint (49g).
The initial storage level is denoted ǫ0 and the constant matrix B
S ∈ RNS×2NS models
discharging and charging efficiencies of the storage devices.
3.3 Impact of Slack Variables Elimination
Figure 4 illustrates the symmetric KKT structure of the SCOPF problem for a
simple power grid, together with the reduced variant, where the slack variables are
eliminated. Realistic power grids are significantly larger and contain proportionally
more nonzero entries, but the structure remains very similar. The expected benefits
of solving the reduced KKT system compared to the original system are savings
both in terms of memory requirements for storing the sparse L factor of the LDL
⊺
factorization of the symmetric indefinite system, and possibly faster factorization and
solution times due to a smaller number of required floating point operations. The
numerical evaluation of the benefits of solving the reduced system are summarized
in Figure 5. The elimination of the slack variables from the KKT system reduces its
dimension by approximately 30% with 13% fewer nonzeros in the KKT system and
up to 12% fewer nonzeros in the L factor, resulting in up to 28% memory savings,
with similar reduction in solution time. Since in the neighborhood of the optimal
solution some of the diagonal terms in Ls approach zero, the associated slacks
variables whose coefficients in Ls are close to machine epsilon are not eliminated
and are left to be treated by the direct sparse solver. This prevents the excessive
ill-conditioning of the reduced system.
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4 Structure-Exploiting Solution Strategies for IP Optimization
Computers have evolved significantly over the past decade, at an even faster pace
than modern power grids. Multicore and many-core computer architectures and dis-
tributed compute clusters are ubiquitous today, while at the same time no significant
performance gains are expected for sequential codes due to faster clock frequencies
of modern processors. Significant performance gains, however, may be achieved by
algorithmic redesign tailored to the particular application that is also able to utilize
multicore and many-core architectures with deep memory hierarchies. More im-
portantly, the practical efficiency of the IP algorithms highly depends on the linear
algebra kernels used. For large-scale optimal control problems, the computation of
the search direction (17) determines the overall runtime. Hence, any attempt at ac-
celerating the solution should be focused on the efficient solution of the KKT linear
system. In Figure 6 we demonstrate how various IP method components contribute
to the overall time for various OPF benchmarks. The number of IP iterations was
fixed to five. Note that the solution of the linear system represents the majority of
the overall time.
4.1 Revealing the Structure of SCOPF and MPOPF Problems
A widespread approach for solving KKT systems consists of employing black-box
techniques such as direct sparse solvers, due to their accuracy and robustness. The
direct sparse solvers obtain the solution of the linear system by factorization and
subsequent forward-backward substitutions. The factorization is a computationally
expensive operation commonly introducing significant fill-in, which may quickly
exhaust availablememory on sharedmemorymachines for large-scale linear systems.
Furthermore, these solvers are not aware of the underlying structural properties of
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the KKT systems arising frommany engineering problemswhich make it possible to
significantly decrease time to solution by employing structure-exploiting algorithms
and distributed memory computers.
The appropriate structure emerges from the fact that each of the variables in
the SCOPF optimization vector (x,λε,λI) or the MPOPF optimization vector
(x, λε,λI,λA) correspond to some contingency scenario c = 0, 1, . . . , Nc , or the
time period n = 1, 2, . . . , N:
x = (x0, . . . , xNc , xg),(53)
λε = (λε0, . . . , λεNc ),(54)
λI = (λI0, . . . ,λINc ),(55)
x = (x0, . . . , xN ), (56)
λε = (λε0, . . . , λεN ), (57)
λI = (λI0, . . . ,λIN ). (58)
In order to reveal the scenario-local structure of the Hessian (22), the variables
corresponding to the same contingency are grouped together, i.e.,
(59) uc = (xc, λεc, λIc),
un = (xn, λεn, λIn), (60)
and, thus, the global ordering will be
(61) u = (u0, . . . , uNc , ug),
u = (u0, . . . , uN, ug), (62)
where the coupling variables ug are placed at the end of the new optimization
vector u. Coupling in the SCOPF problem, ug = xg, is introduced by the two
nonanticipatory constraints (48g) and (48h). The coupling in a case of the MPOPF
problem, ug = λA, is introduced by the linear energy constraints (49g). Under the
new orderings (61) and (62), the Hessian matrix of the system (22) obtains the
arrowhead structure (also described as bordered block-diagonal [7] or dual block-
angular [16]) structure, as illustrated in Figures 7 and 8,
©­­­­­­«
A0 B
⊺
0
A1 B
⊺
1
. . .
...
ANc B
⊺
Nc
B0 B1 . . . BNc C
ª®®®®®®¬
©­­­­­­«
∆u0
∆u1
...
∆un
∆ug
ª®®®®®®¬
=
©­­­­­­«
b0
b1
...
bn
bC
ª®®®®®®¬
, (63)
where the block matrices Ai ,
(64) Ai =
©­«
H˜ xi,xi J
⊺
εi,xi
J
⊺
Ii,xi
Jεi,xi 0 0
J
Ii,xi
0 −L−1si
ª®¬ , Ai =
©­­­«
H˜ xi,xi J
⊺
εi,xi
J
⊺
Ii,xi
0
Jεi,xi 0 0 0
J
Ii,xi
0 −L−1si 0
0 0 0 LAi
ª®®®¬
, (65)
incorporate theHessian of the Lagrangianwith respect to the scenario-local variables
H˜ xi,xi = ∇
2
xi xi
L + X−1
i
Zi and the Jacobians of the constraints for the ith scenario
with respect to the local variables Jεi,xi = ∇xi cε i and J
⊺
Ii,xi
= ∇xi cI i , as well as the
diagonal entries corresponding to the eliminated slack variables. In the case of the
SCOPF problem, the blockC = ∇2xgxgL+X
−1
g Zg containsHessian of the Lagrangian
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Fig. 7: Symmetrized SCOPF system (22) permuted to the arrowhead structure (63).
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Fig. 8: SymmetrizedMPOPF system (22) permuted to the arrowhead structure (63).
with respect to the coupling variables xg, while in the case of the MPOPF problem
it is a block of zeros. The off-diagonal blocks in the arrowhead SCOPF system are
Bi =
©­­«
H˜ xg,xi
J
⊺
εi,xg
J
⊺
Ii,xg
ª®®¬
⊺
, B
⊺
i =
©­­«
H˜ xi,xg
Jεi,xg
J
Ii,xg
ª®®¬ , (66)
where H˜ xi,xg = ∇
2
xi xg
L represents the off-diagonal blocks of the Hessian of La-
grangian with respect to the local and coupling variables and Jεi,xg = ∇xg cε i and
JIi,xg = ∇xg cI i are the Jacobians of the ith scenario with respect to the coupling
variables. The MPOPF coupling matrices B1, B2, . . . , BN ∈ R
NNS×NA , where NA is
the size of the diagonal blocks in (63), contain the constant subblocks, which arise
from the particular form of the linear constraints (49g)
B1 =
©­­­­­­«
C1
C0
C0
...
C0
ª®®®®®®¬
, B2 =
©­­­­­­«
0
C1
C0
...
C0
ª®®®®®®¬
, . . . , BN =
©­­­­­­«
0
0
...
0
C1
ª®®®®®®¬
. (67)
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4.2 Schur Complement Decomposition
The direct factorization of the full KKT system is not feasible for large-scale SCOPF
problems due to their growing size with the number of contingencies and associated
factorization fill-in that quickly exhausts the available memory. Instead, the solution
is obtained by a sequence of partial block elimination steps, which are decoupled,
aiming to form the Schur complement of the system. This way, we detour the
factorization of the full KKT system, by factorizing only the smaller diagonal blocks
as described in the Algorithm 1. At the first step, the Schur complement S is formed,
S = C −
Nc∑
i=0
BiA
−1
i B
⊺
i , (68)
which in the general case becomes a dense matrix. Because the size of the coupling
stays constant, independently of the number of contingency scenarios, the size of the
Schur complement does not increase with an increasing number of contingencies.
It can therefore be solved using dense LDL
⊺
factorization and back substitution
algorithms. The solution of the dense Schur system,
S∆ug = bC −
Nc∑
i=0
BiA
−1
i bi, (69)
yields a part of the solution corresponding to the coupling variables ∆ug, which is
used to obtain all the local solutions ∆ui by solving
Ai∆ui = bi − B
⊺
i ∆ug . (70)
Since the block contributions to the Schur BiA
−1
i B
⊺
i complement are independent,
they can be evaluated in parallel, as well as the residuals BiA
−1
i bi and the solution
∆ui can be computed independently at each process. Interprocess communication
occurs because the local Schur complement contributions and Schur complement
residuals need to be assembled by the master process, and during the broadcast of
the Schur complement solution to the remaining processes.
In the description of Algorithm1, sequential steps such as reduction and broadcast
are performed only by the master process.
Remark 3 One should bear in mind that the computational efficiency obtained by
exploiting the block-diagonal structure, such as (63), is determined by the number of
the coupling variables |ug |. If coupling is large, then the Schur decomposition will
not be efficient compared to the direct factorization techniques because of the cubic
complexity of dense factorizations (69).
The most expensive step of the presented computational scheme is evaluation
of the local contributions to the Schur complement BiA
−1
i B
⊺
i in (68). The standard
approachuses a direct sparse solver, such as PARDISO [16], to factorize the symmetric
matrix Ai = LiDiL
⊺
i and perform multiple forward-backward substitutions with all
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Algorithm 1 Parallel procedure for solving the linear systems based on the Schur
complement decomposition (68)–(70).
Input: KKT system with arrowhead structure (63), right-hand side b
Output: ∆u
1: Distribute blocks from the KKT system (63) evenly across P processes, where Np is the set
of diagonal blocks assigned to process p ∈ P
2: Factorize Ai = LiDiL
⊺
i for each i ∈ Np
3: Compute S i = BiA
−1
i B
⊺
i for each i ∈ Np
4: Accumulate Cp =
∑
i∈Np
Si
5: if master then
6: Reduce S = C −
∑
p∈P Cp
7: end if
8: Compute r i = BiA
−1
i bi for each i ∈ Np
9: Accumulate r p =
∑
p∈P r i
10: if master then
11: Reduce r =
∑
p∈P r p
12: Factorize S = LsDsL
⊺
s
13: Solve S∆ug = bC − r
14: Broadcast solution ug to all p ∈ P
15: end if
16: Solve Ai∆ui = Biug − bi for each i ∈ Np
right-hand side (RHS) vectors in B
⊺
i , followed by multiplication from the left by Bi .
This approach, however, does not exploit sparsity of the problem in B
⊺
i blocks, since
the linear solver treats the RHS vectors as being dense.
An alternative approach, implemented in PARDISO [17], addresses these limita-
tions by performing an incomplete factorization of the augmented matrix M i:
M i =
(
Ai B
⊺
i
Bi 0
)
, (71)
exploiting also the sparsity of B
⊺
i . The factorization of M i is stopped after pivoting
reaches the last diagonal entry of Ai . At this point, the term −BiA
−1
i B
⊺
i is computed
and resides in the (2, 2) block of M i . By exploiting the sparsity not only in Ai , but
also in Bi it is possible to reduce memory traffic by using in-memory sparse matrix
compression techniques, which render this approach quite favorable for multicore
parallelization.
In Figure 9 we compare the standard, so-called backsolve, technique and the
multicore incomplete factorization with increasing number of cores is shown for
various benchmarks. This demonstrates that the incomplete factorization approach
is orders of magnitude faster, especially for the large problems. Due to the extensive
memory requirements for storing the RHS vectors in the “backsolve” approach, only
its single-core execution is demonstrated.
We evaluated the strong scaling efficiency of the distributed solver on the “Piz
Daint" supercomputer, using an increasing number of compute cores on the dis-
tributed compute nodes. The instance of the solved problem contained up to 1.1 ·107
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Fig. 9: Incomplete factorization of the augmented matrix.
variables and 2.7 ·107 constraints and the size of the KKT system is 5.48 ·107. Figure
10 shows the average wall time of the individual phases of Algorithm 1, indicating
also the ideal strong scaling of the overall time. The algorithmic phases presented
are the initialization phase, assembly of the Schur complement using the incomplete
factorization of the augmentedmatrix in steps 2 – 6, RHS vector assembly and Schur
complement solution in steps 12 – 13, and solutions of the local parts of the system
in steps 14 – 16. Figure 10 also demonstrates the speedups of the distributed solver
compared to the serial direct factorization. The benchmarks were run with a single
MPI process per node and 16 threads per process.
The distributed approach using a single process outperforms the sequential direct
factorization by a factor of up to 40×. With an increasing number of distributed
nodes the observed speedup was up to 500×. The distributed solution time scales
reasonably up to 512 cores at 32 compute nodes, which in terms of workload
translates to 128 scenarios per node of PEGASE1354 benchmark. At this point, the
most expensive part of the algorithm, the computation of the local contributions to
the Schur complement, requires approximately the same time as the initialization
phase, where the KKT system is distributed to all available compute nodes. The
acceleration and efficiency of the structure-exploiting algorithm stems from the
reduced complexity associated with the factorization of the smaller sparse diagonal
blocks instead of the original SCOPF KKT system (17) or its reduced variant (22)
after the it was permuted to the arrowhead structure (63). For sufficiently large power
grids, however, the dense Schur complement (SC) system might become very large,
and dominate the overall processing time in steps 12 and 13. Hardware accelerators
such as GPUSs might be deployed to address the computational complexity of the
dense linear algebra. Otherwise, the dimensions of the dense systems remain feasible
for the majority of power grids, since the dimensions depend only on the power grid
properties, not on the number of contingency scenarios.
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Fig. 10: Scaling of the parallel approach using the PEGASE1354-4096 benchmark
and the speedup with respect to the direct sparse solver.
4.3 Structure-Exploiting Algorithms for MPOPF
For the MPOPF problems, the size of the dense SC grows very quickly, not only with
the size of the network but also proportionally to the number of installed storage
devices and the number of time periods NNS. As the number of time periods N or
storage devices NS increases, the solution approach based on Algorithm 1 results in
a less efficient algorithm than the direct sparse approach employing PARDISO on
the original KKT system (16), both with respect to computational time and memory
consumption despite the benefits of the Schur decomposition. However, the MPOPF
problem, unlike the SCOPF problem, can be optimized even further by exploiting
the particular structure of the off-diagonal blocks Bn.
Inspecting the particular structure of the blocks Bn (67), one can see that the SC
matrix computed by (71) for the nth block Sn = −BnA
−1
n B
⊺
n has the structure
Sn =
©­­­­­­«
On 0
⊺
n 0
⊺
n · · · 0
⊺
n
0n S11,n S
⊺
10,n · · · S
⊺
10,n
0n S10,n S00,n · · · S
⊺
00,n
...
...
...
. . .
...
0n S10,n S00,n · · · S00,n
ª®®®®®®¬
, (72)
where the 0n ∈ R
NS×(n−1)NS , On ∈ R
(n−1)NS×(n−1)NS , and Sij,n = −CiA
−1
n C
⊺
j ,
i, j ∈ {0, 1}. The only blocks in Sn that are distinct are colored in blue and form the
entries of the 2 by 2 block matrix
S¯n =
(
S11,n S
⊺
10,n
S10,n S00,n
)
, (73)
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Fig. 11: Case IEEE118. Statistics for solving the KKT system.
where the rest of the rows and columns of Sn are direct replicates of the entries of
the last row and column of S¯n.
Since each one of the blocks of S¯n has size NS × NS, the computation of Sn
becomes independent of the number of time periods N and only depends on the
number of storage devices NS. It is easily verified that the global SC Sc obtains the
form
Sc =
©­­­­­­«
S11 S
⊺
12 S
⊺
12 · · · S
⊺
12
S12 S22 S
⊺
23 · · · S
⊺
23
S12 S23 S33 · · · S
⊺
34
...
...
...
. . .
...
S12 S23 S34 · · · SNN
ª®®®®®®¬
, (74)
where each block of Sc ∈ R
NNS×NNS has dimensions NS × NS. Storing Sc due to
its special structure, requires only two block vectors: one for all diagonal blocks
Sd = [S11, S22, · · · , SNN ] of size NS × NNS, and one for the off-diagonal blocks
So = [S12, S23, · · · , SN−1N ] of size NS × (N − 1)NS, significantly reducing this way
the storage requirements for Sc . Furthermore, exploiting the fact that the blocks
below the main diagonal of each column of Sc in (74) are identical, we can perform
the factorization in O(n2) operations instead of O(n3), which is the case for standard
dense LDL
⊺
factorization of Sc with n = NNS. Similarly, the back substitution
can be performed in O(n) instead of O(n2). The reduction in the computational
complexity and storage requirements of the SC system renders the overall approach
significantlymore economical in terms of overall running time andmemory footprint,
as demonstrated in Figure 11.
For comparison, we also consider three alternative optimization algorithms that
also adopt an IP strategy, namely, IPOPT [22, 23], MIPS [24], and KNITRO [2].
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The structure exploiting IP algorithm introduced in this section is referred to as
BELTISTOS. The average time per iteration for N = 3600 up to N = 8760 corre-
sponding to one year with a time step size corresponding to one hour, is shown in
Figure 11a. For this set of benchmarks KNITRO needed more than 1 TB of memory
for N ≥ 5760 and it terminatedwith a related error message. For N = 8760 PARDISO
failed due to overflow of the number of nonzero entries in the L, D factors. It is
worth noting that BELTISTOSmem (the memory saving approach of BELTISTOS that
implements Algorithm 1 without storing the factors of the blocks Ai and computing
them on the fly in steps 2, 8, and 16), although it is slightly slower than the normal
mode of BELTISTOS, it is still almost four orders of magnitude faster than IPOPT and
MIPS. It also needs approximately two orders of magnitude less memory than IPOPT
as it is shown in figure 11b, where we plot the memory (in MB) allocated by each
algorithm for the solution of the KKT system. The MIPS and KNITRO solvers do not
report the memory allocated and it could only be estimated for the case of KNITRO.
5 Results and Discussion
This study demonstrates that significant performance gains are possible, for specific
classes of optimal control problems, not by exploiting supercomputers and parallel
distributed or multithreaded programming, but through deeper understanding of the
problem structure and the design of algorithms adapted to the problem structure.
Orders of magnitude of faster execution time and orders of magnitude of memory
savings were achieved rendering the solution of very-large-scale problems, previ-
ously intractable without a supercomputer, possible on a common laptop [11].
The Schur decomposition enables lowmemory SC assembly on a per-block basis,
whenever a problem can be reordered to an arrowhead structure, which is the case for
many real life problems composed of enumerated subproblems, such as contingency
scenarios for SCOPF problems or time periods for MPOPF problems, while at the
same time promoting parallel processing. Even on single-core execution for SCOPF
problems, speedups from40 fold to 270 foldwere observedwhile further exploitation
of distributed multicore and many-core computing environments for the solution of
the structured KKT system drastically reduces the execution times and demonstrates
significant progress towards the solution of large-scale SCOPF problems.
In contrast to SCOPF and although MPOPF problems can be reordered into an
arrowhead structure, the reordering results in a dense SC that grows in size with the
number of time periods and does not necessarily lead to a more efficient solution
strategy. However, owing to the intrinsic structure of the linear constraints, the Schur
decomposition algorithm supplemented with elimination strategies exploiting data
compression, resulted in an overall solution strategy of unprecedented performance.
Memory was reduced by approximately two orders of magnitude, while runtime
performance still remains about three orders of magnitude higher than competitors,
even on a single core.
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Our findings strongly motivate further structural inspection and analysis of the
present and similar problems of the same family, anticipating that adopting and
extending the presented structure-exploiting techniques for other problems would
result in significant acceleration of other OPF problems of interest paving the way
for the next generation of OPF algorithms.
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