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Abstract 
In this paper we consider the expected value function of a stochastic simple recourse program with random technology 
matrix and integer variables in the second stage. Due to its separability the analysis is straightforward. Conditions for 
finiteness, continuity, Lipschitz continuity and differentiability are derived by conditioning upon the technology matrix. 
The correspond;,rg results for a fixed technology matrix are repeated for easy reference. 
Keywords: Simple integer recourse; Random technology matrix; Expected value function; Continuity; Lipschitz continu- 
ity; Differentiability 
1. Introduction 
Stochastic programs with continuous recourse are extensively studied and many properties are 
known (see, e.g., [ 11). If the second stage variables are restricted to be integers the problem becomes 
much harder, due to the fact that for each realization of the parameters an integer programming 
problem has to be solved. Such a problem is in general NP-complete, resulting in rapidly growing 
computation times as the size of the problem increases. 
Recently, Schultz investigated structural properties of stochastic programs with complete integer 
recourse. In this general setting, some theoretical results have been obtained [S-7]. 
Our approach is different. By concentrating on the simple recourse case, we have been able to find 
sharper results. Although these are interesting by themselves, it is also our goal to use these results 
in developing algorithms to solve integer recourse problems (for a first algorithm, see [4]). For 
examples of applications of integer recourse programs we refer to [3]. 
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In [2, 41 properties of simple integer recourse models with fixed technology matrix have been 
studied. In Section 4 of this paper we present some results on the case with random technology 
matrix. Since these new results rely partly on properties presented in [2,4], we repeat some relevant 
results in Section 3. In Section 2 we state the simple integer recourse model and give definitions and 
notation. 
2. Definitions and notation 
The simple integer recourse model is defined as 
min{cx + Q(X): Ax = b, XER:}, (1) 
x 
where the expected value ,function Q is 
Q (4 = EL,, T, v(5w - T, 4, 
and v is the value function of the second stage problem 
v(s)=min{q+y+ +q-y-:y+ as, 
Y 
Y -2 -s, 
y+,y-Ezlm+), SEW. 
Here c, A, b, q+, q-, T, and 5, are vectors/matrices of the appropriate size, q + 2 0, q - 2 0, and 
random elements are indexed by o. For simplicity of notation we omit the index w in the rest of this 
paper. 
Compared to the usual continuous simple recourse model, the second stage variables 
y = (y ‘, y -) are required to be nonnegative integers. Also we have to use inequalities in the second 
stage restrictions to avoid almost sure infeasibility. 
Since we consider simple recourse, we have a closed form expression for the function Q. 
Moreover, this function is separable: 
Q(x) = : Qi(4, 
i=l 
where 
Here, r a 1+ = max (0, min {b E Z: b 2 a>>, aE R!. As usual, iJi is the ith element of the random 
vector {, and Ti is the ith row of the random matrix T. 
To study the properties of the expected value function it suffices to study the function 
&,,Tir5i - Tixl+, since the properties of Eti, T,r TiX - 5i 1+ are the same (see [2, 41). Again 
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simplifying notation we define our object of study as 
g(x) = -q5 - t-xl’, 
where the expectation is taken over the random variable 4 and the random row vector t. 
The following notation will be used throughout this paper. 
The cumulative distribution function (cdf) of a random vector z E R” is denoted by F,. It is 
defined by F,(s) = Pr {z < s>, SE R”. Its probability density function (pdf) is represented byf,. 
We use riIr(i) to indicate the ith component, given the rest of the vector r. For instance,f,,,,,,, is 
the conditional pdf of ri given the rest of the vector r. 
For UER, (a)+ = max{O,a), ru] = min{bEZ: b 3 a}, Lu] = max{bEZ: b < a}, [ai+ = 
(blKanWJ+ =<L4)‘. 
3. Fixed technology matrix 
In this section we study the expected value function (that is, the function g) in the case that the 
technology matrix T appearing in (1) is deterministic. Almost all results in this section can be found 
(among much more) in [2, 41, and are repeated here for easy reference (without proof). Only the 
result on Lipschitz continuity is improved. Under conditions that are hardly more restrictive, 
a better result is obtained. 
On defining a new variable z = tx we obtain a one-dimensional function go, 
90(4=q-z1+. 
For all ZER, go(z) < CC iff p+ = E(c$‘) < CO. 
Let F, be the cdf of 5. Then 
go(z) = f (1 - Fr(z + k)) VZEIR. (2) 
k=O 
The function go is continuous from the right. Since it is also nonincreasing, it follows that go is 
lower semicontinuous. It is continuous in a point Z iff Prr { 5 E Z + Z, > = 0. Hence, it is continuous 
on R! if 4 has a pdf. 
To prove Lipschitz continuity with a better constant than the one given in [2, 41, we need the 
following lemma. 
Lemma 3.1. Let 5 be a random variable with a pdff<(s) < M, VSCS R. Assume there exist a, b E R such 
that fs is nondecreasing on ( - cc, a] and nonincreasing on [b, CO). Then 
ff<(x+k)G(b-u+3)M+l-(F,(b)-Fg(a)) VXER, 
k=O 
where F, is the cdf of g. Moreover, iff< is unimodular, i.e., a = b = v, then 
kgof<(x + 4 G U&9 + 1 If’xE R 
where v is the mode of the distribution. 
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Proof. 
~f:(x+k)=Lo-~-><(x+k)+ rbf’+ fc(x k)+ f fs(x+k) 
k=Q k=O k=La-xJ+ rh-xl'+1 
La-.x]’ 
< 1 f~(x+La-x~+-k)+(rb-xl+-La-x~++1)M 
k=l 
+ fjI&x+[b-xl++k). 
k=l 
(3) 
Consider the first term of (3). If x d a then x + L a - x J + < a and since fr is nondecreasing on 
(- cc, a], this term is at most equal to F<(a). If x > a then it is equal to 0. 
Similarly, the third term is less than or equal to 1 - F<(b). Since r b - x 1+ - L a - x J + < b - 
a + 2, the first result follows. 
To prove the second statement, use that a = b = v and 
[Y--Xl+ 
k=L; ,;fc(x+k)~fc(x+Lv-xJ+)+f:(x+rv-x1+)~2fc(v). cl 
” x 
Note that for “decent” distributions (b - a) M z 1. 
Theorem 3.2. Let 5 be a random variable with a pdff< that is bounded. Assume there exist a, b E R such 
thatf, is nondecreasing on ( - CO, a] and nonincreasing on [b, co ). Then go is Lipschitz continuous on 
R with constant (b - a + 3) M + 1 - (F<(b) - F<(a)). 
Proof. Let Z < z^ and f<(s) ,< M V’s E R. 
Igo(z3 - go(% = : (1 - F,(z + k)) - 2 (1 - Q(z^ + k)) 
k=O k=O 
a, itk 
= 
I[S k=O 
i + k fs (s) ds 1 
= S[ ?’ f fs(s + k)] ds k=O 
< ((b -a + 3)M + 1 -(F,(b) - F,(a))}(G 21, 
where the last inequality holds by Lemma 3.1. 0 
Corollary 3.3. Assume the setting of Theorem 3.2. Iff< is unimodular, then go is Lipschitz continuous 
with constant 2f,(v) + 1, where v is the mode of the distribution of 5. 
Proof. Use Lemma 3.1 and Theorem 3.2. 0 
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Let 5 have a piecewise continuous pdf fr. Assume that there exists a by R! such that f< is 
nonincreasing on [b, co ). Then go is differentiable in a point Z iff $9 = {s E R 13 k E Z + such that 
s + k is a discontinuity point off<}. If go is differentiable in Z, we have 
sb(z)lz=z = - f f& + k). 
k=O 
4. Random technology matrix 
In this section the expected value function of a simple integer recourse program with random 
technology matrix is studied. We give an expression for the function g, defined by g(x) = 
E,J 4 - txl’, x E R”, in terms of the distribution functions of the random variables involved. 
Also, we present conditions for finiteness, continuity, Lipschitz continuity and differentiability. 
We use the following inequalities to find a necessary and sufficient condition for finiteness of the 
function g. For all 5 E IR and all x, t E IR” it holds 
oqt-tx)+ qt-txl+ <g-tx)+ + I. 
Taking expectations, it follows that g(x) < cc iff Er,r(c - tx)’ < co. It is easy to see that the latter 
inequalityholdsifp+ < co andE(ti( < co,iE{l, . . . , rz). Therefore, for all x E R’” it holds that g(x) 
is finite if the first absolute moments of C and ti, i E { 1, . . . , II} are finite. In the rest of this paper we 
assume that this is the case indeed. 
Next we find an expression for g, using conditioning on t and (2), which gives g for fixed t. 
Let Frlt denote the conditional cdf of 5 given t and let got be the function go that arises when this 
distribution for < is used, i.e., 
Then we have, by conditioning upon t, and using the formula for go 
g(x) = -q,tr5 -t-d+ 
= 4 got (tx) 
= 
s 
F (1 - F,,,(tx + k)) dF,(t), XE R”, 
.9- k=O 
where Y denotes the support of t, and F, is the marginal cdf of t. 
4.1. Continuity and Lipschitz continuity 
(4) 
Intuitively, it is clear that conditions such that the integrand in (4) is continuous for F,-almost all 
t are sufficient for continuity of g. This idea is formalized in the following results. 
50 W.K. Klein Haneveld, M.H. van der VlerkjJournal of Computational and Applied Mathematics 56 (1994) 45-53 
Theorem 4.1. Let 5 be a random variable in R and t a random vector in R”. Let 9(x) be the set 
containing all t E F such that tx is a discontinuity point of got, i.e., 
9(x) = {tE~IPr~,,{4Etx + Z+} > 0}, 
where Y is the support oft. Then the function g is continuous in a point X if Pr, {t E D (2)) = 0. 
Proof. Let X be such that Pr, (t E D(X)} = 0. In order to prove that lim,,, g(x) = g(X), we will show 
that the following equalities hold: 
?‘m% 
s 
go&x) dF,(t) = 
s 
lim got(tx) dF,(t) = go,(C) dF,(t). 
.F ,r X - x s 7 
The second equality is a direct consequence of the assumption on 2. The first equality follows from 
Lebesgue’s Dominated Convergence Theorem. This theorem is applicable, since there is an 
integrable majorant, as we will show now. 
For E E R, define a neighborhood of X by 
X(E) = {XEWIIX -X(1, d E}. 
Then, for t fixed, 
xmin, tx = tx - E 11 t I/ 1 
maximizes got over X(E), since got is a nonincreasing function. Therefore, 
go&x) G go,@% - c II t II 1) 
dSot(tx--lltlll) + 1 VXEX(E), 
- 
where go,(tx) = Er(t - tx)‘. Since G is Lipschitz continuous with constant 1 (see [2,4]), it follows 
that 
go*(tx) G g&x) + E 11 t 111 + 1 Vx E X(E). 
Under our assumption that all first absolute moments are finite, this majorant is integrable indeed. 
This completes the proof. 0 
Remark 4.2. Theorem 4.1 can also be formulated in terms of the joint distribution of (5, t): g is 
continuous in point X if Prr, t {(c, t) I c - t% E Z + } = 0. 
The next two corollaries deal with examples uch that the condition in Theorem 4.1 is satisfied. 
Corollary 4.3. Let 5 be a random variable in 172 and t a random vector in 58”. Assume that 5 given t is 
continuously distributed for F,-almost all t. Then g is continuous on R”. 
Proof. Trivial. q 
See [S] for a similar result in the case of complete recourse. 
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Corollary 4.4. Let 5 be a random variable in R! and t a random vector in R”, independent of 5. Assume 
that Ii, iE{l, . . . , n>, such that tiI t(i) has a continuous distribution for F,ciI-almost all t(i). Then g is 
continuous in all points x E R” such that xi # 0. 
Proof. Assume that 5 1 t does not have a continuous distribution, otherwise apply Corollary 4.3. 
Without loss of generality, we assume that ti 1 t(1) has a continuous distribution. Since got is 
nonnegative, we may write 
g(x) = ss ,~,,, ,T,got(tx) dFt, ,,(1)(h) dhdt(l))~ (5) 
where r1 is the support of ti 1 t(1) and Y(i, is the support of t(1). 
For fixed t(l), consider the set 
g(x) = {tAPrt1t{5~hx1 + t(l)xU) + z+> O}, 
where (xi, x( 1)) = x. Clearly, if xi # 0 this is a countable set, and therefore it has probability 0 with 
respect to any continuous distribution. It follows that the inner integral in (5) is a continuous 
function of x, which in turn implies that g is continuous. j-~ 
To see what Corollary 4.4 (together with a similar result for the function E,, J tx - 5 1’) means 
for the actual expected value function Q, assume for example that all random variables are 
independent. Then, if each row of the technology matrix contains at least one element with 
a continuous distribution, the function Q is continuous everywhere xcept maybe in points that 
have one or more coordinates equal to 0. 
The conditions such that g is Lipschitz continuous are almost the same as in the case of a fixed 
technology matrix. 
Theorem 4.5. Let 5 be a random variable in R and t a random vector in KY. Assume that, for F,-almost 
all t, 
(i) 51 t has a pdff<,, that is uniformly bounded with respect to t; 
(ii) there exist a, b E R, not depending on t, such that frlt is nondecreasing on ( - 00, a] and 
nonincreasing on [b, CC). 
Then g is Lipschitz continuous on R”. 
Proof. Let frI t < A4 V< and for F,-almost all t. We have 
g(x) = E,got(tx)> 
where got is Lipschitz continuous with constant Lo = (b - a + 3)M + 1. Compared to Theorem 
3.2 we omitted the term - (FsI ,(b) - FrI t(a)) to have Lo not depending on t. It follows that 
Is@) - s@I G &lgotWI - gotW>l 
< E,L,*Itx - tx^( 
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Hence, g is Lipschitz continuous with respect to the supremum norm. Since all norms are 
equivalent on R”, g is Lipschitz continuous with respect to any norm under the same assump- 
tions. 0 
4.2. Diferentiability 
In the previous section we saw that, under certain conditions, g is a Lipschitz function. Therefore, 
we know that under the same conditions g is differentiable almost everywhere. In this section we 
present conditions such that the partial derivatives of the function g exist in a point X. We also give 
expressions for the partial derivatives of g. 
Theorem 4.6. Let 5 be a random variable in R and t a random vector in R”. Assume that, for F,-almost 
all t, 
(i) 5 1 t has a pdf flit that is uniformly bounded with respect to t; 
(ii) there exist a, b E IR, not depending on t, such that ftit is nondecreasing on ( - CC, a] and 
nonincreasing on [b, 00); 
(iii) felt is piecewise continuous. 
Define 
X9(x) = {tEY(!ikEZ+ such that tx + k is a discontinuity point ofhlr}, 
where Y is the support of t. Thus .,VGS(x) is the set containing all t ~5 such that the partial 
derivatives of got do not exist in tx. 
Then all partial derivatives of g exist in a point X if Pr {t E JV~((X)} = 0. In this case 
ah4 
dxi x=i= - Et f _Lit(tx + k)ti. k=O 
Proof. Let X be such that Pr { t E X9((x)) = 0. We will show that 
lim 
s 
got(tx + tih) - got(t3 
h-0 .F h 
dF,(t) = 
s 
lim gor (tx + ti h) - got (tx) 
h 
dF, (t) 
.r h-0 
=- Et f.l;i,t(tx + k)ti, 
k=O 
where h E R. 
The first equality follows from Lebesgue’s Dominated Convergence Theorem. This theorem 
applies here, since there is an integrable majorant, as we will show now. 
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By Theorem 3.2 the function got is Lipschitz continuous with a constant Lo not depending on t. 
Therefore, 
gOt(tX + tih) - !90f(tx) 
h ( < ly( = Lo,&, VXER”. 
Since we assumed that the first absolute moment of ti is finite, this function is integrable indeed. 
The second equality is a direct consequence of the assumptions on X. 
Finally, use the formula for gb in Section 3 to obtain the third equality. By Lemma 3.1 this 
expression is finite. 0 
In the following corollaries we consider examples of conditions such that the partial derivatives 
of g exist. 
Corollary 4.7. Assume the setting of Theorem 4.6. Furthermore, assume thatf,,, is continuous on R for 
F,-almost all t. Then all partial derivatives of g exist in all points x E KY. 
Proof. Immediate from Theorem 4.6. 0 
Corollary 4.8. Assume the setting of Theorem 4.6. Furthermore, assume that 5 and t are independant. 
Define 
g(F,) = {xER”I3i, iE{l, . . . , n}, such that ti( t(i) has a pdfand xi # 0}, 
where xi denotes the ith coordinate of x. Then all partial derivatives of g exist in all points x E P(Ft). 
Proof. Let XE P(F,) and assume that j is such that tjl t(j) has a pdf and Xj # 0. Write JV~((X) as 
JV”~((X) = {tEFlilkEZ+ such that tj%j + t(j).%(j) + k is a discontinuity point ofhit}. 
For fixed t(j) that is a countable set, since Xj # 0 and &It has at most a countable number of 
discontinuity points. It follows that the set NQ((x) has probability 0 with respect to the conditional 
distribution of tj given t(j), which is continuous by assumption. Consequently, Pr {t E 
JV~(X)) = 0. Apply Theorem 4.6. to complete the proof. [7 
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