Background properties in experimental particle physics are typically estimated using large collections of events. However, both the quantum mechanical nature of the underlying physics and statistical fluctuations can lead to different events exhibiting appreciably-different features. Although traditional background estimation techniques based on high-statistics control samples can provide a precise description of average background distributions, they are typically unable to describe deviations of the shapes of probability distributions in small data sets from the corresponding high-statistics templates. From a physics analysis point of view, not taking such deviations into account when subtracting background can translate into increased systematic uncertainties and into degraded resolution of observables of interest. This article proposes a novel algorithm inspired by the Gibbs sampler that builds on a population-based view of particle physics data. Events are treated as heterogeneous statistical populations comprising particles originating from different processes such as a hard scattering of interest as opposed to background associated with low-energy strong interactions. The algorithm estimates the shapes of signal and background probability density functions from a given collection of particles by sampling from a posterior probability distribution that encodes information on which particles are more likely to originate from either process. Results on Monte Carlo data are presented, and the prospects for the development of tools for intensive offline analysis of individual events at the Large Hadron Collider are discussed.
Introduction
When analyzing data in particle physics, a traditional approach consists in estimating probability density functions (PDFs) from high-statistics control samples. Generally speaking, such templates can be used to subtract background from a set of candidate events containing signatures of a process of interest. However, in principle, even if the physics processes can be exactly the same, both the quantum nature of the underlying physics and statistical fluctuations can lead to different events exhibiting appreciably-different features. When physics analysis leads to the identification of a large enough number of candidate events, such discrepancies with respect to the control sample PDFs are often of no practical relevance. However, in some cases, most notably with reference to searches for new physics, analysis can result in only a few interesting events, and fluctuations can then lead to the presence of PDF features that cannot be described using high-statistics control samples.
This contribution focuses on a novel sampling algorithm that aims to improve on control sample PDFs by estimating features associated with the presence of fluctuations in a data set under investigation. In other words, the proposed approach makes it possible to estimate features of probability distributions that are associated with fluctuations in a collection of particles corresponding to a set of interesting events. One prospective goal of this research is the development of background discrimination techniques based on such refined PDFs, specifically concentrating on background subtraction on an event-by-event basis. Our future research in this direction will focus on estimating particle-level PDFs from individual events, with a view to using event-specific templates to associate individual particles inside events with a hard scattering of interest as opposed to background, e.g. that originating from low-energy strong interactions. In general, in the context of physics analysis, this is expected to translate into reduced systematic uncertainties and into better resolution of observables of interest as compared to traditional techniques.
Novelty
The innovativeness of the proposed approach is two-fold.
First of all, as opposed to what is traditionally done in particle physics, where entire events are normally classified into signal or background, the focus is here on individual particles inside events. A population-based perspective is employed whereby events are treated as heterogeneous statistical populations comprising particles associated with signal or background processes, i.e. events are treated as mixtures of different subpopulations of particles. A new algorithm inspired by mixture model decomposition techniques [1] is proposed to decompose such a mixture by sampling from a posterior probability distribution that encodes information as to which particles are more likely to originate from signal as opposed to background. In other words, background discrimination is here reformulated as a classification problem at the particle level, as opposed to focusing on entire events: instead of concentrating on the probability for a given event to contain a process of interest, the focus is here shifted to iteratively associating individual particles inside events with signal or background. As will be clarified in the following, this allows the algorithm to use control sample templates as initial conditions to estimate the effect of fluctuations on the shapes of particlelevel PDFs. The implications of this will be elaborated on from a broader perspective in section 6.
On top of proposing a new population-based view of particle physics events with a focus on individual particles, the prospective goal of this work is the future development of novel dedicated tools for intensive offline analysis of individual events at the Large Hadron Collider (LHC), and more generally in particle physics. Being able to obtain high-precision signal and background PDF templates from single events will in fact be instrumental in performing background subtraction event by event. In other words, it will be possible to use event-specific PDF templates to reject background-associated particles event by event. In terms of physics analysis, since fluctuations will then be taken into account during background subtraction, this is expected to result in reduced systematic uncertainties and in better resolution of observables of interest. This is in turn expected to have an impact on the sensitivity in searches for new physics, as well as on performance in precision measurements. The proposed algorithm is a first step in this direction.
One foreseen application at the LHC relates to the identification of candidate particles originating from pileup (PU), i.e. from proton-proton collisions other than the one an event of interest has been triggered on. Residual contamination is in fact normally still present following selections that are typically applied to reject PU for the purpose of physics analysis, and the proposed technique is anticipated to reduce this residual contamination by identifying which particles are more likely to originate from the hard scattering of interest as opposed to PU. This is expected to become more and more relevant as the LHC instantaneous luminosity is increased. We anticipate that this method, when used as a preprocessing step before jet reconstruction, will improve the resolution of jet observables.
Our first investigation of the applicability of an algorithm inspired by the Gibbs sampler [2] to background discrimination in particle physics is documented in [3] . However, it should be emphasized that the proposed algorithm is not a proper Gibbs sampler, and that it more generally builds on different techniques such as Expectation Maximization [4] , Multiple Imputation [5] , and Data Augmentation [6] . The algorithm ultimately results from tailoring existing numerical techniques to the problem of background discrimination in particle physics, borrowing ideas from complementary efforts in different areas of statistics research ranging from mixture decomposition to latent variable models.
The algorithm
The proposed approach to background discrimination is presented with reference to the general problem of decomposing a collection of particles from high-energy particle collisions into subpopulations of particles associated with different physics processes and described in terms of different PDFs.
The input data set consists of a mixture of particles, some of which originated from a hard scattering of interest, others from background associated with low-energy strong interactions. Provided that the corresponding subpopulations can be characterized sufficiently well in terms of their kinematic properties, it is in principle possible to ask, for each particle, what the probability is for it to originate from signal as opposed to background. The algorithm samples iteratively from a posterior probability distribution that contains information on which particles are more likely to originate from one process as opposed to the other.
As compared to classical mixture models, which typically rely on a parametric formulation that requires the shapes of the subpopulation PDFs to be known a priori, our statistical model is based on a more general mixture of the form:
where subpopulation fractions α j ("mixture weights") are required to sum to unity, i.e. K j=1 α j = 1. In the present application, x corresponds to particle pseudorapidity η, a kinematic variable related to particle polar angle θ in the laboratory frame by the expression η = −ln(tanθ/2), or to p T i.e. particle transverse momentum with respect to the beam direction.
The PDFs f j are here defined in terms of regularized histograms of x, namely based on cubic spline interpolation of histogram bin contents. Additional PDF boundary conditions were used in [3] in order to obtain a well-defined target distribution for the associated Markov Chain. However, such constraints are not necessary with this implementation: particles are here mapped to signal or background based on control sample templates and not using iteratively-updated PDF estimates as was done in [3] , where a version of the algorithm closer to the traditional Gibbs sampler was used. This aspect will be mentioned again in the following when the pseudocode of the algorithm is discussed. The symbol ϕ j will be used to denote an estimate of PDF f j corresponding to a splined histogram of x at a given iteration of the sampler.
Throughout the paper, there will be a clear distinction between f j and ϕ j . Initial estimates ϕ (0) j of the subpopulation PDFs f j obtained from control samples are used in this implementation to associate individual particles with signal or background on a probabilistic basis at each iteration of the algorithm ("mapping"). On the other hand, ϕ j is defined as a splined histogram of x at each iteration corresponding to a given mapping, and the distribution of x in the data set analyzed is ultimately estimated in terms of splined histograms averaged over iterations. As opposed to the control sample templates, such PDF estimates describe features of the probability distributions that are associated with fluctuations in the data set analyzed, as will be illustrated in section 4 with reference to a Monte Carlo study.
The choice of the statistical model (1) as opposed to traditional parametric formulations was driven by our previous studies, where assuming a predefined PDF functional form led to significant bias on the mixture weights. The latter approach in fact enforced a given functional form on the PDF estimates ϕ j , and the observed bias ultimately related to assuming that shapes estimated on high-statistics control samples were also appropriate to describe the corresponding probability distributions in lower-statistics data sets. However, as previously noticed, the latter data sets sometimes deviate appreciably from the control samples because of the presence of fluctuations, and it is necessary for the statistical model to provide more flexibility if the effect of fluctuations on the PDF shapes is to be described. While a rigorous treatment may call for the use of nonparametric Bayesian methods [7] , which can provide an additional dimension of flexibility to statistical models, it was decided to opt for a simplified intuition-driven approach for this study, in order to avoid the introduction of additional complications at this stage.
In general terms, given the mixture of probability distributions (1) and a set of N observations {x i } i=1,...,N , the problem of clustering the latter into K groups by probabilistically associating each of them with a distribution of origin has been solved numerically in a Bayesian framework using Markov Chain Monte Carlo (MCMC) techniques. The Gibbs sampler, which as anticipated directly inspired this work, belongs to this family of numerical methods.
The basic pseudocode of the proposed algorithm is reported below. The value of variable v at iteration t is denoted v (t) throughout.
..K, and obtain estimates ϕ (0) j of the subpopulation PDFs f j using control sample distributions as described in section 4.
Iteration t:
(a) Generate the "allocation variables" z
ij equals 1 when observation i is mapped to distribution j at iteration t, and 0 otherwise.
(b) Generate α (t) from the probability density function of α given z (t−1) = {z
). Knowledge of which particles are mapped to process j at iteration t − 1 makes it possible to generate the subpopulation fractions α at iteration t. A specific choice for the function ρ is described in section 4.
One central idea of the algorithm is the following: the better the observations {x i } i are mapped to the subpopulations j = 1, ..., K, the more accurate the estimates of ρ and of the subpopulation PDFs. Once some correct values of z ij are found, ρ and ϕ j begin to roughly reflect the correct distributions, which in turn leads to additional correct mappings z ij to be found at subsequent iterations.
As opposed to the traditional Gibbs sampler for mixture models, where the stationary distribution of the corresponding Markov Chain relates to the joint posterior of the allocation variables and of the subpopulation PDF parameters, this algorithm only samples from the posterior probability of the allocation variables, PDFs being defined nonparametrically and kept fixed at control sample estimates.
Monte Carlo study
The algorithm was run on two different Monte Carlo data sets generated using Pythia 8.140 [8] [9]. The data sets were obtained superimposing gg → tt signal events from pp interactions at √ s = 14 TeV with different numbers of lowenergy strong interactions, so called Minimum Bias events, in order to simulate background. The signal process was chosen in order to illustrate the use of the algorithm for background discrimination at the particle level. The algorithm was also validated on toy Monte Carlo data sets as described in the appendix. Further studies will be needed in order to assess the potential of population-based techniques for physics analysis at the LHC. The pseudocode of this implementation of the algorithm is shown below. Subscripts sig and bkg relate to signal and background, respectively. 
(a) Generate z (t) ij for all particles (i = 1, ..., N ) and distributions (j = 1, 2 corresponding to background and signal, respectively) according to P (z
Both the nonparametric treatment of the PDFs and the use of ϕ (0) j instead of ϕ (t−1) j to map particles to signal or background are deviations from the classical use of the Gibbs sampler with reference to mixture models.
. This corresponds to the simplest choice of setting ρ(α j |z (t−1) ) = δ(α j − i z (t−1) ij /N ) for the probability density function of α given z.
In general, the functions f j are the joint PDFs of η and p T corresponding to background (j = 1) and signal particles (j = 2). Since this study is restricted to charged particles with 2 GeV/c < p T < 5 GeV/c, correlations between η and p T can be neglected as a first approximation. For this reason, the joint PDFs take the form f sig/bkg (η,
The results presented in this article were obtained running the algorithm on two Monte Carlo data sets corresponding to different fractions of background particles:
• Data set 1 comprises 1635 charged particles in the kinematic region 2 GeV/c < p T < 5 GeV/c, out of which 1269 originate from signal gg → tt and 366 from Minimum Bias. The data set was obtained by generating 50 gg → tt interactions, superimposing 7 Minimum Bias events on each signal interaction, and considering charged particles in the selected kinematic range.
• Data set 2 corresponds to the same signal and background processes as in data set 1, but it contains a lower number of particles and a higher background fraction. Specifically, 30 signal gg → tt events were simulated and superimposed with 20 Minimum Bias interactions per signal event. The data set comprises 1314 particles, out of which 768 originate from signal and 546 from background. As in the previous case, charged particles in the kinematic region 2 GeV/c < p T < 5 GeV/c were used in the analysis.
In order to obtain the initial estimates ϕ (0) j of the subpopulation PDFs f j , two high-statistics Monte Carlo data sets were used:
• Control sample 1 contains a total of ∼ 33, 000 particles, and was obtained by generating 1,000 gg → tt events and superimposing 7 Minimum Bias events per signal interaction. Charged particles were considered in the kinematic range 2 GeV/c < p T < 5 GeV/c. Figure 1 shows the corresponding η (a) and p T distributions (b) for signal and background particles. Superimposed curves result from spline interpolation, solid blue and dotted red curves relating to signal and background, respectively. Figure 1 (c) shows the corresponding two-dimensional distribution on the (η, p T ) plane. This control sample was used in conjuction with data set 1.
• Control sample 2 contains a total of ∼ 48, 000 particles, and was obtained by generating 1,000 gg → tt events and superimposing 20 Minimum Bias events per signal interaction. Charged particles were considered in the kinematic range 2 GeV/c < p T < 5 GeV/c. Figure 2 shows the corresponding η (a) and p T distributions (b) for signal and background particles. Superimposed curves result from spline interpolation, with the same color coding as above. Figure 2 (c) shows the corresponding distribution on the (η, p T ) plane. This control sample was used in conjuction with data set 2.
As for the number of iterations to be used with the algorithm, no rule is documented in the statistics literature with reference to related techniques, and the choice is generally problem-dependent. The number of iterations was set to 1,000 in this study, and probabilities were averaged over the last 100. Runs were also performed letting the sampler run for a longer time: the algorithm exhibited a relatively-fast convergence on the data sets analyzed, and no gain was found by choosing a higher number of iterations. Moreover, multiple runs were performed using different initial conditions for the mixture weights, in order to make sure that the algorithm was still able to converge to the correct PDFs.
The sampler essentially uncovers a signal and a background subpopulation in the input collection of particles, based on the data as well as on initial conditions on the subpopulation PDFs provided by control samples.
The signal and background η and p T distributions corresponding to data set 1 are displayed in figure 3 . Points show signal and background η and p T distributions normalized to unit area. Solid blue (signal) and dotted red curves (background) resulting from spline interpolation of the corresponding control sample distributions are superimposed with a view to highlighting the effect of fluctuations in the data. In particular, as compared to the corresponding control sample distribution, the signal η PDF is not symmetric with respect to zero.
The corresponding distributions from data set 2 are shown in figure 4 , with the same color coding as above. The plots again highlight deviations with respect to the control sample templates, particularly with reference to the signal η PDF. Figure 5 shows the mixture weights estimated on data set 1 as a function of iteration number. Initial conditions are shown by the horizontal dotted line, and correspond to α 1 = α 2 = 0.5 i.e. to no prior information about the fraction of background particles in the sample. Solid blue and dotted red curves correspond to signal and background, respectively, and horizontal solid lines indicate true values. As it can be noticed, convergence is established quickly, i.e. the burn-in phase is much shorter than typically reported in the MCMC literature. We interpret this as a consequence of the main objective of the algorithm, namely to refine PDF estimates obtained from control samples: in other words, the sampler already starts from reasonable knowledge of the target PDFs, and the equilibrium distribution of the Markov Chain, although corresponding to an improved description of the PDF shapes that takes fluctuations into account, is normally close to the initial conditions. Estimated signal (background) PDFs on data set 1, obtained by splining η and p T distributions of candidate signal (background) particles averaged over the last 100 iterations of the algorithm, are displayed as curves in figure 6 , where points again correspond to the true distributions. A comparison of these plots with those given in figure 3 shows that the deviation of the true signal η PDF in data set 1 from the corresponding control sample distribution is correctly described by the sampler. More generally, the algorithm leads to an overall improvement in terms of the description of the PDF shapes as compared to the control sample templates.
Results
Ratios between control sample and true PDFs in data set 1 are given in figure 7 . The corresponding ratios between estimated and true PDFs are shown in figure 8 .
The plots obtained on data set 2 are given in figures 10 through 13, and the conclusions are similar.
With reference to the mixture weights shown in figures 5 and 10 corresponding to data sets 1 and 2, respectively, it is worth noticing that those estimates can in general exhibit a bias depending on the signal and background PDF shapes in the control sample and in the input data set. This is due to the algorithm repeatedly mapping particles to signal or background based on the control sample PDFs, which, as previously mentioned, can be notably different from the true distributions. However, the purpose of the algorithm presented here is to estimate the shapes of signal and background PDFs, not the mixture weights, and the estimated PDF shapes have been observed to be remarkably unaffected by a possible bias on the latter. For illustrative purposes, figure 9 shows the signal and background PDFs estimated on data set 1 with mixture weights kept fixed at values corresponding to an 80% relative deviation of the fraction of background particles from its true value. As it can be noticed, the PDF shapes are still correctly described. 
A broader perspective
It is worth mentioning that, although this approach is based on the formalism of mixture models, similar results could have been obtained from a different perspective. In fact, the Gibbs sampler is strictly related to a limit case of Data Augmentation [6] where the number of imputations is set to 1. In other words, a direct connection can be established between the proposed population-based perspective and latent variable models where complete-data methods are used repeatedly in order to solve incomplete-data problems. The reason for this similarity is, the association between individual particles produced in a high-energy collision and the process they originated from, corresponding to the allocation variables z ij , is not accessible experimentally: the problem of using observables to estimate that association can be approached both by studying a given collection of particles in terms of a mixture of different subpopulations, and by treating z ij as latent variables. This article discusses a feasibility study of the former approach. Further insight may be gained from an investigation of both perspectives.
Apart from the novelty of a population-based view of particle physics events, this contribution has also introduced three elements that are not present in the Gibbs sampler. First of all, subpopulation PDFs have been defined nonparametrically in terms of regularized histograms, as opposed to traditional parametric methods. This provides the statistical model with enough flexibility for it to describe the effect of fluctuations on the PDF shapes in the data: our previous studies have in fact shown that the use of a parametric approach enforcing given PDF functional forms ultimately results in significant bias on the mixture weights, corresponding to the equilibrium distribution of the Markov Chain not reflecting the structure of the posterior. Secondly, this algorithm differs from the Gibbs sampler in that the latter samples from posterior distributions by alternatively using two conditionals: on the other hand, this algorithm only uses the conditional distribution of the allo- cation variables, z ij , given the data, and the PDF shapes are estimated using averaged histograms. Finally, the idea of sampling using fixed PDFs as opposed to updating them during the execution of the algorithm is not traditional.
Conclusions and outlook
We have described a novel algorithm inspired by the Gibbs sampler that estimates the shapes of particle-level signal and background PDFs from a given collection of particles. This is done taking into account the effect of fluctuations that can cause the PDF shapes to deviate notably from the control sample templates. The performance of the algorithm has been illustrated on two Monte Carlo data sets corresponding to tt production at the LHC, and has been cross-checked on toy Monte Carlo samples. Although this study has concentrated on decomposing a given collection of particles into one signal and one background subpopulation, the proposed framework can in principle be extended to combinations of multiple signal and background processes.
It is worth mentioning that this article does not present the algorithm as a classifier, i.e. particles are not explicitly classified into signal or background at this stage. The sampler is rather proposed here as a tool to estimate the shapes of signal and background PDFs from the data without relying exclusively on control samples. The PDF shapes are estimated from the data by averaging the distributions of candidate signal and background particles corresponding to a probabilistic mapping, which is conceptually similar to the averaging step in Data Augmentation that aims to reduce the uncertainty associated with the presence of latent variables.
As anticipated, this algorithm is proposed as a first step towards the development of dedicated techniques for intensive offline analysis of individual events at the LHC, and more generally in particle physics. Background subtraction at the particle level on individual events is in fact expected to contribute to increased sensitivity in searches for new physics, thanks to the improved resolution of observables of interest. Since the numbers of particles in the two Monte Carlo data sets chosen for this study are roughly in line with typical charged particle multiplicities at the LHC at the time this analysis was performed, the results presented here are an encouraging starting point for further development in this direction. More generally, studies are underway in order to extend the results beyond those presented in this article, with a view to applying the sampler to analysis of individual events at the LHC.
As noted in [3] , efforts to eliminate noise in event-by-event analysis of high-energy multiparticle production are reported in the literature, most notably with reference to the study of dynamical fluctuations in heavy-ion collisions, where the notion of "event-by-event fluctuations" was introduced [10] , e.g. for mean transverse momentum and for mean transverse energy measurement. In the context of such studies, the focus is e.g. on obtaining analytical expressions for the moments of probability distributions: those expressions can then be used to eliminate statistical fluctuations from the data with a view to extracting information about the underlying dynamics [11] . Although those studies are conceptually related to the prospective goal of the approach presented in this article in that they aim to subtract noise from individual events, they are fundamentally different. First of all, one of the novel aspects of this work is the idea of concentrating on individual particles inside events, reformulating background discrimination in terms of a classification problem at the particle level: the emphasis of this research on a population-based view of particle physics events distinguishes the proposed approach from previous efforts. On top of this, fluctuations are assumed to be Poissonian in [11] , while this method does not make such a requirement and is much more general.
For the sake of completeness, it should also be noted that the proposed population-based perspective can lead to conceptual issues with reference to specific processes. For instance, when color connection plays a significant role, such as in Underlying Event, i.e. in interactions between proton remnants and between other partons in the protons, it may not always be possible to unambiguously associate individual particles with either signal or background. While we leave a more detailed investigation of this conceptual issue for future research, this approach is here proposed as a way of decomposing a given collection of particles into effective subpopulations thereby taking fluctuations into account. It is our opinion that this will cover many situations of practical relevance in physics analysis.
Finally, it should be mentioned that the iterative nature of the algorithm can lead to a disadvantage with respect to established techniques in terms of execution time. However, the running time of the sampler corresponding to 1,000 iterations on the Monte Carlo data sets used in this study was ∼ 20 s on a 2 GHz Intel Processor with 1 GB RAM, so still reasonable for offline use. In any case, given the parallelization potential of the sampler, which is related to a similar property of the Gibbs sampler [2] , improvements may be possible in this respect, for example using commodity Graphics Processing Units (GPUs) that have been used extensively both in particle physics and in other disciplines for compute-intensive applications.
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Appendix: Toy Monte Carlo studies
The results from the Monte Carlo study described in section 4 were cross-checked on toy Monte Carlo data. Samples of ∼ 600 signal and background
