Abstract : This paper focuses on two control methods which are constructed based on neurocontroller (NC) and genetic algorithm (GA) for the Acrobot. A switching controller is first introduced where an NC optimized by GA is used for the swing-up stage and a linear quadratic regulator (LQR) is applied for stabilization. Next, we show that it is possible to handle both control stages of the Acrobot by using only the NC, called global NC, with a different evaluation function for GA. This controller seems to be the first smooth control strategy for the Acrobot. In order to analyze the characteristics and verify the effectiveness of the proposed control methods, numerical simulations are implemented using different timing constraints. A comparison with a classical controller is also provided. Simulation results show that the proposed controllers work effectively.
Introduction
The Acrobot [1] , a two-link mechanism, is known as one of challenging robotic control problems since it is a highly nonlinear, underactuated and nonholonomic system. The control problem of the Acrobot involves two control processes. The first stage is swing-up, where the goal is to force the Acrobot to reach its vertical upright position with near zero velocity on both links, and the second control process, stabilizing or balancing control, is used to maintain the Acrobot in the inverted position.
Much work has been devoted to developing control methods for the Acrobot system, including classical and advanced techniques. Spong et al. [1] have focused on the development of conventional control methods for the Acrobot including two different partial feedback linearizing controllers for swing-up and a linear quadratic regulator (LQR) for balancing. Mahindrakar and Banavar [2] proposed an energy-based control strategy with some required conditions on the initial state of the system. Reinforcement learning (RL) approach [3] - [6] has been also applied effectively for the Acrobot. To overcome the disadvantage of RL techniques in the case of continuous and nonlinear system, Yoshimoto et al. [6] proposed an RL scheme combining multiple incomplete controllers for the system, each of which is constructed based on traditional control theory and plays a specific role. Brown and Passino [7] studied a different type of Acrobot with some extended assumptions and developed several control methods for swing-up and balancing using classical, fuzzy and genetic algorithms (GAs) approaches. This seems to be the first results on the use of the fuzzy theory and GAs for the Acrobot control. Other works on applications of fuzzy approach to this system can be found in the re-searches devoted by Smith and his colleagues [8] - [10] . The use of evolutionary computation for the Acrobot was implemented by Kawada et al. [11] who introduced a switching controller using real-coded GA to create swing-up patterns and used an LQR for balancing. The controller works effectively based on switching conditions, however the LQR needs some time to stabilize the Acrobot properly as fractures appear at the beginning of balancing control stage.
Most previous researches involved switching controllers which use different control strategies for the Acrobot, i.e. one controller for swing-up and another for balancing. Generally, these methods are required to satisfy some strict criteria to turn to stabilizing control, thus it is difficult to determine the switching time in advance. Also, it is hard to obtain a smooth control process due to the effect of the switching between distinct controllers. In view of limitations of the classical control techniques and less applications of neural network (NN) to the Acrobot control, this paper presents two control methods using neurocontroller (NC) with GA for such a complex object. This paper is organized into six sections. Section 2 introduces the model and dynamics of the Acrobot system. In Section 3, the design of switching control system is first introduced. In Section 4, numerical simulations are implemented with various timing conditions. A non-switching control method using only an NC (without LQR), called global NC, to handle both control stages is also presented. Next, the resulting controllers are tested while applying stochastic noise and the GA evolution is analyzed. Section 5 is a discussion on simulation results. Lastly, we conclude this research in Section 6.
The Acrobot System and Dynamics
The Acrobot is a system having two links (each with one degree-of-freedom) and a single actuator at the elbow (joint 2) but no actuator at the shoulder (joint 1). The model of the Acrobot and its basic physical parameters are illustrated in Fig. 1 . Here, the joint angles q 1 and q 2 serve as generalized system coordinates, and the torque τ produced by the actuator is the input of the system. The equations of motion of the system are as follows:
where:
3. Control System for the Acrobot
Control System Design
Recently, the combination of neural network and genetic algorithms has been applied extensively in the field of control engineering, especially for the systems that can not be easily controlled by conventional means [12] . As the main focus, this subsection presents the design of a switching controller for the Acrobot.
Let
T . The task of the controller is to swing the Acrobot from its stable downward position, which has initial state variable X init = [−π/2, 0, 0, 0] T , to its unstable position that is very close to the desired vertical with state Figure 2 shows the proposed switched control system consisting of an NC for swing-up stage and an LQR for balancing stage. From the input τ, the state X of the above-described Acrobot is determined, this state will be feedback and the deviation X re f − X will be the input of the NC for producing output torque τ. The error, which will be defined in the next subsection, between the desired and actual responses is used to update the connection weights of NC by GA. After t s seconds of swing-up stage, the balancing control is handled by a linear controller τ = K(X re f −X), where K is the control gain designed in advance by LQR theory. Fig. 1 The Acrobot system. Figure 3 illustrates the structure of the swing-up NC which uses a three-layer NN architecture consisting of input layer, hidden layer, and output layer. Since we desire to control two links of the Acrobot with four state variables by only a single system input of torque τ, the neuron numbers of input layer and output layer of NC are 4 and 1 neurons, respectively. In this study, the linear activation f (x) = x is kept for input and output layers, and the hyperbolic tangent activation function is used for hidden layer of NC as written in (4):
Genetic Algorithm in Controller Design
This paper relates to the applications of NN and GA in the design of controllers, where GA is employed to evolve NNs. Here, GA searches for the optimal sets of connection weights of NNs, each weight is transformed into the genetic code encoded by 16−bit binary code.
The algorithm flow of GA is as follows:
• Step 1: Initializing a population of NCs with sets of connection weights drawn randomly from a uniform distribution.
• Step 2: Control simulations are performed using the NCs. The control performance of each NC is then evaluated.
• Step 3: Offspring NCs are produced by the parent NCs which are selected based on the evaluated performances.
• Step 4: Control simulations are implemented for the offspring NCs, and their performances are then evaluated.
• Step 5: Ranking the NC individuals in the pool of both parent NCs and offspring NCs. The poor-fitness individuals are eliminated from the population.
• Step 6: Stop if the termination condition is satisfied. Otherwise go back to Step 3.
In GA, Roulette wheel is used to select parents for reproduction in proportion to their relative fitness, which is defined as:
where N is the population size and E (p) is the error function value of the p th NC individual calculated by:
where Q i are the weight coefficients, x end i are the state variables at the time t s in the control simulation time. In the swing-up term, there is no evaluation but the NC is expected to acquire swing-up action within the given time t s (defined as timing constraint) and eventually to force the Acrobot to reach the desired configuration at final state.
Numerical Simulations

Test Design and Parameters
In this study, the fourth-order Runge-Kutta technique is applied with step size of 0.005 seconds to derive the state X of the Acrobot system from input torque τ based on (1) and (2) . The parameters of GA for numerical simulations are shown in Table 1 . A 4-6-1 NN architecture is utilized, and the initial connection weights of NN are drawn randomly from the range [−0.3, 0.3]. It is worth noting that, the parameters of NN and GA can be tuned differently and may significantly affect the performance of the system. However, we shall not present such a deep analysis in this paper. Rather, the selected parameters are those that provide the best system performance among the values we have tested, namely by trial and error. Here, the parameters of the Acrobot system are set to be the same as those used by Spong in Ref. [1] as depicted in Table 2 , and therefore the gain of the LQR is given by [1] : 
In order to analyze the characteristics of the proposed control systems, we will perform several simulations using different timing conditions. Since the performance of GA is highly dependent on the initial random weights, 50 test iterations will be implemented using different initial populations with each timing. For each iteration of changing initial weights, after running the GA, if the obtained error is less than a required accuracy E suc , the NC is considered to be evolved successfully. The performance of the control system is evaluated by the rate of successfully-evolved NCs calculated over the 50 replications.
Simulation Results
With the defined parameters, the tests were performed using the proposed switching controller and the results on evolving the swing-up NC with different timings are shown in Table  3 . We can observe that the difficulty in evolving the NC increases when swing-up time is shortened. This test shows that the proposed control system has the property of flexibility that can work well with different timing constraints defined in advance.
For instance, numerical simulations are implemented using two of the resulting NCs evolved with t s = 5 seconds and t s = 2 seconds. The simulation results are illustrated in Figs. 4 and 5 for each case. It is clear that both control stages are handled well by the control system. By the designed swing-up NCs the 1, 2, 3, 4) 1.0 Acrobot could reach the desired vertical position with almostzero velocities after the given swing-up times, after which the LQR was turned on and the Acrobot was stabilized effectively.
In the first case with t s = 5 seconds, let us focus on joint angle q 1 in Fig. 4 (b) , the swing-up motion was iterated several times to gradually introduce energy by rhythmically oscillating the second link in synchronization with the first one. In so doing the Acrobot can gain energy to reach the desired configuration with small torque. When t s = 2 seconds, one swing-up motion was performed (see Fig. 5 (b) ) with a little larger torque.
Other Control Strategies for the Acrobot
Using neurocontroller without LQR
In this subsection, we shall show that it is possible to handle both control stages of the Acrobot by using only one NC as a global controller without LQR. Here, the NC is also expected to perform swing-up action in a given time of t s seconds and lastly force the Acrobot to reach the desired target at the final state. This state is then maintained by applying evaluation in t b seconds, understood as balancing control time. Therefore, the error function is as:
where x i are state variables of the Acrobot. In order to compare the global NC (without using LQR) to the switched control system, similar test of NC performance is implemented using the same instances as the previous test. Here, the required accuracy is defined differently. Because the global NC uses an accumulated error, as shown in Eq. (8), the accuracy is (T b × E suc ), where T b is number of simulation steps corresponding to t b seconds of balancing time and E suc is precision used previously for the proposed switching controller. Table 4 shows the test result of the global NC with poorer evolving performance than in the case of the switching controller. With the same parameters, control simulation of the global NC was performed with t s = 2 seconds and t b = 2 seconds as the example of harder case. A good control result was achieved as shown in Fig. 6 . Similar characteristics in swing-up control process was obtained as in the switching controller with t s = 2 seconds.
An example of classical approach
As mentioned earlier, classical controllers were proposed by Spong [1] . As a reference, simulation of the classical method is executed using Zero Dynamics approach for swing-up stage using the same parameters in Ref. [1] and similar parameters as the above tests. When the state of the Acrobot is close to 
Performance of the Controllers with Observation Noise
It is a fact that we are not able to implement real experiment within this paper. However, as a preparation for such a purpose in future work, we shall investigate the performance of the controllers while applying stochastic noise.
The obtained controllers will be examined with noise appearing in every time step of control simulation. That is X n = X + ξ, where X n is the new state with the observation noise and ξ is the noise vector with each element is Gaussian noise N(0, 0.05 ). The simulation results are shown in Figs. 8, 9 , 10, and 11. In case of the proposed switching controllers (Figs. 8 and 9 ), we can see that the swing-up NCs could control the Acrobot with similar trajectories compared to the previous non-noise simulations. However, LQR seems to be sensitive with the noise. Such a good ability in noise handling of the NC is more explicitly presented as observing from Fig. 10 of the global NC that allows it to control the system in both swing-up phase and stabilizing phase. In Fig. 11 , the classical controller is unable to perform swing-up motion properly as it could not satisfy the switching condition.
Analysis of Genetic Algorithm Evolution
In order to analyze the work of GA, we plot a so-called performance index, changing state, and the distribution of the NC connection weights for the case of the switching controller with t s = 2s as an example in Fig. 12 . The performance index (Fig.   Fig. 7 Control result using Zero Dynamics and LQR.
12 (a)) is defined as the ratio E b /E a , where E a is the average error value of all NCs and E b is the error value of the best NC within a generation. This index can be used for comparing the control performance of the best NC and the others. The function of connection weight change, which allows us to observe the change of the weights during evolution process of the best NCs (Fig. 12 (b) ), is defined as:
where W is the total number of connection weights of one NC (i.e. W = I × H + H × O with I, H, and O are the neuron numbers of input, hidden, and output layers of NC). w (best, g) k and w (best, g+1) k are the weights of the best NCs in the current generation g th and the next generation (g + 1) th , respectively. By plotting function S , we can examine the movement of the best NCs over generations.
Compared to Fig. 5(a) , with each time the error curve drop down (such as in the generations 466 th , 986 th and 1688 th ), there are drastic changes of performance index and connection weights as appeared in Figs. 12 (a) and (b) .
To visualize the weight distribution within a generation g, we use an index: are the weights of the p th NC at the generation g th . Index D (p) can be considered as the distance or difference between the best NC and the p th NC. For instance, this distribution is plotted for the generations 400 th , 800 th (before the drop occurring in the error curve) and 986 th (when the drop occurring) as shown in Fig. 12  (c) . It appeared that in generations 400 th and 800 th most NCs are not so different from the best NCs, but at 986 th generation the center of the distribution moves toward as the best NC has large distance to the others.
Discussion
In general, switching controllers do not always guarantee smooth control processes due to the effect of switching between different controllers. As a result, fluctuation may appear in the switching points. In this study, when using the classical control method as illustrated in Fig. 7 , the Zero Dynamics controller was able to swing the first link upward in a quite short time, after which it takes some time to fulfill the switching condition. And, with the appeared fractures, LQR also requires time to stabilize the Acrobot completely. Note that this capability of quick swing-up is naturally logical because the controller used hundreds Nm of torque to rotate the second link quickly without a swinging motion, but such a huge torque with a sudden change at about 1.2 seconds (see Fig. 7 (c) ) may be difficult to realize at practice. Also, since the classical controller is required to satisfy the switching condition in order to turn to balancing control, it therefore can not provide us with prior knowledge of control time.
In contrast, since the swing-up NC in our proposed switching controller could provide small beginning state for the LQR, the balancing LQR could achieve the desired stable configuration almost right after swing-up stage. With the global NC, although a smooth control process was obtained in Fig. 6 , it is clear in Table 4 that the global NC is harder for evolving, particularly with short swing-up time and/or long balancing time. This is because the NC evaluation is maintained over t b seconds. In addition, the use of the intelligent control systems enables us to prespecify the swing-up time in advance. And, as shown in the tests with t s = 2 seconds in Figs. 5 and 6, the swing-up time can be even faster than classical means without requiring of large torque. Instead, by performing swinging action, the input torque changes slowly within small amplitudes. As appeared in Fig. 5 (t s = 2 seconds) , the NC in the switching controller seems to be a global controller like in Fig. 6 . However, since the NC was evolved for the purpose of swing-up only, it may not be able to stabilize the system effectively.
The tests of the resulting controllers with the noise were also carried out. As the result, the NCs (in both switch and global controllers) could provide good robustness in controlling the noisy system. Certainly, these tests might be not enough to guarantee successful real experiments. The obtained NCs can be even better if larger generation number of GA is used to achieve smaller error value. In this study, the NC is optimized for only one ideal initial state that is stable and vertically downward position of the Acrobot. Thus, it would be our future work to gain better generalization for the NC by optimizing the NC with several initial states which are slightly diverse from the ideal vertical state.
As observed from Tables 3 and 4 , the rates of successfullyevolved NCs are rather low. This might be due to the difficulty of searching global optima by GA with such a wide-range motion of the Acrobot system. Also, the NC is not guided how to perform the swinging motion but it is based on the final configuration alone. In this paper, the mutation rate used in our tests is rather high (equal 0.35). Since this rate resulted in good performance of GA among the values we have examined, we consider that the diversity of the population apparently has remarkable effect to the performance of GA.
In Fig. 12 , at the beginning of GA process the value of E b /E a is nearly 1, namely that all the NCs have almost the same control performance. After about 400 generations GA found a good NC but is is still a local optimum. After that, it seems hard to evolve the NC as GA takes a long time to search for better controllers.
Conclusion
In this research, intelligent control systems have been constructed for the Acrobot by applying GA and NN. We have investigated the performances of the controllers with different timing constraints, and comparisons between the proposed ap- proaches and a classical controller have been also made. We can summarize our study as follows:
• Although the evaluation functions are not applied directly to the swing-up stage, the proposed controllers can obtain the swing-up motions automatically and the usefulness of swinging actions is utilized effectively.
• The switching controller can obtain smooth control process when the evolved swing-up NC has small error. However, it is not good at handling the noise.
• The use of the global NC provides a more straightforward solution and might guarantee better control process and robustness, however it is harder for evolving compared to the NC in the switching controller.
• While the classical means and other approaches that use a condition-based switching can not provide prior information of swing-up time, the proposed control systems allow us to prespecify the swing-up time in advance.
It is also worth mentioning that the performance of GA in evolving the NCs in both control systems is still poor either because of the difficulty of the problem and/or the small values of population size and generation number in GA. For future work, it is necessary to improve the evolving performance for the NCs, especially for the global controller as it suffers from long term of evaluation. An interesting and important issue is the robustness of the NC against the initial swing angles. In this case, a good generalization ability of the NC may be useful. In this study, GA has been used to evolve the NC with a single state only, i.e., at the ideal vertical downward configuration. The generalization of the NC can be improved by evolving the NC with several initial states which are slightly variant from the ideal one.
