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Abstract
In this thesis, we describe, both semiclassically and quantum mechanically, the
single-particle and collective dynamics of electrons and ultracold atoms moving through
periodic potentials.
Firstly, we explore collective electron dynamics in superlattices with an applied
voltage and tilted magnetic field. Single electrons in this system exhibit non-KAM
chaotic dynamics. Consequently, at critical field values, coupling between Bloch and
cyclotron motion causes delocalisation of the electron orbits, resulting in strong res-
onant enhancement of the drift velocity. We show that this dramatically affects the
collective electron behaviour by inducing multiple propagating charge domains and,
consequently, GHz-THz current oscillations with frequencies ten times higher than
with no tilted field.
Secondly, we study the effect of applying an acoustic wave to the superlattice and
find that we can induce high-frequency single electron dynamics that depend critically
on the wave amplitude. There are two dynamical regimes depending on the wave
amplitude and the electron’s initial position in the acoustic wave. Either the electron
can be dragged through the superlattice and is allowed to perform drifting periodic
orbits with THz frequencies far above the GHz frequencies of the acoustic wave; or, by
exerting a large enough potential amplitude, Bloch-like oscillations can be induced,
which can cause ultra-high negative differential velocity. We also consider collective
electron effects and find that, generally, the acoustic wave drags electrons through
the lattice. Additionally, high negative differential drift velocity at the transition
between these two single-electron dynamical regimes, induces charge domains in the
superlattice that generates extra features in the current oscillations.
Finally, we investigate cold atoms in optical lattices driven by a moving potential
wave, directly analogous to acoustically-driven superlattices. In this case, we find the
same dynamical regimes found in the acoustically driven superlattice. In addition,
there are a number a sharp resonant features in the velocity of the atom at critical
wave amplitudes and speeds. This could provide a flexible mechanism for transporting
atoms to precise locations in a lattice.
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Chapter 1
Periodic potentials
The following chapter is an introduction to some of tools that are used in this thesis
when considering the effect of periodic potentials on the motion of quantum particles.
Two types of systems where quantum particles experience periodic potentials are
introduced, electrons in semiconductor superlattices (see section 1.3) and cold atoms
in optical lattices (see section 1.4). Also explored in this chapter are some of the well
studied effects relating to the dynamics of these particles in the periodic potentials.
1.1 Band theory
Band theory is able to predict the motion of quantum particles through periodic
potentials. It was originally devised to describe the motion of electrons through
solids and is the basis of solid state physics. More recently, though, it has also been
employed in describing the motion of atoms in optical lattices. In this thesis both
the motion of electrons through artificial lattices and atoms through optical lattices
shall be considered. However, it is helpful to put the fundamental physics behind this
thesis into context by describing some of the basic features of band theory in relation
to solid state physics.
1.1.1 Brief introduction to bands in solid state physics
Quantum theory tells us that electrons in single atoms occupy quantised orbits and
thus form a set of discrete energy levels. However, when the atoms are brought
together to form a molecule, the energy of the atomic orbitals splits, forming a number
of molecular orbitals proportional to the number of atoms in the molecule. Ultimately,
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when we form a solid (or crystal lattice) with a large number of atoms we obtain a
very large number of orbitals and the separation of adjacent energy levels becomes
very small. Therefore, in solids, we tend to think that the allowed energy levels
of electrons form continuous bands. Band theory predicts that these allowed bands
occupied by the electrons can be separated by regions in energy, called band gaps,
where no spatially extended electron wavefunctions exist. The structure of these
bands is defined by the properties of the atoms in the crystal and determine the
transport properties of electrons within the solid.
The properties and interactions between two bands, the valence and conduction
bands, effectively describe the electronic properties of a solid. The valence band is
the highest energy band which is occupied at absolute zero. In an insulator, this
band is completely filled (the number of electrons in the band is equal to the number
of states up to the top of the valence band) and there is a band gap above the top
of the band. Therefore, when an electric field is applied to the crystal the electrons
cannot, as a whole, accelerate as there are no unoccupied states within the valence
band. However, there is the possibility of some conduction as some of the electrons
can be thermally excited across the band gap into the next band, the conduction
band, where there are available states and therefore can be accelerated by the electric
field. The electron leaves behind a “hole” or a point of positive charge which can also
conduct electricity. In a metal, the valence and conduction bands overlap effectively
creating a single energy band which is partially filled (around 10% to 90%), so that
when applying an electric field there are plenty of avaliable states and the electron
can move through the lattice with high conductivity.
Crystals where the band gap between the valence and conduction bands is smaller
than in an insulator, but not overlapping like a metal, are semiconductors. In these
solids a significant number of electrons are thermally excited into the conduction
band, which enables the crystal to carry a current. Uniquely it is possible to engineer
the band structures of semiconductors, opening a huge number of possibilities for
tailoring the electronic properties of these materials. For example, in the p-n junction
two different types of semiconductor are brought together, n-type and p-type. N-
type semiconductors have been doped with atoms that will increase the number of
free electrons in the structure, effectively adding states into the conduction band
and decreasing the energy of the bottom of the conduction band. Conversely, p-type
semiconductors have been doped to increase the number of holes in the material,
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thus increasing the position of the top edge of the valence band. By bringing these
two types of semiconductor together the mismatch in their band levels causes band
“bending” across the junction of the device. The effect of which is to let electric
current travel in one direction and not in the opposite direction; a diode. Using
similar principles it is possible to construct transistors which are the backbone of the
semiconductor industry.
In this thesis, the transport of electrons in artificial crystals and also the trans-
port of cold atoms in optical lattices will be studied, in particular the effect of various
external applied fields. Crucial for understanding the dynamics of particles in these
devices is band theory. In the following section band theory will be derived mathe-
matically to determine some of the model equations used throughout this thesis.
1.1.2 The nuts and bolts of the theory
The spatial lattice created by a periodic potential, V (r), generated by atoms in a
solid or by counter propagating lasers in a optical lattice, can be described by the
primitive lattice vectors a1, a2 and a3. Using these vectors, the position of each lattice
point (the atoms in the case of a solid or the peaks in laser intensity in an optical
lattice) can be described relative to any other point using the lattice vector, R, given
by
R = ua1 + va2 + wa3 (1.1)
where u, v, and w are integers. Bloch theory states that, since the potential the quan-
tum particle experiences is periodic, all the measurable properties of its wavefunction
must follow the translational symmetry of the lattice. Therefore, the probability of
finding the particle at point r must have the property
|ψ (r+R) |2 = |ψ (r) |2 (1.2)
it follows then that
ψ (r+R) = eiα(R)ψ (r) (1.3)
where α (R) is a real, dimensionless, arbitrary function of R. Imagining the effect of
a second translation we find that
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ψ (r+R1 +R2) = e
iα(R1+R2)ψ (r) (1.4)
or
ψ (r+R1 +R2) = e
iα(R1)ψ (r+R2) . (1.5)
It follows then that
α (R1 +R2) = α (R1) + α (R2) , (1.6)
Consequently, α is a linear function of R and thus can be defined by the following
equation
α (R) = kxRx + kyRy + kzRz = k.R (1.7)
where k is the wavevector of the wavefunction with the components kx, ky and kz.
Substitution of equation (1.7) into (1.3) results in the following statement of
Bloch’s theorem [1; 2]
ψ (r+R) = eik.Rψ (r) . (1.8)
Further algebra [2] reveals the following alternative statement of Bloch’s theorem
ψk (r) = e
ik.ruk (r) , (1.9)
where u(r) is a function with the periodicity, and also the translational symmetry,
of the lattice. A second, important, property to note is that independent states only
exist within a range of k. This can be shown to be true by letting k = k′ +K where
K is the reciprocal lattice vector. K is analogous to the lattice vector R, and has the
components b1,b2 and b3. These are the primitive reciprocal lattice vectors, which
generate the reciprocal lattice (in the same way that a1, a2 and a3 generate the real
lattice). The region defined by the primitive reciprocal lattice vectors is called the
1st Brillouin zone. The primitive lattice and reciprocal lattice vectors satisfy the
following equation
bi.aj = 2πδi,j. (1.10)
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The effect of this condition can be shown by substituting k = k′+K into equation
(1.9)
ψ (r+R) = eik
′.ReiK·Rψ (r) . (1.11)
The definition of the reciprocal lattice given in equation (1.10) leads to the relation
K.R = 2πn, where n is an integer; therefore
eiK·R = 1 (1.12)
so
ψ (r+R) ≡ eik′·Rψ (r) . (1.13)
Comparing equations (1.13) and (1.8) one finds that
eik·R ≡ eik′·R (1.14)
so k′ is exactly equivalent to k and thus the only independent values of k are in the
1st Brillouin zone. Consequently, only wave vectors in the 1st Brillouin zone need to
be considered. The form of the 1st Brillouin zone, even in one dimension, is generally
complex. However, if it is assumed that its centre lies at the origin in reciprocal space,
then its extreme edges lie at k = b1/2 and at k = −b1/2. Therefore, using equation
(1.10), we find that the range of possible values of kx is
−π
d
≤ kx ≤ π
d
(1.15)
where d is the periodicity of the lattice.
For completeness, it is possible to calculate the number of k states in each band
by applying a periodic boundary condition known as the Born-Von Karman boundary
condition to Bloch’s theorem, which, in one dimension, states that
ψ(x+Nxd) = ψ(x) (1.16)
where Nx is the number of lattice points along the x-axis of the lattice [3]. Therefore,
substituting this condition into Bloch’s theorem we find that
eikx(x+Nxd)u(x+Nxd) = e
ikxxu(x). (1.17)
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u(x+Nxd) = u(x) since it has the periodicity of the lattice, therefore
eikx(x+Nxd) = eikxx, (1.18)
which implies that
kx = 0,± 2π
dNx
,± 4π
dNx
,± 6π
dNx
, . . . ,±π
d
. (1.19)
Therefore there is one allowed kx state per length 2π/dNx, so the total number of
states in the band is given by
2π
d
dNx
2π
= Nx. (1.20)
Consequently, each band consists of Nx allowed kx-states. This analysis can be
repeated for a three dimensional lattice, to find that each lattice point contributes
one k-state to the band.
The Bloch wavefunctions for a particle of energy E and wavefunction ψ can be
determined by solving the time independent Schro¨dinger equation [4; 5; 6]
Hˆψ = Eψ (1.21)
where the Hamiltonian operator, Hˆ, for a infinitely large periodic potential is given
by
Hˆ = − ~
2
2m
▽2 + V (r) . (1.22)
In equation (1.22), ~ = h/2π where h = 1.054 × 10−34 J s−1 is Plank’s constant,
m is the mass of the quantum particle and V (r) is the periodic potential determined
from the lattice properties. There are a many techniques, analytical and numerical, to
solve this equation for a Bloch wavefunction of the form given in equation (1.8). For
example, in appendix A, the relatively straightforward cellular technique is described
(for more information on this and other methods see, for example, [3]).
The solution to equation (1.21) reveals that there are an infinite number of so-
lutions for a given value of k. Therefore each wavefunction with a particular k is
assigned a quantum number, n, and has a corresponding energy En(k), where the
function En(k) is known as the dispersion relation. Figure 1.1 shows schematically
how this dispersion relation depends on n and kx in a one dimensional lattice. This
particular diagram is shown in the reduced zone scheme as beyond the Brillouin zone
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Figure 1.1: A typical dispersion relation En(kx) of the first three bands (n = 1, 2 and
3) for a quantum particle in a one dimensional lattice with lattice period d. Grey
shaded regions highlight the individual bands with band width and band gap labelled.
boundary (vertical dashed line) the plot simply repeats. However, in the following
chapters the extended zone scheme will also be considered. The plot shows that the
energy of the electron is constrained within a set of bands highlighted in grey in the
figure and labelled by the quantum number n known as the band index. These en-
ergies are representative of the allowed, propagating, states of the electron and have
a band width (labelled in the figure). Outside these allowed energies there exists a
region of disallowed states resulting in a band gap between the bands (also labelled in
the figure). As explained in the previous section, the size of the band gap determines
the type of crystal lattice. In this thesis we consider lattices with a large band gap,
and how to manipulate these lattices and their band structure to generate and control
the particle dynamics.
1.2 Semiclassical model of electron dynamics
The basic assumption of the semiclassical model for the dynamics of quantum particles
is that they are considered to behave as a classical particle. However, in a periodic
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lattice the quantum particle is not considered to be a free particle, rather its dispersion
relation, E(k), is determined from quantum mechanical band structure calculations,
see appendix A. This mixture of the classical and quantum allows the analysis of
the dynamics of quantum particles within periodic lattices under the effect of slowly
varying external fields, providing an important insight into their dynamics in complex
systems. There are disadvantages, though, in the semiclassical models presented in
this thesis. In particular, the particles are assumed to only populate the lowest
energy band and we neglect transitions between the bands1. The model also does
not take into account any effect additional fields may have on the band structure of
the system. Therefore the model should be used carefully and, if possible, particle
dynamics should be checked for consistency with the quantum mechanical solutions.
We start derivation of the model by assuming that the particle velocity is equal to
the group velocity of its corresponding wave packet, which, in three dimensions can
be shown to be
v =
1
~
▽k E (k) . (1.23)
This formulation can be proved using the general form of Bloch’s theorem and
perturbation theory [2]. It is clear that this gives rise to very well defined particle
trajectories. Therefore it is important to note that scattering events are not included
in this model, although their effect will be included later.
The work, δW , done on an electron by a force, G, generated by some potential
energy field, in the time interval, δt, is given by
δW = G.vδt. (1.24)
So noting it is possible to write δW = (dW/dk)δk and using equation (1.23) we
find that
~
dk
dt
= G. (1.25)
This is a relation that can cause confusion. In free space, the momentum of a quantum
particle is defined by Newton’s second law of motion m(dv/dt) = ~(dk/dt) = G. In
1As stated in section 1.1, it is clearly possible to move between energy bands. However, in the
experimental systems presented here the band gaps are large and the effect of transitions between
bands is negligible. It should be noted that interband band hoping has been modelled successfully
for band structures with narrow band gaps in the semiclassical model, see [7; 8]
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a periodic potential however, the particle is subject to forces from the lattice as well
as any external force and thus ~k is called the crystal momentum but is not equal to
m(dv/dt). To find the actual momentum we must take into account the total force
applied, including the contribution due to the periodic potential.
1.2.1 Bloch oscillations
Consider a particle in the lowest energy band subject to a force, Gx, applied along
the x direction of a lattice. We know from equation (1.25) that
~
dkx
dt
= Gx (1.26)
It is clear from equation (1.26) that the kx value of a Bloch particle increases
linearly with time. The lowest (solid) curve in figure 1.1 shows qualitatively how the
energy varies with increasing kx for a particle in the lowest energy band of the lattice.
We assume that the electron is initially in state where kx = 0 so application of the force
results in an increase in kx towards the Brillouin zone boundary at kx = π/d (right
hand vertical dashed line in figure 1.1). Consequently, the gradient of the dispersion
curve becomes increasingly positive and the particle starts to accelerate and increase
its velocity in real space in the x direction. The velocity is maximal when dE/dkx
is maximal, and then starts to decrease as the particle approaches the Brillouin zone
boundary. Eventually when it reaches the Brillouin zone boundary, dE/dkx = 0 and
the particle comes to a standstill. We know from the previous section that due to
the periodicity of the lattice, a wavevector outside the first Brillouin zone has an
equivalent wavevector within the range ±π/d. We imagine, therefore, that a particle
reaching the edge of the Brillouin zone at kx = π/d will reappear at the opposite
boundary at kx = −π/d and, thereafter, its kx value will continue to increase at a
constant rate. However, the gradient of the dispersion curve is now negative and
thus the particle will start to move in the negative direction in real space. This
process is called Bragg reflection. The particle will continue to accelerate in the
negative direction, attaining a maximum negative speed when |dE/dkx| is maximal.
Thereafter, the particle slows until kx = 0 where it reaches a standstill at its starting
position in real space. The process, known as a Bloch oscillation, then repeats.
The amplitude, AB and the frequency, ωB, of these oscillations can be easily
obtained from integration of equations (1.23) and (1.25) to find
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AB =
∆
Gx
(1.27)
and
ωB =
Gxd
~
(1.28)
where ∆ is the band width of the dispersion curve (see figure 1.1).
This concept seems to suggest that all electrons in a perfect conductor would
perform Bloch oscillations under the influence of a static field, which implies that
biasing a perfect conductor would result in an oscillating current with no net current
flow along the device. The period of these oscillations can be found using equation
(1.28). For an electron in copper in a typical field, this period is∼ 2×10−8 s. However,
of course, there are no perfect conductors and the scattering time1 in copper at room
temperature is ∼ 10−13 s. Therefore the possibility of an electron being anywhere
near the Brillouin zone edge before being scattered is practically zero. However, in the
rest of this thesis, two systems will be described which can exhibit Bloch oscillations.
The first system, examined in chapters 2, 3 and 4, is a semiconductor superlattice. As
explained in the following section, in a superlattice the large effective lattice period
greatly increases the frequency of the Bloch oscillations thereby allowing the electron
to Bloch oscillate before scattering. Finally, in chapter 5 we will also investigate an
atom in an optical lattice where there are no scattering events, allowing the atom to
Bloch oscillate. This has been verified in recent experiments where a cloud of Sodium
atoms has been shown to perform up to 20,000 Bloch oscillations [9].
1.3 Superlattices
The semiconductor superlattice was first proposed by Leo Esaki and Raphael Tsu in
their seminal paper Superlattice and Negative Differential Conductivity [10] in 19702,
as a device which would exhibit Bloch oscillations (see section 1.2.1) and also negative
differential conductivity (see section 1.3.4). They suggested a device which consisted
of a number (typically 10s) of periodic layers. Each period of the structure consisted
1The scattering time is defined as τ , where dt/τ is the probability of a scattering event occurring
in time dt (see section 1.3.3)
2It was encouraging to learn that an original version of this paper sent to Physical Review was
rejected [11], the paper having now gone on to receive over 2000 cites!
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of at least two layers of semiconductor (or insulator) with similar lattice constants, but
having different band gaps as a consequence of differing alloy composition or density
of impurities. The differing bandwidths between the materials leads to an offset in
the conduction band at the point of contact between the two different materials,
resulting in a periodic variation of the conduction band edge similar to that of a
natural crystal structure, but with a much larger lattice constant in one direction
only. Correspondingly, a band structure is formed in the superlattice in the same way
as for a semiconductor crystal lattice. However, the lattice period of the superlattice
is much larger than a conventional semiconductor1 (typically an order of magnitude
larger). Consequently, the Brillouin zones for the superlattice are much smaller than
that a conventional semiconductor and are therefore known as minizones. The energy
width of the superlattice bands are also much smaller than a conventional band and
are therefore known as minibands.
The manufacture of these structures was made possible by the development of
growth techniques such as molecular beam epitaxy. During this process, pure elements
are heated so that they sublimate. The resulting gas is then allowed to condense on
a substrate to form a layer of the constituent atoms of that element. The process,
crucially, is slow (around a monolayer per second) so it is possible to precisely control
the constituent atomic layers of a device, therefore allowing the crystal to be tailored
for specific experiments and applications. For more information on the growth of
superlattices see, for example, [12].
Figure 1.2 shows the schematic diagram of a typical semiconductor superlattice.
The x-axis of the superlattice is defined as being in the growth direction of the super-
lattice layers and the y and z-axes are parallel to the plane of the layers. The superlat-
tice samples are typically grown on a heavily doped GaAs substrate (nD ≈ 1024 m−3)
which is 100s of micrometers thick. Onto this substrate a highly doped (nD ≈ 1023
m−3) GaAs layer is grown, with a thickness of the order of 100s of nanometres, to
form an Ohmic emitter contact (labelled in figure 1.2). The superlattice region is then
grown on to this contact region and consists of periodic alternating layers of different
semiconductor materials. Depending on their relative bandgaps the semiconductor
materials result in either a “quantum well” region or a “barrier” region in the con-
duction band edge of the device, creating a periodic variation in the potential energy
for an electron in the superlattice. Generally, the superlattice region is grown so that
1Hence the name!
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Figure 1.2: Schematic diagram of a typical semiconductor superlattice. Green regions
show emitter and collector regions. The superlattice unit cell consists of a quantum
well (light blue) enclosed by barriers (dark blue). The x-axis is orientated along
the growth direction of the superlattice with the y and z-axes parallel to the layers.
The sample is biased via an electric field, F = (−F, 0, 0), orientated in the opposite
direction to the x-axis.
it starts and ends with a barrier layer and has doping levels that are significantly
less than the emitter region (nD ≈ 1022 m−3). To ensure that calculations for an
infinite lattice apply to a real superlattice, the superlattice region generally consists
of more than ∼ 10 layers. The structure is then capped by the collector region, a
second highly doped region (labelled in figure 1.2). The reason for the highly doped
contact regions is to provide a “sea of charge” from which electrons can be transferred
into the lightly doped superlattice region. The lower doping levels of the superlattice
region ensures that electron mobility is not overly decreased by scattering from the
ionised dopants.
Esaki and Tsu’s original idea for a superlattice was to make a device where the
miniband structure enables electrons to perform Bloch oscillations. However, the
original experiments were on superlattices where minibands were not formed [13].
Therefore, it is important at this at this point to describe the difference between
weakly coupled and strongly coupled superlattices. Weakly coupled superlattices have
relatively thick barriers separating the quantum wells, so the decay length of the elec-
tron wavefunction is small. Consequently, the quantum wells are essentially isolated
from each other and transport between them takes place via resonant tunnelling. The
electronic properties of the superlattice are therefore described by calculating the sub-
12
1.3 Superlattices
band structure of the isolated quantum well and then determining the probability of
tunnelling between the wells. For more information on weakly coupled superlattices,
or on the formulation of various other superlattice models, the author recommends
the 2002 review, Semiconductor superlattices: a model system for nonlinear transport
by A. Wacker [14]. The reviews by E. Scho¨ll [15] and by L.L. Bonilla and H.T. Grahn
[16] also come highly recommended.
In this thesis, however, we concentrate on the strongly coupled superlattice which,
in contrast with weakly coupled superlattices, has thin barriers. The electron wave-
functions in these structures are allowed to extend over several periods of the superlat-
tice, like Bloch wavefunctions in conventional semiconductors, and thus the transport
properties can be described using the band model defined in section 1.1.2. The semi-
classical model for electrons in band structures predict that Bloch oscillations (see
section 1.2.1) and other related effects such as negative differential conductivity (see
the later section 1.3.4) will be induced in such structures, since the lattice period
is larger than a conventional crystal and the electron is allowed to traverse a whole
minizone before scattering. However, it is important to note that when the applied
electric field is large (i.e. eFd & ∆), the band structure breaks down and a ladder
structure, known as a Wannier-Stark ladder, of energy levels is formed in the quan-
tum wells. In this regime, electron transport now occurs via phonon assisted hopping
between the rungs of each ladder. Here though, we consider only regimes where the
band structure of the superlattice is intact and electron transport can be successfully
modelled by semiclassical band models.
1.3.1 Models for electrons in superlattices
The dynamics of electrons in a superlattice can be found by either solving the time-
dependent Schro¨dinger equation or by using a semiclassical analysis of the electron
trajectories. However, before deriving these models, we must first consider the rela-
tively rapidly varying potential created by the crystal structure which makes up the
superlattice layers. To do this we can employ the effective mass approximation, which
takes into account the effect of the crystal lattice without including it explicitly in
the model.
The effective mass is the mass that a free particle would have if it would respond
to applied forces in the same way as a particle in a Bloch state. Consider the case of
13
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Figure 1.3: Plot showing the typical variation of the effective electron mass within
the first Brillouin zone of GaAs.
an electron, with an effective mass of m∗, in an isotropic band; then according to the
semiclassical model its response to an external electric field will be given by
Gx = eF = m
∗dvx
dt
=
m∗
~
d2E
dtdkx
=
m∗
~
d2E
dk2x
dkx
dt
. (1.29)
So, substituting equation (1.26) into equation (1.29) and rearranging, we find that
m∗ = ~2
[
d2E
dk2x
]−1
. (1.30)
Figure 1.3 shows the typical variation of the effective mass with the wavevector of
the electron. We note thatm∗ in the underlying material of the structure (for example
GaAs), is effectively constant around kx = 0, and also that, due to scattering, the
electron will remain near the centre of the Brillouin zone of the crystal lattice (see
section 1.2.1). We therefore assume that m∗ is constant with varying kx.
Thus, for an electron in a superlattice we replace the mass of the electron with
the effective mass to include the effect of the underlying crystal lattice. Note that
m∗ will also vary spatially due to the different materials used in the superlattice
barriers and quantum wells. However, in the devices considered in this thesis GaAs
makes up the bulk of the device so we assume that m∗ is constant through out the
device and is equal to 0.067me, the effective mass of an electron in GaAs. Therefore,
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taking the effective mass approximation into account, the following time-independent
Schro¨dinger equation for an electron in the one-dimensional superlattice potential
VSL(x) is obtained
1
− ~
2
2m∗
∂2
∂x2
ψ + VSL(x)ψ = Eψ. (1.31)
1.3.2 Superlattice structures used in this thesis
In this thesis we will consider two superlattice structures. The first sample is a
structure that has been used in previous experimental and theoretical work [18] and is
known as sample NU2293. This sample will be used in chapters 2 and 3 so comparisons
can be made with experimental work. The unit cell of NU2293 is shown in figure 1.4(a)
and consists of three layers rather than the usual two layer superlattice. The first
layer is AlAs, which has a relatively large bandgap generating a barrier region (see left
hand edge of figure 1.4(b)). There is then the GaAs quantum well. At the well centre
is an InAs layer, which has a relatively small bandgap (see figure 1.4(b)). NU2293
has a total period of dSL = 8.241 nm (details given in the figure) and consists of 14
quantum wells. The band width for the 1st miniband of NU2293 is ∆SL = 19.1 meV.
The band structure for the superlattice is calculated using the method described
in appendix A and is shown in figure 1.4(c). The unusual feature of this superlattice is
the InAs notch at the centre of the quantum well. This occurs at the antinode of the
groundstate wavefunction and consequently lowers the energy of the first miniband.
This ensures that the miniband edge is close to the Fermi level of the emitter contact,
thus facilitating electron injection. Since the notch occurs at the node of the second
miniband (see figure 1.4(c)) it has little effect on this band and therefore the energy
gap between the bands is very large (∼ 240 meV). Consequently, tunnelling between
the first and second miniband is substantially suppressed compared to a conventional
superlattice.
In chapter 4 we consider a superlattice, known as sample 7MEV, which is based on
a recently investigated experimental superlattice [7]. Figure 1.5(a) shows a schematic
diagram of the potential energy variation in one unit cell of the structure. This
superlattice consists of a barrier region of AlGaAs and then a well region of GaAs.
The lattice period of dSL = 12.5 nm and first miniband width of ∆SL = 7 meV were
1For a more detailed explanation of this approximation then the reader is encouraged to read
[17].
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Figure 1.4: Not to scale (a) Physical structure of superlattice sample NU2293. (b)
Superlattice potential arising from the variation in the conduction band edge between
the different materials, where UAl = 1064 meV, UIn = −698 meV, dAl = 10 A˚,
dGa = 35 A˚, and dIn = 2.41 A˚. (c) Dispersion relation of the first three minibands
calculated for the unit cell shown in (b) by solving equation (1.31) (see appendix A)
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Figure 1.5: (a) Physical structure of superlattice sample 7MEV. (b) Superlattice
potential within a unit cell due to the variation in the conduction band edge where
UAl = 409 meV, dAl = 25 A˚ and dGa = 100 A˚. (c) Dispersion relation of the first
three minibands obtained from the potential defined in (b).
chosen to allow exploration of effects requiring a lower miniband width than NU2293
but still within experimental ranges.
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1.3.2.1 Semiclassical model for electron dynamics
We have already suggested that the dynamics of electrons in a superlattice can be
described by the band model, where the band structure is calculated from the poten-
tial defined by the superlattice structure, VSL(x). To find the form of the minibands,
we must solve a Schro¨dinger equation of the form given in equation (1.22).
This equation can be solved numerically, using the technique outlined in appendix
A, to obtain the Bloch wavefunctions and the resulting dispersion relation E(kx) for
the electron along the x-axis. Once the dispersion relations are known it is possible
to construct the corresponding semiclassical Hamiltonian for the electron in the first
miniband (see section 1.2)
H = E(px) +
p2y
2m∗
+
p2z
2m∗
(1.32)
where p(px, py, pz) = ~k(kx, ky, kz) is the momentum of the electron
1. The dispersion
relation E(px) (see section 1.3.2 for an example) for the first miniband in a given
superlattice may be described by following Fourier series,
E(px) =
∆SL
2
(
a0 −
∞∑
n=1
an cos(
npxdSL
~
)
)
(1.33)
where ∆SL is the width of the first miniband, dSL is the superlattice period, and an
are the Fourier coefficients2. This exact form of the dispersion curve is used in this
thesis whenever an exact calculation of the electron dynamics is required. However,
noting that a1 = 1 and an>1 ≪ 1, to get a qualitative idea of the dynamics it is
possible to make the following approximation for E(px)
E(px) =
∆SL
2
(
1− cos
(
pxdSL
~
))
. (1.34)
The electron dynamics can now be obtained using Hamilton’s equations, which
are equivalent to the semiclassical equations of motion described in section 1.2 and
will be explored in later sections of the thesis.
1Note that the kinetic energy of the electron in the y and z directions is simply the kinetic energy
of a free particle with mass m∗.
2The method to obtain the Fourier coefficients can be found in [17].
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1.3.2.2 Quantum mechanical model for electron dynamics
The electron dynamics can also be obtained by evolving the electron’s wavefunction,
ψ(x, t), in time using the time-dependent Schro¨dinger equation [6]
i~
∂ψ(x)
∂t
= Hˆ(x, t)ψ(x) (1.35)
where the Hamiltonian is given by
Hˆ = − ~
2
2m∗
∂2
∂x2
+ VSL(x) + Vex (1.36)
where Vex, is the potential generated by an applied field. Due to the discontinuities of
the superlattice potential, VSL(x), it is difficult to obtain an analytical solution to the
Scho¨dinger equation in this system, and thus it needs to be solved numerically. Here
we use the Crank-Nicolson scheme, a powerful method used extensively in wave packet
analysis. A general introduction to this method is given in Numerical Recipes [19].
However, a more detailed description of this technique with a focus on its application
to the Schro¨dinger equation can be found in the theses by R.G. Scott [20], S. Naylor
[21], or T.E. Judd [22].
The initial wavefunction of the system at t = 0, ψ0, is an important factor when
trying numerically to solve equation (1.35). It affects many of the transport properties
of the electron since it determines which of the system’s minibands will be populated.
The starting point for the initial form for the wavefunction is a simple, normalised,
Gaussian defined by the following equation
ψ(x) =
√
1
2πσx
exp
(−(x− xc)2
2σ2x
)
(1.37)
where xc (= 0 in this thesis) is the point on the x-axis around which the Gaussian is
centred and
σx = fx/2
√
2 ln 2 (1.38)
is the standard deviation of the Gaussian in the x direction, where fx is the Full-
Width Half-Maximum (FWHM) of the Gaussian. In the following simulations fx is
chosen to be a multiple of the superlattice period. Figure 1.6(a) shows the form of
an initial Gaussian wavefunction, as defined in equation (1.37), for the superlattice
sample 7MEV (see section 1.3.2). Here the FWHM (fx in equation (1.38)) of the
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initial wavefunction was chosen to span several superlattice periods so the electron
would show semiclassical band like dynamics. In the simulations presented here fx =
6dSL. To investigate the effect of using a Gaussian initial wavefunction, the time-
dependent Schro¨dinger equation was solved when only a static electric field is applied
to the superlattice, where according to Bloch theory we would expect the electron
wavepacket to Bloch oscillate. In this static field regime the applied potential is given
by Vex = VF (x) = −eFx, where F is the applied electric field. The Hamiltonian is
therefore
Hˆ = − ~
2
2m∗
∂2
∂x2
+ VSL(x) + VF (x). (1.39)
The plot in figure 1.6(b) shows the evolution in time of the probability density profile,
|ψ(x, t)|2, corresponding to the initial wavefunction shown in figure 1.6(a). The simu-
lation was performed for a relatively low field, F = 2×105 V m−1. The wavefunction
appears to split into two parts, which oscillate at the same frequency, the Bloch fre-
quency defined in equation (1.28), but have significantly different spatial amplitudes.
The splitting is a result of the wavefunction populating two different minibands, re-
vealed when we recall the equation for the amplitude of the Bloch oscillations in a
given miniband, index mb, (see equation (1.27)),
AB =
∆mbSL
eF
(1.40)
depends on the width of the miniband. Analysis of the differing amplitudes of the
oscillations show that the electron resides in the first miniband and the third miniband
[21; 23]. The fact that multiple minibands are populated should come as no surprise
when we consider that by defining a Gaussian wavefunction for the whole system we
ignore the tendency of electrons to reside in the low energy wells in the potential.
This also explains why the second band is not populated. The height of the barriers
coincides with the position of the third miniband (compare (b) and (c) in figure 1.5)
which means that parts of the electron wavepacket in the barriers are forced in the
third miniband. Note that ωB does not depend on the miniband width, and thus the
two parts of the wavefunction oscillate at the same frequency.
To ensure that the quantum dynamics are analogous to the semiclassical results,
which only consider electron dynamics in the first miniband, the initial wavefunction
must also be chosen to only populate the first miniband of the superlattice. The
population of a single miniband will also simplify the results of simulations, since
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Figure 1.6: (a) Plot showing the form of an initial Gaussian wavefunction as defined
in equation 1.37 for fx = 6dSL. (b) Colour map showing the variation of the prob-
ability density function, |ψ(x, t)|2 as a function of time and position for the initial
wavefunction shown in (a). In the colour map blue represents low values, yellow
middle values, and red high values.
the population of multiple bands induces a complex mixture of electron dynamics
from the different bands, making analysis of the results difficult. Also, any apparent
population of higher order minibands will signify tunnelling of the electron out of
the first miniband. Formally, to obtain the wave function of an electron in the first
miniband, it is necessary to find the Wannier states of the electron by solving the
time-independent Schro¨dinger equation given in equation (1.31) using a method such
as the one outlined in [8].
The determination of the Bloch states is difficult. Fortunately, though, there is a
numerical ‘trick’, the imaginary time technique [20], which takes into account the fact
that the electron in the first miniband is also in the lowest energy state, the ground
state, of the system. In this technique time, t, in equation (1.35) is replaced by −it,
where i =
√−1. Then, by solving the equation numerically any reasonable initial
guess for the ground state will converge to the actual ground state of the system.
We can understand this technique by considering an initial guess, Ψguess(x, t)
for the ground state, defined as a sum of the eigenfunctions of the electron in the
superlattice, ψn,
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Ψguess(x, t) =
∑
n
cnψn(x)e
iEnt
~ , (1.41)
where En is the energy of the eigenstate ψn, and cn is the weighting factor determining
the contribution of ψn to Ψguess. To evolve Ψguess in imaginary time we replace t by
−it therefore equation (1.41) becomes
Ψguess(x, t) =
∑
n
cnψ(x)ne
−Ent
~ . (1.42)
By making this substitution, the magnitude of each term of the summation is now
decaying exponentially in time. However, the state with the lowest energy, within
the first miniband, will decay slower than states with higher energies. Therefore,
evolving the wavefunction in imaginary time for a long time will eventually result in
only the ground state making up the complete wavefunction. Note that, of course, the
ground state is also decaying in time so to avoid the wavefunction tending to zero, the
wavefunction must be normalised after each time step. The plot in figure 1.7(a) shows
the electron wavefunction for an electron in the first miniband with an initial guess
defined by the Gaussian in equation (1.37) with fx = 6dSL (see figure 1.6(a)), evolved
in imaginary time for 10 fs. Immediately it is apparent that the wavefunction makes
more sense with the probability of the electron being in the barriers of the superlattice
tending to zero1. The plot in figure 1.7(b) shows the evolution of the wavefunction in
time corresponding to the initial wavefunction shown in figure 1.7(a). It is clear that
the wavefunction does not fragment, implying that it remains in the first miniband,
and thus the initial wavefunction determined by the imaginary time method only
populates the first miniband.
1.3.3 Electron scattering
Up to this point we have only considered the dynamics of electrons in perfect conduc-
tors. However, to get a realistic idea of electron conduction it is necessary to consider
the effect of scattering on transport. In fact, as was demonstrated in section 1.2.1,
without scattering there would be no electrical conduction in solids. Clearly, the main
influence on an electron in a solid is the ions which make up that solid. The effect
of these ions on the electron transport is included in Bloch theory. However, perfect
1Note that the centre of the quantum wells are at x = 0, dSL, 2dSL...
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Figure 1.7: (a) Plot showing the form of an initial wavefunction within the first
miniband, calculated using the imaginary time method with fx = 6dSL. (b) Colour
map showing the variation of the probability density function, |ψ(x, t)|2 as a function
of time and position for the initial wavefunction shown in (a). In the colour map blue
represents low values, yellow middle values, and red high values.
lattices of ions do not exist in reality and we must consider the effect of imperfect
lattices on electron transport. There are two major causes of scattering that remove
us from the perfect semiconductor lattice.
The first are scattering events that occur as a result of imperfections in the struc-
ture of the semiconductor crystal. Such imperfections include impurities in the struc-
ture and deformations in the lattice structure, which both disrupt the periodicity of
the lattice. In the fabrication of nanostructures such as superlattices by molecular
beam epitaxy the likelyhood of defects forming in the structure can be minimised by
controlling the deposition process. However, there is also an additional lattice defect
associated with the interface between two types of semiconductor material (known
as a heterojunction). This interface roughness can occur in the deposition process,
outlined previously, but can also arise if the adjoining semiconductor materials have
different lattice constants which stretches or compresses the two layers when they
contact. This can lead to electron scattering events.
The second type of imperfection is due to external factors such as mechanical de-
formations or thermal vibrations of the lattice, which again disrupt the periodicity of
the crystal and can lead to electron-phonon scattering events. These vibrations occur
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at all temperatures of the lattice but their significance decreases as the temperature
decreases.
The mechanics of the scattering events are separated into two groups: inelastic and
elastic scattering. During inelastic scattering, deviations in the electron’s trajectory
occur due to scattering events where both the energy and momentum of the electron
are allowed to change. These mostly arise from electron-phonon interactions. During
elastic scattering only the momentum of the electron is allowed to change and the
energy remains constant as, for example, in a scattering event between the electron
and a defect in the lattice.
To include scattering in the transport model of a superlattice we introduce the
concept of the scattering time, τ , where dt/τ is the probability of a scattering event
occurring in time dt (≪ τ). If we only consider inelastic and elastic scattering then,
as discussed in references [24] and [14], A single effective scattering time,
τeff = τi
√
τe
τi + τe
, (1.43)
can be introduced where τi is the inelastic scattering time and τe is the elastic scat-
tering time (both can be found from experiment). If the effective scattering time is
used, the drift velocity must be scaled by a factor δ = τeff/τi when calculating the
current [24].
1.3.4 Esaki-Tsu formulation of drift velocity
To investigate how semiclassical electron transport along the x−axis of the super-
lattice will be affected by scattering events, we consider transport in the relaxation
time approximation [10]. In this approximation it is assumed that an electron after a
scattering event has no ‘memory’ of its behaviour prior to the event. We also assume
that the scattering time is constant in time and space.
To calculate the drift velocity of electrons in a superlattice, we begin by estimating
the number of electrons that remain unscattered at time t, N(t). We know from the
previous section (section 1.3.3) that the probability of an electron scattering in time dt
is dt/τ where τ was the scattering time. It follows then that the number of electrons
scattered in time dt is equal to
N(t)
dt
τ
. (1.44)
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Therefore the number of electrons unscattered by time t+ dt is
N(t+ dt) = N(t)−N(t)dt
τ
. (1.45)
This implies that the rate of change of unscattered electrons can be found by
dN
dt
=
N (t+ dt)−N(t)
dt
= −N(t)
τ
. (1.46)
By integrating equation (1.46) we find that the number of unscattered electrons at
time t is
N(t) = N0e
−t/τ (1.47)
where N0 = N(t = 0) is the number of electrons at t = 0. The probability of an
electron scattering in time dt is given by the number of electrons that scatter in time
dt, equation (1.44), divided by the total number of electrons
P (t)dt =
N(t)dt
τ
1
N0
. (1.48)
Then by substituting equation (1.47) into equation (1.48) we obtain
P (t)dt =
1
τ
e−t/τdt. (1.49)
We note that electrons that have been scattered do not ‘remember’ their behaviour
before the scattering event. Therefore, only the behaviour of electrons after their
scattering event at time t will contribute to the average electron velocity at time t.
So the component of the electron drift velocity at time t is given by
vd(t) = vx(t)P (t)dt (1.50)
i.e. the velocity of the electrons at time t multiplied by the proportion of electrons
scattered at time t. We now find the total drift velocity of the system by integrating
equation (1.50) over all t to find
vd =
∫ ∞
0
vx(t)P (t)dt (1.51)
so with substitution of equation (1.49) into (1.51) we find that
vd =
1
τ
∫ ∞
0
vx(t)e
−t/τdt (1.52)
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which is the general form for the drift velocity of an electron in a superlattice. This
equation will be used in following chapters of this thesis. However, as noted above,
vd will be scaled by the factor δ when we use the effective scattering time (see section
1.3.3, equation (1.43)) to calculate current.
With the expression for the drift velocity derived we can now make an analytical
prediction for the drift velocity of an electron in a superlattice. From equation (1.23)
we know that for the one dimensional superlattice the velocity of the electron in the
x direction is
vx =
∂E
∂px
(1.53)
where the dispersion relation may be approximated by the following expression (see
equation (1.34))
E(px) =
∆SL
2
(
1− cos
(
pxdSL
~
))
. (1.54)
Therefore, by substitution of equations (1.53) and (1.54) into equation (1.52) we
find the following expression for the drift velocity
vd =
∆SLdSL
2~
1
τ
∫ ∞
0
sin
(
pxdSL
~
)
e−t/τdt. (1.55)
If we consider an electron initially at the bottom of the miniband i.e. px(0) =
0, and we assume that there is an electric field F = (−F, 0, 0) applied along the
superlattice, then according to equation (1.26)
px(t) = eF t. (1.56)
Substituting equation (1.56) into (1.55) and then integrating by parts we find the
following expression for the drift velocity
vd =
∆SLdSL
2~
(
ωBτ
1 + ω2Bτ
2
)
(1.57)
where ωB = eFdSL/~ is the frequency of the Bloch oscillations. This drift velocity
field relation is known as the Esaki-Tsu curve [10], which is plotted in Figure 1.8. Dif-
ferentiation of the Esaki-Tsu equation reveals that the maximum in the drift velocity
occurs when ωB = 1/τ . When ωB ≪ 1/τ then the drift velocity curve is linear, typical
of an ohmic current-voltage relation. In this regime the electrons are scattered before
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they are allowed to progress very far along the dispersion curve and the superlattice
performs as a regular conductor. At ωB = 1/τ the electron is allowed to traverse
roughly half the Brillouin zone before scattering and here the drift velocity is at its
maximum. However, when ωB > 1/τ we see a surprising phenomenon whereby the
transport of the electron appears to be suppressed with increasing field - known as
a region of negative differential velocity or negative differential conductance. In this
region many electrons are allowed to reach the Brillouin zone edge before scattering,
are Bragg reflected and allowed to Bloch oscillate. The electrons are localised while
undergoing Bloch oscillations thus suppressing transport. As the field is increased
further, ωB increases, further supressing the electron transport and generating the
region of negative differential velocity shown in Figure 1.8.
Negative differential conductance in superlattices was first seen in experiment by
Esaki and Chang in 1974 [13] who showed that the conductance of the superlattice ex-
hibited a sequence of dips, reaching negative values as the bias voltage was increased.
However, the superlattice used was weakly coupled and these dips are attributed to
resonant tunnelling between the wells. It was 20 years after Esaki and Tsu first sug-
gested Bloch oscillation induced negative differential conductance in 1970, that it was
first observed in experiment by F. Beltram et. al. [25] in 1990. They found direct
evidence of negative differential conductance due to electric-field-induced localisation
of the wavefunction, and demonstrated it was physically equivalent to the mechanism
described above for a strongly coupled superlattice.
It should be noted here that the drift velocity characteristic presented by the Esaki-
Tsu relation is true for an electron in the first miniband. However, when ωB ≫ 1/τ
the electron can tunnel into higher energy minibands [7], which causes the velocity
of the electron to increase, so generating a large increase in drift velocity. This type
of behaviour is known as an N-shaped drift velocity.
In the following section, we will show that when we consider the collective be-
haviour of the electrons, negative differential velocity in the drift velocity curve trig-
gers the formation of static and travelling domains, the latter inducing self generating
current oscillations.
1.3.5 Basic charge domain formation in superlattices
The semiclassical model of electron transport, described previously in this chapter,
is effective in describing the behaviour of a single electron in an infinite superlattice
1.3 Superlattices
Figure 1.8: Plot showing the form of of the Esaki-Tsu curve, calculated using equation
(1.57).
under the influence of electric and magnetic fields. The drift velocity analysis takes
into account scattering, within a relaxation time approximation and, also, by av-
eraging over many starting conditions, it can take into account thermal broadening.
However, the drift velocity does not include the effect of collective electrostatic effects
and dynamics on the transport of electrons, and thus does not produce any experi-
mentally measurable predictions for doped superlattice systems. Note that there are
recent experiments, which enable the drift velocity of the electron to be obtained di-
rectly using a three-terminal superlattice where the superlattice layers were undoped
[26]. However, the experiment is difficult and requires specialised fabrication and
measurement techniques.
The localisation of the electron trajectories, due to Bloch oscillations, as the elec-
tric field (or voltage) is increased, causes a region of negative differential velocity, and
thus induces charge and field domains in the device. Negative differential velocity has
been shown to cause charge and field domain formation in various devices (for exam-
ple the Gunn diode [27; 28]). Thus domain formation was proposed for superlattices
[29] and verified experimentally [30]. It was found that the frequency and amplitude
of the charge domain oscillations could be varied by changing the form of the drift
velocity curve or the length of the superlattice [31; 32; 33], leading to the observation
of frequencies over 100GHz [34].
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Figure 1.9: Schematic diagram [with individual panels labelled as (i,j) where i (j)
is row (column) index] showing the formation of a charge domain in a superlattice.
In each column, the panels, from top to bottom, show vd(F ), n(x), F (x) and φ(x).
Left-hand, centre and right-hand columns correspond, respectively, to the system in
equilibrium, with a small charge accumulation that destroys the equilibrium, and
the subsequent evolution of that charge accumulation. Red lines and dots show low
field regions. Green lines and dots show high field regions. In centre and right-
hand columns grey lines and dots show the system in equilibrium (as in the left-hand
column) to allow comparison.
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To understand how charge domains form and propagate in superlattices (and
indeed in any doped device exhibiting negative differential velocity) it is useful to
consider the behaviour of a general superlattice with a local N-type drift velocity
characteristic (one that exhibits a region of negative differential velocity followed
by a sharp increase in drift velocity (see figure 1.9(a))) and an external voltage, V ,
applied along the x axis of the device1. In such a system, Gauss’s law tells us that the
electric field, F(x), at position x, has the following relationship with the corresponding
volume electron density at position x, n(x), [36]
∇ · F(x) = −e
εrε0
n (x) (1.58)
where εr is the relative permittivity of the material of the device and ε0 = 8.8541×
10−12 F m−1 is the vacuum permittivity. The initial state of the system is homoge-
neous so that the charge density of electrons is constant across the device (see figure
1.9(b)) and is equal to the doping density nD. The field therefore is also constant
across the system and its value depends on the electric potential φ(x), so that
F(x) = −∇φ(x). (1.59)
This implies that the potential rises linearly through the superlattice with the
total increase always equal to the voltage applied, V , which determines the value
of the electric field in the homogeneous case, see left-hand column of figure 1.9. It
is assumed that the voltage is chosen such that the field in the superlattice lies on
the negative differential velocity part of the drift velocity curve, as shown by the
filled circle in panel (1,1) of figure 1.9. We now consider the effect of adding a
small charge accumulation somewhere in the system. In most cases this would come
from current injected into the superlattice region from the emitter. However, for
clarity, here we imagine the effect of a small charge accumulation half way along
the superlattice region [37]. According to equation (1.58), the charge accumulation
produces an abrupt change in the electric field so that the left hand region of the
superlattice has a low field, (coloured red in the centre column of figure 1.9), and the
right hand region has a high field (coloured green in the centre column of figure 1.9).
The value of vd in the low field region (green circle in figure 1.9(1,2)) is higher than
1The behaviour explained in the rest of this section is representative not only of superlattices,
but also of other semiconductor structures with similar drift velocity characteristics such as Gunn
diodes [27] and dilute nitride structures [35].
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that in the high field region (red circle in figure 1.9(1,2)). Therefore electrons enter
the charge accumulation zone much faster from the red region than they can leave
through the green region. Consequently, the small charge accumulation grows, and,
since the electrons in the charge accumulation are moving through the superlattice at
a velocity determined by the local field, it moves through the superlattice (see right-
hand column of figure 1.9). The process continues until the difference in velocities
of electrons entering and exiting the charge accumulation no longer increases (see
figure 1.9(1,3)), at which point the charge accumulation stops growing and continues
to move through the lattice until it reaches the collector. Generally, however, the
charge accumulation continues to grow as it traverses the superlattice. Although,
if the voltage applied to the superlattice is sufficient to access a region of positive
differential conductivity, e.g. for the N-type vd curve considered here, then as the
field in the green region increases, the drift velocity exiting the charge domain will
increase and, consequently, the charge accumulation will shrink.
Charge domain formation and propagation is somewhat more complex than the
simple explanation given here. Further details are given in reference [15].
Additional to the DC field case considered here, domain formation has also been
studied in superlattices under the influence of AC fields [14; 38; 39] and perpendicular
and parallel magnetic fields [40; 41; 42; 43]. However, not until the paper by T.M.
Fromhold et. al. [18] have the effects of a tilted magnetic field on static domain
formation been considered. In chapter 3 it will be shown that a tilted magnetic field
can drastically modify the dynamics of charge domain formation and propagation in
superlattices.
1.4 Optical lattices
The optical lattice is an incredibly versatile tool which allows the exploration of the
dynamics of ultra-cold (≤ 1 µK) alkali atoms in periodic potentials. An optical lattice
is simply a set of standing waves generated by counter propagating laser beams. The
electric field induced by these standing waves interact with the atoms so that they
effectively see a periodic potential defined by the wavelength and intensity of the
lasers. Therefore, atoms in optical lattices are a direct analogue to an electron in
solid, sharing many of the same properties. Thus their dynamics can be investigated
with many of the tools found in solid state physics.
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Optical lattices offer many advantages to the experimentalist wanting to study
fundamental physics of particles in periodic potentials. The lattice parameters can
be easily altered, simply by changing the wavelengths and intensity of the laser beams,
this in comparison with building a new superlattice in the case of electrons. The initial
momentum of the atom cloud can be well defined around a chosen value allowing
control over initial conditions. The optical lattice is clear from defects and also from
lattice vibration so scattering is not a significant consideration. The time scale for
atoms is much longer than electron dynamics (milliseconds compared to picoseconds)
due to their greater size and mass, and also because the lattice periods are significantly
larger, allowing easier measurement of their dynamics. It is also possible to image
the atom within the lattice. Finally it is possible to turn off the optical lattice giving
an extra degree of control over system and enabling atoms’ momenta to be measured
directly
1.4.1 Interaction of alkali atoms with an optical lattice
To understand how alkali atoms interact with the optical lattice we start by consid-
ering the effect of a static electric field on an a single atom. In an electric field, ǫ,
an atom will acquire an electric dipole moment, d, resulting in a shift of its energy
levels. The expectation value of the dipole moment is directly proportional to the
electric field [44] and is given by,
〈d〉 = αǫ (1.60)
where α is the polarisability of the atom and is the measure of the tendency of its
electron cloud to be distorted by an external electric field. The following expression
gives the resulting change in the energy of an atom’s state with a small change, dǫ,
in the electric field
dE = −〈d〉.dǫ. (1.61)
It follows then, by integration, that the contribution of energy by the electric field is
∆E = −
∫
αǫ.dǫ = −1
2
αǫ2. (1.62)
This equation is generalised by considering an oscillating field, ǫ(t) = ǫ0 cos(ωt),
with frequency ω, and electric field amplitude ǫ0, to obtain,
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∆E = −1
2
α′(ω)〈ǫ (r, t)2〉t (1.63)
where the energy shift is now a function of the frequency dependent, dynamical po-
larisability, α′(ω), and 〈· · · 〉t is the time average over the period of an oscillation.
This analysis is applied to the case of an optical lattice where there are two counter
propagating laser beams of wavelength, λ, with electric fields given by,
ǫ1(x, t) =
ǫ0
2
ei(kx−ωt) (1.64)
and
ǫ2(x, t) =
ǫ0
2
ei(−kx−ωt). (1.65)
where k = 2π/λ. Taking the sum of equations (1.64) and (1.65) we obtain the
following standing wave equation
ǫ(x, t) = ǫ1(x, t) + ǫ2(x, t) = ǫ0 cos(kx)e
(−iωt), (1.66)
the real part of which is
ℜ{ǫ(x, t)} = ǫ0 cos(kx) cos(ωt). (1.67)
Substituting of equation (1.67) into equation (1.63) we find the following expres-
sion for the energy shift of the atom and, consequently, the effective periodic potential
that the atom will experience in the optical lattice
∆E = −1
2
α′(ω)ǫ2 cos2 (kx) 〈cos2 (ωt)〉t = V0 cos2 (kx) , (1.68)
where V0 is given by
V0 = −1
4
α′ (ω) ǫ2. (1.69)
Using the trigonometric identity, cos2 A = (1 + cos(2A)) /2, in equation (1.68)
and substituting k = 2π/λ we find
∆E =
V0
2
+
V0
2
cos
(
2π
x
λ/2
)
, (1.70)
showing that the period of the optical lattice, dOL, is λ/2.
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1.4.2 Model for atom dynamics in optical lattices
It was shown previously that the potential felt by an atom in an atomic trap is given
by equation (1.70). The effective potential energy that the atom experiences in the
optical lattice, VOL(x), can be defined as
VOL(x) = V0 sin
2
(
πx
dOL
)
, (1.71)
where V0 is the amplitude of the lattice potential (see equation 1.69), and dOL is the
period of the optical lattice. Then the full quantum mechanical Hamiltonian of the
atom in the optical lattice is given by
Hˆ = − ~
2
2ma
∂2
∂x2
+ VOL(x), (1.72)
where ma is the mass of the atom.
In the simulations presented in chapter 5, we consider a neutral sodium (23Na)
atom [45; 46] in a one dimension optical lattice such as the one discussed in the
previous section. This is experimentally equivalent to a low-density cloud of cold
atoms where the interactions between the atoms have been turned off [9]. For sodium,
ma = 23/NA where NA = 6.022 × 1026 kmol−1 is Avogadro’s constant. A clear
advantage of using an optical lattice to study periodic potentials is that it is possible
to relatively easily tailor the band structure of the lattice, simply by changing the
frequencies and intensities of the laser beams. However, it is important to ensure
that the laser frequencies are detuned from any atomic resonances that might cause
excitation in the atom. Therefore, here, the optical lattice parameters were chosen
from experiment [46], so dOL = 294.5 nm and V0 = 562.52 peV. Substituting equation
(1.72) into the time-independent Schro¨dinger equation (see equation (1.21)) and then
solving using a method such as the one in appendix A, one can find the band structure
for the sodium atom in the optical lattice. Figure 1.10 shows the form of VOL and
the related band structure for the optical lattice.
It is now possible to explore the dynamics of the atom in the optical lattice both
semiclassically (see section 1.2); where we assume the dispersion relation of the first
energy band has the form
E(px) =
∆OL
2
(
1− cos
(
pxdOL
~
))
, (1.73)
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Figure 1.10: (a) Plot showing the potential energy of the optical lattice, VOL(x) (see
equation (1.71)). The first and second energy bands occupy yellow shaded regions.
(b) Dispersion relation of the first band of the optical lattice.
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with a band width ∆OL = 24.35 peV; and also by solving the time dependent
Schro¨dinger equation. In chapter 5 both of these regimes will be explored for a
sodium atom in a stationary optical lattice with an additional moving optical poten-
tial applied.
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Chapter 2
Magnetic field induced chaotic
electron dynamics in superlattices
In this chapter, we consider the effect of a tilted magnetic field on the motion of
an electron in a strongly coupled, biased, superlattice. It will introduce the work
of T.M. Fromhold et. al. on chaotic dynamics in superlattices [18; 47]. In section
2.1 we demonstrate that when a magnetic field is applied, an electron’s motion in a
biased superlattice can be described by a one-dimensional simple harmonic oscillator,
driven by time dependent plane waves [18; 47]. This type of system is potentially
intrinsically chaotic as there are fewer constants of motion than degrees of freedom1.
In fact, in later sections we will show that this type of oscillator exhibits two types
of chaos, both KAM and non-KAM chaos [18; 47; 48].
The Kolmogorov-Arnold-Moser (KAM) theorem explores what happens when an
integrable Hamiltonian system is perturbed. The KAM theorem says that as the am-
plitude of the perturbation to the integrable system is increased, then the transition
to chaos occurs by the gradual destruction of the stable periodic orbits in the param-
eter space. The system then evolves from fully stable motion, to mixed stable-chaotic
behaviour (where there are islands of stable orbits in co-ordinate space, enclosed by a
chaotic sea) to, eventually, being strongly chaotic where no stable orbits exist. KAM
theory is very successful in describing the route to chaos in many nonlinear systems.
However, KAM theory requires that the system’s unperturbed Hamiltonian, H0(I),
to be non-degenerate, i.e. each system state has unique frequency, such that:
1For more detail on Hamiltonian Chaos the author suggests Chaos in Dynamical Systems by E.
Ott [48].
37
∣∣∣∣∂2H0(I)∂Ii∂Ij
∣∣∣∣ 6= 0 (2.1)
where the Hamiltonian is expressed in terms of the generalised (action) momenta,
I, corresponding to angles, θ. In the case of a superlattice with a tilted magnetic
field, the underlying, driven, one-dimensional oscillator is degenerate (since the oscil-
lation frequency is independent of the system energy) and, consequently, KAM theory
cannot be used to explain the types of chaos present in this system [49].
Non-KAM chaos, in contrast to KAM chaos, switches on and off at abruptly at
critical values of the perturbation frequency; in our particular case when the natural
frequency of the simple harmonic oscillator is commensurate with the frequency of
the driving term. This type of system is well known in the literature and was first
explored by G.M. Zaslavsky and co-workers in the late 1980s and 1990s [49; 50; 51; 52;
53; 54; 55]. As well as being seen in the system presented in this chapter, non-KAM
chaos also has implications for the dynamical theory of many other physical systems
such as in plasma physics [52; 56] and therefore tokamak fusion [57], turbulence
[50; 53; 55], ion traps [58], dynamics of ultra cold atoms in optical lattices [59; 60; 61]
and the transmission of light through photonic crystals [62]. However, until the
recent experimental work at the University of Nottingham it had not been realised in
experiment [18; 63].
Non-KAM chaos presents itself in the phase space of the superlattice as a stochas-
tic web. This web structure allows the electron to follow unbounded orbits through
the superlattice, thereby significantly enhancing the current flow through the struc-
ture. Therefore we find that as we increase the strength of the perturbation, the
strength of the chaos also increases, as expected from KAM theorem. However, at
certain critical values the stochastic web ‘turns on’ abruptly enhancing current flow.
This mechanism allows us to control and enhance the conductivity of the superlattice
to the extent that the switching between the two different types of chaos could pro-
vide a sensitive ‘switch’ that could have applications in photonics [62] and electronics
[64].
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2.1 Superlattice electron dynamics in a tilted mag-
netic field
In this section we derive the equations of motion that describe the dynamics of an elec-
tron within a periodic potential with an applied magnetic field. We begin by deriving
the semiclassical Hamiltonian for the electron and then use Hamilton’s equations to
derive the equations of motion. In section 1.3.2.1 we derived an expression for the
Hamiltonian of an electron in the first miniband of a superlattice. By including an
electric field, F , applied along the x direction of the superlattice we find that,
H = E(px) +
p2y
2m∗
+
p2z
2m∗
− eFx, (2.2)
where p(px, py, pz) is the generalised momentum, and the dispersion equation for the
electron E(px) is given by equation (1.33). The effect of applying a magnetic field
is to change the direction of the motion of the electron but not to change the total
energy of the system. Therefore the effects of a magnetic field on the electron are
included by making substitution [6; 65]
p→ p+ eA = q, (2.3)
where q = m∗v is the linear momentum (v = dr/dt) and A is the magnetic vector
potential defined by
B = ∇×A (2.4)
in which B is the magnetic field vector. In the system considered here, B lies in the
x, z plane and is tilted at an angle θ to the x axis, i.e.
B = (B cos θ, 0, B sin θ). (2.5)
The simplest choice for A, which ensures that equation (2.4) is consistent, and
that satisfies the Coulomb guage condition (∇.A = 0), can be shown to be [18; 47]
A = (0, B(x sin θ − z cos θ), 0). (2.6)
Therefore with reference to equation (2.3), we find that
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qy = py + eA(x, z)
= py + eB (x sin θ − z cos θ) . (2.7)
Therefore, the Hamiltonian for a superlattice electron in a magnetic field is equal
to
H = E(px) +
q2y
2m∗
+
p2z
2m∗
− eFx. (2.8)
The equations of motion can now be found from the Hamiltonian using Hamilton’s
equations. Hamilton’s equations define the equations of motion for a particle governed
by a particular Hamiltonian with the position coordinates r(x, y, z) and momentum
coordinates p(px, py, pz), and are given by
pi = −∂H(t,p, r)
∂ri
(2.9)
and
ri =
∂H(t,p, r)
∂pi
(2.10)
where the degrees of freedom are indexed by i = x, y or z. Therefore Hamilton’s
equation for this system are
x˙ =
∂H
∂px
, p˙x = −∂H
∂x
(2.11)
y˙ =
∂H
∂py
, p˙y = −∂H
∂y
(2.12)
z˙ =
∂H
∂pz
, p˙z = −∂H
∂z
(2.13)
where ˙ represents the time derivative. Evaluating equation (2.11) for the Hamiltonian
in equation (2.8) results in the following expressions for the position of the electron
in x, y and z
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x˙ = vx =
∆SLdSL
2~
∞∑
n=1
nan sin
(
n
dSLpx
~
)
(2.14)
y˙ = vy =
qy(py, x, z)
m∗
∂qy(py, x, z)
∂py
=
qy(py, x, z)
m∗
(2.15)
z˙ = vz =
pz
m∗
. (2.16)
where an are the miniband fourier coefficents (see equation (1.33)). This reveals that
x˙ is dependent on px making this set of equations non-linear. Equation (2.15) shows
that that qy = m
∗vy, meaning that qy is the linear momentum of the electron along
the y axis (which is expected from the definition in equation (2.3)). It is important
to note that these equations are consistent with the semiclassical equation of motion
given in equation (1.23) where v = ∂E(p)/∂p. Hamilton’s equations can be used
again with the Hamiltonian to find the following expressions for px, py and pz
p˙x = eF − qy(py, x, z)
m∗
∂qy(py, x, z)
∂x
= eF − qyωc sin θ (2.17)
p˙y = 0 (2.18)
p˙z = −qy(py, x, z)
m∗
∂qy(py, x, z)
∂x
= qyωc cos θ (2.19)
where ωc = eB/m
∗ is the angular frequency of cyclotron oscillations caused by the
magnetic field. Note that since p˙y = 0 and that qy is dependent on py, x and z only;
electron motion in the y-direction is separated from motion in the x-z plane. This
implies that for investigation of electron transport along the x axis, only electron
dynamics in the x and z directions need to be considered. However, if the position of
the electron in y is required then we use the following expression for q˙y derived from
equation (2.7)
q˙y = eB (x˙ sin θ − z˙ cos θ) (2.20)
where x˙ and z˙ are given by equations (2.14) and (2.16), thus,
q˙y = eB
(
sin θ
∆SLdSL
2~
∞∑
n=1
nan sin
(
n
dSLpx
~
)
− pz
m∗
cos θ
)
. (2.21)
These equations can be shown to be consistent with the semiclassical equations
of motion; equation (1.25) showed that that p˙ = G (noting that p = ~k) where G is
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the force on the electron due to the magnetic and electric fields given by the Lorentz
equation
p˙ = −e (F+ v ×B) . (2.22)
resulting in the same equations of motion found in equations (2.17) to (2.20).
With knowledge that this system of equations is independent of motion in the
y direction, it can be manipulated to reduce to a single, second-order differential
equation dependent on pz [18; 47]. First, equation (2.19) is differentiated with respect
to t and then the expression for q˙y is substituted from equation (2.20) to obtain
p¨z = m
∗ω2c cos θ (x˙ sin θ − z˙ cos θ) (2.23)
then, inserting the expressions for x˙ and z˙ from equations (2.14) and (2.16), the
following expression is obtained
p¨z + (ωc cos θ)
2 pz =
m∗ω2c∆SLdSL sin θ cos θ
2~
∞∑
n=1
nan sin
(
n
dpx
~
)
. (2.24)
This expression now defines pz in terms of px. However, by combining equations
(2.17), (2.19) and (2.21) the following expression is derived
p˙x = eF − p˙z tan θ. (2.25)
Then integrate to find
px(t) = px(t = 0) + eF t− (pz(t)− pz(t = 0)) tan θ. (2.26)
We can now use this expression to obtain the following highly non-linear equation for
pz
p¨z + (ωc cos θ)
2 pz = −m
∗ω2c∆SLdSL sin θ cos θ
2~
∞∑
n=1
nan sin (n (Kpz − ωBt− φ)) .
(2.27)
This equation corresponds to a one-dimensional simple harmonic oscillator with
natural frequency ω|| = ωc cos θ (the cyclotron frequency corresponding to the com-
ponent of B along the x axis), driven by time-dependent plane waves with fre-
quency nωB, wave vector nK, and phase nφ, where K = −dSL tan θ/~ and φ =
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d [px (t = 0) + pz (t = 0) tan θ] /~. All the dynamical variables of the system can now
be determined from equation (2.27) using equations (2.14), (2.16), and (2.26). The
general form of this system, a harmonic oscillator driven by a monochromatic plane
wave, is well known in the theoretical literature as a chaotic system which exhibits
very rich and intricate phase space patterning [47; 50; 53; 54; 55; 56; 57; 58; 66; 67; 68].
Also, these types of system are known to not obey the KAM theorem (non-KAM)
[65] because the harmonic oscillator is degenerate, since the oscillation frequency,
ωc cos θ, is independent of the energy of the system. This type of non-KAM chaos
generally turns on when the natural frequency of the oscillator is commensurate with
the frequency of the driving term, in this case when ωB = rω|| where r is an integer,
and characterises itself as a stochastic web in phase space.
2.1.1 Electron trajectories
To show the effect of the magnetic field on the electron dynamics, we can consider
the electron trajectories in the x-z plane, found by numerically integrating equations
(2.17) - (2.20) using a scheme such as the 4th order Runge-Kutta algorithm [19].
The traces in figure 2.1 show the electron trajectories starting from rest (px(0) =
py(0) = pz(0) = x(0) = y(0) = z(0) = 0) for electric and magnetic field strengths of
F = 1.57× 106 V m−1 and B = 15 T respectively. The superlattice parameters used
correspond with the superlattice sample NU2293 (see section 1.3.2). Figure 2.1(a)
shows the electron trajectory when θ = 0◦, we find that in this case the plane wave
has zero amplitude (note the sin θ term on the right hand side of equation (2.27)),
thus the motion in the x and z directions is separable. Since the trajectories are
starting from rest there is only motion in the x direction and the electron performs
Bloch oscillations along the line shown in the figure1. When θ = 30◦, see figure 2.1(b),
there is only a small increase in the driving term of the harmonic oscillator and thus
the oscillations remain stable and regular, reminiscent of the case when θ = 0◦, albeit
now tilted by the magnetic field. Increasing θ to 45◦, figure 2.1(c), the plane wave
term is now at its maximum, and consequently drives the electron’s motion chaotic
allowing the electron to traverse a large, though finite, number of superlattice periods.
However, we find that when θ = 60◦, figure 2.1(c), corresponding to the case when
1If the electron does not start from rest then we find that the electron performs cyclotron
oscillations about the direction of the magnetic field, and Bloch oscillations in the x direction (see
section 1.2.1), which add to produce regular motion reminiscent of a Lissajous figure, see [65].
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Figure 2.1: Electron trajectories in the x-z frame (axes inset) corresponding to B = 15
T and F = 1.57 × 106 V m−1 with θ = (a) 0◦, (b) 30◦, (c) 45◦ and in (d) 60◦, for
which r = 1. Upper and lower horizontal bars show respectively the width of the
Bloch oscillations in (a) and scale for all panels.
r = 1, the electron orbits are not bounded at all and are allowed to extend arbitrarily
far through the superlattice.
To understand this drastic increase in the length of the trajectory, Poincare´ sec-
tions when F = 1.57 × 106 V m−1 and B = 15 T (corresponding to the trajectories
in figure 2.1) are presented in figure 2.2. The sections shown in this figure are con-
structed by plotting qy and pz at regular time intervals, tsec, equal to the period of
the harmonic oscillator, tsec = 1/ω||. Figure 2.2(a) shows the stroboscopic Poincare´
section when θ = 30◦. The electron trajectory is clearly localised to the tori defined
by the initial conditions, shown as regular rings in the figure. Increasing θ to 45◦,
see figure 2.2(b), we find electron trajectories with low momenta (in the centre of the
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plot) are within a ‘sea of chaos’, the formation of which is typical of normal KAM
chaos. This allows the electron trajectory to extend much further in momentum space
than when θ = 0, where the electron motion in the z direction is completely localised
and characterised by a simple harmonic oscillator. However this delocalised motion is
limited to electron trajectories that lie within the chaotic sea. Orbits that are out-
side this region are again localised to periodic tori. Figure 2.2(c) shows the Poincare´
section when θ = 60◦ corresponding to r = 1. The phase space is now patterned with
a stochastic web where the filaments of the web structure (highlighted by the yellow
boxes) are extensions of the chaotic sea in the centre of the section. Figure 2.2(d) is
when θ = 60◦ but with an electric field corresponding to r = 3, In this case, there are
6 filaments radiating from the centre of the web, (again highlighted by yellow boxes).
These web filaments extend to infinity through the entirety of the phase space of the
electron.
In [47] and [18] it was shown that the effect of these stochastic webs patterns is
to enhance the extent of the electron orbits in real space. As the electron moves
through the superlattice the kinetic energy of the electron, gained from the potential
energy gradient caused by the electric field, F, is transferred into the y-z plane by
the tilted magnetic field. In fact, the distance of each point in the web to the centre
of web is approximately proportional to
√
x. Consequently pz and qy increases and
the electron moves along one of the filaments in the stochastic web, also enhancing
x. The webs extend to infinity and thus the chaotic electron orbit is unbounded,
both in momentum and real space, resulting in a drastic increase in the current.
The web like structure and thus unbounded orbits only occur when r is an integer.
Only slightly off resonance the web structure is immediately destroyed, localising the
electron orbits and suppressing current. This mechanism may give the opportunity to
use the superlattice as a sensitive switch which only allows electron transport when
r is an integer [64].
2.1.2 Electron drift velocity
As discussed previously in this thesis, the drift velocity of the electrons is calculated
to understand the effect of the electron trajectories on the transport of electrons
through the superlattice. The drift velocity is calculated using equation (1.52) derived
in section 1.3.4 and restated here for clarity:
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Figure 2.2: Poincare´ sections showing the phase space structure of the electron when
B = 15T. (a) θ = 30◦ and F = 1.57× 106 V m−1, (b) θ = 45◦ and F = 1.57× 106 V
m−1, (c) θ = 60◦ and F = 1.57 × 106 V m−1 (r = 1) (d) θ = 60◦, F = 4.71 × 106 V
m−1 (r = 3). Yellow, semi-opaque, overlays highlight the stochastic web filaments.
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vd =
1
τ
∫ ∞
0
vx(t)e
−t/τdt, (2.28)
where, in this section, we take the scattering time, τ , to be 250 fs determined from
experiment [69], and vx(t) is determined from equation (2.14). The drift velocity
was averaged over ∼ 2500 initial conditions with a maximum energy of 10 meV.
This energy consists of a thermal component kBT ∼ 0.4 meV and a kinetic energy
component, imparted by the electric field ≈ ∆SL/2 ∼ 10 meV. The initial conditions
were linearly spaced over a sphere of initial momenta in px, qy, and pz with a radius
equal to the defined maximum energy of the system. This na¨ıve method of defining
the thermal distribution was explored in [8] and has shown good correspondence with
experimental results [8; 18]. Figure 2.3 shows vd(F ) curves calculated for θ = 0
◦
(bottom trace) to 90◦ (top trace) in 5◦ intervals.
When θ = 0◦ (lower curve in figure 2.3) we see a curve (corresponding to the
Esaki-Tsu curve shown in figure 1.8) with a single peak labelled ‘ET’ in yellow. This
peak is caused by the interplay between scattering induced current, which begins
to be suppressed when ωBτ > 1 by induced Bloch oscillations (for more detail see
section 1.3.4). When θ = 90◦ (upper curve in figure 2.3), the cyclotron and Bloch
oscillations are decoupled and the drift velocity curve has a similar shape to when
θ = 0◦, however now the ‘Esaki-Tsu’ peak is shifted to a higher field value. This
shift occurs because the magnetic field shifts bends the electron trajectory away from
the x axis, reducing the electron’s velocity in the x direction, thus requiring a higher
electric field to reach the peak in drift velocity [8; 47].
Significantly though, by increasing θ from 0◦ to 55◦ additional peaks occur in
the drift velocity plot corresponding to field values when ωB = rω|| where r = 1
(labelled in purple) and r = 2 (labelled in green). When this resonance condition is
satisfied the stochastic web structure is ‘switched on’ (see figure 2.2(c) and (d)), and
the electron is allowed to follow unbounded chaotic electron trajectories through the
superlattice (see figure 2.1(d)) which results in the enhancement of the drift velocity
for these field values. Note that for θ & 30◦, there is also a peak in drift velocity
when r = 0.5 (labelled in blue). This is not caused by delocalisation of the electron
orbits facilitated by a stochastic web (only expected when r is an integer). Instead,
here we see the typical enhancement of chaotic motion when the driving and natural
frequency of a driven oscillator are resonant [8].
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Figure 2.3: vd(F ) curves for superlattice sample NU2293 with B = 15T and θ = 0
◦
(bottom trace) to 90◦ (top trace) at 5◦ intervals. Arrows mark the Esaki-Tsu peak
(yellow) (see section 1.3.4), and also the chaos assisted resonance peaks at r = 0.5
(blue), r = 1 (purple) and r = 2 (green).
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This has a very interesting consequence that by changing both the field and angle
of the magnetic field it is possible to tailor the shape of the drift velocity curve for a
given superlattice. This has implications for controlling and increasing the frequency
and power of the dynamic charge domain dynamics, explored in chapter 3 and in [70].
2.2 Experimental and theoretical I(V ) curves
In the previous section, we showed how stochastic webs affect the dynamics of a single
electron within a biased superlattice with an applied magnetic field. To understand
how this affects the current of electrons, which depends on collective electron effects, in
this section we show the effect of a magnetic field on the experimental and theoretical
current voltage, I(V ), curves. Here, the experimental I(V ) curves are compared to a
theoretical static model for charge domain formation in superlattices (first presented
in [18]). The results shown in this section are a review of paper [18], which represents
the first experimental study of the effect of tilted magnetic fields on the current-
voltage curves, and the first time that the signature of non-KAM chaos has been
seen in an experimental system. The theoretical calculations involve solving the
Poisson and current continuity equations (see section 1.3.5) using the vd(F ) curves to
determine the drift of electrons and assuming that the current density of the electrons
is constant throughout the device [8; 18].
Figure 2.4 shows experimental and theoretical curves of I(V ) andG(V ) = dI(V )/dV
calculated for superlattice sample NU2293, with B = 11 T and for a range of θ. It is
apparent after comparing figures 2.4(a) and (b) that the theoretical results agree well
with the experimental results. When θ = 0◦ and 90◦, the current increases linearly
and then flattens when the voltage across the superlattice is large enough to reach the
Esaki-Tsu peak in the vd(F ) curve. In this static theoretical model there is no drop in
current for large V , in contrast to the pronounced negative differential velocity seen
in vd(F ). This is because electrons accumulate towards the collector contact of the
device causing F to increase and vd to decrease. This increase in the electron number
compensates for the drop in their vd keeping I constant.
Increasing θ from 0◦ to ≈ 55◦, causes both the theoretical and experimental cur-
rent to increase for all θ until V ≈ 250 mV. When V ≈ 250 mV there is a region
of enhanced current which results in a strong resonant peak in the G(V ) curves,
highlighted by the grey shaded regions for both the theoretical (figure 2.4(c)) and
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Figure 2.4: Figure reproduced from [8]. (a) and (b) are I(V ) curves, (c) and (d) are
G(V ) = dI(V )/dV curves calculated theoretically, (a) and (c), and experimentally,
(b) and (d) for superlattice sample NU2293 with B = 11 T and θ = 0◦ (bottom trace)
to 90◦ (top trace) at 5◦ intervals. Curves are vertically offset for clarity. In (c) and
(d), the grey shaded regions, highlight the r = 1 resonance. Note that these curves
are also shown in [18].
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experimental (figure 2.4(d)) cases. The amplitude of this resonant peak decreases
until θ = 0◦, where it disappears completely. This resonant peak is explained purely
by semiclassical miniband transport model, which determines the shape and mag-
nitude of the I(V ) curves in the theoretical model. The resonant peak in both the
experimental and theoretical results occurs close to the voltage for which ωB = ω||
which, according analysis of the single electron dynamics, is where the phase space is
threaded with a stochastic web.
It is apparent that although there is good agreement with the position and size
of the resonant enhancement in the G(V ) curves, there is not a huge increase in
the current at the resonance condition. If the field in the superlattice was constant
throughout the sample then there would be very strong resonant peaks in the I(V )
curve (∝ vd(F )) which would be of the same form as those seen in the drift velocity
calculations. However, in fact, the field is not constant in the device and, due to the
N shape of the drift velocity versus field curves, charge accumulates, compensating
for the effects of the resonant vd peaks, and so smoothing the I(V ) curve.
The theoretical model here is a static model, which assumes that the current
is constant throughout the device. Therefore, the presence of this charge build up
weakens the experimental manifestation of stochastic-web induced resonances because
it reduces the effect of the current enhancement [8]. In the following chapter, a
dynamical model of charge in the superlattice will be developed, building on the
static model. It will be shown there that, far from being a hindrance, the build up of
charge actually improves the performance of the superlattice as a frequency generator.
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Chapter 3
Controlling charge domain
dynamics in superlattices
In this chapter, it will be shown that a tilted magnetic field can be used to manipulate
the structure and dynamics of charge domains in a biased semiconductor superlattice.
The multiple regions of negative differential conductivity in the drift velocity curve,
caused by strong, chaotically-induced, resonant enhancement of the electron trajecto-
ries (see chapter 2) generate extra charge domain filaments in the superlattice, which
increase the frequency and amplitude of the self sustained current oscillations.
The collective dynamics of electrons in superlattices, and the resulting fields and
charge densities, have been studied extensively and a number of interesting phenom-
ena have been observed and studied. For a complete review of these models refer to
[14] and [16]. However, not until the 2004 investigation by T.M. Fromhold et. al. have
the effects of tilted magnetic fields on the collective behaviour of electrons in super-
lattices been considered. In [18] the authors used a model which calculated the static
(unstable) solution for the field and charge profiles and found good correspondence
with the experimental I(V ) curves confirming the non-KAM chaos induced electron
dynamics (see section 2.2). In this chapter, we will consider a dynamic model of
charge and field domains for superlattices in tilted magnetic fields, and predict that
the magnetic field not only changes the shape of the I(V ) curve, but also significantly
modifies the charge dynamics.
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Figure 3.1: Schematic diagram showing how the superlattice structure (a) can be
described by a continuum (b) where electron transport is defined by the miniband
dispersion relation E(px). The continuum is discretised into N layers where in the
mth layer the electron density is nm. The fields at the left- and right-hand edges of
the layer are Fm and Fm+1 respectively, and F0 is the field at the left- and right-hand
edges of the device. The coordinate axes show the orientation of F and B.
3.1 Model of charge domain dynamics
To investigate the collective behavior of the electrons, the current-continuity and
Poisson equations were solved self-consistently throughout the device by adapting a
model, used previously to describe inter-well transitions in superlattices [14; 37; 71],
for miniband transport. This allows us to investigate how the electron density, n(x, t)
and electric field, F (x, t) in the superlattice vary spatially and temporally.
Figure 3.1(a) shows a schematic diagram of the superlattice device NU2293 which
consists of the layered, central, superlattice region, of length L, with emitter and
collector contacts, of length l, on the left and right hand edges respectively. The
system was simulated by assuming that it can be modelled as a continuum (depicted in
figure 3.1(b)) where electron transport is described by the miniband model introduced
in chapter 2. In the calculations, the superlattice region of the device was discretised
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into N = 480 layers with width ∆x = L/N = 0.24 nm, which, after analysis of the
results, was shown to be small enough to approximate a continuum1. The volume
electron density of electrons in the mth layer is nm and the field values at the left-
and right-hand edge of the layer (see the vertical lines in figure 3.1(b)) are Fm and
Fm+1 respectively.
The dynamical equation that describes the evolution of the charge density in each
layer is given by the following current continuity equation,
e∆x
dnm
dt
= Jm−1 − Jm m = 1 . . . N, (3.1)
where e > 0 is the electron charge and Jm is the current density (C s
−1 m−2) of
electrons moving from the mth into the m + 1th layer. This equation is integrated
numerically using a fourth order Runge-Kutta scheme [19]. Note that in this analysis,
diffusion of electrons is neglected, as in previous models [18; 37], since for systems
with bias applied its effect is small compared to electron drift. Jm depends on the
local drift velocity of electrons in layer m, vmd , and is given by
Jm = enmv
m
d , m = 1 . . . N. (3.2)
Thus Jm depends directly on the single electron orbits and therefore we can expect
that the features of the single electron transport will have an effect on the collective
electron dynamics2. The Esaki-Tsu approach outlined in section 1.3.4 was used to
calculate the drift velocity for a field corresponding to the average field in layer m,
Fm, so that,
vmd = vd
(
Fm, B, θ
)
. (3.3)
where,
vd
(
Fm, B, θ
)
=
∑ δ
τ
∫ ∞
0
vx
(
Fm, B, θ, t
)
e−t/τdt. (3.4)
In this equation, we use the effective scattering time from equation (1.43) such
that
1The model is considered to approximate a continuum when the field in the device varies on a
spatial scale ≪ ∆x
2Note that the scattering time, τ , is less than the characteristic time scale of the domain dynamics
allowing us to assign a local drift velocity.
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τ = τi
√
τe
τi + τe
(3.5)
where τi is the inelastic scattering time and τe is the elastic scattering time. Since
we are using this expression for τ , the drift velocity is modified by the coefficient,
δ = τ/τi [24].
In these simulations, we average the drift velocity over ∼ 2500 initial energies
determined by the average temperature of the electrons. For a lattice temperature of
4 K, we consider a range of initial electron energies up to 10 meV. This energy consists
of a thermal component kBT ∼ 0.4 meV (where kB is Boltzmann’s constant) and also
a contribution due to voltage heating i.e. kinetic energy imparted by the electric
field, ≈ ∆SL/2 ∼ 10 meV. The initial conditions were linearly spaced over a ‘sphere’
of initial momenta in px, qy, and pz with a radius equal to the defined maximum
energy of the system. This na¨ıve method of defining the thermal distribution was
explored in [8] and has shown good correspondence with experimental results [8; 18].
When the drift diffusion model is considered, in the case of a weakly coupled
superlattice, the electron density and electric fields are discrete variables specified
within, and at the edges of, each well. However, in a strongly coupled superlattice
where electron dynamics is governed by miniband transport, the model of charge
transport must approximate a continuum1. In this model it is assumed, therefore,
that the field an electron experiences at a particular point must be an average of the
field values surrounding it. In particular, to create a smooth field profile the field was
averaged over a distance of one superlattice period2. Therefore we use the average
field at point x, F (x), which is defined as
F (x) =
1
dSL
∫ dSL/2
−dSL/2
F (x)dx. (3.6)
After discretisation, this average field is given by
Fm =
1
NFA
m+NFA/2∑
m−NFA/2
Fm, (3.7)
where NFA = dSL/∆x is the number of discretisation layers in one quantum well.
1Equivalent to models describing charge in Gunn diodes [28].
2Which has physical sense if we consider the wavefunction of the electron to have its maximum
across a single quantum well.
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In each layer, Fm obeys the discretised version of Poisson’s equation (see equation
(1.58))
Fm+1 =
e∆x
ε0εr
(nm − nD) + Fm m = 1 . . . N, (3.8)
where ǫ0 = 8.85 × 10−12 F m−1 and ǫr = 12.5 are, respectively, the absolute and
relative permittivities, and nD = 3 × 1022 m−3 is the n-type doping density in the
superlattice layers.
To properly simulate the charge domain dynamics of a system, it is very important
to consider the boundary conditions of the system, i.e. the physical properties of
the contact regions. There have been many theoretical works that investigate the
effect of the boundary conditions on the dynamics of the charge in the superlattice
[15; 72]. The choice of the boundary conditions has been shown to induce stationary
charge domains, and also moving charge domains which give rise to both periodic
[73] and chaotic currents [72]. In this investigation, however, we wish to compare
these numerical results with experimental data. Therefore the contact regions are
modelled using a realistic picture of the contact doping profiles, in order to obtain
good correspondence between theory and experiment.
Ohmic boundary conditions [14] are used to determine the current injected into
the superlattice region from the emitter, which is
J0 = σF1 (3.9)
where σ (Ω−1 m−1) is the electrical conductivity given by [8; 18],
σ =
n0e
2τc
m∗
(3.10)
where n0 and τc are, respectively, the doping density and scattering time in the contact
regions. The voltage applied to the system is the global constraint. It is determined
from the sum of the potential dropped across each discrete superlattice layer and
across the contact regions. In fact, most of the field is dropped across the contact
regions and any external resistance (e.g. measuring equipment) that is in series with
the superlattice, so these regions must be considered rigorously. In the contact, just
to the left of the superlattice layers, we assume that there is a charge accumulation
layer. Applying Gauss’s law to this layer we find that
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F1 − F0 = enL
ε0εr
(3.11)
where nL is the areal density of electrons in the accumulation layer, which modelled
as a delta function sheet of negative charge at distance l− s from the left hand edge
of the device, and F0 is the field at the left hand edge of the device. The electric field,
FN+1, at the right hand edge of the superlattice region is screened by a depletion
layer of length q and electron density n0, which ensures that the fields at the left- and
right-hand edge of the device are equal, which implies that
F0 = FN+1 − en0q
ε0εr
. (3.12)
The potential drop across the collector contact is found by spatial integration of the
electric field
VC =
∫ q
0
F (x)dx =
∫ q
0
(
FN+1 − en0x
ǫ0ǫr
)
dx.
Therefore the voltage dropped across the depletion region is
VC = FN+1q − en0q
2
2ε0εr
. (3.13)
The voltage drop across the entire device, V , can be found by assuming that the
field in the remaining sections of the superlattice is constant across each layer so that
V = F0(l − s) + F0(l − q) + F1s+ VC + ∆x
2
N∑
m=1
(Fm + Fm+1) + σF0ARext (3.14)
where Rext is the resistance that describes the physical contacts to the device and the
remaining circuit of the experimental system, and A is the cross sectional area of the
device. In this system of equations, V is the global constraint that determines the
dynamics of each nm and Fm.
We define the global current density, J(t), in the layers of the superlattice region
as
J(t) =
1
(N + 1)
N∑
m=0
Jm. (3.15)
The corresponding current is then
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I(t) = J(t)A. (3.16)
The relation between the current in the superlattice layers (I(t)) and that in
the Ohmic contacts and remaining circuit (σF0A) is discussed in appendix B. The
system of equations (3.1)-(3.16) can now be solved self consistently (ensuring that
the voltage dropped across the device is constant and equal to the applied voltage)
to obtain n(x, t), F (x, t) and, therefore, I(t).
It should be noted here that there are three assumptions made for this model:
• For a given voltage across the device the electric field is constant in the ends of
the device and is equal to F0, which corresponds to the device remaining overall
neutral.
• The width of the superlattice sections, ∆x, is small enough that the changes in
electric field and charge density in the sections are negligible.
• Rigorously, the proportion of ionised donors will depend exponentially on the
local electric field [18]. However if this is applied for collective dynamics in a
magnetic field, the model is numerically unstable. Therefore, here we assume
that all donors are ionised.
3.2 Results NU2293
In this section, we consider the electron dynamics for the GaAs/AlAs/InAs super-
lattice (NU2293) described in section 1.3.2. We consider a semiclassical formulation
for electrons in the first miniband of the superlattice, using the method described in
section 2.1, to obtain the electron velocity along the x axis, vx, in the equation for
drift velocity (3.4). The drift velocity was calculated by averaging over 2500 electron
trajectories corresponding to a lattice temperature of 4K (see previous section). The
experimentally obtained (and verified [8; 18]) parameters for superlattice NU2293 are
summarised in following table.
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Parameter Symbol Value
Mean doping density of layers nD 3× 1022 m−3
Effective scattering time τeff 250 fs
Drift velocity correction δ 1/8.5
External resistance Rext 17 Ω
Contact length l 500 A˚
Contact doping density n0 1.0× 1023 m−3
Contact scattering time τc 90 fs
Position of accumulation layer s 150 A˚
Diameter of superlattice messa DSL 25 µm
These parameters are used in the system of equations derived in section 3.1 to cal-
culate the charge domain dynamics for superlattice NU2293. In the simulations we
solved equations (3.1)-(3.16) self consistently, solving the current continuity equation,
equation (3.1), using the fourth order Runge - Kutta method [19]. Initially the density
of electrons in the layers is equal to the doping density (nm(t = 0) = ND) and the fields
in the layers are given a nominal value to avoid divisons by 0 (Fm(t = 0) = 1 × 103
V m−1). In this analysis we only consider the case when B = 15 T. The results are
presented in the following sections.
3.2.1 Current-voltage characteristics for θ = 0◦, 25◦ and 40◦
In this section we consider the I(V ) curves for the superlattice. Generally, following
the initial transient behaviour, the current-time characteristics reaches a constant
value or performs self sustained oscillations between the maximum and minimum
current, Imin and Imax respectively. The behaviour of the current oscillations depends
strongly on V , B, and θ. Figure 3.2 shows the current-voltage characteristics for
values of θ = 0◦, 25◦ and 40◦ when B = 15 T, offset for clarity. The plot shows that
for all values of theta the current is single valued at low V and then at some critical
voltage, Vcrit, the current becomes double valued (the upper line showing Imax and the
lower line Imin), denoted by the shaded region in the plot. At low voltages the current-
voltage curve is approximately linear and has a stationary solution, showing similar
characteristics to bulk semiconductor material. This ohmic part of the I(V ) curve
corresponds to the approximately linear region in the drift velocity characteristic. At
the critical value, Vcrit (the value of which depends on field and θ), the stationary
state loses its stability via Hopf bifurcation and starts to oscillate between Imax and
Imin, corresponding to the nonlinear region of the drift velocity characteristic.
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Figure 3.2: I(V ) characteristics calculated for (from bottom to top) θ = 0◦, 25◦,
and 40◦. For clarity, curves are vertically offset by 15 mA. Current oscillations occur
within the shaded regions, whose upper [lower] bounds are Imax(V ) [Imin(V )]. Dashed
curves show I values corresponding to the unstable steady state solution of equation
(3.1).
With further increase of V , the size of the oscillations Ia = Imax − Imin and,
consequently, their power grows for all θ (in the range of voltages presented here).
However, as clearly shown in figure 3.2, the presence of a tilted magnetic field (θ 6= 0)
can also increase the amplitude of the current oscillations, e.g. their maximum size
in the voltage range 0 - 1V for θ = 0◦ is ≈ 18 mA compared to ≈ 24 mA for θ = 25◦,
and ≈ 33 mA for θ = 40◦.
The dashed curves in figure 3.2 show the static solution to the dynamical equa-
tions obtained by setting equation (3.1) to 0. Such static solutions have been shown
previously to closely correspond to experimental DC I(V ) measurements (see section
2.2 and [18]). For low voltages (in the stationary regime), the full time-dependent
solution of the equations of motion correspond exactly to the static solutions. When
θ = 40◦, features corresponding to the r = 1 resonance are visible between 200 mV
and 400 mV. In the current oscillation regime, the static current effectively bisects the
extremal values, Imin and Imax, of the dynamical solution showing that even when we
enter the oscillating regime, the two solutions are still broadly consistent with each
other also suggesting good correspondence with experimental results.
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3.2.2 I(t) curves for θ = 0◦, 25◦ and 40◦
In this section the I(t) curves and how they vary with the applied voltage, V and
magnetic field, B and θ are considered in detail. We consider θ values of 0◦, 25◦ and
40◦ because the drift velocity curves have a simple form with, respectively, only 1,
2 and 3 resonant features, see figure 2.3. The traces shown in the left hand column
of figure 3.3 are the I(t) characteristics for θ = 0◦ when V = 290 mV and 490 mV.
Figure 3.3(a) is for V = 290 mV; a value close to the critical voltage ≈ Vc. The I(t)
curve exhibits very periodic oscillations whose frequency ∼ 37 GHz corresponds to
the single dominant peak in the Fourier power spectrum shown in figure 3.3(b). The
sparsity of the power spectrum confirms the periodicity of the current oscillations at
the Hopf bifurcation. Increasing V to 490 mV has little qualitative effect on the shape
of the current oscillations (see figure 3.3(c)). However, the fundamental frequency of
the oscillations falls to ∼ 12 GHz. In addition, the peaks in I(t) sharpen and also
increase in amplitude. These effects combine to strengthen the higher frequency
harmonics in the Fourier power spectrum (see figure 3.3(d))
The plots in figure 3.4 shows the I(t) curves and comparative Fourier power spectra
when θ = 25◦ for different V values. The I(t) curve and frequency spectrum calculated
for θ = 25◦ and V = 290 mV ≈ Vc (see figure 3.4(a) and (b)) are very similar to those
for θ = 0◦ (see figure 3.3(a) and (b)). However we find in figure 3.4(c) that when
V increases to 490 mV, the current-time characteristics for θ = 25◦ differ markedly
from those for θ = 0◦, see figure 3.4(c). Comparison of the figures reveals that,
in particular, tilting B almost doubles the fundamental frequency (compare figures
3.3(d) and 3.4(d)) and also introduces new features in I(t) (arrowed in figure 3.4(c))
which are absent when θ = 0◦. These features originate from the r = 1 resonance
in the drift velocity curve, as explained in the next section. Compared with the
case when θ = 0◦, the arrowed features in the I(t) curve strongly enhance the high
frequency components in the Fourier power spectrum: see figure 3.4(d), which reveals
a dominant 3rd harmonic at 54 GHz and also strengthened harmonics for frequencies
> 0.2 THz. Increasing V further to 690 mV (figure 3.4(e)) induces stronger resonant
features in the I(t) curve and also strengthens the high frequency components of the
spectra (figure 3.4(f)).
Increasing θ to 40◦, we find that when V = 540 mV≈ Vc the shape of the I(t) curve
(figure 3.5(a)) and the Fourier power spectrum (figure 3.5(b)), which is dominated
by the fundamental peak, do not significantly alter from the case when θ = 0◦ and
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Figure 3.3: I(t) oscillations calculated when θ = 0◦ for (a) V = 290 mV and (c)
V = 490 mV. The corresponding Fourier power spectra of I(t) are given in (b) and
(d) for V = 290 mV and V = 490 mV respectively, with a common vertical scale
in arb. units. Inset within the Fourier power spectra are x10 magnifications of the
spectra for f > 0.2 THz.
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Figure 3.4: I(t) oscillations calculated when θ = 25◦ for (a) V = 290 mV, (c) V = 490
mV and (e) V = 690 mV. The corresponding Fourier power spectra of I(t) are given
in (b), (d) and (f) for V = 290 mV, 490 mV and 690 mV respectively, with a
common vertical scale in arb. units. Inset within the Fourier power spectra are x10
magnifications of the spectra for f > 0.2 THz.
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25◦. However, the frequency of the fundamental peak does increase substantially to
56 GHz compared to 37 GHz and 34 GHz when V ≈ Vc for θ = 0◦ and θ = 25◦
respectively. In contrast, increasing the voltage to V = 610 mV when θ = 40◦ (see
figure 3.5(c)) induces complex I(t) fluctuations that are both stronger and richer than
for comparable voltages at θ = 0◦ (see, for example, figure 3.3(c)) and θ = 25◦ (see, for
example, figure 3.4(c)). Consequently, the high frequency peaks in the Fourier power
spectrum (figure 3.5(d)) are further enhanced, with the 5th harmonic at 92 GHz
being the strongest. Increasing V to 740 mV (figure 3.5(e)) we find a similar I(t)
plot to when V = 610 mV. However, in the fourier power spectrum (figure 3.5(f)) the
fundamental frequency is decreased compared to when V = 610 mV, consistent with
other θ considered in this section. Note that there is also no significant enhancement
of the high frequency components seen after increasing V from 490 mV to 690 mV
when θ = 25◦ (compare figure 3.4(d) and (f)). This suggests that the mechanism of
frequency enhancement is complex. The general dependence of θ and V on frequency
will be considered in section 3.2.5.
3.2.3 Charge dynamics for θ = 0◦, 25◦ and 40◦
To understand how I(t) varies with V and θ, in this section we consider how these pa-
rameters affect the underlying spatio-temporal electron charge dynamics. The charge
dynamics of the system depend strongly on the drift velocity characteristics of elec-
trons in the system. So, for clarity, the drift velocity - field characteristics for θ = 0◦.
25◦ and 40◦ (the angles considered in this and the previous section) are shown in
figure 3.6. When θ = 0◦ we clearly see only one maximum in the drift velocity curve
(yellow arrow labelled ET) corresponding to the Esaki-Tsu peak (see section 1.3.4).
However, when θ = 25◦, in addition to the Esaki-Tsu peak there is an r = 1.0 reso-
nance. Increasing θ to 40◦ we find that there are now 4 resonant peaks corresponding
to the Esaki-Tsu and r=0.5, 1 and 2 resonances. It was shown in chapter 2 that the
origin of these peaks are extended chaotic electron trajectories facilitated by stochas-
tic webs formed in electron phase space. In this section, it will be shown that via the
resonances that they produce in the drift velocity curves, the single electron chaotic
trajectories can drastically alter the electron charge dynamics.
The grey-scale plot in figure 3.7(a) shows nm calculated versus t and x for θ = 0
◦
and V = 290mV ≈ Vcrit. The plot in figure 3.7(b) shows the corresponding three
dimensional visualisation of the natural log of the charge density. These figures show
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Figure 3.5: I(t) oscillations calculated when θ = 40◦ for (a) V = 540 mV, (c) V = 610
mV and (e) V = 740 mV. The corresponding Fourier power spectra of I(t) are given
in (b), (d) and (f) for V = 540 mV, 610 mV and 740 mV respectively, with a
common vertical scale in arb. units. Inset within the Fourier power spectra are x10
magnifications of the spectra for f > 0.2 THz.
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Figure 3.6: (b) vd versus r ∝ F curves calculated for B = 15 T with (from bottom
to top) θ = 0, 25◦ and 40◦. For clarity, curves are offset vertically by 103 ms−1. The
dashed coloured lines show the positions of the Esaki-Tsu (ET) peak (yellow), the
r=0.5 peak (blue), the r=1 peak (purple) and the r=2 peak (green).
that for any given x, the local charge density oscillates periodically as a function of
t. This due to the negative differential velocity in the corresponding vd(F ) curve (see
lower plot in figure 3.6) as we now explain.
To demonstrate the influence of the negative differential velocity region, the dashed
yellow curve in figure 3.7(a) shows the (t, x) locus along which F is fixed at the value
corresponding to the ET peak in the lower curve of figure 3.6. As x passes beyond this
locus, the electrons, due to the negative differential velocity, slow thereby increasing
the local values of both nm and Fm (see section 1.3.5). This further decreases vd
and, so, increases nm, making the electrons accumulate in a charge domain (shown
light gray in figure 3.7(a) and as a large peak in the n(x, t) surface in figure 3.7(b)).
Note that the condition for forming the charge domain requires electrons to be in
the negative differential velocity regime throughout a sufficiently extended region of
the superlattice and also a large enough injection current to ‘seed’ a charge domain
[14; 15; 37; 74] (see section 1.3.5).
As the domain propagates through the superlattice it strengthens as the difference
in drift velocity between the low and high field regions increases (see section 1.3.5).
Also, due to the resulting local increase of field in the high field region and the
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Figure 3.7: Grey scale (left-hand column) and surface plots (right-hand column) of
nm(t, x) calculated for θ = 0
◦. (a-b) are for V = 290 mV and (c-d) are for V = 490
mV. In figures (a) and (c) charge densities > 1023 m−3 appear white. Yellow curves
are loci of constant F values corresponding to the Esaki-Tsu (ET) drift velocity peak
(see figure 3.6).
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corresponding reduction in drift velocity, the domain slows (both effects are clearly
shown in figure 3.7(a) and (b)).
When the domain approaches the collector (x = L), the high field region immedi-
ately beyond the domain narrows. Consequently, to keep V constant, the electric field
in that region increases, which requires the charge within the domain to also increase.
When this domain reaches the collector contact, it therefore produces a sharp peak
in I(t) (figure 3.3). Immediately, a new charge domain forms near the emitter, due
to an increase in field at the left hand edge of the superlattice and the propagation
process repeats, so producing self sustained I(t) oscillations [14; 30; 33].
For larger V , (see figures 3.7(c) and (d) when V = 490 mV) similar domain
dynamics occur. But now there is a higher mean field in the layers of the superlattice.
Consequently, the Esaki-Tsu locus (dashed yellow line in figure 3.7(c)) is closer to the
emitter compared to when V = 290 mV. As a result the charge domain forms closer
to the emitter and, as t increases, traverses the entire superlattice. Increasing V also
increases the difference between the field values in the high and low field regions.
This requires more charge to accumulate in the domain, which raises the amplitude
of the I(t) oscillations and, since vd falls at higher fields, decreases the frequency of
the oscillations (see I(t) curve in figure 3.3(c)).
When V = 290 mV ≈ Vc, increasing θ from 0◦ (figure 3.7(a)) to 25◦ (figure 3.8(a))
produces little qualitative change in the charge domain dynamics. This is because V
is low enough to ensure that r < 1 throughout the superlattice: a regime where the
vd(r) curves for θ = 25
◦ and θ = 0◦ have similar shapes (compare the bottom two
curves in 3.6) .
This picture changes qualitatively when V and, consequently, some Fm values
become high enough to ensure that, locally, r > 1. Figures 3.8(c) and (d) illustrates
this for V = 490 mV and θ = 25◦. The yellow and purple curves in (c) show the
(t, x) loci along which F equals the values corresponding, respectively, to the leftmost
Esaki-Tsu and r = 1 vd peaks in figure 3.6. When t ≈ 25 ps, negative differential
velocity associated with the Esaki-Tsu peak creates a high density charge domain for
x just beyond the yellow locus, as in low voltage case. However, when t increases to
≈ 50 ps, a second charge accumulation region appears above the purple locus. This
domain originates from the negative differential velocity region just beyond the r = 1
drift velocity peak. Its appearance produces an additional peak, labeled ‘r = 1’,
in the I(t) trace in figure 3.4(c). The two charge domains merge when t ≈ 65 ps,
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Figure 3.8: Grey scale (left-hand column) and surface plots (right-hand column) of
nm(t, x) calculated for θ = 25
◦. In figures (a-b) V = 290 mV, (c-d) V = 490 mV and
(e-f) V = 690 mV. Charge densities > 1023 m−3 appear white in figures (a,b and c).
Yellow and purple curves are loci of constant F values corresponding, respectively, to
the Esaki-Tsu (ET) and r = 1 drift velocity peaks (see figure 3.6).
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thereby inducing an additional peak in I(t), labeled ‘Merger’ in figure 3.4(c). After
merger, the charge within the single domain is almost twice that for θ = 0◦. In
addition, the presence of the large r = 1 vd peak increases the mean electron drift
velocity compared with θ = 0◦, thus also raising the domain propagation speed.
These two factors increase both the frequency and amplitude of the I(t) oscillations
(compare figure 3.3(c) to figure 3.4(c)). The appearance of the extra ‘Merger’ peak in
I(t) further strengthens the high-frequency harmonics in the Fourier power spectrum
(compare figure 3.3(d) and 3.4(d)).
Increasing V to 690 mV produces in higher fields in the superlattice, which reduces
the spatial distance between the (t, x) loci corresponding to the Esaki-Tsu and r = 1
drift velocity peaks (see figure 3.8(e)). Therefore the charge domain associated with
r = 1 peak is generated closer to the emitter (when x/L ≈ 0.25) and thus closer, both
spatially and temporally, to the generation of the ‘Esaki-Tsu’ domain. Additionally
the charge domain grows much quicker than for lower voltages (compare figures 3.8(d)
and 3.8(f)). The combination of these factors causes the r = 1 and merger peaks in the
I(t) trace for V = 690 mV (see arrowed peaks in figure 3.4(e)) to occur at lower t and
also be much sharper than when V = 490 mV (see arrowed peaks in figure 3.4(c)). In
turn, this makes the high frequency components in the Fourier power spectra stronger
for V = 690 mV than for 490 mV (compare figures 3.4(d) and 3.4(f)).
Note that higher voltages do not necessarily achieve higher frequency Fourier
components. In fact, as the system approaches V ≈ 1 V the effect of the r = 1 vd
peak on the charge density profile, and thus the I(t) curve, is negated because the
r = 1 domain occurs closer to the Esaki-Tsu domain.
Increasing θ to 40◦ further enriches the charge domain patterns, see figure 3.9.
Now the r = 0.5, 1 and 2 resonances are stronger (see upper curve in figure 3.6) and
occur for smaller F , meaning that their effect on the domain dynamics is apparent
even for V very close to Vc. Figure 3.9(a) is the charge density plot when V = 540 mV
≈ Vc for θ = 40◦. it reveals charge domains near the yellow, blue and purple loci along
which F coincides, respectively, with the Esaki-Tsu, r = 0.5 and r = 1 vd peaks. It is
interesting to note that the r = 0.5 locus effectively splits the domain induced by the
Esaki-Tsu negative differential velocity (see blue curve in figure 3.9(a)), which clearly
demonstrates the effect of the multiple drift velocity peaks on the charge domain
dynamics. The shape of these domains are clearly shown in the three dimensional
plot in figure 3.9(b).
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Figure 3.9: Grey scale (left-hand column) and surface plots (right-hand column) of
nm(t, x) calculated for θ = 40
◦. In figures (a-b) V = 540 mV, (c-d) V = 610 mV and
(e-f) V = 740 mV. Charge densities > 1023 m−3 appear white in figures (a,b and c).
Yellow, blue, purple and green curves are loci of constant F values corresponding,
respectively, to the Esaki-Tsu (ET) and r = 0.5, r = 1 and r = 2 drift velocity peaks
(see figure 3.6).
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Figure 3.10: Colour map of Ia = Imax − Imin (scale right) calculated for B = 15 T.
In the left hand region of the superlattice, between the left-hand quantum well
and the domain, the local field lies in the region of negative differential velocity where
r < 1 in the vd curve. As x increases, the local field increases and enters the region of
positive differential velocity. This stops the domain progressing further through the
superlattice. For x > 2L/3, the local fields lie within the r > 1 region of negative
differential velocity and a second domain is formed. The coexistence, and in phase
oscillation, of these multiple domains doubles both the amplitude and frequency of
the I(t) oscillations (see figure 3.5(a)) in the V ≈ Vc regime compared to when θ = 0◦
(see figure 3.3(a)) and θ = 25◦ (see figure 3.4(a)).
When V reaches 610 mV, see figures 3.9(c) and (d), a new domain associated
with the r = 2 resonance (green locus) appears. When t = 40 ps the domains with
r = 0.5, 1 and 2 resonant peaks all merge. At this voltage the various domains
produce multiple peaks in I(t), as shown in figure 3.5(c) where the labels mark peaks
arising from the formation of the ET, r = 0.5, 1 and 2 domains and their eventual
merger, resulting in strong high-frequency components in the power spectrum, figure
3.5(d)
By increasing the voltage to 740 mV, figures 3.9(e) and (f), it is clear that this
causes the domains to bunch. This ‘blurs’ the shape of the I(t) curve, figure 3.5(e),
so reducing the high frequency components in the power spectrum, figure 3.5(f).
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3.2.4 Stability and power of I(t) oscillations for 0◦ < θ < 90◦
In this section, we consider how the stability, strength, and frequency of the current
oscillations change over a wide range of θ and V .
Figure 3.10 is a colour map showing the variation of Ia = Imax − Imin for a range
of V up to 1 V and for 0◦ < θ < 90◦. The plot effectively maps the boundary between
low V regimes (left-hand white area), where the current does not oscillate, and high
V regimes where oscillations do occur. The colour scale gives a measure of the power
of the current oscillations at high V . It is clear that for all θ there are no current
oscillations (Ia = 0) for V . 280 mV, corresponding with the position of the Esaki-
Tsu peak when θ = 0◦ (see figure 3.6). Generally, as θ increases, the critical voltage
above which the system has current oscillations (Ia > 0), Vc, increases. At first glance
this may seem surprising since, as we increase θ, the resonances in the vd(F ) shift to
lower F suggesting we might expect Vc decrease with increasing θ. However, altering
θ also changes the strength of the resonant features, which makes Vc depend in a
complicated way on the shape of the vd(F ) curve.
To understand the cause of the complex variation of Vc with θ, it is useful to recap
how the drift velocity varies with F and θ. Figure 3.11 is a colour map showing the
variation of vd(F, θ). The resonant features due to the Esaki-Tsu peak when ωBτ = 1
(yellow dotted line), and the features due to the Bloch and cyclotron resonances
r = 0.5 (blue dotted line), 1 (purple), and 2 (green) peaks are clearly visible. The
resonant features become more pronounced as θ is increased to 45◦, because the
coupling between the cyclotron and Bloch oscillations strengthens (increasing the
amplitude of the driving term in equation 2.27). Increasing θ beyond 45◦ weakens
the resonant peaks as the cyclotron and Bloch oscillations decouple. In addition, the
resonances all occur at lower field values resulting in ‘bunching’ of the drift velocity
peaks, clear for 60◦ < θ < 80◦. When θ > 80◦ the Esaki-Tsu peak again dominates as
the resonance effects diminish. Now though, we find that the Esaki-Tsu peak occurs
at a higher F values as θ approaches 90◦. This shift occurs because the magnetic
field deflects the electron away from the x-axis toward the z-axis, thus reducing the
drift velocity and increasing the electric field required to obtain the maximum drift
velocity [17].
The form of the vd(F, θ) map shown in figure 3.11 enables us to explain the vari-
ation of Vc, with θ. For values of θ . 27
◦, figure 3.11 reveals that the Esaki-Tsu
peak is dominant in vd and, consequently, Vc is constant (figure 3.10), with current
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Figure 3.11: Colour map of vd(F, θ) (scale right) calculated for B = 15 T.
oscillations being induced by the region of negative differential velocity immediately
following the Esaki-Tsu peak. When 40◦ & θ & 60◦ the r = 1 peak is dominant
in figure 3.11, and, correspondingly, Vc jumps to a higher voltage ≈ 600 mV corre-
sponding to the region of high negative differential velocity following the r = 1 peak.
For 60◦ . θ . 75◦, figure 3.11 shows that the region of negative differential velocity
occurs at increasingly high F as θ increases and, correspondingly, Vc also increases.
For 75◦ & θ & 85◦ the amplitude of the higher order resonant peaks in the drift
velocity diminish and, correspondingly, Vc decreases. When θ & 85
◦ the Esaki-Tsu
peak dominates and, since at high θ its position occurs with increasing F , we find a
slight increase in Vc.
An interesting case occurs when 28◦ . θ . 35◦, in this regime the initial “switch-
on” of current oscillations when V ≈ 290 mV, there is a second stationary current
region that begins between ≈ 350 and 400 mV (depending on θ), and then sustained
current oscillations for V & 500 mV. Analysis of figure 3.11 reveals that in this regime
the r = 1 resonance is well defined and well separated from the Esaki-Tsu peak (for
example at θ = 30◦ the separation of the peaks is ≈ 2.5× 106 V m−1). Therefore, for
sufficiently low voltages, the system can only access the Esaki-Tsu negative differential
velocity region and the system will behave as if θ = 0◦. But increasing the voltage
allows the fields in the superlattice to access the region of positive differential velocity
corresponding to the r = 1 peak, which suppresses the charge domains and so kills
74
3.2 Results NU2293
the current oscillations. Increasing V to the second critical voltage ensures that r > 1
in a substantial part of the superlattice region and so current oscillations are again
induced by the associated negative differential velocity region.
The surface plot of Ia in figure 3.10, also gives an estimate of the power of the
current oscillations. When θ . 20◦ we find that the current oscillations are relatively
weak, although increasing the voltage from Vc to 1 V raises the amplitude of the
oscillations by ≈15 mA (from ≈ 5 mA to 18 mA when θ = 0◦). The increase in the
oscillatory amplitude can again be attributed to the shape of the drift velocity curve.
Increasing the voltage across the device enhances the field difference between the low
and high field regions in the superlattice and, hence, the difference in the drift velocity
between the high and low field regions. This allows more charge to be injected into
the charge domain, thereby enhancing the current oscillations. At higher voltages the
low and high field regions (corresponding to high and low velocity regions) are both
larger, which allows the domain to form and grow more quickly and so increase the
amount of charge in the domain.
As θ increases so that the r = 1 resonance strengthens in vd(F ), there is a gradual
increase in the amplitude of the current oscillations until θ = 45◦. because increasing
the peak drift velocity in vd(F ) also increases the associated negative differential
velocity (see figure 3.11). The enhanced velocity injects more charge into the domains
and the larger negative differential velocity allows the domain to form quicker and
thus “collect” more charge. In addition, there are new domain filaments formed
by the extra features in the drift velocity curve, which carry more charge through
the superlattice. These effects combine to increase the amplitude of the current
oscillations.
Increasing θ beyond 45◦ leads to the appearance of a second region of enhanced
current oscillations in figure 3.10 when θ ≈ 70◦, where a large number of resonant do-
mains are induced in the superlattice. Further increasing θ to 90◦ generally decreases
Ia until θ = 90
◦ when Ia has qualitatively the same form as when θ = 0
◦
3.2.5 Frequency of I(t) for 0◦ < θ < 90◦
In sections 3.2.2 and 3.2.3 it was shown that by inducing extra charge domain fila-
ments it was possible to significantly increase the power and frequency of the current
oscillations: especially when θ = 40◦ and V = 610 mV, where the dominant compo-
nent in the frequency spectrum was the 5th harmonic with a frequency of 92 GHz.
75
3.2 Results NU2293
Figure 3.12: Colour map of fmax(V, θ) (scale right) calculated for B = 15 T.
To explore this further, figure 3.12 shows a colour map of the dominant harmonic
in the I(t) frequency spectrum, fmax, versus θ and V . The figure reveals a startling
increase in the characteristic frequency of the system when a tilted magnetic field is
applied to the superlattice. Generally for low θ . 5◦ fmax ≈ 25 GHz when V ≈ Vc,
but decreases with increasing V > Vc. This is because increasing V raises the electric
field in the superlattice, thereby reducing the drift velocity and, hence, the frequency
of the oscillations in I(t) (see figures 3.3).
However, as soon as a resonant peak appears in the drift velocity curve when
θ ≈ 15◦ (see figure 3.11) there is an immediate increase in the frequency of the
current oscillations to approximately 40 GHz (see figure 3.12) as extra charge domains
are induced in the superlattice. Again increasing the voltage causes a decrease in
the frequency of the I(t) oscillations because the fields in the superlattice increase,
thus diminishing the effect of the resonant features. The optimum voltage for the
maximum frequency output occurs when, throughout the superlattice, the electric
fields encompass the resonances in vd(F ) so that all the charge domains contribute
to the features in the I(t) curve.
As θ increases, the power of the higher harmonics in the frequency spectra in-
creases due to the creation of extra charge domains until, at θ ≈ 57◦, the frequency
of the highest powered peak is, astonishingly, at ≈ 180 GHz: an order of magnitude
increase in the frequency of the dominant peak when θ = 0◦.
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Figure 3.13: Colour map of Pint(V, θ) (scale right in arbitrary units) calculated for B
= 15 T. Dashed curve: variation of Vc with θ
Recent experimental results [75; 76] show successfully that, by using backward
wave oscillators, it is possible to take advantage of the higher harmonics of frequency
generators such as superlattices. Therefore, to quantify the overall power of the high
frequency components we calculate Pint = 〈P (f)〉, where 〈.〉 denotes integration over
f > 0.2 THz. Figure 3.13 shows a colour map of Pint in the V − θ plane. For V < Vc
(left of the dashed curve in figure 3.13), Pint = 0 because there are no charge domain
oscillations (see also figure 3.10).
As for the case of fmax, Pint generally increases with increasing θ as extra charge
domains are formed in the superlattice. We find there is a maximum in Pint (dark red
region) when V ≈ 800 mV and θ ≈ 70◦. In this regime, Pint is an order of magnitude
higher than for θ = 0◦ due to the formation of multiple propagating charge domains.
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Using sound to control THz
electron dynamics in superlattices
In this chapter, we will show that an acoustic wave propagating through a semicon-
ductor superlattice can induce a charge current even when no static electric field is
applied. There are two distinct dynamical regimes, depending on whether the en-
ergy amplitude of the acoustic wave is greater, or less, than a critical value which
depends on the superlattice parameters. When the energy amplitude of the acous-
tic wave is less than the critical value, we find the electron is dragged through the
superlattice by the acoustic wave causing strong resonant enhancement of electron
transport, accompanied by very high frequency, almost periodic, oscillations of the
electron orbits (in our present samples ≈ 20 times larger than the applied wave). For
phonon wave amplitudes higher than the critical value, the electrons perform Bloch-
like oscillations, which dramatically suppresses electron transport. Consequently, we
see that driving the electrons with GHz sound waves, rather than a static electric
field, greatly increases both the peak value of vd and the magnitude of the negative
differential velocity. Since high-frequency superlattice oscillators require high values
of both parameters [14; 32], acoustic driving could strongly enhance the performance
of such devices.
4.1 Acoustic waves
Traditionally considered a limiting factor in the performance of condensed matter
devices (due to the effect of scattering processes), the use of phonons as a method
78
4.1 Acoustic waves
of controlling and enhancing such devices is emerging as a powerful new tool [77;
78]. Advances in femtosecond laser technology have resulted in the development of
experimental techniques to generate coherent picosecond acoustic waves. Since the
1980s, it has been known that by fast thermoelastic deformation of a thin metal film
it is possible to produce a coherent strain pulse which has a well defined spectral
component of frequencies in the range 100-200 GHz [79; 80; 81; 82; 83]. The strain
pulse propagates through the material at a speed equal to the speed of sound for the
particular substance. This technique has been used to probe the acoustic properties
of a wide range of materials, see for example [84] and [85]. However, recently it was
shown that a pulse of this type can be used to drive an electric current through both
a layer of bulk GaAs and also through a semiconductor superlattices in the absence of
an external electric field [69]. Figure 4.1 shows the schematic diagram for generating
of a coherent acoustic pulse in a GaAs substrate. One side of the GaAs substrate
is polished flat and has a thin layer of aluminium deposited onto it. This film is
then excited using pulses from a femtosecond laser focused onto a spot opposite the
contact region. The current is then measured by amplifying changes in the voltage
across the top and bottom of the contact region. It was shown in [69] that a sharp
current response related to the coherent acoustic wave was observed after a delay
corresponding to the time of flight for the acoustic pulse across the GaAs substrate.
This is clear evidence of ‘phonon drag’ phenomena [86; 87] in this material where
the phonons are able to exert momentum on electrons (and holes) via a deformation
potential. This deformation potential is the effective electric potential experienced
by an electron in a solid caused by the local deformation of a crystal lattice. In this
paper the experiment was also extended to use a semiconductor superlattice in place
of the GaAs substrate where similar evidence of phonon drag was found.
One of the most promising directions in the control of acoustic waves in condensed
matter is the SASER or “Sound Amplification by Stimulated Emission of Radiation”
device [88; 89; 90; 91]. The SASER works in a very similar way to the LASER. The
semiconductor version of the SASER consists of a semiconductor superlattice enclosed
within an acoustically reflective chamber. Consider such a superlattice with a lattice
period d and an electric field, F , applied along the device so that the potential energy
dropped across a quantum well, eFd, is much larger than the miniband width of the
superlattice. This effectively destroys the band structure of the superlattice since
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Figure 4.1: Figure reproduced from [69] showing an experimental schematic of an
acoustic pulse incident on bulk GaAs. Inset shows a typical I(t) signal from the
device after an incident laser pulse at t = 0.
electron states in adjacent wells can no-longer be considered to be isoenergetic1. In
this regime, we find a series of electron states in each quantum well known as a Wan-
nier Stark ladder forming a periodic sequence of energy levels with a separation equal
to eFd [14]. The horizontal red lines in figure 4.2 represent the Wannier Stark ladder
formed within the potential energy landscape of the superlattice (black lines). In this
model, charge transport is achieved by electrons tunnelling through the superlattice
barriers as they “hop” between states in adjacent quantum wells. Disregarding the
possibility of photon assisted transitions, conservation of momentum and energy tells
us that the hopping between wells is facilitated either by defect scattering, with the
realted emission of phonons, or by inelastic phonon-assisted tunnelling, see figure 4.2.
Therefore a phonon with energy ~ωin = eFd, incident on an electron in a particular
1Note that although the band model starts to become invalid in this regime, we can still use a
semiclassical model provided that the width of the Bloch oscillations, AB , is of the order, or larger
than the lattice period, i.e.
AB =
∆
eF
& d. (4.1)
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quantum well, can cause it to hop into a lower energy state in the next quantum well.
In reference [88] it was shown that this transition is indirect in momentum space,
and therefore results in a phonon with energy ~ωem < eFd being emitted; and also
that the transition occurs from an initial state with higher population than that of
the final state. Implying that, in this case, population inversion can be achieved in a
similar way to a LASER. The generated phonons will then bounce off the interfaces
between the layers causing more electron transitions, increasing the population of
phonons with the same energy. Then careful design of the superlattice structure can
result in the synchronisation of the phonons to produce a narrow beam of coherent,
high frequency ‘sound’, otherwise known as a coherent acoustic wave.
Preliminary experimental demonstration of the semiconductor SASER in the ter-
ahertz regime [90; 91] suggests potential applications including imaging of nano-sized
structures and the manipulation of electrons in semiconductors, perhaps leading to
the development of terahertz computer processors.
The development of the acoustic devices, particularly the SASER device, opens
new opportunities for studying electron dynamics in superlattices. Previously, control
of electron transport in superlattices has been via static or oscillating electric fields
[14] or with a magnetic field, explored in chapters 2 and 3. However, the potential
energy fields generated by acoustic waves propagating through the structure, at the
speed of sound of the material, are much slower, and fundamentally different from
those previously considered potentials. In the following chapter it will be shown that
the use of acoustic waves opens new possibilities in the control of electron dynamics
(and thus charge transport) in superlattices.
4.1.1 Acoustic wave model
In this investigation, we consider a longitudinal coherent acoustic wave, such as the
one generated by the SASER device1, propagating along the x-axis of the superlattice,
and its effect on the electron dynamics and charge transport.
In the model, we can assume that the acoustic wave generates a deformation po-
tential, which results in the periodic variation of the conduction band edge of the
superlattice, first justified by Bardeen and Shockley in the effective mass approxima-
tion in 1950 [92]: see also [78; 93; 94; 95; 96].
1The model could also be applied to an acoustic pulse generated by fast excitation of a thin film
[69].
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Figure 4.2: Figure adapted from reference [90] illustrating electron transport by hop-
ping induced by an acoustic pulse (shown, schematically, by sine waves with arrows)
incident on bulk GaAs.
Note that in our analysis we consider an acoustic wave with a frequency in the
GHz range. Also, since the strain wave travels along the principle growth axis of the
superlattice piezoelectric coupling is zero [95]. Consequently the main mechanism
of electron-phonon interaction is the deformation potential and any piezo-electric
potential effects are negligible [88].
In the semiclassical model the potential energy due to a strain of the lattice, S, is
given by
VS = DS (4.2)
where D is the electron-phonon coupling constant, which has been measured exper-
imentally to be ∼ 10 eV [69; 78; 94; 95; 97]: the value used in this thesis. Note
that here we are considering the interaction between a coherent acoustic wave and an
electron; not electron-phonon scattering. Consequently, the strength of interaction
does not depend on the eigenfunctions of the electrons. The strain, S(x, t), generated
by the coherent acoustic wave travelling along the x-axis of the superlattice is given
by
S = −S0 sin (kSx+ ωSt) , (4.3)
where S0 < 0.5% is the maximum strain generated by the wave. Here, kS is the wave
number of the acoustic wave, which we take to lie in the lie within the first half of
the superlattice minizone. This allows us to assume a linear dispersion relation for
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the frequency of the acoustic wave, ωS = vSkS where vS = 5000 m s
−1 is the speed of
sound in GaAs [90]. The maximum strain can be written as
S0 = kSA (4.4)
where A is the mechanical displacement amplitude of the wave, i.e. the physical
displacement of the lattice generated by the acoustic wave. Equation (4.4) reveals
that S0 depends functionally on the wavelength, λS = 2π/kS. However, as we are only
concerned with the magnitude of S0, the dependence of S0 on kS is not relevant to the
analysis of the system and is only included here for completeness. Using equations
(4.2), (4.3), and (4.4) we can rewrite the potential energy generated by the acoustic
wave as
VS(x, t) = −U sin (kSx− ωSt) , (4.5)
where U = DS0 is the wave amplitude. Note that in this simplest case the phase of
the wave is chosen so that the force, −∂VS/∂x, is maximal when x and t is 0, which
would correspond to the propagation of an acoustic pulse. Initially, we will consider
the case when x(t = 0) = 0, but later we will also consider electron trajectories not
starting at the origin.
4.2 Semiclassical mechanics of an electron in a su-
perlattice driven by an acoustic wave
In the previous section we derived an expression for the potential energy, VS, gen-
erated by the acoustic wave. Therefore, following arguments given in section 1.2,
the semiclassical Hamiltonian of the system, which is equal to the sum of the kinetic
energy and potential energy is given by
H(x, px, t) = E(px) + VS(x, t) (4.6)
where we use the simplified version of the dispersion relation
E(px) =
∆SL
2
(
1− cos
(
pxd
~
))
. (4.7)
In the following simulations we consider the superlattice described in section 1.3, with
∆SL = 7 meV and dSL = 12.5 nm. These parameters were chosen to correspond to an
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ongoing experiment [69]. It should be noted, though, that similar results are obtained
for a wide range of superlattice parameters.
The semiclassical Hamilton’s equations of electron motion, obtained from the
Hamiltonian in equation (4.6), are
vx =
dx
dt
=
∂H
∂px
=
∆d
2~
sin
(
pxd
~
)
(4.8)
dpx
dt
= −∂H
∂x
= kSU cos(kSx− ωSt). (4.9)
We solve equations (4.8) and (4.9) numerically using a 4th order Runge-Kutta
algorithm1, taking x = px = 0 when t = 0, to determine the electron trajectories in
the absence of scattering.
4.2.1 Drift velocity characteristics
The solid curve in figure 4.3 shows the variation of vd as a function of U for an acoustic
wave with ωS = 4× 1011 rad s−1, calculated using the following Esaki-Tsu formulism
(see section 1.3.4)
vd =
1
τ
∫ ∞
0
vx(U, t) exp (−t/τ) . (4.10)
taking the scattering time τ = 280 fs from experiment [7]. To make a comparison with
previous results, the dashed curve in 4.3 shows the usual Esaki-Tsu drift velocity [10]
calculated for an electron accelerated by a static electric field of magnitude kSU/e.
As discussed previously, in section 1.3.4, the Esaki-Tsu vd(U) curve is linear for small
U , attains a maximum when U = UET = ~/τ ≈ 2.4 meV, and thereafter decreases
with increasing U as more electrons complete spatially-localised Bloch oscillations
before scattering. Comparing the two curves it would appear for low U (. 1) meV
and high U (& 18) meV, the curves generated by the static and propagating fields
converge implying similar transport mechanisms. However, for intermediate values
of U there are two significant differences in the shape of the curves. Firstly, not only
do we get significant transport of electrons generated by only an acoustic wave, but
the peak drift velocity is significantly higher than the peak found for the Esaki-Tsu
curve. Secondly, the acoustic wave produces a far steeper region of negative drift
1For details of this numerical method see the highly recommended Numerical Recipes [19].
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Figure 4.3: (a) Solid curve: vd versus U calculated for a miniband electron driven by
an acoustic wave only. Dashed curve is vd versus U calculated for a miniband electron
accelerated by a constant electric field, kSU/e only. The dashed vertical line shows
the position of Uc, the transition between the two dynamicsal regimes. Arrows (1)
and (2) show the positions of U = 4 and 15 meV respectively
velocity (factor ≈ 13) in comparison with the Esaki-Tsu curve. The rapid supression
of transport at a critical value of the energy of the acoustic wave, Uc, suggests a
transition between distinct dynamical regimes.
To explain the differences in the drift velocity curves, the electron trajectories
calculated in the absence of scattering will be explored in the following two sections.
We will see in section 4.2.2 that for U < Uc, the acoustic wave drags the electron
through the superlattice enhancing the drift velocity. However, it will be shown
in section 4.2.3 that for Uc, the acoustic wave induces Bloch oscillations, thereby
dramatically supressing transport via a similar mechanism to that found in the static
field case.
4.2.2 Electron trajectory in the wave dragging regime
Figure 4.4(a) shows the x(t) trajectory obtained numerically from equations (4.8) and
(4.9), when ωS = 4×1011 rad s−1and taking U = 4 meV (marked by arrow (1) in figure
4.3) to the left of the peak drift velocity in the vd(U) curve. The trajectory consists
of regular, almost sinusoidal, oscillations superimposed on a linear background of
85
4.2 Semiclassical mechanics of an electron in a superlattice driven by an
acoustic wave
Figure 4.4: (a) Solid curve: electron trajectory, x(t), calculated for U = 4 meV.
Within the white regions, VS(x, t) > 0 and in the gray regions VS(x, t) < 0. Dashed
line has gradient vS. (b) is E
′(px) where the dotted line shows when U = 4 meV. At
the arrowed peak, E ′(px) = Uc. (c) shows VS(x
′), where dotted lines mark turning
points of orbit in (a).
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gradient vS. The amplitude of the oscillations equals half the wavelength, λS, of the
acoustic wave. To illustrate this, the dashed line in figure 4.4(a) shows the function
〈x(t)〉 = vSt+ λS
4
. (4.11)
This clearly suggests that the electron is being dragged through the lattice by the
acoustic wave, as in previous studies of phonon drag in 2D electron gases [86; 87],
and bulk GaAs [69].
To understand further the trajectory in the acoustic wave dragging regime, we
can study the electron motion within the rest frame of the acoustic wave. To make
this coordinate transformation we start with the Hamiltonian in the rest frame of the
superlattice, as defined in equation (4.6). This gives the total energy of the electron.
Note, however, that due to the explicit time dependence of the acoustic wave potential
(equation (4.5)), it is not a constant of motion.
To assist the transformation from the lab (x, y, z) frame to the rest frame (x′, y, z)
of the acoustic wave, we define the Lagrangian corresponding to the Hamiltonian in
equation (4.6). The Lagrangian is an explicit function of generalised coordinates, in
this case the position coordinates and the generalised velocities. Using the Legendre
transform1 the Lagrangian, L, is
L (x, x˙, t) = x˙px[x˙]−H (x, px[x˙], t) (4.12)
= x˙px[x˙]− E(px)− VS(kSx− ωSt) (4.13)
where px[x˙] is the dependence of the canonical momentum on x˙ = ∂H/∂px. We make
the co-ordinate transformation of x(t) into the moving frame of the acoustic wave
x′(t) with the following substitution
x′(t) = x(t)− vSt ⇒ x˙′(t) = x˙(t)− vS, (4.14)
therefore, the transformed Lagrangian, L′ is
L
′ (x′(t), x˙(t)) = (x˙′ + vS) px [x˙
′ + vS]− E (px[x˙′ + vS])− VS(x′). (4.15)
1For an introduction to classical mechanics the author recommends Goldstein’s Classical Me-
chanics [65].
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The electron in the acoustic wave frame therefore experiences a static, i.e. time
independent, potential energy and thus the acoustic wave potential in equation (4.5)
becomes (noting that ωS = vSkS)
VS(x
′) = −U sin (kSx′) . (4.16)
We can now calculate the generalised momentum in the moving frame, p′x, remem-
bering that x˙′(t) = x˙(t)− vS,
p′x =
∂L
∂x˙′
= px[x˙
′ + vS] = px (4.17)
showing that the canonical momentum is the same in both reference frames. This
implies that the Hamiltonian function in the moving frame, H′(x′, p′x) = H
′(x′, px).
Therefore we find that the Hamiltonian in the moving frame, via the Legendre trans-
formation, is given by
H
′(x′, px) = x˙
′px − L′ = E (px)− vSpx + VS(x′) (4.18)
H
′ is therefore time independent and a constant of the motion, however it should be
emphasised that it is not the total energy of the system, H. In the moving frame, we
therefore have a modified dispersion relation for the system given by
E ′(px) = E(px)− vSpx, (4.19)
and H′ can be written as the summation of the kinetic and potential energy
H
′ = E ′(px) + VS(x
′). (4.20)
The corresponding equations of motion in the frame of the acoustic wave can be
found using Hamilton’s equations and are equal to
v′x = vx − vS =
dx′
dt
=
∂H′
∂px
=
∆d
2~
sin
(
pxd
~
)
− vx, (4.21)
dpx
dt
= −∂H
′
∂x′
= kSU cos(kSx
′). (4.22)
Initially, we simulate electron trajectories starting at rest, so that x(t = 0) =
px(t = 0) = x
′(t = 0) = 0. Therefore at t = 0, H′ = 0. Since H′ is a constant of
motion it therefore is equal to 0 for all t. This implies that
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E ′(px) = −VS(x′). (4.23)
and therefore E ′(px) can only take values between ±U , determined by amplitude
VS(x
′).
Figure 4.4(b) is a plot of the effective dispersion curve, E ′(px) versus px, for U = 4
meV corresponding to the trajectory in figure 4.4(a). The horizontal dotted line and
the lower axis in the figure mark ± 4 meV i.e. the maximum and minimum values
that E ′(px) can possibly obtain. The dotted line reveals that the electron can only
access the almost parabolic region of the E ′(px) curve, around px = 0, shown as a
thick curve in figure 4.4(b). Since the minimum value of E ′(px) that the electron can
attain is ≈ 0, its maximum potential energy is also ≈ 0. The electron is therefore
confined within a single potential well in the acoustic wave and oscillates back and
forth across this well between turning points at x′ = 0 and λS/2 (see vertical dashed
lines in figure 4.4(c)), where λS = 2π/kS ≈ 6dSL is the acoustic wavelength. Since
the electron remains within the almost parabolic region of E ′(px), where its effective
mass is constant, x′(t) is an almost harmonic function of t. Consequently, as we see
clearly in figure 4.4(a), the electron trajectory can be approximated by
x(t) ≈ vSt+ λS
4
(1− cos (ωRt)) , (4.24)
where ωR is the frequency for motion to and fro across the potential well. The gray
bands in figure 4.4(a) represent the region where VS(x, t) . 0 showing the electron
trapped within the well. The well then propagates through the lattice dragging the
electron through the SL at a mean speed equal to vS in the absence of scattering.
Increasing U above 4 meV initially has no qualitative effect on the electron or-
bits. They continue to be dragged through the superlattice and are of the form
x(t) = vSt + f(t). However, as the value of U (represented by the upper dotted
line in figure 4.4(b)) increases, the electron can access the nonparabolic regions of
E ′(px). Consequently the trajectory becomes less periodic and its Fourier transform
has stronger high frequency components (see later in the chapter).
When U reaches the critical value, Uc, equal to the local maximum of E
′(px),
marked by the arrow in figure 4.4(b), the electron is no longer trapped within the
acoustic wave. The electrons can now reach the edge of the first minizone, and their
trajectories change abruptly from closed to open orbits in px that can traverse several
minizones. The value of Uc can be estimated analytically by analysing equation (4.18).
89
4.2 Semiclassical mechanics of an electron in a superlattice driven by an
acoustic wave
The local maximum of E ′(px), see equation (4.19), occurs when
dE(px)
dpx
= vS (4.25)
i.e. when
sin
(
pxdSL
~
)
=
2~vS
∆SLdSL
. (4.26)
It follows, using small-angle approximations and remembering that the Brillouin zone
extends for a distance of ~π/dSL, that the local maximum arrowed in figure 4.4(b)
occurs when
px ≈ ~π
dSL
− 2~
2vS
∆SLd2SL
. (4.27)
Substitution of equation (4.27) into equation (4.18) for H′, reveals the following,
simplified1, expression for Uc,
Uc ≈ ∆SL − vS~π
dSL
. (4.28)
The vertical dashed line in the drift velocity plot in figure 4.3, shows the position
of Uc = 6.2 meV defined by equation (4.28) for the parameters used in the calculation
of the curve. This estimate shows good correspondence with the position of the
negative differential velocity, expected since the supression of transport results from
a transition to the localised Bloch oscillation regime.
This abrupt onset of the acoustically-driven Bloch oscillations contrasts with the
gradual switch on produced by increasing a static force [10; 14; 98]. Since the onset
occurs when the −vSpx term in H′ pulls the local maximum in E ′(px) marked by
the arrow in figure 4.4(b) below U , it is somewhat analogous to vortex shedding in a
superfluid, which happens when an obstacle passes through the superfluid fast enough
to pull the roton minimum below a critical energy (the Landau criterion) [44].
4.2.3 Electron trajectory in the Bloch oscillation regime
Figure 4.5(a) shows x(t) calculated for U = 15 meV > Uc (≈ 6.2 meV). The trajectory
shows high frequency oscillations (within brackets) interrupted by jumps (arrowed)
in the negative x direction. We find that the bursts of high-frequency fluctuations
in x(t) are Bloch oscillations driven by the acoustic wave. The jumps in x(t) occur
1A more exact expression for Uc includes a second order term. However, it is omitted here as it
is negligibly small.
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Figure 4.5: (a) Solid curve: electron trajectory, x(t), calculated for U = 15 meV.
Within the white regions, VS(x, t) > 0 and within the gray regions VS(x, t) < 0.
Bloch oscillation bursts, within numbered brackets, are separated by sudden jumps
(arrowed). (b) is E ′(px) where dotted lines mark ±U when U = 15 meV. The left
and right hand filled circles mark where E ′(px) = U and −U respectively. Numbers
label different minizones. (c) shows adjacent energy wells (1 and 2) in VS(x
′), with
arrows discussed in text.
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when VS is maximal (at the centres of the white and gray stripes in figure 4.5(a))
and, consequently, when the acoustic force is temporarily too weak (zero) to induce
Bloch oscillations.
To fully explain the form of the trajectory in figure 4.5(a), we consider the variation
of E ′(px) and V
′(x) in the rest frame of the acoustic wave, shown respectively in figures
4.5(b) and 4.5(c). Initially, the electron is at x′ = 0 where the high gradient of VS(x
′)
(see figure 4.5(c)) causes px to rapidly increase up to the edge of the first minizone
(labelled 0 in figure 4.5(b)), thus reversing vx and also v
′
x. After crossing the minizone
boundary, the electron continues to experience a large positive force, which increases
px through minizones 1-9 in figure 4.5(b), thus generating the Bloch oscillations within
Bracket 1 in figure 4.5(a). We see in figure 4.5(c) that as px increases, the average
value of E ′(px) decreases and thus VS(x
′) increases (to keep H′ in equation (4.18)
= 0) as the electron moves up the left-hand side of Well 1 in figure 4.5(c). As the
electron climbs the well wall, |dVS(x′)/dx′| decreases, thus reducing the frequency of
the Bloch oscillations and increasing their amplitude, see section 1.2.1 or [10; 14; 98],
as shown by the x(t) curve within Bracket 1 in figure 4.5(a).
When the electron reaches the top of Well 1 (see figure 4.5(c)), so that VS(x
′) =
U , E ′(px) attains its lowest possible value of −U (lower dotted horizontal line in
figure 4.5(b)) and so px can no longer increase. Instead, since the acoustic force is
instantaneously zero, px is temporarily pinned at the intersection (right hand filled
circle in figure 4.5(c)) between E ′(px) and the lower dotted line. The large negative
velocity at this intersection, dE ′/dpx ≈ −5.6 × 104 m s−1, makes the electron jump
backwards along the section of the x(t) curve marked by the left hand arrow in
figure 4.5(a). This jump transfers the electron to the position marked by the right
hand arrow in Well 2 (figure 4.5(c)). At this position, the acoustic wave exerts a
large negative force on the electron, which causes px to decrease, so inducing another
burst of Bloch oscillations [within Bracket 2 in figure 4.5(a)], until E ′(px) reaches its
maximum value (upper dotted line in figure 4.5(b)) and VS(x
′) attains its minimum
value of −U in Well 2. Then, the electron again jumps backwards, along the x(t)
trajectory marked by the central arrow in figure 4.5(a), with velocity ≈ −6.8 × 104
m s−1, approximately equal to dE ′/dpx at the intersection (left hand filled circle in
figure 4.5(b)) between E ′(px) and the upper dotted line. This jump transfers the
electron to the position marked by the left hand arrow in Well 2 [figure 4.5(c)], where
a large positive force causes px rapidly to increase, triggering the Bloch oscillation
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burst within Bracket 3 in figure 4.5(a). Thereafter, the cycle repeats, with the electron
jumping backwards after each Bloch oscillation burst.
The number of Bloch oscillations within each burst, NBO, equals the number of
distinct minizones that the electron can traverse. On dividing the possible energy
range of the applied acoustic wave, 2U , by the slope of the effective dispersion curve,
2vS~π/d, we find that
NBO ≈ 2U dSL
vSh
. (4.29)
When U = 15 meV, NBO ≈ 14, corresponding to crossing the minizones labeled
-4 to 9 in figure 4.5(b).
4.2.4 Fourier analysis
Figure 4.6(a) shows a colour map of the Fourier power1, S(ω), of vx(t)
2 trajectories
calculated for a range of U at fixed ωS = 4×1011 rad s−1. The spectra clearly abruptly
changes its form at U = Uc (arrowed), due to the transition from the wave-dragging
to Bloch oscillation regimes.
Figure 4.6(b) shows a typical Fourier power spectrum for the dragging regime
U = 4 meV < Uc corresponding to the trajectory shown in figure 4.4(a). We see
that S(ω) has a single sharp peak at the frequency, ωR (labelled in figure 4.6(b)), due
to the almost periodic motion across the potential well (see section 4.2.2 and figure
4.4(b)). When U = 4 meV, ωR is approximately an order of magnitude (ωR ≈ 17ωS)
larger than the frequency of the acoustic wave, ωS. Therefore, since we have almost
periodic oscillations, we can consider this mechanism to be frequency multiplication of
the applied acoustic wave, but again emphasise that this is in the absence of scattering
and neglects any effects that collective electron dynamics might have.
In figure 4.6(a), we see that initially ωR increases with increasing U as the electron
accelerates more rapidly across the confining potential well. For values of U > 3 meV,
three higher harmonics become visable, but their power is orders of magnitude lower
than the fundamental frequency (see figure 4.6(b)). The appearance of these peaks is
a result of the system now being able to access the non-parabolic part of the dispersion
1The Fourier transform was calculated using a Fast Fourier Transform method. For more infor-
mation on this powerful technique see [19].
2We calculated the Fourier Transform of vx(t) = x˙(t) rather than x(t), since the former has no
‘drift’ component. Note, however, that vx(t) and x(t) have the same non-zero Fourier components.
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Figure 4.6: (a) Fourier power spectrum, S(ω) of vx(t) trajectories calculated for a
range of U at fixed ωS = 4 × 1011 rad s−1. Arrow is at U = Uc. Open circles [filled
squares]: analytical estimates of ωR [ω
max
B ] in the phonon-drag [Bloch oscillation]
regimes. Solid and dotted white lines mark U values where closely-spaced spectral
peaks shift abruptly to lower ω. (b) Fourier power spectrum for the electron trajec-
tory in figure 4.4(a), which lies in the wave-dragging regime with U = 4 meV. (c)
Fourier power spectrum for the trajectory in figure 4.5(a) corresponding to the Bloch
oscillating regime with U = 15 meV.
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curve. For higher U , the electron is allowed to reach the highly nonparabolic part of
E ′(px), which causes its average speed and, hence, ωR to decrease.
In the regime where we have almost periodic motion of the electron, an estimate of
ωR can be found using the approximation for x(t) given in equation (4.24). Therefore
we substitute equation (4.24) into equation (4.9) and, knowing that kS = ωS/vS, we
find
∂px
∂t
≈ kSU cos
(π
2
− π
2
cos (ωRt)
)
. (4.30)
We can then make the following approximation
cos
(π
2
− π
2
cos (ωRt)
)
≈ cos (ωRt) , (4.31)
which is valid for all t and ωR, resulting in the following simplification of equation
(4.30)
∂px
∂t
≈ kSU cos (ωRt) . (4.32)
Integrating equation (4.32) with respect to t, for the initial conditions px(t = 0) =
x(t = 0) = 0, we then derive the following approximation for px
px ≈ kSU
ωR
sin (ωRt) . (4.33)
Equation (4.33) is then subsituted into equation (4.8) to derive the following approx-
imation for ∂x/∂t
∂x
∂t
≈ ∆SLdSL
2~
sin
(
kSU
ωR
sin (ωRt)
dSL
~
)
. (4.34)
Equation (4.24) is differentiated to derive an analytical expression for the velocity in
the x direction, and is equated to (4.34) to find
vS +
λSωR
4
sin (ωRt) ≈ ∆SLdSL
2~
sin
(
kSU
ωR
sin (ωRt)
dSL
~
)
. (4.35)
Note that
vS ≪ λSωR
4
(4.36)
therefore
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λSωR
4
sin (ωRt) ≈ ∆SLdSL
~
sin
(
kSU
ωR
sin (ωRt)
dSL
~
)
. (4.37)
A further approxmation can be made;
sin
(
kSU
ωR
sin (ωRt)
dSL
~
)
≈ sin (ωRt) sin
(
kSU
ωR
dSL
~
)
. (4.38)
Using this with equation (4.37) and noting that λS = 2πvS/ωS, we obtain the follow-
ing transcendental equation
ωR
ωS
≈ ∆SLdSL
π~vS
sin
(
kSU
ωR
dSL
~
)
. (4.39)
Then, using the small angle approximation, and noting that kS = ωS/vS we find
ωR ≈ αωS (4.40)
where
α =
(
U∆SL
π
)1/2
dSL
~vS
. (4.41)
The open circles in figure 4.6(a) show approximate ωR value obtained from equa-
tion (4.40), which agree well with the numerically-calculated spectrum. There is de-
viation between numerical values and analytical approximation as U approaches Uc
since x(t) becomes increasingly quasi-periodic. To achieve better correlation, higher
order harmonics of ωR could be included in equation (4.24). However, the analytical
expression in equation (4.40) is accurate enough to give an idea of parameters to
change when designing optimum superlattices.
When U exceeds Uc, the bandwidth of S(ω) increases and the peaks become much
more dense. Figure 4.6(c) shows a typical Fourier power spectrum of the trajectory
in figure 4.5(a), which lies in the Bloch oscillation regime when U = 15 meV. We
see a complex spectrum with a broad range of frequency peaks. The high frequency
components are a result of the induced Bloch oscillations and the low frequency
components originate from the acoustic wave oscillation. The broad range of peaks is
induced by the complex interaction between these two mechanisms. The maximum
frequency peak in the spectrum can be estimated by using Carson’s rule [99], which
states that nearly ∼ 98% of the power of the frequency modulated signal lies within
a bandwidth, ∆ω, which, in this model, is given by
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∆ω = 2 (ωmaxB + ωS) . (4.42)
Since the central frequency of the bandwidth is 0 and ωmaxB ≫ ωS, we find that
the maximum frequency in the power spectrum can be approximated by
ωmaxB =
kSUd
~
, (4.43)
where ωmaxB is the maximum possible frequency of the Bloch oscillations induced by
the acoustic wave [10; 14; 98]. The value of ωmaxB for U = 15 meV is shown by the
labelled arrow in figure 4.6(c). The open squares in figure 4.6(a) show ωmaxB versus
U obtained from equation (4.43). These values are in good corespondance with the
maximum frequencies in the numerical spectra, confirming that the high frequency
oscillations in the trajectory in figure 4.5(a) are indeed induced Bloch oscillations.
The spectrum shown is broad band because the Bloch frequency changes contin-
uously throughout each burst since the force on the electron varies with its position
in the acoustic wave. The series of abrupt jumps (arrowed in figure 4.5(a)) between
Bloch oscillation bursts generates the low-frequency (ω . 0.3 × 1013 rad s−1) peaks
in S(ω) and their harmonics. These peaks shift abruptly to lower ω as U increases
(most easily seen for ω . 1013 rad s−1). Two distinct series of jumps, each with a
period of ≈ 1.7 meV, occur at U values marked by the solid and dashed white lines
in Fig. 4.6(a). Their origin can be understood by considering figure 4.5(b). As U
increases, the upper dotted line moves upwards through the E ′(px) curve. At the
U values marked by the solid white lines in figure 4.6(a), the upper dotted line in
figure 4.5(b) passes above a local maximum in E ′(px). This enables the electron to
enter a new minizone, so adding an additional Bloch oscillation to each burst (within
brackets in figure 4.5(a)). As a result, the repeat frequency of the bursts decreases
abruptly, thus red-shifting the corresponding spectral peaks in S(ω). Similar shifts
occur at U values marked by the dashed white lines in figure 4.6(a), when the lower
dotted line in figure 4.5(b) passes below a local minimum in E ′(px).
4.2.5 Analysis of drift velocity
Knowing the form and underlying physics of the electron trajectories, we can now
better understand the shape of the vd(U) curves shown in figure 4.3. In the limit
that U → 0, ωR ∝ U1/2 → 0, which means that the electron scatters when x′ ≈ 0
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Figure 4.7: Colour map of vd versus U and ∆SL. Dashed line shows Uc versus ∆SL.
ωS = 4× 1011 rad s−1.
and will experience an almost constant force equal to kSU . Consequently, in figure
4.3, the vd curve for the acoustic wave (solid line) converges to the Esaki-Tsu curve
(dashed line) for an electron accelerated by a constant electric field, kSU/e. The two
curves also converge when U ≫ Uc since in this region most Bloch oscillations created
by the acoustic wave occur near x′ = 0, where the force is almost constant. Since
Uc > UET (see figure 4.3) the vd curve produced by the acoustic wave overshoots
that generated by a static force and so causes far higher peak drift velocity and also
maximal negative differential velocity, DV .
Figure 4.7 shows a colour map of vd calculated versus U and ∆SL. When U = Uc ≈
∆SL (dashed line), vd decreases abruptly due to the sudden onset of Bloch oscillations.
Figure 4.7 reveals that the velocity overshoot and, hence, DV , both increase rapidly
with increasing ∆SL. When ∆SL = 20 meV, DV ≈ 60 times higher than produced by
a static force.
We can make an estimate of the maximum possible drift velocity attained by the
electron by considering the sinusoidal approximation for x(t) in the wave dragging
regime. Therefore by differentiating equation (4.24) and substituting the result into
the drift velocity equation (4.10), we find
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vd =
1
τ
∫ ∞
0
(
vS +
λSωR
4
sin (ωRt)
)
e−t/τdt, (4.44)
which can be separated to find
vd =
vS
τ
∫ ∞
0
e−t/τdt+
λSωR
4τ
∫ ∞
0
sin (ωRt) e
−t/τdt. (4.45)
Then, by integrating equation (4.45), we find that
vSd = vS +
λS
4
(
τω2R
τ 2ω2R + 1
)
. (4.46)
This result is, unsurprisingly, similar to the Esaki-Tsu expression for the drift
velocity (equation (1.57)) induced by a static field, F . This correspondence becomes
clear when we note that the Esaki-Tsu equation can be rewritten as
vBd =
AB
2
(
τω2B
τ 2ω2B + 1
)
(4.47)
where AB = ∆SL/eF is the magnitude of the induced Bloch oscillations. Therefore,
the drift velocity of a Bloch oscillating electron at frequency ωB and magnitude AB
corresponds to that calculated for an electron oscillating in the acoustic wave potential
at frequency ωR and magnitude λS/2. Note, though, that the additional term, vS,
in equation (4.46) enhances the acoustic wave-induced drift velocity. It should be
noted that although there is clear correspondence between vBd and v
S
d , the amplitude
of the Bloch oscillations depends inversely on the frequency of the Bloch oscillations,
causing vBd to decrease as F increases. By contrast the amplitude of the oscillations
derived from vSd is independent of ωR and therefore does not reflect the drift velocity
characteristics seen in figure 4.3. This is expected since vSd is only calculated in the
wave dragging regime. It is possible to make a analytical estimate of the maximum
possible drift velocity for the electron, max(vSd ), in the wave dragging regime by noting
from figure 4.3, that max(vSd ) occurs when U ≈ Uc. Therefore subsituting Uc into
equation (4.40), we find
ωR(Uc) = ωS
(
Uc∆SL
π
)1/2
dSL
~vS
. (4.48)
Then substiuting ωR(Uc) into equation (4.46) we find the following expression for
max(vSd )
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max(vSd ) =
(2d2SL∆SLτ
2vSω
2
S + d
2∆SLπτvSωS)Uc + 2~
2πv3S
2d2SL∆SLτ
2ω2SUc + 2~
2πv2S
. (4.49)
The plot in figure 4.8 shows max(vSd ) versus ∆SL, calculated numerically (solid
line), and using equation (4.49) (dashed line). The analytical result compares well
with the numerical result. Although equation (4.49) does overestimate the maximum
drift velocity, one can understand this by referring to the Fourier analysis of electron
dynamics. In figure 4.6(a), it is clear that close to the transition between the wave
dragging and Bloch oscillation regimes, ωR starts to dip as the electron starts to
oscillate in the non-parabolic part of the dispersion curve and thus slows down. This
effect is not considered in the estimate of ωR in equation (4.40), where we assume that
the electron always oscillates sinusoidally when U < Uc (see equation (4.24)). This
results in the continuous overestimate of the drift velocity shown in figure 4.8. The
estimate does show, however, that for a given dSL there is an optimum ∆SL beyond
which one does not significantly increase max(vSd ).
Note that the analysis predicts strong acoustic enhancement of the peak vd value
for all superlattices with ωBτ =
kSUdSL
~
& 1 when U ≈ Uc. This ensures that vmaxd
is close to the mean speed (≈ αvS) that the electron attains during one traversal of
the potential well within the acoustic wave (see figure 4.4), rather than the far slower
speed, vS, corresponding to motion of the well itself
4.3 Wavepacket analysis
It is possible to compare the semiclassical electron trajectories shown in sections
4.2.2 and 4.2.3 with a quantum mechanical wavepacket analysis. It is important to
show that the wavepacket analysis of the system corresponds with the semiclassical
trajectories since the semiclassical approximation does not take into account any effect
the acoustic wave has on the band structure. The one-dimensional time-dependent
Schro¨dinger equation (see equation (1.35) and (1.36)) for an electron wave packet, ψ,
in an acoustically driven superlattice is given by
i~
∂ψ(x, t)
∂t
= − ~
2
2m∗
∂2ψ(x, t)
∂x2
+ VSL(x)ψ(x, t) + VS(x, t)ψ(x, t) (4.50)
where VSL is defined by the variation in the conduction band edge of the superlattice,
given in section 1.3.2, and VS is the potential generated by the acoustic wave, see
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Figure 4.8: Figure showing max(vSd ) versus ∆SL calculated numerically (solid line)
and analytically (dashed line).
equation (4.5). The initial wavepacket of the electron is determined using the imagi-
nary time method outlined in section 1.3.2.2. It is clear that in the case of acoustic
wave driving where the potential varies spatially as well as temporally, then the width
of the initial wavepacket is important. If this is too large, then the wavepacket will ex-
tend across the acoustic wave potential well and therefore feel a wide range of forces,
which is distinct from a semiclassical model with a single initial position. However,
making the initial wavepacket too small will result in the electron not ‘feeling’ the
band structure of the system and thus not showing any of the characteristics associ-
ated with transport in a band. Preliminary investigations revealed that an acceptable
compromise between these two extremes is to set the value of the Full Width Half
Maximum (FWHM) of the initial wavefunction to 2dSL, which spans enough quantum
wells to allow the wavefunction to follow the band dynamics, as shown below.
The panels in figure 4.9 show the evolution of an electron wavepacket in the super-
lattice sample 7MEV with ωS = 4 × 1011 rad s−1 corresponding to the semiclassical
analysis in section 4.2. Figure 4.9(a) shows the wavepacket evolution for an electron
in the wave dragging regime (U < Uc) with the acoustic wave amplitude U = 4 meV
corresponding to the semiclassical trajectory in figure 4.4(a). It is clear that the
wavepacket is periodically oscillating while being dragged through the superlattice
(see red and yellow high intensity areas in the figure). The dashed curves overlaid on
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Figure 4.9: Figure showing the evolution of the electron wavepacket calculated using
the time-dependent Schro¨dinger equation. Panel (a) is when U = 4 meV (see figure
4.4(a)) and panel (b) is when U = 15 meV. The dashed lines in both panels show
semiclassical trajectories with, from left to right x(t = 0) = −dSL, 0 and dSL. In the
colour map, blue represents low values, yellow middle values, and red high values.
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the plot are the corresponding semiclassical trajectory when x(t = 0) = −dSL, 0 and
dSL, and show very good comparison with the trajectory of the wave packet. This
implies that for U < Uc the electron wavepacket oscillates in the periodic potential
generated by the acoustic wave, and is therefore dragged through the superlattice by
the wave. There are deviations between the evolution of the quantum and semiclas-
sical trajectories though. This can be expected since in the semiclassical analysis a
simplified form of the dispersion curve is used.
Figure 4.9(b) is the wavepacket evolution for U > Uc for an electron in the Bloch
oscillation regime with U = 15 meV (see figure 4.5(a)). Here the picture is not
as clear as for the wave dragging regime. However, a significant fraction of the
wavepacket follows the semiclassical trajectory for x(t = 0) = 0 (central dashed line).
Part of the electron wavefunction originating for x(t = 0) . −dSL are also Bloch
oscillating with jumps in the negative direction and have the same characteristics as
the semiclassical trajectory. However, part of the wave function seen for x & 0 is not
Bloch oscillating and is instead being dragged through the superlattice, and confined
within one potential well in the acoustic wave.
We can understand this behaviour when the effect of the phase of the acoustic
wave is considered. In the previous, semiclassical, analysis the electron trajectory was
treated as a point charge whereas, of course, in the quantum analysis the electron’s
wavefunction is spatially extended. Therefore it is necessary to consider the initial
conditions of the electron (or the phase of the acoustic wave) on its trajectory. Due
to the spatial variation of the acoustic wave, different parts of the wavefunction expe-
rience different driving forces resulting in the mixed dynamical regimes seen in figure
4.9. This is highlighted when semiclassical trajectories corresponding to electron tra-
jectories starting with x(t = 0) = −dSL, 0, and dSL (trajectories starting from left
to right respectively in figure 4.9) are overlaid. The envelope of these trajectories
are in very good correspondence with the dynamics of the wavepacket. Since it is
clear from figure 4.9 that the phase of the acoustic wave is very influential on the
electron dynamics we now expand the previous analysis to include both the phase of
the acoustic wave and the initial position of the electron.
4.3.1 The effect of phase
It is important to consider the effect of phase on the nature of the trajectories of the
electron. In the previous analysis of the semiclassical trajectories, we assumed that the
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electron started from rest and at x = 0, where the potential energy VS(x(t = 0)) = 0.
In the following section, we consider the effect of including a phase shift in the range
−π < φ < π to the acoustic wave potential and also a change in the initial position
of the electron so that,
VS(x, t) = −U sin (kSx− ωSt+ φ) . (4.51)
Therefore, in the moving reference frame, where x′ = x − vSt, the acoustic wave
potential becomes
VS(x
′) = −U sin (kSx′ + φ) . (4.52)
Consequently, the corresponding Hamiltonian of the system in the moving frame of
the acoustic wave (see equation (4.18)) is
H
′ = E ′(px)− U sin (kSx′ + φ) (4.53)
where E ′(px) is the modified dispersion curve, see equation (4.19). Consequently, at
t = 0, the Hamiltonian in the moving frame H′(x′, px, φ) equates to
H
′ = E ′(px(t = 0))︸ ︷︷ ︸
=0
−U sin (kSx0 + φ) = −U sin (kSx0 + φ) . (4.54)
where x0 is the value of x at t = 0. Since H
′ is a constant of motion then H′ =
−U sin (kSx0 + φ) for all t, thus
E ′(px) + VS(x
′) = −U sin (kSx0 + φ) . (4.55)
Previously, we showed that for the electron to Bloch oscillate it must attain enough
kinetic energy to traverse the first local maxima in the E ′(px) curve (see arrow in
figure 4.4(b)), which occurs when E ′(px) ≈ ∆SL − vS~π/dSL (see equation (4.28)).
Therefore in the Bloch oscillation regime we must have
∆SL − vS ~π
dSL
≤ −U sin(kSx0 + φ)− VS(x′, x0, φ). (4.56)
The right hand side of this equation is maximal when
VS = −U sin (kS(x+ x0)− ωSt+ φ) = −U. (4.57)
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Therefore substituting this condition into equation (4.56), we find that the in-
equality in equation (4.56) is satisfied at, or above, a critical value of U = Uc(x0, φ)
given by
Uc(x0, φ) ≈ 1
1− sin(kSx0 + φ)
(
∆SL − vS~π
dSL
)
. (4.58)
For U < Uc(x0, φ), the electron is in the wave dragging regime and for U ≥
Uc(x0, φ) the electron is allowed to perform Bloch-like oscillations. This has some
interesting implications for the electron dynamics, as we discuss below.
We first assume that x0 = 0 as before. In this case, as φ approaches π/2 then Uc →
∞ implying that when φ = π/2 the electron can never perform Bloch oscillations.
Also, choosing φ < 0 lowers the value of Uc(φ), allowing Bloch oscillations at a lower
energy than when φ = 0.
We can also consider the effect of a non-zero initial position (x0 6= 0) on Uc when
φ = 0. This is an important consideration for understanding the dynamics of the
wavepacket, which spreads over a range of x. Figure 4.10(a) shows the variation
of Uc with the initial position of the electron, x0. Increasing x0 from 0 to λS/4
(i.e. increasing kSx0 from 0 to π/2) results in an exponential growth of Uc until,
at x0 = λS/4, Uc(x0, φ) → ∞. This can be qualitatively understood by comparing
the corresponding variation of H′(x0, t = 0) (from equation (4.54)), shown as the
dashed line in figure 4.10(a). As x0 increases from 0, H
′(t = 0) decreases until, when
x0 = λS/4, it reaches its minimum value of −U , at which point E ′(px) must be zero
for all t and thus the electron can’t perform Bloch oscillations and remains at rest in
the rest frame of the acoustic wave. Conversely, by decreasing x0 from 0 to −λS/4,
the value of H′ increases, attaining a maximum value, U , when x0 = −λS/4. For this
x0 value, Uc is decreased to half its value when x0 = 0.
Figure 4.10(b), shows the electron drift velocity calculated versus U and x0 for
φ = 0, with the dashed line in the figure showing when U = Uc(x0). Firstly it is
important to note that, as expected, the drift velocity characteristics are periodic as
a function of x0, with the wavelength of the acoustic wave.
We first consider the case when x0 = 0, corresponding to the drift velocity curve
shown in figure 4.3. Increasing U from 0 results in an increase in drift velocity in the
wave dragging regime (see section 4.2.5) until U = Uc (dashed line) where there is a
sharp suppression in vd (red to yellow regions in the panel) when the electron enters
the Bloch regime. This general behaviour is seen for −λS/4 . x0 . λS/8 where the
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Figure 4.10: Figure showing the effect of changing x0 on the semiclassical dynamics
(φ = 0). In panel (a), the solid line shows the variation of Uc(x0), and the dashed
line is the variation of H′ with x0. Panel (b) is a colour map showing the variation of
electron drift velocity with U and x0. The dashed line shows Uc(x0, φ = 0) and the
dot-dashed line shows U ′c(x0, φ = 0). Vertical dashed lines show when x0 = −dSL, 0
and dSL.
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value of U at the supression of drift velocity corresponds well with Uc, suggesting a
transition between the wave dragging and Bloch oscillating regimes.
For λS/8 . x0 . 3λS/8 the transition to the Bloch from the wave dragging
regime occurs beyond the range of U that is experimentally accessible, and there is
no associated supression of vd in figure 4.10(b). Therefore, in this range, vd(U) is
approximately constant. However, for a given, constant, U we find that increasing x0
results in a gradual decrease in drift velocity. We understand this by considering the
range of possible values of E ′(px) given (from equation (4.55)) by
E ′(px) = ±U − U sin (kSx0) (4.59)
This implies that increasing x0 from 0 to λS/4 decreases the maximum attainable
value of E ′(px) (dashed line in figure 4.4(b)). Therefore the electron can no longer
access the high gradient regions of E ′(px) where the magnitude of v
′
x = dE
′(px)/px is
high. v′x continues to decrease as x0 increases until x0 ≈ λS/4 at which point equation
(4.59) shows that the maximum value of E ′(px) = 0. The electron cannot oscillate
in the potential well and is simply dragged through the lattice, consequently, here,
vd ≈ vS.
Increasing x0 past λS/4 we find the initial force on the electron,
− dVS(t = 0)
dx
= kSU cos(kSx0), (4.60)
becomes negative. The electron is therefore initially forced in the negative direction
in px where the gradient of E
′(px) and also v
′
x is negative (see figure 4.4(b)). The
electron drift velocity therefore becomes increasingly negative as it starts to access
the high (negative) gradient regions of E ′(px) (see equation (4.59)).
When x0 ≈ λS/2, increasing U from 0 we find that the electron drift velocity
initially decreases. However, its magnitude is dramatically suppressed at some critical
value of U = U ′c(x0, φ), which we find to be close to Uc(x0, φ). We might expect that
the supression of drift velocity would occur exactly at the transition from dragging
trajectories to Bloch trajectories, as seen for the regions where the initial force is
positive (see equation (4.60)). However, for x0 ≈ λS/2, the electron is initially forced
in the negative direction in momentum space (see equation (4.60)). Therefore, for
U ≈ Uc(φ, x0), the electron is scattered before it can traverse the local maximum in
E ′(px) (arrowed in figure 4.4(b)). Consequently, the transition to the Bloch regime
for x0 ≈ λS/2, does not have a signature in the drift velocity curve at U = Uc.
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Instead the supression of |vd| occurs at a value of U slightly larger than Uc. In fact,
we find that the suppression of drift velocity in this regime occurs when the electron
can Bragg reflect by traversing the local maximum to the left of the origin, i.e. when
E(px) = ∆SL + vS~π/dSL. Using this condition with the analysis shown in equation
(4.56) we find that
U ′c(x0, φ) ≈
1
1− sin(kSx0 + φ)
(
∆SL +
vS~π
dSL
)
. (4.61)
This is plotted in figure 4.10(b) as a dot-dashed line, and shows good corre-
spondence with the dramatic supression of |vd| when x0 = λS/2. Therefore, when
−λS/4 . x0 . λS/4 and the initial force is positive (see equation (4.60)), Uc(x0, φ)
is a good estimate for the suppression of vd. However, when λS/4 . x0 . λS/2
and −λS/2 . x0 . −λS/4, then U ′c(x0, φ) is a good estimate of the position of vd
suppression. Note that, interestingly, there is a discontinuity between the validity of
these conditions when x0 = −λS/4. and x0 = λS/4 where the initial force is 0 and
the drift velocity is minimal.
The phase dependence of the semiclassical trajectories also has some important
consequences for the dynamics of the wave function. In the calculations presented
in figure 4.9, the initial wavefunction has a FWHM of 2dSL. Therefore the peaks in
|ψ(x)|2 occur when x0 = −dSL, x0 = 0, and x0 = dSL (vertical dashed lines in figure
4.10) and the majority of the wavepacket lies within the range−1.5dSL < x0 < 1.5dSL.
Using equation (4.58) we find when x0 = −dSL, Uc = 3.4 meV, when x0 = 0
then Uc = 6.2 meV and when x0 = dSL then Uc = 39 meV. Figure 4.9(a) shows the
evolution of the wavepacket when U = 4 meV. In this case most of the spread of
the wavefunction (on the right-hand side of the figure) lies within the wave dragging
regime. Consequently, we see that most of the wavefunction is indeed dragged through
the lattice. Some Bloch oscillations are, however, visible in the left hand side of the
figure where U > Uc(x0).
In contrast, figure 4.9(b) shows the evolution of the same wave packet when U = 15
meV. Now all parts of the initial wavepacket with x0 . 7.9 nm (≈ 0.6dSL) i.e. the
majority, are allowed to perform Bloch oscillations. This is demonstrated in figure
4.9(b) where most of the wavefunction can perform Bloch oscillations, although a
significant fraction is still dragged through the lattice.
This analysis implies that the entire electron wavepacket will be dragged through
the lattice when U . 3.1 meV. Thereafter, increasing U results in a gradual turn-on
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of Bloch oscillations in the wave packet. This is in contrast to the abrupt transition
seen in the single electron, semiclassical, analysis, as we show in the next section.
4.3.2 Quantum mechanical electron dynamics and transport
To analyse the wavepacket evolution, we calculate the expectation value of the elec-
tron’s position along the x−axis:
〈x〉 =
∫∞
−∞
Ψ∗xΨdx∫∞
−∞
Ψ∗Ψdx
. (4.62)
Figure 4.11(a,b) shows the variation of 〈x〉 with time corresponding to the probability
density evolutions shown in figure 4.9(a,b). Immediately, it is apparent that the 〈x〉
versus t curves are significantly different from the corresponding semiclassical trajec-
tories shown in figures 4.4(a) and 4.5(b). Generally, the 〈x〉 versus t curves represent
an average of the semiclassical trajectories with different initial positions. When
U = 4 meV (figure 4.11(a)) the spread of x0 is sufficient to span both the dragging
and Bloch oscillation regimes, as discussed in section 4.3.1. Consequently, although
the wavepacket is still dragged through the lattice, transport is partially suppressed
as different parts of the wavepacket oscillate out of phase. In addition, transport is
suppressed by the Bloch oscillating region of the wavepacket moving in the opposite
(negative) direction (see semiclassical trajectories with x0 = −dSL, 0 and dSL in figure
4.9(a)). We also find that the oscillations in 〈x〉 versus t are not as sinusoidal as for
the semiclassical orbit in figure 4.4(a), although they are approximately periodic.
By comparison, when U = 15 meV (figure 4.11(b)) 〈x〉 versus t is closer to the
corresponding semiclassical trajectory. Again, compared with the semiclassical orbits,
〈x〉 versus t are less periodic (see figure 4.5(b)). This is because although the initial
conditions corresponding to the electron wavepacket mostly lie in the Bloch oscillation
regime, the quantum electron drifts more slowly in the negative direction since a
significant part of the wavepacket is dragged through the lattice by the acoustic
wave.
Electron transport through the lattice can be quantified in the quantum regime
by differentiating 〈x〉 to find 〈x˙〉, and adapting the semiclassical drift velocity formula
given in equation (4.10) to give
vd =
1
τ
∫ ∞
0
〈x˙〉 exp (−t/τ) . (4.63)
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Figure 4.11: Figure showing 〈x〉 versus t corresponding to the wavepacket evolution
shown in figure 4.9 when U = 4 meV, (a) and 15 meV (b).
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Figure 4.12: Drift velocity versus U characteristics. Blue, yellow and red curves show
drift velocity calculated using the quantum mechanical analysis (equation (4.62))
where fx = 2dSL, 4dSL and 6dSL respectively. Black solid curve shows semiclassical
drift velocity and the dashed black curve is the Esaki-Tsu curve (see section 4.2.1).
Figure 4.12 compares the drift velocity, versus U curve calculated from the quan-
tum trajectories and using the semiclassical technique introduced in section 4.2.1.
The blue curve is the drift velocity calculated using the trajectories in figure 4.11
corresponding to an initial Gaussian with fx = 2dSL. This curve has a smaller peak
value and less pronounced negative differential velocity than the corresponding semi-
classical case (black curve in figure 4.12). The peak drift velocity falls because Bloch
oscillations are induced in the wavepacket (see figure 4.9) supressing 〈x〉. This general
smoothing of the vd(U) curve in the quantum regime occurs because the spread of the
initial wavefunction blurs the two different dynamical regimes, making the turn on of
Bloch oscillations and the consequent supression of vd much more gradual. Increasing
the initial spread to fx = 4dSL (yellow curve in figure 4.12) further reduces the peak
vd(U) value and negative differential velocity. When fx = 6dSL (red curve in figure
4.12) the wave dragging and Bloch oscillation parts of the trajectory effectively cancel
each other out, killing significant electron transport.
These results suggest that the high peak vd and associated high negative differ-
ential velocity seen in the semiclassical case are strongly suppressed in a quantum
picture. However, in the following section we consider the collective transport of
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charge in an acoustically driven superlattice and show that interesting effects occur
even when a spread of electron trajectories is considered.
4.4 Charge dynamics
In this section we show the effect of the single particle dynamics, presented previously
in this chapter, on the collective dynamics of electrons in the acoustically driven
superlattice. To do this we further develop the model of charge dynamics derived
in chapter 3. Again we discretise the superlattice into N = 480 layers, where the
number density of electrons in the mth layer is nm and the electric field values at the
left hand and right hand edge of the layer are Fm and Fm+1 respectively (see section
3.1 for further details). The time evolution of nm is determined by the following
charge continuity equation
e∆x
dnm
dt
= Jm−1 − Jm, m = 1 . . . N, (4.64)
and the field values are determined by the discretised version of Poisson’s equation
(see equation (3.8))
Fm+1 =
e∆x
ε0εr
(nm − nD) + Fm, m = 1 . . . N. (4.65)
All symbols have the same meaning as those introduced in section 3.1. Here, we
wish to investigate the effect of acoustic driving only (with no bias voltage applied).
Since we have no constant driving force it is important here to include the diffusion
of electrons (i.e. transport of electrons from regions of high charge density to low
charge density)1. Therefore we modify the equation for current density, first used in
equation (3.2), to
Jm = enmv
m
d (VS)− eDE
∂nm
∂x
m = 1 . . . N, (4.66)
where DE is a field-independent diffusion term which is calculated from the Einstein
relation [100] given by
DE =
µkBT
e
. (4.67)
1In the model discussed in chapter 3, where a constant voltage is applied, we were able to neglect
diffusion since, empirically, we found it to have little effect on the domain dynamics [37].
112
4.4 Charge dynamics
In the Einstein relation µ is the low field mobility, kB is Boltzmann’s constant,
and T = 4K is the temperature. The mobility is given by the ratio of the electron’s
terminal drift velocity with the corresponding applied force
µ =
vp
Fc
(4.68)
where vp ≈ 6 × 103 m s−1 is the peak drift velocity in the Esaki-Tsu curve and
Fc ≈ 5× 105 V m−1 is the field at the peak [2; 32]. The drift velocity of the electrons
in each layer is determined from the following semiclassical Hamilton’s equations of
motion, which depend on the average field in each layer, Fm, (see equation (3.7)), the
position of the layer in the lattice xm = m∆x, and the charge dynamics simulation
time t,
∂px
∂t′
= UkS cos (kS (x+ xm)− ωS(t′ + t)) + eFm, (4.69)
∂x
∂t′
=
∆SLdSL
2~
sin
(
pxdSL
~
)
. (4.70)
where t′ is the single electron dynamics simulation time. These equations are numer-
ically solved to obtain vx(t
′), from which we determine the drift velocity1 using the
standard Esaki-Tsu formalism
vmd (t) =
δ
τ
∫ ∞
0
vx
(
U, Fm, xm, t
)
e−t
′/τdt′. (4.71)
The boundary conditions and parameters of the system are the same as those
derived in section 3.1. The global current density in the superlattice layers can be
found using
J(t) =
1
(N + 1)
N∑
m=0
Jm. (4.72)
and the current is given by
I(t) = J(t)A. (4.73)
In the results presented in the following sections, we calculate the charge dynamics
for a range of U , taking ωS = 4× 1011 rad s−1as in the single particle analysis.
1Note that the scattering time, τ , is less than the characteristic time scale of the domain dynamics
allowing us to assign a local drift velocity.
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4.4.1 Current versus acoustic wave amplitude, I(U), curve
The plots in figure 4.13(a) show the variation of the current (found from equation
(4.73)) in the superlattice with the amplitude of the acoustic wave potential, U . The
upper and lower solid lines in 4.13(a) show, respectively, the maximum, Imax, and
minimum current, Imin, for a given U , and therefore indicate the range of values that
I(t) oscillates between. The dashed line shows the time averaged current, Iave. Im-
mediately it is apparent that the acoustic wave can induce a current in a superlattice,
although the shape of the curve is quite different from that found with a constant
bias applied (see figure 3.2). Remarkably, we find that even at low acoustic wave
amplitudes there are significant current oscillations. As U increases from 0 to 4 meV,
the magnitudes of Imax and Imin initially increase, with Imax attaining a maximum
value of ≈ 7.4 mA when U ≈ 4 meV and Imin having a minimum value of ≈ −5.8
mA when U = 2 meV. The magnitudes of both Imax and Imin decrease as U increases
beyond 4 meV.
In figure 4.13(b), we show, versus U , Ia = Imax − Imin, which illustrates the
magnitude of the current oscillations. This curve resembles the Esaki-Tsu curve since
the magnitude of the current oscillations, Ia, initially increases with increasing U until
it reaches a maximum of ≈ 11.6 mA when U ≈ 3 meV and thereafter decreases with
increasing U .
The general I(U) characteristics can be understood within our single particle
analysis. We found in section 4.3.1 that all electrons follow dragged orbits when
U . 3.1 meV. Consequently, increasing U within this regime also increases their drift
velocity (see figure 4.3) thereby increasing the magnitude of the current oscillations
since I ∝ vd. Beyond this critical value of U , Bloch oscillations gradually turn
on, initially for electron trajectories starting at the maximum of the acoustic wave
potential, but eventually for the majority of electron trajectories, thus supressing the
current oscillations.
4.4.2 I(t) curves
In this section we present and analyse the I(t) curves that underlie the I(U) curves
in figure 4.13. Figure 4.14(a) shows the I(t) curve calculated for U = 1 meV, well
below the peak in Ia, where all of the electrons are within the wave dragging regime
(see also figure 4.4(a)). The current oscillations are regular and almost cosinusoidal.
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Figure 4.13: (a) Upper [lower] curves shows Imax [Imin] versus U . Dashed line shows
the time averaged current, Iave. (b) variation of Ia = Imax − Imin with U .
Also, the oscillations appear to be quite smooth in comparison with the ‘spiky’ nature
of the current oscillations in the biased superlattice (see figure 3.3).
Figure 4.14(b) shows I(t) calculated when U = 4 meV just beyond the peak in Ia
(see also figure 4.4(a)). As shown in figure 4.10, when U = 4 meV, for some initial
conditions the electrons perform Bloch oscillations. However, most of the semiclassic
trajectories are in the wave dragging regime. Therefore the qualitative form of the I(t)
oscillations is similar to the case when U = 1 meV except slightly less symmetrical,
and of higher amplitude.
Increasing U to 15 meV causes many of the electrons to perform Bloch oscillations
and so induce new features in the I(t) curve (see figure 4.14(c)), in particular the kinks
in the descending part of the waveform. Note, however, that the I(t) oscillations are
still periodic.
We also find that the frequency of the oscillations is independent of U and is equal
to the frequency of the acoustic wave ωS = 4× 1011 rad s−1(≈ 63.7 GHz)
4.4.3 Spatio-temporal electron density in the superlattice
To understand the form of the I(t) characteristics, we now consider the spatio-
temporal evolution of electron density in the superlattice shown in figure 4.15. Panel
(a) shows a colour map of n(x, t) calculated when U = 1 meV. There are multiple
high electron density accumulation regions (coloured red in the plot), which travel
across the superlattice to the collector and are separated by electron depletion regions
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Figure 4.14: I(t) oscillations calculated for U = (a) 1 meV, (b) 4 meV and (c) 15
meV.
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(coloured blue in the figure). Each region of charge accumulation originates at the
left hand edge of the superlattice layers and travels at almost constant speed across
the superlattice. When it reaches the right hand edge of the superlattice it produces
a peak in the I(t) curve. The solid curve in figure 4.15(b) is the cross section of the
n(x, t) surface along the the vertical dotted line in figure 4.15(a) (t = 35 ps) when
U = 1 meV. The dashed curve in figure 4.15(b) shows the corresponding form of VS.
The acoustic wave creates an accumulation of charge (solid arrows in figure 4.15(b))
in the acoustic wave minima (dashed arrows in figure 4.15(b)) and electron deple-
tion at the acoustic wave maxima. Note that this qualitatively similar to the charge
domains formed with an applied bias voltage. However, in the low U acoustic wave
case, electron accumulation is driven by the spatial variance of the wave potential
rather than by negative differential velocity. Since VS is propagating through the
lattice, in figure 4.15(b) the charge accumulation indicated by the right-hand solid
arrow effectively shows the charge accumulation indicated by the left hand arrow at
a later time. We note that the accumulation is ‘dragged’ to higher x values as the
acoustic wave minima propagate through the superlattice, but with minimal change
to its form. Note that since the acoustic wave is propagating through the superlattice
lattice from left to right (i.e. along the positive x-direction) the accumulation regions
tend to lag slightly behind the position of the local minima as the electrons ‘ride’ up
the left hand side of the potential wells in the acoustic wave, due to inertia. In the low
U case (figures 4.15(a) and (b)) the amount of accumulation and depletion is similar
resulting in the symmetric current oscillations around 0, shown in figure 4.14(a).
Increasing U to U = 4 meV (figure 4.15(c)) gives similar dynamics to when U = 1
meV, although the regions of electron accumulation are not quite as regular. The
charge density - position characteristics for U = 4 meV (figure 4.15(d)) are also
similar to when U = 1 meV. To illustrate this, the solid curve in figure 4.15(d) is the
cross-section of the n(x, t) surface along the dotted line in figure 4.15(c), i.e. when
t = 35 ps. Compared with figure 4.15(b), it is clear that the amount of accumulated
charge has increased and there is also an extra kink-like feature in the n(x) curve.
The increased amount of charge in the potential well is a result of the well depth
increasing. The extra feature in the n(x) curve results from high negative differential
velocity between electron trajectories starting in the Bloch oscillation regime and the
wave dragging regime (see figure 4.10), causing a region of charge accumulation to
form via a similar mechanism to that seen in chapter 3. Figure 4.15(c) reveals that the
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Figure 4.15: Colour surface plots (scale right) of n(t, x), (a, c and e). n versus x (solid
curve) and VS versus x (dashed curve) plots when t = 35 ps, (b, d and f) calculated
for U = 1 meV (a-b), 4 meV (c-d) and 15 meV (e-f). Vertical dotted lines in (a,c and
e) show positions of cross sections shown in (b, d and f).
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extra kink feature in n(x) moves in the potential well, so producing periodic ‘ripples’
in the accumulation front as it moves through the superlattice. This is manifested in
the figure by the width of the accumulation region (red) oscillating as a function of t
as it propagates through the superlattice. Note, though, that this extra feature does
not significantly affect the shape of the I(t) curve, see figure 4.14(b).
Increasing U to 15 meV (see figure 4.15(e)) preserves the overall structure of the
charge domains and dynamics. However, compared to U = 4 meV, the amount of
charge in each (red) domain is much greater: note scale on right-hand side of panel.
Also, the shape of the accumulation front is rather different, appearing spatially much
narrower. These changes give rise to the different shapes of the I(t) curves, shown in
figure 4.14(c). The solid curves in figure 4.15(f) shows n(x) at t = 35 ps (i.e. along
the vertical dashed line in figure 4.15(e)). The accumulation front formed towards
the left hand side of the superlattice (left-hand solid arrow) is much sharper than
those found for smaller U because the onset of Bloch trajectories further supresses
drift velocity, thereby enhancing electron accumulation. The corresponding dramatic
decrease in the local electron drift velocity induces a larger charge domain in the same
way as for a static field. However, since there are more Bloch oscillating trajectories,
each with a low drift velocity, the peak in the I(t) curve (I ∝ vd) for U = 15 meV
(figure 4.14(c)) is smaller than for lower U (figures 4.14(a) and (b)). Since a larger
region of the superlattice is in the Bloch oscillating regime, the negative differential
velocity-induced domains contain more electrons. This magnifies the extra kinks in
I(t), seen on the descending part of the waveform in figure 4.14(c), compared to when
U = 4 meV (see figure 4.14(b)).
A new charge domain forms each time an acoutic wave minimum arrives at the
left hand edge of the superlattice, which occurs at a frequency ωS. Also, since each
domain travels at the speed of sound through the superlattice, we find a new domain
(and therefore a peak in I(t)) arriving at the right hand edge of the superlattice layers
at the acoutic wave frequency.
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Chapter 5
Dynamics of ultracold sodium
atoms in moving optical lattices
Recently there has been increased experimental interest into the dynamics of atoms
in moving optical lattices. These experiments have shown that such systems can be
a useful tool for transporting atoms along distances as far as 20 cm [101]. Investiga-
tions have also revealed some interesting stochastic resonance effects [102] and band
structure properties [103]. What has not yet been investigated, though, is the effect
of a moving optical lattice propagating through a stationary optical lattice, a direct
analogue of the acoustic wave propagation through semiconductor superlattices pre-
sented in chapter 4. In the following chapter we shall consider such a system and show
that the interaction between the two lattices induces a large number of resonances in
the transport characteristics of the atom.
5.1 Moving optical lattice
The moving optical potential is created by counter propagating laser beams whose
frequencies are slightly detuned, generating a standing wave optical potential which
is moving at a speed determined by the detuning. The following derivations show
the resulting potential energy for the atom generated by the detuned laser beams.
It was shown in chapter 1 that the addition of two counter-propagating plane waves
(equations (1.64) and (1.65)) results in a stationary standing wave (see equation
(1.67)). By substituting x− vM t for x, we effectively create an optical lattice, which
is moving at a speed vM along the x axis and has electric field vector
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ǫM =
ǫM
2
ei(k(x−vM t)−ωt) +
ǫM
2
ei(−k(x−vM t)−ωt) (5.1)
where ǫM is the magnitude of the electric field. Making the substitution kvM = δω/2
and rearranging, we find
ǫM =
ǫM
2
ei(kx−(ω+δω/2)t) +
ǫM
2
ei(−kx−(ω−δω/2)t). (5.2)
revealing the relationship between the speed of the optical lattice with the detuning
between the two laser beams to be δω = 2kvM . So, by following the analysis in
section 1.4, the potential that will be experienced by the atom in the moving optical
lattice, VM(x, t), is
VM(x, t) =
UM
2
− UM
2
sin(kMx− ωM t), (5.3)
where kM = 2π/λM is the wavenumber of the propagating lattice of wavelength λM ,
ωM = vMkM is the frequency of the optical lattice, and UM is the optical lattice
amplitude, determined by (see equation (1.69))
UM = −1
4
α′ (ω) ǫ2M . (5.4)
5.2 Semiclassical dynamics
To investigate the sodium atom dynamics in an optical lattice with an additional
moving potential applied, the arguments in chapter 1 are used to derive the following
one-dimensional semiclassical Hamiltonian
H = E(px) + VM(x, t), (5.5)
where E(px) is the dispersion relation of the optical lattice and VM(x, t) is the moving
optical lattice potential. The form of E(px) can be found by solving the time inde-
pendent Schro¨dinger equation and can be approximated by equation (1.73), restated
here for clarity
E(px) =
∆OL
2
(
1− cos
(
pxdOL
~
))
, (5.6)
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where ∆OL is the band width of the 1st energy band and dOL is the spatial period
of the optical lattice. Substituting equations (5.3) and (5.6) into the Hamiltonian,
equation (5.5), gives
H =
∆OL
2
(
1− cos
(
pxdOL
~
))
+
UM
2
(1− sin(kMx− ωM t)) , (5.7)
which is similar to the form of the Hamiltonian given in chapter 4 although the poten-
tial energy is always > 0. In section 4.2.2, the system of equations was transformed
into the moving frame of the acoustic wave to gain insight into the electron’s tra-
jectory. Therefore, here we make the following transformation into the frame of the
propagating potential
x′(t) = x(t)− vM t ⇒ x˙′(t) = x˙(t)− vM . (5.8)
In equation (4.20), the Hamiltonian was derived for a miniband electron in the frame
of a propagating sound wave. Similarly the corresponding (conserved) Hamiltonian
for the semiclassical atom in the frame of the propagating optical potential is given
by
H
′ = E ′(px) + VM(x
′). (5.9)
In this equation, E ′(px) is the effective dispersion relation for the sodium atom in the
moving frame, given by
E ′(px) = E(px)− vMpx (5.10)
and
VM(x
′) =
UM
2
(1− sin(kMx′)) . (5.11)
Assuming that the electron has an initial position of x(t = 0) = x0, and starts
from rest (px(t = 0) = 0) then
H
′ =
UM
2
(1− sin (kMx0)) (5.12)
for all t. This assumption allows us to make many analytical predictions of the
trajectory, which are explored in the next few sections.
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The equations of motion for the atom can be found using Hamilton’s equations
(first used in chapter 2), which, for the Hamiltonian given in equation (5.7), are
∂px
∂t
=
UM
2
kM cos (kMx− ωM t) (5.13)
∂x
∂t
=
∆OLdOL
2~
sin
(
pxdOL
~
)
. (5.14)
These equations were integrated numerically using a 4th order Runge-Kutta routine
[19] to find the trajectories of the atom.
In the following analysis of this system, we use a stationary optical lattice with
a band width of ∆OL = 24.35 peV and lattice period of dOL = 294.5 nm taken from
experiment [46]. In this optical lattice system there is great flexibility in the speed,
the depth and the wavelength of the propagating potential. For example in [101], vM
was shown to vary from 0 to ∼ 50 mm s−1, and in [104], optical lattices with periods
of ∼ 20 µm (∼ 70dOL) have been created.
5.2.1 Time averaged velocity
In previous chapters, we calculated the electron drift velocity in order to determine
the measured transport characteristics of electrons in a superlattice. However, when
considering the transport of atoms in optical lattices, where the effect of scattering
is negligible, it is not relevant to consider vd. It has also been shown in recent
experiments that it is possible to observe ∼ 20000 Bloch oscillations with minimal
disruption of the atom cloud [9]. Therefore, to gain a general overview of the dynamics
of the atom we calculate its average velocity, 〈vx〉t, over many periods of oscillation
with no scattering events. The Hamiltonian for the superlattice electron with an
acoustic wave applied, and for an atom in an optical lattice with a propagating
potential applied, are broadly equivalent so we expect qualitatively similar dynamics.
However, the results in this chapter show that 〈vx〉t reveals resonant features not
relevant or apparent in the previous analysis.
Figure 5.1 shows the 〈vx〉t versus UM curve calculated for λM = 20dOL and vM =
2.5 mm s−1 corresponding to a parameter regime similar to that explored in chapter
4. In these and subsequent calculations, vx was averaged over a time interval of 0.25
s.
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Figure 5.1: Figure showing 〈vx〉t versus UM . Vertical red dashed line (labelled UdM)
shows the position of the onset of atom dragging. Blue dot-dash line (labelled U bM)
marks the position of the onset of Bloch oscillations. Arrows highlight resonant peaks
in 〈vx〉t, explained in the text. For guidance, the upper horizontal dotted line shows
〈vx〉t = vM and the lower horizontal dotted line shows 〈vx〉t = 0.
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Figure 5.1 reveals that for very low UM , 〈vx〉t increases exponentially from 0
with increasing UM until UM reaches a critical value U
d
M ≈ 2.5 peV, at which point
〈vx〉t = vM . As UM increases beyond UdM , 〈vx〉t, remains pinned at vM until UM
reaches a second critical value U bM ≈ 16 peV where the average velocity decreases
abruptly. Thereafter, increasing UM gives rise to a series of resonant peaks (arrowed
in figure 5.1).
When UM ≥ UdM , it is possible to understand the form of the 〈vx〉t(UM) curve
within the analysis made in chapter 4. There are two distinct regimes to consider,
when UdM < UM < U
b
M , the electron is in the wave dragging regime (see section 4.2.2).
The atom is trapped within a potential well generated by the moving optical lattice
and is therefore dragged through the stationary optical lattice at an average speed
equal to the velocity of the propagating potential. When UM > U
b
M , the electron is
within the Bloch oscillation regime and the atom can ‘escape’ a single potential well
of the moving optical lattice and, thus has an extended orbit in phase space allowing
it to perform Bloch oscillations, resulting in the dramatic suppression of transport
observed just to the right of the vertical dot-dashed line in figure 5.1 (see section 4.2.3).
The resonant peaks in 〈vx〉t seen as UM increases are a result of the atom ratcheting
up the modified dispersion curve, with each jump up in the velocity corresponding
to the atom being able to access a new Brillouin zone (see figure 4.5(b)). Precisely
the same mechanism produces the discontinuities in the surface spectra plot shown
in figure 4.6 for electron transport.
5.2.2 Trajectories in the linear dispersion regime
In the following section, we describe the atom’s trajectory in the low UM regime and
show that, here, the atom is confined to a linear region of the effective dispersion
curve, E ′(px).
Figure 5.2(a) shows the atom trajectory (starting from rest x(t = 0) = px(t =
0) = 0) within the low field regime when UM = 1 peV (< U
d
M see red dashed line in
figure 5.1). The atom demonstrates periodic oscillations with a positive drift imposed
on the trajectory. To explain the form of this trajectory, we consider the Hamiltonian
in the rest frame of the atom, equation (5.9). Equation (5.12) tells us that for x0 = 0,
H
′ = UM/2, which implies that
E ′(px) = −VM + UM
2
=
UM
2
sin (kSx
′) . (5.15)
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Figure 5.2: Figure showing atom trajectories for UM = 1 peV and vM = 2.5 mm s
−1.
(a) is x(t). (b) is E ′(px) where horizontal dashed lines show ±UM/2 and filled circles
highlight when E ′(px) = ±UM/2 and therefore the extremities of the orbit in px.
Consequently, E ′(px) can only take values between −UM/2 and UM/2. Figure
5.2(b) is a plot of E ′(px) when vM = 2.5 mm s
−1. With this combination of ∆OL
(= 24.35 peV) and vM , the slope of E
′(px = 0) is quite steep, resulting in the energy
of the local minimum (arrowed in figure 5.2(b)) being significantly less than 0. The
horizontal dashed lines in the figure show when E ′(px) = ±UM/2, and the filled circles
mark the intersection between the ±UM/2 lines and E ′(px), revealing that the orbit
is very well confined in px. Initially, when t = 0, the force applied to the atom by
the optical wave, −∂VM(x)/∂x, is at its maximum and the atom is accelerated in
momentum space until E ′(px) = −UM/2 (see lower filled circle in figure 5.2(b)). At
this point, the atom’s velocity attains its maximum value, determined by the slope
of the dispersion curve (vx = ∂E
′(px)/∂px + vM). However, according to equation
(5.15), when E ′(px) = −UM/2, VM(x′) = UM and thus the atom is at the top of the
potential well where the force on the atom is 0. The atom momentarily drifts at the
given velocity, until the force on the atom becomes negative (−dVM
dx
< 0) whereupon
it is then accelerated in the negative direction in px. It moves through the origin of
E ′(px) where vx = 0, until E
′(px) = UM/2 (see upper filled circle in figure 5.2(b)),
where the atom has its minimum velocity. The atom is then at the bottom of the
potential well, VM(x
′) = 0. As x′ increases further the force on the atom becomes
positive, returning it to the origin, causing the cycle to repeat.
In the regime where UM is small, we can assume that the section of the dispersion
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curve that the atoms can access is linear. Consequently, an estimate of the average
velocity of the atom in the moving frame of the propagating wave can be found from
the slope of this linear dispersion curve. Analysis of figure 5.2(b) reveals that the
maximum value of px, max(px), occurs when E
′(max(px)) = −UM/2, therefore using
small angle approximations we find, from equation (5.9), that
∆OLd
2
2~2
max(px)
2 − 2vM max(px) + UM = 0. (5.16)
Also, noting that E ′(min(px)) = UM/2 where min(px) is the minimum value of px
then
∆OLd
2
OL
2~2
min(px)
2 − 2vM min(px)− UM = 0. (5.17)
These equations can be solved analytically by completing the square to find, for
the parameters used in figure 5.2(a), that max(px) = 3.5964 × 10−29 kg m s−1 and
min(px) = −2.9358 × 10−29 kg m s−1. These compare very well with the numer-
ically determined values of max(px) = 3.5979 × 10−29 kg m s−1 and min(px) =
−2.9413 × 10−29 kg m s−1. An initial estimate, 〈v′x〉t1, of the drift speed can be
made by calculating the gradient of the effective dispersion curve assuming E ′(px) is
linear around px = 0 to find
〈v′x〉t1 ≈
UM
max px −min px . (5.18)
Using the analytical values of max(px) and min(px), we find 〈vx〉t1 = 50.6 µm
s−1 which underestimates the numerically calculated value of 75.5 µm s−1. A second
estimate can be found by calculating the difference in the magnitude of the maximum
and minimum velocities, which occur when px = max(px) and min(px) respectively.
The velocity of the atom is calculated using Hamilton’s equation (5.14) which can be
simplified for small px to
vx(px) ≈ ∆OLd
2
OL
2~2
px. (5.19)
Therefore substituting in the values max(px) and min(px), a second estimate of the
average velocity is 〈v′x〉t2 ≈ |v′x(max(px))| − |v′x(min(px))| = 101 µm s−1. Taking the
average of 〈v′x〉t1 and 〈v′x〉t2 gives 〈vx〉t = 75.8 µm s−1: very close to the numerically
determined value of 75.5 µm s−1. In figure 5.3 we compare the analytical estimate of
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Figure 5.3: Plot showing 〈vx〉t(UM) for low UM calculated both analytically (blue
curve) and numerically (black dashed curve).
〈vx〉t (blue solid curve) with the numerical evaluation (black dashed curve) and see
very good comparison for UM . 2.5 peV.
Figure 5.2(b) shows increasing UM from 1 peV, increases the range of accessible
px values and thus makes the region of the dispersion curve that the atom traverses
increasingly nonlinear. Therefore the estimate of 〈vx〉t deviates from the numerical
calculation. As UM increases further, the extent of the trajectory in px drastically
increases, when −UM/2 falls below the value of the local minimum in E ′(px) (arrowed
in figure 5.2(b)). Previously, it was found that the local minimum in E ′(px) (see
equation (4.27)) occurs when
px =
2~2vM
∆OLd2OL
. (5.20)
Substituting this into E ′(px) (equation (5.15)), we obtain the following estimate
for the transition out of the regime where it is possible to only access a linear region
of the dispersion curve (with x0 = 0)
UdM(x0 = 0) =
4~2v2M
∆OLd2OL
−∆OL
(
1− cos
(
2~vM
∆OLdOL
))
. (5.21)
For this particular set of parameters, UdM ≈ 2.50 peV (see red dashed line in figure
5.1), which coincides with entering the wave dragging regime, where 〈vx〉t = vM in
figure 5.1. Note that we could use a small angle approximation for the cos term in
equation (5.21) to obtain a simpler expression for UdM . However, later in the this
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Figure 5.4: Figure showing atom trajectories for UM = 10 peV within the wave
dragging regime. (a) is x(t) where the dashed line shows x(t) = λ/4 + vM t. (b) is
E ′(px) within which the horizontal dashed line shows UM/2 and filled circles highlight
when E ′(px) = UM/2 and therefore the extent of the orbit in px.
chapter we consider larger values of vM than considered here, where small angle
approximations do not apply.
5.2.3 Trajectory in the wave dragging regime
Figure 5.4(a) shows the atom trajectory starting from rest (x(t = 0) = px(t = 0) = 0)
when UM = 10 peV (> U
d
M). The atom’s trajectory comprises regular sinusoidal
oscillations superimposed on a background drift, with slope equal to vM . Figure
5.4(b) shows E ′(px) with the horizontal dashed line showing the maximum possible
value for the energy of the atom (= UM/2). The minimum possible potential energy
of the atom (−UM/2) is less than the local minimum of E ′(px). Consequently, the
atom can now oscillate in a parabolic region of the effective dispersion curve (between
the two filled circles in figure 5.4(b)) where the extent of the trajectory in px is defined
by the solutions of E ′(px) = UM/2.
Initially, at t = 0 and px = 0, the force on the atom, −∂VM/∂x, is at its maximum,
accelerating it along the px axis and increasing its velocity until E
′(px) = UM/2 (right
hand filled circle in figure 5.4(b)) where the velocity is maximal. The force on the atom
then becomes negative i.e. when x′ = λM/4, accelerating the atom in the negative
px direction, through the origin, at which point the velocity of the atom becomes 0
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(when x′ = λM/2). The atom continues travelling in the negative px direction with
increasingly negative velocity until E ′(px) = UM/2 (left hand filled circle in figure
5.4(b)). Here, the force on the atom become positive and it returns to the beginning
of the oscillation. Therefore the atom performs approximately sinusoidal oscillations
in x′ between 0 and λM/2. Also, since the oscillations in the well of E
′(px) are almost
symmetric, i.e. the turning points (marked by filled circles in figure 5.4(b)) occur at
the same energy and similar velocity, the atom’s orbit does not drift in the moving
frame. Thus, in the rest frame, the atom is dragged with a velocity equal to vM . For
a more detailed analysis of this trajectory see section 4.2.2.
With increasing UM , the orbit generally keeps the same form, although the os-
cillations of x′(t) become increasingly non-sinusoidal as the atom accesses the non-
parabolic parts of the dispersion curve. However, once the value of UM/2 is greater
than the local maximum of the E ′(px) curve (arrow in figure 5.4(b)), the atom’s
trajectory changes from being closed to open and can access several Brillouin zones,
allowing the atom to Bragg reflect and perform Bloch oscillations. Equation (4.27)
implies that the first local maximum of E ′(px) occurs when
px ≈ ~π
d
− 2~
2vM
∆OLd2
. (5.22)
Substituting this into E ′(px) (equation (5.15)) we find the following estimate for the
transition between the dragging and Bloch oscillation regimes (with x0 = 0)
U bM(x0 = 0) ≈ 2
[
∆OL − ~πvM
dOL
+
2~2v2M
∆OLd2OL
]
. (5.23)
U bM(x0 = 0) is plotted in figure 5.1 by the blue dot-dashed line labelled U
b
M , and
shows good correspondence with the onset of suppression of 〈vx〉t that accompanies
the transition to Bloch oscillations.
5.2.4 Trajectory in the Bloch oscillation regime
Figure 5.5(a) shows the atom’s trajectory when UM = 150 peV revealing that the
atom undergoes fast oscillations (bracketed) interrupted by jumps in the orbit (ar-
rowed). This regime is exactly the one found for electron Bloch oscillations driven by
an acoustic wave case (see section 4.2.3).
Figure 5.5(b) is the corresponding plot of E ′(px), with the horizontal lines delim-
iting the range of E ′(px) accessible to the atom (between ±UM/2). Initially, when
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Figure 5.5: Atom trajectories within the Bloch oscillation regime, UM = 150 peV in
panels (a) and (b) and UM = 160 peV in panels (c) and (d). (a) and (c) show x(t).
(b) and (d) show E ′(px). Horizontal dashed lines show ±UM/2. Filled circles mark
E ′(px) = ±UM/2 and therefore indicate the extent of the orbit in px space. Arrows,
brackets and labels ‘B’ and ‘F’ explained in text.
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t = 0, x = px = 0, the driving force on the atom is maximal, so rapidly increasing
px. The atom traverses the local maxima and minima in E
′(px), Bragg reflecting and
performing Bloch oscillations as it does so (see bracketed region of trajectory in figure
5.5(a)). As E ′(px) decreases, V
′
M increases to keep H
′ (see equation 5.9) constant,
and thus the force (|dV ′M/dx′|) on the atom also decreases, reducing the frequency
and increasing the amplitude of the Bloch oscillations (see section 4.2.3). Eventually
when E ′(px) ≈ −UM/2, the atom is at the top of the potential well (VM(x′) = UM),
and thus the force on the atom is effectively zero. Therefore the atom is temporarily
pinned in the region of the dispersion curve where E ′(px) ≈ −UM/2 (right-hand filled
circle in figure 5.5(b)). This causes the atom have an almost constant velocity equal
to the gradient of the dispersion curve at this point, temporarily stopping Bloch os-
cillations. The atom continues to drift until the force on the atom is large enough
to drive it back up the effective dispersion curve where it again performs Bloch os-
cillations, passing through the origin, until E(px) ≈ UM/2. Here the atom is again
pinned in momentum space leaving it to drift along the x−axis. The atom is then
driven back to beginning of its oscillation.
In section 5.2.2, we showed that the average velocity of the atom is solely deter-
mined by the difference in the speed of the atom at the left and right hand edges
of the orbit in momentum space. Here, however, the atom can access more of the
dispersion curve giving it a more complex E ′(px) dependence. Consequently, the cal-
culation of the average velocity is more complex. For UM = 150 peV, the minimum
possible value of E ′(px) occurs just below the local minima in the curve marked by
the right-hand arrow in figure 5.5(b). Here, the velocity of the atom (at the right-
hand filled circle in figure 5.5(b)) is negative, indicating that the atom will move in
the negative direction at this point. However, since the force on the atom (and its
velocity along px) is diminished close to the maximum value of px (right-hand filled
circle in figure 5.5(b)), the atom spends a considerable amount of time in the region
of E ′(px) where the velocity of the atom is positive (to the right of the right-hand
arrow in figure 5.5(b)). Overall the atom spends more time with positive velocity
than negative velocity causing the atom to jump forwards along the x−axis, (arrows
labelled ‘F’ in figure 5.5(a)) i.e. the second Bloch oscillation burst has a midpoint
at a value of x > x0 = 0. Conversely, the maximum possible value of E
′(px) (upper
dashed line in figure 5.5(b)) occurs just below the local maxima in E ′(px) (left-hand
arrow in figure 5.5(b)). Since the force close to the right-hand filled circle is low, the
132
5.2 Semiclassical dynamics
atom remains in the negative velocity region of E ′(px) for a long time (to the right
of the left hand arrow in figure 5.5(b)). This results in the atom making a massive
jump backwards along the x−axis (arrows labelled ‘B’ in figure 5.5(a)). We see in
figure 5.5 that the atom jumps backward further than it jumps forward, giving the
atom an overall negative average velocity.
Figure 5.5(c) is the trajectory for UM = 160 peV. We find that generally the
form of the trajectory is similar to when UM = 150 peV (Bloch oscillation bursts
interrupted by jumps in the orbit). Now though, that with increased UM , the atom
can access a new peak in E ′(px) (left-hand arrow in figure 5.5(d)) resulting in an
extra Bragg reflection in the trajectory. This allows the atom to access a new region
of E ′(px) where the velocity of the atom is positive (to the left of the left-hand arrow
in figure 5.5(d)), close to when the force on the atom is 0 (at the left-hand filled
circle). Consequently, the atom jumps forward along x when px is minimal. This in
contrast to when UM = 150 peV, where the atom jumps backward along x when px is
minimal.
Note that when UM = 160 peV the atom can access a larger region of negative
velocity in E ′(px) when px is maximal (to the left of the right-hand filled circle in
figure 5.5(d)) causing the atom to jump it backward (see arrow labelled ‘B’ in figure
5.5(c)). This in contrast to when UM = 150 peV, where the atom jumps forward
along x when px is maximal. For UM = 160 peV, the forward jump is larger than the
backward jump and the average velocity is positive.
This analysis implies that the average velocity will have a resonant peak each time
the atom can access a new local maximum, or minimum in E ′(px), and thus access a
new region of E ′(px) where the gradient and, consequently, v
′
x is positive. Equation
(5.22) shows that the minima in the dispersion curve occur when
px(rmin) ≈ rmin2π~
dOL
+
2~2vM
∆OLd2OL
, (5.24)
where rmin = 1, 2... are integers labelling the minima. Correspondingly, equation
(5.20) shows that the local maxima occur when
px(rmax) ≈ −(2rmax − 1) π~
dOL
− 2~
2vM
∆OLd2OL
, (5.25)
where rmax = 1, 2... are integers labelling the maxima. Therefore, substituting equa-
tions (5.24) and (5.25) into equation (5.15), we find that the local minima and maxima
of E ′(px) occur when E
′(px(rmin)) = −UM/2 and E ′(px(rmax)) = UM/2 respectively
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UM(rmin) ≈ −∆OL
(
1− cos
(
px(rmin)dOL
~
))
+ 2vMpx(rmin), (5.26)
UM(rmax) ≈ ∆OL
(
1− cos
(
px(rmax)dOL
~
))
− 2vMpx(rmax). (5.27)
When rmin = 1 and 2, UM(rmin) = 72.6 peV and 142 peV respectively and when
rmax = 1 and 2, UM(rmax) = 86.3 peV and 156 peV respectively. The positions of
these points are shown in figure 5.1 by the labelled arrows, and correspond well with
the positions of the resonant peaks in 〈vx〉t.
5.2.5 Average velocity with colour map
Optical lattices provide great freedom and control of the system’s parameters. For
example, we are able to increase vM to speeds of ∼ 50 mm s−1 [101] and UM to ∼ 500
peV [46]. Figure 5.6 is a colour map showing the variation of the average velocity
of the atom, 〈vx〉t with vM and UM . The figure clearly reveals the three dynamical
regimes considered in sections 5.2.2, 5.2.3 and 5.2.4. The lower dashed magenta line
is the solution of UdM(vM) (see equation (5.21)) showing the onset of the dragging
regime. In the region where vM is small (. 3 mm s
−1), UdM is also small and therefore
trajectories in the regime described in section 5.2.2 occupy a very small region of the
plot where UM ≈ 0. However, UdM depends quadratically on vM (see equation (5.21))
so for vM & 3 mm s
−1 we see a clear transition from the regime where the atom
accesses only the linear part of the dispersion curve and 〈vx〉t ≈ 0 (coloured blue in
figure 5.6) to the wave dragging regime where 〈vx〉t ≈ vM . Note that, as explored in
section 5.2.2, in this regime 〈vx〉t increases with increasing UM .
The black dashed line in figure 5.6 shows U bM versus vM (see equation 5.23) marking
the position of the transition of the atom from the dragging regime into the Bloch
oscillation regime. The region of the plot below the black dashed line and above
the magenta dashed line corresponds to the wave dragging regime where 〈vx〉t = vM
(appearing in the figure as a linear gradient of colour). With increasing vM , the
atom can still be dragged by the propagating potential, albeit in a smaller region
in parameter space, until vM = ∆OLdOL/~π = 3.5 mm s
−1, corresponding to when
UdM = U
b
M . Now the tilt of E
′(px) is large enough that the value of UM needed for
the atom to traverse the local minima in E ′(px) is the same value, or larger, than
required to traverse the local maxima. Therefore the atomic motion changes straight
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Figure 5.6: Colour map (scale right) showing the variation of the average atom ve-
locity, 〈vx〉t, with vM and UM when λM = 20dOL. Magenta dashed line shows UdM
versus vM (see equation (5.21)). Black dashed line shows U
b
M versus vM (see equation
(5.23)). Orange dashed lines are the solutions of UM(rmin) versus vM when rmin = 1, 2
and 3 (see equation (5.26)). Brown dashed lines are the solution for UM(rmax) when
rmax = 1, 2 and 3 (see equation (5.27)).
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from the linear dispersion regime to the Bloch oscillation regime, which occurs when
UM ≈ UdM .
Following the arguments given in section 5.2.4, we also expect the atom to have
its highest average velocity (in the Bloch oscillation regime) when UM = U
d
M since
here the atom spends the most time in the region of E(px) corresponding to positive
velocity. UdM(vM) is shown as the magenta line in figure 5.6 where we see for vM > 3.5
mm s−1, 〈vx〉t ∼ vM until vM & 5.5 mm s−1 at which point 〈vx〉t begins to decrease as
vM increases. This decrease in velocity occurs when vM > ∆OLdOL/2~, i.e when the
dragging velocity is larger than the maximum velocity of the atom in the band. At
this point the gradient of the effective dispersion curve starts to become significantly
deformed compared to when vM = 0. This has the effect of reducing the atom’s
maximum velocity.
Also included in the plot are orange and brown dashed curves showing respectively
UM(rmin) and UM(rmax) for rmin and rmax = 1, 2 and 3, see equations (5.26) and
(5.27). These show good correspondence with the positions of the resonant peaks
in the colour map, which are shown as white/red lines (high 〈vx〉t) within the blue
region of the plot (low 〈vx〉t) for UM & 40 peV.
5.2.6 Non zero initial position
In this section we consider the effect of the initial position of the atom on its dynamics
by setting x(t = 0) = x0 when vM = 2.5 mm s
−1 (for which figure 5.6 reveals rich
dynamics when x0 = 0) and λM = 20dOL. Figure 5.7 shows a color map of 〈vx〉t versus
UM and x0, which reveals a number of resonant features. A cross section of the plot
when x0 = 0 is shown in figure 5.1. The three dynamical regimes are apparent. For
very low UM . 3 peV, the atom is in the linear dispersion regime, yellow in the
color map (see section 5.2.2) irrespective of x0. Increasing UM when x0 = 0, induces
a transition into the wave dragging regime (when 〈vx〉t = vM) which appears as the
dark red region in the colour map (see section 5.2.3 and figure 5.6). Further increasing
UM , we enter the Bloch oscillation regime where the atom’s velocity is dramatically
suppressed, indicated by the yellow region of the plot (see section 5.2.4). Within the
Bloch regime there are resonances, which correspond to those arrowed in figure 5.1,
and occur when the atom is allowed to access a new peak in the E ′(px) dispersion
curve (see section 5.2.5).
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Figure 5.7: Colour map (scale right) showing the variation of the average atom veloc-
ity with x0 and UM when λM = 20dOL. Black dashed curve shows the value of U
d
M(x0)
representing the onset of dragged atom trajectories (see equation (5.31)). Black dot-
dashed line mark the values of U bM(x0) (see equation (5.32)). Orange dashed lines are
the solution for UM(rmin, x0), where rmin = 1, 2 and 3 (see equation (5.33)). Brown
dashed lines are the values of UM(rmax, x0) where rmax = 1, 2 and 3 (see equation
(5.34)). For guidance, vertical dashed lines show the positions of the centres of 5
wells at −2dOL, −dOL, 0, dOL and 2dOL.
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The location of these regimes in figure 5.7 can be understood if we consider the
effect of x0 on the position of the transition between the linear regime and the wave
dragging regime (UdM) and also on the transition between the wave dragging regime
and Bloch oscillation regime (U bM). Equation (5.12) implies that, generally,
E ′(px) =
UM
2
(sin kMx
′ − sin kMx0) . (5.28)
Therefore E ′(px) can take values between
E ′(px) =
UM
2
(1− sin kMx0) (5.29)
and
E ′(px) =
UM
2
(−1− sin kMx0) . (5.30)
Note that, as before, when x0 = 0, E
′(px) takes values between UM/2 and −UM/2.
We know that the atom enters the wave dragging regime when it can traverse the
local minimum, close to px = 0, in E
′(px) (arrowed in figure 5.2(b)). This causes the
atom to have zero average velocity in the rest frame and therefore be dragged through
the lattice. Following the analysis in section 4.3.1, we find that the transition from
the linear regime to the dragging regime occurs when
UdM(x0) =
1
1 + sin kMx0
[
4~2v2M
∆OLd2OL
−∆OL
(
1− cos
(
2~vM
∆OLdOL
))]
. (5.31)
The variation of UdM(x0), shown as the black dashed curve in figure 5.7, agrees
well with the transition from the linear dispersion regime to the wave dragging regime
shown in the colour map. Increasing x0 to λM/4 causes the transition to the wave
dragging regime to occur at a decreasing value of UM , which attains a minimum
value of UM = 1.3 peV when x0 ≈ λM/4. For x > λM/4 the value of UM required
to enter the dragging regime increases until x0 = λM/2, at which point the system is
approximately equivalent to when x0 = 0.
Decreasing x0 from 0 we find that the transition to the wave dragging regime from
the linear regime occurs at increasing UM until x0 ≈ −λM/8 after which there is no
transition to a wave dragging regime. When x0 ≈ −3λM/8, the wave dragging regime
re-emerges and the value of UM at the transition decreases until x0 = −λM/2 which
is exactly equivalent to when x0 = λM/2.
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The analysis in section 5.2.2 showed that as vM increases U
d
M(x0 = 0) also in-
creases and therefore the parameter space corresponding to the wave dragging regime
is reduced (see figure 5.6). However, interestingly, equation (5.31) shows that as
x0 → −λM/4, UdM(x0) → ∞ implying that for any given vM and UM the atom will
never enter the wave dragging regime. We understand this in the effective dispersion
curve picture by noting, from equations (5.29) and (5.30), that when x0 = −λM/4,
E ′(px) takes values between UM and 0. Therefore the atom will not traverse the local
minimum in E ′(px) when px ≈ 0 (arrowed in figure 5.2(b)) and thus will not enter
the wave dragging regime.
In section 5.2.4, it was shown that in order for the atom to Bragg reflect, it must
traverse the local maximum in E ′(px) arrowed in figure 5.4(b). Following the analysis
in section 4.3.1, this occurs when UM exceeds U
b
M(x0), given by
U bM(x0) ≈
2
1− sin kMx0
[
∆OL − ~πvM
dOL
+
2~2v2M
∆OLd2OL
]
. (5.32)
The solution to this equation, shown as the dot-dashed curve in Figure 5.7, agrees
well with the transition from the wave dragging regime (red region in the figure) to
the Bloch oscillation regime (yellow or blue region in the colour map). Increasing x0
from 0, the transition to the Bloch regime occurs at increasing UM until x0 ≈ 3λM/16
where there is no transition in the range of UM shown. Equation (5.32) shows that as
x0 → λM/4, then U bM → ∞ implying that trajectories with x0 = λM/4 are not able
to Bloch oscillate for any given vM or UM . Note that when x0 = λM/4, according to
equations (5.29) and (5.30), E ′(px) takes values between 0 and −UM so the atom is
not able to traverse the maximum in E ′(px) and thus cannot Bloch oscillate.
Increasing x0 past λM/4, we find that the Bloch oscillation regime reappears in
the parameter space when x0 ≈ 5λM/16. Then U bM(x0) decreases with decreasing x0
until x0 = λM/2, which is equivalent to when x0 = −λM/2.
As x0 decreases from 0, the transition to the Bloch regime occurs at decreasing UM
until UdM(x0) = U
b
M(x0). Thereafter, there is no wave dragging regime and increasing
UM induces a transition straight from the linear regime into the Bloch oscillation
regime. However, we note that as x0 approaches −λM/4 then for any given UM the
atom cannot reach the first local maximum in E ′(px) and therefore cannot Bloch
oscillate since it cannot traverse the local minimum (see black dashed line in figure
5.7). Therefore, the atom will only Bragg reflect when it reaches the peak in E ′(px)
occurring when px ≈ −~π/d, resulting in the dramatic change from negative velocity
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(blue region in figure 5.7) to positive velocity (yellow region in figure 5.7) when
UM ≈ 45 peV.
The other resonant features in Figure 5.7 are a result of the atom being able to
access new peaks in E ′(px), as previously discussed in section 5.2.4. These resonances
occur when
UM(rmin, x0) ≈ 1
1 + sin kMx0
[
−∆OL
(
1− cos
(
px(rmin)dOL
~
))
+ 2vMpx(rmin)
]
(5.33)
and
UM(rmax, x0) ≈ 1
1− sin kMx0
[
∆OL
(
1− cos
(
px(rmax)dOL
~
))
− 2vMpx(rmax)
]
(5.34)
where px(rmin) and px(rmax) are given by equations (5.24) and (5.25) respectively.
UM(rmin, x0) and UM(rmax, x0) are plotted in figure 5.7 respectively as orange dashed
and brown dot-dashed lines and accurately predict the positions of the resonant fea-
tures shown in the colour map.
5.3 Wavepacket analysis
This system is one-dimensional because all the potentials acting on the sodium atom
are along the x axis. Therefore, the quantum mechanical Hamiltonian for the sodium
atom in this system is given by
Hˆ = − ~
2
2ma
∂2
∂x2
+ VOL + VM (5.35)
where ma is the mass of the sodium atom. The potential, VOL, generated by the
stationary optical lattice is shown in equation (1.71) and restated here for clarity
VOL(x) = V0 sin
2
(
πx
dOL
)
, (5.36)
where dOL = 294.5 nm and V0 = 563 peV. The potential VM(x, t) is generated by the
moving optical lattice (see equation (5.3))
VM(x, t) =
UM
2
− UM
2
sin(kMx− ωM t). (5.37)
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To simulate the motion of a Sodium atom wavepacket in this system the time
dependent Schro¨dinger equation,
i~
∂ψ(x)
∂t
= Hˆ(x, t)ψ(x), (5.38)
was solved using the method described in section 1.3.2.2. Figure 5.8 shows the evolu-
tion of the wave packet corresponding to the same parameters used for the semiclas-
sical trajectories explored in the previous section (vM = 2.5 mm s
−1, λS = 20dOL).
Initially the wavepacket is in the 1st miniband of the optical lattice and has a FWHM
value of fx = 2dOL.
In panel (a), we show the evolution of the wave packet when U = 1 peV, cor-
responding to a semiclassical trajectory in the ‘linear’ dispersion regime (see section
5.2.2). Overlaid are semiclassical trajectories with x0 = −2dOL,−dOL, 0, dOL, and
2dOL corresponding to the wells that are spanned by the initial wavefunction. In
this case, most of the wavepacket does not follow the semiclassical trajectories (solid
curves). Instead most of the wavepacket disperses from the origin with only a small
fraction of the wavefunction being dragged through the lattice. Na¨ıvely, from fig-
ure 5.7, we would expect all of the wavepacket to be in the linear dispersion regime
and, consequently see no dragging of the wavepacket. It is clear, however, that the
wavepacket does not follow a semiclassical trajectory. This suggests that for such a
low potential, the spreading of the wavepacket, resulting from position-momentum
uncertainty, dominates any dynamics expected from the semiclassical analysis. This
effect will therefore give a lower limit of UM on the validity of the semiclassical anal-
ysis.
We note also that since the wavepacket under consideration is quite spatially
confined its corresponding intrinsic momentum spread is large. The uncertainty prin-
ciple states fx∆px ≈ ~ where ∆px is the spread of the momentum of the wavepacket.
Therefore, the initial energy of the wavepacket in the system can be estimated as
Ewp = (1/2ma)(∆px)
2, which, when fx = 2dOL, equals to 2.5 peV. This energy is
large enough, when added to the potential energy of the wavepacket, to allow part of
the atom to enter the wave dragging regime, resulting in the dragged region of the
wavepacket observed in the figure 5.8(a).
Figure 5.8(b) shows the evolution of the wavepacket when U = 10 peV corre-
sponding to a semiclassical trajectory in the wave dragging regime (see figure 5.4).
The figure reveals that, as predicted, in this regime most of the wavepacket is dragged
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Figure 5.8: Colour maps showing the evolution of the probability density of the
electron wave packet. Panel (a) is when UM = 1 peV (linear regime, see figure 5.2),
panel (b) is when UM = 10 peV (dragging regime, see figure 5.4) and panels (c-f)
are when UM = 55, 75, 150 and 160 peV respectively (Bloch oscillating regime, see
figure 5.5). The solid lines in the panels show corresponding semiclassical trajectories
with, from left to right, x0 = −2dOL, −dOL, 0, dOL and 2dOL. In the colour map blue
represents low values, yellow middle values, and red high values.
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through the optical lattice by the propagating potential. The shape of the wavepacket
is well described by a superposition of the semiclassical trajectories. Note that, in
contrast to the dragging regime of electrons in a superlattice, there are no Bloch os-
cillations in this picture. This is due to the comparatively longer wavelength of the
optical potential increasing the spatial ‘window’ of initial conditions where dragging
trajectories can originate. This is clear when we consider that for UM = 10 peV the
full spread of the wave function (see left- and right- most dashed vertical lines in
Figure 5.7) lies within the wave dragging regime.
Figures 5.8(c) and (d) show, respectively, the evolution of wavepackets correspond-
ing to UM = 55 peV and UM = 75 peV: both in the Bloch oscillation regime. In both
cases, the wavepacket follows Bloch-like oscillations and the semiclassical trajectories
correspond well with the evolution of the quantum wavepacket.
When UM = 55 peV, Figure 5.8(c), the majority of the wavepacket moves in
the negative direction following the semiclassical trajectory originating from x0 = 0.
However, we also see part of the wavepacket moving with a positive velocity following
the semiclassical trajectories originating from x0 = −2dOL and 2dOL. This highlights
the extreme sensitivity of this system to the initial position. Figure 5.7 shows that
when UM = 55 peV, a wavepacket which spreads from x0 = −2dOL to x0 = 2dOL
crosses two resonant features (see vertical dashed lines in Figure 5.7). Consequently,
most of the wavepacket exists in a regime corresponding to negative average velocity
(so most of the wavepacket follows this type of trajectory). However, the two edges
of the wavepacket (with minimal population) have a positive velocity.
Note also in the left hand part of figure 5.8(c), tunnelling effects are present which,
at the turning point of the oscillation, causes a portion of the wavepacket to follow
a Bloch oscillation moving in anti-phase with, and having a larger amplitude than,
the semiclassical trajectory. This suggests that the atom is allowed to tunnel into the
second miniband: unsurprising when we consider that the applied potential (55 peV)
is large compared to the width of the 1st miniband (≈ 25 peV).
Increasing UM to 75 peV, we find that for x0 = 0 the system is close to an inter-
section between two resonances (see vertical dashed lines in Figure 5.7). Therefore,
trajectories close to x0 = 0 follow different (semiclassical) paths resulting in the com-
plex form of the wavepacket dynamics seen in figure 5.8(d). Note that here too we
get significant tunnelling of the atom into higher minibands.
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Figures 5.8(e) and (f) show the wavepacket evolution for UM = 150 peV and
160 peV corresponding to the Bloch trajectories in figures 5.5(a) and (c). In these
plots we see that the semiclassical trajectories quite well predict the evolution of the
wavepacket. It appears, though, that for high UM the wavepacket dynamics start to
deviate from the semiclassical paths due to tunnelling and breakdown of the band.
This breakdown of the band at high UM suggests an upper limit to the validity of the
previous lowest-band semiclassical analysis.
5.3.1 Quantum velocity
From the evolution of the wavefunction, it is possible to find the expectation value
of the atom’s position, 〈x(t)〉 using equation (4.62). Then, after differentiating 〈x(t)〉
with respect to time, we can find the time-averaged quantum velocity of the atom,
〈vx〉t, which gives insight into the transport of the wavepacket through the lattice with
varying vM and UM . Figure 5.9(a) is a plot of 〈vx〉t when vM = 2.5 mm s−1, calculated
both quantum mechanically (solid curve) and semiclassically (dashed curve) when
x0 = 0. We find that for UM . 50 peV the quantum calculation shows very good
correspondence with the semiclassical curve. However, when more resonances begin
to appear in the (x0, UM) parameter space (see figure 5.7) the curves start to deviate.
In the quantum regime we see the “blurring” of the sharp resonant features, evident
in the semiclassical analysis, since the wavepacket spatially spans several dynamical
regimes.
Increasing vM to 5 mm s
−1, figure 5.9(b), we see that for low UM , initially 〈vx〉t
calculated semiclassically, increases with increasing UM , whereas the quantum me-
chanical calculation of 〈vx〉t decreases with increasing UM . This is due to the spread-
ing of the wavepacket dominating the quantum dynamics, and preventing the atom
entering the linear dispersion regime. When UM ≈ 10 peV there is a dramatic in-
crease in velocity in both the semiclassical and quantum calculations as the atom
enters the Bloch regime. We also see that the wavepacket analysis reveals resonance
peaks, in approximately the same place as the semiclassical trajectory, due to the
atom accessing new peaks in E ′(px).
When vM = 7.5 mm s
−1, figure 5.9(c), there is very good agreement between the
quantum and semiclassical calculations over the full range of UM considered. We
understand this good correspondence when we realise that the resonant peaks in
〈vx〉t versus UM become more spaced out as we increase vM and thus the wavepacket
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Figure 5.9: Figure showing the quantum calculation of time-averaged velocity, 〈vx〉t,
vs. UM , with vM = (a) 2.5 mm
−1, (b) 5 mm s−1, (c) 7.5 mm s−1 and (d) 10.0 mm
s−1. In each panel, the solid curve shows the quantum calculation. For comparison
the dashed curve shows the semiclassical calculation when x0 = 0.
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spans a single dynamical regime (see figure 5.6). Further increasing vM to 10 mm
s−1, figure 5.9(d), for U & 50 peV we find improving correspondence between the
semiclassical and quantum solutions. However, it is interesting to note that the peak
average velocity is greater in the quantum calculation and occurs at a lower UM than
in the semiclassical calculation. This may suggest that in the quantum calculation
the dynamics are less affected by large vM distorting the effective dispersion curve,
compared to the semiclassical case (see section 5.2.5).
This analysis suggests that there are limits to the correspondence between the
semiclassical and quantum calculations. However, it is clear that some resonant
features are retained in the wavepacket analysis and for vM = 7.5 mm s
−1 and 10 mm
s−1 we see a dramatic increase of velocity when, respectively UM ≈ 20 peV and ≈ 30
peV. This raises the intriguing possibility that a small change in UM can give rise to
a dramatic increase in average velocity.
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Chapter 6
Conclusion
In this thesis, three systems were investigated which control and enhance the dynamics
of particles in periodic potentials. Firstly, we considered the effect of a tilted magnetic
field on the self sustained current oscillations in superlattices. We then investigated
the effect of a propagating acoustic wave (generated for example by the new SASER
device, recently demonstrated at the University of Nottingham) on the dynamics of
single electrons and the charge distribution in superlattices. Finally, we considered
the effect of a propagating optical potential on a cold atom cloud in a stationary
optical lattice (the cold atom analogue to the superlattice-SASER system).
In chapter 2, and previous publications [18; 47], it was shown that resonant delo-
calisation of the chaotic single-electron trajectories creates additional maxima in the
drift velocity-field curve. Also, previous investigation of transport in superlattices
with no tilted magnetic field revealed that negative differential velocity can induce
high-frequency self sustained current oscillations. To understand the effect of the
tilted magnetic field on the self sustained current oscillations we formulated in chap-
ter 3, a modified drift-diffusion model. Simulations of the collective electron dynamics
revealed that the extra negative differential drift velocity regions, caused by the res-
onant peaks, induce multiple charge domains. These extra domains increase both
the amplitude and frequency of the current oscillations: both effects that should be
experimentally observable.
In chapter 4, we demonstrated that acoustic waves can create direct current in
superlattices, even when no bias voltage is applied, and also induce a transition be-
tween two distinct dynamical regimes: the acoustic wave can either drag the electron
through the superlattice or induce Bloch oscillations. In the single electron analysis
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we found that for small acoustic wave amplitudes, the electrons oscillate at frequen-
cies far greater than the acoustic wave frequency within a single spatial period of
the acoustic wave. Consequently, the electrons are dragged through the superlattice
with a drift velocity whose peak value, which increases with increasing band width,
can greatly overshoot that produced by a static field. Increasing the acoustic wave
amplitude beyond a well defined critical value triggers bursts of Bloch oscillations,
thereby causing very high negative differential drift velocity: an essential characteris-
tic of THz sources [14; 32]. The effect of the single particle dynamics on the collective
dynamics of electrons was also considered, and it was shown that the acoustic wave
drags charge through the lattice, creating current oscillations. In addition, it gener-
ates extra features in the charge distribution due to the high negative differential drift
velocity. The results of these simulations are consistent with previous experiments
where acoustic waves were shown to drag electrons through superlattices [69]. In
future experiments we expect to see negative differential conductivity with increasing
wave amplitude, indicating the ‘switch on’ of Bloch oscillating electrons.
In chapter 5, we showed that ultracold atoms in optical lattices exhibit similar
dynamics to acoustically driven electrons in superlattices, if additional detuned laser
beams are used to simulate the propagating sound wave [102]. We found an abrupt
transition between dragging and Bloch-oscillation regimes and also sharp resonant
peaks in the velocity of the atom as it interacts with the effective dispersion curve.
This gives rise to a rich parameter space of different, well defined resonances where, in
some cases, a very small change in potential can cause the atom to move in opposite
directions. This could provide a flexible mechanism for transporting atoms to precise
locations in a lattice: as required for using cold atoms to simulate condensed matter
or as a stepping stone to quantum information processing.
6.1 Future work
Shortly after submission of this thesis an experimental investigation of the frequency
output of a superlattice in a tilted magnetic field was undertaken. The analysis en-
couragingly revealed that there are ‘hot spots’ in the power of the output when the
tilt angle is between 45 and 80◦, a result that compares well with the analysis in
chapter 3, specifically with figure 3.13. However, the oscillation frequencies measured
in the experiment are an order of a magnitude less than those predicted by the model
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described in chapter 3. It can be shown that by including the effect of an external
capacitor and inductor into the model described in chapter 3, good correspondence
between the experimental and theoretical results can be obtained. These new results
highlight the importance of the role of external circuit elements on frequency measure-
ments, and further work (currently being undertaken) is required to fully understand
their effects.
Recently there has been some work on the demonstration of stable THz gain in
superlattices using a modulated bias [105] and also with a tilted magnetic field applied
[106]. Thus far these studies have focused on the homogeneous field case. It would
be interesting to study the gain of superlattices in the non-homogeneous field case to
confirm the existence of the high frequency components in the current spectra. Also,
our results suggest that it is possible to control the form and collective dynamics
of charge domains in superlattices by using single-electron miniband transport to
tailor vd(F ). Multiple vd maxima can also be created in other ways, for example by
applying an AC electric field [107], which could be studied in the context of the model
presented in chapter 3.
The influence of a static bias field on the acoustically driven superlattice could have
interesting results, especially if we consider the acoustic wave to be a perturbation of
a superlattice within the negative differential velocity regime. It is possible that the
charge domains induced by the static field will interact with the charge being dragged
through the lattice, so producing high frequency current oscillations.
An obvious extension to the work on atoms in moving potentials would be to
consider a Bose-Einstein Condensate in the optical lattice where interactions between
the atoms become important. The complex form of the potential and the interactions
between the atoms could result in the formation of vortices within the atom cloud
[108], which could, in turn, influence its motion through the system.
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Appendix A
Calculation of dispersion curves
and Bloch states for a particle in a
periodic potential
The following appendix describes how dispersion curves like those shown in figures
1.4 and 1.5 can be calculated for a given superlattice. The method described below
is the relatively simple ‘cellular method’ for solving the Schro¨dinger equation (1.21)
[3]. In this method it is assumed that, because of Bloch’s theorem, equation (1.8),
stated here in one dimension,
ψ (x+ dSL) = e
ikdSLψ (x) , (A.1)
it is enough to solve the Schro¨dinger equation in a single primitive cell of the super-
lattice (of length dSL). Then, using equation (A.1), the electron wavefunction in all
other primitive cells in the lattice can be found. We know from equation (1.9) that
Bloch theory tells us that, in a period potential, the wavefunction ψk(x) has the form
ψk(x) = e
ikxuk(x) (A.2)
where uk(x) is a function with the periodicity and translational symmetry of the
lattice. The time independent Schro¨dinger equation for the Bloch wavefunction in a
one dimensional lattice in energy band n, ψnk (x), is given by
Hˆψnk (x) = E
n(k)ψnk (x), (A.3)
where En(k) is the energy-wavenumber dispersion relation of the electron in band n
and
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Hˆ = − ~
2
2m∗
∂2
∂x2
+ VSL, (A.4)
where VSL is the periodic potential with a form such as that shown in figures 1.4(b)
or 1.5(b). An additional boundary condition must also be applied, since to obtain a
solution to the Schro¨dinger equation ψ must be continuous as x crosses the superlat-
tice primitive cell boundary. Therefore we impose the following boundary conditions
onto the solution of ψ
ψ(x) = e−ikdSLψ(x+ dSL) (A.5)
and also that
dψ(x)
dx
= e−ikdSL
dψ(x+ dSL)
dx
. (A.6)
To find the Bloch wavefunctions and the dispersion curve, En(k), of the super-
lattice we turn our attention to determining the form of unk(x) in equation (A.2).
Substituting (A.2) into equation (A.3) we find
− ~
2
2m∗
∂2
[
eikxunk(x)
]
∂x2
+ VSL
[
eikxunk(x)
]
= En(k)
[
eikxunk(x)
]
. (A.7)
This can be expanded to find that the left hand side is equal to
− ~
2
2m∗
[
(unk(x))
′′eikx + 2(unk(x))
′ikeikx − unk(x)k2eikx
]
+ VSL
[
eikxunk(x)
]
(A.8)
where (unk(x))
′′ and (unk(x))
′ are respectively the second and first derivative of unk(x).
Dividing through by eikx we find that
− ~
2
2m∗
[
(unk(x))
′′ + 2(unk(x))
′ik − unk(x)k2
]
+ VSLu
n
k(x) = E
n(k)unk(x). (A.9)
It is then relatively straightforward to discretise this equation into a matrix prob-
lem, where the solution is the set of eigenvalues and eigenvectors corresponding to
En(k) and unk(x) for a given value of k, remembering the boundary condition given
in equation (A.5). In this case the problem was solved using the “eig” function in
MATLAB R©.
The method outlined is not as accurate as analytic solutions such as the Kronig-
Penney model [2] but is essentially identical assuming a small enough discretisation
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step is used . This numerical method is advantageous in being easily adapted to
different, and more complex potentials, compared to the reformulation of the Kronig-
Penney model required to solve these problems.
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Appendix B
Experimental measurement of
current and the role of contacts
In this appendix, we consider the experimentally measured current in the circuit of
the superlattice. In section 3.1, we assumed that the superlattice device (consisting
of contact regions and the superlattice layers) is neutral. This assumption is justified
if the response time of electrons in the contacts is small enough to screen any net
charge increase in the superlattice layers. We can find the characteristic time scale of
electrons to respond to perturbing potentials in the contacts by calculating the Fermi
velocity. The Fermi energy, Ef , in the contacts is given by [2]
Ef =
~
2
2m∗
(
3π2n0
) ≈ 10 meV, (B.1)
where n0 is the doping density of electrons in the contacts (see section 3.2). The
corresponding Fermi velocity, vf , is
vf =
√
2Ef
m∗
≈ 2.5× 105 m s−1. (B.2)
We define a typical response time of electrons in the contacts as l/vf which is
∼ 10−13s and ≪ than the time scale of the charge domain motion (∼ 10−10 s).
Consequently, electrons in the contact will be able quickly to screen any net charge
increase in the superlattice layers.
The charge neutrality of the superlattice device requires the field at the left- and
right-hand edges of the device, F0, to be equal (see equation (3.12)). Therefore, the
current measured by an ammeter placed in the circuit will be equal to
Ic = σAF0. (B.3)
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Figure B.1: Current oscillations in the circuit, Ic(t) (solid line), and in the layers of
the superlattice, I(t), calculated when θ = 40◦ for V = 610 mV and B = 15 T.
Figure B.1 compares Ic(t) and I(t) (as defined in equations (3.15) and (3.16)),
when B = 15 T, θ = 40◦, and V = 610 mV (see figure 3.5). The magnitude and
fundamental frequency of the current oscillations are similar in both cases. However,
we find that the size of the extra features in I(t) (dashed curve), arising from the
magnetic field-induced charge domains (see section 3.2.3), is diminished when we cal-
culate Ic (solid curve). This is due to the screening effect of the wide contact regions,
which could be reduced by changing the contact design (for example by reducing their
length, l). It is important to note that, nevertheless, electrons in the active region
of the device (the superlattice layers) do exhibit higher frequency oscillations, which
could produce corresponding high-frequency electromagnetic radiation.
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