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Abstract
Let k and n be positive integers. Let G be a graph of order n64k, and let n=
Pk
i=1 ai be a
partition of n into k positive integers ai with 16ai64. In Matsunaga (Preprint, 1995) one of
the authors proved that if G is 2-connected and the minimum degree of G is at least k, then
with certain types of exceptions being allowed, the vertex set of G can be decomposed into
k disjoint subsets A1; : : : ; Ak so that jAij = ai and \the subgraph induced by Ai is connected"
for all i, 16i6k. In the present paper we extend this result for connected graphs in general.
The paper also features the existence of D3-paths with a prescribed endvertex in a graph.
(A D3-path in a graph is a path of the graph whose removal leaves no component of order at
least 3.) c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
All graphs considered in this paper are nite and undirected and have neither loops
nor multiple edges. Let G be a graph. The vertex set and the edge set of G are denoted
by V (G) and E(G), respectively. For x 2 V (G), the neighbourhood of x in G, denoted
by NG(x), is the set of vertices of G adjacent to x, and the degree dG(x) of x in G
is jNG(x)j. If S is a subset of V (G), then NG(S) :=
S
x2S NG(x), hSiG denotes the
subgraph of G induced by S, and G− S := hV (G) − SiG. By (G) and (G) we
denote the minimum degree and the connectivity of G, respectively. The number of
components of G is denoted by !(G). Additional denitions or notation will be given
as needed, while for undened ones, we refer the reader to [1].
Let N denote the set of positive integers. Throughout the article, we assume k; n 2
N, and by a \partition" (of an integer) we always mean an \integer partition" (i.e.,
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partition into integers). Let G be a graph of order n, and let n=
Pk
i=1 ai be a partition
of n with ai>1. Lovasz, and independently Gy}ori, proved that if (G)>k, then V (G)
can be decomposed as
(y) V (G) =Ski=1 Ai so that jAij= ai and \hAiiG is connected" for all i, 16i6k.
(To be exact, their result is even stronger than this. See [6,5].) On the other hand,
assuming that G is connected and ai>2 for all i, 16i6k, Enomoto [4] showed that
if (G)>k, then V (G) can be decomposed as
(z) V (G) =Ski=1 Ai so that jAij= ai and \hAiiG contains no isolated vertex" for all
i, 16i6k.
It is easy to see that this result can be generalized in the following sense. We may
remove the assumption ai>2 by replacing the condition (z) with
(z0) V (G)=Ski=1 Ai so that jAij=ai and \hAiiG contains no isolated vertex if ai>2"
for all i, 16i6k.
Here we can make a simple observation: In the case where 16ai63 for all i,
16i6k, (y) is equivalent to (z0). This implicitly asserts that for a connected graph G
of order n and a partition n=
Pk
i=1 ai, if 16ai63 for all i, 16i6k, then the condition
(G)>k (rather than (G)>k) is sucient to deduce that V (G) can be decomposed
as (y). Motivated by this, Matsunaga [7] established an analogous result for the case
where 16ai64 for all i, 16i6k: Given a 2-connected graph G of order n and a
partition n=
Pk
i=1 ai with 16ai64, if (G)>k, then with certain types of exceptions
being allowed, V (G) can be decomposed as (y). The main purpose of the present paper
is to extend this result for connected graphs in general (Theorem 1). The paper also
concerns a result on the existence of D3-paths with a prescribed endvertex in a graph
(Theorem 4). (A D3-path in a graph is a path of the graph whose removal leaves no
component of order at least 3.) As we shall see, Theorem 4 provides a crucial step in
our proof of Theorem 1.
The rest of the paper is organized as follows. In the next section, by specifying the
exceptional classes of graphs, we state Theorem 1. In Section 3, we consider (y) type
of decomposition for graphs having special structures. Section 4 discusses the existence
ofD3-paths with a prescribed endvertex in a graph. In Section 5 we prove Theorem 1.
2. Main result
To begin with, we dene several specic graphs and classes of graphs. For two
vertex-disjoint graphs G1 and G2, denote by G1 + G2 the join of G1 and G2 and by
G1 [ G2 the union of G1 and G2. For a graph G and a non-negative integer m, mG
denotes the union of m disjoint copies of G. Let l; m1; : : : ; m; n1; : : : ; n be non-negative
integers. Then we dene
G(l ; nm11 ; : : : ; n
m
 ) := Kl + (m1Kn1 [    [ mKn):
If G0 is a spanning subgraph of a graph G, then we write G04G.
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Let i 2 N. For k>2, we now dene the following three classes of graphs:
F
(i)
1 (k) := fG jG4G(2 ; k2; (k − 1)2); (G)>k and (G)>ig;
F
(i)
2 (k) := fG jG4G(2 ; k + 1; (k − 1)3); (G)>k and (G)>ig;
F
(i)
3 (k) := fG jG4G(2 ; (k − 1)4); (G)>k and (G)>ig:
Let s and t be non-negative integers with s+ t > 0. We next dene the following two
classes of graphs. For k>3,
I(i)(k; s; t) := fG jG4G(k − 2 ; 3s; 5t); (G)>k and (G)>ig;
for k>2,
J(i)(k; s; t) := fG jG4G(k − 1; 2s; 3t); (G)>k and (G)>ig:
A sequence a= 01; : : : ; ak) with ai 2 N for all i, 16i6k, is called a k-partition of n,
or simply a k-partition, if n =
Pk
i=1 ai. In what follows (mostly in the tables), if no
ambiguity may arise, we write a in the form where its elements a1; : : : ; ak are sorted
in the non-decreasing order. A k-partition a is said to be small if 16ai64 for all i,
16i6k. Let 1; 2; : : : ; ; k1; k2; : : : ; k 2 N where 1<2<   < and k=
P
j=1 kj.
If a k-partition a is given as
a = (1; : : : ; 1| {z }
k1 times
; 2; : : : ; 2| {z }
k2 times
; : : : ; ; : : : ; | {z }
k times
);
then we often use more intuitive notation a=(k11 ; 
k2
2 ; : : : ; 
k
 ). Given a graph G and a
k-partition a = (a1; : : : ; ak) of jV (G)j, we say that G has an a-decomposition if V (G)
can be decomposed as (y).
In [7] the following is proved.
Theorem A. Let G be a 2-connected graph of order n64k; and let a be a small
k-partition of n. If (G)>k, then either G has an a-decomposition; or the pair (G; a)
satises one of the conditions of Nos. 1{7 in Table 1.
Let p; q; r 2 N. Then H (p; q; r) denotes the graph obtained from Kp [ Kq [ Kr by
adding new edges xy; yz; zx for some x 2 V (Kp), y 2 V (Kq) and z 2 V (Kr). We now
dene two more classes of graphs:
H1(k;p; q; r) := fG jG 4 G(1;p; q; r); (G)>k and (G)>1g;
H2(k;p; q; r) := fG jG 4 H (p; q; r); (G)>k and (G)>1g:
The main result of the paper is Theorem 1 below, which is an extension of
Theorem A. The proof of the theorem will be given in Section 5.
Theorem 1. Let G be a connected graph of order n64k; and let a be a small
k-partition of n. If (G)>k; then either G has an a-decomposition; or the pair (G; a)
satises one of the conditions of Nos. 1{15 in Table 2.
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Table 1
Table of exceptions (G; a)
No. n k G a
1 4k k  3 (mod 4) G 2F(2)1 (k) (4k)
2 4k k  0 (mod 4) G 2F(2)2 (k) (4k)
3 4k k>4 G 2 I(2)(k; k − 1; 1) (4k)
4 4k k>3 G 2 J(2)(k; s; t) (4k)
(2s + 3t = 3k + 1)
5 4k − 2 k  0 (mod 4) G 2F(2)3 (k) (2; 4k−1)
6 4k − 2 k>4 G 2 I(2)(k; k; 0) (2; 4k−1)
7 k + 2s− 1 k>3 G 2 J(2)(k; s; 0) (33k−2s+1; 42s−2k−1)
(k + 16s63k=2)
Remark 1. There are several overlaps in Table 2.
(1) No. 1 and No. 4 are equivalent when k = 3.
(2) No. 2 and No. 3 are equivalent when k = 4.
(3) No. 3 is equivalent to No. 5 with p  q  3; r  1 (mod 4) when k = 3.
(4) No. 4 is equivalent to No. 5 with p  q  2; r  3 (mod 4) when k = 2.
(5) No. 8 and No. 9 are equivalent when k = 4.
(6) No. 9 and No. 10 are equivalent when k = 3.
(7) No. 7 and No. 14 are equivalent when k = 2.
(8) No. 15 is equivalent to No. 7 (and No. 14) when k = 2.
(9) No. 1 and No. 6 contain graphs which are also in No. 5.
(10) No. 12 contains graphs which are also in No. 11.
Remark 2. For every pair (G; a) in Table 2, G has in fact no a-decomposition. For
example, let us consider the rst case. Let G = G(2; k2; (k − 1)2) and a = (4k) and
suppose k  3 (mod 4). Let fu; vg be the 2-cut of G which connects the cliques Kk 's
and Kk−1's. Suppose now G had an a-decomposition V (G)=
Sk
i=1 Ai. Then obviously,
at most two of A1; : : : ; Ak would contain u or v. However, each clique Kk (resp. Kk−1)
has at least three (resp. two) vertices which must be together with u or v in some Ai,
and it turns out to be impossible since ai = 4 for all i, 16i6k. One can easily check
the other cases.
3. Decomposition of forks and semi-forks
In this section, concerned with small k-partitions, we consider (y) type of de-
composition for graphs having special structures. As we shall see later on, such stru-
ctures are actually abstractions from graphs in classes H1(k;p; q; r) and H(k;p; q; r).
Theorems 2 and 3 in this section play key roles in our proof of Theorem 1 when we
characterize additional exceptional pairs (G; a) | Nos. 5{7,10{14 | in Table 2.
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Table 2
Table of exceptions (G; a) | extended version
No. n k G a
1 4k k  3 (mod 4) G 2F(1)1 (k) (4k)
2 4k k  0 (mod 4) G 2F(1)2 (k) (4k)
3 4k k>3 G 2 I(1)(k; k − 1; 1) (4k)
4 4k k>2 G 2 J(1)(k; s; t) (4k)
(2s + 3t = 3k + 1)
5 4k k>2 G 2H1(k;p; q; r);p; q; r>k; (4k)
p  q  2; r  3 (mod 4);
p  q  3; r  1 (mod 4)
(p + q + r = 4k − 1)
6 4k k>5 G 2H2(k;p; q; r);p; q; r>k + 1; (4k)
p  q  3; r  2 (mod 4)
(p + q + r = 4k)
7 4k − 1 k>2 G 2H1(k;p; q; r);p; q; r>k; (3; 4k−1)
p  q  r  2 (mod 4)
(p + q + r = 4k − 2)
8 4k − 2 k  0 (mod 4) G 2F(1)3 (k) (2; 4k−1)
9 4k − 2 k>3 G 2 I(1)(k; k; 0) (2; 4k−1)
10 4k − 2 k>3 G 2H1(k;p; q; r);p; q; r>k; (2; 4k−1)
p  q  r  3 (mod 4)
(p + q + r = 4k − 3)
11 4k − 3 k>3 G 2H1(k;p; q; r);p; q; r>k; (1; 4k−1)
p  q  3; r  2 (mod 4)
(p + q + r = 4k − 4)
12 4k − 3 k>6 G 2H2(k;p; q; r);p; q; r>k + 1; (1; 4k−1)
p  q  r  3 (mod 4)
(p + q + r = 4k − 3)
13 4k − 6 k>4 G 2H1(k;p; q; r);p; q; r>k; (1; 1; 4k−2)
p  q  r  3 (mod 4)
(p + q + r = 4k − 7)
14 3k + 1 k  2 (mod 3) G = G(1; k; k; k) (3k−1; 4)
15 k + 2s− 1 k>2 G 2 J(1)(k; s; 0) (33k−2s+1; 42s−2k−1)
(k + 16s63k=2)
A tree F is called a fork if F has a vertex u such that dF(u) = 3 and 16dF(x)62
for all x 2 V (F)−fug. Note that by this denition, !(F−fug)=3 and each component
of F −fug is a path. If the orders of such three paths are p1; p2; p3, then F is further
called a (p1; p2; p3)-fork. As an illustration, the (3; 6; 7)-fork is drawn in Fig. 1.
The following theorem settles in some sense when a fork can have an a-decomposition
for a given small k-partition a; the proof will be given later in this section.
Theorem 2. Let p1; p2; p3 2N, and p = (p1; p2; p3). Let F be a p-fork of order
n =p1 + p2 + p3 + 1, and let a be a small k-partition of n. Then either F has an
a-decomposition; or the pair (a; p) satises one of the conditions of Nos. 1{10 in
Table 3 (where fs; t; ug= f1; 2; 3g in Nos. 1,4,7 and 10).
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Fig. 1. Examples of a fork (left) and a semi-fork (right).
Table 3
Table of exceptions (a; p)
No. k a p
1 k>2 (4k) ps  pt  2; pu  3 (mod 4);
ps  pt  3; pu  1 (mod 4)
2 k>2 (3; 4k−1) p1  p2  p3  2 (mod 4)
3 k>3 (2; 4k−1) p1  p2  p3  3 (mod 4)
4 k>3 (1; 4k−1) ps  pt  3; pu  2 (mod 4)
5 k>4 (1; 1; 4k−2) p1  p2  p3  3 (mod 4)
6 k>2 (3k−1; 4) p1  p2  p3  2 (mod 3)
7 k>2 (3k) ps  pt  2; pu  1 (mod 3)
8 k>3 (1; 3k−1) p1  p2  p3  2 (mod 3)
9 k>2 (2k) p1  p2  p3  1 (mod 2)
10 k>2; 16k16k − 1 (3k1 ; 4k−k1 ) ps =pt = 2; pu = 4k − k1 − 4
Remark 3. There are a few overlaps in Table 3.
(1) No. 2 and No. 6 are equivalent when k = 2.
(2) No. 10 is a special case of No. 2 when k1 =1 and a special case of No. 6 when
k1 = k − 1. (Thus, in particular, when k =2, No. 10 is equivalent to No. 2 and No. 6.)
Remark 4. For every pair (a; p) in Table 3, no a-decomposition exists. For example,
the (3; 6; 7)-fork in Fig. 1 has no (1; 44)-decomposition. This demonstrates No. 4.
A graph D is called a semi-fork if D has vertices u; v; w with uv; vw; wu 2 E(G) such
that dD(u) = dD(v) = dD(w) = 3 and 16dD(x)62 for all x 2 V (D) − fu; v; wg. Note
that !(D−fuv; vw; wug)= 3 and each component of D−fuv; vw; wug is a path. If the
orders of such three paths are q1; q2; q3, then D is further called a (q1; q2; q3)-semi-fork.
As an illustration, the (2; 5; 8)-semi-fork is drawn in Fig. 1.
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As a result corresponding to Theorem 2, the following theorem holds for semi-forks;
the proof will be given later.
Theorem 3. Let q1; q2; q3 2 N, and q = (q1; q2; q3). Let D be a q-semi-fork of or-
der n = q1 + q2 + q3, and let a be a small k-partition of n. Then either D has an
a-decomposition; or one of the following holds.
(3.1) a = (4k) and qs  qt  3; qu  2 (mod 4), where fs; t; ug= f1; 2; 3g:
(3.2) a = (1; 4k−1) and q1  q2  q3  3 (mod 4).
(3.3) a = (3k) and q1  q2  q3  2 (mod 3).
Remark 5. For every pair (a; q) in (3.1){(3.3) of Theorem 3, no a-decomposition
exists. For example, the (2; 5; 8)-semi-fork in Fig. 1 has no (35)-decomposition. This
demonstrates (3.3).
Proof of Theorem 2. The proof is by induction on n. Let a = (a1; : : : ; ak). Without
loss of generality, we may assume that a16   6ak and p1>p2>p3. Note that,
as can easily be seen, if either of the following (a) and (b) holds, then G has an
a-decomposition.
(a) For some pj, there exists an index subset I f1; : : : ; kg such that pj =
P
i2I ai.
(b) ak = 4 and there exist pairwise disjoint index subsets I1; I2; I3f1; : : : ; k − 1g
such that I1 [ I2 [ I3 = f1; : : : ; k − 1g and pj−1 =
P
i2Ij ai for all j = 1; 2; 3.
We may thus assume that neither (a) nor (b) is the case. In what follows we
shall show (by induction) that under this assumption, the pair (a; p) satises one of
the conditions in Table 3. We distinguish two cases: when (I) ak >p1 (as induction
basis) and when (II) ak <p1 (as induction step). Note that ak 6= p1, for otherwise (a)
holds.
(I) ak >p1. This case occurs only when n610 since ak64. So, there are nitely
many possibilities for a and p. By checking the conditions (a) and (b) one by one, the
following nine cases remain, and it is immediate to verify that each pair (a; p) satises
the condition of the number (No.), indicated after the dotted line, in Table 3.
(1) a = (2; 2); p= (1; 1; 1)             No. 9.
(2) a = (3; 3); p= (2; 2; 1)             No. 7.
(3) a = (1; 3; 3); p= (2; 2; 2)           No. 8.
(4) a = (3; 4); p= (2; 2; 2)             No. 2 (6,10).
(5) a = (4; 4); p= (3; 3; 1)             No. 1.
(6) a = (4; 4); p= (3; 2; 2)             No. 1.
(7) a = (1; 4; 4); p= (3; 3; 2)           No. 4.
(8) a = (1; 1; 4; 4); p= (3; 3; 3)         No. 5.
(9) a = (2; 4; 4); p= (3; 3; 3)           No. 3.
(II) ak <p1. Let u be the vertex of F such that dF(u)=3, and P1 = v1v2    vp1 the
component of F −fug with jV (P1)j=p1 and uv1 2 E(G). Let a0 = (a1; : : : ; ak−1), and
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p01 =p1 − ak ; p02 =p2 and p03 =p3. Further, let p0 = (p01; p02; p03), and F 0 the p0-fork.
Note that we may assume F 0 has no a0-decomposition, for otherwise combining one
of such decompositions and Ak = fvp1−ak+1; : : : ; vp1g we obtain an a-decomposition of
F . Hence, the pair (a0; p0) satises one of the conditions of Nos. 1{10 in Table 3.
Hereafter, if (a; p) satises the condition of No. i (16i610), we say for simplicity
that (a; p) is Type i.
Case 1: (a0; p0) is Type 1,2,3,4 or 5. In this case, ak = 4 (since ak−16ak) and
thus for each j2f1; 2; 3g, pj p0j (mod 4). This implies that (a; p) is the same type as
(a0; p0).
Case 2: (a0; p0) is Type 6. In this case, ak =4 and a=(3k−2; 4; 4). By Remark 3(1)
we may assume k>4. Since p01  2 (mod 3), we have p1 = p01 + ak  0 (mod 3).
Let p1 =3l, where l2N. Now, if l6k−2, then p1 =
Pl
i=1 ai, satisfying the condition
(a), which is a contradiction. Hence, l>k − 1, and so, p1>3k − 3. Since n = 3(k −
2) + 4  2 = 3k + 2 and p2  p3  2 (mod 3), we have p= (3k − 3; 2; 2). This implies
that (a; p) is Type 10.
Case 3: (a0; p0) is Type 7. In this case, ak 2 f3; 4g. If ak=3, then for a reason similar
to that for Case 1, (a; p) is also Type 7. So we assume that ak=4 and thus, a=(3k−1; 4).
Now, if p01  1 (mod 3), then p1 =p01 + ak  2 (mod 3). Since p2  p3  2 (mod 3),
(a; p) is Type 6 in this case. On the other hand, if p01  2 (mod 3), then p1  0 (mod
3). Let p1 = 3l; l2N. Since p1 = n − (p2 + p3 + 1)6(3k + 1) − 4 = 3(k − 1), we
have l6k − 1. This, however, implies p1 =
Pl
i=1 ai, contradicting (a).
Case 4: (a0; p0) is Type 8. As in Case 3, we may assume ak = 4, and hence,
a = (1; 3k−2; 4). Noting p1 =p01 + ak  0 (mod 3), let p1 = 3l; l 2 N. Since p1 =
n − (p2 + p3 + 1)6(3k − 1) − 5 = 3(k − 2), we have l6k − 2, again implying
p1 =
Pl
i=1 ai, a contradiction.
Case 5: (a0; p0) is Type 9. As before we may assume that ak 6= 2 and ak 2f3; 4g.
If ak = 4, then a = (2k−1; 4). In this case, however, pj − 1  0 (mod 2) for all j 2
f1; 2; 3g, satisfying the condition (b), a contradiction. On the other hand, if ak =3,
then a=(2k−1; 3) and p1  0 (mod 2). Let p1 = 2l; l 2 N. Then since p1 = n− (p2 +
p3 + 1)6(2k + 1)− 3 = 2(k − 1), we have p1 =
Pl
i=1 ai, again a contradiction.
Case 6: (a0; p0) is Type 10. In this case, ak = 4 and a = (3k1 ; 4k−k1 ) for some
k1; 16k16k − 2. By Remark 3(2), we may assume that k>4 and 26k16k − 2. Note
that p3 =p03 = 2. Now, if p
0
2 = 2, then p2 = 2 and hence, (a; p) is also Type 10.
On the other hand, if p01 = 2, then p1 (=p
0
1 + ak) = 6 = a1 + a2, and so (a) holds, a
contradiction.
This completes the proof of Theorem 2.
Proof of Theorem 3. Let p1=(q1−1; q2; q3); p2=(q1; q2−1; q3) and p3=(q1; q2; q3−1).
Note that D contains each of the p1-, p2- and p3-forks as one of its spanning subgraphs.
Hence, if one of the pairs (a; p1); (a; p2) and (a; p3) is dierent from all the possible
pairs (a; p) in Table 3, then by Theorem 2, D has an a-decomposition. Thus, we
may assume that each (a; pi), 16i63, satises one of the conditions of Nos. 1{10
in Table 3. We may further assume that (a; p1); (a; p2) and (a; p3) satises the same
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condition (among Nos. 1{10), since the a in Table 3 are mutually distinct except for
the cases mentioned in Remark 3. It now follows that Nos. 2, 3, 5, 6, 8 and 9 are not
such conditions, since if q1− 1 q2 (mod i), where 26i64, then q1 6 q2 (mod i),
implying that (a; p3) cannot satisfy the same condition as (a; p1). It also follows that
No.10 is not such a condition, since it is not the case that all the pi ; 16i63, have
two elements of value 2 at the same time. We now deal with the remaining cases.
Suppose rst that every (a; pi); 16i63, satises the condition of No.1. Then for each
j2f1; 2; 3g, qj 6 0 and qj 6 1 (mod 4), that is, either qj  2 or qj  3 (mod 4).
Since n  0 (mod 4), the pair (a; q) clearly satises (3:1). In a similar manner, one
can show that if every (a; pi), 16i63, satises the condition of No. 4 (resp. No. 7),
then (a; q) satises (3:2) (resp. (3:3)).
Before closing this section we make an easy remark.
Remark 6. (1) Let a; p; F be as in Theorem 2, and G a graph such that F4
G4G(1;p1; p2; p3). Then G has an a-decomposition if and only if F has an
a-decomposition.
(2) Let a; q; D be as in Theorem 3, and G a graph such that D 4 G 4 H (q1; q2; q3).
Then G has an a-decomposition if and only if D has an a-decomposition.
4. D3-paths with a prescribed endvertex
This section features the existence of D3-paths with a prescribed endvertex in a graph.
Theorems 4 and 5 in this section provide a crucial step in our proof of Theorem 1
when we characterize the structures of the graphs which are likely to appear in Table 2.
Veldman [10] introduced the concept of D-path. For a graph G and  2 N, a path
P of G is called a D-path if every component of G−V (P) has order less than .
Several sucient conditions for a graph to have a D-path were implicitly investigated
in [9] (case  = 2) and [10]. Theorem 4 in this section is motivated by such works
of Veldman; in fact, many ideas in our proof of Theorem 4 can be found in [9,10].
Our particular interest here is in the existence of D3-paths with a prescribed endvertex.
Throughout this section we assume that all graphs have a labelled vertex u, which we
let later play a role of such a prescribed endvertex.
To begin with, we dene several specic classes of graphs. Recall the notation
G (l; nm11 ; : : : ; n
m
 ) and H (p; q; r) in Section 2. For these types of graphs, we shall
indicate the location of u by using an underline in the following sense. The graph
G (l; nm11 ; : : : ; n
m
 ) contains u in the clique Kl; the graph G(l; n1
m1 ; : : : ; nm ) contains u
in one of the cliques Kn1 's; the graph H (p; q; r) contains u in the clique Kp; etc. For
a graph G, let (P1) mean the property that
(P1) G is connected and dG(x)>k for all x 2 V (G)− fug:
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Fig. 2. Giu; 16i67.
We now dene seven classes of graphs. The graphs Giu; 16i67, in the denitions
are depicted in Fig. 2. Dene rst the following three classes:
K1(n; k) :=

G
G 4 G
1
u = G(1;p; q) for some p; q>k
with p+ q= n− 1; and G satises (P1)

;
K2(n; k) :=

G
G 4 G
2
u = G(1; 1; p; q) for some p; q>k
with p+ q= n− 2; and G satises (P1)

;
K3(n; k) :=

G
G 4 G
3
u = H (1; p; q) for some p; q>k
with p+ q= n− 1; and G satises (P1)

:
For k>2, dene next the following three classes:
L1(k) := fG jG 4 G4u = G(2; (k − 1)3); and G satises (P1)g;
L2(k) := fG jG 4 G5u = G(2; (k − 1)2; k); and G satises (P1)g;
L3(k) := fG jG 4 G6u = G(2; 1; (k − 1)3); and G satises (P1)g:
Finally, dene
M := fG jG 4 G7u = G(3; 34); and G satises (P1)g:
The main result of this section is the following.
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Theorem 4. Let G be a connected graph of order n63k; where k>4; and let u 2
V (G). If dG(x)>k for all x 2 V (G)−fug; then either G has a D3-path with u as an
endvertex; or one of the following holds.
(4.1) G 2K1(n; k) [K2(n; k) [K3(n; k).
(4.2) n= 3k − 1 and G 2L1(k); or n= 3k and G 2L2(k) [L3(k).
(4.3) n= 15; k = 5; and G 2M.
Remark 7. Some classes of graphs in (4:1) and (4:2) have graphs in common.
(1) K1(n; k) \K3(n; k) 6= ;, and K2(n; k) \K3(n; k) 6= ;;
(2) K1(n; k) \L2(k) 6= ; when n= 4k.
Remark 8. Every graph G satisfying the condition (4:1); (4:2) or (4:3) has no D3-path
with u as an endvertex.
In order to prove Theorem 4, we introduce some additional denitions and notation.
Let P be a path. By
!
P we denote the path P with a given orientation. For x; y 2 V (P),
if x precedes y on
!
P , then the subpath of P from x to y is denoted by x
!
Py, and
the subpath from y to x by y
 
P x. We shall use this notation x
!
Py (or y
 
P x) also
for its vertex set. For x 2 V (P) other than the origin (resp. terminus) of !P; x− (resp.
x+) denotes the immediate predecessor (resp. successor) of x on
!
P . Two subgraphs
H1 and H2 of a graph are said to be close (in the graph) if they are disjoint and there
exists an edge connecting them. If H1 and H2 are disjoint and not close, then H1 and
H2 are said to be remote. For a graph G and  2 N; !(G) denotes the number of
components of G of order at least .
Proof of Theorem 4. Assume that G together with u satises the hypothesis of the
theorem but has no D3-path beginning at u. We shall show that (4:1); (4:2) or (4:3)
holds.
For a path P of G, let t(P) denote the order of a largest component of G−V (P).
Among all we choose a path P with u as an endvertex such that
(a) t = t(P) is as small as possible, and
(b) subject to (a), !t(G − V (P)) is as small as possible.
Note that by our assumption, t>3. We x an orientation of P, which we indicate by
!
P , from u to the other endvertex u0. From the manner in which we set t, there exists
a component H0 of G−V (P) which has order t. Put m := jNG(V (H0))\V (P)j. Since
each vertex of H0 has degree at least k,
m>k − t + 1: (1)
Note that m>1 since G is connected. Let NG(V (H0)) \ V (P) = fv1; : : : ; vmg, and zi 2
NG(vi) \ V (H0) for each i; 16i6m. We may assume that v1; : : : ; vm appear on
!
P in
this order.
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Let us rst consider the case when m = 1, and thereby deduce (4:1). Note that in
this case, we have t>k by (1). We rst show that
v1 2 fu; u+g: (2)
Suppose v1 2 u++
!
Pu0 to the contrary. Take a uv1-path P1 such that
 V (P1) \ V (H0) = ;, and
 V (P1) \ V (P) = u
!
P w for some w 2 v1
!
P u0.
(Note that the path u
!
P v1 satises these two conditions.) Among all such paths, we
here choose P1 so that
 ju!P wj is as large as possible.
Then consider the path P0 = uP1v1z1Qz, where z 2 V (H0) and z1Qz is an arbitrary
path in H0. Let R=V (H0)\V (P0). Since NG(V (H0))\V (G−V (H0))= fv1gV (P0)
and jV (H0−R)j<t, each component of H0−R, if any, is a component of G−V (P0)
and has order less than t. So, if w = u0, then !t(G−V (P))>!t(G−V (P0)), which
contradicts (a) or (b). Hence, w 2 v1
!
P u0−. For a similar reason, the subpath w+
!
P u0
of
!
P must be contained in a component L of G−V (P0) of order at least t. Moreover,
for such L, NG(v−1 ) \ V (L) = ; by the choice of P1. (If not, through L, a v−1 w0-path
PL for some w0 2w+
!
P u0 can be found and the path u
!
P v−1 PLw
0  P v1 then contra-
dicts the choice of P1). Accordingly, we have NG(v−1 ) \ (V (H0) [ V (L) [ fv−1 g) = ;.
This, however, implies that n>dG(v−1 )+(2t+1)>3k+1, a contradiction. By this, (2)
has been veried. We next show that
NG(u)fu+; u++g if v1 = u+: (3)
Suppose v1 = u+ and uv0 2 E(G) for some v0 2 v++1
!
P u0. Take P1 in the same manner
as above and consider P0 again. Then it follows as before that w2 v1
!
P u0−, and
w+
!
P u0 is contained in a component L of G−V (P0) of order at least t. Moreover, for
such L, NG(v0−)\V (L)=;, whence NG(v0−)\ (V (H0)[V (L)[fv0−g)=;. This again
leads to n>3k + 1, a contradiction. By this, (3) has been veried. Now, combining
(2) and (3) we have (4:1).
In the following, we assume m>2.
Claim 1. For each i; 16i6m; there exists a subgraph Hi of G such that
(c) Hi is connected and has order t; and
(d) V (Hi)\V (P)=v+i
!
Pui for some ui; where ui 2 v+i
!
Pv−i+1 if i<m; and ui 2 v+i
!
Pu0
if i = m.
Proof. Consider for i<m, the path P0 = u
!
P viziQzi+1vi+1
!
P u0, where ziQzi+1 is a
zizi+1-path in H0, or for i = m, the path P0 = u
!
P vmzmQz, where z 2V (H0) and
zmQz is a path in H0. Let R = V (H0) \ V (P0). Since NG(V (H0)) \ V (G − V (H0)) =
fv1; : : : ; vmgV (P0) and jV (H0 − R)j<t, each component of H0−R, if any, is a
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component of G−V (P0) and has order less than t. So, as before, the subpath v+i
!
P v−i+1,
or v+m
!
P u0; of
!
P must be contained in a component L of G−V (P0) of order at least t,
for otherwise (a) or (b) fails. By deleting vertices appropriately from L if necessary,
we obtain such Hi as in the claim.
We now choose each Hi satisfying (c) and (d) in Claim 1 so that
(e) jv+i
!
P uij is as small as possible.
Note that ui may coincide with v+i .
Claim 2. For each i; 16i6m; H0 and Hi are remote.
Proof. It is obvious since NG(x)fv1; : : : ; vmg [ V (H0) for all x 2 V (H0).
Claim 3. For each fi; jg; 16i< j6m; Hi and Hj are remote.
Proof. Suppose, to the contrary, V (Hi)\ V (Hj) 6= ; or Hi and Hj are close. Then we
can take a uiuj-path Pij in hV (Hi) [ V (Hj)iG such that
(f) V (Pij) \ V (H0) = ;, and
(g) V (Pij) \ V (P) = wi
!
P ui [ wj
!
P uj for some wi 2 v+i
!
P ui and wj 2 v+j
!
P uj.
We here choose Pij so that
(h) jwi
!
P uij+ jwj
!
P ujj is as large as possible.
Then consider the path P0 = u
!
P viziQzjvj
 
P uiPijuj
!
P u0, where ziQzj is a zizj-path
in H0. Let Li and Lj be the components of G−V (P0) containing v+i
!
P w−i and
v+j
!
P w−j , respectively. Now, if Li=Lj, then there exists a uiuj-path other than Pij which
satises the conditions corresponding to (f) and (g) but has more vertices with P in
common, a contradiction to (h). So, Li and Lj are remote. By this and (e), it follows
that both Li and Lj have order less than t, which again leads to a contradiction to
(a) or (b).
Dene s := jV (G)− fv1; : : : ; vmg −
Sm
i=0 V (Hi)j. Then from Claims 1{3,
n= jfv1; : : : ; vmgj+
mX
i=0
jV (Hi)j+ s
=m+ (m+ 1)t + s= (m+ 1)(t + 1) + s− 1:
By (1) we have
3k> n= (m+ 1)(t + 1) + s− 1 (4)
> (k − t + 2)(t + 1) + s− 1:
Hence,
(t − 2)k6t2 − t − s− 1;
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so that
k6t + 1 +
1− s
t − 2 : (5)
Case 1: t>4. In this case, k6t + 1 by (5). On the other hand, (4) implies that
k>t+1 since m>2. Hence, k = t+1, and this in turn implies that m=2 and (n; s) 2
f(3k−1; 0); (3k; 1)g. Note that H0 is complete and thus, there exists a z1z2-path z1
!
Q z2
such that V (Q)=V (H0). Let L1 and L2 be the components of G0=G−fv1; v2g−V (H0)
containing H1 and H2, respectively. In what follows, distinguishing a few cases, we
observe (4.2); that is, we show that G 2L1(k) when n=3k−1, and G 2L2(k)[L3(k)
when n= 3k.
Suppose rst (n; s)=(3k−1; 0). Then since jV (L1)[V (L2)j6jV (G0)j=n− (t+2)=
2k−2 and jV (H1)j=jV (H2)j=k−1, it follows that L1=H1; L2=H2 and no component
other than L1 and L2 exists in G0. From Claims 2 and 3, we have that G 2 L1(k).
Suppose next (n; s)=(3k; 1). Then since jV (G0)j=2k−1 and jV (H1)j= jV (H2)j=k−1,
there exists a unique vertex x such that V (G0) = V (H1) [ V (H2) [ fxg. Note that this
implicitly says v1 2 fu; u+g. Assume v1 =u. Then x 6= u. Since NG(x)\V (H0)=; and
dG(x)>k>4, NG(x) \ (V (H1) [ V (H2)) 6= ;. Now, if x 2 NG(V (H1)) \ NG(V (H2)),
we can take a v1x-path P1 such that
 V (P1)fx; v1g [ V (H1) and V (P1) \ V (H1) 6= ;,
and a xv2-path P2 such that
 V (P2)fx; v2g [ V (H2) and V (P2) \ V (H2) 6= ;.
Then for the path P0=v1P1xP2v2z2
 
Q z1, it follows that each component of G−V (P0), if
any, has order less than t, which contradicts (a). So, x 62 NG(V (H1))\NG(V (H2)). This
implies that either L1=hV (H1)[fxgiG and L2=H2 or L1=H1 and L2=hV (H2)[fxgiG; in
either case, H0; L1 and L2 are mutually remote. Thus, G 2L2(k). Assume next v1=u+.
In this case, x = u and Li = Hi for i = 1; 2. Now, if u 2 NG(V (H1)), we can take a
uv1-path P1 such that
 V (P1)fu; v1g [ V (H1) and V (P1) \ V (H1) 6= ;.
Then, as before, the path P0 = uP1v1z1
!
Q z2v2
!
P u0 brings us to a contradiction. So, we
have that u 62 NG(V (H1)) and similarly, u 62 NG(V (H2)). That is, NG(u)fv1; v2g, and
thus, G 2L3(k).
Case 2: t = 3. In this case, (1), (4) and (5) are respectively,
m>k − 2; (10)
3k>n = 4m+ s+ 3; (40)
and
k65− s: (50)
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From (50), k65, and s61 since k>4. (Note that if k=5, then s=0.) By this together
with (40), we have m63. Now, if m= 3, then n= 3k = 15 (and s= 0), and so, (4.3)
follows from Claims 2 and 3. On the other hand, if m= 2, then k = t + 1 (=4). The
situation is therefore the same as in Case 1 (except for t = 3). Applying the previous
argument, we have (4.2).
This completes the proof of Theorem 4.
As shown in the next result, a slightly stronger statement holds for k 2 f2; 3g.
Although we do not give its proof here, one can easily do it by following the proof
of Theorem 4.
Theorem 5. Let G be a connected graph of order n63k; where k 2f2; 3g; and let
u2V (G). If dG(x)>k for all x 2 V (G) − fug; then either G has a D2-path with u
as an endvertex; or one of the following holds.
(5:1) k = 2; and G 2K1(n; 2) [K2(n; 2):
(5:2) k = 3; and G 2K1(n; 3) [K2(n; 3) [K3(n; 3):
(5:3) k = 3; and G 2L1(3) [L2(3) [L3(3):
5. Proof of Theorem 1
Before moving on to the proof, we prepare three lemmas. As is obvious, if a graph
contains a Hamilton path, then the graph has an a-decomposition for any k-partition
a of its order. The rst lemma below, which can easily be derived from [3, Lemma
6], states that an even weaker condition suces to deduce the same conclusion.
Lemma B. If G is a graph and contains a path P such that
jNG(x) \ V (P)j>k for all x 2 V (G)− V (P);
then G has an a-decomposition for any k-partition a of jV (G)j.
The following two lemmas are well-known and can readily be proved by applying
the classical results on hamiltonicity due to Dirac [2] and Ore [8].
Lemma C. If G is a graph of order n and (G)>(n − 1)=2; then G contains a
Hamilton path.
Lemma D. If G is a graph of order n and has a Hamilton path with endvertices x
and y such that dG(x) + dG(y)>n; then G contains a Hamilton cycle.
We now prove Theorem 1. Since Theorem A already claims the desired result for
all 2-connected graphs, here we only need to study graphs containing at least one
cutvertex. That is, we prove the following proposition and conclude this section.
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Proposition 6. Let G be a graph of order n64k with (G)= 1; and let a be a small
k-partition of n. If (G)>k; then either G has an a-decomposition; or the pair (G; a)
satises one of the conditions of Nos. 1{15 in Table 2.
Proof. If k = 1, then obviously, G has an a-decomposition. We thus assume k>2
and let a = (a1; : : : ; ak). Let u be a cutvertex of G, and H a smallest component of
G − fug. Put h := jV (H)j. We rst claim that H has a Hamilton path P1 with an
endvertex z 2V (H) such that zu 2 E(G). This can be observed as follows. From the
choice of H and (G)>k, we have k6h62k − 1. Since dH (x)>k − 1>(h− 1)=2 for
all x2V (H), Lemma C asserts that H contains a Hamilton path P01. Let x and y be
the endvertices of P01. If x or y, say x, is adjacent to u in G, then we may take P
0
1
and x for P1 and z, respectively. On the other hand, if xu 62 E(G) and yu 62 E(G),
then dH (x)>k and dH (y)>k; hence, from Lemma D, H contains a Hamilton cycle C.
Then (since G is connected) by choosing any z 2 V (C) adjacent to u in G, we obtain
a desired P1. Now let G=G−V (H) and n=n−h. Note that n63k and dG(x)>k
for all x 2 V (G)− fug. We distinguish two cases: k>4 and k 2 f2; 3g.
Case 1: k>4. It follows from Theorem 4 that either G has a D3-path P2 with
u as an endvertex or (4.1), (4.2) or (4.3) holds for G. If G has such a path P2,
then by using the edge zu, we can connect P1 and P2 to obtain a D3-path P of
G. Then we can take as Ak; ak consecutive vertices of P from the endvertex in H ,
leaving a D3-path P0 = P − Ak of G0 =G − Ak . (Note that ak646k6h.) Now, since
jNG0(x) \ V (P0)j>k − 1 for all x2V (G0) − V (P0); G0 has an a0-decomposition by
Lemma B, where a0 = (a1; : : : ; ak−1). Then such an a0-decomposition and Ak form an
a-decomposition of G. In the following we consider the case when (4.1), (4.2) or (4.3)
holds for G.
Suppose rst (4.1) holds. If G 2K1(n; k) [K2(n; k), then G 2 H1(k;p; q; r)
for some p; q; r>k with p + q + r = n − 1. Let u0 be the cutvertex of G for which
!(G−fu0g)=3. (Note that u0 may be dierent from u.) Then since p; q; r62k−1, again
from Lemmas C and D, one can easily show that each component of G − fu0g has a
Hamilton path one of whose endvertices is adjacent to u0 in G. Obviously, this implies
that G contains a spanning (p; q; r)-fork F . Let p=(p; q; r). We now apply Theorem 2
for this fork F and a. If F has an a-decomposition, then as noted in Remark 6(1), it
is an a-decomposition of G. If (a; p) satises the condition of No. 1, 2, 3, 4, 5 or 6
in Table 3, then (G; a) satises the condition of No. 5, 7, 10, 11, 13 or 14 in Table 2,
respectively. Note that since p; q; r>k>4 and n>3k + 1, Nos. 7{10 in Table 3
are not our cases. On the other hand, if G 2K3(n; k), then G 2H2(k;p; q; r) for
some p; q; r>k + 1 with p+ q+ r = n. In this case, as above, noting that G contains
a (p; q; r)-semi-fork D, we apply Theorem 3 for D and a. Then we either obtain an
a-decomposition of G or see that (G; a) satises the condition of No. 6 or 12 in Table 2.
Suppose next (4.2) holds. Hereafter, by   , we mean    (mod 4). Suppose
G 2L1(k). In this case, we have k6h= n− n6k + 1. If h= k, then a = (3; 4k−1)
and G contains a spanning (k − 1; k; 2k − 1)-fork. Since the pair (a; (k − 1; k; 2k − 1))
satises none of the conditions of Nos. 1{10 in Table 3, by Theorem 2 we obtain
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an a-decomposition of G. If h = k + 1, then a = (4k) and G contains a spanning
(k − 1; k +1; 2k − 1)-fork. Again by Theorem 2, it is not hard to see that unless k  0
or k  2, G has an a-decomposition and that if k  0, (G; a) satises the condition of
No. 2 in Table 2. Assume now k  2, and let k =4l+2, l2N. Then since h  3 and
H 0 = hV (H) [ fugiG contains a Hamilton path, H 0 has a (4l+1)-decomposition; from
G, we can take lK4 from each clique Kk−1, leaving one K1;3. Consequently, G has an
a-decomposition. (Note that n= 4k = 4(4l+ 2).) Almost the same argument as above
for the case G 2L1(k) with h= k +1 applies for the case G 2L3(k). On the other
hand, if G 2L2(k), then one can show that unless k  3, G has an a-decomposition
and that if k  3, (G; a) satises the condition of No. 1 in Table 2.
Suppose nally (4.3) holds. In this case, we have h=5 and a=(45); it is thus easy
to see that (G; a) satises the condition of No. 3 in Table 2.
Case 2: k 2 f2; 3g. It follows from Theorem 5 that either G has a D2-path P2
with u as an endvertex or (5:1), (5.2) or (5:3) holds for G. If G has such a path
P2, then as in Case 1, by connecting P1 and P2, we get a D2-path P of G. Then
since jNG(x)\ V (P)j>k for all x 2 V (G)− V (P), we may apply Lemma B to obtain
an a-decomposition of G. Suppose (5:1) holds. Then either G = G(1; 2; 2; 2) with
a=(3; 4) or G4G(1; 2; 2; 3) with a=(4; 4); the former case states that (G; a) satises
the condition of No. 7 in Table 2, while the latter says that (G; a) satises the condition
of No. 5. Suppose next (5.2) holds. If G 2 K1(n; 3) [K2(n; 3), then one of the
following (a){(e) holds: (a) G = G(1; 3; 3; 3) with a = (3; 3; 4); (b) G = G(1; 3; 3; 3)
with a = (2; 4; 4); (c) G 4 G(1; 3; 3; 4) with a = (3; 4; 4); (d) G 4 G(1; 3; 4; 4) with
a = (4; 4; 4); (e) G 4 G(1; 3; 3; 5) with a = (4; 4; 4). It is not hard to see that for
the cases (a), (c) and (d), G has an a-decomposition, while for (b) or (e), (G; a)
satises the condition of No. 10 or No. 5 in Table 2, respectively. On the other hand,
if G 2 K3(n; 3), then G = H (4; 4; 4) with a = (4; 4; 4), in which case G has an
a-decomposition. Suppose nally (5:3) holds. If G 2 L1(3), then since a = (h; 4; 4),
where h 2 f3; 4g, we may let A1 =V (H) and use G, which contains a Hamilton path,
to obtain A2 and A3. If G 2L2(3), clearly (G; a) satises the condition of No. 1 in
Table 2. If G 2L3(3), then as in the case G 2L1(3), we may let A1 =V (H)[fug
and use G − fug to obtain A2 and A3.
This completes the proof of Proposition 6.
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