We used a dynamic mixed layer model to determine carbon export by the oxygen mass balance method from a time series of O 2 /Ar, N 2 /Ar and Ne measurements collected at station ALOHA near Hawaii from July 2000 to June 2001. The inert gas measurements constrain the flux of oxygen into the mixed layer from small, collapsing bubbles (injection) to be greater than or equal to the flux from larger bubbles (exchange), with mean estimates of the ratio in the range of 1-2. We also show that monthly observations of temperature and inert gases cannot constrain the rate of diapycnal mixing at this location, because of uncertainties in air-sea heat flux estimates and bubble dynamics. Organic carbon export from the mixed layer calculated from our dataset was 1.1 ± 0.5 mol C m −2 yr −1 , with most of the error deriving from uncertainties in the parameterization of diffusive gas exchange with wind speed. Our estimates of carbon export from the zone beneath the mixed layer but still in the euphotic zone ranged from 0 to 0.6 mol C m −2 yr −1 as the rate of background diapycnal mixing was increased from 0.1 to 1.0 cm 2 s −1 . We conclude that the oxygen mass balance method has errors of about a factor of two in areas similar to the subtropical North Pacific, with the main uncertainties deriving from mixing rates and the parameterization of diffusive gas exchange.
Introduction
The upper-ocean production of organic carbon and its subsequent transport to the deep ocean forces large quantities of carbon to be stored away from contact with the atmosphere. The strength of this biological pump has a direct effect on atmospheric carbon dioxide levels and climate (Siegenthaler and Sarmiento, 1993) . However, its rate is difficult to directly measure and conflicting estimates abound. Some satellite-derived estimates cast the subtropics as biological deserts (Falkowski et al., 1998; Laws et al., 2000) , while in-situ observations by several different methods near Hawaii suggest that the subtropics may account for up to half the global biological carbon pump (Emerson et al., 1997; Sonnerup et al., 1999; Benitez-Nelson et al., 2001; Quay and Stutsman, 2003) . As we seek to understand the Figure 1 . Schematic diagram of the important processes controlling oxygen concentrations in the upper ocean. Diffusive gas exchange refers to gas transfer across the wavy, but unbroken, air-sea interface. The reaction in the center represents photosynthesis (P) and respiration (R).
ocean carbon cycle in the face of accelerating climate change, it will be more important than ever to be able to accurately measure carbon export. Carbon export can be determined from the net O 2 produced in the euphotic zone by photosynthesis but not subsequently consumed by community respiration (Shulenberger and Reid, 1981) . Both biological and physical processes affect the cycle of oxygen in the ocean (Fig. 1 ). Simultaneous measurements of O 2 and inert gases have typically been used to correct for the influence of these physical processes on O 2 (Craig and Hayward, 1987; Spitzer and Jenkins, 1989; Emerson et al., 1995) . In this paper, we use observations of the O 2 /Ar ratio in combination with a model to determine the biological component of the observed O 2 changes. Our results suggest that future use of continuous mooring or shipboard measurements of O 2 and inert gases Kaiser et al., 2005) will aid in determining carbon export from the mixed layer, but that additional efforts to understand mixing will be necessary to improve carbon export estimates for the whole euphotic zone.
Both bubble processes and biological production can cause the O 2 supersaturations observed in ocean mixed layers, so accounting for bubble-mediated gas exchange is important to determining productivity by this method. When breaking waves push bubbles of air beneath the surface of the ocean, hydrostatic pressure and surface tension increase the pressure inside the bubbles (Woolf and Thorpe, 1991) . The added pressure increases the gradient between the gas in the bubble and the dissolved gas in the water, helping to drive gases into the water and causing supersaturation in the mixed layer. Theoretical considerations and modeling studies demonstrate that differences in the solubility and diffusion properties of gases affect their transfer to the ocean by bubbles that do not fully dissolve (Memery and Merlivat, 1985; Fuchs et al., 1987; Woolf and Thorpe, 1991; Keeling, 1993) . Because Ar has very similar physical properties to O 2 , it can be used to directly correct O 2 for bubble-mediated gas exchange without regard to the extent of bubble dissolution.
However, some situations call for using inert gases with less similar physical properties to correct O 2 for the effect of bubbles; for example, the recent development of methods to measure N 2 and O 2 on moorings (McNeil et al., 1995; Emerson et al., 2002) . In this case, the degree to which the bubbles dissolve affects the magnitude of the correction and can introduce significant error. Small bubbles that completely collapse preferentially increase the concentrations of insoluble gases, while larger bubbles that transfer just a small percentage of their volume before rejoining the atmosphere preferentially increase the concentrations of gases with higher diffusion rates (Hamme and Emerson, 2002) . In this paper, we use our measurements of Ne and the N 2 /Ar ratio in the mixed layer to estimate the relative importance of two endmember bubble mechanisms in transferring gases to the ocean through bubbles (Fuchs et al., 1987; Jenkins, 1988; Emerson et al., 1997) . Bubbles that completely dissolve represent one endmember, which we refer to as injection. Larger bubbles that only partially dissolve represent the other endmember, which we refer to as exchange. We additionally explore the influence of different parameterizations for the exchange mechanism, because efforts to model this mechanism have been limited by uncertainties in the size spectra of bubble plumes and the influence of turbulence, among other factors (Memery and Merlivat, 1985; Woolf and Thorpe, 1991; Keeling, 1993) . A primary result of this study is constraining the injection/exchange ratio for O 2 to be greater than one, which can be used by future studies to correct O 2 for the effect of bubbles using observations of more insoluble gases like N 2 .
Because O 2 has strong vertical gradients beneath the mixed layer, estimating productivity in this zone is highly sensitive to assumptions about diapycnal mixing rates. Using an annual cycle of gas observations collected from July 2000 to June 2001 at the Hawaii Ocean Timeseries station ALOHA and the Price-Weller-Pinkel (PWP) dynamic mixed layer model (Price et al., 1986) to provide a physical framework, we show that monthly observations of the thermal and gas cycles place no constraint on the magnitude of diapycnal mixing at this location. This is the most significant error in estimating productivity in the depth range between the base of the mixed layer and the bottom of the euphotic zone by our method. Using the same type of model to examine gas cycles in the subtropical Atlantic, Musgrave et al. (1988) and Spitzer and Jenkins (1989) showed that their estimates of biological O 2 production were also highly sensitive to the magnitude of turbulent mixing in the thermocline.
Methods
We measured depth profiles of dissolved O 2 /N 2 /Ar ratios and Ne concentrations in duplicate at station ALOHA (22 the central region of the North Pacific Subtropical Gyre, about 100 km north of Oahu (Karl and Lukas, 1996) . O 2 /N 2 /Ar ratios were measured on a Finnigan MAT 251 stable isotope ratio mass spectrometer. (See Emerson et al. (1999) for a full description of the O 2 /N 2 /Ar method and Hamme and Emerson (2004b) for a description of the small mass spectrometry corrections applied to the data.) The average precision of the O 2 /Ar and N 2 /Ar ratios in the upper 300 m (standard deviation of duplicates) was ±0.07%. Accuracy of the mass spectrometry corrections were estimated at 0.05% for O 2 /Ar and 0.01% for N 2 /Ar. Suspected accuracy uncertainties on the order of ±0.6% for O 2 samples collected and analyzed by Winkler titration prevent very accurate estimates of Ar and N 2 concentrations from our data (Hamme, 2003) . These higher error gas concentrations were used to initiate the model, but this didn't affect our results because we used the more accurate O 2 /Ar and N 2 /Ar ratios to constrain gas fluxes in the model. Neon measurements were made by isotope dilution using a 22 Ne spike and a UTI 100C quadrupole mass spectrometer. (See Hamme and Emerson (2004a) for a full description of the Ne method.) Precision of the Ne measurements in the upper 300 m was ±0.13% (standard deviation of duplicates). Accuracy of the Ne saturations was estimated at ±0.18%. Solubilities of N 2 , Ar and Ne were calculated from Hamme and Emerson (2004b) , and those of O 2 from García and Gordon (1992, 1993) . Supersaturations in this paper are referenced to an atmospheric pressure of 1 atm including water vapor.
Data
During our study, the sea surface temperature (SST) at station ALOHA varied 2.5
• C seasonally (Fig. 2) . Vertical displacements of isotherms in the permanent thermocline on the order of 10-20 m were also observed. These features persisted over a few months, and may be related to 100-150 day oscillations in dynamic height observed at ALOHA, attributed to Rossby waves propagating through the region (Mitchum, 1996; Chiswell, 1994) . To facilitate model/data comparisons, the observed profiles were normalized to the mean levels of the 21 and 14
• C potential temperature isotherms, at 152 ± 17 m and 282 ± 15 m, respectively, using methods similar to those of Davis et al. (1981) and Price et al. (1978) . These isotherms are below the zone affected by shortwave radiation and seasonal mixed layer dynamics. For each cruise, the observed temperature, salinity and gas profiles were stretched or compressed slightly to force the two chosen isotherms to their mean depths. Salinity at the sea surface varied over a 0.5 (PSS) range during our study (Fig. 2) , but was not correlated with the annual cycle (Bingham and Lukas, 1996) . Evaporation exceeds precipitation by over one m yr −1 at ALOHA (da Silva et al., 1994) . In order to maintain the salinity balance in the mixed layer at an approximate steady state, net transport of fresher waters from the south must occur by Ekman transport driven by the trade winds (Roden, 1980) . The salinity maximum at ∼100 m represents the core of North Pacific Central Water Profiles with obvious diurnal mixed layers or density inversions at the surface were excluded from the average. The average profiles were then normalized to the 21 and 14 • C potential temperature isotherms as described in the text. The thick black line marks the depth of the nighttime mixed layer, defined here as the depth at which potential density exceeds the surface value by 0.1 sigma units. (Seckel, 1968) , which originates about 500 km to the north of ALOHA where evaporation exceeds precipitation by an even greater amount.
The O 2 /Ar ratio is a qualitative measure of biological O 2 production. Because O 2 and Ar have similar solubilities, temperature dependencies, and molecular diffusion characteristics, the ratio with Ar to a large extent removes the effect of physical processes on O 2 . We normalize the measured O 2 /Ar ratio to that of the gases' equilibrium concentrations to obtain an O 2 /Ar saturation ratio,
where O 2S is the equilibrium concentration of O 2 etc.… The upper 100 m of the water column at ALOHA was supersaturated in ∆O 2 /Ar for most of the year ( Figs. 3 and 4) . Typical of subtropical gyres during the summer (Shulenberger and Reid, 1981; Jenkins and Goldman, 1985; Emerson et al., 1995) , a subsurface oxygen maximum began to develop in late spring and lasted through the fall, with ∆O 2 /Ar exceeding 3% in some months. Negative ∆O 2 /Ar values and a steep gradient beneath about 100 m indicate the progressively greater dominance of respiration at depth. The N 2 /Ar ratio in the mixed layer is primarily driven by bubble processes (Schudlich and Emerson, 1996) , because N 2 is about half as soluble as Ar. Here again, we normalize the measured ratio to the equilibrium ratio to obtain ∆N 2 /Ar. Higher ∆N 2 /Ar values observed during the winter may be driven by storms (Fig. 4) . Neon saturations are forced by both bubble processes and temperature change. The heating and cooling cycle of the mixed layer caused Ne saturations to be generally higher during spring/summer relative to winter. However, measured Ne supersaturations were always about a percent greater than atmospheric pressure, indicating the dominance of bubble fluxes over cooling even in the winter. We will use both ∆N 2 /Ar and ∆Ne to constrain bubble processes within the model.
Upper ocean model description
Previous calculations of biological O 2 production from gas measurements at ALOHA were based on a 3-box model (Emerson et al., 1995 (Emerson et al., , 1997 . Here, we use a dynamic mixedlayer model that combines gas cycling with the Price et al. (1986) physical model (PWP) . This model allows a more realistic exploration of the effects of mixing and temperature change on gas saturations. Briefly, the model's initial conditions were taken from the average temperature, salinity and gas profiles observed in July 2000. At each one hour time step, heat and momentum fluxes were added to and removed from the water column based on meteorological data. Mixing was determined by meeting the three stability criteria of Price et al. (1986) over which a constant eddy diffusivity was also imposed. The mixed layer in this type of model is homogeneous. We divided gas exchange into separate diffusive and bubble-mediated processes with diffusive gas exchange parameterized from wind speed. A model inversion was used to determine the bubble fluxes necessary to reproduce the observed ∆Ne and ∆N 2 /Ar in the mixed layer and to determine the biologically-driven O 2 fluxes necessary to reproduce the observed ∆O 2 /Ar profiles.
a. Meteorological inputs
Estimates of downward solar radiation flux and cloud cover for the 2000-2001 time period at ALOHA were obtained on a six-hourly timescale from the National Centers for Environmental Prediction (NCEP) Reanalysis dataset (Kalnay and Coauthors, 1996) . During 1991-1993, NCEP solar radiation compared well with estimates from the International Satellite Cloud Climatology Program (ISCCP) (Bishop et al., 1997) at this location. We applied a fixed 6% albedo correction (Payne, 1972) . Light attenuation into the ocean was modeled using a double exponential as in Paulson and Simpson (1977) .
where I (z) is the irradiance at depth z (positive downward), the first term on the right side of the equation represents the penetration of photosynthetically active radiation (PAR) [64, 1 (Baker and Frouin, 1987; Letelier et al., 2004) , and the last term the penetration of longer wavelengths (Paulson and Simpson, 1977) . Hourly wind speed, wind direction, air temperature, and sea level pressure observations were obtained from National Data Buoy Center (NDBC) meteorological buoy 51001, located at 23.4N, 162.3W, about 450 km mostly to the west of station ALOHA. Latent and sensible heat fluxes were calculated using the TOGA COARE algorithms (Fairall et al., 1996) from buoy observations, model SSTs, and a tunable relative humidity parameter. Basing heat fluxes on model SSTs helped prevent model drift. Outgoing longwave radiation was calculated using the Clark et al. (1974) algorithm from buoy air temperatures, NCEP cloud cover, model SSTs, and tuned relative humidity (Josey et al., 1997) . Heat loss from the ocean creates a thin cool skin at the surface, which affects gas exchange by altering gas solubilities (Robertson and Watson, 1992; Asher and Wanninkhof, 1998b) . This cool skin temperature, as calculated by the TOGA COARE algorithm (Fairall et al., 1996) , was 0.21 ± 0.04
• C less than the bulk temperature and displayed no annual cycle.
Humidity was treated as a tunable parameter because high quality estimates could not be obtained for this location and time period. During 1997-1999, NCEP humidities were on average 15% higher than those measured at the HALE ALOHA mooring. We optimized the average humidity for each time period between cruise observations so that the model reproduced observed SSTs. Those tuned relative humidity values were 71 ± 6%, identical to the mean and standard deviation observed at the HALE-ALOHA mooring for 1997-1999. Our humidity tuning procedure eliminated the possibility of independently calculating the thermal cycle. However, some form of heat flux tuning is usually necessary in one-dimensional models that operate over long time periods (Musgrave et al., 1988; Large et al., 1994; Kantha and Clayson, 1996; Doney, 1996) , both because of errors inherent in the estimation of individual heat fluxes (on the order of 10 W m −2 (Fairall et al., 1996) ) and because lateral heat fluxes are not taken into account.
b. Physical model
In this model, solar radiation acted to stratify the water column while the combination of latent, sensible and outgoing longwave heat fluxes always acted to cool the top layer. After addition and removal of heat and momentum at each time step, the mixed layer depth was determined by satisfying convective and sheer stability parameters. An additional shear flow stability criteria, controlled by a gradient Richardson number, was applied to smooth the transition zone at the base of the mixed layer. These three mixing criteria were implemented exactly as described in Price et al. (1986) . Salinity in the model was relaxed to the observations on a timescale of 30 days, because advection plays a substantial role in the salinity budget at ALOHA. Beyond this salinity adjustment, the effects of lateral or vertical advection were not included in the model.
A constant background eddy diffusivity was also applied over the entire water column, with tracer concentrations at the base of the modeled water column (300 m) held constant.
We tested eddy diffusivities (K z ) of 0.1-1.0 cm 2 s −1 to explore the impact on our conclusions about gas cycling. Background values of eddy diffusivity in the thermocline are generally near 0.1 cm 2 s −1 , though they may be 1-2 orders of magnitude higher just below the mixed layer (Gregg, 1989; Brainerd and Gregg, 1993; Gregg, 1998) . At ALOHA, estimates of eddy diffusivity in the thermocline (200-500 m) are near these background levels (Finnigan et al., 2002) . However, both box models used at ALOHA (Emerson et al., 1995; Quay and Stutsman, 2003) and PWP models used at the Bermuda Atlantic Time-series Study (BATS) (Musgrave et al., 1988; Spitzer and Jenkins, 1989 ) employ high eddy diffusivities (0.75-1.5 cm 2 s −1 ) to explain observed gas data.
c. Gas model
Oxygen, N 2 , Ar and Ne were incorporated into the model and subjected to the same mixing processes as temperature and velocity. The model's initial gas profiles were set to the profiles measured in July 2000. Air-sea gas exchange altered gas concentrations in the mixed layer, and was modeled as the sum of a diffusive component representing transfer across the wavy but unbroken air-sea interface, and a bubble-mediated component. To determine the sensitivity of our results to uncertainties in diffusive gas exchange, we tested the wind speed parameterizations of Liss and Merlivat (1986) , Nightingale et al. (2000) , and Wanninkhof (1992) , with a Schmidt number dependence of −0.5 (Jähne et al., 1987) .
Bubble-mediated gas exchange was parameterized as a combination of fluxes from two different bubble mechanisms: injection (V inj ), which refers to collapsing bubbles, and exchange (V ex ), which refers to partially dissolving bubbles (Fuchs et al., 1987; Jenkins, 1988; Schudlich and Emerson, 1996; Hamme and Emerson, 2002) .
where D C is the diffusion coefficient, α C the Bunsen solubility coefficient, and χ C the atmospheric mole fraction of gas C. The best dependence of the exchange bubble mechanism on the diffusion and solubility properties of the gases is unclear, so we tested the sensitivity of our results to three different formulations. The first relationship is based on the theoretical flux from bubbles that spend so little time submerged that the ratio of gases inside the bubble does not change significantly (Hamme and Emerson, 2002) . The flux of gases from this bubble type is proportional to the solubility of each gas and the square root of its diffusion coefficient (x = 0.5, y = 1). The second relationship, proposed by Jenkins (1988) , is similar but assumes that the bubbles are dirty (x = 0.67, y = 1). The third relationship, developed by Keeling (1993) based on a model of bubble processes, suggests the dependence should be x = 0.35 and y = 0.7. Whitecaps have been shown to scale approximately with the cube of the wind speed (Asher and Wanninkhof, 1998a) , though many simpler gas models ignore the dependence of bubble fluxes on wind speed (Emerson et al., 1995) . We tested scaling bubble-mediated gas exchange in three different ways: (1) constant bubble fluxes; (2) bubble fluxes proportional [64, 1 to wind speed; and (3) bubble fluxes proportional to wind speed cubed. For cases two and three, bubble fluxes were set to zero for wind speeds below 2.27 m s −1 (Monahan and Torgersen, 1991) . For each time period between cruises, a minimizing optimization scheme was used to determine the fluxes from the two bubble mechanisms, V inj and V ex , that were best able to reproduce the mean mixed layer ∆Ne and ∆N 2 /Ar observed at the end of the time period. This procedure was able to reduce model/data differences in these tracers to arbitrarily low values. We found that ∆N 2 /Ar is only sensitive to the injection mechanism, while fluxes from both bubble mechanisms affect ∆Ne, so that ∆N 2 /Ar and ∆Ne are linearly independent in determining the fluxes from our different bubble mechanisms (see Appendix).
Profiles of net biological O 2 production were determined using an iterative process. During each time period between observations, an abiotic model run provided an initial productivity guess, which was refined by adjusting the productivity profile until the model ∆O 2 /Ar matched observed profiles within 0.05% at every depth. For a couple of months when the model mixed layer depth was slightly greater than observed, this procedure would have produced spuriously large biological productions if the model had tried to reproduce observed subsurface O 2 maximums that were within the model's mixed layer. In these cases, the entire model mixed layer was forced to reproduce the average ∆O 2 /Ar in the observed mixed layer rather than trying to match the details of the profile exactly in this region.
Results and discussion
The model approximately reproduces the seasonal cycle of temperature and mixing at station ALOHA (Fig. 5) . Because humidities were tuned, model SSTs exactly matched the observations, which was important to accurately calculate gas solubilities and gas exchange rates. Changes in the heat content of the model water column tracked the observations, so we made no advective heat adjustments. Autumnal deepening of the mixed layer was somewhat slower in the model, and was not improved by altering model parameterizations or initial conditions within reasonable limits. Inadequate vertical mixing in the PWP model has been noted in other model/data comparisons (Large and Crawford, 1995; Kantha and Clayson, 1996; Large et al., 1994 ). An advective cooling event at 50-100 m during the late spring is also not well simulated by the model. However, these model/data inconsistencies do not hamper our investigation of bubble-mediated gas exchange, mixing in the thermocline, and biological productivity.
a. Bubble fluxes
Using ∆Ne and ∆N 2 /Ar measurements to constrain modeled bubble-mediated gas exchange, we found that the fluxes of O 2 into the mixed layer through the injection and exchange bubble mechanisms were about 1.4 and 0.9 mol O 2 m −2 yr −1 , respectively (Fig. 6 ).
These bubble fluxes were comparable in magnitude to diffusive gas exchange at about 3.5 and biological production at about 2 mol O 2 m −2 yr −1 . The model-derived injection/exchange ratio was robust to the choice of diffusive gas exchange parameterizations, dependencies of bubble fluxes on wind speed, and eddy diffusivities (Fig. 6) . Increasing the diffusive flux of gases out of the mixed layer, by moving from the Liss and Merlivat (1986) parameterization through Nightingale et al. (2000) to Wanninkhof (1992) , also increased bubble fluxes into the mixed layer in order for the model to reproduce the observations. This whole range in diffusive gas exchange parameterizations resulted in only a 1.1-1.4 range in the injection/exchange ratio. Allowing the bubble fluxes to depend on wind speed resulted in greater temporal variability in the bubble fluxes, but had little effect on the annually integrated fluxes or on the injection/exchange ratio. Finally, the overall impact of eddy diffusivity on model bubble fluxes was small, with an increase of almost 1 cm 2 s −1 in diffusivity only raising the injection/exchange ratio from 1.3 to 1.9. Mixing had less impact on the derived bubble fluxes in this model as compared with Emerson et al. (1995) , because the depth gradients of ∆Ne and ∆N 2 /Ar are much weaker than the gradients in Ar and N 2 concentrations. We found that the choice of solubility and diffusion coefficient dependence for the exchange bubble mechanism had no effect on the model's predictions of the total flux of O 2 into the mixed layer through bubbles. Using the Keeling (1993) (2002) parameterization, because all our tracers have similar diffusion coefficients.
The annually integrated values for the injection and exchange bubble fluxes from our model were robust (Table 1) , as shown by a Monte Carlo analysis (Press et al., 1995) . We ran the model many times, applying random deviations with Gaussian distributions to the data or parameterizations controlling bubble fluxes for each run, with the following standard deviations: mixed layer ∆Ne ±0.20%, mixed layer ∆N 2 /Ar ±0.040%, and the diffusive gas exchange parameterization of Nightingale et al. (2000) ±30%. The randomly chosen deviation was applied to the entire year's data, not to each individual month. Inert gas errors were estimated from errors in precision (standard deviation of the mean) and accuracy (possible systematic errors), whereas the range in the diffusive gas exchange coefficient was chosen to approximately encompass the parameterizations of Liss and Merlivat (1986) and Wanninkhof (1992) . Although errors in both the injection and exchange fluxes appeared normally distributed, error in the ratio of injection to exchange had a skewed distribution. We give the mean injection/exchange value determined from each set of Monte Carlo analyses along with the asymmetric errors encompassing 68% of values (Table 1) .
b. Diapycnal mixing
In this section, we show that monthly measurements of temperature and gases can not be used to determine the rate of background diapycnal mixing at station ALOHA. In the next section, we show that these uncertainties in mixing add significant error to the determination of biological O 2 production beneath the mixed layer.
Increasing the eddy diffusivity in the model from 0.1 to 1.0 cm 2 s −1 resulted in a shallower mixed layer and a more gradual temperature gradient beneath the mixed layer (Fig. 5) . However, the two model runs with different diffusivities were more similar to each other than either model run was to the observations. Also, because the model is somewhat deficient in representing mixing near the base of the mixed layer, data / model comparisons of the water column directly beneath the mixed layer are an inappropriate tool to constrain background eddy diffusivity over the whole water column. Surface heat fluxes estimated from meteorological measurements or climate products like NCEP were not accurate enough to constrain eddy diffusivity at ALOHA. Implementations Table 2 . Comparison of the annual average heat fluxes (in W m −2 ) into the euphotic zone necessary for the model to reproduce observed SSTs when different eddy diffusivities (K z in cm 2 s −1 ) were used. et al., 1988; Spitzer and Jenkins, 1989) . At ALOHA, in order to continue to reproduce observed SSTs while raising the eddy diffusivity from 0.1 to 1.0 cm 2 s −1 , it was only necessary to lower the surface heat flux by 11 W m −2 (by raising humidity 2%) to compensate for the cooling of the water column by increased mixing of cold water up from below (Table 2 ). This order 10 W m −2 difference between the two mixing cases, a difference in cumulative heat flux of 3*10 8 J m −2 yr −1 , is well within the uncertainties of NCEP heat fluxes (Smith et al., 2001 ), so we have no independent means of preferring one mixing scenario over the other. Indeed, cumulative heat fluxes for this area from the NCEP Reanalysis dataset fell between our model derived heat fluxes for the low and high diffusivity cases (Fig. 7) . Additionally, Ekman transport from the south and geostrophic transport from the north-east add further error to the heat budgets at ALOHA, but were not considered in this one-dimensional model. While we have only investigated constraining eddy diffusivity at station ALOHA, Nightingale et al. (2000) gas exchange parameterization, and assume that bubble fluxes are independent of wind speed. The last column is the difference between the two model runs. our conclusions demonstrate the importance of considering the errors in heat flux estimates like NCEP to attempts to estimate diapycnal mixing at any location. Using N 2 and Ar data collected at ALOHA in previous years, Emerson et al. (1995 Emerson et al. ( , 1997 ) developed a 3-box model to calculate both the rate of diapycnal mixing and the gas flux through bubbles, assuming a fixed injection/exchange ratio for the bubble flux. Applying this 3-box model to our 2000-01 N 2 and Ar data suggested that the gases could constrain eddy diffusivity within ±0.6 cm 2 s −1 for a given injection/exchange ratio. This error estimate was based on a Monte Carlo analysis with coinciding errors of ±0.2% in the N 2 and Ar data (Emerson et al., 1995) . We see now that assuming a single injection/exchange ratio in the 3-box model provided an inappropriate extra constraint for the calculation of diapycnal mixing by that model. We tested removing this assumption by constructing a similar 3-box model that incorporated Ne data to solve for the injection/exchange ratio while still assuming the same errors in just the N 2 and Ar data. This new box model suggested that eddy diffusivity could only be constrained within ±1.6 cm 2 s −1 , nearly three times greater than when the injection/exchange ratio was held constant. In the PWP model described in this paper, increasing eddy diffusivity from 0.1 to 1.0 cm 2 s −1 resulted in an order of magnitude increase in the delivery of Ar, for example, to the euphotic zone (Table 3 ). Because this model dynamically solves for bubble fluxes, the increased flux from mixing was compensated for by smaller bubble fluxes and larger losses by diffusive gas exchange. The total effect in the mixed layer amounted to only a 0.02% increase in ∆Ar from the low to high mixing cases, far less than current measurement errors (Emerson et al., 1999) . Increasing eddy diffusivity had a larger impact on ∆Ar beneath the mixed layer where a subsurface summertime maximum forms due to heating by local solar radiation. However, again because the way mixing is treated in this region below the mixed layer is more a function of the chosen model's dynamics than background eddy diffusivity, we did not use differences in the subsurface gas saturations to attempt to constrain diapycnal mixing for the deeper water column. Thus, we have shown that inert gas measurements can not provide a constraint over diapycnal mixing at ALOHA, either in a simple box model or in a more complicated dynamic mixed layer model. Monte Carlo runs for each case. Biological production is listed for the total euphotic zone as well as components from just the mixed layer and from the layer from the base of the mixed layer to the base of the euphotic zone (defined by the 1% light level at 114 m (Letelier et al., 2004) ).
Total biological production 1.5 ± 0.8 2.5 ± 0.7 …in mixed layer 1.5 ± 0.8 1.6 ± 0.7 …from mixed layer base to base of euphotic zone −0.02 ± 0.01 0.90 ± 0.01 Diffusive gas exchange −3.6 ± 1.5 −3.9 ± 1.3 Mixing −0.06 −0.51 Bubble-mediated gas exchange 2.3 ± 0.8 2.1 ± 0.8 Storage 0.11 ± 0.04 0.22 ± 0.05
c. Biological oxygen production
The degree to which diapycnal mixing can be constrained has an important effect over the determination of carbon export from oxygen measurements. Net biological O 2 production increased by 70% when eddy diffusivity was increased from 0.1 to 1.0 cm 2 s −1 in our model, with all of the increase occurring below the mixed layer (Table 4) . Increased mixing moves O 2 along the steep gradients from the euphotic zone down to the deeper ocean and up to the mixed layer (Fig. 3 ), forcing the model to solve for greater biological production to replace this mixing deficit. In contrast, our determination of net biological O 2 production in the mixed layer was not significantly affected by the rate of diapycnal mixing. Biological production in the mixed layer was about 50% higher from March through October. Uncertainty in the diffusive gas exchange parameterization was the most important error in determining biological production in the mixed layer, while the uncertainty in diapycnal mixing was most important to the area below the mixed layer. Errors in the O 2 budget terms were also determined from our Monte Carlo analysis (Table 4) . We applied an error of ±0.068% to ∆O 2 /Ar along with ±30% to the Nightingale et al. (2000) diffusive gas exchange parameterization, ±0.20% to ∆Ne, and ±0.040% to ∆N 2 /Ar. Some errors resulted in fluxes that offset each other. For example, when the diffusive gas exchange rate was increased, bubble fluxes and biological production also increased to compensate, but the change in O 2 between the beginning and end of the model run, the storage term, was little altered. A sense of the error imparted by the uncertainty in diapycnal mixing can be gained from the difference between the two sets of Monte Carlo runs for eddy diffusivities of 0.1 and 1.0 cm 2 s −1 .
The contribution of each individual uncertainty was determined from separate Monte Carlo analyses in which just one input was allowed to vary. The error in diffusive gas exchange contributed ±0.6 mol O 2 m −2 yr −1 to the total error in biological produc- Carbon export was calculated from net biological O 2 production using a production quotient of 1.4 (Anderson, 1995). tune the bubble fluxes, had a negligible impact because ∆O 2 /Ar data was used to constrain productivity. Oxygen and Ar have almost the same solubilities and diffusivities, so a wide range of bubble fluxes result in widely ranging O 2 and Ar concentrations but similar ∆O 2 /Ar ratios in the mixed layer. If biological O 2 production had been calculated from O 2 concentrations or ∆O 2 /N 2 ratios, the errors in determining bubble fluxes would have had a much larger effect.
Previous observations of organic carbon export at ALOHA just barely overlap with our estimate using the lower eddy diffusivity of 0.1 cm 2 s −1 , which we consider a lower bound for carbon export from our method (Table 5) . Using the higher eddy diffusivity, our estimate was still on the low side but more comfortably within the uncertainties of these previous observations, most of which also employ high diffusivities. In contrast, the ecosystem-modelderived estimate of Christian (2005) was on the low side of our lower-bound carbon export estimate. Station ALOHA exhibits significant interannual variability (Fujieki et al., 2004) , and this variability may account for some of the differences between our estimates, which are relevant only for summer 2000 through summer 2001, and those of previous investigators.
Conclusions
Using ∆Ne and ∆N 2 /Ar ratios in combination with the Price et al. (1986) mixed layer model, we constrained the flux of O 2 from bubbles through the injection mechanism to be greater than or equal to the flux through the exchange mechanism. This ratio was robust to uncertainties in the relationship between bubble fluxes and wind speed, the parameterization of diffusive gas exchange, and the rate of diapycnal mixing. Determining productivity from O 2 /Ar ratios removes the need to quantify bubble processes, but this measurement can not yet be made from moorings or floats, while continuous measurements of O 2 and N 2 can . The difference in solubility between O 2 and N 2 makes the correction for bubble processes more important. The injection/exchange ratio determined from this paper can be applied to continuous O 2 and N 2 measurements to improve the bubble correction, though more information on spatial and temporal variations in this ratio will increase confidence in its application.
The large uncertainties in heat flux estimates as well as the effects of horizontal advection make it impossible to determine diapycnal mixing rates within a factor of ten from monthly observations of temperature at ALOHA. We also found that gas measurements could not constrain diffusivity in our model, and that removing an assumption about the injection/exchange ratio from the box model of Emerson et al. (1995 Emerson et al. ( , 1997 rendered it similarly unable to constrain mixing.
Uncertainty in diapycnal mixing has little effect on determinations of carbon export in the mixed layer by the oxygen mass balance method, but a significant effect for determinations from the entire euphotic zone. Because the productivity measurement in the mixed layer is mainly sensitive to gas exchange across the air-sea interface, capturing spatial and temporal variability in air-sea gradients by continuous measurement of dissolved O 2 /Ar from ships (Kaiser et al., 2005) or dissolved O 2 and N 2 from moorings should result in improved export estimates for this portion of the water column. However, until the physics of mixing in the tens of meters below the base of the mixed layer are better understood, increased sampling may not yield improvements in estimates for the whole euphotic zone. Ideally, measurements of O 2 and inert gases will be combined with a field program specifically designed to determine shallow diapycnal mixing rates. Figure A1 . The effect of errors in the inert gas data on model-derived bubble fluxes of O 2 into the mixed layer through the injection mechanism (a-b) and the exchange mechanism (c-d). Parts (a) and (c) display the effect of errors in observed ∆Ne, while parts (b) and (d) display the effect of errors in ∆N 2 /Ar. Results for different diffusive gas exchange parameterizations and eddy diffusivities (K z ) are shown. The lines were derived by offsetting the gas observations used in the model inversion to determine the effect on bubble fluxes. The gray bars indicate our estimate of the actual errors in ∆Ne and ∆N 2 /Ar. almost no effect on the ∆N 2 /Ar of the mixed layer. In contrast, the transfer of Ne by both injection and exchange can increase the ∆Ne of the mixed layer. The consequence of this is that our model essentially solves for the injection bubble flux almost exclusively from the ∆N 2 /Ar mass balance. Then, given the injection flux determined from ∆N 2 /Ar, the ∆Ne mass balance is used to solve for the exchange bubble flux. The result of this is that months with high observed ∆N 2 /Ar ratios have high injection fluxes, while months with high ∆Ne but low ∆N 2 /Ar tend to have high exchange fluxes (compare Figs. 4 and 6 ). This explains why errors in ∆Ne do not affect estimates of injection, so that the small error in our ∆N 2 /Ar measurements produces a well-constrained injection flux (Fig. A1) . The exchange flux cannot be determined with as much certainty because it is sensitive to errors in both the ∆Ne and ∆N 2 /Ar measurements. Errors in the monthly ∆Ne and ∆N 2 /Ar data were large enough that injection and exchange fluxes determined for each time period between cruises were not well constrained. To avoid biases, negative bubble fluxes were not excluded from the annual integrations, even though negative bubble fluxes have no real physical meaning. Including negative bubble fluxes had no impact on estimates of productivity because biological O 2 production was diagnosed from ∆O 2 /Ar, which is insensitive to both bubble mechanisms.
The characteristics of our bubble-flux inversion also explain why increasing the eddy diffusivity lowered the flux from the exchange mechanism somewhat but had no effect on the injection flux. ∆N 2 /Ar has almost no gradient with depth in the upper water column, so increased mixing does not affect mixed layer ∆N 2 /Ar or therefore the injection estimate. Neon concentrations do increase slightly with depth, so increased mixing supplies more Ne to the mixed layer, reduces the amount of Ne that must be supplied by bubbles, and results in a lower bubble exchange flux.
