Profession is an important social attribute of people. It plays a crucial role in commercial services such as personalized recommendation and targeted advertising. In practice, profession information is usually unavailable due to privacy and other reasons. In this article, we explore the task of identifying user professions according to their behaviors in social media. The task confronts the following challenges that make it non-trivial: how to incorporate heterogeneous information of user behaviors, how to effectively utilize both labeled and unlabeled data, and how to exploit community structure. To address these challenges, we present a framework called Profession Identification in Social Media. It takes advantage of both personal information and community structure of users in the following aspects: (1) We present a cascaded two-level classifier with heterogeneous personal features to measure the confidence of users belonging to different professions. (2) We present a multi-training process to take advantages of both labeled and unlabeled data to enhance classification performance. (3) We design a profession identification method synthetically considering the confidences from personal features and community structure. We collect a real-world dataset to conduct experiments, and experimental results demonstrate the significant effectiveness of our method compared with other baseline methods. By applying prediction on large-scale users, we also analyze characteristics of microblog users, finding that there are significant diversities among users of different professions in demographics, social network structures, and linguistic styles.
INTRODUCTION
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According to Wikipedia, 1 profession is a vocation founded on specialized educational training and aims to supply service to others. It is also a critical social attribute of people. Sociologists have been fascinated with user professions for a long time. It is a crucial factor for many social processes and dynamics, such as social organization, social control and cohesion, differentiation and inequality, power and influence, and self-and social identity [Volti 2011] . With the development of social media, profession has become an important research subject of modern sociology. Besides benefiting research in sociology, user professions also make great contributions to commercial services such as personalized recommendations and targeted advertising. Professions of most users in social media, however, are implicit or regarded as a privacy issue. Hence, it will be beneficial for both academia and industry to effectively predict user professions based on large-scale social media data. To the best of our knowledge, user profession has been less investigated as a subject for prediction in social media. This task is the focus of this article.
The profession of a user is an essential part of human life. It may be explicitly or implicitly expressed in user-generated content in social media. Hence, user professions can be identified according to user-generated content. In this article, we take microblogs as the representative social media and explore the method of identifying user professions from microblog data.
In the context of microblog services, user professions are reflected in the following two aspects:
(1) Personal Information. Microblog users provide self-descriptions and user tags and constantly post short messages. The user-generated content forms the personal information and can provide rich clues about user professions. (2) Network Information. A user usually follows others to get the information he/she is interested in. The following behaviors form social networks of microblog users. In our dataset, we group users of the same profession into profession communities, which exhibit a relatively high modularity [Newman 2006 ] score of 0.25. This indicates strong correlations between professions and network structure and also confirms the homophily theory in sociology [McPherson et al. 2001 ] whereby similar users tend to form social ties.
There are several challenges making profession identification non-trivial:
(1) User-generated personal information is heterogeneous. How can we integrate this information together for identification? (2) There are much more unlabeled users compared with those users labeled with professions. How can we effectively utilize both labeled and unlabeled data for identification? (3) Social networks also provide strong hints for user professions. How can we take advantages of community structure and further incorporate personal information together for identification?
To address these challenges, we propose an efficient framework called PRofession Identification in Social Media (PRISM). As shown in Figure 1 , PRISM takes advantage of both personal features and community structure for user profession identification in social media.
First, for heterogeneous personal information, we present a cascaded two-level classifier to measure the confidence of users belonging to different professions. In the first level, we extensively extract features from different personal information sources and build separate base classifiers for each source. Afterwards, a second-level classifier integrates the classification votes and makes a final decision. Then, we further present a multi-training process, following the idea of co-training, to take advantage of both labeled and unlabeled users to improve classifier performance. Finally, we propose a profession identification method synthetically considering the confidence from personal features and community structure.
In the experiments, we collect more than 60,000 manually annotated microblog users from Sina Weibo (http://weibo.com), the largest microblog service in China, as our dataset. According to characteristics of microblog users, we select 14 representative professions for study, such as "art," "government," "sports," "IT," and so on. The experimental results on our dataset show that our method achieves the accuracy of 84.92%, which outperforms all other baseline methods significantly. Using this classifier, we further explore the differences on user statistics, social networks, and linguistic styles with respect to various professions.
In conclusion, our major contributions are as follows:
(1) We present three common challenges of user profiling in real-world microblog scenarios for the first time. (2) We propose three well-focused solutions and integrate them into a unified framework to address the challenges, while most existing methods bypass them by simplifying data rather than overcoming them. (3) We conduct profession identification experiments on a real-world dataset to verify the effectiveness of PRISM. The experimental results demonstrate that our model significantly outperforms other baseline methods. It indicates the effectiveness of PRISM on integrating heterogenous information of social media users.
(4) We investigate professional characteristics of social media users with the utilization of PRISM on a large-scale unlabeled dataset. Some interesting findings that conform to our common intuition verify the availability of our model.
THE FRAMEWORK

Formalizations
Let us begin with defining the problem of profession identification in social media. Suppose each user u ∈ U in social media is represented as a bag of feature vectors X u = {x u,r }, where U is the user set and each x u,r denotes a feature vector obtained from a distinct information source r ∈ {1, . . . , R}. Here, R is the number of information sources. There is also a social network G = (U, E), where E are connections between these users, that is, E ⊂ U ×U . Besides, we also have a set of annotated user-profession pairs {(X u , y u )} for training, where y u ∈ {1, . . . , K} and K is the number of professions. Profession identification for social media users aims to classify unlabeled users into predefined professions according to their heterogenous information, including text content and network structure.
With the above definitions, we design the framework of our model as a two-step process:
(1) We represent each user as multiple feature vectors extracted from various personal information sources and build a cascaded two-level classifier to identify their professions. Furthermore, we introduce a multi-training process to improve classification performance by incorporating unlabeled data for training. (2) We further take advantage of profession community structure to refine profession identification. We introduce the details of our method as follows.
In the following part, we introduce each step of our model in detail.
Profession Identification with Personal Information
We build a cascaded two-level classifier for profession identification.
(1) Base Classifier Construction. For each information source r, we build a base classifier f r (·) with a set of user-profession pairs {(x u,r , y u )}. With these base classifiers, for a user u and its feature vector X u , we can obtain an identification matrix P u = {p k,r }, where p k,r = Pr(k|x u,r ) = f r (x u,r , k), indicating the confidence score for categorizing user u into profession k based on information source r. (2) Base Classifier Fusion. We take identified results P u obtained in (1) as input features and construct a new set of user-profession pairs {(P u , y u )}. Using these pairs, we build a fusion classifier g(·). The fusion classifier will assign a weight for each base classifier learned in Step 1 and fuse their identification results into the final identification scores, Pr(k|P u ) = g(P u , k). We can then select the most confident labelŷ u = argmax k Pr(k|P u ) as the identified profession.
Feature Design and Base Classifier Construction.
In social media, a user generates various types of content. We take, for example, "Kai-Fu Lee," a famous Chinese IT activist. He provides a short self-description, "CEO of Innovation Works," gives some user tags such as "venture capital," "innovation works," "education," "technology," and "ebusiness," and also has the verification information "Chairman and CEO of Innovation works." He also has posted thousands of messages, containing rich information including words, mentioned users, URLs, entities, and hashtags. This information should be handled separately due to its distinct characteristics. In this article, we consider eight distinct sources of user-generated personal information to build features for base classifiers, which are listed in Table I . Among these feature sources, the features in DES, VER, and MSG are words extracted from text following the bag-of-words assumption. For TAG and HAS, we use tags as features. Besides using words in messages as features, we also extract user IDs identified by "@" in microblog messages as features of MEN, regard URLs in messages as features of URL that are usually in the form of tiny URLs [Antoniades et al. 2011] , and use named entity recognition (NER) tools to extract entities from messages as features of ENT.
For each feature source, there are tens of thousands of feature candidates. We have to perform feature selection to downsize feature sets. Following the valid experience in feature selection for text classification [Yang and Pedersen 1997; Forman 2003 ], we use the χ 2 statistic to select representative features for each feature source. Afterwards, we build base linear classifiers for each feature source.
Base Classifier Fusion.
The prediction result P u obtained from base classifiers for user u is a matrix, which cannot be directly used as the input of fusion classifier. We concatenate the transfer matrix P u into a feature and feed it into fusion classifier, that is, building a feature vector z u simply by concatenating column vectors of P u , that is, z u,k+K×(r−1) = p k,r . The vector size of z u is K × R. We can also select the maximal scores or sum up scores of each row in the prediction matrix to build a feature vector. However, in experiments, we find that the concatenation scheme significantly outperforms the other schemes (max and sum), and hence we only report the concatenation results.
We select Liblinear [Fan et al. 2008] 2 to build base classifiers and fusion classifier. In this package, we select the method of L2-regularized logistic regression (LR), which is also the default setting of Liblinear. We have compared LR with support vector machine (SVM), 3 and LR performs better in both effectiveness and efficiency. Hence, in the following, we only show the results obtained with LR.
Multi-Training with Labeled and Unlabeled Data.
In the real world, there is a much larger set of unlabeled users with no profession information. Here we want to employ the idea of co-training to perform multi-training of profession classification with both labeled and unlabeled data.
The basic idea is, after building base classifiers, that we will use them to identify professions for unlabeled users. We select the users where more than half the base classifiers agree on their professions and put these users with corresponding identified profession labels into a training set. Then we re-train these base classifiers. We can conduct the procedure iteratively until convergence. Multi-training is expected to enrich training data and improve classification performance with respect to both accuracy and generalization.
Profession Refinement with Community Structure
We observe from our dataset that users of the same professions tend to be friends and form communities in social networks, which is consistent with our intuition and sociology theory [McPherson et al. 2001] . Following Mislove et al. [2010] , we assume that users with the same profession tend to form a profession-specific community. A relatively high modularity [Newman 2006 ] score of 0.25 obtained on our dataset confirms the assumption. Based on the observation, we take community structure into consideration to refine the identification results based on personal information.
Community-based profession refinement is formalized as follows. Suppose we have a social network G = (U, E) and a subset of users who have profession labels and form communities for each profession, denoted as G k = (U k , E k ) for profession k, where U k is the set of all users of profession k and E k is the set of edges between users in U k . Afterwards, given a subset of users V with no profession labels, the task aims to extend existing communities by putting users from V into correct communities, that is, assigning correct profession labels, according to the effect on community quality if users are involved in.
For community-based profession refinement, it is important to define an appropriate measure of community quality for each profession-based community G k . The community quality can be verified from two aspects, including network structure and content information, that is, structure quality and content quality.
2.3.1. Structure Quality. Structure quality measures the significance of a community from the perspective of network structure. It is intuitive that the users with the same profession will form a dense and compact profession-based community.
To formally define structure quality, we give some definitions as follows. Take G k , the community of profession k, for example; we define U ¬k = U \U k . We also define E k,¬k as the number of links between U k and U ¬k and so do E k,k and E ¬k,¬k . We also have
Based on the above definitions, the structure quality of G k is formalized as
where the first entry indicates the proportion of how many links starting from U k are connected within the community, and the second entry is that of the corresponding random graph. Q structure ranges of [−1, +1], and a strongly positive score indicates there is significant community structure in G k . This measure is originally proposed by Mislove et al. [2010] to compute the quality of a community, called normalized conductance. In this article, we integrate it with content quality together for profession refinement.
Content
Quality. Content quality measures the significance of a community based on personal confidences of all users assigned in this community. In this article, we employ identification confidences from our cascaded two-level classifier to measure content quality.
We define the content quality of a community as the average confidence scores over all users in this community, denoted as Q content (G k ). With content quality, the algorithm can take identification results based on personal information as input for refinement. 
where λ is a harmonic smoothing factor. When λ = 1, the quality measure is identical to that in Mislove et al. [2010] .
With the measure Q(·), we conduct a greedy community extension as follows. Given a profession k, for each user u ∈ V we compute
We find the userû = arg max u Q(u), putû in U k , and repeat the procedure until convergence.
After the community extension process, every unlabeled user is put into a profession community, in which users have the most similar personal information and close connections. We take the types of matched communities as the final identified profession of unlabeled users.
Complexity Analysis
In PRISM, the complexity of training LR classifier for the rth feature source is O(K|U | · |x r |t LR ), where t LR indicates the average computing time for an individual feature value and training example. Therefore, the training complexity of the cascaded classifier is O(K|U |t LR R r=1 |x r |). The community refinement complexity is
Suppose we iterate the multi-training for m times; then the overall complexity of PRISM is O(mK|U |t LR R r=1 |x r | + K|V ||E|). That means that the complexity of PRISM equals the summation of training mK LR classification models and a conductance-based community detection model.
EXPERIMENTS AND ANALYSIS
We collect 62,415 active and influential users from Sina Weibo. These users are all verified and categorized into 14 professions by officials of Sina Weibo, known as Hall of Fame in Weib. 4 In addition, we also crawl the profiles and more than 10 million posted messages of these users with APIs to build classifiers. Moreover, we collect an additional 150,000 verified users with no profession annotations for multi-training. The ratios of various professions among these users are shown in Table II .
From the profession composition of these labeled users, we find that the users in "media" and "government" are dominant. The reasons may be as follows: (1) As the largest public social media service in China, public events are heavily discussed on Sina Weibo. Therefore, many people working in newspapers, news agencies, and social media are active here. (2) The Government of China encourages their officials to go online and contact with citizens officially. Therefore, many national and local officials have registered in Sina Weibo.
Note that each user in our labeled dataset has only one profession. Thus, we treat the profession identification task as a single-class classification problem. In real world, users may have other profession or multiple professions, we can overcome it by setting a threshold over classification weights or introducing an "other" profession when building the labeled dataset. Besides, we only collect verified users to get credible labeled data. However, verification information is one part ofeight feature sources in our framework. As with other feature sources, some verified users also have no verification information. Our framework can adapt to the situation where this is a lack of feature sources, which is general in our dataset and actual scenarios.
Experimental Results on Profession Identification
We randomly divide the 62,415 labeled users into a training set and test set, of which 4/5 is for training and 1/5 for test. For the test set, we regard the labeled profession as the gold standard.
We select accuracy, macro-averaging precision/recall/F-Measure as evaluation metrics. Suppose the number of test users is U test . If we get correct identification for U correct users, then the accuracy is computed as
. Accuracy evaluates per-user decisions across profession classes globally and thus is micro-averaging, whereas macroaveraging first calculates precision/recall for each profession class. That is, precision of profession k is
, where U k is the user set of profession k, and U k,predict is the user set that are predicted as profession k. And then it takes the average of these scores as overall precision P and recall R and further calculates F-measure as 2PR P+R . As mentioned, user profession has been less investigated as a subject for prediction in social media. In particular, there are few ensemble methods that can be directly applied to the user profession identification according to the heterogenous feature sources in Sina Weibo. Thus, we adopt classifiers with single-source feature vectors and a concatenated feature vector as baselines.
Parameter Settings.
For feature selection of base classifiers, we evaluate performance with different numbers of features and select 2,300 features for DES, 3,800 features for TAG, 4,000 features for VER, 6,600 features for MSG, 3,200 features for MEN, 2,700 features for URL, 3,600 features for ENT, and 4,100 features for HAS, which achieve the best performance for each base classifier. For the harmonic smoothing factor λ in 2, we test the performance with different settings and choose λ = 0.2 when our fusion model achieve the best performance. Table III shows the evaluation results on profession identification with various features of their combinations. In this table, the line of "Single Vector" is the baseline that represents a user by concatenating all features from multiple sources into a single vector, "Fusion" indicates the method of our cascaded two-level classifier, and "Fusion + MT" indicates the results after multitraining. From Table III , we observe that:
Profession Identification with Personal Information.
(1) The fusion classifier performs much better than "Single Vector." This indicates that the design of cascaded two-level classifier is necessary and efficient for integrating heterogeneous feature sources. (2) The base classifier using VER as a feature source achieves the best performance among all base classifiers. This is consistent with the fact that verification descriptions are more informational and less noisy compared to other feature sources. (3) The fusion classifier achieves much better performance compared to all base classifiers. This indicates that the fusion of base classifiers can effectively incorporate heterogenous information and significantly improve identification performance. In contrast, the simple concatenation of feature vectors may bring in noisy features and result in the decrease of performance. (4) The accuracy and macro-averaging precision/recall/F-measure of fusion classifier with multi-training process are all larger than 80%. This indicates the identification capability of our classifier is balanced among various professions.
Profession Refinement with Community Structure.
To evaluate the performance of our profession refinement with community structure, we take two community-based methods as baselines, that is, label propagation algorithm (LPA) and community detection (CD). LPA addresses the task as graph-based semi-supervised learning [Zhu and Goldberg 2009] . The basic idea of LPA is that the labels of a user are dependent on his or her neighbors'. By propagating labels from annotated users to unannounced users through a social network, LPA can identify the profession labels of users. As previously introduced, CD is the user profiling algorithm proposed in Mislove et al. [2010] . Both methods only consider community structure to classify users.
We show the evaluation results in Table IV . From the table, we observe that:
(1) Profession refinement with community structure achieves considerable improvement as compared to the two-level classifier. This indicates that the community structure can also provide supplementary information for profession identification beyond personal information. According to our statistical result, the lack of personal information is very common (e.g., 153 users have no verification information) and will result in the poor performance of personal information-based classification. Therefore, the consideration of community structure is beneficial to overcome such situations. (2) Profession refinement also outperforms two community-based baselines significantly. We can see that PRISM achieves the best result when λ = 0.2. This indicates the effectiveness of personal information for profession identification. Here the community structure does not play a critical role for profession refinement compared with personal information, because in Sina Weibo personal information is much richer. The effect of social networks may be emphasized in other scenarios with richer social structure information. Note that we can tune the parameter λ by cross-validation or setting a development set in practice.
Error Analysis.
We also show the identification performance with respect to each profession in Table V , including precision, recall, and F-measure. From the table, we can find that most professions achieve good identification performance, except for several professions, including "services," "IT," "finance," "art," and "education" (marked in bold).
To investigate the reason for these identification errors, we show the distribution of identified professions for each profession in Figure 2 . In this figure, we define the entry of row-i and column-j as the ratio of the users in profession i being identified as profession j, that is,
where k u indicates the identification result for the user u. To make the distribution comprehensive, we also illustrate the ratio in each entry using different shades of color. From this figure, we observe that:
(1) The profession "service" tends to be categorized into "media" by mistake, and the professions "art" and "education" are usually categorized into other professions incorrectly. The reason is that there are more overlaps between these related professions, which makes the boundary between professions not so clear for identification. For example, the profession "service" usually interacts with "media," because they both involve in advertising and marketing. (2) The professions "finance" and "IT" are usually categorized into each other incorrectly. We carry out extensive case studies and find that many top executives of companies usually have experiences in both "IT" and other business fields such as "finance," which cannot be well dealt with. The truth is also reflected in their friend network. In future, we may find more insight features to address these issues.
Profession Analysis
To explore the professional characteristics of microblog users, we utilize our model to identify the profession attributes of unlabeled users, as the statistical results on a large dataset may be more credible than the limited labeled dataset. Some interesting findings that conform to our intuition verify the availability of our model in real-world datasets.
User Statistics.
We demonstrate user statistics of various professions in Table VI . The column "Gender" indicates the gender ratio ( #male #female ), "Message" indicates the average number of short messages per user, and "Follower" indicates the average number of following users by each user in the profession.
It is apparent to observe from Table VI that: (1) There is significant gender bias among professions due to professional characteristics. The professions such as "IT," "art," "government," "finance," and "sports" have a ratio larger than 2.50, meanwhile only the profession "fashion" has a ratio lower than 0.80. This phenomenon verifies some theories in professional segregation that females tend to work in a narrower range of professions than males [Chafetz 1988] . (2) The average numbers of short messages are similar among professions, whereas the average numbers of followers are relatively larger for some more public professions, such as "entertainment," "sports," "literature," and "fashion," because there are more celebrities in these professions.
Professions and Social Networks.
As we previously mentioned, professions of users in social media exhibit high correlations with social network structure. Here we define profession affinity to quantify the tendency of users in one profession making friends with another profession, a(i, j) = g(100 × (
, where g() is the sigmoid function, N i is the average number of friends (neighbors) for each user in profession i, among these friends N i, j indicates the average number of them being in profession j, and U k U is the global profession distribution in the dataset. A higher score of t (i, j) indicates that users in i have a higher preference to make friends with users in j. In Figure 3 , we show profession affinities between professions using both numbers and shades of color on the following network and the friend network, respectively.
From Figure 3 we observe that:
(1) People tend to follow users in more diverse professions and make more friends in the same profession. (2) The professions such as "entertainment," "education," and "literature" tend to be followed by many other professions; while the professions such as "media," "government," and "estate" are on the contrary. (3) There are strong correlations between "IT" and "finance"/"game"/"service," and between "entertainment" and "fashion"/"art." This reflects the natural cooperation among professions in society. (4) The affinities between two professions are sometimes asymmetric. For example, the users in "education" are more likely to make friends with or follow those in "art" as compared to the reverse direction.
Professions and Linguistic Styles.
Sociolinguists believe and verify that personal attributes can be reflected via linguistic styles [Niederhoffer and Pennebaker 2002; Mairesse et al. 2007] . It is straightforward that users in different professions have their own terminologies, which are usually notional words such as nouns, verbs, and adjectives.
5 Here, we focus on the other side, that is, function words, and explore the relations between linguistic styles and professions. Although the size of function words vocabulary is relatively much smaller than notional words, function words are heavily used in daily writing and conversation.
We perform part-of-speech tagging for short messages posted by users, and in Table VII we show the ratios of conjunctions, interjections, and modal particles used by users in various professions. For each column, we highlight Top-4 professions with and Bottom-4 professions with .
We can see that the users in "healthcare," "education," "finance," and "IT" use more conjunctions but fewer interjections and modal particles. This is consistent with the fact that most of these professions require humans apt to be more rational, logical, and precise. On the contrary, the users in "sports," "entertainment," "art," and "media" use fewer conjunctions but more interjections and modal particles. The reason may be that these four professions attract and train humans to be more emotional, imaginative, and freestyle. This preliminarily but significantly confirms the theory in sociolinguistics that personality characteristics of various professions may be reflected via their language usage styles. Of course, this is only an initial observation, which deserves deeper investigation in future.
RELATED WORK
Profession and Sociology
Profession is an important personal attribute, playing a crucial factor in many social processes. Profession attracts sociologists as a distinct type of social organizations, focusing on key topics such as the division of labor, profession communities, and social activity of work [Rothman 1987; Volti 2011] . Sociologists are also interested in relations between professions and other attributes such as personality [Holland 1997] .
Similarly to other fields in sociology, the data for traditional profession research are primarily collected via inquiry or survey, and thus data scalability is severely limited. As the development of social media, it provides rich information of user behaviors for sociology research. Hence, data-driven computational social science emerges [Lazer et al. 2009 ] and has achievements in various topics such as personality , happiness [Dodds et al. 2011] , and social influence [Lewis et al. 2012] . Our work provides an efficient approach for profession identification that will benefit professionrelated research in sociology.
User Profiling
User profiling aims to infer various attributes of users from social media [Mislove et al. 2011] . These attributes can be roughly divided into explicit attributes (e.g., gender and age) and implicit attributes (e.g., interests, happiness and political orientation).
Existing user profiling studies mainly focus on explicit attributes and usually adopt classification and recommendation methods for attribute prediction. Most classification-based works devote to extract efficient features from UGC to predict specific attributes, such as gender and age [Goswami et al. 2009; Burger et al. 2011; Fink et al. 2012] , location [Rao et al. 2010; Li et al. 2012] , tags [Feng and Wang 2012; Liu et al. 2012; Tu et al. 2014] , and other explicit labels [Kong et al. 2013; Chaudhari et al. 2014; Jacob et al. 2014] .
Most explicit attributes are inferred from user-generated text data. For those attributes with rich sociality, social network structure may also be considered for prediction [Mislove et al. 2010; Yang et al. 2011; Li et al. 2012; Sachan et al. 2014; Tu et al. 2016a Tu et al. , 2016b . Researchers are also interested in implicate attributes such as personal interests [Yang et al. 2011] , political orientation [Rao et al. 2010] , personality traits [Golbeck et al. 2011; Schwartz et al. 2013] , and social power [Danescu-NiculescuMizil et al. 2012] . Yang et al. [2015] proposed to learn network representations by incorporating text information and network structure. However, it cannot handle multiple sources of text information.
This article focuses on profession identification with heterogenous text information, which has been less studied by previous work. Traditional multi-task learning approaches Pontil 2004, 2007] usually aim to learn a shared representation across multiple related tasks. In this work, we focus on a unique profession identification task and acquire the joint representations through a two-stage process.
As compared with existing work, our framework compressively considers personal information, community structure, and unlabeled data together to identify professions, which can be easily adapted to other social attributes of users.
CONCLUSION
This article presents an efficient framework PRISM for profession identification in social media. The proposed PRISM identifies professions with both personal information and network structure and addresses several practical challenging issues including incorporating heterogeneous information and utilizing unlabeled data. The experiments on a large real-world dataset demonstrate the effectiveness of PRISM, which can be easily extended to identify other attributes. We also investigate characteristics of microblog users in various aspects including social networks and linguistic styles.
We plan to further explore the following research issues in the future:
(1) This article adopts a simple strategy, multi-training, to take advantages of unlabeled data. We will explore more sophisticated semi-supervised learning methods for profession identification. (2) Multiple social attributes of users may interact with each other and exhibit complicated correlations. We will explore joint identification of personal attributes such as age, gender, locations, and professions. (3) Profession, as an important social attribute of people, will significantly influence people's many aspects such as language usage. We will extensively investigate these effects and patterns, which will be of great significance for both sociology research and commercial services.
