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When an electron is free or in the ground state of an atom, its g-factor is 2, as first shown by
Dirac. But when an electron or hole is in a conduction band of a crystal, it can be very different from
2, depending upon the crystalline anisotropy and the direction of the applied magnetic induction
B. In fact, it can even be 0! To demonstrate this quantitatively, the Dirac equation is extended
for a relativistic electron or hole in an orthorhombically-anisotropic conduction band with effective
masses mj for j = 1, 2, 3 with geometric mean mg = (m1m2m3)
1/3. Its covariance is established
with general proper and improper Lorentz transformations. The appropriate Foldy-Wouthuysen
transformations are extended to evaluate the non-relativistic Hamiltonian to O(mc2)−4, where mc2
is the particle’s Einstein rest energy. The results can have extremely important consequences for
magnetic measurements of many classes of clean anisotropic semiconductors, metals, and super-
conductors. For B||eˆµ, the Zeeman gµ factor is 2m√mµ/m3/2g + O(mc2)−2. While propagating
in a two-dimensional (2D) conduction band with m3 ≫ m1,m2, g|| << 2, consistent with recent
measurements of the temperature T dependence of the parallel upper critical induction Bc2,||(T )
in superconducting monolayer NbSe2 and in twisted bilayer graphene. While a particle is in its
conduction band of an atomically thin one-dimensional metallic chain along eˆµ, g << 2 for all
B = ∇ ×A directions and vanishingly small for B||eˆµ. The quantum spin Hall Hamiltonian for
2D metals with m1 = m2 = m|| is K[E × (p − qA)]⊥σ⊥ + O(mc2)−4, where E and p − qA are
the planar electric field and gauge-invariant momentum, q = ∓|e| is the particle’s charge, σ⊥ is the
Pauli matrix normal to the layer, K = ±µB/(2m||c2), and µB is the Bohr magneton.
PACS numbers: 05.20.-y, 75.10.Hk, 75.75.+a, 05.45.-a
INTRODUCTION
What is the electron g-factor? When an electron is in
an atom, its response to an applied magnetic inductionB
leads to the linear Zeeman energy HZ =
|e|
2m(L+2S) ·B,
plus corrections of order B2, where L and S are the
electron’s orbital and spin angular momenta, m and −e
are its rest mass and charge, the g-factor is the Lande´
g-factor gJ , which depends upon the atomic quantum
numbers ℓ, s, and j [1, 2], and the factor of 2 in the
numerator of HZ is a relativistic result first derived by
Dirac [3]. If there were no spin, the electron g-factor
would be 1 [1]. When an electron is in the ground 2S1/2
state of a hydrogen atom, ℓ = 0, and the Lande´ g-factor
is the “pure spin” value of 2 [1]. If it were in a 2P1/2
state of a hydrogen atom, gJ = 2/3 due to spin-orbit
coupling. But what is the g-factor when the electron is
not confined to an atom, but propagates in a conduction
band of a crystal? What is it if the crystal is a monolayer
of graphene or NbSe2, in metallic and/or superconduct-
ing twisted bilayer graphene, or a metallic single-walled
carbon nanotube? What is it for a hole in its crystalline
conduction band? These are fundamental questions that
have been completely ignored in essentially all papers
written on semiconductors, metals, and superconductors.
Here we present for the first time a rigorous answer to
all of these questions. The results imply that drastic
changes in the interpretations of many existing experi-
ments are necessary, and many theoretical treatments of
lower dimensional conductors need to be redone. In par-
ticular, the Zeeman, spin-orbit, and quantum spin Hall
interactions of an electron or hole depend strongly upon
the anisotropy and/or dimensionality of the conduction
band.
In semiconductors such as Si and Ge, and in metallic
Bi, the lowest energy conduction bands have ellipsoidal
symmetry, with ǫ0(p) =
∑3
i=1 p
2
i /(2mi) about some
point in the first Brillouin zone [4–6]. The normal state
of the high-temperature superconductor YBa2CuO7−δ
(YBCO) is metallic in all three orthorhombic directions
[7, 8], so that it is reasonable to assume its ǫ0(p) has
that form, with m3 ≫ m1,m2. Although standard adia-
batic Knight shift measurements on the planar 63Cu nu-
clei of that material showed the standard, temperature-
dependent behavior through the superconducting transi-
tion temperature Tc when the strong time-independent
magnetic induction B0 ⊥ cˆ (perpendicular to the di-
rection of mass m3) and the oscillatory in time com-
ponent B1(t) was perpendicular to that direction, mea-
surements with B0||cˆ and B1(t) ⊥ B0 showed anoma-
lous, temperature-independent behavior through the su-
perconducting state [9]. Those measurements were in-
consistent with the standard model that neglects any
anisotropy features of the Fermi surface and of the Zee-
2man interaction [10]. Further questions about Knight
shift measurements were raised by the apparent incom-
patibility of pulsed, non-adiabatic 17O Knight shift mea-
surements with B0 ⊥ cˆ with scanning tunneling mea-
surements of the superconducting gap in the highly lay-
ered Sr2RuO4 [11, 12], although very recent adiabatic
17O Knight shift measurements on that material with
B0 in the same direction were consistent with a singlet
spin state in that material [13, 14], as were the Knight
shift measurements in the same directions on YBCO.
The Knight shift dimensionality issue still remains un-
resolved in the quasi-one-dimensional organic supercon-
ductor (TMTSF)2PF6, where TMTSF is tetramethyl-
tetraselenofulvalene[15], for which strong dimensionality
issues could arise for both the strong constant B0 and
the weaker perpendicular B1(t).
Now excellent quality lower-dimensional conductors
can be prepared in the clean limit [16], so it is important
to reassess the effects of the crystal anisotropy upon the
conduction particle’s Zeeman energy. Here we present a
theory of a relativistic electron or hole in an orthorhom-
bically anisotropic conduction band, and demonstrate its
invariance under the most general proper and improper
Lorentz transformations. We also employ a modified
form of the Klemm-Clem transformations to transform
it to isotropic form [8, 17], in which its invariance un-
der each of the improper transformations of charge con-
jugation, parity, and time reversal (CPT) is easily es-
tablished. Before those transformations, the appropriate
Foldy-Wouythuysen transformations of the anisotropic
Hamiltonian are greatly extended to evaluate its non-
relativistic limit to order (mc2)−4 [18], where mc2 is the
particle’s Einstein rest energy, in order to investigate the
dimensionality of the Zeeman, spin-orbit, and quantum
spin Hall interactions with great precision.
We found that the Zeeman interaction only exists
for B normal to the conducting plane for an electron
or hole while travelling in a two-dimensional conduc-
tion band, and there is no Zeeman, spin-orbit, and
quantum spin Hall interactions in one dimension for
any B direction, provided that the probed particle is
moving within the one-dimensional conduction band.
These results lead to the absence of Pauli limiting of
the upper critical field Bc2,||(T ) parallel to clean ul-
trathin superconductors, as observed recently [16, 19–
24] and the Pauli-limiting effects upon Bc2,⊥(T ) normal
to the film are strongly related to the conduction par-
ticle’s effective mass within the conducting plane [25–
27]. The results also have profound implications for
interpretations of Knight shift measurements on highly
anisotropic superconductors such as YBCO, Sr2RuO4,
and (TMTSF)2PF6, [11, 13–15, 28, 29]. They also have
important consequences of magnetic field studies of the
metallic states of other quasi-one-dimensional conduc-
tors such as metallic single-walled carbon nanotubes [30,
31], tetrathiafulvalene tetracyanoquinodimethane (TTF-
TCNQ), K2Pt(CN)4Br0.3·3H2O, (SN)x, NbSe3, ZrTe5,
o-TaS3, K0.3MoO3 and related compounds [32–34]. The
results also have important consequences for very thin
samples of quasi-two-dimensional conductors and semi-
conductors, such as many twisted bilayer graphene,
monolayer FeSe, transition metal dichalcogenides, in-
cluding semimetallic TiS2, metallic and superconduct-
ing NbSe2, TaS2, WTe2, MoS2, and their intercalates
[8, 16, 19–22, 35, 36], and layered heavy fermion con-
ductors, [23, 24],etc. The interaction of the spin of an
electron or hole with B0 +B1(t) is greatly reduced dur-
ing the particle’s low-dimensional conduction, compared
to that while confined to an atom.
The strong reduction of the Zeeman interaction g-
factor for B parallel to a clean two-dimensional super-
conductor can quantitatively account for the extreme vi-
olation of the Pauli limit in monolayer NbSe2 and gated
MoS2 [19, 20], without invoking Ising or models involv-
ing strong spin-orbit coupling[19, 20, 37]. Moreover, we
provide a simple explanation for the temperature T de-
pendence of the upper critical induction Bc2,||(T ) parallel
to the twisted bilayers of superconducting graphene [16]:
the g factor for that field direction is extremely small.
This cannot be explained by Ising or spin-orbit coupling
models.
THE MODEL
When an electron or hole is bound to an atomic nu-
cleus, a zero-dimensional (0D) case, as sketched in Fig.
1(a), its localized motion about that nucleus is fully
three-dimensional (3D) on an atomic scale, as for the
electron in the hydrogen atom, for which its spin experi-
ences a full 3D Zeeman effect with B, as derived from the
isotropic Dirac equation for an electron in the presence of
a radial electrostatic potential [3, 38]. However, from the
moment that electron or hole leaves that atom and travels
in a one-dimensional (1D) conduction band, as sketched
in Fig. 1(b), its delocalization drastically changes its in-
teraction with B, so that there is no Zeeman interaction
during that delocalized 1D motion.
However, for a very large number N ∼ 108 of atomic
sites in the conducting chain, the energy states E(k) in
the tight-binding model of 1D motion form a continuous
band, as sketched in Fig. 1(c), and the electrons or holes
at the Fermi energy EF move with velocities ±vF , the
magnitude of which can be on the order of 10−2c, where
c is the speed of light in vacuum, so its motion is much
more like that of a relativistic particle in a 1D world with
regard to its interaction with B than like that of a lo-
calized atomic electron. The inverse of its effective mass
m1 is determined from the curvature of E(k) evaluated
at EF . If EF is less that one-half of the bandwidth, the
curvature at EF is positive, and the motion is electron-
like. If EF is greater than 1/2 the bandwidth, then the
3FIG. 1. Atomic (“0D”) spin components with a full HZ3D and
1D electronic or hole conduction with HZ1D = 0. (a) Sketch of
an atom of effective point size (“0D”), in which the nuclear
components and the electrons move in localized atomic 3D
environments. (b) An electron or hole moving on a 1D chain
with HZ1D = 0. (c) A tight-binding conduction band model
for 1D motion, with the delocalized continuous energy levels
E(k) filled up to the Fermi energy EF . The inverse of the
effective electron-like or hole-like effective mass is given by
the curvature at EF of such a conduction band.
curvature at EF is negative, and the conduction is hole-
like. In both cases, its motion can be treated in the non-
relativistic limit of the one-dimensional (1D) Schro¨dinger
equation based upon the Hamiltonian
H1D =
√
mc2Π21/m1 +m
2c4 + qΦ(x, t), (1)
where Π1 = px − qAx, m is the particle’s rest mass, q is
its charge, which is −|e| for an electron or +|e| for a hole,
px = −i~ ∂∂x is the particle’s momentum, and Ax(x, t) is
the magnetic vector potential in its 1D world, respec-
tively, where ~ is Planck’s constant divided by 2π. In
Coulomb gauge, ∂Ax∂x = 0, so Ax is only a function of
the time t. As Dirac showed for an electron in a three-
dimensional (3D) world [3], one can linearize this Hamil-
tonian using two Pauli matrices. Even without employing
the Pauli matrices, there cannot be a vector product or
a curl in a 1D world, so it is therefore easy to see that
the magnetic induction B = ∇ × A must vanish, and
there cannot be any Zeeman energy while the particle is
travelling in its 1D conduction band.
In two dimensions (2D) with effective massm|| = m1 =
m2, the particle’s effective Hamiltonian may be written
as
H2D =
√
mc2(Π21 +Π
2
2)/m|| +m2c4 + qΦ(x, y, t), (2)
where Π1 = −i~ ∂∂x − qAx(x, y, t), Π2 = −i~ ∂∂y −
qAy(x, y, t), and in Coulomb gauge in the 2D world,
∂Ax
∂x +
∂Ay
∂y = 0, and B can have a non-vanishing compo-
nent normal to the conducting plane, as sketched in Figs.
2(a) and 2(b), but both of its components within the 2D
conducting plane vanish, as sketched in Figs. 2(c) and
2(d). In Fig. 3(a), a planar cross-section of the spin-split
electron energy dispersions shown in Fig. 2(b) is shown,
 
FIG. 2. 2D motion and its highly anisotropic HZ2D. (a) Sketch
of a 2D ionic lattice in the xy plane with B||z. The electron
spins experience a full HZ2D,⊥. (b) Sketches of E(k) for both
spins parallel and antiparallel to B||z. (c) Sketch of the same
2D ionic lattice with B||x. The electron spins have HZ
2D,|| =
0. (d) Sketch of the single E(k) for both spin states with
B||x.
leading to the 2D electron Fermi surfaces sketched in
Fig. 3(b). On the other hand, for an “inverted” hole-like
band, the spin-split Fermi surfaces are sketched in Fig.
3(c), and in materials with both electron and hole bands,
such as many transition metal dichalcogenides [8, 36],
both spin-split electron and hole Fermi surfaces can exist,
provided that B is normal to the 2D conduction plane,
a tetragonal version of which is sketched in Fig. 3(d).
Although these arguments regarding the dimensional-
ity of the Zeeman interaction are very simple, a correct
theoretical analysis of the appropriate Dirac equations
for these lower dimensional conducting bands does in-
deed lead to the same conclusions: There are no Zeeman,
spin-orbit, or quantum spin Hall interactions of a particle
while moving in a 1D conduction band, and the B field
with which a particle interacts while traveling in a 2D
conduction band is precisely normal to the conducting
plane.
More generally, a relativistic electron or hole in an
anisotropic environment of orthorhombic symmetry sat-
isfies the Schro¨dinger equation based upon the modified
Hamiltonian H˜ = T˜ + ε, where ε(r, t) = qΦ(r, t) and
T˜ =
√√√√mc2 3∑
µ=1
Π2µ/mµ +m
2c4, (3)
where Πµ = pµ − qAµ(r, t), and mµ, pµ and Aµ are the
components of the particle’s effective mass, its momen-
tum, and the magnetic vector potential, respectively, and
we assume the time t dependencies of the scalar and vec-
tor potentials Φ(r, t) and A(r, t) are slow with respect
to differences in the particle’s energies divided by ~, so
that they can be treated adiabatically.
Dirac first showed that one can linearize the isotropic
version of this Hamiltonian by the use of matrices based
4 
FIG. 3. Typical 2D particle and hole bands. (a) Sketch of a
plane at finite E that intersects the two electron Fermi sur-
faces split by the Zeeman effect with B||zˆ. (b) Sketch of the
2D electron Fermi surfaces for a low band filling with B||zˆ.
(c) Sketch of the two hole Fermi surfaces obtained with higher
band filling with B||zˆ. (d) Sketch of a 2D system with both
electron and hole Fermi surfaces split by the Zeeman effect
with B||zˆ.
upon the Pauli matrices [3], and generalizing it to or-
thorhombic anisotropy, we have
H˜ψ =
[
O˜ + βmc2 + ε
]
ψ = i~
∂ψ
∂t
, (4)
O˜ = cα˜ ·Π, (5)
where Π = p− qA, p→ −i~∇, and
α˜µ =
[
0 σ˜µ
σ˜µ 0
]
, σ˜µ =
σµ√
mµ/m
, β =
[
1 0
0 −1
]
,(6)
for µ = 1, 2, 3, the σµ are the Pauli matrices, and both
the α˜µ and β are rank-4 matrices, where 1 represents the
rank-2 identity matrix [3, 38].
These four traceless matrices satisfy {α˜µ, α˜ν} =
2δµνm/mµ, and {α˜µ, β} = 0.
From Eq. (4), the µth component of the probability
current is jµ = ψ
†α˜µψ, and since ρ = ψ†ψ, the continuity
equation ∂ρ∂t +
∂
∂xµ
jµ =
∂ρ
∂t + divj = 0, is still satisfied
with effective mass anisotropy.
Proof of covariance
Details of the most general proper Lorentz transfor-
mation (a rotation about all three orthogonal axes and
a boost to a general special relativistic reference frame
moving at a constant velocity in an arbitrary direc-
tion) are posted in Appendix. However, a much simpler
proof is given here. We use a version of the Klemm-
Clem transformations that were used to transform an
FIG. 4. Sketch of the effects of the special case of a
modified Klemm-Clem transformations for a constant B.
(a) The untransformed ellipsoidal Fermi surface for an or-
thorhombically anisotropic conduction band, with a con-
stant magnetic induction B in an arbitrary direction B =
B(sin θ cos φ, sin θ sinφ, cos θ). (b) After the anisotropic scale
transformation, the Fermi surface is transformed to a sphere,
and the transformed magnetic induction B′ differs both in
magnitude and direction from B. Then, the isotropic scale
transformation of B′ to B′′||B′ leaves its direction invariant,
but changes it magnitude |B′| = B to that of the untrans-
formed B, as described in the Appendix.
orthorhombically anisotropic Ginzburg-Landau model of
an anisotropic superconductor into isotropic form [17].
To do so, we first make the anisotropic scale transforma-
tion of the spatial parts of the contravariant form of the
anisotropic Dirac equation, Eq. (4),
∂
∂xµ
=
√
mµ/m
∂
∂x′µ
, (7)
Aµ =
√
mµ/mA
′
µ, (8)
which transforms Eq. (1) to
i~
∂ψ
∂t
=
[
cα ·Π′ + βmc2 + qΦ]ψ = Hψ, (9)
where
αµ =
[
0 σµ
σµ 0
]
, (10)
which is precisely the same form as the isotropic Dirac
equation.
It is easy to show that this transformation preserves
the Maxwell equation of no monopoles, ∇′ ·B′ = 0, pro-
vided that
Bµ = C
√
m/mµB
′
µ, (11)
for µ = 1, 2, 3, where C can be any constant. Then it is
easy to show that this form preserves the required rela-
tion
B′ =∇′ ×A′, (12)
provided that
C = (mg/m)
3/2, (13)
5where mg = (m1m2m3)
1/3 is the geometric mean effec-
tive mass. We note that B′ is no longer parallel to B,
but these transformations are fully general for arbitrary
A and B, which can depend upon position in accordance
with Maxwell’s equations.
In the special case of B in a fixed direction, B′ can
be made parallel to B by a proper rotation [8, 17]. The
magnitude |B′| can also be made equal to |B| by an
isotropic scale transformation [8, 17], which preserves the
isotropy of the transformed Dirac equation, as described
in the Appendix, and as pictured in Fig. 4.
Improper Lorentz transformations such as reflections
are represented by rank-4 matrices b satisfying det(b) =
−1. As discussed in the Appendix, a general rotation R˜
with arbitrary effective mass anisotropy is found to be a
rank-4 matrix R˜ = e−ω·S˜ , the determinant of which is
+1, appropriate for a proper Lorentz transformation, as
is the determinant of a general boost with full effective
mass anisotropy B˜ = e−ζ˜·K˜ . Thus, based upon the gen-
eral theorem of the determinant |AB| = |A||B| = |BA|
of the product of two matrices of rank-n [39], so that the
order of rotation and reflection is irrelevant.
Similar to isotropic case, Eq. (4) is invariant un-
der charge conjugation, parity, and time-reversal (CPT)
transformations and we have showed it in Appendix.
Expansion about the non-relativistic Limit
In order to explore the low energy properties of
the anisotropic Dirac equation, we extended the Foldy-
Wouthuysen transformations [18, 38] to eliminate the odd
terms in the anisotropic operator O˜ = cα˜ ·Π obtained in
the power series in (mc2)−1 to the non-relativistic limit
of H˜ in Eq. (4). Since the initial release of these re-
sults expanded to order (mc2)−2 shocked many work-
ers [40], we decided to carry out the expansion to order
(mc2)−4, in order to strengthen our arguments. Setting
Γ˜ = [O˜, ǫ]+i~∂O˜∂t = i~cqα˜·E(r, t), ε = qΦ(r, t),E(r, t) =
−∇Φ(r, t)− ∂A(r,t)∂t , µB = q~/(2m) is the Bohr magne-
ton for holes and minus the Bohr magneton for electrons.
We note that the commutator [β, ε] ≡ βε − εβ = 0 and
the anticommutator {O˜, β} ≡ O˜β + βO˜ = 0. To order
(mc2)−4,
H˜3D = β
(
mc2 +
1
2mc2
O˜2 − 1
8m3c6
(
O˜4 + Γ˜2
)
+
i~
32m4c6
∂
∂t
Γ˜2
)
− 1
8m2c4
[O˜, Γ˜] (14)
+
1
384m4c8
(
[O˜, [O˜, [O˜, Γ˜]]] + 12[Γ˜, [Γ˜, ε]]
)
+ ε.
We note that the fourth order term containing [Γ˜, ε] van-
ishes, since Φ(r, t) commutes with each component of
E(r, t). Although β is a rank-4 matrix, it has only two di-
agonal elements, so that the Hamiltonian for an electron
or a hole in an anisotropic conduction band is obtained
respectively [18, 38] with β = 1,−1 and q = −|e|,+|e|.
We calculated H˜3D using the above procedure with the
effective masses, and by first making the Klemm-Clem
transformations in Eqs. (7), (8), and (11)-(13). We note
that O˜ = α˜ ·Π = α ·Π′, and that Γ˜ = i~cqα˜ ·E(r, t) =
i~cqα ·E′(r′, t), where
Eµ(r, t) =
√
mµ/mE
′
µ(r
′, t), (15)
where
xµ =
√
m/mµx′µ. (16)
We then may write
H ′3D = β
(
mc2 +
Π
′2
2m
− µBσ ·B′ + µ
2
B
2mc4
E′2
− 1
2mc2
(
Π
′2
2m
− µBσ ·B′
)2
− i~µ
2
B
8m2c6
∂
∂t
(E′)2
)
− µB
4mc2
(
~∇
′ ·E′ + (2E′ ×Π′ + i~∇′ ×E′) · σ
)
+
µBX
′
3D
192m3c4
+ qΦ(r′, t) +O(mc2)−5, (17)
where µB = q~/(2m) is the Bohr magneton for holes and
minus the Bohr magneton for electrons, and X ′3D is given
in the Appendix. The spin-dependent terms in H ′3D are
HZ
′
3D = −βµB
(
σ ·B′ − {Π
′2,σ ·B′}
4m2c2
)
+
µB
6∑
i=1
X ′3D,(i)
192m3c4
,
(18)
HSO
′
3D = −
βµB
4mc2
i~∇′ ×E′ · σ +
µB
∑9
i=7X
′
3D,(i)
192m3c4
,
(19)
HQSH
′
3D = −
βµB
2mc2
(E′ ×Π′) · σ +
µB
14∑
i=10
X ′3D,(i)
192m3c4
, (20)
HZ,QSH
′
3D =
µBX
′
3D,(15)
192m3c4
, (21)
where explicit forms for the X ′3D,(i) are given in the Ap-
pendix.
It is then elementary to perform the inverse of the
anisotropic scale transformations of E′,∇′,A′, Π′ and
M ′. Doing so leads to the result listed at the end of the
Appendix that was obtained without first making the
Klemm-Clem transformations in Eqs. (7), (8), (11)-(13),
(15), and (16).
We note that the Zeeman energy in a lower-
dimensional conduction band is highly anisotropic, with
6the g factor gµ for B||eˆµ given by
gµ = 2
m
√
mµ
m
3/2
g
(1− δg,µ),
δg,µ =
1
4mc2
∑
ν
1
mν
{
Π2ν , Bµ
}
Bµ
−
β
11∑
i=6
X ′3D,(i),µ
192m3c4B′µ
+O(mc2)−4, (22)
for both electrons and holes, where δg,µ contains terms
that operate upon the particle’s wave function, and the
X ′3D,(i),µ/B
′
µ must be transformed back to the labora-
tory frame, which can involve sums over the components
of E,B,∇, and Π. Since the two lowest order contribu-
tions to gµ in (mc
2)−1 are both proportional to β, but
the third order correction is not, we multiplied it by β
to compensate. Through second order, gµ has the same
sign for both electrons and holes, but in third order, they
have opposite signs.
However, many workers treated gµ as having the
isotropic value 2, and added that Zeeman energy by hand
for an anisotropic system. Foldy and Wouthuysen in-
cluded the EµΠν term to order (mc
2)−2, but omitted
the i~(∂Eµ/∂xν) term [18]. Subsequently, Bjorken and
Drell included both terms [38], but omitted the Aν part
of Πν in terms of second and third order in 1/(mc
2).
We emphasize that A and Φ are the important quan-
tum mechanical potentials, as B can vanish in regions
where A 6= 0, as noted in the text. The quantum spin
Hall Hamiltonian for an anisotropic metal is given by
Eq.(20). Note that H˜QSH explicitly contains Aν in Πν , a
term that has consistently been dropped in many papers
on the quantum spin Hall effect. [41]
DISCUSSION
Here we first describe the most important effects of
motion dimensionality. An electron or hole in an isotropic
3D conduction band with m1 = m2 = m3 = mg satisfies
the Schro¨dinger equation H ′3Dψ = i~(∂ψ/∂t), given Eq.
(17) with E′ →√m/mgE, Π′ →√m/mgΠ, and B′ →
(m/mg)B.
For an electron or hole in a 2D metal with m3 → ∞,
the anisotropic 2D Hamiltonian H ′2D with m1 6= m2 to
order (mc2)−4 is given in the Appendix. For the isotropic
2D case m1 = m2 = m||, it reduces to
H2D = β
(
mc2 +
Π
2
||
2m||
− µB||σ⊥B⊥ +
µ2B
2m||c4
E2||
− 1
2mc2
( Π2||
2m||
− µB||σ⊥B⊥
)2
− i~µ
2
B
8mm||c6
(
∂
∂t
E2||)
)
− µB
4m||c2
((
2E ×Π+ i~∇×E
)
⊥
σ⊥
+~(∇ ·E)||
)
+
µB||X2D
192m2m||c4
+ qΦ(r||, t) +O(mc
2)−5, (23)
whereµB|| = q~/(2m||) is the planar Bohr magneton, and
X2D is given in the Appendix. We note that the Zeeman,
spin-orbit, quantum spin Hall, and mixed terms may be
written as
HZ2D = −βµB||(σ⊥B⊥ −
{Π2||, σ⊥B⊥}
4mm||c2
) +
µB||
3∑
i=1
X2D,(i)
192m2m||c4
,
(24)
HSO2D = −
βµB||
4mc2
i~(∇×E)⊥σ⊥ +
~q
∑5
i=4X2D,(i)
384m2m2||c
4
,
(25)
HQSH2D = −
βµB||
2mc2
(E ×Π)⊥σ⊥ +
µB
8∑
i=6
X2D,(i)
192mm2||c
4
, (26)
HZ,QSH2D =
µB||X2D,(9)
192m2m||c4
, (27)
where the X2D,(i) are given in the Appendix.
The leading contribution to the 2D Zeeman interac-
tion, −βµB||σ⊥B′⊥, is equivalent for electrons and holes,
and vanishes for B parallel to the infinitesimally thin
2D metallic film. We note again that in twisted-bilayer
graphene and in monolayer NbSe2, Bc2,||(T ) is consistent
with g|| << 2 [16, 19]. This may also be the case in a
large number of other clean 2D superconductors, includ-
ing monolayer FeSe [35].
For an electron or hole in a one-dimensional conduction
band with m1 = mx, m2 = m3 →∞,
HNR1D = β
(
mc2 +
Π2x
2mx
− Π
4
x
8mm2xc
2
+
µ2B
2mxc4
E2x
i~µ2B
mmxc6
∂
∂t
E2x
)
− ~µB
4mxc2
∂Ex
∂x
+ qΦ(x, t)
− ~
3µB
192mm2xc
4
∂3Ex
∂x3
+O(mc2)−5. (28)
None of the spin-orbit, quantum spin Hall, or Zeeman in-
teractions exist in 1D, which we checked to order (mc2)−4
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FIG. 5. Upper critical induction of a 2D superconductor.
Sketches of the Tinkham Bc2,||(T ) with g = 0 (solid blue)[8,
42], an example of a weakly Pauli-limited Bc2,||(T ) (short-
dashed blue) with g = 2m/(m||m⊥)
1/2 < 2, an example of a
strongly Pauli-limited Bc2,⊥(T ) with g = 2m/m|| > 2 (solid
black), and the conventional Pauli limit BP with g = 2 (red
dashed).
using the orthorhombically-anisotropic form of the Foldy-
Wouthuysen transformations. Of course, in a quasi-one-
dimensional metal, gµ is given by Eq. (22).
In models [25–27], the Zeeman interaction was as-
sumed to be that of a free electron moving isotropically
in three spatial dimensions (3D). On a macroscopic scale,
the size of an atom is a ”zero-dimensional” (”0D”) point,
as sketched in Fig. 1(a). Microscopically, however, its
nucleus moves slowly inside a 3D electronic shell, and as
for the Dirac equation of a free electron, the 3D rela-
tivistic motion of each of its neutrons and protons leads
to it having an overall spin I and a nuclear Zeeman
energy that can be probed by a time t-dependent ex-
ternal B(t) in nuclear magnetic resonance (NMR) and
in Knight shift measurements when in a metal [28, 29].
The orbital electrons bound to that nucleus also move
in a nearly isotropic 3D environment, and have a much
larger Zeeman interaction with B(t), modified only by
the V (r) = −eΦ(r) of nearby atoms.
However, when an atomic electron is excited into a
crystalline conduction band, it leaves that atomic site
and moves with wave vector k across the crystal. Its
motion depends upon the crystal structure, and can be
highly anisotropic. In an isotropic, 3D metal, E(k) =
~
2k2/(2m) for free electrons. These states are filled at
T = 0 up to the Fermi energy EF and H
Z
3D = −µBσ ·B.
However, in Si and Ge [6], the lowest energy conduc-
tion bands can be expressed as E(k) = ~2
∑3
i=1(ki −
ki0)
2/(2mi) about some minimal point k0, and the mi
can differ significantly from m.
In a purely one-dimensional (1D) metal, the conduc-
tion electrons move rapidly along the chain of atomic
sites, as sketched in Fig. 1(b), usually with a tight-
binding 1D band E(k) as sketched in Fig. 1(c), and
HZ1D = 0. When an electron is in a quasi-1D super-
conductor such as tetramethyl-tetraselenafulvalene hex-
afluorophosphate, (TMTSF)2PF6 [15], E(k) is highly
anisotropic, the transport normal to the conducting
chains is by weak hopping, so the effective masses in those
directions greatly exceed m.
Similarly, in 2D metals, such as monolayer or gated
NbSe2, MoS2, WTe2 [19–22], and twisted bilayer
graphene [16], the effective mass normal to the conduct-
ing plane is effectively infinite. As sketched in Fig. 2, the
direction of B is very important. When H is normal to
that plane, as in Fig. 2(a), the spins of the conduction
electrons eventually align either parallel or anti-parallel
to B, giving rise to a Zeeman interaction that can differ
from that of a free electron only by the effective mass
m||. There are two energy dispersions E(k) for up and
down spin conduction electrons, as sketched in Fig. 2(b).
However, when B lies within the 2D conduction plane,
as sketched in Fig. 2(c), the Zeeman interactions vanish,
so their spin states are effectively random, and there is
only one conduction band, as sketched in Fig. 2(d).
In Fig. 5, sketches of the generic behavior expected
for the upper critical induction Bc2(T ) for B = µ0H
applied parallel and perpendicular to a 2D film. The
red dashed horizontal line is the effective Pauli limit-
ing induction BP , which is proportional to the effective
mass m|| within the conducting plane, and can there-
fore be either larger or smaller than the result (1.86
Tc T/K) for an isotropic superconductor. However,
Bc2,||(T ) generically follows the Tinkham thin film for-
mula Bc2,||(T ) = µ0
√
3Φ0/[πsξ||(T )] [8], where s is the
film thickness, Φ0 = h/(2e) is the superconducting flux
quantum and ξ||(T ) is the Ginzburg-Landau coherence
length parallel to the film. There is no Pauli limiting
for this B direction, consistent with many experiments
[8, 16, 19–22].
In an infinitessimally thin conducting layer, the Zee-
man Hamiltonian to O(mc2)−4 is Eq.(24).
The Knight shift is the relative change in the NMR
frequency for a nuclear species when it is in a metal (or
superconductor) from when it is in an insulator or vac-
uum. In both cases, the nuclear spin of an atom interacts
with that of one of its orbital electrons via the hyperfine
interaction. But when that atom is in a metal, the or-
bital electron can sometimes be excited into the conduc-
tion band, travelling throughout the crystal, and then
returning to the same nuclear site, producing the lead-
ing order contribution to the Knight shift [28, 29]. The
dimensionality of the motion of the electron in the con-
duction band is therefore crucial in interpreting Knight
shift measurements of anisotropic materials, as first no-
ticed in the anisotropic three-dimensional superconduc-
tor, YBa2Cu3O7−δ [9].
8In Knight shift K(T ) measurements with B applied
parallel to the layers of Sr2RuO4, H
Z
2D should be vanish-
ingly small, so one expects little change in K(T ) at and
below Tc, due to Eq. (3), as observed [11]. Similarly,
Eq. (6) implies that K(T ) on the quasi-one-dimensional
superconductor (TMTSF)2PF6 should be nearly con-
stant, as observed [15]. A recent K(T ) measurement on
Sr2RuO4 under uniaxial planar pressure did show a sub-
stantial K(T ) variation below Tc [13], in agreement with
scanning tunneling microscopy results of a nodeless su-
perconducting gap [12].
SUMMARY
The Dirac equation is extended to treat a relativistic
charge with charge q in an orthorhombically anisotropic
conduction band. The norm for this model with met-
ric g˜ is invariant under the most general proper Lorentz
transformation A˜, the matrix representation of which ex-
hibits O(3,1) group symmetry, and this anisotropic Dirac
equation is demonstrated to be covariant, precisely as for
the isotropic Dirac equation. This model applies to large
classes of anisotropic semiconductors, metals, and super-
conductors. Although overlooked by many workers, the
A in Π plays an important role in the quantum spin
Hall Hamiltonian, which is distinctly different from that
of spin-orbital coupling in a topological insulator, and a
proposed experiment to test this result will be published
elsewhere.
This model has profound consequences for Pauli limit-
ing effects upon Bc2 for B parallel to the low mass direc-
tion(s) of clean, highly anisotropic superconductors, and
the temperature dependence of Knight shift measure-
ments. We encourage measurements at higher fields and
lower T values to confirm our prediction that Bc2,||(0)
could greatly exceed the standard Pauli limit in clean
monolayer and bilayer superconductors, such as gated
and pure transition metal dichalcogenides [19, 20]. In
monolayer NbSe2, the g factor for B parallel to the lay-
ers appears to be less than 0.3 [19]. For bilayer and tri-
layer NbSe2, the analogous g-factor is about 0.5-0.7, [19]
and the actual Pauli limit for twisted bilayer graphene is
predicted to already be greatly exceeded by the data, so
that g for B parallel to the twisted bilayers is most likely
on the order of 0.1 or less, since the data are consistent
with the top curve in Fig. 5[16].
Recently, it has come to our attention of preprints
studying three-layer stanene and four-layer PbTe2 [43,
44]. The resistive transitions are broad, especially for
B parallel to the films, but the data are consistent with
a reduced g-factor for that field direction, without hav-
ing to invoke other mechanisms. Although the authors
interpreted their data as providing evidence for Type-II
Ising superconductivity, their data also support our the-
ory that ultra-thin superconducting layers have a greatly
reduced g-factor for that field direction. Phenomenolog-
ically, the temperature dependence of Bc2,||(T ) in mono-
layer superconductors should behave as in the Tinkham
thin film model [8, 42], but a microscopic theory that
does not involve spin-orbit scattering or Ising pairing of
Bc2,||(T ) in a clean two-dimensional superconductor is
sorely needed [16, 19–22, 25, 43, 44].
In addition, the quantum spin Hall Hamiltonian is
given for this model by the first of the three parts in
the last term in Eq. (28), plus corrections of O(mc2)−4
given in the Appendix. In a 2D metal, it is Eq.(26).
We emphasize that in many papers on the quantum spin
Hall effect, theA term was omitted, and therefore the full
ramifications of the quantum spin Hall effect have not yet
been observed [41]. We further note that the coefficient
µB/(2m||c2) is not a free parameter, as µB = q~/(2m)
is the Bohr magneton for a hole and minus the Bohr
magneton for an electron, and m|| is the particle’s pla-
nar effective mass that is measurable for any 2D metal
by cyclotron resonance with B normal to the conducting
plane.
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APPENDIX
Transformations for a constant B
The transformations in Eqs. (7, 8, 11-13, 15,
16) apply for a general spatial dependence of A
and B. But for B in a constant direction, B =
B(sin θ cosφ, sin θ sinφ, cos θ), one can make a further
isotropic scale transformation that preserves the scaled
Dirac equation. We set
∂
∂xµ′
= ζ
∂
∂xµ′′
,
Aµ
′
= ζAµ
′′
,
Bµ
′
= ζ2Bµ
′′
,
and force |B′′| = B, as sketched in Fig. 4. This results
in ζ−2 ≡ α(θ, φ), where
α =
m
mg
√
m1
mg
sin2 θ cos2 φ+
m2
mg
sin2 θ sin2 φ+
m3
mg
cos2 θ,
which differs by m/mg from the scale factor obtained
from the Klemm-Clem transformations [8, 17], since it
preserves the spatial isotropy of the transformed Dirac
equation.
Proof of covariance for anisotropic Dirac equation
To demonstrate the Lorentz invariance of this
anisotropic Dirac equation, we employ its contravariant
form, multiplied by β/c on the left of Eq. (4),
γ˜0 = β =
[
1 0
0 −1
]
, γ˜µ = βα˜µ =
[
0 σ˜µ
−σ˜µ 0
]
,(29)
for µ = 1, 2, 3. We note that γ˜0 is Hermitian, so that
(γ˜0)2 = 1 ≡ g˜00. The γ˜µ for µ = 1, 2, 3 satisfy the
anticommutation relations
{γ˜µ, γ˜ν} ≡ 2g˜µνδµν = −2δ
µνm
mµ
. (30)
These features lead to the metric g˜ given by
g˜ =


1 0 0 0
0 −m/m1 0 0
0 0 −m/m2 0
0 0 0 −m/m3

 . (31)
We then may use the Feynman slash notation [38],
/˜∇ = γ˜µ ∂
∂xµ
=
γ˜0
c
∂
∂t
+ γ˜ ·∇,
/˜A = γ˜µAµ = γ˜
0A0 − γ˜ ·A, (32)
to write the anisotropic Dirac equation in covariant form,
(i~ /˜∇− q /˜A−mc)ψ = 0. (33)
We then employ the Klemm-Clem transformations in
the form appropriate for the Dirac equation, as described
in detail in the text. Hence, the fully general transformed
covariant form of the anisotropic Dirac equation for gen-
eral is
(i~ /∇′ − q /A′ −mc)ψ = 0, (34)
where
/∇′ = γµ ∂
∂xµ′
=
γ0
c
∂
∂t
+ γ ·∇′,
/A
′
= γµA′µ = γ
0A0 − γ ·A′, (35)
γ0 = β =
[
1 0
0 −1
]
, γµ = βαµ =
[
0 σµ
−σµ 0
]
,(36)
and the transformed metric is identical to that of an
isotropic system, with g00 = 1 and gµν = −δµν for
µ = 1, 2, 3. Thus, Eq. (9) has exactly the same form
as does the isotropic covariant form of the Dirac equa-
tion, except for the transformed spatial variables. Hence,
the proof of covariance of the anisotropic Dirac equation
under general proper rotations and boosts and under im-
proper reflections, charge conjugation, and time reversal
transformations, all follow by inspection from the proofs
of the covariance of the isotropic Dirac equation [38, 45].
General proper Lorentz transformations
For a general proper Lorentz transformation in a rel-
ativistic orthorhombic system, x′ = a˜x, where x′ and
x are column (Nambu) four-vectors and a˜ is the appro-
priate proper anisotropic Lorentz transformation, which
is to be found based upon symmetry arguments. We
require the norm with g˜ to be invariant under all pos-
sible Lorentz transformations [45] (x, g˜x) = (x′, g˜x′), or
xT g˜x = (x′)T g˜x′, where xT is the transpose (row) form
of the four-vector x and g˜ is given by Eq. (31). We
then have xT g˜x = (x′)T g˜x′ = xT a˜T g˜a˜x, which implies
g˜ = a˜T g˜a˜. As for the isotropic case, we assume a˜ = eL˜,
so that a˜T = eL˜
T
, and a˜−1 = e−L˜. Then from g˜ = a˜T g˜a˜,
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we have g˜a˜−1 = a˜T g˜ and hence that a˜−1 = g˜−1a˜T g˜. We
then may rewrite this as
e−L˜ = g˜−1eL˜
T
g˜ = eg˜
−1L˜T g˜. (37)
Taking the logarithm of both sides, we obtain −L˜ =
g˜−1L˜T g˜, or that −g˜L˜ = L˜T g˜ = (g˜L˜)T , which requires
g˜L˜ to be antisymmetric. We then write [45]
L˜ =


0 −ζ1√
m˜1
−ζ2√
m˜2
−ζ3√
m˜3
−ζ1
√
m˜1 0
ω3
√
m1√
m2
−ω2√m1√
m3
−ζ2
√
m˜2
−ω3√m2√
m1
0
ω1
√
m2√
m3
−ζ3
√
m˜3
ω2
√
m3√
m1
−ω1√m3√
m2
0


,
(38)
for which g˜L˜ is easily shown to be antisymmetric.
We then write
L˜ = −ω · S˜ − ζ · K˜, (39)
where
K˜1 =


0 m˜
−1/2
1 0 0
m˜
1/2
1 0 0 0
0 0 0 0
0 0 0 0

 , (40)
K˜2 =


0 0 m˜
−1/2
2 0
0 0 0 0
m˜
1/2
2 0 0 0
0 0 0 0

 , (41)
K˜3 =


0 0 0 m˜
−1/2
3
0 0 0 0
0 0 0 0
m˜
1/2
3 0 0 0

 , (42)
S˜1 =


0 0 0 0
0 0 0 0
0 0 0 −
√
m2
m3
0 0
√
m3
m2
0

 , (43)
S˜2 =


0 0 0 0
0 0 0
√
m1
m3
0 0 0 0
0 −
√
m3
m1
0 0

 , (44)
S˜3 =


0 0 0 0
0 0 −
√
m1
m2
0
0
√
m2
m1
0 0
0 0 0 0

 . (45)
It is easy to show that
[
S˜i, S˜j
]
= ǫijkS˜k,
[
K˜i, K˜j
]
=
−ǫijkS˜k, and
[
S˜i, K˜j
]
= ǫijkK˜k, so the anisotropic
Lorentz transformation matrix L˜ has SL(2,C) or O(3,1)
group symmetry, precisely as for the isotropic case [45].
We now show some examples. We first define ω =√
ω21 + ω
2
2 + ω
2
3 and then write
Ai = cosω +
ω2i
ω2
(1 − cosω), (46)
B±ijk =
(mi
mj
)1/2[ωiωj
ω2
(1− cosω)± ωk
ω
sinω
]
. (47)
Then, for a general rotation,
e−ω·S˜ =


1 0 0 0
0 A1 B
+
123 B
−
132
0 B−213 A2 B
+
231
0 B+312 B
−
321 A3

 , (48)
the determinant of which is 1, as required.
For the general boost case, we first set ζ = βˆ tanh−1 β,
where β = v/c, v is the electron’s velocity, and define
ζ =
√
ζ21 + ζ
2
2 + ζ
2
3 , cosh ζ = γ =
1√
1−β2
, sinh ζ = γβ,
and β =
√
β
2
1 + β
2
2 + β
2
3, as for the isotropic case [45].
Then we define
C±i = −γβim˜±1/2i , (49)
Di = 1 +
(γ − 1)β2i
β
2 , (50)
Eij = (γ − 1)
βiβj
β
2
(mi
mj
)1/2
. (51)
Then for the general boost case, we have [45]
e−ζ·K˜ =


γ C−1 C
−
2 C
−
3
C+1 D1 E12 E13
C+2 E21 D2 E23
C+3 E31 E32 D3

 , (52)
the determinant of which is also 1, as required.
Hence Eq. (4) is invariant under the most general
proper Lorentz transformation. As argued in the follow-
ing, it is also invariant under all of the relevant improper
Lorentz transformations: reflections or parity, charge
conjugation, and time reversal [38].
Covariance under reflections by an arbitrary plane
A general reflection about a plane normal to the z axis
may be written as a rank-4 matrix as
R =


1 0 0 0
0 cosα − sinα 0
0 sinα cosα 0
0 0 0 −1

 , (53)
the determinant of which is |R| = −1 [46]. It is el-
ementary to change this to a general reflection about
12
either the x or the y axis. Then, we may combine a
general rotation given by the matrix e−ω·S˜ with such a
reflection as that described by R, either as Re−ω·S˜ or
as e−ω·S˜R. Although these two matrices do not in gen-
eral commute, their combined determinant |Re−ω·S˜ | =
|e−ω·S˜R| = |R||e−ω·S˜| = −1 [39]. Similarly, the theorem
also implies that the determinant of a combined boost
and reflection |Re−ζ·K˜ | = |e−ζ·K˜R| = −1. Hence, this is
precisely the same as for the isotropic Dirac equation in
3D.
Covariance under CPT transformations
As for the isotropic case, reflections require x′ = −x
and t′ = t, so that b is a diagonal rank-4 matrix with
b00 = 1 and bµµ = −1 for µ = 1, 2, 3, which is identical
to g˜ in the isotropic limit [38]. Reflections can then be
represented by a unitary matrix P satisfying
P−1γ˜µP = bµµγ˜µ, (54)
which is satisfied for
P = eiφγ˜0, (55)
where the phase factor φ = nπ/2 for integer n, so
that four reflections leaves ψ invariant, as for a rota-
tion through 4π about the quantization axis of a spin
1/2 spinor. We also have that PΦ(x, t) = Φ′(x′, t) =
Φ(x, t) is even under parity, and PA(x, t) = A′(x′.t) =
−A(x, t) is odd under parity.
As for charge conjugation, the hole wave function ψc
in an anisotropic conduction band satisfies
(i~ /˜∇− e /˜A−mc)ψc = 0. (56)
This is accomplished by taking the complex conjugate:
ψc = Cψ
T
, (57)
where C = iγ2γ0. As for the isotropic Dirac equation,
charge conjugation is also given by C = iγ2γ0, so that
C−1γ˜µC = −γ˜µT . (58)
Under time reversal, we have the properties that if t′ =
−t, ψ′(t′) = Tψ∗(t) where
T = iγ1γ3. (59)
Hence, Eq. (4) is invariant under charge conjugation,
parity, and time-reversal (CPT) transformations.
Foldy-Wouthuysen transformations to fourth order
For an orthorhombically-anisotropic conduction band,
the Dirac Hamiltonian H˜ is written in Eq. (4) of the
text, and the Schro¨dinger equation is H˜ψ = i~∂ψ∂t . As
shown previously [18, 38], the correct expansion about
the non-relativistic limit removes terms linear in O˜ by
the transformation
ψ′ = eiS˜ψ, (60)
leading to the transformed Schro¨dinger equation
H˜ ′ψ′ = i~
∂ψ′
∂t
, (61)
where
H˜ ′ = eiS˜H˜e−iS˜ − i~eiS˜
( ∂
∂t
e−iS˜
)
. (62)
To order (mc2)−4, we require
H˜ ′ = H˜ + i[S˜, H˜] +
i2
2!
[
S˜, [S˜, H˜]
]
+
i3
3!
[
S˜, [S˜, [S˜, H˜]]
]
+
i4
4!
[
S˜,
[
S˜, [S˜, [S˜, H˜ ]]
]]
+
i5
5!
[
S˜,
[
S˜,
[
S˜, [S˜, [S˜, H˜]]
]]]
+
i6
6!
[
S˜,
[
S˜,
[
S˜,
[
S˜, [S˜, [S˜, H˜]]
]]]]− ~∂S˜
∂t
− i~
2!
[S˜,
∂S˜
∂t
]
− i
2
~
3!
[
S˜, [S˜,
∂S˜
∂t
]
]− i3~
4!
[
S˜, [S˜, [S˜,
∂S˜
∂t
]]
]
− i
4
~
5!
[
S˜,
[
S˜, [S˜, [S˜,
∂S˜
∂t
]]
]]
,
where S˜ = − iβO˜2mc2 .
Terms to fourth order in 1/(mc2)
The anisotropic 3D Hamiltonian to order (mc2)−4 in
untransformed space is
H˜NR3D = β
(
mc2 +
3∑
µ=1
( Π2µ
2mµ
− µBm
√
mµσµBµ
(mg)3/2
)
− 1
2mc2
( 3∑
µ=1
Π2µ
2mµ
− µBm
√
mµσµBµ
(mg)3/2
)2
+
µ2B
2c4
3∑
µ=1
E2µ
mµ
− i~
3q2
32m4c6
3∑
µ=1
m
mµ
∂
∂t
E2µ
)
−µB
4c2
3∑
µ=1
~
mµ
∂Eµ
∂xµ
+ qΦ(r, t)
− µB
4c2(mg)3/2
3∑
µ,ν,λ=1
(
(2EµΠν − i~∂Eµ
∂xν
)
×ǫµνλ√mλσλ
)
+
Z˜3D
384m4c8
+O(mc2)−5,(63)
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where Z˜3D = [O˜, [O˜, [O˜, Γ˜]]] is given by
Z˜3D = i~c
4q
∑
µν
m2
mµmν
[Πν ,Mνµ]
−~c
4qm2
m
3/2
g
∑
µνλδ
σδ
(
m
1/2
δ ǫλνδ
mµ
{Πλ,Mνµ}
+
ǫµνλ
m
1/2
δ
[
Πδ, [Πλ, {Πµ, Eν}]
])
, (64)
Mνµ =
[
Πν , [Πµ, Eµ]
]
−
{
Πµ, {Πν , Eµ} − {Πµ, Eν}
}
=
{
Πµ, {Πµ, Eν}
}
− 2
(
ΠµEµΠν +ΠνEµΠµ
)
,
(65)
where we made use of the fact that [Eµ, [Πµ,Πν ]] =
0, since for µ = ν, [Πµ,Πµ] = 0, and for µ 6= ν,
[Eµ, [Πµ,Πν ]] = i
∑
γ ~qǫµνγ [Eµ, Bγ ] = 0.
In order to obtain a useful expression for Z˜3D, it is
helpful to first perform the Klemm-Clem transforma-
tions in Eqs. (7),(8), (11-13), (15), and (16) on H˜3D
to O(mc2)−4. We obtain
H ′3D = β
(
mc2 +
Π
′2
2m
− µBσ ·B′ + µ
2
B
2mc4
E′2
− 1
2mc2
(
Π
′2
2m
− µBσ ·B′
)2
− i~µ
2
B
8m2c6
∂
∂t
(E′)2
)
− µB
4mc2
(
~∇
′ ·E′ + (2E′ ×Π′ + i~∇′ ×E′) · σ
)
+
µB
192m3c4
3∑
i=1
X ′3D,i + qΦ(r
′, t) +O(mc2)−5,
where
X ′3D,1 = −(Π′ ×M ′ −M ′ ×Π′) · σ, (66)
X ′3D,2 = −
[
σ ·Π′, (Π′ ×Π′) ·E′
−2(Π′ ×E′) ·Π′ + (E′ ×Π′) ·Π′
]
,
X ′3D,3 = i(Π
′ ·M ′ −M ′ ·Π′), (67)
where M ′ =M ′1 +M
′
2, and
M ′1 = −2(Π′ ·E′)Π′ − 2Π′(E′ ·Π′),
M ′2 = 2Π
′2E′ + 2E′Π′2 + ~2∇′2E′. (68)
After some algebra, the fourth order terms X ′i are then
found to be X ′3D =
∑
i
X ′3D,i and
X ′3D,(1) = −8i~q[(E′ ·B′)(σ ·Π′)− (σ ·B′)(E′ ·Π′)],
X ′3D,(2) = −2~2q[(E′ ·∇′)(σ ·B′)],
X ′3D,(3) = 4~
2q[E′ × (∇′ ×B′)] · σ,
X ′3D,(4) = −4~2q
(
B′ · [(σ ·∇′)E′] + (B′ ·∇′)(E′ · σ)
)
,
X ′3D,(5) = +8~
2q(σ ·B′)(∇′ ·E′),
X ′3D,(6) = −4~2q(σ ·∇′)(B′ ·E′),
X ′3D,(7) = 4i~[(∇
′ ×E′) · σ]Π′2,
X ′3D,(8) = +4~
2
(
∇
′[(∇′ ×E′) · σ]
)
·Π′,
X ′3D,(9) = −2~2q(σ ×B′) · (∇′ ×E′),
X ′3D,(10) = 8[(E
′ ×Π′) · σ]Π′2,
X ′3D,(11) = −2~2[(∇′2E′)×Π′] · σ,
X ′3D,(12) = −i~3[∇′2(∇′ ×E′)] · σ,
X ′3D,(13) = −2~2[∇′(∇′ ·E′)×Π′] · σ,
X ′3D,(14) = −2~2
[
(σ ·∇′)(∇′ ×E′)
]
·Π′,
X ′3D,(15) = −8i~
∑
µ
σ ·
(∂E′
∂x′µ
×Π′
)
Π
′
µ,
(69)
and since X ′3D,3 does not depend upon the spin, it does
not contribute to the Zeeman, spin-orbit, and the quan-
tum spin Hall interactions.
For an electron or hole in a 2D metal with m1 = m2 =
m|| and m3 → ∞, the planar-isotropic 2D Hamiltonian
to order (mc2)−4 in untransformed space is
H2D = β
(
mc2 +
Π
′2
||
2m
− µBσ⊥B′⊥ +
µ2B
2mc4
E
′2
||
− 1
2mc2
(Π′2||
2m
− µBσ⊥B′⊥
)2
− i~µ
2
B
8m2c6
∂
∂t
(
E
′2
||
))
− µB
4mc2
(
~∇
′
|| ·E′|| +
(
2E′ ×Π′ + i~∇′ ×E′
)
⊥
σ⊥
)
+
µBX
′
2D
192m3c4
+ qΦ(r||, t) +O(mc2)−5,
(70)
whereM is the unprimed version ofM ′ in Eq. (68), the
subscripts || and ⊥ respectively denote the components
parallel and perpendicular to the film, µB|| = q~/(2m||)
is the 2D effective Bohr magneton for a hole (or minus
that for an electron), and
X ′2D = −(Π′ ×M ′ −M ′ ×Π′)⊥σ⊥ + i(Π′ ·M ′ −M ′ ·Π′)||
=
9∑
i=1
X ′2D,(i). (71)
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For m1 = m2 = m||, X2D =
∑9
i=1X2D,(i) where
X2D,(1) = 8i~qσ⊥B⊥(E ·Π)‖,
X2D,(2) = 4~
2q(E ·∇)‖(σ⊥B⊥),
X2D,(3) = 4~
2q(σ⊥B⊥)(∇ ·E)‖,
X2D,(4) = 4i~(∇×E)⊥σ⊥Π‖2,
X2D,(5) = 4~
2σ⊥
(
∇‖[(∇ ×E)]⊥
)
·Π‖,
X2D,(6) = 8(E ×Π)⊥σ⊥Π‖2,
X2D,(7) = −2~2[(∇2E)×Π]⊥σ⊥,
X2D,(8) = −i~3[∇2‖(∇×E)⊥]σ⊥,
X2D,(9) = −8i~σ⊥
2∑
µ=1
( ∂E
∂xµ
×Π
)
⊥
Πµ, (72)
and the remaining terms arising from i(Π ·M −M ·Π)
do not depend upon the spin.
