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1 Einleitung
1.1 Motivation
Abbildung 1.1: Prognostizierter Anteil der Primärenergieträger am welt-
weiten Energieverbrauch [138].
Es ist davon auszugehen, dass fossile Brennstoﬀe in den nächsten Jahren
weiterhin den größten Anteil der Energieträger darstellen. So geht das
U.S. Energieministerium davon aus, dass der weltweite Verbrauch fos-
siler Energieträger bis zum Jahr 2035 ähnlich steigt wie der Verbrauch
der regenerativen Energien, siehe Abbildung 1.1. Zu einer vergleichba-
ren Vorhersage kommt BP [18]. Auch die mögliche Entwicklung hin zu
regenerativen Energiequellen würde vorerst nichts an der Wichtigkeit
fossiler Energieträger ändern. Mittelfristig wird es vielmehr entschei-
dend sein beide Energiequellen sinnvoll miteinander zu kombinieren.
So spielen Gaskraftwerke in Zukunftskonzepten der Elektrizitätsversor-
gung eine große Rolle. Gaskraftwerke bieten durch ihre Flexibilität und
kurzen Anlaufzeiten die ideale Ergänzung für regenerative Energiequel-
len, um Nachfragespitzen und/oder Produktionsschwankungen auszu-
gleichen. Oft werden sie daher auch als Brückentechnologie bezeichnet.
1
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Abbildung 1.2: Stromgestehungskosten nach Energieträger in den USA für
Juni 2012 [49].
Weiterhin muss berücksichtigt werden, dass fossile Energieträger länger
verfügbar sein könnten als bisher angenommen und das bei geringe-
ren Gestehungskosten als regenerative Energieträger. Ursächlich könn-
ten v.a. neue Bohrtechniken zur Gewinnung von Erdgas wie horizontale
Bohrungen und Hydrofracking sein, die durchaus eine Gefahr für die
regenerativen Energien darstellen [120]. Deutlich wird dies anhand der
Stromgestehungskosten der USA im Juni 2012 nach einer Erhebung des
US-amerikanischen Energieministeriums (Energy Information Adminis-
tration - EIA). Abbildung 1.2 veranschaulicht als Ergebnis dieser Erhe-
bung die Gestehungskosten aufgeschlüsselt nach Energieträgern. Es ist
zu erkennen, dass Erdgas momentan der günstigste Energieträger ist,
zum Teil aufgrund der erwähnten neuen Abbautechnologien.
Als Konsequenz gilt es auch weiterhin Forschung und Entwicklung im
Bereich der Verbrennungskraftmaschinen wie Gasturbinen voranzutrei-
ben, um Eﬃzienz und Schadstoﬀemissionen fossiler Energieträger zu
verbessern. Folglich ist ein Ziel fast aller neuen Entwicklungen im Be-
reich der Verbrennungskraftmaschinen die Reduktion des Schadstoﬀaus-
stoßes. Dabei wird bei kontinuierlichen Brennverfahren z.B. in der Ga-
sturbine oftmals auf eine magere, vorgemischte und damit homogenisier-
te Verbrennungsführung zurückgegriﬀen, die insbesondere eine Reduk-
tion der thermischen Stickoxide (NOx) ermöglicht [24,34]. Da die mage-
re vorgemischte Verbrennung jedoch ein wesentlich dynamischeres Ver-
2
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halten als stöchiometrische diﬀusionskontrollierte Brennverfahren auf-
weist, treten hier verstärkt sog. thermoakustische Verbrennungsinstabi-
litäten auf [35]. In Kombination mit diesem Brennverfahren sind beson-
ders Brennkammern von Gasturbinen, Boilern, Haushaltsbrennern und
zukünftige Flugzeugtriebwerke anfällig für thermoakustische Instabilitä-
ten [35,37]. Diese Instabilitäten entstehen aus einer Wechselwirkung von
Wärmefreisetzung und Akustik. Dabei beeinﬂussen akustische Druck-
ﬂuktuationen die Wärmefreisetzung der Verbrennung, was wiederum
durch schwankende Gasexpansion zu Druckﬂuktuationen führt. Diese
Druckﬂuktuationen werden an Bauteilgrenzen reﬂektiert und beeinﬂus-
sen schlussendlich wieder die Verbrennung. Damit ist eine Rückkopp-
lung etabliert, deren mögliches Aufschaukeln eine Instabilität darstellt.
Im Volksmund spricht man bei einer sich verstärkenden Rückkopplung
auch von einem sog. „Teufelskreis“. In der Folge führt dies zu einer ther-
moakustischen Instabilität, die in einer Dauerschwingung u.a. im Druck
endet. Die damit verbundenen starken Oszillationen sollten in techni-
schen Geräten unbedingt vermieden werden, da ansonsten folgende ne-
gative Eﬀekte für die Maschine zu erwarten sind [21,24,35,70,100]:
• Strukturelle Vibrationen mit hoher Amplitude führen zu erhöhtem
Verschleiß und ggf. Bauteilversagen
• Erhöhter Wärmeübergang an den Systemgrenzen durch Strömungs-
ﬂuktuationen führt zu höherer Bauteilbelastung
• Erhöhte Gefahr für einen Flammenrückschlag
• Erhöhte Gefahr für ein Abheben der Flamme
• Erhöhte Emissionen
Bei aktuellen Gasturbinen besteht weniger die Gefahr eines strukturel-
len Schadens aufgrund von thermoakustischen Instabilitäten, da diese
weitestgehend durch eine angepasste Auslegung vermieden werden kön-
nen [104]. Problematisch bleiben Instabilitäten dennoch, da optimale
Betriebspunkte bzgl. Wirkungsgrad und/oder Emissionen aufgrund von
Instabilitäten teilweise nicht angefahren werden können. Im Zuge einer
erhöhten Einspeisung von Elektrizität aus regenerativen Energiequel-
len in die Versorgungsnetze steigt der Bedarf für ﬂexible Kraftwerk-
parks, besonders an Gaskraftwerken für Mittel- und Spitzenlast, stetig,
3
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da regenerative Energiequellen systemimmanent starken Schwankun-
gen unterworfen sind. Dieser benötigten Flexibilität sind instabile Be-
triebsbereiche abträglich, da diese bei einem Arbeitspunktwechsel um-
fahren werden müssen und der angestrebte optimale Betriebspunkt u.U.
in einen suboptimalen, aber stabilen Arbeitspunkt verschoben werden
muss.
1.2 Zielsetzung
Im Rahmen dieser Arbeit wird aus den genannten Gründen die aktive
Stabilisierung mittels einer Regelung der thermoakustischen Instabili-
tät untersucht, die aufgrund ihrer Flexibilität Vorteile gegenüber pas-
siven Verfahren verspricht. Dabei folgt der Einsatz einer aktiven Re-
gelung dem Trend, die Funktionen technischer Systeme verstärkt in
(Steuerungs-)Software zu realisieren. Ursächlich ist hierfür neben der
höheren Flexibilität die stetig steigende Rechenleistung kostengünstiger
Mikroprozessoren, was zu geringeren Kosten der Softwarelösung führt.
Auch die steigende Verbreitung der Modellprädiktiven Regelung (MPR)
in verschiedensten Anwendungsfeldern kann als Folge der steigenden
Rechenleistung bei vergleichsweise günstigen Anschaﬀungskosten gese-
hen werden. Die MPR beruht auf einer Optimierung des Stelleingriﬀs
zur Laufzeit und ist damit auf eine ausreichende Rechenleistung ange-
wiesen. Ist der Einsatz der MPR aber technisch möglich, bietet diese
einige vorteilhafte und einzigartige Eigenschaften für die Regelung ther-
moakustischer Systeme. Dazu zählen die Möglichkeiten zur
• Berücksichtigung sowohl von Emissionen als auch des Wirkungs-
grads mittels Gütefunktionals zur Bewertung der Eﬃzienz
• Mehrgrößenregelung
– Auswahl der Aktuatorik entsprechend eines deﬁnierten Gü-
tefunktionals
• Berücksichtigung von Nichtlinearitäten um einen weiten Betriebs-
bereich stabilisieren zu können
• Berücksichtigung von Beschränkungen
4
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– Berücksichtigung von Beschränkungen in Zustandsgrößen um
ein Abheben oder einen Rückschlag der Flamme zu vermei-
den
– Berücksichtigung von Beschränkungen der Aktuatorik
– Rekonﬁguration bei Aktuatorausfall durch Anpassung der
Beschränkungen
• garantierten robusten Stabilität auch bei Beschränkungen von
Stell- und Zustandsgrößen über einen weiten Arbeitsbereich
• Berücksichtigung von signiﬁkanten Totzeiten z.B. in der Brenn-
stoﬀaktuierung
Von diesen Eigenschaften steht für die Regelung von thermoakustischen
Instabilitäten besonders die Stabilisierung über einen weiten Arbeitsbe-
reich im Vordergrund. Da die Stabilität das dominante Regelziel ist und
auch möglichst unter allen Eventualitäten erreicht werden muss, bieten
sich Verfahren der robusten Regelung an. Der Entwurf einer robusten
Regelung versucht abschätzbare Unsicherheiten zu berücksichtigen, um
möglichst nicht sensitiv gegenüber diesen zu sein.
Aufgrund der genannten Vorteile der MPR und der notwendigen Ro-
bustheit der Regelung ist das Ziel dieser Arbeit, die robuste MPR
(RMPR) für die Verbrennungsregelung zu untersuchen und zu bewer-
ten.
1.3 Gliederung der Arbeit
In Kapitel 2 werden zunächst die physikalischen Grundlagen der Akus-
tik und Verbrennung vorgestellt, die später zur Modellierung notwen-
dig sind. In Kapitel 3 werden die systemtheoretischen Grundlagen zur
Stabilitätsbetrachtung sowie deren Anwendung auf die Thermoakus-
tik untersucht. Die physikalischen Modellvorstellungen werden anschlie-
ßend in Kapitel 4 zur quantitativen Modellierung des Experiments der
Rijke-Röhre verwendet. In Kapitel 5 wird die Herleitung der RMPR
vorgestellt, die im Folgenden zur Regelung eingesetzt wird. In Kapi-
tel 6 wird ein aus dem physikalischen Modell abgeleitetes reduziertes
5
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Modell mit der RMPR kombiniert und zur Regelung der Rijke-Röhre
in der Simulation und im Experiment verwendet. Abschließend werden
die Ergebnisse in Kapitel 7 zusammengefasst, bewertet und mögliche
Anknüpfungspunkte für zukünftige Forschungsarbeiten dargestellt.
6
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2 Thermoakustische
Verbrennungsinstabilitäten
Moderne Gasturbinen müssen immer strengere Auﬂagen für Emissionen
von z.B. Stickoxiden (NOx) und Kohlenmonoxid (CO) erfüllen. Ein sehr
wirkungsvolles Brennverfahren zur Reduktion von NOx-Emissionen ist
die magere vorgemischte (lean premixed=LP) Verbrennung.
Bei der mageren vorgemischten Verbrennung werden Brennstoﬀ und
Oxidator vor dem Eintritt in die Reaktionszone vermischt, um eine mög-
lichst homogene Gemischzusammensetzung in der Reaktionszone zu er-
zielen. Diese sog. Homogenisierung ist in der Realität nicht vollständig
erreichbar, da Brennstoﬀ und Oxidator aus Sicherheitsgründen mög-
lichst nah an der Reaktionszone und damit in sehr kurzer Zeit vermischt
werden. Deshalb wird in diesem Zusammenhang auch oft von einer ho-
mogenisierten Verbrennung gesprochen. Das bei einer Verbrennung ge-
bildete NOx setzt sich dabei aus Brennstoﬀ-, promptem und thermi-
schem NOx zusammen. Bei erdgasbetriebenen Gasturbinen macht das
thermische NOx den bei weitem größten Anteil an den NOx Emissi-
on aus, dessen Bildung nach dem Zeldovich-Mechanismus sehr sensitiv
gegenüber der vorherrschenden Verbrennungstemperatur ist [105, 143].
LP-Brennverfahren reduzieren zum einen durch (Teil-)Homogenisierung
die Temperaturspitzen aufgrund von Mischungsinhomogenitäten und
zum zweiten senkt das magere Mischungsverhältnis die mittlere Ver-
brennungstemperatur. In Summe führen diese beiden Eﬀekte zu stark
reduzierten Emissionen von NOx [24, 116]. In der Folge emittieren ak-
tuelle Gasturbinen im LP-Betrieb weniger als 10− 25 ppm bezogen auf
15 % O2 [63, 117]. Diese Entwicklung hin zu niedrigeren Emission spie-
gelt sich in den gesetzlich vorgeschriebenen Obergrenzen für NOx von
25 ppm in Europa und 9 ppm in Kalifornien wider.
Neben den genannten Vorteilen sind aber auch schwerwiegende Nach-
teile zu benennen. So neigt die LP-Verbrennung zu Verbrennungsin-
stabilitäten. Unter Verbrennungsinstabilitäten versteht man eine insta-
bile Rückkopplung, deren physikalischer Wirkpfad den Brennprozess
7
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2 Thermoakustische Verbrennungsinstabilitäten
Aktives Regelungssystem
Thermoakustisches System
Aktuator 1
Aktuator 2
Regler
Sensor 1
Sensor 2
Fluktuationen
Wärme-
freisetzung
Fluss- und
Mischungs-
fluktuationen
Akustische
Fluktuationen
Abbildung 2.1: Thermoakustische Rückkopplung in einer äußeren techni-
schen Rückkopplung in Form einer Regelung (in Teilen aus
[146]).
umfasst. Eine solche Rückkopplung kann beispielsweise aufgrund einer
Wechselwirkung zwischen Reaktionskinetik und Wärmeverlusten auf-
treten [62, 141]. Eine weitere Möglichkeit stellt die thermoakustische
Instabilität dar, bei der das akustische Feld in Wechselwirkung mit der
Verbrennung steht. Eben diese Form der Verbrennungsinstabilität wird
durch eine LP-Verbrennung gefördert, weshalb die thermoakustische In-
stabilität in dieser Arbeit im Fokus steht.
Thermoakustische Instabilitäten basieren auf einer Wechselwirkung1
zwischen einem thermischen, also wärmefreisetzenden, Prozess und ei-
nem akustischen Feld und sind durch ein Aufschwingen der Systemzu-
stände, besonders des akustischen Drucks, charakterisiert. Anschaulich
stellt sich diese Wechselwirkung derart dar, dass akustische Fluktua-
tionen die Flamme direkt oder indirekt beeinﬂussen und in der Folge
1Aus systemtheoretischen Überlegungen kann abgeleitet werden, dass für eine
Schwingung mindestens zwei Energiespeicher vorhanden sein müssen. Im Fall
einer thermoakustischen Instabilität sind dies die akustische Feldenergie und die
chemische Energie im Brennstoﬀgemisch.
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Fluktuationen in der Wärmefreisetzungsrate qv induzieren wie es in Ab-
bildung 2.1 dargestellt ist. Die Fluktuationen in qv führen zu Tempe-
raturschwankungen und in einem kompressiblen Medium zwangsläuﬁg
zu Schwankungen des Drucks p. In der Folge kommt es zur Expansion
bzw. Kontraktion des Gases; die instationäre Verbrennung stellt also ei-
ne akustische Quelle in Form eines oder mehrerer Monopole dar [70]. Die
so induzierten akustischen Wellen werden in einem Resonanzraum, bei
einer Gasturbine die Brennkammer, teilweise reﬂektiert und beeinﬂus-
sen damit nach einer gewissen Laufzeit wieder die Flamme. Damit ist
eine Rückkopplung etabliert, die unter gewissen Bedingungen zu einer
Instabilität führen kann. Die Regelung hat zum Ziel diese physikalische
Kopplung zu neutralisieren.
Diese Wechselwirkung zwischen akustischem Feld und Verbrennung ist
nicht auf die LP-Verbrennung beschränkt, diese ist aber besonders an-
fällig. Es stellt sich daher die Frage, woher diese Empfänglichkeit für
derartige Wechselwirkungen stammt. Als Erklärung können hierfür zwei
Eigenheiten der LP-Verbrennung angeführt werden. Zum einen fehlt der
bei Diﬀusionsﬂammen vorhandene Mischungsgradient als stabilisieren-
der Mechanismus, der diﬀusionskontrollierte Flammenfronten im Be-
reich der stöchiometrischen Mischung hält. Als Folge ist die Flammeno-
berﬂäche einer vorgemischten Flamme sehr empﬁndlich für Störungen
im Strömungsfeld. Da die Flammenoberﬂäche den Gesamtumsatz in der
Reaktionszone bestimmt, ergibt sich damit eine starke Anfälligkeit der
Wärmefreisetzung für Störungen im Strömungsfeld. Zum zweiten steigt
bei mageren Verbrennungen die Sensitivität von Reaktionsrate, Flam-
mengeschwindigkeit und Flammendicke bezüglich einer Variation des
Äquivalenzverhältnisses Φ [71,105,143]. Das Äquivalenzverhältnis kann
wiederum durch das akustische Feld besonders am Ort des Brennstof-
feintritts beeinﬂusst werden. In Summe ergibt sich auch hier eine hohe
Sensitivität der Wärmefreisetzung für Störungen des akustischen Felds.
Neben dieser qualitativen Beschreibung der Thermoakustik stellt sich
die Frage nach einem quantitativen Kriterium für die Instabilität. Ein
bekanntes Kriterium für thermoakustische Instabilität ist das erweiterte
Rayleigh-Kriterium ˆ τs
0
p′(t) q′v(t) dt > L (2.1)
mit dem akustischen Druck p′(t), der Fluktuation q′v(t) der Wärme-
9
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2 Thermoakustische Verbrennungsinstabilitäten
freisetzungsrate2 und den akustischen Verlusten L. Falls das Integral
über eine Schwingungsperiode τs positiv ist, besteht eine konstruktive
Interferenz zwischen Wärmefreisetzung und Druck, d.h. q′v und p
′ sind
überwiegend in Phase. Damit stellt die Verbrennung eine Energiequelle
für das akustische Feld dar. Falls diese Energiezufuhr höher als die akus-
tischen Verluste ist, ist die korrespondierende Ruhelage instabil und das
System geht nach einer Phase des exponentiellen Wachstums aufgrund
nichtlinearer Eﬀekte in einen Grenzzyklus über. Es wird vermutet, dass
dieser Grenzzyklus meist die Folge einer Sättigung in der Wärmefrei-
setzung oder einer Phasenverschiebung zwischen q′v und p
′ ist, die sich
aufgrund des Verlassens des Arbeitspunkts einstellt [33,132]. Der Grenz-
zyklus stellt eine stabile Trajektorie dar, in welcher sich Wärmezufuhr
und akustische Verluste im Gleichgewicht beﬁnden. Es sei darauf hinge-
wiesen, dass Beobachtungen im Grenzzyklus nicht zwingend Aufschluss
über die Mechanismen geben, die zu einer Instabilität führen [71], da
sich das System im Grenzzyklus u.U. weit entfernt von der instabilen
Ruhelage beﬁndet. Dies hat auch Konsequenzen für eine Systemiden-
tiﬁkation mit linearen Modellen, die nicht im Grenzzyklus stattﬁnden
kann, siehe Abschnitt 4.2.
2.1 Akustik
Die Akustik beschreibt die Ausbreitung von Störungen in Form von
z.B. Druck- und Geschwindigkeitsﬂuktuation in einem elastischen Medi-
um und ist zentraler Bestandteil einer thermoakustischen Kopplung. Im
Folgenden werden daher die die Akustik beschreibenden Diﬀerentialglei-
chungen sowie die zu deren Schließung notwendigen Randbedingungen
vorgestellt.
2.1.1 Lineare Akustik - Wellengleichung
Um die Verbrennung mit der Akustik zu koppeln, können die linearen
akustischen Gleichungen und die Einkopplung der Wärmefreisetzung
2q′v entspricht dabei einer Abweichungsgröße von einem Arbeitspunkt.
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der Flamme über einen Quellterm verwendet werden [34,109]. Bei ther-
moakustischen Instabilitäten in Gasturbinen kann im Gegensatz zu z.B.
Raketenantrieben davon ausgegangen werden, dass die akustischen Stö-
rungen hinreichend genau durch Abschätzungen erster Ordnung, d.h.
Linearisierungen, beschrieben werden können [32].
Die grundlegenden physikalischen Zusammenhänge liefern die Erhal-
tungsgleichungen für Masse, Impuls und Energie (siehe z.B. [118,121]).
Dabei können die diﬀerentiellen Erhaltungsgleichungen stets als Zeita-
bleitung der Dichte einer Eigenschafte plus der Divergenz des Flusses
dieser Eigenschaft gleich eines Quellterms pro Volumen geschrieben wer-
den [118]. Damit ergibt sich für die Massenerhaltung
dρ
dt
+ ρ∇ · v = 0 (2.2)
mit der Dichte ρ, dem Geschwindigkeitsvektor3 v = (u, v, w)T , dem
Nabla-Operator
∇ =
(
∂
∂x
,
∂
∂y
,
∂
∂z
)T
in den drei Raumrichtungen x, y, z sowie der substantiellen Ableitung
d
dt =
∂
∂t + v · ∇. Der Quellterm ist hier aufgrund einer nicht relativisti-
schen Betracht identisch Null. Die Impulserhaltung liefert
ρ
dv
dt
+∇p−∇ · τt = ρg (2.3)
mit dem Druck p, dem Scherspannungstensor τt und der Erdbeschleu-
nigung g. Für die Energieerhaltung gilt
ρ
d
dt
(
e+
‖v‖
2
2
)
−∇· (λ∇T )+∇· (pv)−∇· (τt ·v)−ρg ·v = qv (2.4)
mit der Temperatur T und dem Wärmeleitungskoeﬃzienten λ. Dabei
stellt der erste Term auf der linken Seite die Änderung der inneren und
kinetischen Energie e und ‖v‖
2
2 dar. Diese Energieänderung ergibt sich
zum einen aus den folgenden Termen für den Wärmetransport durch
3Fett gedruckte Größen bezeichnen in diesem Kapitel Vektoren.
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Wärmeleitung und der Arbeit durch Druck-, Scher- und Gravitations-
kräfte und zum anderen aus dem Term qv auf der rechten Seite, der
einen Quellterm darstellt. Dieser Quellterm wird später genutzt, um
die Verbrennung an die Erhaltungsgleichungen zu koppeln. Mit Hilfe
dieser einfachen Kopplung kann auf eine detaillierte strömungsmechani-
sche und verbrennungstechnische Modellierung des Wärmeeintrags der
Flamme an diesem Punkt verzichtet werden. Mit dem Fundamentalsatz
der Thermodynamik
Tds = de+ pd(ρ−1) (2.5)
sowie (2.3) und (2.4) ergibt sich eine Erhaltungsgleichung für die spezi-
ﬁsche Entropie s
ρT
ds
dt
= ρg · v+∇ · (λ∇T ) +∇ · (τt · v)− v · ∇ · τt + qv. (2.6)
Im Folgenden werden der Einfachheit halber Viskosität4, Wärmeleitung
und Volumenkräfte vernachlässigt5. Mit diesen Annahmen vereinfacht
sich (2.3) zu
ρ
dv
dt
= −∇p (2.7)
Vernachlässigt man neben den Transporttermen und der Scherkraft in
(2.6) den Quellterm qv, folgt unmittelbar
ρT
ds
dt
= 0, (2.8)
d.h. eine isentrope Zustandsänderungen. Aus der Isotropiebedingung
folgt mit den Erhaltungsgleichungen und entsprechender Linearisierung
die homogene Wellengleichung. Da der Quellterm zumindest am Ort
der Verbrennung nicht vernachlässigt werden kann, wird auf diese Her-
leitung verzichtet, zumal eine Berücksichtigung des Quellterms zur in-
homogenen Wellengleichung führt, die eine Verallgemeinerung der ho-
mogenen Wellengleichung darstellt. Um die inhomogene (lineare) Wel-
lengleichung zu erhalten, gilt es zunächst zu einer linearen Beschrei-
bung der Akustik zu gelangen. Zu diesem Zweck zerlegt man die Zu-
4Ohne Viskosität treten keine Scherspannungen τt auf.
5Da sowohl Viskosität als auch Wärmeleitung auf molekularer Kollision beruhen,
folgt aus der Vernachlässigung der einen auch immer die Vernachlässigung des
anderen [118].
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standsgrößen in akustische Störungen (p′,v′, ρ′, ...) und stationäre Grö-
ßen (p¯, v¯, ρ¯, ...)
p(x, t) = p¯(x) + p′(x, t) (2.9a)
ρ(x, t) = ρ¯(x) + ρ′(x, t) (2.9b)
v(x, t) = v¯(x) + v′(x, t) (2.9c)
und berücksichtigt lediglich Terme erster Ordnung. Dazu wird von ei-
nem idealen Gas mit der Zustandsgleichung
pρ−1 = RT (2.10)
mit der speziﬁschen Gaskonstante R = cp − cv, also der Diﬀerenz der
konstant angenommenen speziﬁschen Wärmekapazitäten cp und cv, aus-
gegangen. Unter diesen Annahmen ergeben sich nach [34] aus den Glei-
chungen (2.2), (2.6) und (2.7) die linearisierten Erhaltungsgleichungen
für Masse, Impuls und Entropie
d¯ρ′
dt
+ ρ¯∇ · v′ = 0 (2.11)
d¯v′
dt
+
1
ρ¯
∇ρ′ = 0 (2.12)
ρ¯T¯
d¯s′
dt
= q′v (2.13)
mit d¯dt =
∂
∂t + v¯ · ∇. Zusätzlich kann mit dem thermodynamischen
Zusammenhang dh = Tds + 1ρdp eine Gleichung für den konvektiven
Wirbeltransport
d¯ξ′
dt
= 0 (2.14)
mit der Rotation ξ = ∇×v hergeleitet werden [34]. Die Gleichungen
(2.11), (2.12) und (2.13) sowie das linearisierte Diﬀerential der Entropie
für ein ideales Gas
d¯s′ = cv
d¯p′
p¯
+ cp
d¯ρ′
ρ¯
(2.15)
ergeben die inhomogene Wellengleichung
1
c¯2
d¯2p′
dt2
− ρ¯∇ ·
(
1
ρ¯
∇p′
)
=
γ − 1
c¯2
d¯q′v
dt
(2.16)
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mit der mittleren Schallgeschwindigkeit
c¯2 =
(
∂p¯
∂ρ¯
)
s
(2.17)
und dem Isentropenexponent γ = cp/cv. Hierbei wurde angenommen,
dass γ und p¯ konstant sind. Mit
γp¯ = ρ¯c¯2 = const. (2.18)
folgt für ρ¯ und c¯, dass beide im Rahmen von (2.18) in Abhängigkeit der
Position ﬂuktuieren können. Grund hierfür kann die sich aufgrund der
Verbrennung ändernde mittlere Temperatur T¯ sein. Eine Berücksich-
tigung dieser Positionsabhängigkeit kann bei nicht vernachlässigbaren
mittleren Größen nötig sein.
Die inhomogene Wellengleichung zeigt, dass eine instationäre Wärme-
quelle Druckschwankungen emittieren kann und damit eine akustische
Quelle darstellt. Der Verstärkungsfaktor
(
γ − 1/c¯2
)
hängt vom Äqui-
valenzverhältnis Φ und der Vormischtemperatur ab [63]. Dabei ist das
Äquivalenzverhältnis als
Φ =
xf/xo
xf,st/xo,st
(2.19)
mit den Massenanteilen Brennstoﬀ xf und Oxidator xo sowie den stö-
chiometrischen Anteilen, gekennzeichnet durch den Index st, deﬁniert.
Für eine magere Verbrennung (Φ < 1) ist der Verstärkungsfaktor größer
als bei einer fetten (Φ > 1) und damit haben Fluktuationen der Wärme-
freisetzungsrate einen stärkeren Einﬂuss [63], was die Anfälligkeit einer
mageren Verbrennung für thermoakustische Instabilitäten unterstreicht.
Die inhomogene Wellengleichung bildet den für die Thermoakustik not-
wendigen Einﬂuss der Verbrennung auf die Akustik über den Quellterm
qv ab. Es sei jedoch erwähnt, dass dies noch nicht hinreichend für die
Modellierung eines thermoakustischen Systems ist, da die umgekehrte
Wirkrichtung, also der Einﬂuss der Akustik auf die Verbrennung, fehlt
(siehe Abbildung 2.1). Bemerkenswert ist weiterhin die aus den Glei-
chungen (2.13), (2.14) und (2.16) stammende Erkenntnis [34], dass der
Wirbeltransport entkoppelt von Druck und Entropie ist. Zusätzlich sind
Entropie und Druck nur bei vorhandener Wärmefreisetzung über (2.13)
14
Black L_143043_Phd_Jarmolowitz_VDI.pdfAugust 29, 2014 | 08:27:59 22
2.1 Akustik
und (2.16) gekoppelt. Außerhalb der Reaktionszone ist keine Wärme-
freisetzung vorhanden und Entropiestörungen werden aufgrund von
d¯s′
dt
= 0 (2.20)
wie Wirbel konvektiv mit der mittleren Strömungsgeschwindigkeit trans-
portiert.
Einen anderen Ansatz zur Herleitung von (2.16) liefert die Analogie nach
Lighthill. Das Ziel der Analogie nach Lighthill ist die Bestimmung eines
aerodynamischen Quellterms mittels der Navier-Stokes-Gleichungen, um
komplexe ﬂuidmechanische oder auch Verbrennungsprozesse durch äqui-
valente akustische Quellterme darzustellen. Nach Lighthill kann man für
Druckﬂuktuationen mit ⊗ dem dyadischen Produkt schreiben
1
c20
∂2p′
∂t2
−∇2p′ = ∇· (∇· (ρv⊗vT − τt))−∇ · g+
∂2
∂t2
(
p′
c20
− ρ′), (2.21)
wobei die rechte Seite einen Quellterm für akustische Strahler darstellt.
Dieser Quellterm kann Monopol-, Dipol- und/oder Quadrupolstrahler
repräsentieren. Gleichung (2.21) ist exakt, falls Druck und Dichte zeit-
und ortsunabhängig deﬁniert werden können, was für eine in Ruhe be-
ﬁndliche Strömung gewährleistet ist [63]. Die Herleitung basiert auf der
Annahme, dass das akustische Feld durch die homogene Wellenglei-
chung beschrieben wird und alle Abweichungen davon als Quellterme
interpretiert werden können [118]. Bei der instationären Wärmefreiset-
zung handelt es sich um einen akustischen Monopol, der Schall radial
gleichmäßig in alle Richtungen abstrahlt [63,70,93,100]. Dies ist intuitiv
verständlich, da eine Gasexpansion aufgrund der lokal eng begrenzten
Wärmefreisetzung die Ursache für die Schallemission ist. In der Folge
führt dies zu der bereits vorgestellten inhomogenen Wellengleichung.
2.1.2 Eindimensionale linearisierte Wellenausbreitung
Bei eindimensionaler Wellenausbreitung schwanken alle akustischen Feld-
größen mit der Zeit und lediglich einer Ortskoordinate, die mit x und
die zugehörige Geschwindigkeit mit u bezeichnet wird.
15
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Im Folgenden werden die stationären Größen (p¯, u¯, ρ¯, ...) als konstant
über den Ort angenommen. Zusätzlich wird die mittlere Strömungsge-
schwindigkeit mit Blick auf die zu modellierende Rijke-Röhre als ver-
nachlässigbar klein angenommen: u¯ ≈ 0. Damit ergibt sich für die akus-
tische, linearisierte Wellenausbreitung abseits der Reaktionszone mit
q′v = 0 aus (2.16) die homogene Wellengleichung
∂2p′
∂t2
= c¯2∇2p′, (2.22)
die auch als (
∂
∂t
− c¯
∂
∂x
)(
∂
∂t
+ c¯
∂
∂x
)
p′ = 0 (2.23)
geschrieben werden kann. Anhand dieser Umformulierung ist nachvoll-
ziehbar, dass die Lösung p′(x, t) eine Summe aus zwei Termen ist, wobei
beide Terme jeweils durch einen der beiden Faktoren in (2.23) zu Null
werden müssen. Für den Druck ergibt sich daher als Lösung der Wel-
lengleichung
p′(x, t) = f(x− c¯t) + g(x+ c¯t) (2.24)
mit f,g den Riemann-Invarianten6. Die Funktion f(x− c¯t) kann als eine
in positive x-Richtung laufende, g(x + c¯t) als in negative x-Richtung
laufende Welle interpretiert werden, deren Überlagerung den Druck er-
gibt. Nutzt man die Isentropie, die sich nach (2.8) ohne Verbrennung
ergibt, gilt für die Dichteﬂuktuation
ρ′(x, t) =
1
c¯2
(f(x− c¯t) + g(x+ c¯t)) (2.25)
und mit (2.12) für die Geschwindigkeitsﬂuktuation u′ in x-Richtung
u′(x, t) =
1
ρ¯c¯
(f(x− c¯t)− g(x+ c¯t)) . (2.26)
Anhand der Lösung der Wellengleichung ist zu erkennen, dass im Fall
eindimensionaler und isentroper Strömung nur zwei Zustände, z.B. f
und g ausreichend sind, um den akustischen Zustand vollständig zu
bestimmen.
6f und g stellen Invarianten dar, weil sie im mitbewegten Koordinatensystem inva-
riant sind, d.h. ihre substantielle Ableitung ∂
∂t
+ (u± c¯) ∂
∂x
Null ist.
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Es kann sich oftmals als vorteilhaft für Berechnungen mit linearen Diﬀe-
rentialgleichungen erweisen, im Bildbereich der Laplace- bzw. der Fourier-
Transformation zu arbeiten [2, 43]. Dies gilt insbesondere dann, wenn
wie im Fall der Regelungstechnik das Ein- und Ausgangsverhalten von
Interesse ist. So ergibt sich im Zeitbereich das Ausgangssignal y(t) eines
linearen dynamischen Systems aus der Faltung der Impulsantwort g(t)
mit dem Eingangssignal u(t) ergibt. Die Impulsantwort g(t) ist dabei
als die Systemantwort auf einen Einheitsimpuls7 δ(t) mit
δ(t) =
{
+∞, t = 0
0, t 6= 0
(2.27)
und ˆ +∞
−∞
δ(t)dt = 1 (2.28)
deﬁniert. Die Faltung aus g(t) mit u(t) liefert dann
y(t) = (g ∗ u)(t) :=
ˆ +∞
−∞
g(τ)u(t− τ)dτ. (2.29)
Die Lösung dieses Faltungsintegrals ist i.A. aufwendig. Mittels einer
Laplace-Transformation, hier für die Transformation der Funktion f(t)
in den Bildbereich F (s) angegeben,
F (s) = L{f} (s) :=
ˆ ∞
0
e−stf(t)dt, s ∈ C (2.30)
kann im Bildbereich der Ausgang Y (s) als einfache Multiplikation der
Laplace-Transformierten des Eingangs U(s) mit der Transformierten der
Impulsantwort G(s) bzw. der Transformierten der zugrunde liegenden
Diﬀerentialgleichung beschrieben werden [2, 43]:
Y (s) = G(s)U(s) (2.31)
Entsprechendes erhält man für die Fourier-Transformation mittels der
Substitution s = iω.
7auch Dirac-Funktion gennant
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Wendet man die Fourier-Transformation auf die Lösungen der Wellen-
gleichungen an, was auch als Substitution der Riemann-Invarianten der
Art f(t) = Re[ˆf eiω/c] interpretiert werden kann, erhält man
pˆ(x) = fˆ e
−iωx
c¯ + gˆ e
iωx
c¯ (2.32a)
uˆ(x) =
1
ρc¯
(
fˆ e
−iωx
c¯ − gˆ e
iωx
c¯
)
(2.32b)
ρˆ(x) =
1
c¯2
(
fˆ e
−iωx
c¯ + gˆ e
iωx
c¯
)
. (2.32c)
Wenn man die Gleichungen (2.32) mit dem in der Regelungstechnik
bekannten Totzeitelement GTt(iω) = k e
−iωTt vergleicht, erkennt man
durch Koeﬃzientenvergleich, dass die Dynamik der Lösung für einen
festen Ort x0 lediglich aus den beiden Totzeitelementen mit den Tot-
zeiten Tt1 = x0/c¯ und Tt2 = −x0/c¯ besteht. Anhand von Tt2 ist zu
erkennen, dass bei der Modellierung auf die Kausalität zu achten ist.
Im Vorgriﬀ auf Kapitel 4 sei daher darauf hingewiesen, dass man als
Systemeingänge jeweils nur die lokal an einer Stelle x0 ankommenden
Wellen annehmen sollte, die Systemausgänge als sich entfernende Wel-
len.
Zusammenfassend lässt sich festhalten, dass die Riemann-Invarianten
f, g durch die Anfangsbedingungen und die Randbedingungen des be-
trachteten Systems beschränkt sind [118]. Lediglich zweifach ableitbar
sollten die Riemann-Invarianten als Lösung von (2.22) sein. Anhand der
Gleichungen (2.24), (2.25) und (2.26) ist zu erkennen, dass der akusti-
sche Zustand durch die Kenntnis der Riemann-Invarianten f, g vollstän-
dig beschrieben ist, was zur Modellbildung der Akustik in Abschnitt
4.3.1 genutzt wird. Es ist naheliegend, ein lineares Zustandsraumsys-
tem x˙ = Ax mit dem Zustandsvektor x =
(
f g
)T
zu deﬁnieren.
2.1.3 Akustische Randbedingungen
Die akustischen Randbedingungen, oft auch Impedanz genannt [109,
118], stellen die Systemgrenzen des betrachteten akustischen Systems
dar und sorgen damit für ein vollständig bestimmtes (partielles) Diﬀe-
rentialgleichungssystem zur Systembeschreibung. Dabei approximieren
18
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die Randbedingungen die Umgebung des betrachteten Systems und stel-
len die dynamische Wechselwirkung des betrachteten Strömungsgebiets
mit der Umgebung dar. In der Folge können Randbedingungen Quell-
terme wie z.B. akustische Flüsse enthalten. Bei einer eindimensionalen
Modellierung der Akustik kann eine Wechselwirkung als eine Reﬂexion
einer das System verlassenden Welle aufgefasst werden. Mathematisch
bedeutet dies, dass entgegengesetzt laufende Wellen am Ort der Reﬂexi-
on x = xrb von einander abhängen. So gilt für die Riemanninvarianten
im Frequenzbereich an der Systemgrenze
fˆxrb(iω) = Grb(iω)gˆxrb(iω). (2.33)
Bei |Grb(iω)| = 1 spricht man von einer vollständigen Reﬂexion, wo-
hingegen |Grb(iω)| < 1 akustischen Verluste charakterisiert, die auf
akustischen Flüssen über die Systemgrenzen, also einer Transmission,
beruhen.
2.2 Instationäre Verbrennung
Um die thermoakustische Wechselwirkung abzubilden, muss der Ein-
ﬂuss der Akustik auf die Wärmefreisetzung der Verbrennung modelliert
werden, siehe Abbildung 2.1. Daher werden im weiteren entsprechende
Modellierungsansätze und die wichtigsten physikalischen Wirkmecha-
nismen vorgestellt. Dabei stellt die Untersuchung der zugrundeliegen-
den Mechanismen einen noch unvollständig erforschten Bereich dar, was
nicht zuletzt an der Vielzahl der beteiligten physikalischen Wechselwir-
kungen liegt. Dies begründet auch die Tatsache, dass es nicht ein Modell
für verschiedenste Brennerkonﬁgurationen geben kann, sondern je nach
Einzelfall die dominanten Eﬀekte erkannt und modelliert werden müs-
sen. Weiterhin gibt es lediglich für vorgemischte laminare Bunsenﬂam-
men physikalische Modellierungsansätze [93], für komplexere Konstella-
tionen existieren lediglich Grey-Box- oder gar nur Black-Box-Modelle.
Im Sinne der Aufgabenstellung dieser Arbeit sei darauf hingewiesen,
dass zum Zweck der robusten Regelung möglichst alles physikalische
Wissen verwendet werden sollte, um eine Extrapolationsfähigkeit der
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Modelle zu erreichen und um Unsicherheiten abschätzen und modellie-
ren zu können. Daher sind gerade physikalisch motivierte Modelle wei-
terhin elementar für einen modellbasierten Regelungsansatz. Sicherlich
liefert hier die numerische Strömungsmechanik (englisch: computatio-
nal ﬂuid dynamics - CFD) Einblicke in physikalische Mechanismen, die
experimentell nur schwer zu beobachten sind. Dennoch sind die in der
CFD verwendeten Modelle viel zu komplex, als dass diese direkt für ei-
ne Anwendung in der Regelungstechnik dienen könnten. Daher kann die
CFD dazu genutzt werden, das Verständnis der Physik und darauf auf-
bauend die niederdimensionalen Modelle zu verbessern. Aufgrund der
Vorteile der physikalischen Modelle werden im weiteren entsprechen-
de physikalischen Wirkzusammenhänge der Thermoakustik vorgestellt,
wohl wissend dass technisch verwendete Brennerkonﬁgurationen in Tei-
len nicht physikalisch modelliert werden können. Diese Teile können
aber mit Black-Box-Modellen aus Messungen im Experiment oder der
CFD komplettiert werden.
Um die instationäre Verbrennung zu modellieren, kann die akustische
Kompaktheit der Reaktionszone ausgenutzt werden. So bewegt sich die
akustische Wellenlänge meist in einem Bereich von einigen Metern, die
Reaktionszone hat aber oft lediglich eine Ausdehnung von einigen Zenti-
metern. Damit kann die Verbrennung als Diskontinuität im akustischen
Feld aufgefasst und der Wärmeeintrag an einem diskreten Ort model-
liert werden. Daher kann ein globales Modell der Flamme angenommen
werden, das keine örtlich aufgelösten Informationen zur Wärmefreiset-
zung liefert. In modernen Brennkammern ist die Annahme der akusti-
schen Kompaktheit nicht immer zulässig, weshalb hier lokale Modelle
für die Wärmefreisetzung verwendet werden sollten [97]. Da der verwen-
dete experimentelle Aufbau aber den Anforderungen an die akustische
Kompaktheit genügt, wird diese im weiteren Verlauf vorausgesetzt. Die-
ser Annahme folgend kann die Dynamik des Verbrennungsprozesses als
Diﬀerentialgleichung mit konzentrierten Parametern beschrieben wer-
den
Q(t) = fQ(t, u
′, p′, T ′, ...), (2.34)
wobei akustische Größen als Eingangsvariablen auftreten müssen, um
eine thermoakustische Instabilität abbilden zu können. Die Wärmefrei-
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Abbildung 2.2: Strömungs- und Verbrennungsprozesse, die zu thermoakus-
tischen Instabilitäten führen können [146].
setzungsrate kann mit der inhomogenen Wellengleichung (2.16) über
qv(x, t) = Q(t)δ(x− xf ) (2.35)
gekoppelt werden. Hierbei ist δ(x) die Dirac-Funktion8 und xf die Po-
sition der Flamme. Damit ist die Rückkopplung geschlossen und das
thermoakustische System unter Hinzunahme der zugehörigen Randbe-
dingungen beschrieben.
Die Herausforderung besteht bei der Modellierung der Wärmefreiset-
zung darin, die zugrunde liegenden dominanten Mechanismen zu iden-
tiﬁzieren und in den vorgestellten Zusammenhängen quantitativ ab-
zubilden. Um einen Überblick über die physiklischen Abhängigkeiten
zu erhalten, kann die integrale Wärmefreisetzung einer vorgemischten
8Hierbei ist die Eigenschaft
f(0) =
ˆ
Ω
δ(x)f(x)dx
elementar.
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Flamme als Ausgangspunkt verwendet werden [38,42,56,70]
Q(t) =
ˆ
S
ρusF yf∆hRdS (2.36)
mit S der Flammenoberﬂäche, ρu der unverbrannten Gemischdichte,
sF der Flammengeschwindigkeit, yf dem Massenanteil Brennstoﬀ und
∆hR dem Brennwert. Im Folgenden werden die wichtigsten Einﬂuss-
faktoren auf die rechte Seite von (2.36) erläutert, um einen Überblick
über mögliche Wirkungspfade der Instabilität zu geben. Dabei gilt es
die Eingangsgrößen in (2.36) auf akustische Größen zurückzuführen. Zur
Veranschaulichung sind in Abbildung 2.2 die möglichen Ursachen einer
Fluktuation der Wärmefreisetzung der Topologie einer Brennkammer
zugeordnet.
Vorab sei schon einmal darauf hingewiesen, dass im Gültigkeitsbereich
der linearen Akustik eine Abschätzung den Zusammenhang [31]
p′/p¯ ∼ O(γM¯)u′/u¯ (2.37)
mit der Mach-Zahl M = u/c liefert. Daraus folgt, dass die relative
Änderung der Geschwindigkeit u′/u¯ um die Größenordnung (γM¯)−1
größer als p′/p¯ ist. Daher kann p′ als Einﬂussgröße auf die Verbrennung
bei niedrigen Mach-Zahlen häuﬁg vernachlässigt werden. Dasselbe Ar-
gument kann auch auf Dichte- und Temperaturﬂuktuationen angewen-
det werden [57]. Aus den genannten Gründen ist im weiteren Verlauf
bei akustischen Störungen mit Einﬂuss auf die Verbrennung primär die
akustische Geschwindigkeitsﬂuktuation gemeint, so wie es auch in der
Literatur üblich ist [31, 42, 57]. Da aber Druck- und Geschwindigkeits-
ﬂuktuationen über die Riemann-Invarianten gekoppelt sind, ist diese
Wahl oftmals nicht entscheidend, zumindest was die strukturellen Ab-
hängigkeiten anbelangt.
Anhand von (2.36) lassen sich Einﬂussmöglichkeiten der Akustik auf
die Wärmefreisetzung zunächst qualitativ abschätzen. Oﬀensichtlich ist
der akustische Einﬂuss auf ρu. Zusätzlich kann gefolgert werden, dass
der Massenanteil yf des Brennstoﬀs und damit das Äquivalenzverhält-
nis Φ einen direkten Einﬂuss auf die integrale Wärmefreisetzung der
Flamme hat, so wie in Abbildung 2.3 (unten) dargestellt. Weiterhin
wird vermutet, dass das Äquivalenzverhältnis auch die lokale Flammen-
geschwindigkeit sF beeinﬂusst [27, 56, 71]. Für eine thermoakustische
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Abbildung 2.3: Beeinﬂussung der Wärmefreisetzung durch die akustische
Geschwindigkeit (oben) sowie das Äquivalenzverhältnis
(unten) [27].
Wechselwirkung muss das Äquivalenzverhältnis bzw. dessen Fluktuati-
on Φ′ mit dem akustischen Feld gekoppelt sein. Physikalisch bedeutet
dies, dass akustische Störungen eine Wirkung auf Φ′ haben. Diese Wir-
kung ist in vielen technischen Brennerkonﬁgurationen vorhanden und
einer der wichtigsten Mechanismen für thermoakustische Instabilitäten
[71,116,131]. Diese Beeinﬂussung geschieht üblicherweise im Mischungs-
bereich vor der Reaktionszone. Dabei beeinﬂussen akustische Schwan-
kungen den Brennstoﬀmassenstrom m˙′f und damit Φ
′ im Bereich der
Brennstoﬀeindüsung [71]
Φ′
Φ¯
=
m˙′f
m¯f
−
m˙′o
m¯o
1 + m˙
′
o
m¯o
. (2.38)
Sollte die Brennstoﬀzufuhr durchﬂussbegrenzt9 (engl. choked ﬂow) sein,
entfällt diese Einﬂussgröße jedoch, da m˙′f = 0 gilt. Da akustische Stö-
rungen das Äquivalenzverhältnis weiterhin auch über m˙′o beeinﬂussen,
9Die Durchﬂussbegrenzung basiert auf dem Venturi-Eﬀekt und verhindert einen
erhöhten Massenstrom bei sinkendem Ausgangsdruck.
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u c
akustische WelleKonvektive Welle Flamme
Abbildung 2.4: Über konvektive Schwankungen angeregte Flammenober-
ﬂäche einer Diﬀusionsﬂamme sowie die sich ergebende akus-
tische Welle (nach [63]).
sind akustisch hervorgerufene Störungen in Φ′ selbst bei einer durch-
ﬂussbegrenzten Brennstoﬀzufuhr möglich. Die Schwankungen Φ′ werden
dann über konvektiven Transport mit der Strömungsgeschwindigkeit
zur Reaktionszone transportiert, was zu einem zeitlichen Verzug, be-
schrieben durch eine Totzeit τkonv, führt. Diese Totzeit als dynamisches
Element ist ein entscheidender Zusammenhang, der über ein mögliches
instabiles Systemverhalten entscheidet [71]. Bemerkenswert ist, dass die
sich ergebende konvektive Wellenlänge u¯/f mit f der Frequenz der Stö-
rung deutlich kleiner als die akustische c¯/f ist, siehe Abbildung 2.4.
Ein weiterer wichtiger Mechanismus für thermoakustische Instabilitä-
ten ist die Beeinﬂussung der Flammenoberﬂäche, da die integrale Wär-
mefreisetzung Q(t) wesentlich von dieser abhängt. Die Berechnung der
Flammenoberﬂäche einer vorgemischten Flamme kann nach [84] über
die G-Gleichung zur Beschreibung der Kinematik erfolgen. Dazu deﬁ-
niert die skalare, implizite Funktion
G(x, t) = 0 (2.39)
die Position einer (unendlich) dünnen Flammenoberﬂäche. Als Konse-
quenz muss auch die substantielle Ableitung von G am Ort der Flam-
menoberﬂäche xF identisch Null sein
dG
dt
=
∂G
∂t
+
∂xF
∂t
· ∇G = 0 (2.40)
Unter gewissen Voraussetzungen10 gilt für die Flammenfrontgeschwin-
10Gilt bei gefaltete Flammen. Dann entspricht sF der laminaren Flammengeschwin-
digkeit [105]
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digkeit
∂xF
∂t
= v+ sFnF , (2.41)
also die Summe aus der Brenngeschwindigkeit sFnF mit
nF = −∇G/ |∇G|
einem Einheitsvektor normal zur Flammenoberﬂäche in Richtung des
unverbrannten Gases und der Strömungsgeschwindigkeit v. Hierbei wird
angenommen, dass sich die Flamme relativ zur Strömung des unver-
brannten Gemisches nur normal zu ihrer Oberﬂäche mit der Brennge-
schwindigkeit sF bewegt. Aus (2.40) und (2.41) folgt die kinematische
Beschreibung der Flamme in Form der G-Gleichung
∂G
∂t
+ v · ∇G = sF |∇G| (2.42)
Dabei beschreibt G = 0 eine angenommene dünne Flammenoberﬂä-
che, die verbranntes (G < 0) von unverbranntem Gemisch (G > 0)
trennt. Mit Hilfe von Level-Set-Methoden kann man numerisch die
zeitlichen und örtlichen Bewegungen der Flammenoberﬂäche berechnen
[52]. Durch eine Linearisierung können auch analytische Abhängigkeiten
bestimmt werden, um verschiedenste Einﬂussfaktoren auf die Flam-
menoberﬂäche zu untersuchen [32, 70, 145]. Direkt zu erkennen ist an
(2.42), dass sowohl die Brenngeschwindigkeit sF als auch die Strömungs-
geschwindigkeit v einen Einﬂuss auf die Flammenoberﬂäche haben. Die
Strömungsgeschwindigkeit wird direkt von u′ beeinﬂusst. Diese Kopp-
lung gilt als dominanter Instabilitätsmechanismus für laminare vorge-
mischte Flammen [32,38] bei konstantem Mischungsverhältnis und ist in
Abbildung 2.3 (oben) dargestellt. Die Brenngeschwindigkeit sF hängt
von Druck, Temperatur, der Flammenfrontstreckung bzw. der Krüm-
mung der Flammenoberﬂäche und dem Äquivalenzverhältnis ab (siehe
die angegebenen Referenzen in [56,70,105]). Auch diese Größen können
durch akustische Störungen beeinﬂusst werden. Damit ist eine Beein-
ﬂussung der Wärmefreisetzung über die Flammenoberﬂäche durch akus-
tische Störungen möglich. Auf dem Wirkungspfad von der akustischen
Störung zur Flammenoberﬂäche können zusätzlich inhärente Instabili-
täten wie die hydrodynamische Instabilität nach Darrieus-Landau [51],
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eine Flamme-Wirbel-Interaktion [37, 70] sowie eine Flamme-Flamme-
Interaktion [29] eine Rolle spielen, die die Komplexität dieses Pfads
zusätzlich erhöhen.
Zum Abschluss sei noch erläutert, warum die magere, vorgemischte
Verbrennung besonders anfällig für thermoakustische Instabilitäten ist.
Zum einen ist die Flammenfront aufgrund des fehlenden stabilisieren-
den Mischungsgradienten anfälliger für akustische Störungen. Diﬀusi-
onsﬂammen hingegen werden auch bei hohen Reaktionsgeschwindigkei-
ten durch den Mischungsgradienten stabilisiert [117]. Zum zweiten ist
der Vorfaktor
γ − 1
c¯2
(2.43)
des Quellterms der inhomogenen Wellengleichung (2.16) von der Flam-
mentemperatur abhängig. Die Temperatur einer perfekt vorgemischten
Flamme hängt wiederum von der Temperatur am Einlass und dem Äqui-
valenzverhältnis ab [63]. Bei niederiger Einlasstemperatur und magerer
Vormischung ist der Faktor teilweise um 70% höher als bei stöchiometri-
scher Verbrennung [63]. Weiterhin wird vermutet, dass Schwankungen
im Äquivalenzverhältnis bei magerer Mischung einen stärkeren Einﬂuss
auf die Flammen- bzw. die Reaktionsgeschwindigkeit haben als im stö-
chiometrischen Bereich [72].
2.3 Nichtlineare Systemeigenschaften
Thermoakustisch instabile Systeme gehen nach einer Transitionsphase
in einen stabilen Grenzzyklus über, der das charakteristische „Singen“,
d.h. einen monofrequenten Ton, dauerhaft und damit stabil erzeugt.
Der Grenzzyklus ist dabei ein stabiler (periodischer) Orbit, der nur von
nichtlinearen Systemen eingenommen werden kann [133]. Im Gegensatz
zu schwingungsfähigen linearen Elementen, die ebenfalls Dauerschwin-
gungen ausführen können, ist dieser Orbit selbsterhaltend und damit un-
abhängig von äußeren Anregungen. Grenzzyklen kommen in physikali-
schen Systemen häuﬁg vor. Bekannte Beispiele sind der van-der-Pol Os-
zillator sowie ein chemischer Reaktor [126,141]. Grenzzyklen entstehen
meist durch wechselnde Energiezu- und abfuhr. Da die Stabilität ther-
moakustischer Systeme meist betriebspunktabhängig ist, existiert der
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Grenzzyklus nur in einem Unterraum des Betriebsbereichs. Dabei ﬁn-
det der Übergang von stabilem zu instabilem Gleichgewichtspunkt und
letztendlich in den Grenzzyklus in Form einer Hopf-Bifurkation statt.
Bei einer Hopf-Bifurkation überquert ein komplex-konjugiertes Polpaar
bei Betriebsänderung (Parameter oder Betriebspunkt) die imaginäre
Achse und ändert damit das Stabilitätsverhalten. Wird der Gleichge-
wichtspunkt in der Folge instabil, verlässt das System diesen und geht
in den erwähnten stabilen Grenzzyklus über. Aufgrund der Nichtlineari-
täten, vermutlich in der Flammenübertragungsfunktion, tritt gelegent-
lich ein weiteres Phänomen in thermoakustischen Systemen auf, das
sog. Triggering [70, 93, 134, 146]. Von Triggering spricht man, wenn das
thermoakustische System lokal stabil ist11 und das korrespondierende
Einzugsgebiet durch äußere Einﬂüsse verlassen werden kann. Dies hat
zur Folge, dass ein thermoakustisches System, das nach linearer Stabili-
tätstheorie stabil ist, bei ausreichend großer Anregung dennoch in einen
Grenzzyklus übergehen kann.
Aufgrund der nichtlinearen Natur der selbsterhaltenden Schwingungen
sind lineare Beschreibungsformen, d.h. lineare Diﬀerentialgleichungen,
nicht geeignet, um dieses Phänomen abzubilden. Um ein Modell des
thermoakustischen Systems um diesen Eﬀekt zu erweitern, stellt sich
zunächst die Frage, was die Ursache für diese Nichtlinearität ist. Ge-
meinhin wird angenommen, dass die Akustik hinreichend genau durch
lineare Zusammenhänge beschrieben werden kann und die Nichtlinea-
rität in der Flammenübertragungsfunktion beheimatet ist [31, 70, 109].
Eine einfache Annahme ist dabei die Wärmefreisetzung der Flamme in
Form einer Sättigung zu begrenzen [31]. Aber auch andere Eﬀekte wie
der Wirkzusammenhang von akustischer Störung über die Flammeno-
berﬂäche zur Wärmefreisetzung stehen im Verdacht diese Nichtlineari-
täten zu verursachen [56,70].
Mit Hinblick auf eine Regelung, die in dieser Arbeit im Fokus steht, sind
diese Nichtlinearitäten und entsprechend ihre Modellierung weniger be-
deutsam. Eine erfolgreiche Regelung beschränkt die Zustandstrajektori-
en auf das Gebiet um den Gleichgewichtspunkt, in dessen Nachbarschaft
lineare Beschreibungsformen ausreichend sind.
11Gelegentlich wird in der Literatur fälschlicherweise von linearer Stabilität gespro-
chen. Dabei nutzt hier lediglich die Methode zur Stabilitätsuntersuchung eine
Linearisierung und diese liefert nur lokale Aussagen.
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Da Stabilität die wichtigste aller Systemeigenschaften eines (geregelten)
dynamischen Systems und im vorliegenden Fall zusätzlich das dominie-
rende Regelungsziel ist, wird in diesem Kapitel die systemtheoretische
Stabilitätstheorie vorgestellt. Die hier vorgestellte Stabilitätstheorie ist
die Grundlage für Stabilitätskriterien thermoakustischer Systeme und
für die Modellprädiktive Regelung. Dabei orientiert sich dieses Kapitel
an Standardwerken der Systemtheorie [65, 101, 128, 147]. Entsprechend
sei für Beweise der aufgeführten Theoreme auf diese Literatur verwie-
sen.
Generell ist das Ziel von Stabilitätkriterien, die Stabilität eines dynami-
schen Systems möglichst aufwandsarm zu untersuchen, d.h. ohne z.B.
die beschreibende Diﬀerentialgleichung lösen zu müssen. Besondere Auf-
merksamkeit wird dabei den Methoden nach Lyapunov [81] zuteil und
hier speziell der Lyapunov-Funktion als Hilfsfunktion für die Stabilitäts-
untersuchung. Intuitiv ist es naheliegend, den zeitlichen Verlauf einer
Funktion, die die Gesamtenergie beschreibt, entlang von Systemtrajek-
torien zu untersuchen. Sollte die Energie über die Zeit monoton sinken
und letztendlich ein Minimum erreichen, kann daraus auf die Stabilität
des Systems geschlossen werden. Die Lyapunov-Funktion stellt nun ei-
ne Abstraktion dieser Idee dar, da die Lyapunov-Funktion nicht mehr
zwingend eine physikalische Interpretation in Form eines Energiegehalts
zulässt, dennoch aber für Stabilitätsuntersuchungen verwendet werden
kann.
Mitteles der vorgestellten Stabilitätskriterien wird das Phänomen der
Thermoakustik untersucht, um das bekannte erweiterte Instabiliätskri-
terium nach Lord Rayleigh für thermoakustische Systeme herzuleiten.
Zusätzlich sind die Methoden nach Lyapunov das elementares Werkzeug
zur Stabilitätsgarantie der Modellprädiktiven Regelung in Kapitel 5.
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3.1 Grundlagen der Stabilität dynamischer
Systeme
Im Folgenden wird zunächst das autonome System
x˙ = f(x) (3.1)
mit x dem Element des euklidischen Vektorraums1 Rn und xR = 0 der
Ruhelage betrachtet. Dabei ist die Ruhelage durch 0 = f(xR) deﬁniert.
Eine Ruhelage kann o.B.d.A. im Ursprung angenommen werden, da dies
durch eine Koordinatentransformation für jede Ruhelage erreicht wer-
den kann. Die Beschränkung auf autonome Systeme, d.h. Systeme ohne
zeitvariante externe Größen, schließt dabei keinesfalls eine Regelung aus,
da die Kombination aus Regler und nicht-autonomer Regelstrecke wie-
derum ein autonomes System darstellt, sofern keine oder eine konstante
Sollgröße vorhanden ist. Dies ist bei einer Stabilisierungsaufgabe, die
auch als Regulatorproblem bezeichnet wird, der Fall. Damit entfällt für
autonome Systeme die Betrachtung der Input-to-State Stabilität (ISS),
die sich mit der Stabilität nicht-autonomer Systeme in Abhängigkeit
von Eingangsgrößen beschäftigt.
In dieser Arbeit wird für die Stabilität folgende Deﬁnition nach Lyapu-
nov verwendet:
Deﬁnition 3.1. Die Ruhelage xR ist stabil, falls für jedes ǫ > 0 ein
δ = δ(ǫ) > 0 existiert, so dass
‖x(0)‖ < δ ⇒ ‖x(t)‖ < ǫ,∀t ≥ 0
gilt. Falls weiterhin ein η > 0 so gewählt werden kann, dass
‖x(0)‖ < η ⇒ lim
t−→∞
x(t) = 0,
dann ist die Ruhelage asymptotisch stabil. Ein System ist instabil, falls
es nicht stabil ist.
Die verwendete Norm ist hierbei wie folgt deﬁniert:
1Im Folgenden wird Raum synonym mit euklidischem Vektorraum verwendet.
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Deﬁnition 3.2. Eine Norm ist eine Abbildung ‖x‖ :−→ R+ eines Vek-
torraums X über dem Körper K der reellen oder komplexen Zahlen in
die nicht-negativen reellen Zahlen R+, die für alle Vektoren x, y ∈ X
und alle Skalare α ∈ K die folgenden Eigenschaften erfüllt:
1. ‖x‖ = 0 ⇒ x = 0
2. ‖x‖ ≥ 0
3. ‖αx‖ = |α| ‖x‖
4. ‖x+ y‖ ≤ ‖x‖+ ‖y‖
Aufbauend auf diesen beiden Deﬁnitionen können die direkte und die in-
direkte Methode nach Lyapunov zur Stabilitätsuntersuchung formuliert
werden.
3.1.1 Direkte Methode nach Lyapunov
Die Stabilität dynamischer Systeme kann mit der direkten Methode
nach Lyapunov nachgewiesen werden. Zunächst wird dazu eine lokal
positiv deﬁnite Funktion deﬁniert:
Deﬁnition 3.3 (Positiv deﬁnite Funktion). Eine skalare Funktion V (x) :
M −→ R ist lokal positiv (negativ) deﬁnit in einer oﬀenen Umgebung
M ⊆ Rn von 0, falls V (0) = 0 und
V (x) > 0 in M − {0} (V (x) < 0 in M − {0})
gilt. Gilt lediglich
V (x) ≥ 0 in M − {0} (V (x) ≤ 0 in M − {0})
dann ist die Funktion lediglich positiv (negativ) semideﬁnit. Gelten diese
Eigenschaften in D = Rn, dann spricht man von globaler Deﬁnitheit.
Mittels dieser Deﬁnition kann die Lyapunov-Funktion wie folgt deﬁniert
werden:
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Deﬁnition 3.4 (Lyapunov-Funktion). Eine stetig diﬀerenzierbare und
positiv deﬁnite Funktion V (x) : M −→ R auf der oﬀenen Menge M ⊆
R
n mit 0 ∈M heißt Lyapunov-Funktion des autonomen Systems (3.1),
falls
V˙ (x) ≤ 0,∀x ∈M
gilt.
Mit dieser Deﬁnition lässt sich die direkte Methode von Lyapunov wie
folgt formulieren [65]:
Satz 3.1. Existiert für eine oﬀene Menge M ⊆ Rn um die Ruhelage
xR = 0 eine Lyapunov-Funktion V (x) :M −→ R, dann ist die Ruhelage
xR lokal stabil. Ist die zeitliche Ableitung V˙ (x) sogar negativ deﬁnit,
dann ist die Ruhelage lokal asymptotisch stabil.
Es sei angemerkt, dass Satz 3.1 nur eine hinreichende, keine notwendige
Bedingung darstellt. So kann mittels Satz 3.1 nur nachgewiesen werden,
dass ein System stabil ist. Es lässt sich aus V˙ (x) ≥ 0 für eine Lyapunov-
Funktion nicht Instabilität folgern, wohl aber für V˙ (x) > 0.
Für Instabilitätsuntersuchungen kann daher auf dieselben Methoden zu-
rückgegriﬀen werden, denn der Unterschied zwischen einer stabilen und
einer instabilen Trajektorie ist lediglich die Deﬁnition der Fortschritts-
richtung der Zeit. Jedoch ist das Instabilitätskriterium schwächer, da
eine instabile Zustandskomponente für Instabilität genügt. Das Krite-
rium muss daher nur auf einem Unterraum von Rn erfüllt sein:
Satz 3.2 (Instabilität nach Lyapunov). Sei T : Rn −→ Rn
∗
mit 1 ≤
n∗ ≤ n deﬁniert als lineare Abbildung x′ = T (x) = [I 0]x mit der Ein-
heitsmatrix I ∈ Rn
∗×n∗ . Existiert für eine oﬀene Menge M ⊆ Rn
∗
um
die Ruhelage x′R = T (xR) eine positiv deﬁnite Funktion V : M −→ R
mit einem positiv deﬁniten V˙ , dann ist xR ∈ Rn in der Zustandskom-
ponenten in Rn
∗
instabil.
Beweis. (Beweisskizze) Existiert ein positiv deﬁnites V˙ (x′) = ∂V (x
′)
∂t >
0 mit x′ ∈ M , dann führt die Koordinatentransformation t¯ = −t zu
∂V (x′)
∂t¯
= −∂V (x
′)
∂t < 0. Daraus folgt mit Satz 3.1, dass
∂x′
∂t¯
= −f ′(x′(t¯))
um x′R ∈M in t¯ asymptotisch stabil ist. Damit existiert eine Trajektorie
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x0(t¯) mit einem Startpunkt x0(0), für die lim
t¯→∞
x0(t¯) = 0 gilt. In positiver
Zeitrichtung t erreichen alle Zustände x0(t¯ > 0) auf dieser Trajektorien
den Zustand x0(0). Für ein ǫ < ‖x0(0)‖ ﬁndet man daher keine δ-
Umgebung gemäß Deﬁnition 3.1 und es folgt Instabilität von x′R und
damit auch von xR ∈ Rn.
Für lineare autonome Systeme
x˙ = Ax (3.2)
mit der Systemmatrix A ∈ Rn×n kann Stabilität grundsätzlich mit dem
Ansatz-Kandidaten V = xTPx mit P = PT > 0 untersucht werden.
Daraus ergibt sich folgende Stabilitätsbedingung [65]
Satz 3.3. Ein lineares autonomes System x˙ = Ax ist genau dann global
asymptotisch stabil, falls für jede positiv deﬁnite symmetrische Matrix
Q = QT > 0 eine positiv deﬁnite symmetrische Matrix P = PT > 0
existiert, die die Lyapunov-Gleichung
−Q = ATP + PA (3.3)
erfüllt. Diese Bedingung ist äquivalent zu der Aussage, dass für globale
asymptotische Stabilität die Realteile der Eigenwerte von A echt kleiner
als Null sein müssen.
Die Lyapunov-Gleichung ergibt sich hierbei aus V˙ = x˙TPx + xTPx˙ =
−xTQx. Für lineare Systeme ist die Existenz von P > 0 nicht nur eine
hinreichende, sondern auch notwendige Bedingung für asymptotische
Stabilität (siehe z.B. [65, 101]). So kann bei Nichtlösbarkeit von (3.3)
oder äquivalent bei nicht-negativen Realteilen der Eigenwerten von A
gefolgert werden, dass das System (3.2) nicht asymptotisch stabil ist.
Da für das später vorgestellte Regelungskonzept der Modellprädiktiven
Regelung mit zeitdiskreten Modellen gearbeitet wird, wird im weite-
ren kurz auf zeitdiskrete Systeme eingegangen, was für ein autonomes
System entsprechend zur diskreten Form
x(k + 1) = f(x(k)) (3.4)
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führt. Diese Gleichung ist eine Rekursionsgleichung und eine asympto-
tisch stabile Ruhelage entspricht damit einem Fixpunkt der Rekursions-
gleichung. Auch hier lassen sich die Methoden nach Lyapunov anwen-
den. Für (3.4) gilt nach der direkten Methode nach Lyapunov folgen-
der
Satz 3.4. Existiert für eine oﬀene Menge M ⊆ Rn um die Ruhelage
xR = 0 eine Lyapunov-Funktion, die als positiv deﬁnite Funktion V (x) :
M −→ R mit der Eigenschaft
V˙ := V (x(k + 1))− V (x(k)) ≤ 0
in x ∈M deﬁniert ist, dann ist die Ruhelage lokal stabil. Gilt sogar
V (x(k + 1))− V (x(k)) < 0,
dann ist die Ruhelage lokal asymptotisch stabil.
Für lineare zeitdiskrete System der Form
x(k + 1) = Ax (3.5)
gilt
Satz 3.5. Ein lineares autonomes System x(k + 1) = Ax(k) ist genau
dann global asymptotisch stabil, falls für jede positiv deﬁnite symme-
trische Matrix Q = QT > 0 eine positiv deﬁnite symmetrische Matrix
P = PT > 0 existiert, die die Lyapunov-Gleichung
−Q = ATP + PA (3.6)
erfüllt. Diese Bedingung ist äquivalent zu der Aussage, dass für globale
asymptotische Stabilität die Realteile der Eigenwerte von A im inneren
des Einheitskreises liegen müssen.
Die direkte Methode nach Lyapunov kann prinzipiell auf jedes dyna-
mische System angewendet werden, so auch auf verteilt-parametrische
Systeme der Form
x˙ = f(x, z) (3.7)
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mit z der Ortskoordinate [46]. Für den Nachweis muss eine entsprechen-
de Norm und Lyapunov-Funktion gefunden werden. Als Norm kann man
entsprechend der Deﬁnition 3.2
‖x‖ =
√ˆ
Ω
xTx dΩ (3.8)
wählen, wobei über das betrachtete Gebiet Ω integriert wird, um die
Ortsabhängigkeit von (3.7) zu berücksichtigen. Für eine Ansatzfunktion
kann entsprechend auf
V (x) =
ˆ
Ω
W (x) dΩ (3.9)
mit W (x) einer skalaren Funktion des Zustands x zurückgegriﬀen wer-
den. Damit sind die Voraussetzungen für die Anwendung der direkten
Methode nach Lyapunov geschaﬀen.
Zusammenfassend ist festzuhalten, dass die direkte Methode nach Lyapu-
nov keine systematische Vorgehensweise für die Suche nach einer Lyapu-
nov-Funktion liefert, falls aus den physikalischen Zusammenhängen kei-
ne (Lyapunov-) Funktion für die Gesamtenergie bekannt ist [101]. Eine
Ausnahme bilden hier linearen Systeme, da hier immer die Ansatzfunk-
tion V (x) = xTPx verwendet werden kann. Dennoch ist es bei linearen
Systemen aus numerischen Gründen zweckmäßiger, die Stabilität über
die Berechnung der Eigenwerte zu untersuchen.
Vorteilhaft an der direkten Methode nach Lyapunov ist zum einen,
dass das Funktional der Diﬀerentialgleichung direkt ausgewertet wer-
den kann ohne die Lösung zu bestimmen. Zum zweiten ist vorteilhaft,
dass auch Stabilität nicht-autonomer, also zeitvarianter, und verteilt-
parametrischer Systeme untersucht werden kann. Zweckmäßig kann die
direkte Methode auch sein, um das Einzugsgebiet einer asymptotisch
stabilen Ruhelage abzuschätzen. Ein Einzugsgebiet ist der Bereich um
eine asymptotisch stabile Ruhelage, in dem die Zustände gegen die Ru-
helage konvergieren. Anzumerken ist hierbei, dass der Einzugsbereich
nicht identisch der oﬀenen MengeM ist, in der eine Lyapunov-Funktion
existiert. Der Grund dafür ist, dass M nicht zwingend einer Isolinie
V (x) = c mit c ∈ R der Lyapunov-Funktion entsprechen muss. Dies
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hat zur Folge, dass die Zustandstrajektorie M verlassen kann und au-
ßerhalb keine Stabilität garantiert werden kann. Über die Struktur des
Einzugsgebietes kann gesagt werden, dass [65]
Satz 3.6. Das Einzugsgebiet E für einen asymptotisch stabilen Gleich-
gewichtspunkt ist eine oﬀene, zusammenhängende positiv invariante
Menge. Weiterhin liegt die Grenze von E auf Systemtrajektorien.
Eine Menge I ist hierbei positiv invariant, falls für alle Anfangswer-
te x¯ ∈ I die zugehörigen Zustandstrajektorien x(t, x¯) in I verbleiben.
Wenn V eine Menge ist, in der V (·) positiv deﬁnit ist und VV˙ die Menge,
in der V˙ (·) negativ deﬁnit ist, dann ist eine einfache Abschätzung des
Einzugsgebietes [67]
E = {x ∈ Rn|V (x) ≤ c} ⊂ V ∩ VV˙ (3.10)
Dabei hängt das geschätzte Einzugsgebiet auch von der gewählten Lyapu-
nov-Funktion. Es kann zwar gezeigt werden, dass eine Lyapunov-Funkti-
on existiert, die das vollständige Einzugsgebiet beschreibt, aber es exis-
tiert keine Methode, um diese Funktion zu ﬁnden [147].
3.1.2 Indirekte Methode nach Lyapunov
Die indirekte Methode nach Lyapunov nutzt nun die Tatsache, dass
unter nicht sehr einschränkenden Bedingungen anhand der Linearisie-
rung eines nichtlinearen Systems um einen Gleichgewichtspunkt xR auf
dessen Stabilität geschlossen werden kann.
Satz 3.7. Sei xR = 0 die Ruhelage des nichtlinearen Systems x˙ = f(x)
mit f : M −→ R einer auf der oﬀenen Umgebung M ⊆ Rn von Null
stetig diﬀerenzierbaren Funktion. Mit der Jacobi-Matrix
A =
∂f
∂x
(x)
∣∣∣∣
xR
gilt dann:
1. Die Ruhelage xR ist asymptotisch stabil, falls alle Realteile der
Eigenwerte von A negativ sind.
35
Black L_143043_Phd_Jarmolowitz_VDI.pdfAugust 29, 2014 | 08:27:59 43
3 Systemtheorie für thermoakustische Systeme
2. Die Ruhelage xR ist instabil, falls mindestens ein Realteil der Ei-
genwerte von A positiv ist.
Vergleichbares gilt für ein zeitdiskrete System x(k + 1) = f(x(k).
Vorteilhaft an der indirekten Methode nach Lyapunov ist, dass auf die
Berechnung der Eigenwerte zur Stabilitätsuntersuchung zurückgegriﬀen
werden kann. Damit existiert ein strukturiertes Vorgehen zur Stabili-
tätsuntersuchung, das auch Instabilität nachweisen kann. Allerdings lie-
fert Satz 3.7 bei Eigenwerten auf der Stabilitätsgrenze, also bei zeitkonti-
nuierlichen Sytemen einem Realteil identisch Null und bei zeitdiskreten
Systemen auf dem Einheitskreis, keinerlei Aussage. Nachteilig ist weiter-
hin, dass durch die Verwendung der Linearisierung keine Abschätzung
über den Einzugsbereich getroﬀen werden kann, da eine Linearisierung
nur lokale Informationen erhält.
3.1.3 Robuste Stabilität
Da Modellunsicherheiten in dieser Arbeit als zeitabhängige Größen be-
trachtet werden, muss die Stabilitätsbetrachtung auf nicht-autonome
Systeme der Form
x˙ = f(t, x) (3.11)
erweitert werden. Ein nicht-autonomes und damit zeitvariantes System
kann die Folge zeitabhängiger Unsicherheiten δ(t) ∈ ∆ in Form von
x˙ = f(δ(t), x)
sein. Um nun Stabilität für ein System mit zeitabhängigen Unsicher-
heiten zu garantieren, wird die robuste Stabilität eingeführt, die hier
gleichbedeutend ist mit der Stabilität nicht-autonomer Systeme, und
wie folgt deﬁniert ist:
Deﬁnition 3.5 (Robuste Stabilität). Ein System
x˙ = f(δ(t), x)
ist robust (asymptotisch) stabil, wenn es für ∀δ(t) ∈ ∆ (asymptotisch)
stabil ist, wobei ∆ die Menge der unsicheren Parameter ist.
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Um zu einem Stabilitätskriterium zu gelangen, kann auf die direkte Me-
thode nach Lyapunov zurückgegriﬀen werden. Als Systemklasse werden
im Folgenden im Vorgriﬀ auf Kapitel 5 linearen parameterveränderli-
chen Systemen der Form
x˙ = A(δ(t))x (3.12)
mit der zeitabhängigen Unsicherheit δ(t) ∈ ∆ betrachtet. Für diese Sys-
temklasse kann Stabilität mit der Lyapunov-Ansatzfunktion V (x) =
xTPx untersucht werden, was zur Deﬁnition der quadratischen Stabili-
tät führt [16]:
Satz 3.8 (Quadratische Stabilität). Ein lineares parameterveränderli-
ches System ist quadratisch stabil bei Unsicherheiten δ ∈ ∆, falls eine
Matrix P = PT > 0 so existiert, dass
A(δ)TP + PA(δ) < 0,∀δ ∈ ∆
Eine äquivalente Formulierung existiert auch für zeitdiskrete Systeme.
Namensgebend für die quadratische Stabilität ist die Verwendung ei-
ner quadratischen Kostenfunktion mit der positiv deﬁniten Matrix P .
Motiviert wird die Verwendung der quadratischen Stabilität dadurch,
dass bei zeitvarianten Unsicherheiten negative Realteile der Eigenwerte
λ(A(δ(t))) < 0 nur eine notwendige, aber keine hinreichende Bedingung
für Stabilität sind. Quadratische Stabilität hingegen garantiert für jeg-
liche zeitliche Abhängigkeit des Systems (3.12) Stabilität. Nimmt man
unsichere Parameter als Ursache für eine Zeitabhängigkeit des Systems
an, so folgt, dass Stabilität auch bei unendlich schnellen Parameterva-
riationen garantiert ist. Diese starke Forderung hat einen Konservatis-
mus zur Folge, falls die tatsächliche Parametervariation nicht beliebig
schnell abläuft. Vorteilhaft ist die quadratische Stabilität hingegen im
Zusammenhang mit der Modellprädiktiven Regelung, da sich die qua-
dratische Ansatzfunktion einfach in ein quadratisches Programm inte-
grieren lässt.
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3.2 Thermoakustische Instabilität
Um nun die Methoden nach Lyapunov auf die Thermoakustik zu über-
tragen, bietet es sich an, mit dem bekannten Instabiliätskriterium nach
Lord Rayleigh für thermoakustische Systeme zu beginnen. Nach Lord
Rayleigh lautet das ursprüngliche Rayleigh-Kriterium für thermoakus-
tische Instabilität [113]
ˆ ˆ ˆ
Ω
ˆ τs
0
p′q′vdtdΩ > 0. (3.13)
Dabei wird das Integral über dem Produkt aus akustischer Druckﬂuk-
tuation p′ und der Fluktuation der Wärmefreisetzungsrate q′v über einer
Schwingungsperiode τs und über dem dreidimensionale Strömungsge-
biet Ω verwendet. Sollte dieses Integral größer als Null sein, sagt das
Rayleigh-Kriterium eine thermoakustische Instabilität voraus.
Wie schon die Intuition nahelegt, muss dieses Kriterium aber um mögli-
che Energieverluste L im Strömungsgebiet erweitert werden, um Insta-
bilitäten korrekt vorhersagen zu können. Dieses erweiterte Rayleigh-Kri-
terium kann dabei über die Energie als Lyapunov-Funktion hergeleitet
werden. Dabei dienen als Ausgangspunkt die linearisierten2 diﬀerentiel-
len Erhaltungsgleichungen (2.11), (2.12) und (2.13) in Form eines ver-
teilt-parametrisches Diﬀerentialgleichungssystems. Wie Abschnitt 3.1.1
zu entnehmen ist, kann auch für verteilt-parametrische Diﬀerentialglei-
chungen die direkte Methode nach Lyapunov verwendet werden. Als
Lyapunov-Ansatzfunktion dient die linearisierte akustische Energie e′
im Strömungsgebiet Ω
V =
ˆ ˆ ˆ
Ω
e′ dΩ (3.14)
mit der linearisierten speziﬁschen akustischen Energie [109,118]
e′ =
ρ¯
2
v′2 +
1
2ρ¯c20
p′2 (3.15)
2Durch die Verwendung einer Linearisierung kann die Stabilitätsuntersuchung nur
noch lokale Aussagen treﬀen.
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die durch die beiden akustischen Feldgrößen p′(x, t) und v′(x, t) be-
stimmt wird. Für positive Deﬁnitheit müssen diese Feldgrößen den Sys-
temzustand vollständig beschreiben. Der Zustand der beschreibenden
Dynamik ist nur dann eindeutig durch diese beiden Feldgrößen festge-
legt, falls die Strömung isentrop ist. In diesem Fall liefert Gleichung
(2.13) keinen Beitrag mehr zur Systemdynamik, so dass lediglich die
Gleichungen (2.11) und (2.12) verbleiben. Weitere Zustandsgrößen sind
aber denkbar, falls die Randbedingungen und/oder eine mögliche Flam-
menübertragungsfunktion (dynamische) Zustände enthalten. Gleichung
(3.14) ist positiv deﬁnit für die Zustandsgrößen. Falls also die totale
akustische Energie streng monoton nach
d
dt
ˆ ˆ ˆ
Ω
e′ dΩ < 0
abnimmt, ist asymptotische Stabilität für die Ruhelage p′ = v′ = 0 ga-
rantiert, siehe Abschnitt 3.1.1. Es ist zu beachten, dass für eine nicht-
isentrope Strömung der Zustandsvektor der beschreibenden Dynamik
zusätzlich um die Entropieﬂuktuation s′ erweitert werden muss, falls
Stabilität nachgewiesen werden soll. In diesem Fall ist (3.14) nicht mehr
positiv deﬁnit3 und es kann mit dieser Ansatzfunktion keine Stabilität
für nicht-isentrope Strömung gezeigt werden. In diesem Fall muss die
betrachtete Energie um einen entropieabhängigen Term erweitert wer-
den [28,98,109]. Da Wärmefreisetzungsﬂuktuationen immer eine Quelle
für sowohl akustische als auch Wirbel- und Entropiestörungen darstel-
len, stellt sich die Frage, wann die Betrachtung der akustischen Energie
in Form von (3.14) gerechtfertigt ist. Betrachtet man die inhomogene
Wellengleichung (2.16), stellt man fest, dass zunächst keine Kopplung
zwischen den akustischen Druck- und Entropieschwankungen besteht.
Eine Kopplung kann aber über Randbedingungen vorhanden sein, etwa
wenn sich die Geometrie stromaufwärts verjüngt [57,83]. Sollte sich die
Geometrie jedoch nicht nennenswert ändern, wird die Entropiestörung
lediglich aus dem System transportiert [70] ohne mit der Akustik wech-
selzuwirken. Nimmt man nun an, dass diese entkoppelte Dynamik sta-
bil ist, müssen für die Stabilität noch die verbliebenen Zustände p′(x, t)
und v′(x, t) untersucht werden. Dafür ist die Betrachtung von (3.14) als
Ansatzfunktion hinreichend.
3Es existiert ein x 6= 0 für das e′(x) = 0 gilt.
39
Black L_143043_Phd_Jarmolowitz_VDI.pdfAugust 29, 2014 | 08:27:59 47
3 Systemtheorie für thermoakustische Systeme
Unter der Annahme isentroper Strömung außerhalb des Verbrennungs-
gebietes liefert die zeitliche Ableitung der akustische Energie entlang
der Systemtrajektorien [98,109]
∂e′
∂t
=
γ − 1
γp¯
p′q′v −∇ · (p
′v′) . (3.16)
Mit Hilfe des Gaußschen Integralsatzes muss für asymptotische Stabili-
tät gelten ˆ ˆ ˆ
Ω
γ − 1
γp¯
p′q′vdΩ <
‹
Σ
p′v′dΣ (3.17)
mit Σ der kumulierten Systemoberﬂäche, über die der akustische Netto-
ﬂuss das Strömungsgebiet verlässt. Mittelt man nun über eine Schwin-
gungsperiode τs, um den Nettoenergietransfer zu betrachten, und fasst
den Verlust durch akustischen Fluss über die Systemgrenzen im Term
L zusammen, gelangt man schließlich zu dem gesuchten Stabilitätskri-
terium ˆ ˆ ˆ
Ω
ˆ τs
0
γ − 1
γp¯
p′q′vdtdΩ < L. (3.18)
Da in der Literatur zu thermoakustischen Systemen meist die Insta-
bilität untersucht wird, die Stabilitätstheorie nach Lyapunov aber im
Allgemeinen nur eine hinreichende Bedingung für Stabilität liefert und
damit nicht ohne weiteres umkehrbar ist, sei auf die Instabilität nach
Lyapunov in Satz 3.2 verwiesen. Hierbei sei angemerkt, dass die Frage-
stellung aus [98], nämlich ob die Betrachtung der akustischen Energie
„ausreichend“ ist oder besser um die Entropie erweitert werden soll-
te, im Kontext der Frage nach Instabilität irreführend ist. Man kann
die Berücksichtigung der Entropie in einer Lyapunov-Funktion fordern,
wenn man (interne) Stabilität4 nachweisen will und damit auf die posi-
tive Deﬁnitheit der Lyapunov-Funktion angewiesen ist. Für den Nach-
weis einer Instabilität ist es notwendig und hinreichend (siehe Deﬁni-
tion 3.1), wenn Instabilität für mindestens eine Zustandskomponente
nachgewiesen wird. Damit ist die Betrachtung der akustischen Energie
hinreichend, um thermoakustische Instabilität nachweisen zu können.
Weiterhin lässt der physikalische Wirkmechanismus der Thermoakus-
tik vermuten, dass die Betrachtung der akustischen Energie eine not-
wendige und hinreichende Bedingung ist. So schließt die Deﬁnition des
4Interne Stabilität bedeutet, dass alle Zustände, auch die Entropie, stabil sind.
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Abbildung 3.1: Phasenbeziehung von akustischem Druck und Wärmefrei-
setzungsrate für thermoakustische Instabilität.
thermoakustischen Eﬀekts, der aus einer Wechselwirkung von Akustik
und Verbrennung besteht, per Deﬁnition eine Instabilität ohne einen
Anstieg der mittleren akustischen Energie aus.
Da die akustische Energie (3.14) für die akustischen Zustandsgrößen
positiv deﬁnit ist und im Fall von
ˆ ˆ ˆ
Ω
ˆ τs
0
γ − 1
γp¯
p′q′vdtdΩ > L (3.19)
die zeitliche Änderung der integralen akustischen Energie ebenfalls po-
sitiv deﬁnit ist, können mit Satz 3.2 und (3.19) als Kriteriun für ther-
moakustische Instabilität physikalische Bedingungen für Instabilität an-
gegeben werden. Es lässt sich ableiten, dass Betrag und Phasenbezie-
hung von akustischem Druck zu zeitlicher Fluktuation der Wärme-
freisetzungsrate summiert über das Strömungsgebiet den akustischen
Quellterm bestimmen. Sollte die Wärmefreisetzungsﬂuktuation q′v einen
hinreichend großen Anteil in Phase mit der Druckﬂuktuation p′ ha-
ben, handelt es sich um eine konstruktive Interferenz, da die Wärme-
freisetzungsﬂuktuation die Druckﬂuktuation anfacht. Dem grau hinter-
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legten Bereich in Abbildung 3.1 ist zu entnehmen, dass für Instabilität
für die Phasenverschiebung
φq′v−p′ ≤ ±90
◦ (3.20)
gelten muss, da hier eine Energiezufuhr stattﬁndet. In der Folge ist das
Integral in (3.19) und damit der Quellterm positiv. Ist dieser Quellterm
größer als die akustischen Verluste L, die unter den getroﬀenen An-
nahmen lediglich durch den akustischen Fluss über die Systemgrenzen
beschrieben werden, so ist die Ruhelage p′ = v′ = 0 des thermoakusti-
schen Systems instabil.
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In diesem Kapitel wird die Rijke-Röhre als thermoakustisches System
vorgestellt, welches sowohl in der Simulation als auch im Experiment als
Referenzsystem für die Bewertung der verwendeten Modellprädiktiven
Regelung (MPR) dient. Im Folgenden wird daher der experimentelle
Aufbau als auch die physikalische Modellierung der Rijke-Röhre vorge-
stellt.
Die Rijke-Röhre ist ein nach ihrem Erﬁnder P. L. Rijke benannter Ver-
suchsaufbau zur Untersuchung von thermoakustischen Verbrennungsin-
stabilitäten. Die Rijke-Röhre stellt dabei einen einfachen Aufbau dar,
der eine thermoakustischeWechselwirkung aufweist. Die für eine thermo-
akustische Instabilität charakteristische hohe akustische Energie kann
am Rijke-Rohr in Form eines meist monofrequenten Tons wahrgenom-
men werden. In diesem Zusammenhang wird auch oft von einer singen-
den Flamme gesprochen. Wegen des relativ einfachen Aufbaus lässt sich
die Rijke-Röhre weitestgehend physikalisch motiviert analytisch model-
lieren. Das macht die Rijke-Röhre zu einem idealen Aufbau, um gehobe-
ne, meist modellbasierte, Regelungsverfahren auf ihren Nutzen für die
Verbrennungsregelung zu testen [58,95].
Das vorrangige Regelungsziel instabiler Verbrennungssysteme ist die ro-
buste Stabilisierung über einen weiten Arbeitsbereich. Der Begriﬀ Ro-
bustheit meint hierbei den Umstand, dass das Regelziel trotz Modellun-
sicherheiten erreicht wird. Um dieses Ziel zu erreichen, werden Verfahren
der robusten Regelung erforscht und eingesetzt. Dabei ist der Begriﬀ der
robusten Regelung in gewisser Weise eine Tautologie, da eine Regelung
immer eine Robustheit gegenüber Unsicherheiten und Störungen haben
muss. Dies ist der Vorteil eines Regelkreises gegenüber einer Steuerung.
Die robuste Regelung berücksichtigt in der Reglerauslegung diese Unsi-
cherheiten explizit, was aber nur möglich ist, falls diese mathematisch
abschätzbar und damit modellierbar sind.
Um Unsicherheiten systematisch untersuchen zu können, ist der Auf-
bau der Rijke-Röhre so konstruiert, dass deren Länge veränderbar ist.
Diese Längenänderung wirkt sich auf die akustischen Laufzeit aus und
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Rijke-
Röhre
C q( )
r t() u t( )
v t( )
y t( )
G qyu( )
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fon
Laut-
sprecher
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Regler
-
Abbildung 4.1: Regelkreis für die Rijke-Röhre mit Lautsprecher als Aktua-
tor und einem Mikrofon als Sensor.
ist damit äquivalent zu allen Störungen die sich eben auf diese Laufzeit
auswirken. Als Beispiel kann hier z.B. eine sich ändernde temperaturab-
hängige Schallgeschwindigkeit genannt werden. Da sich diese Unsicher-
heit auf den rein akustischen Teil der Rijke-Röhre auswirkt, steht eine
physikalische Modellierung der Flamme in dieser Arbeit nicht im Fo-
kus, zumal der Versuchsaufbau eine Diﬀusionsﬂamme aufweist, die im
Zusammenhang mit thermoakustischen Instabilitäten von geringerem
Interesse ist. Zur Modellierung wird aufgrund lediglich eines Sensors in
Form eines Mikrofons das dynamische Verhalten zunächst durch Me-
thoden der Systemidentiﬁkation anhand von Messdaten bestimmt, um
durch einen Vergleich mit einer physikalisch motivierten Modellierung
unbekannte physikalische Parameter abzuschätzen.
Die darauf aufbauende Regelung ist als Regelkreis mit einem Mikrofon
als Sensor und einem Lautsprecher als Aktuator in Abbildung 4.1 darge-
stellt. Von besonderem Interesse für den Einsatz der MPR ist neben der
Robustheit die Echtzeitfähigkeit, da diese den praktischen Einsatz für
hochdynamische Prozesse wie die Thermoakustik limitiert. Hier weist
die Rijke-Röhre eine für thermoakustische Systeme repräsentative Dy-
namik auf, weshalb deren Regelung eine Bewertung des vorgestellten
Regelungsverfahrens für den praktischen Einsatz ermöglicht.
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Abbildung 4.2: Versuchsaufbaus der Rijke-Röhre.
4.1 Experimenteller Aufbau
Der Aufbau der Rijke-Röhre ist in Abbildung 4.2 sowie schematisch
in Abbildung 4.3 dargestellt. Die Maße des Aufbaus sind Tabelle 4.1
zu entnehmen. Der Testaufbau besteht aus einem vertikalen Telesko-
prohr aus Glas. Dadurch kann die Gesamtlänge l der Rijke-Röhre im
Betrieb variiert werden. Die beiden Enden der Rijke-Röhre sind oﬀen.
Der Flammenhalter beﬁndet sich im unteren Teil der Röhre und ist
mit einer Gaszuleitung verbunden, die die Flamme mit Butan-Gas als
Brennstoﬀ versorgt. Da sich die Luft als Oxidator erst am Flammenhal-
ter mit dem Brennstoﬀ vermischt, bildet sich eine Diﬀusionsﬂamme am
Flammenhalter aus. Die Flamme sorgt durch ihren Wärmeeintrag für
einen Dichtegradienten entlang der Röhre, was zu einem Ausströmen der
heißen Luft am oberen Ende und zu einem Nachströmen von kalter Luft
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Abbildung 4.3: Schematischer Aufbau der Rijke-Röhre (um −90° gedreht)
[61].
am unteren Ende der Röhre führt. Bei diesem Vorgang handelt es sich
um den sog. Kamineﬀekt. Als Sensor ist ein handelsübliches Ansteck-
mikrofon (Kondensatormikrofon) unterhalb des Flammenhalters posi-
tioniert. Als Aktuator steht ein Lautsprecher der Firma Visaton (WS
20 E) unterhalb des unteren oﬀenen Endes der Röhre zur Verfügung,
der als akustische (Volumen-)Quelle Einﬂuss auf das thermoakustische
System ausüben kann.
4.2 Closed-Loop Identifikation
Die Systemidentiﬁkation beschäftigt sich mit der Erstellung eines ma-
thematischen Modells anhand von Eingangs-Ausgangsdaten einer Stre-
cke. Dazu wird die Strecke mit einem Testsignal beaufschlagt und der zu-
gehörige Streckenausgang zeitsynchron aufgezeichnet. Diese Daten wer-
den dann auf einen dynamischen Zusammenhang hin untersucht und
einer Modellklasse zugeordnet. Die Identiﬁkationsmethode wählt nach
einem entsprechend deﬁnierten Gütekriterium das „beste“ Modell aus
dieser Modellklasse aus. Zusammenfassend besteht die Identiﬁkation ei-
nes dynamischen Systems aus den drei Schritten [73]:
• Aufzeichnung der Daten. Dabei muss ein experimentelles Design
gewählt werden, das möglichst die maximale Information über den
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Tabelle 4.1: Bemaßung des Versuchsaufbaus der Rijke-Röhre.
Maß Wert
lu 0,275 m
lm 0,195 m
ls 0,1 m
d 0,044 m
l
Pos. 1: 1.090 m
Pos. 2: 1,180 m
Pos. 3: 1,285 m
Pos. 4: 1,365 m
Prozess liefert.
• Wahl der Modellklasse unter Berücksichtigung von bereits beste-
hendem Wissen über den Prozess.
• Identiﬁkation des besten Modells aus der Modellklasse zur Repro-
duktion der aufgezeichneten Eingangs-Ausgangsdaten.
Da die Rijke-Röhre im angestrebten Arbeitspunkt mit p′(x, t) = 0 i.A.
lokal instabil ist, ist eine Closed-Loop Identiﬁkation (CLI) notwendig.
Dabei wird die Strecke im geschlossenen Regelkreis identiﬁziert, siehe
dazu Abbildung 4.1. Die Notwendigkeit einer CLI ergibt sich im vorlie-
genden Fall aus der Tatsache, dass die für die Validierung notwendige
Identiﬁkation und letztendlich auch die Regelung auf linearen Modellen
basiert. Da lineare Modellbeschreibungen eines nichtlinearen Systems
nur den Bereich um einen Arbeitspunkt hinreichend genau beschrei-
ben können, müssen für die Identiﬁkation Daten um den angestrebten
Arbeitspunkt aufgezeichnet werden. Da die Rijke-Röhre in weiten Ar-
beitsgebieten lokal instabil ist, entfernt sich der Systemzustand schnell
vom Arbeitspunkt und geht in einen stabilen Grenzzyklus über. Dieser
Grenzzyklus kann nicht mit linearen Modell erfasst werden. Eine CLI
bietet hier Abhilfe, da durch einen Reglereinsatz das System stabilisiert
und damit im Bereich um den Arbeitspunkt gehalten wird. In diesem
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Sinn hat der Regler einen Linearisierungseﬀekt [127,139]. Die CLI wird
in die folgenden drei Methoden unterteilt [73, 129]:
• direkte Identiﬁkation
• indirekte Identiﬁkation
• kombinierte Eingangs-/Ausgangsidentiﬁkation
Bei der direkten Identiﬁkation werden die Signale u(t) und y(t) entspre-
chend Abbildung 4.1 aufgezeichnet und zur Identiﬁkation verwendet.
Durch die Rückführung besteht aber eine Abhängigkeit der Stellgröße
u(t) von der Störgröße v(t), wodurch sich Einschränkungen ergeben. Bei
einer direkten Identiﬁkation mit Korrelationsmethoden im geschlosse-
nen Regelkreis gilt zu beachten, dass die Störung v(t) mit dem Eingangs-
signal u(t) aufgrund der Rückführung ur(t) = −C(q)y(t) korreliert, d.h.
die Kreuzkorrelation ist ungleich Null:
Rvu(τ) = lim
n→∞
1
N
N∑
t=1
v(t)u(t− τ) 6= 0 (4.1)
Eine direkte Anwendung von Spektralmethoden führt im Ergebnis zu
einer gewichteten Mittelung zwischen der Übertragungsfunktion Gyu
von u nach y und dem inversen Regelgesetz y(t) = −C(q)−1ur(t) [129].
Beide Übertragungsfunktionen stellen über
u = r + ur
einen Zusammenhang zwischen u(t) und y(t) im Regelkreis dar. Dies hat
einen Bias im geschätzten Modell zur Folge. Weiterhin führt ein schlech-
tes bzw. zu einfaches Störgrößenmodell ebenfalls zu einem Bias in der
Identiﬁkation der Strecke Gyu. Der Vorteil der direkten Identiﬁkation
ist, dass das Regelgesetz nicht bekannt sein muss. Das Regelgesetz kann
also auch nichtlinear sein, ohne lineare Identiﬁkationsmethoden zu be-
einträchtigen.
Die indirekte Methode verwendet die Signale r(t) und y(t), zwischen
denen keine Rückkopplung existiert. Daher können alle Identiﬁkations-
methoden ohne Einschränkung verwendet werden. Weiterhin ist selbst
ohne Störgrößenmodell eine konsistente Schätzung von Gyu möglich
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[73]. Für die indirekte Identiﬁkation muss das Regelgesetz in analy-
tischer Form vorliegen, da nur so vom geschlossenen Regelkreis Gyr auf
die Strecke Gyu geschlossen werden kann. Diese Anforderung kann für
nichtlineare Regler wie die MPR schwer erfüllbar sein.
Die kombinierte Eingangs-/Ausgangsidentiﬁkation verwendet u(t) und
v(t) als Eingangsgrößen und y(t) als Ausgang. Der Vorteil dieser Metho-
dik ist, dass der Regler nicht bekannt sein muss und durch die Messung
von v(t) Ungenauigkeiten im Störgrößenmodell weniger Einﬂuss auf die
Identiﬁkation der Strecke haben.
In dieser Arbeit wird die indirekte Identiﬁkation verwendet, da zum
einen für die Identiﬁkation ein in analytischer Form vorliegender Pha-
senregler, bestehend aus einem Totzeit-Element, verwendet wird und
zum zweiten Korrelationsverfahren, die sich durch ihre Robustheit aus-
zeichnen, eingesetzt werden können.
Um das analytische Modell mit dem Experiment aussagekräftig verglei-
chen zu können, bietet sich der Frequenzgang an. Der Frequenzgang ist
die Fouriertransformierte der zugehörigen linearen Diﬀerentialgleichung,
also des zugrunde liegenden dynamischen Systems, in den Bildbereich.
Der Frequenzgang
G(jω) =
Y (jω)
U(jω)
(4.2)
gibt dabei an, wie ein harmonisches Eingangssignal u(t) = Ucos(ωt)
mit der Frequenz ω durch eine lineare Strecke mit |G(jω)| verstärkt
und in der Phase φ(ω) = ∠G(jω) verschoben wird, was zu dem Aus-
gangssignal y(t) = Y cos(ωt+ φ) führt [2, 43]. Der Frequenzgang bietet
die Möglichkeit, das analytische Modell in Abhängigkeit der Frequenz
anhand experimenteller Daten zu validieren. Weiterhin kann der Fre-
quenzgang intuitiv in Beziehung zur Akustik gesetzt werden, was gera-
de in Hinblick auf eine mögliche Modellreduktion für die Regelung von
großem Vorteil ist. Die Messung des Frequenzganges fällt in das Gebiet
der Systemidentiﬁkation, weswegen im weiteren von einer Identiﬁkation
gesprochen wird. Hierzu muss gesagt werden, dass die hier vorgestellte
Identiﬁkation des Frequenzganges noch kein mathematisches Modell der
Strecke liefert. Da aber lediglich das analytische Modell der Rijke-Röhre
validiert werden soll, ist dies nicht notwendig.
Für die Identiﬁkation des Versuchsaufbaus der Rijke-Röhre können be-
liebige Testsignale verwendet werden. Es bieten sich jedoch periodische
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Abbildung 4.4: Messanordnung für das verwendete Korrelationsverfahren
[3].
Testsignale an, da die Periodizität eine Mittlung des Ausgangssignals er-
möglicht und damit Störungen im Messsignal reduziert werden können.
Hierbei liegt die Annahme zugrunde, dass bei periodischer Anregung
alle nicht-periodischen Variationen den Störungen zugeordnet werden
können. Diese Annahme ist nur dann unzulässig, falls periodischen Stö-
rungen vorhanden sind oder eine Bifurkation, bei der eine periodische
Anregung nicht zu einem periodischen Ausgang führen muss [106]. Bei-
de Phänomene wurden im betrachteten Arbeitsbereich der Rijke-Röhre
bei konstanten Parametern nicht beobachtet. Bifurkationen, die bei Pa-
rametervariationen der Rijke-Röhre wie in Abschnitt 2.3 beschrieben
auftreten können, sind hier nicht relevant, da Identiﬁkationsversuche
jeweils bei konstanten Parametern durchgeführt werden. Bei diskreten
Modellen kann die Mittelung über M periodische Signale der Länge Np
mit
y¯ =
1
M
M∑
l=1
y(k + (l − 1)Np) (4.3)
erfolgen. Es ist ersichtlich, dass die Störungen aufgrund der Mittelung
mit 1√
M
abnehmen, falls die absolute Messzeit viel größer als die Korre-
lationslänge des Rauschens [106] und die Einschwingdauer des Prozesses
ist. Im Folgenden wird daher eine Frequenzganganalyse mittels Korrela-
tion, welche mit harmonischen Testsignalen arbeitet, zur Identiﬁkation
des Frequenzgangs verwendet [3,73,110]. Das Korrelationsverfahren ist
in Abbildung 4.4 dargestellt und führt mit der Messfrequenz ω0, der
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resultierenden Periode T0 =
2pi
ω0
und der Messzeit T = kT0 zu den Aus-
gangssignalen
R = Re [G(jω0)] ·
U2
2
kT0 +
ˆ T
0
v(t)Ucos(ωt)dt (4.4)
I = Im [G(jω0)] ·
U2
2
kT0 +
ˆ T
0
v(t)Usin(ωt)dt (4.5)
Die entsprechenden Integrale sind hierbei beschränkt, solange die Stö-
rung v(t) nicht mit den harmonischen Anteilen korreliert, wohingegen
die vorderen Terme stetig aufgrund steigendem k wachsen. Damit lie-
fern I und R für lange Messzeiten den Imaginär- und Realteil und damit
Betrag und Phase des Frequenzgangs bei der Messfrequenz ω0. Im Fal-
le einer indirekten Identiﬁkation kann die Frequenzganganalyse mittels
Korrelation direkt eingesetzt werden mit dem Eingangssignal r(t) und
dem Ausgangssignal y(t). Aus dem identiﬁzierten Frequenzgang Gyr
kann nach Abbildung 4.1 für den Frequenzgang der Strecke Gyu(jω)
der Zusammenhang
Gyu =
Gyr
1−GyrC
(4.6)
mit den Frequenzgängen Gyr(jω) des geschlossenen Regelkreises und
C(jω) des Reglers abgeleitet werden. Bei Kenntnis des Regelgesetzes
kann der gesuchte Frequenzgang Gyu(jω) berechnet werden.
Bei dem verwendeten Identiﬁkationsverfahren werden Frequenzen im in-
teressierenden Frequenzband angeregt und damit der Frequenzgang an
diesen Frequenzen identiﬁziert. Somit kann der interessierende Bereich
intuitiv eingegrenzt und ggf. die Auﬂösung der Identiﬁkation angepasst
werden. Die Nachteile der Frequenzganganalyse mittels Korrelation, na-
mentlich die u.U. langen Messzeiten und die Verwendung harmonischer
Testsignale, kommen bei thermoakustischen Systemen nicht zum Tra-
gen. Da die zugrunde liegende Physik hochdynamisch ist, sind die Mess-
zeiten vernachlässigbar. Weiterhin sind harmonische Eingänge zulässig,
da diese im Betrieb durch die Regelung zwingend zur Stabilisierung
erzeugt werden müssen. Die benannten Nachteile sind auch sonst nur
dann relevant, wenn eine Identiﬁkation im Betrieb und nicht schon bei
der Entwicklung erforderlich oder die Physik sehr träge ist.
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f1
g1
f2
g2
Abbildung 4.5: Teilmodell, auch Vierpol genannt, in einem akustischem
Netzwerk, das die Riemann-Invarianten mathematisch ver-
knüpft.
4.3 Physikalische Modellbildung
Die Rijke-Röhre, die ein verteilt-parametrisches System darstellt, wird
im Folgenden mit einem Netzwerkansatz nach [14, 32, 54] beschrieben.
Dabei wird angenommen, dass die Verbrennungszone im Verhältnis zum
Resonanzraum der Akustik klein ist (akustisch kompakt) und damit als
ortsdiskret aufgefasst werden kann. Aufgrund dieser Annahme können
Akustik und Verbrennung getrennt modelliert werden; die Verbrennung
stellt lediglich einen Quellterm der Akustik am Ort der Verbrennung
dar.
4.3.1 Modellierung der Akustik
Die Akustik der Rijke-Röhre kann näherungsweise mit den eindimensio-
nalen linearisierten Erhaltungsgleichungen (2.11), (2.12) und (2.13) be-
schrieben werden, was ein oft genutzter Modellierungsansatz ist [31,57].
Die Verwendung dieser vereinfachten Erhaltungsgleichungen lassen sich
unter den Bedingungen rechtfertigen, dass die mittlere Strömungsge-
schwindigkeit homogen über dem Querschnitt ist, dass das Verhältnis
von Länge zu Durchmesser der Geometrie der betrachteten Elemen-
te ausreichend groß ist, so dass nur eindimensionale Wellen in axialer
Richtung relevant sind und dass die akustischen Störungen hinreichend
klein sind [31, 109]. Diese Annahmen sind für die Rijke-Röhre zulässig
[95]. Wenn die Strömung zusätzlich noch isentrop ist, hat der akus-
tische Zustandsvektor die Dimension n = 2. Hierbei können z.B. die
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akustische Geschwindigkeit u′ und der akustische Druck p′ als Zustän-
de gewählt werden. Man kann verschiedene akustische Elemente in ei-
nem sog. akustischen Netzwerk verschalten [14], um aus Teilmodellen zu
einem Gesamtmodell zu gelangen. Dabei werden die Teilmodelle über
ihre Randbedingungen gekoppelt, die ortsfest sind. Durch diesen Netz-
werkansatz wird das verteilt-parametrischen thermoakustische System
mit Hilfe von Modellen mit konzentrierten Parametern abgebildet. Im
Fall von zwei Zuständen werden die Teilmodelle auch Vierpole genannt,
da diese jeweils an beiden Enden zwei Zustände miteinander verknüp-
fen. Dies ist in Abbildung 4.5 für die Wahl der Riemann-Invarianten als
Zustandsgrößen dargestellt.
Stromauf der Reaktionszone liefert die Lösung der eindimensionalen
Wellengleichung die bereits in Abschnitt 2.1.2 vorgestellten Gleichun-
gen1
p(x, t) = p¯+ f(t−
x
c¯+ u¯
) + g(t+
x
c¯− u¯
) (2.24)
ρ(x, t) = ρ¯+
1
c¯2
(
f(t−
x
c¯+ u¯
) + g(t+
x
c¯− u¯
)
)
(2.25)
u(x, t) = u¯+
1
ρ¯ c¯
[
f
(
t−
x
c¯+ u¯
)
− g
(
t+
x
c¯− u¯
)]
(2.26)
Da die Riemann-Invarianten f(x, t) und g(x, t) das gesamte akustische
Feld beschreiben, bieten diese sich als Zustände für das akustische Sys-
tem an. Vorteilhaft ist hierbei z.B. gegenüber p′(x, t) und u′(x, t), dass
das resultierende Übertragungsverhalten immer kausal ist, wenn man
die eintreﬀenden Wellen, in Abbildung 4.5 f1 und g2, als Eingänge und
die abgehenden als Ausgänge annimmt. Folglich muss ein Übertragungs-
element in einem akustischen Netzwerk die Riemann-Invarianten auf
beiden Seiten mittels eines dynamischen Modells miteinander verknüp-
fen. Für gerade Kanäle z.B. können dabei die Riemann-Invarianten mit
zwei Totzeiten für die Laufzeiten stromauf τu und stromab τd verknüpft
werden.
Um das Modell abzuschließen, werden Randbedingungen benötigt, die
bei linearer eindimensionaler Akustik als Reﬂexionskoeﬃzienten R be-
zeichnet werden. Die Reﬂexionskoeﬃzienten beschreiben die Reﬂexion
1Hier unter Berücksichtigung der mittleren Strömungsgeschwindigkeit u¯.
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von akustischen Wellen, also der Riemann-Invarianten, an den System-
grenzen z.B. in Form einer Übertragungsfunktion
R(jω) =
f(jω)
g(jω)
(4.8)
Da die Reﬂexion von der Umgebung um das System abhängt, stellen die
Reﬂexionskoeﬃzienten eine Approximation der Systemumgebung dar.
Levine, Schwinger und in der Folge Wolf untersuchten diese Übertra-
gungsfunktion für den vorliegenden Anwendungsfall, das beiderseits of-
fene Rohr [69,144]. Für den an der Rijke-Röhre untersuchten Frequenz-
bereich bis 600 Hz ergibt sich anhand dieser Untersuchungen nur eine
geringe Frequenzabhängigkeit der Amplitude und Phase. Weiterhin ist
die Phasenverschiebung im Vergleich zu den übrigen dynamischen Ele-
menten, also im Wesentlichen die Totzeiten des Modells, von deutlich
geringerer Größe und damit vernachlässigbar. Die Amplitude wird auf-
grund der geringen Frequenzabhängigkeit als konstant angenommen; es
wird ein mittlerer Wert gewählt. Als Resultat gilt für die Reﬂexionsko-
eﬃzienten des unteren und oberen Rohrendes
Ru = Rd = −0, 89 (4.9)
womit sie im Modell als Proportionalitätselemente abgebildet werden
können. Das negative Vorzeichen spiegelt den physikalischen Sachver-
halt wider, dass eintreﬀende und reﬂektierte Druckwelle sich aufgrund
des oﬀenen Endes an dieser Stelle nahezu auslöschen, was zu Schwin-
gungsknoten der stehenden Welle an den Rohrenden führt. Dies wird
insbesondere im Falle harmonischer Signale deutlich: Der negative Pro-
portionalitätsfaktor bewirkt eine Phasenverschiebung um−180°, so dass
bei Addition beider Wellen an der Stelle des Rohrendes Wellental und
-berg übereinander liegen. Dabei stellen Randbedingungen für den Fall
|R| < 1 die einzigen akustischen Verluste in der vorgestellten Modellie-
rung dar und diese können als akustischer Fluss in Form einer Trans-
mission über die Systemgrenzen hinweg interpretiert werden, siehe Ab-
schnitt 3.2.
Stromab müssen die Schwankungsgrößen ρ′ und T ′ um die Einﬂüsse der
konvektiven Entropiewellen2, die durch die schwankende Wärmefreiset-
2Strenggenommen handelt es sich nicht um Wellen, lediglich um Störungen, da die
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zung der Flamme induziert werden, wie folgt erweitert werden [34,57]
ρ(x, t) = ρ¯+ ρ′(x, t)− s′(t−
x
u¯
)
ρ¯
cp
(4.10)
T (x, t) = T¯ +
p′(x, t)
ρ¯
+ s′(t−
x
u¯
)
c¯2
(γ − 1)cp
(4.11)
mit s′ der Entropiestörung. Dabei ist eine Kopplung dieser Entropiestö-
rung mit dem akustischen Feld in Form von u′ und p′ jedoch nur über
die Randbedingungen möglich [34, 70]. Eine solche Randbedingung lie-
fert ein sich verjüngender Querschnitt [83], der mit
2
u′
u¯
+
ρ′
ρ¯
−
p′
p¯
= 0 (4.12)
beschrieben werden kann. Die Rijke-Röhre weist keine Verjüngung an
den Rohrenden auf und damit werden Entropiestörungen ohne Rück-
kopplung aus dem System transportiert. Weiterhin ist eine derartige
Kopplung nur dann von Relevanz, falls turbulente Mischung und Dif-
fusion die Entropiestörungen nicht vor Erreichen der entsprechenden
Randbedingungen verschmieren. Bei der Rijke-Röhre ist die konvektive
Wellenlänge der Entropiestörung 2πu¯/ω kurz im Vergleich zur Rohr-
länge stromab l − lu, so dass Mischung und Diﬀusion zu einem Ver-
schmieren und damit zu vernachlässigbaren Entropiestörungen an der
Systemgrenze führen. In der Summe müssen Entropiestörungen nicht in
der Beschreibung des akustischen Feldes der Rijke-Röhre berücksichtigt
werden, da keine Kopplung besteht.
Eine weitere Annahme für die Modellierung ist, dass der mittlere Druck
stromauf und -ab identisch ist:
p¯1 = p¯2 (4.13)
Diese Annahme ist gerechtfertigt, da die Bereiche stromauf und -ab nur
durch die Flamme, aber nicht konstruktiv getrennt sind.
Um die Rijke-Röhre regeln zu können, wird ein Lautsprecher als Aktua-
tor und ein Mikrofon als Sensor verwendet. Beide interagieren direkt mit
Entropiewellen keine Lösung einer Wellengleichung sind und auch sonst keine
Charakteristika wie Reﬂexionen aufweisen.
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dem akustischen Feld, weswegen die entsprechende Modellierung und
Kopplung im Folgenden als Teil des akustischen Systems vorgestellt
wird. Der Lautsprecher inklusive einem Verstärker wird als Übertra-
gungsfunktion GL von Spannung UL auf Druck in Form einer erzeugten
Schallwelle fL (Riemann-Invariante) deﬁniert und mit einer bereits vor-
handenen Druckwelle f′u am unteren Ende der Röhre überlagert [40]:
fu(jω) = f
′
u(jω) +GL(jω)UL(jω)︸ ︷︷ ︸
fL
(4.14)
Dabei wird für GL diﬀerenzierendes Verhalten angenommen, da ein
Lautsprecher keine konstante Druckänderungen erzeugen kann, d.h.
lim
ω→0
|GL(jω)| = 0
Zusätzlich sollte die Laufzeit von fL von der Position des Lautsprechers
bis zum unteren Rohrende in Form eines Totzeit-Elements berücksich-
tigt werden. Zusammenfassend ergibt sich demnach
GL(jω) =
kLjω
1 + TLjω
e−jω
ls
c¯ (4.15)
mit einer Zeitkonstante TL = 0, 0035 s nach Datenblatt des Lautspre-
chers. Das Vorzeichen von kL hängt dabei von der Verkabelung des Ver-
stärkers ab. Die Übertragungsfunktion des Mikrofons wird als einfaches
Proportionalelement km deﬁniert und bestimmt die Ausgangsspannung
Um in Abhängigkeit des Drucks p′m an der Mikrofonposition lm
Um(jω) = km (fm(jω) + gm(jω))︸ ︷︷ ︸
p′m(jω)
(4.16)
Da das akustische Modell in der Summe linear ist, können die Verstär-
kungsfaktoren km und kL zu kas zusammengefasst und durch Vergleich
mit dem identiﬁzierten Frequenzgang bestimmt werden. Für eine ent-
sprechende Bestimmung von kas und eine anschließende Validierung des
akustischen Teilmodells wurde der Frequenzgang der Rijke-Röhre ohne
Flamme identiﬁziert und mit dem physikalischen Modell bestehend aus
Aktuatorik, Sensorik beschrieben durch (4.14), (4.15), (4.16) sowie der
Akustik beschrieben durch die Riemann-Invarianten in (2.24) und die
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Abbildung 4.6: Frequenzgänge der Identiﬁkation (durchgezogen) und des
analytischen Modells (gestrichelt) für verschiedene Röhren-
längen für die reine Akustik ohne Flamme.
Randbedingungen (4.9) verglichen. Als Gas wird Luft unter atmosphä-
rischen Bedingungen angenommen. Die mittlere Schallgeschwindigkeit
kann mit c¯ =
√
γRT¯ berechnet werden. Der Vergleich ist in Abbildung
4.6 dargestellt. Es ist eine exzellente Übereinstimmung zu erkennen.
Größere Abweichungen gibt es bei niedrigen Frequenzen, bei denen der
Lautsprecher keine Leistung liefert. Für die spätere Regelung sind diese
Abweichung aber nicht relevant, da aufgrund der genannten Limitierung
des Lautsprechers der Regler in diesem Frequenzbereich kaum Einﬂuss
auf die Rijke-Röhre hat.
Falls eine Verbrennung in der Rijke-Röhre abläuft, steigt die Tempe-
ratur und sinkt die Dichte stromab der Reaktionszone. Daher wird für
eine entsprechende akustische Modellierung stromabwärts eine erhöh-
te mittlere Temperatur von T¯2 = 347, 3 K angenommen, die sich aus
Vergleichen der Frequenzgänge von Messungen und Modell bestimmen
lässt. Die Dichte ρ¯2 kann in der Folge mit Hilfe des Idealen Gasgesetzes
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Tabelle 4.2: Parametrierung der akustischen Teilsysteme
stromauf - Index u stromab - Index d
T¯ 273 K 347, 3 K
ρ¯ 1, 19 kg/m3 1, 00 kg/m3
p¯ 1× 105 Pa 1× 105 Pa
γ 1, 4 1, 4
R(jω) −0, 89 −0, 89
bestimmt werden.
Die gesamte Parametrierung der akustischen Teilsysteme ist in Tabelle
4.2 zusammengefasst und stellt das Endergebnis der akustischen Mo-
dellierung dar.
4.3.2 Wärmefreisetzung der Flamme
Um die Rückkopplung zwischen Akustik und Verbrennung zu schlie-
ßen, ist ein ggf. dynamischer Zusammenhang zwischen akustischen Stö-
rungen und der Wärmefreisetzung notwendig. Da es eine Vielzahl an
physikalischen Mechanismen für diesen Wirkungspfad gibt [37, 70], ist
es zweckmäßig die verschiedenen Eﬀekte in einem dynamischen Modell
und bei akustischer Kompaktheit mit konzentrierten Parametern zu-
sammenzufassen. Aus diesem Ansatz folgt die direkte Abhängigkeit der
integralen Wärmefreisetzungsrate Q(t) von einer oder mehrerer akus-
tischer Größen. Dieser Zusammenhang wird in der einschlägigen Li-
teratur zu Verbrennungsinstabilitäten oft Übertragungsfunktion (engl.
transfer function) genannt. Dabei sei darauf hingewiesen, dass dabei
nicht zwingend die Laplace-Transformierte einer gewöhnlichen Diﬀeren-
tialgleichung (siehe Abschnitt 2.1.2) gemeint ist, da auch nichtlineare
Dynamiken unter diesem Begriﬀ geführt werden. In dem in dieser Ar-
beit verwendeten Flammenmodell wird die akustische Geschwindigkeit
u′1(t) stromauf der Flamme mit der integralen Wärmefreisetzungsrate
Q′(t) = Q(t) − Q¯ verknüpft. So liefert eine quantitative Abschätzung
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von Druck- zu Geschwindigkeitsschwankungen [31]
p′
p
∝ O(γM)
u′
u
(4.17)
Für niedrige Mach-Zahlen M sind demnach Druck- im Vergleich zu Ge-
schwindigkeitsﬂuktuationen vernachlässigbar. Ähnliche Beobachtungen
werden in [136] für Simulationen von Diﬀusionsﬂammen mit resultieren-
den longitudinalen Wellen beschrieben. Dieselbe Schlussfolgerung kann
auch für Dichte und Temperaturschwankungen gezogen werden [57]. Da-
her ist es bei niedrigen Mach-Zahlen sinnvoll akustische Geschwindig-
keitsﬂuktuationen in der Reaktionszone als die Hauptquelle für Schwan-
kungen in der Wärmefreisetzungsrate anzusehen, weswegen diese An-
nahme im Weiteren auch für die Rijke-Röhre getroﬀen wird. Als Aus-
gangspunkt für die Flammenübertragungsfunktion dient das n-τ -Modell
nach [53], um die akustische Geschwindigkeit u′1 direkt vor (unter) der
Reaktionszone mit der Wärmefreisetzung dynamisch zu verknüpfen. Da-
bei können in einer Übertragungsfunktion prinzipiell die Einﬂüsse von
u′1 auf Q
′ über die Flammenoberﬂäche als auch das Mischungsverhältnis
zusammengefasst sein, siehe Abschnitt 2.2. Im n-τ -Modell bezeichnet n
den sog. Interaktionsindex bzw. den Wirkungsgrad der Verbrennung
und τf eine Totzeit, die sich aus den Totzeiten für Konvektion, chemi-
sche Reaktionszeit und im Fall von Diﬀusions- oder teil-vorgemischten
Flammen der Mischungszeit zusammensetzen kann:
τf = τkonv + τchem + τmix (4.18)
Der auf Konvektion beruhende Anteil τkonv bestimmt sich dabei über
die mittlere Strömungsgeschwindigkeit u¯ und die zurückzulegende Stre-
cke vom ortsfesten u′1 zur Flammenfront. Bei vorgemischten Flammen
kann es sich um Störungen des Mischungsverhältnis im Mischungsbe-
reich vor der Reaktionszone und deren Transport zur Reaktionszone
handeln.Weiterhin kann eine Konvektion von Störungen entlang der
Flammenoberﬂäche für eine Verzögerung der Dynamik in Form von
τkonv verantwortlich sein [70]. Anhand dieser Erkenntnisse für vorge-
mischte Flammen ist zu vermuten, dass τkonv bei Diﬀusionsﬂammen
vermutlich keine signiﬁkante Rolle spielt. Weiterhin kann in τf die che-
mische Reaktionszeit τchem bis zur tatsächlichen Wärmefreisetzung be-
rücksichtigt werden. Die chemische Reaktionszeit ist die reziproke Re-
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aktionsrate. Für vorgemischte Flammen hängt diese neben dem thermo-
dynamischen Zustand wesentlich von der laminaren Flammengeschwin-
digkeit und der thermischen Diﬀusivität ab [143]. Die Zeit zum Mi-
schen von Brennstoﬀ und Oxidator τmix wird durch Diﬀusionsvorgänge
bestimmt. Bei vorgemischten Flammen entfällt diese Verzögerung of-
fensichtlich, wohingegen die Mischung durch Diﬀusion die maßgebende
Dynamik für Diﬀusionsﬂammen ist.
Untersuchungen zur Totzeit der Flammendynamik einer Rijke-Röhre
mit Diﬀusionsﬂamme geben eine Totzeit von 0, 9 ms an [96]. In einer
Arbeit zu turbulenten Diﬀusionsﬂammen wird ebenfalls ein τf im Be-
reich von 10−3 s gemessen [140]. Anhand dieser Richtwerte und einem
Vergleich mit den Frequenzgangmessungen wurde in dieser Arbeit für
die Totzeit τf = 0, 0018 s gewählt. Zusätzlich wird der Interaktions-
index im n-τ -Modell durch ein Tiefpass-Element ersetzt. So berichten
verschiedene Autoren von Tiefpassverhalten für vorgemischte Flammen
[37, 57, 103, 122] als auch für Diﬀusionsﬂammen [137]. Daher ist anzu-
nehmen, dass auch Diﬀusionsﬂammen ein trägheitsbedingtes Tiefpass-
verhalten aufweisen.
Zusammenfassend führen diese Überlegungen zu folgendem Flammen-
übertragungsverhalten
Q′(jω) = Gfl(jω) =
kf
1 + Tf jω
e−jωτfu′1(jω) (4.19)
mit kf der statischen Verstärkung, Tf der Zeitkonstanten des Tiefpass-
Elements und u′1(jω) der Fourier-Transformierten der akustischen Ge-
schwindigkeit u′1(t) = u(x, t)δ(x−xf ) an der Position xf,1 = l
−
u . Die Pa-
rameter der Flammenübertragungsfunktion wurden anhand eines Ab-
gleichs mit Frequenzgangmessungen und vergleichbaren Konﬁguratio-
nen aus der Literatur ermittelt [55, 95] und sind in Tabelle 4.3 zusam-
mengefasst.
Im Fall einer (lokal) instabilen Ruhelage infolge der Wechselwirkung
zwischen Akustik und Verbrennung bewegt sich das System nach einer
Periode des exponentiellen Wachstums in einen stabilen Grenzzyklus.
Da das exponentielle Wachstum als Lösung einer instabilen linearen
Diﬀerentialgleichung dargestellt werden kann, liegt die Vermutung na-
he, dass in diesem Bereich lineare Zusammenhänge zur Systembeschrei-
bung ausreichend sind. Nach einem gewissen Anstieg geht das ther-
60
Black L_143043_Phd_Jarmolowitz_VDI.pdfAugust 29, 2014 | 08:28:00 68
4.3 Physikalische Modellbildung
Tabelle 4.3: Parameter der Flammenübertragungsfunktion Gfl.
Parameter Wert
τf 0, 0018 s
Tf 0, 00391 s
kf 2, 68
moakustische System jedoch in einen stabilen Grenzzyklus über, der
ein Charakteristikum für ein nichtlineares System ist. Da im betrach-
teten Arbeitsbereich von Gasturbinen, im Gegensatz z.B. zu Raketen-
triebwerken, lineare Beschreibungsformen der Akustik ausreichend sind
[32], müssen die nichtlinearen Eﬀekte aus der Verbrennung stammen.
Dabei spielen vermutlich Sättigungseﬀekte in der Wärmefreisetzungs-
rate die Hauptrolle. Diese Nichtlinearitäten kann man für sehr einfache
Konﬁgurationen wie laminare vorgemischte Bunsenﬂammen mittels der
G-Gleichung analytisch modellieren [32, 145]. Auch empirische Ansätze
mit einem parameterabhängigen n-τ -Modell wurden erfolgreich umge-
setzt [57]. Die Modellierung des Grenzzyklus bildet jedoch für die Rege-
lung und damit auch für diese Arbeit keinen Schwerpunkt, da das Ziel
einer Regelung sein muss, das instabile System nahe dem Arbeitspunkt
zu halten und gerade das Erreichen des Grenzzyklus zu verhindern. Von
Interesse ist höchstens, ob die Regelung im Fall eines temporären Ver-
sagens in der Lage ist, das System aus einem Grenzzyklus zurück in
den Ursprung zu führen. Diesem Regelziel muss jedoch bereits ein Ver-
sagen des Regelungssystems vorausgegangen sein. Auch ist dem Autor
kein Fall aus der Literatur bekannt, in dem die Stabilisierung aus dem
Grenzzyklus heraus ein Problem für eine Regelung ist. Es sei aber dar-
auf hingewiesen, dass eine erfolgreiche Regelung aus einem Grenzzyklus
heraus nicht garantiert werden kann, da die zur Reglung oftmals ver-
wendeten linearen Modelle keinen Grenzzyklus vorhersagen können und
damit ihren Gültigkeitsbereich im Grenzzyklus verlieren.
Aufgrund dieser untergeordneten Wichtigkeit des Grenzzyklus für die
Regelung wird in dieser Arbeit ein pragmatischer Ansatz nach [31] zur
Modellierung des Grenzzyklus über eine Sättigung der Wärmefreiset-
zung verwendet. Die modellierte Sättigung ﬁndet jedoch nur Eingang
in das physikalische Simulationsmodell, nicht aber in das für die Rege-
lung. Auch wird die Sättigung im Rahmen der Modellvalidierung nicht
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betrachtet, da der dazu verwendete Frequenzgang diese Nichtlinearität
nicht beschreiben kann. Aus diesen Gründen sei für die Details auf die
angegebene Literatur verwiesen.
4.3.3 Kopplung von Wärmefreisetzung und Akustik
Um nun die Verbrennung mit der Akustik zu koppeln, kann auf die
inhomogene Wellengleichung
1
c¯2
d¯2p′
dt2
− ρ¯∇ ·
(
1
ρ¯
∇p′
)
=
γ − 1
c¯2
d¯q′v
dt
(2.16)
zurückgegriﬀen werden. Zusätzlich kann die akustische Kompaktheit
der Reaktionszone ausgenutzt werden. Eine Reaktionszone ist akustisch
kompakt, wenn ihre Ausdehnung lr sehr viel kleiner als die akustische
Wellenlänge λ ist [118], d.h. lrλ ≪ 1. Bei akustischer Kompaktheit sind
örtliche Ableitung sehr viel größer als zeitliche, weshalb letztere ver-
nachlässigt werden können. Integration von (2.12) und (2.16) über die
akustisch kompakte Reaktionszone ergibt daher mit der ortsdiskreten
Wärmefreisetzung (2.35) für eine geringe mittlere Strömungsgeschwin-
digkeit, d.h. unter Vernachlässigung der konvektiven Ableitung mittels
d¯
dt ≈
∂
∂t ,
p′1 = p
′
2 (4.20)[
1
ρ¯
∂p′
∂x
]x2
x1
= −
γ − 1
ρ¯1c¯2
dQ′
dt
(4.21)
mit den Indizes 1 und 2 für die Systemgrenze der Reaktionszone strom-
auf und -ab, so wie in Abbildung 4.3 dargestellt. Mit (2.12) und (2.18)
liefert (4.21)
u′2 − u
′
1 = −
γ − 1
γp¯
Q′ (4.22)
Es ist zu erkennen, dass die Verbrennung primär eine Geschwindigkeits-
bzw. Volumenquelle auf Grund der Wärmeausdehnung darstellt [37,
109]. Durch Verwendung von (2.24) und (2.26) können die akustischen
62
Black L_143043_Phd_Jarmolowitz_VDI.pdfAugust 29, 2014 | 08:28:00 70
4.3 Physikalische Modellbildung
Schwankungsgrößen über die Riemann-Invarianten f und g ausgedrückt
werden, was zu dem linearen Gleichungssystem[
f2
g1
]
=
[
Tf1 Rg2
Rf1 Tg2
] [
f1
g2
]
+
[
ffl
gfl
]
Q′ (4.23)
führt, welches graﬁsch in Abbildung 4.7 veranschaulicht ist. Mit der
Flammenübertragungsfunktion Gfl(jω) kann das Gleichungssystem ge-
schlossen werden:[
f2
g1
]
=
[
Tf1 Rg2
Rf1 Tg2
] [
f1
g2
]
+
[
ffl
gfl
]
Gfl
1
ρ¯1c¯1
(f1 − g1)︸ ︷︷ ︸
u′
1
(4.24)
Physikalisch kann das Gleichungssystem so interpretiert werden, dass es
für jede eintreﬀende Druckwelle, also einer Riemann-Invarianten, eine
Reﬂexion und eine Transmission an der Reaktionszone gibt. Reﬂexi-
on und Transmission sind jeweils passiv mit einer Verstärkung kleiner
gleich eins, da diese keine Energie in das akustische System abgeben.
Zusätzlich ﬁndet sich die Übertragungsfunktion Gfl(jω) der Flamme
wieder, die als aktive Komponente bei entsprechender Phasenbeziehung
Energie an das akustische System abgeben oder entnehmen kann.
4.3.4 Signalorientierte Modellierung und Validierung
Die Implementierung des vorgestellten Modells kann signalorientiert
in Simulink® erfolgen. Dabei können als Signale zur Modellierung der
Akustik die Riemann-Invarianten als einseitig verlaufenden Druckwel-
len verwendet werden, siehe Abbildung 4.8. Mit diesem Ansatz ist die
Modellierung intuitiv, da die physikalische Interpretation leicht fällt.
So besteht das akustische Modell im wesentlichen aus den Laufzeiten,
die als Totzeit-Elemente modelliert werden können, und den Reﬂexi-
onsbedingungen, welche die Randbedingungen an den oﬀenen Rohren-
den darstellen. Der akustische Druck als Regelgröße an der Position
des Sensors ergibt sich als Addition der beiden entgegengesetzt laufen-
den Druckwellen, siehe Gleichung (2.24). Der Einﬂuss des Lautsprechers
kann entsprechend (4.14) als Addition von zwei Druckwellen am unteren
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Abbildung 4.7: Signalorientierte Modellierung der Reaktionszone als Teilm-
odell des akustischen Netzwerks.
Röhrenende modelliert werden. Eine mögliche Modellierung der Aktu-
ierung des Brennstoﬀmassenstroms kann direkt als Beeinﬂussung der
Wärmefreisetzungsrate der Flamme erfolgen. Dominierend sind hierbei
die Dynamik des Aktuators, z.B. ein Ventil als Verzögerungselement
zweiter Ordnung (PT2), sowie die Transportzeit zur Verbrennungszo-
ne.
4.4 Modellvalidierung
Um die Gültigkeit des physikalischen Modells zu demonstrieren, werden
nachfolgend Frequenzgänge des Modells den experimentell gemessenen
gegenübergestellt.
Zunächst sei auf den Unterschied der gemessenen Frequenzgänge mit
und ohne Verbrennung verwiesen, dargstellt in Abbildung 4.9. Ohne
Verbrennung gibt die Frequenzgangmessung die Akustik der Rijke-Röhre
wieder. Daher ist es nicht überraschend, dass der Amplitudengang im
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Abbildung 4.8: Signalorientierte Modellierung der Rijke-Röhre [60].
Wesentlichen aus den Resonanzüberhöhungen an den entsprechenden
Resonanzfrequenzen besteht. Die Resonanzüberhöhungen können als
schwingungsfähige Verzögerungsglieder zweiter Ordnung (PT2-Glieder),
d.h. als doppelte Polstellen der Übertragungsfunktion interpretiert wer-
den [2, 43]. Entsprechend der Modellvorstellung, dass Resonanzen bei
Frequenzen liegen müssen, an denen die Maxima der gegenläuﬁgen Wel-
len jeweils am gleichen Ort auftreten, gibt es in der Folge Frequenzen,
an denen eine Auslöschung stattﬁndet. Diese Undurchlässigkeit für be-
stimmte Frequenzen kann durch Nullstellen in der Übertragungsfunkti-
on verstanden werden, im vorliegenden Fall durch doppelte Nullstellen.
Der Phasenverlauf besteht in Analogie zu doppelten Pol- und Nullstellen
im wesentlichen aus Phasenänderungen von ±180°. Der Frequenzgang
mit Verbrennung unterscheidet sich zur reinen Akustik dahingehend,
dass die Resonanzfrequenzen zu höheren Frequenzen verschoben sind,
65
Black L_143043_Phd_Jarmolowitz_VDI.pdfAugust 29, 2014 | 08:28:00 73
4 Modellierung der Rijke-Röhre
500 1000 1500 2000 2500 3000 3500
10−3
10−2
10−1
100
Am
pl
itu
de
500 1000 1500 2000 2500 3000 3500
−400
−200
0
200
Ph
as
e 
[°]
ω [rad/s]
 
 
ohne Flamme
mit Flamme
Abbildung 4.9: Vergleich der identiﬁzierten Frequenzgänge mit und ohne
Flamme für Position 2.
was mit einer höheren Temperatur und damit einer höheren mittleren
Schallgeschwindigkeit erklärt werden kann. Ein weiterer Unterschied be-
steht darin, dass im Unterschied zur reinen Akustik die Phase der ersten
Mode um +180° steigt anstatt zu fallen, was anhand der Analogie zu
einem PT2 für eine instabile Mode spricht [2, 30] und im Experiment
auch als die instabile Frequenz veriﬁziert werden kann.
Zusammenfassend kann gesagt werden, dass die in Kapitel 2 vorgestell-
ten Modellvorstellung gut wiedergegeben werden und dass die Kopplung
mit der Verbrennung zu einem (lokal) instabilen System führt.
Die Validierung des analytischen Modells erfolgt durch Vergleich der
Frequenzgänge zwischen Modell und Messung. Ein Vergleich beider Fre-
quenzgänge ist in Abbildung 4.10 für verschiedene Rohrlängen darge-
stellt. Es ist eine sehr gute Übereinstimmung für Amplitude und Phase
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Abbildung 4.10: Vergleich der Frequenzgänge von Messungen (durchgezo-
gen) und analytischem Modell (gestrichelt) für verschie-
dene Röhrenlängen [60,61].
zu erkennen. Abweichungen bei niedrigen Frequenzen sind durch die
beschränkte Bandbreite des Lautsprechers bedingt. Da der Lautspre-
cher auch als Aktuator für die Regelung verwendet wird, ist dies für
die spätere Regelung nicht von Relevanz. Weiterhin ist für Position 2
des Teleskoprohres eine nennenswerte Abweichung der Amplitude im
Bereich der ersten Mode festzustellen. Ein Grund könnte numerischer
Natur sein, da die Auswertung des Frequenzgangs durch die vielen Tot-
zeiten gerade im Bereich der Resonanzmaxima und -minima nicht trivial
ist. Für den ungedämpften Fall stellen die Extrema sogar Singularitäten
dar.
Prinzipiell wurden die noch verbliebenen, nicht aus Abschätzungen be-
stimmbaren Modellparameter so gewählt, dass das Modell eine mög-
lichst gute Übereinstimmung im Bereich der ersten Moden aufweist.
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Die erste Mode ist entscheidend, da diese die Instabilität repräsentiert
und deren Unterdrückung das primäre Regelziel darstellt. Folglich ist
anzunehmen, dass ein (linearer) Regler hauptsächlich in diesem Fre-
quenzbereich arbeitet.
Zusammenfassend kann anhand der gezeigten Ergebnisse von einer Vali-
dität des analytischen Modells ausgegangen werden. Die Eignung dieses
Modells für eine modellbasierte Regelung wird abschließend in Kapitel
6 anhand von experimentellen Ergebnissen zur Regelung nachgewiesen
werden.
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thermoakustische Systeme
Die Zielstellung dieser Arbeit ist es, die robuste Stabilisierung unter Be-
schränkungen in Stell- und Zustandsgrößen über einen weiten Arbeits-
bereich zu garantieren. Dieses Ziel leitet sich aus dem Anwendungsgebiet
der Regelung thermoakustischer Instabilitäten im Gasturbinenbereich
ab. Als Regelungsmethode wird hierfür die robuste Modellprädiktive
Regelung (RMPR) vorgeschlagen. Die Robustheit einer Regelung gegen-
über Modellfehlern und Störungen ist der wesentliche Grund für ihren
Einsatz und damit in gewissen Grenzen implizit bei jeder Regelung gege-
ben1. Fehlen Modellfehler und Störungen, ist eine Regelung überﬂüssig
und eine reine Steuerung ausreichend. Von robuster Regelung spricht
man, wenn Modellunsicherheiten oder Störungen abgeschätzt und ex-
plizit bei der Reglerauslegung berücksichtigt werden. Ziel ist es, trotz
dieser Unsicherheiten gewisse Eigenschaften wie Stabilität garantieren
zu können. Bei RMPR-Ansätzen werden bekannte Modellunsicherheiten
im Optimierungsproblem explizit berücksichtigt, um robust gegenüber
diesen zu sein. Um einen Einsatz der RMPR zu rechtfertigen, muss
Stabilität auch unter Beschränkungen von Stell- und Zustandsgrößen
garantiert werden. Sollten Beschränkungen, die zur Klasse der Nichtli-
nearitäten gehören, Teil des dynamischen Modells sein, kann nicht auf
die lineare Stabilitätstheorie zurückgegriﬀen werden. Hier bieten sich
Methoden nach Lyapunov an (siehe Kapitel 3), wie sie in dieser Arbeit
verwendet werden.
Im weiteren Verlauf werden für das zu regelnde thermoakustische Sys-
tem folgende Annahmen getroﬀen und für die RMPR-Methodik ausge-
nutzt:
Annahme 5.1. Für das thermoakustische System gilt:
• Das System ist stabilisierbar, d.h. alle instabilen Moden sind
steuer- und beobachtbar.
1Im Prinzip stellt der Begriﬀ robuste Regelung damit eine Tautologie dar.
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• Das System hat eine Ruhelage in xr = 0.
• Die Beschränkungen X und U sind kompakte, konvexe Polytope
und enthalten eine oﬀene Umgebung um 0.
• Störungen treten nur in Folge von Modellunsicherheiten und nicht
in Form von externen Eingängen auf.
Erklärungsbedürftig ist hierbei die Annahme, dass Störungen nicht als
externe Eingangsgrößen auftreten. Dies ist zwangsläuﬁg eine Vereinfa-
chung der Realität, die es abzuwägen gilt. Grund für diese Annahme
ist, dass im Experiment keine signiﬁkanten externen Störungen zu er-
kennen sind. Auch stationäre Genauigkeit, die die Berücksichtigung von
externen Eingängen erfordern kann, ist bei thermoakustischen Systemen
mindestens im akustischen Teilsystem inhärent gegeben. Da akustische
Größen per Deﬁnition instationär sind, kann es keine stationäre Abwei-
chung von akustischen Größen wie z.B. dem akustischen Druck geben.
Weiterhin kann mit einem akustischen Stellglied, z.B. einem Lautspre-
cher, aus dem selben Grund keine stationäre Genauigkeit erzielt wer-
den.
5.1 Grundlagen der Modellprädiktiven
Regelung
Die Modellprädiktive Regelung (MPR) ist ein Verfahren der Optimal-
regelung und basiert auf der sequentiellen Minimierung einer Kosten-
funktion J über einem Prädiktionshorizont N . Einen Überblick über
Verfahren der MPR geben [2,82,119], ausführliche Analysen der Syste-
meigenschaften und erweiterte Verfahren werden in [112] vorgestellt.
Die Idee der MPR basiert auf der sequentiellen, d.h. in jedem Zeit-
schritt, Lösung eines Optimalsteuerungsproblems über einem i.A. end-
lichen in die Zukunft gerichteten Zeithorizont (siehe Abb. 5.1). Über
diesem Horizont wird die Abweichung der prädizierten Modelltrajekto-
rie von einem Sollverlauf bewertet. Da das Optimalsteuerungsproblem
zu jedem Zeitpunkt mit dem jeweils aktuellen Zustand wiederholt wird,
handelt es sich um eine Regelung.
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k
y ( )·|k
Vergangenheit Zukunft
Prädiktionshorizont
k N+ t T/k 2+
Sollwertverlauf ( )·|kw
u ( )·|k
Abbildung 5.1: Prinzip der MPR: Die Stellgrößentrajektorie wird über
einen zurückweichenden Horizont in jedem Zeitschritt op-
timiert [2].
Die Formulierung des zu lösenden Optimalsteuerungsproblems bietet
weitreichende Freiheit hinsichtlich Modellklassen und Regelzielen. Das
Ziel der Formulierung ist es, das zugehörige Optimierungsproblem so
zu formulieren, dass dessen Minimum möglichst dem tatsächlich ge-
wünschten Regelziel entspricht und dabei eﬃzient lösbar ist. Gängig ist
die Wahl einer Kostenfunktion J(·), die über einen zeitlichen Horizont
N die Abweichung der Regelgröße y bzw. des Zustands x von einer Refe-
renztrajektorie r sowie die Stellgröße u bzw. deren Abweichung von einer
Referenztrajektorie bestraft. Mathematisch kann dies als Optimierungs-
problem mit der Optimierungsvariable2 u = {u(k), ..., u(k +N − 1)}
2Im Folgenden deﬁnieren fett gedruckte Variablen Vektorfolgen bzw. Vektortrajek-
torien.
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und den Stückkosten l(x, u) formuliert werden:
min
u
JN (x(k),u)
mit
JN (x(k),u) :=
N−1∑
i=0
l (x(k + i), u(k + i)) + Vf (x(k +N))
unter den Nebenbedingungen:
x(k) = x0
x(k + 1) = f(x(k), u(k))
x(k + i) ∈ X, u(k + i) ∈ U, x(k +N) ∈ Xf
(5.1)
Dabei stellen der aktuellen Zustand x0, das diskrete dynamische System
x(k + 1) = f(x(k), u(k)) sowie weitere Beschränkungen die Nebenbe-
dingungen des Optimierungsproblems dar. Die zulässige Menge, in der
eine Lösung für das Optimierungsproblem existiert, wird im Folgenden
Einzugsgebiet E(N) des geregelten Systems genannt. Dabei dienen die
optionalen Endkosten Vf (·) und die Endbeschränkung Xf der Sicher-
stellung der asymptotischen Stabilität, wie in Abschnitt 5.1.2 erläutert
wird. Das Regelgesetz, welches sich implizit aus der sequentiellen Lö-
sung des Optimierungsproblems ergibt, lautet
u(k) = κN (x0(k)) (5.2)
und ist ein Zustandsregler. Die Abhängigkeit vom Zustand folgt aus
der Parametrisierung des Optimierungsproblems mit dem aktuellen Zu-
stand x0. Da dieses Regelgesetz meist nicht als analytische Lösung des
Optimierungsproblems bestimmt werden kann oder die analytische Be-
schreibung zu komplex ist, wird in der Regel auf eine Optimierung zur
Laufzeit zurückgegriﬀen.
Prinzipiell bietet die Formulierung als Optimierungsproblem weitrei-
chende Freiheiten. So können sowohl das Streckenmodell als auch die Be-
schränkungen nichtlinear sein. Auch die Kostenfunktion kann entspre-
chend dem Regelziel beliebig gewählt werden. Die konkrete Wahl hat
aber schwerwiegende Auswirkungen auf die Struktur des Optimierungs-
problems und damit auf dessen Lösbarkeit. Die Folge kann ein nichtli-
neares Optimierungsproblem sein, dessen numerische Lösung nicht mehr
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garantiert zum globalen Optimum führt, falls dieses überhaupt existiert,
und deswegen von einem Startwert abhängig ist. Auch können etwaige
Unstetigkeiten das Lösen erschweren. Für die praktische Anwendung
ist aber nicht allein die Lösbarkeit entscheidend, sondern zusätzlich
der benötigte Rechenaufwand. Die MPR basiert, falls die Lösung des
Optimierungsproblem nicht oﬄine bestimmt wird, auf der Lösung des
Optimierungsproblems zur Laufzeit. Als Folge muss die Optimierung in-
nerhalb der verwendeten Abtastzeit Ts erfolgen, was weitreichende Re-
striktionen für die zu verwendenden Optimierungsformulierungen und
-verfahren sowie die Rechenleistung darstellt.
Zusammenfassend ist festzuhalten, dass die benötigte Rechenzeit einen
entscheidenden Nachteil aller MPR-Ansätze darstellt und deren Reduk-
tion ein wesentliches Forschungsthema ist. Einﬂussfaktoren sind die For-
mulierung des Optimierungsproblems und die Leistung der verwendeten
Rechnerarchitektur. Gerade die Rechenleistung steigt weiterhin unge-
fähr nach dem Mooreschen Gesetz [94], und zeichnet sich damit maß-
geblich für den Erfolg der MPR auch bei hochdynamischen Prozessen,
wie es z.B. die Thermoakustik ist, verantwortlich, die vergleichsweise
kurze Abtastzeiten erfordern.
5.1.1 Optimierung als quadratisches Programm
Ein quadratisches Programm (QP) stellt ein zentrales Optimierungspro-
blem der MPR dar. Die hohe Verbreitung des QP beruht auf der eﬃzien-
ten Lösbarkeit und der breiten Anwendbarkeit für MPR-Ansätze, wobei
die gute Lösbarkeit sicherlich die Verwendung einer MPR-Formulierung
als QP fördert und beide Punkte damit nicht vollständig unabhängig
sind.
Ein Optimierungsproblem wird als QP bezeichnet, falls die Kostenfunk-
tion quadratisch und die Nebenbedingungen aﬃn sind. Aus der Deﬁni-
tion einer konvexen Funktion
Deﬁnition 5.1 (Konvexe Funktion). Eine Funktion f : X −→ R, wel-
che die nichtleere konvexe Menge X ⊆ Rn auf R abbildet, heißt konvex
auf X, falls
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y), α ∈ (0, 1)
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für alle x, y ∈ X.
ergibt sich, dass ein QP konvex ist, da die Kostenfunktion sowie die
zulässige Menge aufgrund der aﬃnen Beschränkungen konvex sind [17,
102]. Bei linearem diskreten Modell
x(k + 1) = Ax(k) +Bu(k), (5.3)
sowie quadratischer Kostenfunktion J(·) und aﬃnen Beschränkungen in
Zustand x ∈ X und Stellgröße u ∈ U kann (5.1) als multi-parametrisches3
QP formuliert werden [82,112]:
min
u
1
2
uTHu+ uT g(x(k))
unter den Nebenbedingungen
x(k) = x0
Mcx(k) +Ncu ≤ d
(5.4)
Die Hessematrix H und die Jacobimatrix g ergeben sich dabei aus der
ursprünglichen Kostenfunktion JN (·) und der darin enthaltenen Prä-
diktion der zukünftigen Zustände. Die prädizierten Zustände können
über das lineare Modell (5.3) und den Anfangszustand x0 ausgedrückt
werden. Die Matrizen Mc und Nc stellen Verallgemeinerungnen der Be-
schränkungen in Stell-, Zustands- und Ausgangsgrößen dar. Lässt sich
die MPR-Formulierung als QP darstellen, kann eine analytische Lösung
für das Reglergesetz bestimmt werden, die stückweise aﬃn auf polyto-
pen Regionen des Zustandsraumes ist [8]. Das Ausnutzen der analy-
tischen Lösung ist die Grundlage für die sog. explizite MPR, die zur
Laufzeit lediglich die zugehörige Reglerfunktion (5.2) auswertet, die oﬀ-
line bestimmt wurde. Da die analytische Lösung in der Komplexität
aber exponentiell mit den Zuständen und den Beschränkungen wächst
[15], ist dieser Ansatz lediglich für kleine Problemgrößen möglich oder
es sind Approximationen notwendig (siehe z.B. [1,22,23,48]). Als Alter-
native bietet sich die Lösung des QP zur Laufzeit an, da diese eﬃzient
und aufgrund ihrer Konvexität garantiert global gelöst werden kann. Es
3Es handelt sich um ein multi-parametrisches Programm, da die Kostenfunktion
vom Zustandsvektor x0 abhängt.
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ist zu vermuten, dass die Online-Optimierung zukünftig gegenüber ex-
pliziten Ansätzen dominieren wird, da die Rechenleistung stetig steigt
und in der Folge die Kosten pro Rechenleistung sinken. Zu beachten
gilt es aber möglichst Ansätze zur Parallelisierung der Algorithmen zu
verfolgen, um dem Trend der Parallelisierung von Rechnerarchitektu-
ren Rechnung zu tragen. Die eﬃziente Parallelisierung der Algorithmen
stellt jedoch eine großer Herausforderung dar und ist auch prinzipbe-
dingt nur eingeschränkt möglich [4].
5.1.2 Nominelle Stabilität der MPR
Da die Stabilisierung das zentrale Regelziel für die in dieser Arbeit vor-
gestellten Prozesse darstellt, wird im Folgenden auf stabilitätsgarantie-
rende Formulierung der MPR eingegangen. In dieser Arbeit wird die
MPR nur im Zusammenhang mit diskretisierten Systemen verwendet,
wobei im Folgenden zunächst von Systemen folgender Form ausgegan-
gen wird:
x(k + 1) = f(x(k), u(k)) (5.5)
Die Stabilität der MPR ist mittlerweile weitestgehend verstanden, d.h.
durch Verwendung von etablierten Methoden der Systemtheorie für
nichtlineare Systeme auf einem vergleichbaren Niveau wie andere nicht-
lineare Regelungsmethoden. Ein guter Überblick über Stabilität garan-
tierende Formulierungen wird in [89] gegeben. Dabei sei zunächst auf
die viel zitierte Erkenntnis von Kalman hingewiesen, die besagt, dass
Optimalität nicht gleichbedeutend mit Stabilität ist und in der Kon-
sequenz das Finden der optimalen Lösung von (5.1) i.A. keine Stabi-
lität garantiert. Die zentrale Idee der meisten stabilitätsgarantieren-
den Formulierungen der MPR ist die Verwendung der Kostenfunktion
J0(x) = J(x,u0) als Lyapunov-Kandidaten mit u0 der optimalen Stell-
größenfolge. Die Verwendung der direkten Methode von Lyapunov für
eine garantierte Stabilität ist dabei naheliegend, da sich mit dieser auch
nichtlineare Systeme, wie es die beschränkte MPR ist, untersuchen las-
sen. Daraus ergeben sich für asymptotische Stabilität nach Kapitel 3
direkt die Forderungen nach positiver Deﬁnitheit und einem streng mo-
notonen Abfall der Kostenfunktion
JN (x(k + 1),u
0
k+1)− JN (x(k),u
0
k) < 0 (5.6)
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in einem entsprechenden Einzugsbereich E(N) ⊆ X. Diese Bedingung
ist auch ohne Endgewicht und Endbeschränkung für einen unendlichen
Horizont in E(∞) garantiert. Dabei ist E(∞) der Bereich, in dem das
Optimierungsproblem eine zulässige Lösung aufweist. Nach dem Opti-
malitätsprinzip4 von Bellmann [6] folgt, dass die optimalen Stellgrößen
u0k und u
0
k+1 und die zugehörigen Zustände über einen unendlichen Ho-
rizont in den gemeinsamen Prädiktionsschritten {k + 1, ...,∞} identisch
sind. Daher gilt für positiv deﬁnite Stückkosten l(x(k), u(k))
J∞(x(k + 1),u0k+1)− J∞(x(k),u
0
k) = −l(x(k), u(k)) ≤ 0. (5.7)
Daher liegt die Idee nahe dies auf eine Formulierung mit endlichem Ho-
rizont zu übertragen, indem die Restkosten für den nicht in der Prädik-
tion berücksichtigten Anteil durch ein Endgewicht abgeschätzt werden.
Damit gelangt man zu einem „quasi unendlichen“ Horizont und in der
Folge zu einer Stabilitätsgarantie.
Um diese Restkosten mathematisch zu rechtfertigen, geht man zunächst
von einer Kostenfunktion ohne Endbeschränkungen aus. Weiterhin geht
man davon aus, dass Modell und Strecke exakt übereinstimmen. Dann
stellt die Stellgrößentrajektorie5
u′k+1 = {u(k + 1|k), ..., u(k +N − 1|k), κ1(x(k +N))} (5.8)
mit
κ1(x(k +N)) =
arg min
u∈U
l (x(k +N), u(k +N)) + Vf (x(k +N + 1))
(5.9)
eine zulässige, wenn auch nicht zwingend eine optimale, Lösung des
Optimalsteuerungsproblems JN (x(k + 1),uk+1) dar, vorausgesetzt es
existiert eine Lösung für (5.9). Als Folge der Suboptimalität gilt:
J0N (x(k+1),u
0
k+1)−J
0
N (x(k),u
0
k) ≤ JN (x(k+1),u
′
k+1)−J
0
N (x(k),u
0
k).
(5.10)
4Bellman schreibt: „Principle of Optimality: An optimal policy has the property
that whatever the initial state and initial decision are, the remaining decisions
must constitute an optimal policy with regard to the state resulting from the
ﬁrst decision.“
5Entsprechend der Nomenklatur von [82] meint u(k+ 1|k) den Wert u(k+ 1) zum
Zeitpunkt k.
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Da in JN (x(k + 1),u′k+1) und J
0
N (x(k),u
0
k) die Stückkosten
{lk+1, ..., lk+N−1}
identisch sind, ergibt sich eine konservative Abschätzung für asympto-
tische Stabilität zu
JN (x(k + 1),u
′
k+1)− JN (x(k),u
0
k)
=Vf (x(k +N + 1))− Vf (x(k +N))
+ l(x(k +N), κ1(x(k +N)))− l(x(k), κN (x(k))) < 0
(5.11)
Wenn nun garantiert werden kann, dass
Vf (f(x(k), κ1(x(k))))− Vf (x(k)) + l(x(k), κ1(x(k))) ≤ 0 (5.12)
für alle Zeitpunkte k erfüllt ist6, folgt unmittelbar die monotone Ab-
nahme der Kostenfunktion
J0N (x(k + 1))− J
0
N (x(k)) ≤ −l(x(k), κN (x)) (5.13)
und damit asymptotische Stabilität. Dies entspricht dem Ergebnis bei
unendlichem Horizont.
Um die Forderung (5.12) erfüllen zu können, muss zum einen Vf eine
Kontroll-Lyapunov-Funktion (KLF) sein. Eine KLF ist in Analogie zu
einer Lyapunov-Funktion deﬁniert als
Deﬁnition 5.2 (Kontroll-Lyapunov-Funktion). Eine Kontroll-Lyapu-
nov-Funktion ist eine positiv deﬁnite Funktion Vf (·) > 0 mit der Eigen-
schaft
∀x ∈ X− {0} ,∃u ∈ U Vf (f(x, u))− Vf (x) < 0 (5.14)
Bei einem endlichen zulässigem Bereich X des Optimierungsproblems ist
eine lokale KLF hinreichend. Aber auch diese lokale KLF ist für nichtli-
neare Systeme meist nicht methodisch zu ermitteln, sondern nur durch
Glück und Intuition. Dabei führt nicht nur eine nichtlineare Strecke
zu einem nichtlinearen System, sondern auch die zu berücksichtigenden
6Die Verschiebung um N kann o.B.d.A. vernachlässigt werden, da die Ungleichung
für jeden Zeitpunkt k gelten muss.
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Beschränkungen. Um dieses Problem zu umgehen, führt man oft eine
Endbeschränkung x(k + N) ∈ Xf ⊆ X ein, in der die KLF-Bedingung
(5.12) erfüllt sein muss. Motivation dabei ist Xf so zu wählen, dass eine
zugehörige lokale KLF leicht gefunden werden kann.
Zum zweiten enthält (5.12) die Forderung, dass der Optimierer auch
tatsächlich eine Stellgröße, das optimale u0 = κ1(x(k)), wählt, welches
die Ungleichung erfüllt. Daraus folgt mit (5.9) zusammenfassend die
Bedingung für asymptotische Stabilität[112]:
min
u∈U
{Vf (f(x, u)) + l(x, u) | f(x, u) ∈ Xf} ≤ Vf (x),∀x ∈ Xf (5.15)
Diese Bedingung enthält die zwei wesentliche Forderungen nach
• monotonem Abfall der Kostenfunktion.
• rekursiver Lösbarkeit durch positive Invarianz.
Hierbei meint rekursive Lösbarkeit, dass eine zulässige Lösung, falls die-
se zu Beginn existiert, auch für alle zukünftigen Zeitschritte existiert.
Dies entspricht entspricht einer positiven Invarianz der Menge Xf für
das optimale u0 nach (5.15). Das geregelte System verbleibt also nach
dem Eintreten in Xf in dieser Menge. Diese positive Invarianz ist ma-
thematisch wie folgt deﬁniert:
Deﬁnition 5.3 (Positive Invarianz). Eine Menge Xf ist für ein System
x(k+1) = f(x(k), u(k)) und ein Reglergesetz u = κfx positiv invariant,
falls gilt:
x(k + 1) = f(x(k), u(k)) ∈ Xf ,∀x ∈ Xf
u(k) = κfx(k) ∈ U, ∀x ∈ Xf
Nur mittels dieser Invarianzeigenschaft bleibt die Anwendbarkeit der in
Xf gültigen lokalen KLF für die folgenden Optimalsteuerungsprobleme
erhalten. Die Lösbarkeit des Optimalsteuerungsproblems zum Zeitpunkt
k garantiert auch die Lösbarkeit für alle zukünftigen Zeitschritte.
Zusammenfassend kann die Stabilität wie folgt garantiert werden:
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Satz 5.1 (Stabilität der MPR). Falls ein Xf ⊆ X und eine positiv deﬁ-
nite Funktion Vf (·) existieren, so dass für jedes x ∈ Xf ein u existiert,
welches für ein positiv deﬁnites l(x, u) die Bedingung
min
u∈U
{Vf (f(x, u)) + l(x, u) | f(x, u) ∈ Xf} ≤ Vf (x)
erfüllt, dann ist die zugehörige MPR ein asymptotisch stabilisierender
Regler.
Eine anschauliche Interpretation von Satz 5.1 liefert das Aufsummieren
der Ungleichungen für einen unendlichen Horizont
∞∑
i=0
l(x(k + i), u) ≤
∞∑
i=0
[Vf (x(k + i))− Vf (f(x(k + i), u))] .
Da aus Satz 5.1 ein monotoner Abfall Vf (·)→ 0 folgt, gilt
J∞(x(k),u) =
∞∑
i=0
l(x(k + i), u) ≤ Vf (x(k)). (5.16)
Damit ist das so gewählte Endgewicht eine obere Grenze für die Restkos-
ten über einen unendlichen Horizont, woraus asymptotische Stabilität
folgt.
Wie ein entsprechendes Endgewicht bestimmt werden kann, wird im
Folgenden gezeigt. Für ein nichtlineares System kann man eine lokale
KLF unter Verwendung der Linearisierung des Systems
x(k + 1) =
∂f
∂x︸︷︷︸
A
x(k) +
∂f
∂u︸︷︷︸
B
u(k) (5.17)
und der Optimalregelung für lineare Systeme ermitteln. Man erhält zu-
nächst einen lokal stabilisierenden Zustandsregler u = −Kx, falls (A,B)
in (5.17) stabilisierbar ist. Hierauf aufbauend kann man mit Methoden
der linearen Optimalregelung Endkosten- und beschränkungen berech-
nen, die aufgrund der Linearisierung lokal um den Linearisierungspunkt
gültig sind. In [91] wird dies für kontinuierliche nichtlineare Systeme ge-
zeigt.
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Nachfolgend wird das Vorgehen für ein lineares System (5.3) gezeigt. Für
dieses System kann das Endgewicht Vf (·) mittels des stabilisierenden
Zustandsregler u(k) = −Kx(k) und unendlichem Horizont N =∞
Vf (u, x) =
∞∑
i=0
l(x(k + i), u(k + i)) (5.18)
wie folgt berechnet werden. Mit den quadratischen Stückkosten l(x, u) =
|x|
2
Q + |u|
2
R ergibt sich für die Kostenfunktion mit x(k + 1) = Ax(k) −
BKx(k) = AKx(k)
Vf (x(k)) =
∞∑
i=0
|x(k + 1 + i)|2Q + |Kx(k + i)|
2
R
= x(k)T
[ ∞∑
i=0
(AiK)
T (ATKQAK +K
TRK)AiK
]
x(k)
= x(k)TPfx(k).
(5.19)
Die Berechnung von Pf führt bei unendlichem Horizont auf die diskrete
stationäre Riccati-Gleichung
ATKPfAK =
∞∑
i=1
(AiK)
T (ATKQAK+K
TRK)AiK = Pf−A
T
KQAK−K
TRK
(5.20)
die mittels bewährter Verfahren nach Pf gelöst werden kann. Dabei ist
Vf (·) eine Lyapunov-Funktion. Die Funktion ist endlich (AK ist stabil),
positiv deﬁnit und wegen des unendlichen Horizonts monoton fallend:
Vf (x)− l(x,−Kx) = Vf (f(x,−Kx)) (5.21)
Für die zugehörigen Endbeschränkungen muss korrespondierend die Be-
dingung
−Kx ∈ U, ∀x ∈ Xf ⊆ X (5.22)
und positive Invarianz erfüllt sein. Bedingung (5.22) garantiert, dass die
Stellgröße u = −Kx für den Optimierer eine zulässige Wahl ist. Damit
ist die Einhaltung der Ungleichung
min
u∈U
{Vf (f(x, u)) + l(x, u)} ≤ Vf (f(x,−Kx)) + l(x,−Kx) = Vf (x)
(5.23)
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für alle x ∈ Xf und damit Stabilität nach Satz (5.1) garantiert. Für
die Berechnung der Endbeschränkung Xf für lineare System sei auf
[45] und Abschnitt 5.2.1 für lineare parameterveränderliche Systeme
mit polytopen Unsicherheiten verwiesen.
Die Verwendung des Endgewichts und der Endbeschränkung wird in
der Literatur auch oft als „dual mode“-Regelung interpretiert, da die
beschränkte MPR innerhalb des Prädiktionshorizonts verwendet wird
und in diesem Horizont die Freiheitsgrade der Optimierung liegen. Die
Restkosten werden für den verbleibenden Horizont N+1, ...,∞ über die
analytische Lösung eines ggf. linearen unbeschränkten Optimalsteue-
rungsproblems mit zugehörigem Regler bestimmt. Aufbauend auf dieser
Vorstellung können Endgewicht und Endbeschränkung so interpretiert
werden, dass die MPR innerhalb ihres Prädiktionshorizonts N das Sys-
tem in den Einzugbereich eines lokal stabilisierenden Reglers steuern
muss, um Stabilität zu garantieren. Der lokal stabilisierende Regler wird
dabei durch das Endgewicht Vf (·) und dessen Gültigkeitsbereich durch
die Endbeschränkung x ∈ Xf repräsentiert.
Weiterhin sei angemerkt, dass die diskutierte Methodik für garantier-
te Stabilität auch bei der Verwendung eines Beobachters geeignet ist,
falls eine Übereinstimmung von Strecke und Modell vorliegt. Dies gilt
auch, falls ein korrektes Störgrößenmodell verwendet wird. Besteht eine
Übereinstimmung, klingt ein anfänglicher Beobachterfehler unter der
Voraussetzung asymptotischer Stabilität des Beobachters ab und der
Streckenzustand ist exakt bekannt. Wichtig ist jedoch, dass sich der Zu-
stand x nach Abklingen des Beobachterfehlers im Einzugsbereich E(N)
der MPR, d.h. im zulässigen Bereich des Optimierungsproblems, be-
ﬁndet. Im Fall von nennenswerten Unsicherheiten im Modell besteht
alternativ die Möglichkeit den Beobachterfehler als Modellunsicherheit
in der Prädiktion zu berücksichtigen [87, 111], wobei hierfür aber Me-
thoden der Robusten Modellprädiktiven Regelung notwendig sind.
5.1.3 Robuste Modellprädiktive Regelung
Die Robuste Modellprädiktive Regelung (RMPR) ist ein Verfahren, wel-
ches Unsicherheiten im Optimierungsproblem explizit berücksichtigt.
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Das Regelungsziel ist eine optimale Performanz unter Einhaltung al-
ler Beschränkungen. Die Einhaltung der Beschränkungen trotz Model-
lunsicherheiten führt zu einer stark erhöhten Komplexität, da für alle
möglichen Zustandstrajektorien über den Prädiktionshorizont das Ein-
halten der Beschränkungen garantiert werden muss. Ein weit verbrei-
teter Lösungsansatz, der zuerst in [20] vorgeschlagen wurde, ist eine
min-max-Optimierung, um die Modellunsicherheiten d ∈ ∆ zu berück-
sichtigen:
min
u
max
d
JN (x(k),u)
mit
JN (x(k),u) :=
N−1∑
i=0
l (x(k + i), u(k + i)) + Vf (x(k +N))
unter den Nebenbedingungen:
x(k) = x0
x(k + 1) = f(x(k), u(k), d(k))
x(k) ∈ X, u(k) ∈ U, x(N) ∈ Xf , ∀d(k) ∈ ∆
(5.24)
Dieser Ansatz erzwingt das Einhalten der Beschränkungen für alle mög-
lichen Realisierungen der zukünftigen Trajektorie des unsicheren Sys-
tems. Weiterhin ermöglicht die Formulierung als min-max-Problem die
direkte Übertragung der Methoden für garantierte Stabilität aus Ab-
schnitt 5.1.2, da die worst-case Kosten eine obere Grenze für die Kosten-
funktion darstellen. Als Konsequenz stellt die Kostenfunktion bei ent-
sprechender Wahl von Endkosten und -beschränkungen eine Lyapunov-
Funktion dar, wie noch gezeigt werden wird. Auch garantiert die min-
max-Optimierung für den ungünstigsten Fall die bestmögliche Leistung
im Sinne der Kostenfunktion. Dies wird jedoch mit dem erhöhten Re-
chenaufwand im Vergleich z.B. zu einem QP erkauft. Fraglich ist wei-
terhin, ob es aus technischer Sicht Sinn macht, den ungünstigsten Fall
zu optimieren, wenn dieser in der Realität nur sehr selten auftritt [26].
In solchen Fällen sollte die nominale Performanz optimiert, zugleich
aber das Einhalten der Beschränkungen trotz Unsicherheiten garantie-
ren werden. Zusätzlich stellt (5.24) mit u als Optimierungsvariable wie
bei der normalen MPR ein Optimalsteuerungsproblem dar, welches dem
Robustheitsgedanken einer Regelung nicht gerecht wird. So wird in einer
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Prädiktion ohne Rückführung der Einﬂuss der Regelung nicht berück-
sichtigt. Dies ist insofern nachteilig, als dass der Sinn einer Regelung
gerade eine Reduktion der Sensitivität gegenüber Unsicherheiten dar-
stellt. Durch die Prädiktion des oﬀenen Regelkreises wird der Einﬂuss
der Unsicherheiten über den Prädiktionshorizont überschätzt, was im
schlimmsten Fall zu einer Unlösbarkeit des Optimierungsproblems füh-
ren kann. Ein Optimalsteuerungsansatz führt daher zu einem verklei-
nerten Einzugsgebiet der RMPR. Daher sollte die Rückführung explizit
im Optimierungsproblem berücksichtigt werden [125], was in folgender
Formulierung exemplarisch gezeigt ist [112]:
JN (x(k),µ) = min
µ
max
∆
N−1∑
i=0
l (x(k + i), µi(x(k + i))) + Vf (x(k +N))
(5.25)
Dabei sind die Regelgesetze µ = {µ0(·), ..., µN−1(·)} die Freiheitsgra-
de der Optimierung. Dieser Ansatz hat aber einen schwerwiegenden
Nachteil. Die eigentliche Motivation für die Verwendung eines endli-
chen Horizonts innerhalb des MPR-Ansatzes ist die Reduktion auf eine
endliche Anzahl an Optimierungsvariablen, die sich aus der Verwen-
dung eines endlichen Horizontes in Kombination mit einem diskreten
dynamischen Modell ergibt. Dieser Vorteil entfällt bei diesem robusten
Ansatz, da die Regelgesetze Funktionen des Zustands sind. Damit ist
das Optimierungsproblem unendlich-dimensional. Diskretisiert man den
Zustandsraum, kann das nun endlich-dimensionale Optimierungspro-
blem mittels dynamischer Programmierung [9,112] gelöst werden. Diese
Approximation führt aber zu einem exponentiellem Wachstum der Dis-
kretisierungspunkte in Abhängigkeit der Dimension des Zustandsraums
und ist damit ähnlich wie die explizite MPR nur für kleine Dimensionen
anwendbar.
Zusammenfassend ist die Verwendung der min-max-Optimierung als ei-
ne Standardmethode für die RMPR nicht zwingend notwendig. Für ei-
ne RMPR muss lediglich das robuste Einhalten der Beschränkungen
und robuste Stabilität bei akzeptabler Performanz gewährleistet wer-
den. Die hohen Rechenanforderungen einer RMPR sind jedoch inhä-
rent vorhanden, da die Komplexität stark mit dem Prädiktionshorizont
steigt. Grund ist die kombinatorische Explosion der zukünftigen unsi-
cheren Zustände über den Prädiktionshorizont, falls die Unsicherheiten
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über Mengen beschrieben werden. In Summe führt der Weg zu einem
erfolgreichen Einsatz der RMPR nur über eine Approximation des Op-
timierungsproblems. Dabei erweist sich insbesondere die Verwendung
eines internen Reglers zusammen mit invarianten Mengen als vielver-
sprechend, da hier eine Berücksichtigung zukünftiger Regeleingriﬀe, in
gewissem Umfang, auch ohne eine Optimierung über Regelgesetze mög-
lich ist [19,26,87,88,108]. Diese Ansätze werden im Folgenden Feedback
MPR bezeichnet. Als Lösung für die robuste Regelung von thermoakus-
tisch instabilen Systemen wird in dieser Arbeit ein Ansatz nach [108]
verfolgt und um das Ausnutzen von sukzessive kontrahierenden Mengen
erweitert. Die resultierende RMPR wird mit einem linear parameter-
veränderlichen Modell der Thermoakustik und einem Gain-Scheduling
Zustandsbeobachter kombiniert.
Im Weiteren Verlauf dieses Kapitels wird zunächst auf die inhären-
te Robustheit der MPR eingegangen. Da diese aber für eine MPR-
Formulierung aufgrund der Nichtlinearität und der impliziten Formu-
lierung des Regelgesetzes schwer zu analysieren ist, wird im weiteren
der Fokus auf die Synthese der robuste MPR gelegt. Dazu wird eine
allgemeine Einführung in die robuste Stabilität am Beispiel der min-
max-MPR gegeben. Im Anschluss werden linear parameterveränderliche
Systeme als Beschreibungsform für unsichere Systeme vorgestellt, um
anhand dieser die verwendete Feedback RMPR und den zugehörigen
Zustandsbeobachter vorzustellen.
Inhärente Robustheit der MPR
Wie eingangs bereits erwähnt ist eine Motivation für den Einsatz ei-
ner Regelung, die per Deﬁnition immer eine Rückkopplung enthält, die
damit verbundene erhöhte Robustheit bzgl. Störungen und Streckenun-
sicherheiten. Da auch die MPR eine Rückkopplung in Form eines meist
impliziten Regelgesetzes u = κ(x) darstellt, liegt die Vermutung nahe,
dass auch die MPR eine inhärente Robustheit besitzt. Für deren Quan-
tiﬁzierung gibt es aber nach aktuellem Forschungsstand kaum adäquate
Analysemethoden, was durch die Nichtlinearität und oft durch das Feh-
len einer analytischen Beschreibung des Regelungsgesetzes begründet
ist. Dies gilt nicht für den unbeschränkten Fall bei linearem Strecken-
modell. In diesem Fall kann das Optimierungsproblem analytisch gelöst
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werden und liefert einen linearen Zustandsregler u = Kmprx. Hier kann
die Robustheit mit etablierten linearen Verfahren z.B. im Frequenz-
gang analysiert werden. In Bezug auf die Robustheit stellt sich aber
die Frage, welche Rechtfertigung es für den Einsatz einer linearen un-
beschränkten MPR gibt. So garantiert ein LQ-Zustandsreglers (LQ -
Linear Quadratisch), der als unbeschränkte MPR mit unendlichem Ho-
rizont aufgefasst werden kann, gute Robustheitseigenschaften [77, 127]
und damit auch die äquivalente MPR-Formulierung. Sollte aber der Zu-
stand nicht vollständig messbar sein und damit ein Zustandsbeobachter
oder -schätzer notwendig werden, können die guten Robustheitseigen-
schaften verloren gehen. So entfällt die Robustheitsgarantie für einen
LQ-Regler in Kombination mit einem Kalman-Filter vollständig [36]7.
Der Grund ist, dass eine Optimierung eines beliebigen Gütekriteriums
weder Robustheit noch, wie später erläutert wird, Stabilität garantiert.
Daher wird in Ansätzen für robuste MPR versucht, die Robustheit im
Optimierungsproblem explizit zu formulieren. Bei einem linearen, unbe-
schränkten Streckenmodell sind aber H2/H∞-Verfahren der MPR vor-
zuziehen, da hier neben einer quadratischen Zielfunktion mittels H2-
Norm auch die Robustheit durch die H∞-Norm berücksichtigt werden
kann. Müssen hingegen Beschränkungen berücksichtigt werden, ist die
lineare Systemtheorie nicht mehr anwendbar und die MPR ein sinn-
voller Ansatz. Für die beschränkte MPR liefern die Arbeiten [50, 135]
einige Erkenntnisse in Bezug auf die robuste Stabilität einer nominalen
MPR8. Dabei wird als zentrales Instrument die Lipschitz-Stetigkeit der
Kostenfunktion und des Regelgesetzes verwendet. So kann gezeigt wer-
den, dass bei Unstetigkeiten in beiden Funktionen keinerlei Robustheit
der asymptotische Stabilität garantiert ist. So können beliebig kleine
Störungen dazu führen, dass die Ruhelage nicht erreicht wird. Im Ge-
gensatz dazu wird für eine lineare MPR mit konvexen Beschränkungen
gezeigt, dass sowohl die Kostenfunktion als auch das Regelgesetz garan-
tiert Lipschitz-stetig sind und damit eine gewisse Robustheit garantiert
ist.
Zusammenfassend lässt sich festhalten, dass ein gewisses Maß an Ro-
7Besonderes Augenmerk sollte neben dem Titel „Guaranteed margins for LQG
regulator“ auf das Abstract gerichtet werden, welches lautet:“There are none.“
8Nominale MPR meint hierbei eine MPR, die lediglich ein nominales Streckenmo-
dell ohne Unsicherheiten verwendet.
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bustheit für eine lineare MPR mit konvexen Beschränkungen bei voll-
ständiger Messbarkeit des Zustands garantiert ist. Da diese i.A. aber
nicht quantiﬁzierbar ist, ist der Bedarf nach explizit robusten MPR-
Formulierungen in Anwendungen hoch, deren zentrales Regelziel der
sichere, stabile Betrieb trotz nennenswerter Unsicherheiten ist.
Robuste Stabilität am Beispiel der min-max-MPR
In Abschnitt 5.1.2 wurde für die Formulierung einer garantiert stabilisie-
renden MPR die Annahme der Übereinstimmung zwischen Modell und
Strecke getroﬀen. Die Unzulässigkeit dieser Annahme aus praktischer
Sicht wird durch die inhärente Robustheit der MPR meist kompensiert.
Sollten die Modellunsicherheiten aber gewisse Grenzen überschreiten
und zu einer bekannten Menge ∆ gehören, sollten diese explizit berück-
sichtigt werden. Um Stabilität bei einer Strecke mit Modellunsicherhei-
ten für eine MPR zu garantieren, können weiterhin Endgewicht und
Endbeschränkung genutzt werden. Dabei muss berücksichtigt werden,
dass aufgrund der Unsicherheiten der prädizierte Zustand x(k + 1|k)
und der sich tatsächlich einstellende x(k + 1|k + 1) und damit auch
die weiteren Prädiktionen und optimalen Stellgrößen nicht identisch
sein müssen. Aus diesem Grund muss die Beweisführung aus Abschnitt
5.1.2 adaptiert werden.Weiterhin kann auch ein möglicher Beobachter-
fehler aufgrund von Modellunsicherheiten oder Störungen als Unsicher-
heit aufgefasst werden, weshalb die robuste Stabilität auch die MPR
mit Beobachter umfasst [87]. Bei Einsatz eines Beobachters ist jedoch
zu beachten, dass das Separationsprinzip für nichtlineare Systeme und
damit für die beschränkte MPR nicht anwendbar ist und zudem für
lineare Systeme keine Robustheitsgarantie ohne explizite Berücksichti-
gung im Optimierungsproblem liefert [36].
Um die Unsicherheiten zu modellieren, wird ein Zustandsraummodell
mit der Unsicherheit d ∈ ∆ ⊆ Rp der Form
x(k + 1) = f(x(k), u(k), d(k)) (5.26)
angenommen. Falls eine Lösung für (5.24) existiert, liefert das Optimal-
steuerungsproblem eine Stellgrößen- und Zustandstrajektorie, die unter
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Berücksichtigung der Unsicherheit d ∈ ∆ alle Beschränkungen einhält.
Wie bereits erwähnt ist eine Bedingung an die RMPR, das Einhalten
der Beschränkungen über den Prädiktionshorizont N für alle d ∈ ∆ und
(5.26) zu garantieren, d.h.
∀i ∈ {1, ..., N − 1} ,∀d ∈ ∆ : x(k + i) ∈ X
i = N, ∀d ∈ ∆ : x(k + i) ∈ Xf .
Als Konsequenz ist{
u0(k + 1|k), ..., u0(k +N − 1|k)
}
zumindest eine zulässige (Teil-)Lösung für JN (x(k + 1),u), wenn auch
nicht zwingend eine optimale. Mit
uˆ =
{
u0(k + 1|k), ..., u0(k +N − 1|k), κ1(x(k +N |k))
}
kann bei Verwendung einer min-max-Optimierung folgende Abschät-
zung getroﬀen werden:
JN (x(k + 1),u
0
k+1)− JN (x(k),u
0
k) ≤ JN (x(k + 1|k), uˆ)− JN (x(k),u
0
k)
(5.27)
Damit ist es hinreichend analog zu (5.11) für Stabilität
JN (x(k + 1|k), uˆ)− JN (x(k),u
0
k) < 0
zu fordern. Das weitere Vorgehen entspricht dem von Abschnitt 5.1.2
und führt letztendlich zu
Satz 5.2 (Stabilität der min-max-RMPR). Falls für jedes x ∈ Xf mit
Xf ⊆ X und d ∈ ∆ ein u so existiert, dass
min
u∈U
max
d∈∆
{Vf (f(x, u, d)) + l(x, u) | f(x, u, d) ∈ Xf} ≤ Vf (x)
gilt und zusätzlich l(x, u) und Vf (·) positiv deﬁnit sind, dann ist die
zugehörige MPR ein robust asymptotisch stabilisierender Regler.
Wieder folgt implizit eine Invarianz, die nachfolgend der Literatur ent-
sprechend als robuste positive Invarianz bezeichnet wird:
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Deﬁnition 5.4 (Robuste positive Invarianz). Eine Menge Xf ist für
ein System x(k+ 1) = f(x(k), u(k), d(k)) und ein Reglergesetz u = κfx
robust positiv invariant, falls gilt:
x(k + 1) = f(x(k), u(k), d(k)) ∈ Xf ,∀x ∈ Xf ∧ ∀d ∈ ∆
u(k) = κfx(k) ∈ U, ∀x ∈ Xf
Wenn nun ein ggf. lokal robust asymptotisch stabilisierender Regler
für (5.26) bekannt ist, kann damit entsprechend Abschnitt 5.1.2 eine
KLF konstruiert werden, die die Bedingung aus Satz 5.2 erfüllt. Eine
notwendige Bedingung für die Existenz dieses Reglers und damit für
eine Erfüllung von Satz 5.2 ist, dass
lim
x→0
f(x(k), u(k), d(k)) = f(x(k), u(k))
gilt. Hieraus folgt, dass die Unsicherheit das System nicht aus der ein-
mal eingenommenen Ruhelage auslenken kann. Dies ist z.B. bei para-
metrischen Unsicherheiten der Fall. Ist solch ein Regler gefunden, ist die
resultierende MPR ein robust asymptotisch stabilisierender Regler für
(5.26). Wenn die Störung d ∈ ∆ hingegen eine additive Eingangsgröße
ist, kann evtl. die „input-to-state stability“ (ISS) nach [130] garantiert
werden, aber keine asymptotische Stabilität. Grund ist, dass im Fal-
le einer additiven Eingangsgröße d ∈ ∆ keine asymptotische Stabilität
des Ursprungs garantiert werden kann, allenfalls eine robust positiv in-
variante Menge Xf , in der der Zustand verbleiben wird. Oﬀensichtlich
hängt dabei Xf von der Menge ∆ und damit der Beschränktheit der
Unsicherheit ab.
Die hier vorgestellte Methodik zur Sicherstellung der Stabilität der min-
max-RMPR ist keineswegs auf diese beschränkt. So sind auch andere
Formulierungen des Optimierungsproblems möglich, wie in Abschnitt
5.2.3 dargestellt wird. Auch hier wird bei Verwendung von Endkosten
und -beschränkungen Satz 5.2 (implizit) verwendet, um die Kostenfunk-
tion zu einer Lyapunov-Funktion zu transformieren.
Modellunsicherheiten als polytopes System
Für den Einsatz einer RMPR müssen die Modellunsicherheiten mathe-
matisch modelliert werden. In der vorliegenden Arbeit wird von einem
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Modell der Form
x(k + 1) = A(k)x(k) +B(k)u(k)
y(k) = C(k)x(k) +D(k)u(k)
(5.28)
ausgegangen, welches als linear parameterveränderliches System (LPV)
bezeichnet wird. Handelt es sich bei (5.28) um ein LPV-System mit
polytopen Unsicherheiten (kurz polytopes System), kann die Menge Ω
der möglichen Systemmatrizen
S(k) :=
(
A(k) B(k)
C(k) D(k)
)
mit
S(k) =
p∑
j=1
αj(k)Sj
und
Sj =
(
Aj Bj
Cj Dj
)
, j = 1, ..., p
sowie
∑p
j=1 αj(k) = 1 und 0 ≤ αj(k) mittels der konvexen Kombination
der Ecken
Ω = Co {S1, ..., Sp} (5.29)
dargestellt werden. Diese Konvexitätseigenschaft macht die Systemklas-
se der polytopen Systeme reizvoll, da viele Systemeigenschaften für das
gesamte polytope System aus denen der Ecken gefolgert werden können.
Polytope Systeme sind lineare zeitvariante Systeme, dabei aber auch zur
Beschreibung von nichtlinearen Systemen sinnvoll, falls die Systemma-
trix in einem gewissen Arbeitsbereich innerhalb von Ω liegt [66]. Für
ein polytopes System kann die Zustandsgleichung in (5.28) umgeformt
werden in
x(k + 1) =
p∑
j=1
αj(k) (Ajx(k) +Bju(k)) , (5.30)
d.h. der Zustand x(k + 1) lässt sich als konvexe Kombination der Zu-
stände der Ecken auﬀassen. Daraus ergibt sich für den darauf folgenden
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Zustand
x(k + 2) =
p∑
j=1
αj(k + 1) (Ajx(k + 1) +Bju(k + 1))
=
p∑
j=1
αj(k + 1)
(
Aj(
p∑
i=1
αi(k) (Aix(k) +Biu(k))) +Bju(k + 1)
)
=
p∑
j=1
(
p∑
i=1
αj(k + 1)αi(k) (AjAix(k) +AjBiu(k))
)
+ αj(k + 1)
p∑
i=1
αi(k)Bju(k + 1)︸ ︷︷ ︸
Bju(k+1)
=
p∑
j=1
p∑
i=1
αj(k + 1)αi(k) (AjAix(k) +AjBiu(k) +Bju(k + 1)) .
(5.31)
Da weiterhin 0 ≤ αi(k)αj(k + 1) ≤ 1 und
p∑
j=1
p∑
i=1
αj(k + 1)αi(k) =
p∑
j=1
αj(k + 1)
p∑
i=1
αi(k) = 1
gilt, lässt sich aus (5.31) auf eine konvexe Kombination aller Permuta-
tionen der Ecken über den Prädiktionshorizont schließen. Damit kann
die Konvexität auch für eine N-Schrittprädiktion gefolgert werden. Die
notwendigen Permutationen führen jedoch zu einer kombinatorischen
Explosion mit steigendem Prädiktionshorizont, was ein Nachteil dieser
Modellklasse für die MPR darstellt.
Die Modellklasse der polytopen Strecken wird im weiteren Verlauf dieser
Arbeit zur Beschreibung der Unsicherheiten der Rijke-Röhre verwendet.
Für die Beobachtung der nicht messbaren Zustände wird jedoch auf ein
LPV-System mit aﬃnem Parametervektor P ∈ Ra zur Beschreibung
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der Systemmatrizen
A(P ) = A0 +A1p1 + ...+Aapa
B(P ) = B0 +B1p1 + ...+Bapa
C(P ) = C0 + C1p1 + ...+ Capa
D(P ) = D0 +D1p1 + ...+Dapa
(5.32)
mit P = [p1, ..., pa]T zurückgegriﬀen. Diese Beschreibungsform lässt sich
ebenfalls als polytopes System darstellen. So können mit den Permuta-
tionen der Extremwerte der unsicheren Parameter {p1, ..., pa} die Ecken
eines linearen Systems mit polytopen Unsicherheiten erzeugt werden,
welches das parameter-aﬃne System enthält.
Robuste Stabilität für unbeschränkte polytope Systeme
Entsprechend Kapitel 5.1.3 kann im Fall einer min-max-Optimierung
robuste Stabilität durch Satz 5.2 garantiert werden. Mittels einer li-
nearen Matrixungleichung (LMI) kann im unbeschränkten Fall9 für ein
polytopes System eine Nebenbedingung beschrieben werden, die eine
Umformulierung des ursprünglichen min-max-Problems in ein semideﬁ-
nites Programm ermöglicht. Dadurch kann die Optimierung stark ver-
einfacht werden.
Mit der Kostenfunktion über einen unendlichen Prädiktionshorizont
J∞(x(k),u) :=
∞∑
i=0
xT (k + i)Qx(k + i) + uT (k + i)Ru(k + i) (5.33)
wird die Lösung für das min-max-Problem
min
u
max
d
J∞(x(k),u)
unter den Nebenbedingungen:
x(k) = x0
x(k + 1) = f(x(k), u(k), d(k))
d(k) ∈ ∆
(5.34)
9Das Optimimerungsproblem ist zwar durch den Anfangszustand x0 und die Zu-
standsgleichung beschränkt, diese können aber über die prädizierten Zustände in
die Kostenfunktion integriert werden.
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gesucht. Um eine min-max-Optimierung zu vermeiden, kann man sich
einer Funktion Vf (x) = xTPfx mit Pf > 0 bedienen, die die Bedin-
gung
x(k)TQx(k) + u(k)TRu(k)
≤ x(k)TPfx(k)− x(k + 1)
TPfx(k + 1)
(5.35)
für alle (Aj , Bj) ∈ Co {(A1, B1), ..., (Ap, Bp)} erfüllt. Damit ist Vf (·)
ein Kandidat einer Kontroll-Lyapunov-Funktion für die gesamte Mo-
dellmenge10. Ein Regelgesetz, welches (5.35) erfüllt, garantiert die Sta-
bilität für beliebig schnelle Modelländerungen innerhalb von Ω. Eine
Summation von (5.35) von k = 0 bis k =∞ liefert unter der Vorausset-
zung eines stabilen Systems [82]
J∞(x(k),u) ≤ Vf (x(k)). (5.36)
Da (5.36) für die Menge möglicher Strecken in Form der polytopen
Streckenbeschreibung gilt, kann auch
max
d
J∞(x(k),u) ≤ Vf (x(k)) (5.37)
gefolgert werden und Vf (·) ist damit eine obere Schranke der worst-case
Kosten. Sucht man nun eine robust stabilisierende lineare Zustandsrück-
führung, setzt man das Regelgesetz u = −Kfx und die Systemgleichung
in (5.35) ein und es ergibt sich folgende Matrixungleichung:
(Aj −BjKf )
TPf (Aj −BjKf )− Pf ≤ −Q−K
T
f RKf (5.38)
Da sowohl die Modellmenge (Aj , Bj) als auch Vf (·) konvex sind, ist
es ausreichend diese Bedingung lediglich an den p Ecken (Aj , Bj) zu
überprüfen, um die Einhaltung für das gesamte polytope System zu
garantieren [16]:
Satz 5.3. Ein lineares polytopes System ist quadratisch stabil, falls ein
positiv deﬁnites Pf > 0 existiert, so dass
ATj PfAj < Pf ,∀j ∈ p
gilt.
10Es sei darauf hingewiesen, dass negative Eigenwerte des geregelten Systems für
jedes einzelne Modell innerhalb der Modellmenge keine hinreichende Bedingung
für Stabilität ist, da bei dieser Betrachtung die Zeitvarianz der Modellparameter
vernachlässigt wird.
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Zusammenfassend kann das Optimierungsproblem (5.34) durch
min
Kf ,Pf
Vf (x) (5.39)
unter den Nebenbedingungen (5.38) für die Ecken des polytopen Sys-
tems approximiert und vereinfacht werden. Da (5.38) quadratische Ne-
benbedingungen darstellen, bietet sich die Lösung mittels LMI an [16].
Die Matrixungleichung kann durch die Substitutionen
W = P−1f und L = KfP
−1
f
sowie die Anwendung des Schurkomplements in folgende LMI überführt
werden:
W (AjW +BjL)T W LT
AjW +BjL W 0 0
W 0 Q−1 0
L 0 0 R−1
 ≥ 0 (5.40)
Als Maß für die Performanz kann in (5.39) auch die Spur(Pf ) verwen-
det werden [39, 75]. Damit ergibt sich schlussendlich das semideﬁnite
Programm
min
W,L
Spur(Pf ) (5.41)
unter den Nebenbedingungen (5.40), dessen Lösung die gesuchten Ma-
trizen Kf und Pf liefert.
Dieses Ergebnis kann man analog zu Abschnitt 5.1.2 auch im beschränk-
ten Fall verwenden, indem man die Restkosten für k = {N, ...,∞} mit
den Kosten Vf = xTPfx aus der Lösung des Optimierungsproblems
(5.39) abschätzt. Um die Gültigkeit der unbeschränkten Restkosten zu
garantieren, wird eine Menge Xf benötigt, in welcher der lineare Zu-
standsregler keinerlei Beschränkungen verletzt. Vorteilhaft an den qua-
dratischen Restkosten Vf , die sich aus der Forderung nach quadrati-
scher Stabilität ergeben, ist dabei, dass ein quadratisches Programm
auch nach Integration dieser Restkosten quadratisch bleibt. Nachteilig
ist, dass die quadratische Stabilität i.A. zu konservativ ist. Garantierte
Stabilität auch für unendlich schnelle Modellwechsel innerhalb von Ω
ist in der Praxis meist nicht notwendig, da eine obere Grenze für die
zeitliche Änderung des Systems vorliegt.
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Da die Optimierung online ein optimales u0 mit minimalen Kosten11
liefert, sind diese Kosten garantiert kleiner gleich den Kosten für den
linearen Zustandsregler, die wie bereits erwähnt einer oberen Grenze
der unbeschränkten worst-case Kosten entsprechen. Daher gilt in Xf
x(k)TQx(k) + u0(k)TRu0(k) + x(k + 1)TPfx(k + 1)
≤ x(k)TQx(k) + (−Kfx(k))
TR(−Kfx(k))
+ x(k + 1)TPfx(k + 1)
≤ x(k)TPfx(k)
(5.42)
Daraus folgt nach Satz 5.2 robuste Stabilität mit dem Endgewicht Vf (·),
wenn der Endzustand x(k+N) der Prädiktion die Endbeschränkung Xf
erreicht, in der u = −Kfx ∈ U und x(k + 1) = (Aj − BjKf )x(k) ∈ Xf
gelten.
5.2 Robuste Output Feedback MPR für
polytope Systeme
In diesem Abschnitt wird die in dieser Arbeit entwickelte Robuste Out-
put Feedback MPR für LPV-Systeme mit polytopen Unsicherheiten
vorgestellt. Diese RMPR-Variante ist speziell an die Bedürfnisse der
Regelung thermoakustisch instabiler Systeme angepasst und wird im
weiteren Verlauf zur Regelung der Rijke-Röhre verwendet.
Für eine robuste MPR-Formulierung für ein polytopes System wird in
dieser Arbeit ein Ansatz nach [108] zur Formulierung der RMPR um
das Nutzen oﬄine berechneter sukzessive kontrahierender Mengen er-
weitert. Bei einem LPV-System mit polytopen Unsicherheiten werden
diese Mengen durch Polytope beschrieben, deren Berechnungen in [107]
vorgestellt wird. RMPR-Ansätze unter Verwendung oﬄine berechneter
Mengen wurden kürzlich auch in [19] und [25] vorgestellt. In [19] kor-
respondiert zu jeder Menge ein linearer Zustandsregler zwischen denen
11Da in dieser Arbeiten von einem konvexen Optimierungsproblem in Form eines
quadratischen Programms ausgegangen wird, ergibt die Lösung garantiert das
globale Optimum.
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bei einem Übergang zwischen Mengen umgeschaltet wird. Im Gegensatz
dazu garantiert im hier vorgestellten Ansatz eine RMPR mit Prädikti-
onshorizont N = 1 jeweils das Erreichen der kontrahierenden Erreich-
barkeitsmengen. Der Ansatz in [25] unterscheidet sich zu dem hier vor-
gestellten darin, dass ellipsoide Mengen verwendet werden. Weiterhin
verwendet der in dieser Arbeit entwickelte RMPR-Ansatz eine Komple-
xitätsreduktion der Erreichbarkeitsmengen durch eine innere, einfache-
re Approximation. Dieser approximative RMPR-Ansatz (aRMPR) wird
mit einem robusten Gain-Scheduled Zustandsbeobachter kombiniert, da
der Systemzustand nicht gemessen werden kann.
Den Ursprung der RMPR für LPV-Systeme ist in der wegweisenden
Veröﬀentlichung [66] zu ﬁnden, in der eine konvexe Optimierung über
LMI zur Berechnung eines linearen Zustandsreglers verwendet wird.
Diese Berechnung ﬁndet in jedem Abtastschritt statt, was zu einem
vergleichsweise hohen Rechenbedarf führt. Weiterhin werden zur Ga-
rantie der robusten Stabilität ellipsoide Mengen verwendet, die nur eine
Approximation der tatsächlichen polytopen Mengen darstellen [107].
Vorteilhaft ist jedoch, dass die Optimierung über Regelgesetze zu einer
besseren Performanz und einem größeren Einzugsgebiet im Vergleich
zum Lösen eines Steuerungsproblem führt. Auch ist keine min-max Op-
timierung notwendig. Die Arbeiten von [26, 125] erweitern die RMPR
auf Strecken mit unsicherem Eingang. Gemein ist all diesen Arbeiten die
Berücksichtigung des Regelungseingriﬀs über den Prädiktionshorizont,
weswegen diese Ansätze auch Feedback MPR genannt werden. In [26]
wird dazu ein linearer Zustandsregler in der Prädiktion berücksichtigt.
Auf diesem Ansatz baut [108] auf und verwendet die Berechnung einer
Endbeschränkung für polytope Strecken zur Garantie robuster Stabi-
lität. Dieser Ansatz ist die Grundlage der hier vorgestellten Robusten
Output Feedback MPR für LPV-Systeme mit polytopen Unsicherhei-
ten.
Um eine Optimierung über Regelgesetze und die damit verbundene
Komplexität zu vermeiden, bietet sich für die robuste MPR eine Formu-
lierung der Prädiktion im geschlossenen Regelkreis (CLP)12 an. Hier-
bei wird für die Prädiktion ein Modell bestehend aus einem Regelkreis
mit Streckenmodell und einem stabilisierenden Regler verwendet. Zum
12engl. Closed-Loop Paradigm (CLP) nach [119]
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einen bietet das CLP den Vorteil, dass die numerische Konditionierung
der Prädiktionsmatrizen verbessert werden kann (z.B. [82, 119]). Dies
gilt insbesondere bei den in dieser Arbeit im Fokus stehenden instabi-
len Strecken, da eine Prädiktion der ungeregelten Strecke schnell zu sehr
großen Einträgen und damit zu einer schlechten numerischen Konditio-
nierung der Prädiktionsmatrix führt. Des Weiteren wird mit dem CLP
der Nachteil der MPR Formulierung als Optimalsteuerungsproblem re-
duziert, der besonders bei unsicheren Strecken zutage tritt. Da das Op-
timierungsproblem als Steuerungsproblem formuliert ist, wird über den
Prädiktionshorizont keine Rückführung in Form einer Regelung berück-
sichtigt und damit die sinnstiftende Sensitivitätsreduktion einer Re-
gelung bzgl. Störungen und Unsicherheiten vernachlässigt. Dies führt
zu konservativen Lösungen und verkleinert damit den Einzugsbereich
E(N) ⊆ Rn der RMPR, für den eine Lösung des Optimierungsproblems
existiert. Im schlimmsten Fall wird das Optimierungsproblem unlösbar.
Durch das CLP wird der Einﬂuss der Unsicherheiten, hier Beschrieben
durch das polytope System, auf die zukünftigen Systemzustände durch
die Verwendung eines internen Zustandsreglers u = −Kclpx reduziert.
Bei Verwendung des CLP wird im Folgenden von Feedback MPR ge-
sprochen.
Die nötige Umformulierung zur Feedback MPR wird zunächst für eine
nominale Strecke und die zugehörige Minimierung einer Kostenfunkti-
on vorgestellt. Die Feedback MPR basiert auf der bereits bekannten
Kostenfunktion mit der neuen Optimierungsvariable c
JN (x(k), c) :=
N−1∑
i=0
xT (k + i)Qx(k + i) + uT (k + i)Ru(k + i)
+ Vf (x(N))
(5.43)
sowie der re-parametrisierten Stellgröße
u(k + i) = −Kclpx(k + i) + c(k + i) i = {0, ..., N − 1} (5.44)
u(k + i) = −Kfx(k + i) i ≥ N (5.45)
und dem Endgewicht
Vf (x) =
∞∑
i=0
xT (k + i)Qfx(k + i) + u
T (k + i)Rfu(k + i) (5.46)
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Die beiden Reglermatrizen Kclp und Kf stellen stabilisierende Regler
für das unbeschränkte System dar. Die Parametrisierung der Stellgröße
u mit c verändert die Lösung des Optimimerungsproblems nicht, da der
Freiheitsgrad erhalten bleibt. Daher kann die Feedback MPR ebenfalls
als QP formuliert werden. Gilt Q = Qf ,R = Rf und ist Kclp = Kf
das Ergebnis der unbeschränkten Minimierung von (5.46), kann (5.43)
als
JN (x(k), c) :=
N−1∑
i=0
cT (k + i)Q̂c(k + i) (5.47)
mit
Q̂ = BTΣB +R
Q+KTRK = Σ− (A−BK)TΣ(A−BK)
(5.48)
ohne explizites Endgewicht Vf geschrieben werden [119]. Möglich wird
dieser Wegfall, da die Endbeschränkung sicherstellt, dass sich der Zu-
stand am Ende der Prädiktion in Xf beﬁndet. Da Kf als analytische
Lösung der Minimierung von (5.46) ermittelt wurde, ist in Xf die opti-
male Stellgröße u(k) = −Kfx(k). Damit sind die optimalen c(k), die ei-
ne Abweichung von der Stellgröße des Reglers darstellen, identisch Null
und folglich auch die Restkosten in der CLP-Formulierung. Bemerkens-
wert an dieser Formulierung ist, dass die Abhängigkeit vom aktuellen
Zustand in der Kostenfunktion entfällt, sondern allein in den Beschrän-
kungen zu ﬁnden ist. Da (5.47) wie bereits erwähnt lediglich eine Um-
formulierung des ursprünglichen Optimierungsproblems mit gleichem
Freiheitsgrad darstellt, ist das Optimum und damit das Regelergebnis
identisch.
Die gezeigte Herleitung von (5.47) ist nicht zwingend für die vorge-
stellte Methodik der Feedback MPR, sondern liefert lediglich über die
Berechnung von Q̂ durch das Lösen von (5.48) eine speziﬁsche Parame-
trierung. Man kann die Methodik abstrahieren und leicht auf unsichere
Strecken übertragen, indem man zu Beginn einen robust stabilisieren-
den Zustandsregler Kf , im konkreten Fall für eine polytope Strecke,
und eine zugehörige invariante Menge Xf bestimmt. Mit entsprechen-
den Beschränkungen in c und einer polytopen Strecke (5.29) führt dies
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zu einem QP
min
c
JN (x(k), c)
mit
JN (x(k), c) :=
N−1∑
i=0
cT (k + i)Qc(k + i)
unter den Nebenbedingungen:
x(k) = x0
x(k + 1) = (A(k)−B(k)Kf )x(k) +B(k)c(k)
x(k) ∈ X, −Kfx(k) + c(k) ∈ U, x(N) ∈ Xf
(A(k), B(k)) ∈ Co {(A1, B1), ..., (Ap, Bp)}
(5.49)
Hierbei kann Q als Einstellparameter der Regelung interpretiert wer-
den, der eine Abweichung vom Nominalregler Kf bestraft. Auch in die-
sem Fall sind die Restkosten gleich Null, da nach Erreichen der Endbe-
schränkung Xf , in der konstruktionsbedingt keinerlei Beschränkungen
mehr aktiv sind, die optimalen Stellgrößen c = 0 sind. Damit ist in
Xf lediglich der Nominalregler aktiv, der hier robuste asymptotische
Stabilität garantiert. Die Optimierung zur Laufzeit hat damit lediglich
die Aufgabe das Einhalten der Beschränkungen bis zum Erreichen der
Endbeschränkung zu garantieren.
Zusammenfassend muss lediglich ein QP zur Laufzeit gelöst werden, in
welchem Abweichungen von einem robust stabilisierenden Zustandsreg-
ler Kf mit zugehöriger invarianter Menge Xf bestraft werden und das
Einhalten der Beschränkungen trotz Unsicherheiten gefordert wird.
5.2.1 Endbeschränkungen für polytope Systeme
Die maximal zulässige Menge MAS nach [45] ist die größtmögliche Men-
ge
Mmasx(k) ≤ dmas (5.50)
im Zustandsraum Rn, in welcher ein zugehöriger linearer Zustandsregler
keinerlei Beschränkungen verletzt und die (robust) invariant z.B. für ein
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Algorithmus 1 MAS für ein LPV-System mit polytopen Unsicherhei-
ten und aﬃnen Beschränkungen [107]
Mmas :=
[
IT − IT −KT KT CT − CT
]T
dmas :=
[
xT − xT uT − uT yT − yT
]T
p :=number of vertices of polytopic model
i := 1
nrows:=number of rows of Mmas
while i ≤ nrows do
for j := 1..p do
M :=
[
MTmas (Mmas,i Aclp,j)
T
]T
d :=
[
dTmas d
T
mas,i
]T
if no redundant constraints then
Mmas :=M
dmas := d
end if
end for
nrows:=number of rows of Mmas
i := i+ 1
end while
polytopes System ist. Damit qualiﬁziert sich das MAS als Endbeschrän-
kung Xf für eine MPR-Formulierung, welche zu einem größtmöglichen
Einzugsbereich E(N) führt. Das MAS für ein lineares System mit poly-
topen Unsicherheiten kann nach [107] in endlicher Zeit mittels Algorith-
mus 1 berechnet werden. In der hier vorgestellten Variante werden so-
wohl Zustands-, Stellgrößen- als auch Ausgangsbeschränkungen berück-
sichtigt, wobei obere Grenzen durch einen Überstrich und untere durch
einen Unterstrich gekennzeichnet sind. Der Algorithmus startet dabei
mit einer Anfangsmenge, abgeleitet aus den vorhandenen Beschränkun-
gen für den Zustand x. Danach werden sukzessive Beschränkungen hin-
zugefügt, die sich jeweils aus einer Ein-Schritt-Prädiktion mit Ecken des
polytopen Modells ergeben. Diese Ein-Schritt-Prädiktionen müssen auf-
grund der Forderung nach Invarianz ebenfalls im gesuchten MAS liegen.
Dies kann getestet werden, indem man z.B. zeilenweise überprüft, ob
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die zusätzlichen Beschränkungen
Mmas,iAclp,jx ≤ dmas,i (5.51)
mit Mmas,i der i-ten Zeile der Matrix Mmas redundant bzgl. der aktu-
ellen Annahme des MAS sind. Dabei entspricht
Aclp,j = Aj −BjKf
der Systemmatrix des geschlossenen Regelkreises. Falls die getestete Be-
schränkung nicht redundant ist, wird diese zum Ungleichungssystem
hinzugefügt. Der Algorithmus endet, falls alle Zeilen i des stetig aktua-
lisierten Ungleichungssystems Mmasx(k) ≤ dmas durchlaufen worden
sind. Dabei garantiert quadratische Stabilität des zustandsgeregelten
Systems die Existenz des MAS und damit die Terminierung des Algo-
rithmus [107].
Um ein Ungleichungssystem auf redundante Zeilen zu überprüfen, kann
die Lösung des Linearen Programms (LP)
min
x
(−Mix+ di)
unter der Nebenbedingung
M ′x ≤ d′
(5.52)
verwendet werden. Dabei ist i die zu testende Zeile und die Nebenbedin-
gung das Ungleichungsystem ohne diese Zeile. Sollte beim optimalen x∗
für die Kostenfunktion −Mix∗ + di ≥ 0 gelten, dann ist die Beschrän-
kung Mix ≤ di redundant und kann entfernt werden.
5.2.2 Robuste Einhaltung der Beschränkungen
Um die Beschränkungen auch bei Streckenunsicherheiten einzuhalten,
kann die Konvexität linearer Strecken mit polytopen Unsicherheiten
ausgenutzt werden [108]. Auf dem selbem Weg wird das Erreichen der
durch die Endbeschränkung deﬁnierten Menge Xf am Ende der Prädik-
tion garantiert.
Für die Berücksichtigung der polytopen Unsicherheiten müssen alle Per-
mutationen pi =
{
1, ..., pi
}
der Ecken der polytopen Modellmenge in
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der Prädiktion betrachtet werden. Ausgehend von der i-Schritt-Prädik-
tion
x(k + i) =
k+i−1∏
j=k
(A(j)−B(j)Kf )x(k) +B(i− 1)c(i− 1)
+
k+i−2∑
j=k

k+i−1∏
l=j+1
(A(l)−B(l)Kf )
B(j)c(j)
(5.53)
mit (A(m), B(m)) ∈ {(A1, B1), ..., (Ap, Bp)} kann die erreichbare Zu-
standsmenge Xk+i zum Zeitpunkt k + i mittels
Xk+i = Co
{
x1(k + i), ..., xpi(k + i)
}
. (5.54)
bestimmt werden. Dass es hinreichend ist, lediglich alle Permutationen
der Modellecken über den Prädiktionshorizont zu verwenden, ist in Ka-
pitel 5.1.3 dargelegt. Wendet man nun die vorhandenen Beschränkungen
auf alle möglichen zukünftigen Zustände an und drückt diese wiederum
über das polytope System in Abhängigkeit des aktuellen Zustands x(k)
aus, führt dies zu dem Ungleichungssystem
Ncx(k) +Mcc ≤ d (5.55)
mit Nc ∈ Rr×n, Mc ∈ Rr×(Nm) und r der Gesamtanzahl der sich erge-
benden Beschränkungen. Dies sind die gesuchten Beschränkungen von
c in Abhängigkeit des aktuellen Zustands. Beschränkt man die zukünf-
tige Zustandstrajektorie durch (5.55), so ist die robuste Einhaltung der
Beschränkungen für die gesamte Modellmenge bei beliebig schneller Pa-
rametervariation innerhalb des Prädiktionshorizonts N garantiert. Die
kombinatorische Prädiktion beschränkt jedoch die Anwendbarkeit die-
ses Ansatzes, da die Permutationen und damit auch die Anzahl an Be-
schränkungen mit pN steigen. Abgemildert werden können die Folgen
dieser Eigenschaft durch das Entfernen von redundanten Beschränkun-
gen, die in Abhängigkeit von Beschränkungsstruktur und Strecke in
hoher Zahl auftreten können. So kann (5.55) auf redundante Beschrän-
kungen überprüft werden, indem man die Variablen x(k) und c jeweils
als Freiheitsgrade betrachtet
(NcMc)
(
x
c
)
≤ d. (5.56)
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5.2.3 Robuste Stabilität der Feedback RMPR
Die robuste Stabilität kann mit denselben Argumenten wie in Abschnitt
5.1.3 unter Zuhilfenahme der Kostenfunktion als Lyapunov-Funktion
garantiert werden [108]. Auch für die Kostenfunktion der Feedback
RMPR
JN (x(k), c) :=
N−1∑
i=0
cT (k + i)Qc(k + i) (5.57)
kann ein monotoner Abfall gezeigt werden. So gilt mit der für den Zeit-
punkt k + 1 zulässigen Stellgrößenfolge
cˆ =
{
c0(k + 1|k), ..., c0(k +N − 1|k), 0
}
für die zeitliche Entwicklung der Kostenfunktion
JN (x(k + 1), c
0
k+1) ≤ JN (x(k), cˆ)
= JN (x(k), c
0
k)− c(k|k)
T (k)Qc(k|k)
< JN (x(k), c
0
k).
(5.58)
Wiederum wird ausgenutzt, dass die Lösung c0k, erweitert um die zu-
künftige Stellgröße c(k +N |k + 1) = 0 und ohne die Stellgröße c(k|k),
auch zum Zeitpunkt k+1 zulässig ist. Dies wird durch die entsprechen-
de Berücksichtigung der Modellunsicherheiten in den Beschränkungen
sichergestellt. Die Forderung c(k +N |k + 1) = 0 wird über die positive
robuste Invarianz von Xf sichergestellt. Da (5.57) für Q > 0 positiv de-
ﬁnit ist, handelt es sich bei JN (·) um eine Lyapunov-Funktion. Damit
ist die robuste Stabilität der Feedback RMPR garantiert.
Um einen Bezug zur robusten Stabilität in Form von Satz 5.2 zu schaf-
fen, sei auf die äquivalente Formulierung (5.43) in u verwiesen. Die
Endkosten Vf (·) sind hier expliziter Bestandteil. Daher ist nachvoll-
ziehbar, dass auch für Stabilität der Feedback RMPR Satz 5.2 erfüllt
sein muss.
5.2.4 Einzugsgebiet der Feedback RMPR
Bei einer Regelung ist nicht nur die robuste Stabilität als solche von
Interesse, sondern auch das zugehörige Einzugsgebiet. Das Einzugsge-
102
Black L_143043_Phd_Jarmolowitz_VDI.pdfAugust 29, 2014 | 08:28:01 110
5.2 Robuste Output Feedback MPR für polytope Systeme
biet ist die Menge im Zustandsraum, in der robuste Stabilität garantiert
werden kann (siehe Kapitel 3). Gerade bei Beschränkungen in Stellgröße
und Zuständen kann i.A. keine globale robuste Stabilität erzielt werden.
Das Ziel ist daher robuste Stabilität bei möglichst großem Einzugsge-
biet zu erreichen. Daher wird im Folgenden auf die Bestimmung des
Einzugsgebietes der hier verwendeten Feedback RMPR eingegangen.
Das Einzugsgebiet E(N) ist ein Unterraum des konvexen Polytops P,
welches durch die zulässige Menge der aﬃnen Beschränkungen (5.55)
beschrieben wird, und ist deﬁniert als
E(N) =
{
x ∈ Rn|∃c ∈ Rm×N : Nx+Mc ≤ d
}
(5.59)
Aus dieser Deﬁnition ist ersichtlich, dass E(N) durch eine orthogonale
Projektion von P auf Rn bestimmt werden kann und ebenfalls ein kon-
vexes Polytop ist. Die orthogonale Projektion kann wie folgt deﬁniert
werden [123]:
Deﬁnition 5.5 (Orthogonale Projektion). Die orthogonale Projektion
eines Polytopes P ⊂ Rn × Rd auf Rn ist deﬁniert als
Πn(P) =
{
x ∈ Rn|∃z ∈ Rd : [xT zT ]T ∈ P
}
.
Damit ergibt sich E(N) zu
E(N) = Πn(P). (5.60)
Eine andere Möglichkeit zur Berechnung des Einzugsgebietes, welche
in dieser Arbeit verwendet wird, ist die rekursive Anwendung der Ein-
Schritt-Prädiktion. Dabei wird zunächst eine Menge Q bestimmt, aus
der mit einer zulässigen Stellgröße das System in die Menge S gesteuert
werden kann [10,64]:
Deﬁnition 5.6 (Robuste Ein-Schritt-Prädiktion). Die Menge Q ∈ Rn
von Zuständen ist die Menge, für die ein zulässiger Eingang existiert,
der eine Überführung in die Menge S ∈ Rn ⊆ X in nur einem Schritt
bei allen zulässigen Unsicherheiten δ ∈ ∆ garantiert, also
Q(S) := {x ∈ X|∃u ∈ U : f(x, u, δ) ∈ S,∀δ ∈ ∆} .
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Das Einzugsgebiet E(N) in Abhängigkeit des Prädiktionshorizonts N
kann so mittels einer Rekursion berechnet werden. Dabei gilt für den Re-
kursionsanfang E(0) = Xf , d.h. der Anfang ist gleich dem MAS. Nach-
folgend kann das Einzugsgebiet E(N) rekursiv mittels der robusten Ein-
Schritt-Prädiktion und der entsprechenden Berechnungsvorschrift
E(i) = Q(E(i− 1)) (5.61)
ermittelt werden, siehe Algorithmus 2. Die Bestimmung des Einzugsge-
biets mittels dieser Rekursion ist wesentlich weniger rechenintensiv als
über die orthogonale Projektion des vollständigen Gleichungssystems.
Ursächlich hierfür ist, dass das vollständige Gleichungssystem (5.55) ein
Polytop der Dimension n +m × N mit r Beschränkungen beschreibt.
Dabei steigt die Anzahl der Beschränkungen mit r∼pN , was der be-
reits erwähnten kombinatorischen Explosion entspricht13. Diese Explo-
sion kann durch die Entfernung von redundanten Beschränkungen abge-
mildert werden, das grundlegende Komplexitätsproblem bleibt aber be-
stehen. Für den rekursiven Ansatz (5.61) besteht das Problem der kom-
binatorischen Explosion ebenfalls; es hängt aber von der wachsenden
Komplexität der Einzugsgebiete E(i) in Form der Anzahl der beschrei-
benden aﬃnen Beschränkungen ab. Die Komplexität der Einzugsgebiete
wiederum ist geringer als die der Menge der robusten Beschränkungen
(5.55), was daran zu erkennen ist, dass sich das Einzugsgebiet aus der
orthogonalen Projektion der Menge der robusten Beschränkungen im
Raum Rn+m×N auf den Zustandsraum Rn bestimmen lässt. Nachvoll-
ziehbar wird der Vorteil des rekursiven Ansatzes auch deshalb, weil die
Menge der robusten Beschränkungen mehr Informationen liefert, als
für die Einzugsgebiete notwendig. Die Komplexität der Einzugsgebiete
steigt für das hier untersuchte System im Vergleich wesentlich langsa-
mer, wie in Kapitel 6 simulativ gezeigt wird.
Innerhalb der Rekursion ist es weiterhin ratsam die Beschreibung der
Einzugsgebiete auf redundante Beschränkungen zu prüfen. Wie eﬀektiv
das Entfernen redundanter Beschränkungen das kombinatorische An-
wachsen der Beschränkungen abschwächt, hängt abermals wesentlich
von der Problemstruktur ab, also dem System und den Beschränkun-
gen.
13Falls redundante Beschränkungen in jedem Schritt entfernt werden, ist pN lediglich
eine obere Grenze.
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Algorithmus 2 Rekursive Berechnung der Einzugsgebiete
E(0) :=Mmas
for i := 0..(N − 1) do
E(i+ 1) := Q(E(i))
end for
Um die rekursive Berechnung der Einzugsgebiete zu vervollständigen,
wird die Berechnung der robusten Ein-Schritt-Prädiktion Q(E(i)) be-
nötigt. In dieser Arbeit wird dafür die orthogonale Projektion der Men-
ge der Beschränkungen auf den Zustandsraum verwendet, die sich für
eine Ein-Schritt-Prädiktion in das darauf folgende Einzugsgebiet er-
gibt. Für ein polytopes System ergibt sich für das Erreichen der Menge
E(i) := {x ∈ Rn | Lix ≤ bi} ein Ungleichungssystem

Li(A1 −B1Kf )
...
Li(Ap −BpKf )
−Kf
Kf
I
−I

︸ ︷︷ ︸
Ni
x(k) +

LiB1
...
LiBp
I
−I
0
0

︸ ︷︷ ︸
Mi
c(k) ≤

bi
...
bi
u
−u
x
−x

︸ ︷︷ ︸
di
(5.62)
mit den Beschränkungen
u ≤ u ≤ u
x ≤ x ≤ x.
Eine orthogonale Projektion auf den Zustandsraum liefert die gesuchte
Menge Q(E(i)). Die Rechenaufwand der orthogonalen Projektion ist
hier weniger relevant, da die Gebiete der Ein-Schritt-Prädiktion eine
wesentlich geringere Komplexität als das Polytop aus Gleichung (5.59)
aufweisen. Alternativ sind aber auch Ansätz über Minkowski-Summen
möglich [123].
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Algorithmus 3 Approximative RMPR mittels sukzessive kontrahie-
render Erreichbarkeitsmengen - kleinstes Einzugsgebiet
i := N
while x(k) ∈ E(i) do
i := i− 1
end while
solve QP with Q(x(k)) ∈ E(i)
5.2.5 Approximative Variante mittels sukzessive
kontrahierender Erreichbarkeitsmengen
Mit der vorgestellten Feedback RMPR und den robusten (End-)Be-
schränkungen aus Abschnitt 5.2.1 und 5.2.2 kann prinzipiell eine RMPR
formuliert werden [108], nachfolgend RMPR nach Pluymers (pRMPR)
genannt. Problematisch ist aber die u.U. hohe Anzahl an Beschränkun-
gen. Um diesem Problem zu begegnen, wird in diesem Abschnitt eine
Alternative mit reduziertem Rechenbedarf vorgestellt.
Da die Einzugsgebiete E(i) mit wesentlich weniger Rechenaufwand be-
rechnet werden können als die komplette Menge an robusten Beschrän-
kungen über den Prädiktionshorizont, bietet es sich an diese Mengen
für einen approximativen Ansatz einer RMPR zu verwenden. So for-
dern die robusten Beschränkungen (5.55) zum aktuellen Zeitpunkt k für
jeden Prädiktionsschritt, dass die folgenden Zustände x(k + i) jeweils
im Einzugsgebiet E(N − i) liegen. Dies kann oﬀensichtlich auch durch
die Verwendung einer RMPR mit Prädiktionshorizont N = 1 und den
entsprechend zu erreichenden Einzugsgebieten garantiert werden, die
sukzessive bis zum MAS kleiner werden:
E(i) ⊂ E(i+ 1) (5.63)
Diese Erkenntnis wird in dieser Arbeit in einem Ansatz einer approxi-
mativen RMPR (aRMPR) ausgenutzt, so wie es auch kürzlich in [25]
mittels ellipsoiden Mengen vorgestellt wurde. Für die Formulierung der
aRMPR reichen die oﬄine bestimmten Einzugsgebiete
E(i) := {x ∈ Rn | Lix ≤ bi} (5.64)
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Abbildung 5.2: Prinzip der approximativen RMPR mittels sukzessive kon-
trahierender Erreichbarkeitsmengen.
bzw. die daraus resultierenden Beschränkungen (5.62) aus.
Eine mögliche Umsetzung stellt Algorithmus 3 dar. Hier wird in jedem
Zeitschritt das kleinst mögliche Einzugsgebiet gesucht, welches den ak-
tuellen Zustand enthält und das nächst kleinere als Zielgebiet für die
Ein-Schritt-Prädiktion verwendet, siehe Abbildung 5.2. Die aRMPR hat
einen Prädiktionshorizont von N = 1 mit wechselnden Beschränkun-
gen, die zur Laufzeit an den aktuellen Zustand angepasst werden müs-
sen. Sollten die Unsicherheiten in Form der polytopen Strecke komplett
bekannt sein, ist das Erreichen der Erreichbarkeitsmenge im nächsten
Zeitschritt garantiert. Daher kann im nächsten Schritt prinzipiell das
nächst kleinere Einzugsgebiet gewählt werden ohne eine Suche nach dem
kleinst möglichen Einzugsgebiet wie in Algorithmus 3 durchzuführen.
Dies stellt eine weitere Möglichkeit zur Rechenzeitreduktion dar. In der
Praxis ist die vollständige Kenntnis der Unsicherheiten jedoch eine un-
realistische Annahme. Daher sollte die Bestimmung des Einzugsgebiets,
welches den aktuellen Zustand x(k) enthält, nicht darauf vertrauen,
dass es sich um das nächst kleinere handelt. Eine einfache Modiﬁkation
ist daher Algorithmus 4. Dabei wird das Einzugsgebiet sukzessive über
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Algorithmus 4 Approximative RMPR mittels sukzessive kontrahie-
render Erreichbarkeitsmengen
i := N
if x(k) ∈ E(i) then
i := i− 1
else
i := N
end if
solve QP with constraints Q(x(k)) ∈ E(i)
die Iterationen der MPR verkleinert, solange der aktuelle Zustand im
vorhergesagten Einzugsgebiet liegt. Sollte dies nicht der Fall sein, wird
das größte Einzugsgebiet E(N) gewählt und die Kontraktion beginnt
erneut. Die sukzessive Kontraktion der Einzugsgebiete kann weiterhin
auch relaxiert werden, um einen ggf. unruhigen Stellgrößenverlauf zu
vermeiden oder die Gesamtkosten gemäß des ursprünglichen Gütefunk-
tionals zu verbessern. Entscheidend ist lediglich, dass die Einzugsgebiete
kontrahieren, um asymptotische Stabilität zu garantieren.
Da durch die Größe und damit korrespondierend den angenommenen
Prädiktionshorizont des jeweiligen Einzugsgebietes eine Ordnungsrela-
tion gegeben ist, können auch etablierte Such-Algorithmen verwendet
werden, um das kleinst mögliche Einzugsgebiet eﬃzient zu ermitteln.
So kann für die aRMPR eine binäre Suche verwendet werden, die in
der Komplexitätsklasse O(log n) liegt und damit eine Verbesserung zu
Algorithmus 3 darstellt.
Abschließend hat sich in der Simulation und im Experiment der Rege-
lung der Rijke-Röhre ein langsames Durchschreiten der Einzugsgebiete
mittels Algorithmus 4 als vorteilhaft herausgestellt, da dieser niedrigere
Kosten im Sinne des Gütefunktionals und eine reduzierte Rechenzeit
zur Laufzeit aufweist. Folglich wird im weiteren dieses Verfahren für die
aRMPR verwendet.
Durch die Deﬁnition der Einzugsgebiete werden bei dem hier vorgestell-
ten approximativen Vorgehen alle Beschränkungen eingehalten. Weiter-
hin folgt aus dem sukzessiven Erreichen der sich verkleinernden Ein-
zugsgebiete und damit schlussendlich des MAS robuste Stabilität:
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Satz 5.4 (Robuste Stabilität durch sukzessive kontrahierende Erreich-
barkeitsmengen). Existiert eine robust invariante Menge E(0), in der
ein Zustandsregler u = −Kfx asymptotische Stabilität unter Berück-
sichtigung der Beschränkungen erzielt, dann garantiert eine Feedback
RMPR und der Kostenfunktion
J1(x(k + i), c(k + i)) := c
T (k + i)Qc(k + i)
mit Q > 0 unter den Beschränkungen
x(k + i) ∈ E(N − i)
x(k + 1) = (A−BKf )x(k) +Bc(k)
u(k) = −Kfx(k) + c(k) ∈ U
mit
E(i) =
{
Q(E(i− 1)), i > 0
E(0), i ≤ 0
robuste Stabilität.
Beweisskizze. Aus der ersten Beschränkung folgt x(k+N) ∈ E(0). Dabei
garantiert E(i) = Q(E(i−1)) die Erreichbarkeit von E(0). Mit der robust
positiven Invarianz von E(0) folgt aus der Kostenfunktion
c0(k′) = 0,∀k′ = {k +N, ..., k +∞}
und damit für die zukünftige Trajektorie
x(k′ + 1) = (A−BKf )x(k′).
Dieses System ist per Deﬁnition robust stabil in E(0) und damit auch
die Feedback RMPR.
Die bereits vorgestellten Heuristiken, die zum Einsatz kommen, falls
das nächst kleinere Einzugsgebiet nicht erreicht wird, werden in diesem
Stabilitätstheorem aus nachvollziehbaren Gründen nicht verwendet. So
kann ein Verfehlen des zu erreichenden Einzugsgebietes nur die Folge
unbekannter Unsicherheiten sein, die nicht im Betrieb und folgerichtig
auch nicht im Stabilitätstheorem berücksichtigt werden können.
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Algorithmus 5 Rekursive Berechnung der Einzugsgebiete mit Kom-
plexitätsreduktion
E(0) :=Mmas
for i := 0..(N − 1) do
E(i+ 1) := Q(E(i))
E(i+ 1) := InnerApprox(E(i+ 1), nm)
end for
Neben der robusten Stabilität interessiert zusätzlich die Optimalität
dieses Ansatzes. Da nur eine Prädiktion über einen Schritt stattﬁndet,
ist die vorgeschlagene aRMPR suboptimal im Sinne der ursprünglichen
Kostenfunktion, die den Verlauf über den gesamten ursprünglich ge-
wählten Prädiktionshorizont bewertet. Verwendet man jedoch wie im
konkreten Fall einen Feedback MPR-Ansatz und formuliert den Frei-
heitsgrad der Optimierung als Abweichung von der Stellgröße eines op-
timalen linearen Zustandsregler, dann kann diese Suboptimalität deut-
lich reduziert werden. Grund hierfür ist, dass ein optimaler linearer Zu-
standsregler mit der entsprechenden Stellgröße einen Anhaltspunkt für
die optimale Stellgröße über einen unendlich langen Prädiktionshorizont
liefert.
Eine weitere Vereinfachung und eine damit verbundene Rechenzeitre-
duktion ist möglich, wenn man die berechneten Einzugsgebiete verein-
facht, d.h. durch ein inneres (konvexes) Polytop approximiert, welches
durch weniger Beschränkungen beschrieben wird. Um die positive Inva-
rianz der Einzugsgebiete zu erhalten, kann die innere Approximation in
den Algorithmus zur Berechnung der Einzugsgebiete integriert werden,
was zur adaptierten Variante 5 führt. Dadurch, dass die innere Ap-
proximation und damit die Reduktion des Volumens von E(i) vor der
Berechnung des Einzugsgebiets E(i + 1) erfolgt, ist sichergestellt, dass
für einen Zustand innerhalb von E(i + 1) das Einzugsgebiet E(i) er-
reicht werden kann. Damit ist weiterhin inhärent die positive Invarianz
der Einzugsgebiete bei Einsatz der aRMPR gesichert, die sich durch die
Erreichbarkeit und die Invarianz des MAS ergibt. Das MAS wird nicht
approximiert, um dessen Invarianz zu erhalten. Prinzipiell ist aber auch
ein Erhalt der Invarianz bei einer inneren Approximation möglich [123].
Zur inneren Approximation gibt es verschiedene Ansätze [12, 115, 124].
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5.2 Robuste Output Feedback MPR für polytope Systeme
In dieser Arbeit wird ein iterativer Ansatz wie in [115, 123, 124] ver-
wendet. Grundlegend bei Ansätzen zur inneren Approximation ist, dass
man Ecken v ∈ V eines Polytops der Reihe nach entsprechend einem
Kriterium aus der Gesamtmenge V entfernt. Da Ecken ein Polytop P
über die konvexe Hülle P = conv(V ) deﬁnieren, ist die reduzierte Men-
ge wieder konvex. Daher kann durch rekursives Entfernen von Ecken
eine konvexe, innere Approximation des Polytops erreicht werden. Als
Bewertungskriterium kann das Volumen vol(V ) bzw. die Volumenände-
rung [123]
∆voli = vol(V )− vol(V − {vi})
= vol({vi, adj(vi)})− vol({adj(vi)})
(5.65)
verwendet werden. Hierbei bietet die Berechnung der Volumenänderung
den Vorteil, dass ∆voli mittels der zu entfernenden vi und deren be-
nachbarten Ecken adj(vi) berechnet werden kann. Somit muss nicht
die weitaus aufwendigere Berechnung des Volumens vol(V − {vi}) mit
weitaus mehr Ecken in jeder Iteration der Suche erfolgen. Mit der Vo-
lumenänderung als Kriterium kann eine Heuristik zur inneren Approxi-
mation umgesetzt werden, die in Algorithmus 6 beschrieben ist. Dabei
werden nach Kriterium (5.65) iterativ die Ecken mit minimalem Volu-
menverlust aus dem Polytop entfernt, bis es nur noch aus nm Ecken
besteht. Grundsätzlich garantiert dieser Algorithmus nicht das Auﬃn-
den des globalen Optimums im Sinne des maximalen Volumens für eine
vorgegebene Anzahl an Ecken nm, was durch das iterative Vorgehen
bedingt ist. So ist die Menge V 0i als innere Approximation mit i Eckele-
menten und maximalem Volumen nicht zwingend eine Untermenge von
V 0i+1, d.h. i.A. gilt {
V 0i , v
0
}
6= V 0i+1 (5.66)
mit v0 der Ecke, deren Entfernung das Volumen V 0i+1 minimal redu-
ziert. Diese Erkenntnis ist in Abbildung 5.3 für eine hinsichtlich des
Volumens maximale innere Approximation eines Polytops mit 4 und 3
Ecken dargestellt. Das optimale Polytop mit 3 Ecken ist keine Unter-
menge des Polytops mit 4 Ecken. Daher wird im Gegensatz zu [123]
zusätzlich eine lokale Suche in der Nachbarschaft der inneren Appro-
ximation Vinner durchgeführt. Dabei wird für jede Ecke vi, die durch
Algorithmus 6 ermittelt wurde, in der Nachbarschaft adj(vi) nach Ecken
gesucht, die als Substituent für vi ein größeres Volumen liefern. Diese
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Algorithmus 6 Innere Approximation von Polytopen zur Komplexi-
tätsreduktion
Vinner := V
nv :=number of vertices of Vinner
while nv > nm do
∆volmin :=∞
for i := 1..nv do
∆voli := vol({vi, adj(vi)})− vol({adj(vi)})
if ∆voli < ∆volmin then
∆volmin := ∆voli
imin := i
end if
end for
Vinner := {Vinner − {vimin}}
nv := nv − 1
end while
Vinner := LocalSearch(Vinner, V )
Suche in der Nachbarschaft endet, falls keine benachbarte Ecke mehr
vorhanden ist, die ein größeres Volumen liefert. Dieses Vorgehen ist
im rekursiven Algorithmus 7 formuliert. Exemplarisch ist eine innere
Approximation in Abbildung 5.4 für den zweidimensionalen Fall darge-
stellt, die den Erfolg dieses Verfahrens dokumentiert. Dabei liefert Algo-
rithmus 6 die optimale Approximation hinsichtlich des eingeschlossenen
Volumens. Die grundlegenden Berechnung der Ecken, der Nachbarschaf-
ten und der Volumina der Polytope wird mittels der Matlab® Toolbox
YALMIP durchgeführt [74]. Wird eine innere Approximation innerhalb
der aRMPR verwendet, so wird diese nachfolgend aRMPR-{r}mit r der
Anzahl an maximalen Beschränkungen der approximierenden Polytope
verwendet.
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Abbildung 5.3: Innere optimale Approximation eines Polytops durch 4 und
3 Ecken.
5.3 Zustandsbeobachter für affine LPV-
Systeme
Falls ein Beobachter oder Schätzer für die Zustandsbeobachtung bzw.
-schätzung verwendet werden muss, so muss dies innerhalb der RMPR
berücksichtigt werden, um Robustheit gegenüber Modellunsicherheiten
garantieren zu können. Eine Möglichkeit besteht darin, einen möglichen
Beobachterfehler abzuschätzen, z.B. über invariante Mengen [87]. Eine
weitere Möglichkeit besteht in speziellen Beobachtern, deren Zustands-
schätzung nicht durch etwaige Modellunsicherheiten beeinﬂusst werden.
Für ein Zustandsraummodell mit parametrischen Unsicherheiten kann
dies nach [142] mittels einer Äquivalenztransformation in ein ARMAX-
Modell (Auto Regressive Moving Average with Exogenous Input) der
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Algorithmus 7 Rekursive lokale Suche nach optimalen Nachbarn
function LocalSearch(Vinner, V )
volref := vol(Vinner)
for i := 1..nm do
vtst := vi
for j := 1..deg(adjV (vi)) do
voltst := vol(Vinner − {vi}+ V (adjV (vi)(j)))
if voltst > volref then
volref := voltst
vtst := V (adjV (vi)(j))
end if
end for
vi := vtst
end for
if volref 6= vol(Vinner) then
LocalSearch(Vinner, V )
end if
end function
Form
y(k + 1) = a1y(k) + a2y(k − 1) + · · ·+ anyy(k − ny + 1)
+ b1u(k) + b2u(k − 1) + · · ·+ bnuu(k − nu + 1)
(5.67)
erreicht werden. Die parametrischen Unsicherheiten spiegeln sich in zeit-
variablen Parametern ai = ai(k) und bi = bi(k) wider. Wählt man nun
als Zustand
x(k) =
[
y(k) · · · y(k − ny + 1) u(k − 1) · · · u(k − nu + 1)
]T
(5.68)
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Abbildung 5.4: Links ein zweidimensionales Polytop, rechts zusätzlich die
inneren Approximationen mit dem Algorithmus nach [12]
(dunkel) und dem hier vorgestellten (hell).
so ergibt sich folgendes Zustandsraummodell
x(k + 1) =

a1 a2 · · · any b2 · · · bnu
I 0 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · 0 0 · · · 0
0 0 · · · 0 0 · · · 0
0 0 · · · 0 I · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · 0 0 · · · 0

x(k) +

b1
0
. . .
0
I
0
...
0

u(k)
(5.69a)
y(k) =
[
I 0 · · · 0 0 · · · 0
]
x(k) (5.69b)
Bei dieser Formulierung handelt es sich um keine Minimalrealisierung,
da das System einen zusätzlichen Zustand aufweist und in der Folge
nicht beobachtbar ist. Da der Zustandsvektor nur aus Systemausgängen
und -eingängen besteht, ist der Zustand messbar, und damit die Beob-
achtbarkeit nicht notwendig. Da bei Annahme eines polytopen Modells
keine Eingangs- oder Ausgangsstörungen vorliegen, ist die Messung des
Zustands theoretisch exakt. Nachteilig an dieser Formulierung ist jedoch
das potentielle Hochpassverhalten, da die Systemausgänge ungeﬁltert
als Zustandsgrößen verwendet werden.
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Daher wird im Folgenden ein robuster Beobachter mittels Gain-Sche-
duling vorgeschlagen, dessen Übertragungsverhalten so gewählt werden
kann, dass hohe Frequenzen herausgeﬁltert werden. Dafür wird eine Be-
obachterstruktur nach Luenberger verwendet
xˆ(k + 1) = A(k)xˆ(k) + Lo(y(k)− yˆ(k)) +B(k)u(k) (5.70a)
yˆ(k) = C(k)xˆ(k) +D(k)u(k) (5.70b)
mit xˆ(k) und yˆ(k) als dem geschätzten Zustand und Ausgang sowie
der Beobachterrückführung Lo. Deﬁniert man den Beobachterfehler als
e(k) = xˆ(k)−x(k), führt dies unter Verwendung des aktuellen Modells14
zu
e(k + 1) = (A(k)− LoC(k))e(k). (5.71)
Für polytope Unsicherheiten konvergiert der Beobachterfehler gegen
Null, falls (5.71) asympotisch stabil für alle (Aj , Bj) ist. Um dies zu
erreichen, kann die Dualität von Regelungs- und Beobachtungsproblem
ausgenutzt werden. Da die Eigenwerte und damit die Stabilität von
Aj − LoCj mit der entsprechenden Transponierten (Aj − LoCj)T =
ATj − C
T
j L
T
o identisch sind [77], kann das Beobachtungsproblem (5.70)
in ein duales Regelungsproblem der Form
xT (k + 1) = A
T (k)xT (k) + C
T (k)uT (k) (5.72a)
uT (k) = −L
T
o xT (k) (5.72b)
überführt werden. Hierfür kann entsprechend Abschnitt 5.1.3 ein se-
mideﬁnites Programm aufgestellt und gelöst werden, um ein positiv
deﬁnites Po und die zugehörige Beobachterrückführung Lo zu erhalten.
Die Lösung erfüllt die Bedingung für quadratische Stabilität
(ATj − C
T
j L
T
o )
TPo(A
T
j − C
T
j L
T
o )− Po ≤ −Qo − LoRoL
T
o (5.73)
d.h. für alle
{
(AT1 , C
T
1 ), ..., (A
T
p , C
T
p )
}
mit Qo, Ro > 0. Infolgedessen ist
(5.71) robust asymptotisch stabil für die gesamte Modellmenge. Der Be-
obachterfehler konvergiert innerhalb der Modellmenge gegen Null, falls
das momentane Modell bekannt ist, d.h. ein Gain-Scheduling angewen-
det wird. Dieser robuste Gain-Scheduling Beobachter wird im weiteren
Verlauf dieser Arbeit für die RMPR-Methodik verwendet.
14Damit wird die Kenntnis des aktuellen Modells vorausgesetzt.
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Die robuste Modellprädiktive Regelung (RMPR) ist ein äußerst ﬂexibles
Regelungsverfahren, welches diese Flexibilität mit erhöhtem Rechenbe-
darf erkauft. Im Folgenden wird die in Kapitel 5 vorgestellte RMPR zur
Regelung von Verbrennungsinstabilitäten untersucht. Dabei lassen sich
für die Verbrennungsregelung folgende Regelziele ableiten:
• Robuste Stabilisierung unter Beschränkungen
• Eﬀektive Nutzung von Multiple Input Multiple Output-Systemen
(MIMO)
• Fehlertoleranz
Hinzukommt bei einem Einsatz einer Modellprädiktiven Regelung die
zu gewährleistende Echtzeitfähigkeit, die gerade bei hochdynamischen
Prozessen wie Verbrennungs- und akustischen Prozessen eine hohe Hür-
de darstellt. Um die RMPR in diesem Umfeld zu evaluieren, wird als
Referenzprozess die thermoakustische Instabilität in einer Rijke-Röhre
betrachtet. Die Rijke-Röhre stellt dabei einen vergleichbar einfachen
Aufbau dar, der aber die charakteristischen Eigenschaften von Verbren-
nungsinstabilitäten, insbesondere die hohe Dynamik, aufweist und da-
mit gerade für eine RMPR eine gute Evaluationsbasis darstellt. Weiter-
hin lässt sich die Rijke-Röhre weitestgehend physikalisch modellieren.
Aus diesem Grund stellt die Rijke-Röhre ein attraktives Forschungsob-
jekt für die Modellierung [55,85,86,134] und die Regelung dar [40,58,95].
Um die Robustheit bewerten zu können, kann die Länge der Rijke-Röhre
und damit die Resonanzfrequenz verändert werden. Da sich eine Länge-
nänderung im Wesentlichen auf die Laufzeiten der akustischen Wellen
auswirkt, kann eine Längenvariation als Temperaturänderung und eine
damit veränderte Schallgeschwindigkeiten z.B. in einer Brennkammer
einer Gasturbinen interpretiert werden.
Zu Beginn der Erforschung von Regelungsverfahren für thermoakusti-
sche Systeme wurden vorrangig sog. Phasenregler eingesetzt. Phasen-
regler bestehen im Wesentlichen aus einem Totzeitelement, um die ge-
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Abbildung 6.1: Secondary peaking in der Simulation bei Einsatz eines Pha-
senreglers.
messenen harmonischen Eingangsignale in der Phase so zu verschieben,
dass das daraus generierte Stellsignal gegenphasig zu thermoakustischen
Systemgrößen ist. Diese Strategie ist leicht nachvollziehbar, da sich diese
direkt aus dem Stabilitätskriterium nach Rayleigh ableiten lässt (siehe
Abschnitt 3.2). Ein Phasenregler hat jedoch den Nachteil, dass er zu
dem in der Literatur als „secondary peaking“ bezeichneten Phänomen
führen kann. Dabei handelt es sich um das Anregen einer anderen Re-
sonanzmode, die u.U. sogar instabil werden kann. Die Gefahr des „se-
condary peaking“ ist beim Einsatz eines Phasenreglers besonders hoch,
da der Amplitudengang konstant ist und damit prinzipiell alle Moden
in einem Resonanzraum angeregt werden. In Abbildung 6.1 ist dieses
Phänomen für einen Phasenregler mit konstanten Parametern in der
Simulation illustriert. Während der Phasenregler die Rijke-Röhre bei
l = 1, 285 m stabilisieren kann, tritt bei l = 1, 365 m eine Instabilität
höherer Frequenz auf. Dieses Beispiel demonstriert die Herausforderung
der Stabilisierung über einen weiten Arbeitsbereich [5,21]. In der Praxis
resultiert der angestrebte weite Arbeitsbereich z.B. aus dem Bedarf nach
möglichst ﬂexiblen Lastwechseln einer Gasturbine. Parallel verlangen
oftmals großen Modellunsicherheiten nach gehobenen Regelungsverfah-
ren. Beide Problemstellungen können sowohl mit robusten als auch ad-
aptiven Regelungsverfahren angegangen werden. Dabei kommen häuﬁg
modellbasierte robuste Regelungsverfahren wie H∞- und Loopshaping-
Ansätze [95,99], aber auch modellfreie adaptive Verfahren zum Einsatz
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[40,58,90]. Ein Problem adaptiver Verfahren ist aber, dass eine Adapti-
on nur bei einer sich andeutenden Instabilität erfolgen kann. Abhängig
davon, wie schnell eine Adaption erfolgt, kann dies in der Adaptionspha-
se zu unerwünscht hohen Druckamplituden führen. Daher sind robuste
Verfahren vorzuziehen, solange diese eine Lösung für die betrachteten
Unsicherheiten liefern. Dieser Vorteil wird mit einem erhöhten Model-
lierungsaufwand erkauft.
Die MPR wurde zum ersten Mal in [44] zur Regelung von Verbrennungs-
instabilitäten angewendet, hier aber in einer unbeschränkten Version,
wodurch die Rechenzeit vergleichbar mit anderen linearen Regelungs-
verfahren ist. Weiterhin verliert die MPR ohne Beschränkungen ihr Al-
leinstellungsmerkmal im Vergleich zur klassischen optimalen Regelung.
Einige Autoren gehen soweit, dass ein gemischterH2/H∞-Ansatz immer
einer unbeschränkten MPR vorgezogen werden sollte [7,112], da neben
einer Kostenfunktion innerhalb des H2-Kriteriums auch unstrukturierte
Unsicherheiten im H∞-Kriterium berücksichtigt werden können [127].
Damit ist eine garantierte Robustheit möglich, welche die MPR in ihrer
Standardformulierung nicht liefern kann. In [59] wurde eine beschränkte
MPR zum ersten Mal für eine Regelung eines thermoakustischen Sys-
tems verwendet, hier allerdings in der Simulation.
Aus diesen Vorüberlegungen abgeleitet wird im Folgenden die RMPR
zur Verbrennungsregelung an einer Rijke-Röhre untersucht. Da der ex-
perimentelle Aufbau der Rijke-Röhre nur über eine SISO-Konﬁguration
(Single Input Single Output) verfügt, werden neben der robusten Stabi-
lität MIMO-Konﬁgurationen und Fehlertoleranz in der Simulation der
Rijke-Röhre mit erweitertem Aktuator-Setup untersucht. Grundlage für
die folgenden Ausführungen sind die Arbeiten [60,61].
6.1 Niederdimensionale Modellierung mit
Unsicherheiten
Da die Unsicherheit bei dem hier betrachteten Versuchsaufbau der Rijke-
Röhre in ihrer Länge liegt, bieten sich Modellformen an, die diese pa-
rametrische und damit strukturierte Unsicherheit abbilden können. Für
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strukturierte Unsicherheiten bietet sich ein polytopes Modell
x˙ = A(t)x+B(t)u (6.1)
mit
S(t) :=
(
A(t) B(t)
C(t) D(t)
)
und S ∈ Ω = Co {S1, ..., Sp} an, siehe Abschnitt 5.1.3. Um ein Mo-
dell dieser Modellklasse aus der physikalischen Modellierung abzuleiten,
wird ein pragmatischer Ansatz zur reduzierten Modellierung gewählt.
Motivation hierbei ist, dass die RMPR trotz aller möglichen Verein-
fachungen stets dem kombinatorischen Anstieg möglicher zukünftiger
Zustandstrajektorien über dem Prädiktionshorizont aufgrund der sich
fortpﬂanzenden Unsicherheiten Rechnung tragen muss. Daher wird le-
diglich die instabile Fundamentalmode als schwingungsfähiges polyto-
pes System zweiter Ordnung modelliert und Dynamik höherer Ordnung
vernachlässigt. Ein entsprechendes lineares schwingungsfähiges System
zweiter Ordnung kann im Zustandsraum als
x˙ =
[
0 1
−ω20 −2Dω0
]
x+
[
0
kω20
]
u (6.2)
mit der Kennkreisfrequenz ω0 und der Dämpfung D dargestellt wer-
den. Natürlich handelt es sich bei dieser reduzierten Modellierung nur
um eine Approximation der tatsächlichen Dynamik, aber die instabile
Mode ist mit Abstand die dominanteste dynamische Komponente der
Rijke-Röhre. Weiterhin führt die Verwendung des reduzierten Modells,
welches eine stark fallende Amplitude oberhalb der instabilen Mode
aufweist, im Beobachter und dessen geeignete Auslegung dazu, dass
die Anteile der höheren Dynamik herausgeﬁltert werden. Für spätere
technische Anwendungen sei darauf hingewiesen, dass die Akustik rea-
listischer Brennkammergeometrien für höhere Frequenzen eine weitaus
höhere Dämpfung aufweist, als es bei der Rijke-Röhre der Fall ist. In
der Folge entfällt die zusätzlich notwendige Tiefpassﬁlterung, hier durch
den Zustandsbeobachter, meist nach der zweiten Mode [44, 99]. Da ω0
und D in (6.2) oﬀensichtlich von der Rohrlänge l abhängen, muss diese
Abhängigkeit modelliert werden. Hierzu bietet sich ein lineares parame-
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terveränderliches System (LPV) mit folgender Struktur an:
x˙ = [A0 + p1A1 + p2A2]x
+ [B0 + p1B1 + p2B2]u
(6.3a)
y = Cx (6.3b)
Als aﬃne Parameter werden p1 = −ω20 und p2 = −2Dω0 gewählt.
Da dieses Modell damit einen zusätzlichen, zweiten Freiheitsgrad für
die Unsicherheit aufweist, stellt diese Modellierung eine konservative
Abschätzung der tatsächlichen Unsicherheit dar. Zur Berechnung ei-
nes äquivalenten polytopen Systems, was für die RMPR benötigt wird,
und für den Gain-Scheduled Beobachter (siehe Abschnitt 5.3) muss die
eigentliche Scheduling-Variable, die Länge der Röhre l, mit den Para-
metern p1 und p2 des LPV-Modells bzw. mit der Dämpfung D und der
Kennkreisfrequenz ω0 mathematisch verknüpft werden. Für ω0 bietet
sich als sinnvoller Ansatz die Bestimmung der Frequenz der Funda-
mentalmode des akustischen Systems an. Dabei kann die Dynamik der
Flamme vernachlässigt werden und lediglich deren Einﬂuss in Form der
erhöhten Temperatur T¯d berücksichtigt werden. Mit der Berechnungs-
vorschrift für die Fundamentalmode in einem Resonanzraum
ω0 =
π
(lu + ǫR)/cu + (ld + ǫR)/cd
(6.4)
mit ǫR = 0, 3 der Endkorrektur nach Rayleigh [114] und d = 0, 088 m
dem Durchmesser der Röhre kann ω0 abgeschätzt werden. Die Endkor-
rektur ist notwendig, da die Druckknoten (p′ = 0) aufgrund der ange-
nommenen Reﬂexionskoeﬃzienten Ru,d = −0, 89 nicht an den Röhre-
nenden liegen. Dies wäre nur für Ru,d =
g
f = −1 der Fall. Weiterhin
wurde aufgrund der niedrigen Absolutwerte der Dämpfung angenom-
men, dass
ωD = ω0
√
1−D2 ≈ ω0 für |D| ≪ 1 (6.5)
gilt, also dass die tatsächlich vorliegende Frequenz, die Eigenkreisfre-
quenz ωD, gleich der Kennkreisfrequenz ω0 ist. Die Abhängigkeit der
Dämpfung von der Länge wurde durch ein Polynom zweiten Grades
mittels einer numerischen Auswertung des physikalischen Modells in
Kombination mit einer Ausgleichsrechnung approximiert. Die Parame-
terabhängigkeiten sind in Abbildung 6.2 dargestellt. Mit Hilfe dieser Pa-
rameterabhängigkeit kann das LPV-System mit aﬃnen Parametern in
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Abbildung 6.2: Parameterabhängigkeit der Dämpfung D und der Kenn-
kreisfrequenz ωo von der Röhrenlänge l.
ein polytopes System (6.1) mit m = 4 Ecken überführt werden. Bei den
Ecken handelt es sich um Modelle, die sich aus den Extremwerten der
Parameter p1 und p2 ergeben. Die Extremwerte bestimmen sich dabei
letztendlich aus den Randwerten für den für l angenommenen Bereich,
da die Funktionen p1(l) und p2(l) im relevanten Bereich streng mono-
ton sind. Der Bereich für l wird im Weiteren als l = {1, 2m, ..., 1, 365m}
angenommen, was dem instabilen Bereich entspricht.
Die Beschränkung auf die instabile Fundamentalmode ist hierbei ledig-
lich eine pragmatische, um die Rechenzeit der RMPR gering zu halten.
Man kann z.B. die Systemdynamik bis zur zweiten Moden als
x˙ =

0 ω0 0 0
−m22ω0 −2Dm2m2ω0 m2ω0 0
0 0 0 ω0
0 0 −ω0 −2Dω0
x+

0
0
0
kω0
u
(6.6a)
y =
[
ω20(z
2
o −m
2
2) 2ω
2
0(Dzozo −Dm2m2) ω
2
0m2 0
]
x (6.6b)
mit der Dämpfung Dm2 der zweiten Mode und der Dämpfung Dzo der
doppelten Nullstelle formulieren. Dabei wurde angenommen, dass die
charakteristische Frequenz der doppelten Nullstelle und die der zweiten
Mode über die konstanten Faktoren zo und m2 mit der Frequenz der
Fundamentalmode verknüpft sind. Unter idealisierten Bedingungen ist
z.B. die Frequenz der zweiten Mode doppelt so hoch wie die der Fun-
damentalmode. Die entsprechenden Dämpfungen Dm2 und Dzo wurden
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Abbildung 6.3: Vergleich der Systemdynamik eines LPV-Modells (gestri-
chelt) mit 3 Parametern und des analytischen Modells
(durchgezogen) für verschiedene Rohrlängen l.
als konstant angenommen. Mit den Parametern p1 = ω0, p2 = Dω0
und p3 = ω20 erhält man ein aﬃnes LPV-Modell. Das Ergebnis dieser
Modellierung ist in Abbildung 6.3 für die Rohrlängen l = 1, 2 m und
l = 1, 365 m dargestellt, wobei die Parameter über die bereits dar-
gestellten Zusammenhänge an die Länge angepasst wurden. Es ist zu
erkennen, dass sowohl die ersten beiden Moden (Polstellen) als auch
die erste Nullstelle gut wiedergegeben werden. Das LPV-Modell zweiter
Ordnung gibt hingegen nur die instabile Mode wieder, was aber für die
Stabilisierung ausreichend ist und der Rechenzeit der RMPR entgegen-
kommt. Daher wird dieses einfache Modell im weiteren Verlauf für die
RMPR verwendet.
Da in der RMPR diskrete Modelle verwendet werden, muss das LPV-
bzw. polytope Modell diskretisiert werden. Als Abtastzeit wird dabei
Ts = 5 × 10−4 s gewählt, um die instabile Mode zeitlich auﬂösen zu
können und gleichzeitig noch eine Echtzeitfähigkeit der RMPR gewähr-
leisten zu können. Dabei ist das gewählte Ts als konservative Wahl zu
sehen, bei der die Optimierung gerade noch online durchgeführt wer-
den kann. So empﬁehlt [78] eine 6 − 20 mal geringere Abtastzeit als
die schnellste Dynamik, was für die Fundamentalmode im Bereich von
120−140 Hz erfüllt ist. Neben der Fundamentalmode sind hierbei jedoch
zumindest für die Bestimmung der Abtastzeit des Zustandsbeobachter
auch die höheren Moden relevant, da der Zustandsbeobachter diese hö-
heren Frequenzen herausﬁltern muss. Damit dies aber gelingt, müssen
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auch möglichst viele höhere Moden zeitlich aufgelöst werden, da an-
sonsten Aliasing auftreten kann [2, 43]. Daraus resultiert die gewählte,
möglichst kleine Abtastzeit. Das LPV- und das entsprechende polytope
Modell zweiter Ordnung werden im Weiteren für den Beobachter und
die Formulierung der RMPR verwendet.
6.2 Reglerauslegung
Für die Auslegung der RMPR eines thermoakustischen Systems ist die
Maximierung des Einzugsgebiets das zentrale Regelziel, was der Stabi-
lisierung der Verbrennungsinstabilität über einen weiten Arbeitsbereich
entspricht. Weiterhin muss der Beobachter so ausgelegt sein, dass unmo-
dellierte Streckendynamik herausgeﬁltert wird. Diese beiden zentralen
Anforderungen werden in diesem Abschnitt für die Rijke-Röhre unter-
sucht und umgesetzt.
Das Einzugsgebiet der RMPR wird maßgeblich von der maximal zu-
lässigen Menge (MAS) als Endbeschränkung bestimmt, siehe dazu Ab-
schnitt 5.2.1. Daher wird zunächst auf dessen Auslegung eingegangen.
Da das MAS die Zustandsmenge beschreibt, in welcher ein linearer Zu-
standsregler u = −Kfx die Stellgrößen- und Zustandsbeschränkungen
erfüllt, hängt das MAS von den Beschränkungen und vom Zustandsreg-
ler selber ab. Da Beschränkungen i.A. aus Regelzielen abgeleitet werden,
stehen diese für die Auslegung nicht zur Verfügung und es verbleibt die
Auslegung des Zustandsreglers. In dieser Arbeit wird der Zustandsreg-
ler über die Minimierung einer Kostenfunktion bestimmt, in welcher
Zustandsabweichung mit Q und Stellgrößen mit R bewertet werden. In
der Kostenfunktion kann sowohl die Prädiktion mit einem Nominalm-
odell, im Fall der Minimierung der worst-case Kosten auch die Prädik-
tion mit einer Modellmenge erfolgen. Im weiteren Verlauf wird für den
Zustandsregler zur Auslegung die Kostenfunktion
Vf = max
d∈∆
∞∑
i=0
x(k + i)TQx(k + i) + u(k + i)TRu(k + i) (6.7)
verwendet. Dabei wird das Optimierungsproblem unter Berücksichti-
gung der Bedingung für quadratische Stabilität analog zu Abschnitt
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5.1.3 als LMI formuliert und mittels der Matlab® Toolbox YALMIP
gelöst [76]. Aus der Kostenfunktion ist ersichtlich, dass die Struktur und
die Größe des MAS von der Wahl der Wichtungsmatrizen Q und R ab-
hängt. Dabei ist leicht nachvollziehbar, dass bei sehr restriktiven Stell-
größenbeschränkungen eine hohe Gewichtung der Stellgrößen zu einer
Vergrößerung des MAS führt, da der Zustandsregler weniger aggressiv
agiert. Im umgekehrten Fall der dominanten Ausgangs- bzw. Zustands-
beschränkungen ist eine Analogie schwerer zu ﬁnden. Zwar kann eine
hohe Gewichtung der Ausgangs- bzw. Zustandsgrößen zu einem vergrö-
ßerten MAS führen, da der Regler aggressiver agiert und damit ggf.
ein Verletzen z.B. einer Ausgangsbeschränkung vermeidet. Aber ein ag-
gressiverer Regler kann auch zu einem Überschwingen des Systems und
damit zu einer Verletzung von Beschränkungen führen, was die fehlende
Rigorosität dieser Aussagen unterstreicht. Für die Regelung der Rijke-
Röhre wird im weiteren Verlauf die Abweichung des Zustands mit
Q =
[
10−2 0
0 10−5
]
(6.8)
gewichtet. Die Einträge von Q dienen der Normierung der Zustands-
komponenten im Vergleich zur Stellgröße. Um die numerische Konditio-
nierung weiter zu verbessern, wird das vorgestellte LPV-Modell intern
mit einer Äquivalenztransformation für die Berechnungen in ein nume-
risch besser konditioniertes System transformiert. Alle Regelungsergeb-
nisse und Zustandsmengen sind in den folgenden Darstellungen jedoch
im ursprünglichen Zustandsraum dargestellt, um die Ergebnisse für das
hier bereits hergeleitete LPV-Modell zu veranschaulichen.
In Abbildung 6.4 wird der Einﬂuss von R auf das MAS veranschau-
licht. Zusätzlich wird mit Hinblick auf die spätere experimentelle Eva-
luierung der RMPR eine Stellgrößenbeschränkung −5 ≤ u ≤ 5 berück-
sichtigt. Weiterhin werden Ausgangsbeschränkungen angenommen, die
später den maximal zulässigen Druck im thermoakustischen System re-
präsentieren. Dabei entspricht das MAS für R = 10 näherungsweise der
Menge −5 ≤ −Kfx ≤ 5, da wegen des aggressiven Zustandsreglers die
Stellgrößenbegrenzungen die dominanten, d.h. die einzigen aktiven Be-
schränkungen sind. Bei einer hohen Bestrafung des Regelfehlers in Form
eines großen R dominiert die Ausgangsbeschränkung −0, 1 ≤ y ≤ 0, 1,
dargestellt auf der rechten Seite von Abbildung 6.4. Es ist zu erkennen,
dass das MAS genau gegen diese Beschränkungen für hohe R konver-
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Abbildung 6.4: MAS in Abhängigkeit von R des zugehörigen Zustands-
reglers bei Ein- und Ausgangsbeschränkungen (gestrichelte
bzw. durchgezogene Linien).
giert. Um das Einzugsgebiet möglichst zu maximieren, wird im weiteren
Verlauf R = 107 gewählt.
Das tatsächliche Einzugsgebiet E(N) hängt aber nicht nur vom MAS
ab, sondern wird zusätzlich entscheidend vom Prädiktionshorizont N
der RMPR bestimmt, in dem das MAS erreicht werden muss. Zur Ver-
anschaulichung ist das Einzugsgebiet in Abhängigkeit vom Prädikti-
onshorizont N in Abbildung 6.5 dargestellt. Es ist das zu erwartende
Verhalten zu erkennen, dass sich E(N) mit steigendem N vergrößert.
Um die Filterung von höheren Moden, die aufgrund der reduzierten
Modellierung notwendig ist, zu gewährleisten, bietet sich zumindest für
den linearen Bereich der RMPR, also innerhalb des MAS, die Analy-
se des Frequenzgangs an. Im MAS ist bei der vorgestellten Feedback
RMPR-Variante lediglich der lineare Zustandsregler Kf aktiv, der ent-
sprechend Abschnitt 5.2 ausgelegt wird. Dementsprechend wird dieser
für die folgende lineare Analyse als Repräsentant der RMPR herangezo-
gen. Nach linearer Theorie liefert der Frequenzgang die Antwort auf die
Frage, wie die frequenzabhängige Verstärkung verläuft und damit u.a.
ob der Regler sensitiv für höhere Frequenzen ist. Zur Berechnung des
Frequenzgangs des Ausgangsreglers können die Zustandsgleichungen für
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Abbildung 6.5: Einzugsgebiete der RMPR für die Prädiktionshorizonte.
Beobachter und Kf verwendet werden:
x(k + 1) = Ax(k) +Bu(k) + L(y(k)− Cx(k)−Du(k)) (6.9)
u(k) = −Kfx(k) (6.10)
Daraus ergibt sich eine Zustandsraumbeschreibung mit dem Eingang
y(k) und dem Ausgang u(k)
x(k + 1) = (A−BKf − LC + LDKf)x(k) + Ly(k) (6.11)
u(k) = −Kfx(k) (6.12)
woraus der gesuchte Frequenzgang berechnet werden kann [2,43]. Wählt
man für die Wichtungsmatrix Q den Wert aus 6.8 und für R = 107,
ergeben sich die in Abbildung 6.6 gezeigten Frequenzgänge des Über-
tragungssystems bestehend aus Regler und Beobachter. Zustandsregler
und Beobachter wurden mittels LMI für das polytope System ausgelegt,
siehe Kapitel 5. Dabei wurden für die Auslegung des Beobachters die
Wichtungsmatrizen Robs = 10 und
Qobs =
[
100 0
0 100
]
(6.13)
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Abbildung 6.6: Frequenzgänge für die beiden reduzierten Modelle für die
Längen 1, 2 m und 1, 365 m, die entsprechend geregelten
Systeme sowie der Frequenzgang des Systems aus Zustands-
regler und Beobachter.
gewählt. Exemplarisch sind die vereinfachten Strecken für die Röhren-
längen l = 1, 2 m und l = 1, 365 m gezeigt. Beide Strecken werden durch
den Ausgangsregler stabilisiert, was an der fallenden Phase an den Reso-
nanzüberhöhungen zu erkennen ist. Weiterhin ist am Frequenzgang des
Ausgangsreglers zu erkennen, dass eine Filterung der Frequenzen ober-
halb der instabilen Mode stattﬁndet, was einer Tiefpass-Filterung ent-
spricht. Damit kann die Modellannahme eines instabilen PT2-Elements
als Näherung der Rijke-Röhre gerechtfertigt werden. Im weiteren Ver-
lauf werden, solange nicht anders angegeben, die hier verwendeten Wer-
te für die Wichtungsmatrizen Q und R angenommen.
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6.3 Robuste MPR der Rijke-Röhre
Im diesem Abschnitt werden die vorgestellten robusten Modellprädikti-
ven Regelungsverfahren (RMPR) anhand der Anwendung Rijke-Röhre
evaluiert. Zusätzlich wird die robuste Modellprädiktive Regelungen in
Kombination mit dem vorgestellten robusten LPV-Beobachter sowohl
in der Simulation als auch im Experiment auf ihren Nutzen zur Stabili-
sierung der Rijke-Röhre hin untersucht. Es wird deutlich werden, dass
neben der Robustheit auch die Echtzeitfähigkeit gewährleistet werden
kann, was für die Praxis eine ebenso bedeutsame Erkenntnis ist.
6.3.1 Vergleich der RMPR-Ansätze
Zunächst werden zwei Feedback RMPR-Ansätze anhand des vereinfach-
ten Zustandsraummodells zweiter Ordnung (6.3) mit je einem Ein- und
Ausgang verglichen. Bei den RMPR-Ansätzen handelt es sich um die in
Kapitel 5 vorgestellten Varianten pRMPR nach [108] und die approxi-
mative Variante aRMPR. Zu Analysezwecken wird in diesem Abschnitt
das LPV-Modell als Strecke für die Regelung verwendet, welches auch
intern in der RMPR verwendet wird.
Ein erster Vergleich beider Ansätze ist in Abbildung 6.7 für einen Prä-
diktionshorizont von N = 3 bei nur einer Stellgröße dargestellt. Links
sind jeweils die Einzugsgebiete und MAS dargestellt. Da die verwende-
te Approximation innerhalb der aRMPR keine Auswirkungen auf das
MAS und das Einzugsgebiet hat, sind diese identisch. Weiterhin ist zu
erkennen, dass die approximative Variante keinen erkennbaren Unter-
schied bzgl. der Zustandstrajektorie im Vergleich zur pRMPR aufweist.
Die Anzahl der Beschränkungen ändert sich bei der aRMPR abhängig
vom verwendeten Einzugsgebiet als Zielgebiet für die Ein-Schritt-Prä-
diktion, siehe Abschnitt 5.2. Bei einem Prädiktionshorizont von N = 3
reicht die Anzahl der Beschränkungen von 36 für das kleinste Einzugs-
gebiet bis 48 für das äußerste. Dabei steigt die Komplexität i.A. mit
der Größe des Einzugsgebiets an. Begründet werden kann dies mit die
Kombinatorik der unsicheren Zustandstrajektorie über den Prädikti-
onshorizont. Die pRMPR hingegen hat für N = 3 einen festen Satz von
112 Beschränkungen. Damit ergibt sich zumindest für dieses Modell der
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Abbildung 6.7: Links die Zustandstrajektorie für die pRMPR und aRM-
PR sowie Einzugsgebiet und MAS. Rechts die zugehörigen
Verläufe von Stell- und Regelgröße.
Schluss, dass die pRMPR keinen nennenswerten Vorteil gegenüber der
aRMPR bietet. Vielmehr kann bei der aRMPR das Einzugsgebiet pro-
blemlos äquivalent einem Prädiktionshorizont von N = 30 aufgeweitet
werden. Abbildung 6.8 zeigt das zugehörige Regelungsergebnis. Dabei
ist zu erkennen, dass das Einzugsgebiet der aRMPR, wie erwartet, auf-
grund des viel längeren Prädiktionshorizonts weitaus größer ausfällt.
Das Regelungsergebnis zeigt entsprechend, dass der vorhandene Stell-
bereich vollständig ausgenutzt wird und die Stellgröße dabei längere
Zeit in der Beschränkung verbleibt. Für die pRMPR konnten die benö-
tigten Beschränkungen für diesen Horizont nicht mehr berechnet wer-
den. Um hier eine Abschätzung des Rechenaufwands zur Berechnung
der Beschränkungen zu ermöglichen, sind die benötigten Rechenzeit so-
wie die sich ergebende Anzahl an Beschränkungen für die pRMPR in
Tabelle 6.1 angegeben. Es ist zu erkennen, dass beide exponentiell mit
der Länge des Prädiktionshorizonts steigen. Dabei wurden diese und
alle folgenden Berechnungen in Matlab® R2011a auf einem Prozessor
des Typs Intel® Core™ i5 M560@2, 67 GHz durchgeführt. Im Vergleich
dazu zeigt Abbildung 6.9 für die aRMPR den Verlauf der Anzahl der
sich ergebenden Beschränkungen über den Prädiktionshorizont sowie
die notwendige Berechnungszeit. Im Gegensatz zur pRMPR steigt die
Anzahl als auch der Rechenbedarf weitaus weniger stark, im Fall der
Beschränkungen zu Beginn sogar näherungsweise linear.
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Abbildung 6.8: Regelung mittels aRMPR mit N = 30.
Tabelle 6.1: Anzahl der Beschränkungen in Abhängigkeit des Prädiktions-
horizonts N sowie die nötige Rechenzeit zu deren Berechnung
für die pRMPR.
SISO m = 1 N = 1 N = 2 N = 3 N = 4 N = 5
Anzahl 36 68 112 219 511
Berechnungszeit [s] 0,07 0,48 6,01 155,78 5
Weiterhin interessant sind die Rechenzeiten zur Laufzeit, die die mög-
lichen Abtastzeiten bestimmen. Um die Rechenzeit vergleichen zu kön-
nen, zählt für die aRMPR nicht nur die Anzahl der Beschränkungen und
u.U. deren Struktur, sondern es ist auch die Suche nach dem passenden
Einzugsgebiet zu berücksichtigen. Bei einem simulativen Vergleich sind
die Unsicherheiten bekannt, so dass eine Suche, je nach Verfahren, nicht
oder nur einmalig notwendig ist, da die angestrebten Einzugsgebiete im-
mer erreicht werden. Damit entfällt dieser Anteil, der zwar vermutlich
in Relation zur Lösung des QP einen kleinen Teil ausmacht, aber den-
noch in der Realität mit nicht modellierten Unsicherheiten eine Rolle
spielen kann. Zunächst werden die Rechenzeiten für einen Zustand in-
nerhalb des Einzugsgebietes E(N = 2) verglichen. Dazu wurden 500
Simulationsläufe mit jeweils 50 Simulationsschritten durchgeführt. Die
Anfangszustände des Systems lagen an den Rändern des betrachteten
Einzugsgebietes. Die so ermittelten Ergebnisse in Tabelle 6.2 lassen den
Schluss zu, dass für N = 2 beide RMPR-Varianten vergleichbare Er-
gebnisse liefern. Als Kennzahlen zur Bewertung der Rechenzeit sind
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Mittel-, Minimal- und Maximalwert sowie Varianz der Rechenzeit an-
gegeben. Auch der Speicherverbrauch1, der für das Vorhalten der Be-
schränkungen benötigt wird, ist dargestellt. Der Speicherverbrauch ist
deswegen interessant, weil auch hier der Grundsatz der Informatik zum
Tragen kommt, dass reduzierte Rechenzeit meist zu Lasten eines hö-
heren Speicherverbrauchs geht. Diese Gesetzmäßigkeit ist auch für die
aRMPR zu erkennen, jedoch ist der Speicherverbrauch für aktuelle Re-
chensysteme unkritisch. Interessant ist hier der Vergleich zur aRMPR
mit N = 30, die ähnliche Rechenzeiten benötigt. Um die Rechenzeit bei
einem Prädiktionshorizont vonN = 30 abschließend einschätzen zu kön-
nen, sind in Tabelle 6.3 die Rechenzeiten für Anfangszustände am Rand
von E(N = 30) dargestellt. Die Rechenzeiten bleiben vergleichbar und
demonstrieren den Erfolg der aRMPR, deren approximativer Ansatz
damit weitaus höhere Prädiktionshorizonte und damit ein größeres Ein-
zugsgebiet ermöglicht. Das zugehörige Regelungsergebnis in Abbildung
6.8 veranschaulicht sowohl den so gewonnenen größeren Einzugsbereich
als auch das vollständige Ausnutzen des erlaubten Stellbereichs.
In Summe ist die zugehörige aRMPR mit N = 30 weitaus weniger
konservativ als die pRMPR mit N = 2 und das bei vergleichbaren Re-
chenzeiten.
Den Regelzielen für thermoakustische Systeme folgend wird nun das Mo-
dell der Rijke-Röhre um einen zweiten, redundanten Eingang erweitert,
um die Mehrgrößenregelung zu untersuchen. Ein Anwendungsszenario
hierfür ist z.B. der Fall, dass sowohl akustische Aktuatoren als auch ei-
ne Sekundärbrennstoﬀeinspritzung vorhanden sind [92]. Die Sekundär-
brennstoﬀeinspritzung hat einen weitaus höheren Einﬂuss auf das Sys-
tem als akustische Aktuatoren, führt aber zu schlechteren Emissionen.
Daraus leitet sich die Regelstrategie ab, möglichst nur dann die Sekun-
därbrennstoﬀeinspritzung einzusetzen, wenn dies zwingend erforderlich
ist. Im Gegensatz zu dem in [92] verwendeten Einsatz einer Heuristik
kann dieses Regelziel in der MPR durch entsprechendeWahl der Kosten-
funktion unter Berücksichtigung der Aktuatorbeschränkungen erfolgen
[59]. Um einen redundanten Eingang zu simulieren, wird das vereinfach-
1Der Speicherverbrauch wurde über die Größe der gespeicherten Beschränkungen
im Matlab® Dateiformat *.mat ermittelt.
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Abbildung 6.9: Anzahl der max. Beschränkungen (gepunktet - tatsächlich,
gestrichelt - lineare Regression) sowie die Rechenzeit zu de-
ren Berechnung für die aRMPR über den Prädiktionshori-
zont N .
te thermoakustische Modell mit dem erweiterten Eingangsvektor
B =
[
0 0
0,2k k
]
(6.14)
verwendet, um diesen Fall nachzustellen. Damit ergibt sich folgendes
vereinfachtes Modell der Rijke-Röhre:
x˙ =
[
0 1
−ω20 −2Dω0
]
x+
[
0 0
0, 2k k
]
u (6.15a)
y =
[
ω20 0
]
x (6.15b)
Diese Erweiterung führt zu einem zweiten Aktuator, der einen fünf mal
stärkeren Einﬂuss auf das System hat. Durch die zusätzliche Stellgröße
verdoppelt sich auch die Anzahl der Freiheitsgrade der Optimierung.
Diese erhöhte Komplexität ist gerade für eine RMPR eine Herausfor-
derung, da diese aufgrund der Kombinatorik der Modellunsicherheiten
über den Prädiktionshorizont hierfür besonders anfällig ist. Um das Re-
gelziel umzusetzen, werden für die Wichtungsmatrix R in Abweichung
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Tabelle 6.2: Vergleich der Rechenzeiten zur Laufzeit für aRMPR und pRM-
PR für die Rijke-Röhre mit einem Eingang.
SISO m = 1 N = 2 N = 30
pRMPR
∅ 9, 72 · 10−4 s -
min 8, 62 · 10−4 s -
max 0, 0063 s -
Varianz 5, 56 · 10−8 s -
Speicher 1, 90 KB -
aRMPR
∅ 9, 35 · 10−4 s 9, 22 · 10−4 s
min 8, 22 · 10−4 s 8, 18 · 10−4 s
max 0, 0066 s 0, 0065 s
var 4, 07 · 10−8 s 3, 93 · 10−8 s
Speicher 2, 46 KB 96, 8 KB
Tabelle 6.3: Rechenzeiten zur Laufzeit für aRMPR für die Rijke-Röhre mit
einem Eingang.
SISO m = 1 aRMPR N = 30
∅ 0, 0011 s
min 8, 19 · 10−4 s
max 0, 0069 s
Varianz 1, 35 · 10−7 s
zum SISO-Fall die folgenden Werte angenommen
R =
[
106 0
0 108
]
(6.16)
Motiviert wird diese Wahl durch das Regelziel des möglichst seltenen
Einsatzes des dominanten Aktuators.
Zunächst wird für dieses System das Einzugsgebiet in Abhängigkeit vom
Prädiktionshorizont untersucht. Abbildung 6.10 zeigt die Einzugsgebie-
te für die Prädiktionshorizonte N = 2 und N = 30. Wie zu erwarten
ist, ist E(N = 30) signiﬁkant größer als E(N = 2). Im Gegensatz zur
pRMPR können für die aRMPR die Beschränkungen für N = 30 als
Horizont berechnet werden. So zeigt Tabelle 6.4 den Vergleich beider
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Tabelle 6.4: Vergleich der Rechenzeiten zur Laufzeit für aRMPR und pRM-
PR für die Rijke-Röhre mit zwei Eingängen.
MISO m = 2 N = 2 N = 30
pRMPR
∅ 0, 0013 s -
min 0, 0011 s -
max 0, 0162 s -
Varianz 1, 98 · 10−7 s -
aRMPR
∅ 9, 84 · 10−4 s 9, 83 · 10−4 s
min 8, 78 · 10−4 s 8, 81 · 10−4 s
max 0, 0066 s 0, 0076 s
Varianz 5, 13 · 10−8 s 5, 33 · 10−8 s
RMPR-Ansätze mit unterschiedlichen Horizonten. Dazu wurde über 500
Simulationsläufe mit unterschiedlichen Startpunkten innerhalb des Ein-
zugsgebiets E(N = 2) Mittel-, Minimal- und Maximalwert sowie Varianz
der Rechenzeit zur Laufzeit ermittelt. An den Ergebnissen ist zum einen
zu erkennen, dass aRMPR und pRMPR bei einem Horizont von N = 2
eine vergleichbare Rechenzeit zur Laufzeit benötigen. Bemerkenswert ist
zum anderen jedoch, dass die aRMPR für einen Horizont von N = 30
weiterhin eine ähnliche Rechenzeit benötigt, was für die pRMPR nicht
gilt, da die Anzahl der Beschränkungen zu stark ansteigt.
In Abbildung 6.11 sind die Regelergebnisse für aRMPR und pRMPR
mit verschiedenen Horizonten dargestellt. Es ist zu erkennen, dass die
aRMPR aufgrund des längeren Horizontes das Regelziel besser umsetzt,
indem der stark gewichtete Aktuator weitaus weniger eingesetzt wird.
6.3.2 Fehlertolerante Auslegung
Wie eingangs bereits erläutert ist für die Regelung von Verbrennungs-
instabilitäten, gerade im Bereich von Gasturbinen, eine fehlertoleran-
te Auslegung der Regelung sinnvoll, um die Anlagenverfügbarkeit zu
erhöhen. Die Möglichkeiten zur Fehlertoleranz ist immer dann gege-
ben, wenn eine Redundanz im Regelungssystem, z.B. in Sensoren oder
Aktuatoren, vorliegt. Diese Redundanz ist in der Prozessführung von
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Abbildung 6.10: Einzugsgebiete für das thermoakustische System mit zwei
Eingängen bei verschiedenen Prädiktionshorizonten.
Gasturbinen vorhandenen, da hier verschiedenste Sensoren und Aktua-
toren an unterschiedlichen Orten eingesetzt werden [47], nicht zuletzt
um die Hochverfügbarkeit der Gesamtanlage durch eine Redundanz zu
garantieren. Weiterhin kann nicht immer garantiert werden, dass ein
einzelner Aktuator ausreichend ist, um alle auftretenden instabilen Mo-
den zu stabilisieren (siehe z.B. [96]).
Um diese Redundanz auch eﬀektiv in der Regelung in Form einer Fehler-
toleranz ausnutzen zu können, muss diese als Regelziel im Auslegungs-
verfahren mit berücksichtigt werden. Dabei unterscheidet man zwischen
passiven und aktiven Ansätzen zur fehlertoleranten Regelung [13]. Bei
passiven Ansätzen handelt es sich um Ansätze der robusten Regelung,
bei denen über Unsicherheiten Fehler schon in der Auslegung berück-
sichtigt werden können, was aber in aller Regel auf Kosten der Per-
formanz des Regelungssystems geht. Aktive Ansätze hingegen ändern
Reglerparameter und/oder -struktur zur Laufzeit in Abhängigkeit des
aktuellen Fehlerzustands, was in der Literatur unter dem Begriﬀ der
Rekonﬁguration ﬁrmiert [80]. Unter die Rekonﬁguration fällt dabei z.B.
eine Anpassung des Einsatzes und der Auswahl der zur Verfügung ste-
henden Aktuatoren und Sensoren. Ansätze der aktiven fehlertoleranten
Regelung haben aber den Nachteil, dass eine Fehlerdiagnose notwendig
ist.
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Abbildung 6.11: Regelung des thermoakustischen Systems mit zwei Ein-
gängen durch pRMPR und aRMPR mit unterschiedlichen
Horizonten.
Sowohl passive als auch aktive Ansätze zur Fehlertoleranz bzgl. Aktua-
torausfällen können in der RMPR-Formulierung direkt berücksichtigt
werden. Für eine Fehlertoleranz bzgl. Sensorausfällen muss jedoch auf
Zustandsbeobachterkonzepte zurückgegriﬀen werden [79]. Im Folgenden
wird die passive Fehlertoleranz des vorgestellten RMPR-Konzepts ge-
genüber Aktuaturausfällen am Beispiel der Rijke-Röhre demonstriert.
Da der experimentelle Aufbau der Rijke-Röhre nur einen Aktuator auf-
weist, wird zur Untersuchung der Fehlertoleranz ein zweiter, identischer
Aktuator im Simulationsmodell hinzugefügt, um die erzielte Fehlerto-
leranz in der Simulation untersuchen zu können. Das so modiﬁzierte
niederdimensionale LPV-Zustandsraummodell der Rijke-Röhre mit red-
undantem Aktuator lautet damit
x˙ =
[
0 1
−ω20 −2Dω0
]
x+
[
0 0
k k
]
u (6.17a)
y =
[
ω20 0
]
x (6.17b)
Um gegen einen Aktuatorausfall passiv fehlertolerant zu sein, leitet man
wieder ein polytopes Modell ab. Die ursprünglichen vier Ecken, die sich
aus der Unsicherheit der Rohrlänge ergeben (siehe Abschnitt 6.1), müs-
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Abbildung 6.12: Regelung mittels aRMPR einer Strecke mit zwei redun-
danten Eingängen unter Verwendung der konventionell
ausgelegten und der fehlertoleranten aRMPR.
sen zusätzlich mit den drei Konﬁgurationen des Eingangsvektors
BiO =
[
0 0
k k
]
, Bf1 =
[
0 0
0 k
]
, Bf2 =
[
0 0
k 0
]
(6.18)
permutiert werden, da diese Extremwerte des resultierenden polytopen
Modell darstellen. Es werden sowohl beide Aktuatordefekte als auch der
fehlerfreie Fall abgedeckt. Für eine polytope Modellierung stellt dies da-
mit die Minimalrealisierung der gewünschten passiven Fehlertoleranz für
die geforderten drei Konﬁgurationen dar. Zusätzlich sind auch die Inter-
polationen dieser Konﬁgurationen abgedeckt. Damit ergibt sich ein po-
lytopes Modell mit 12 Ecken, welches als internes Modell für die aRMPR
Verwendung ﬁndet. Regelungsergebnisse einer entsprechend ausgelegten
fehlertoleranten aRMPR (ft-aRMPR) mit einem Horizont von N = 20
sind in Abbildung 6.12 für den Fehlerfall Bf2 mit den Beschränkun-
gen −0, 1 ≤ y ≤ 0, 1 und −5 ≤ u ≤ 5 gezeigt. Dabei ist besonders
der Vergleich mit einer nicht fehlertolerant ausgelegten aRMPR inter-
essant. Hier ist zu erkennen, dass die aRMPR ohne Fehlertoleranz bei
einem Fehlerfall aus ihrem Einzugsgebiet E(N = 20) aufgrund des nicht
berücksichtigten Fehlerfalls Bf2 herausläuft (grüner Punkt). Damit ist
das entsprechende QP unlösbar und gleichzeitig wird die Ausgangsbe-
schränkung verletzt. Auch ist ersichtlich, dass das Einzugsgebiet der
ft-aRMPR kleiner ist, was den angenommenen möglichen Fehlerfällen
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Abbildung 6.13: Regelung mittels ft-aRMPR-{40} bei einem defekten von
zwei Aktuatoren.
und deren Berücksichtigung in dem polytopen Modell geschuldet ist.
Die Anzahl der Beschränkungen steigt jedoch stark, falls man für den
Modellausgang die Beschränkung zu −1 ≤ y ≤ 1 ändert. In diesem
Fall weist eine ft-pRMPR mit einem Prädiktionshorizont von N = 1
schon 163 Beschränkungen auf. Dies veranschaulicht, dass die Wahl der
Beschränkungen die Komplexität z.B. des Einzugsgebietes massiv be-
einﬂussen kann. Intuitiv kann dies im vorliegenden Fall damit begrün-
det werden, dass die schärfere Beschränkung −0, 1 ≤ y ≤ 0, 1 bereits
in Einzugsgebieten mit niedrigen korrespondierenden Prädiktionshori-
zonten explizit enthalten ist. Diese „harten“ Beschränkungen können
jedoch nicht weiter fragmentieren, weil sie eine obere Grenze des mög-
lichen Einzugsgebietes darstellen. Dem Komplexitätsproblem, das bei
einer RMPR inhärent immer gegeben ist, und gerade bei der fehlertole-
ranten Auslegung mit einem polytopen Modell mit 12 Ecken zum Tragen
kommt, kann man bei der aRMPR relativ einfach durch eine innere Ap-
proximation der Einzugsgebiete durch vereinfachte Polytope begegnen,
so wie in Abschnitt 5.2.5 beschrieben. Mit diesem Ansatz liefert eine
ft-aRMPR-{40} bei einer inneren Approximation der Einzugsgebiete
(MCAS) mit maximal 40 Ungleichungen und einem Prädiktionshori-
zont von N = 20 ein deutlich größeres Einzugsgebiet, wie Abbildung
6.13 illustriert. Der Vergleich zwischen den beiden aRMPR-Varianten
in Bezug auf Rechenzeiten ist in Tabelle 6.5 angegeben. Wegen der Be-
grenzung der Anzahl der Ungleichungen erscheint diese Variante den-
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Tabelle 6.5: Vergleich der Rechenzeiten zur Laufzeit für ft-aRMPR-{40}
und ft-pRMPR für die Rijke-Röhre mit zwei Eingängen und
fehlertolerantem Design.
MISO m = 12 N = 1 N = 10
ft-pRMPR
∅ 0, 0012 s -
min 0, 0011 s -
max 0, 0065 s -
Varianz 5, 00 · 10−8 s -
ft-aRMPR-{40}
∅ 0, 0012 s 0, 0013 s
min 0, 0011 s 0, 0011 s
max 0, 0068 s 0, 0073 s
Varianz 5, 99 · 10−8 s 1, 27 · 10−7 s
noch echtzeitfähig, womit zusammenfassend die Eignung der aRMPR
für eine fehlertolerante Regelung demonstriert ist.
6.3.3 Ausgangs-aRMPR in der Simulation
Im Folgenden wird die vorgestellte aRMPR mit einem robustem Gain-
Scheduling Beobachter kombiniert, um eine Anwendbarkeit der aRMPR
für die Regelung der Rijke-Röhre mit lediglich einem Drucksensor zu
erzielen. Dabei wird zunächst auf Ergebnisse in der Simulation des phy-
sikalischen Modells in Simulink® eingegangen.
Vorab sei erwähnt, dass die Kenntnis des aktuellen Wertes der Sche-
duling-Variable, im vorliegenden Fall die Rohrlänge l, keinerlei Vorteil
abseits der Schätzung des aktuellen Zustands für MPR-Ansätze liefert,
so lange man keinerlei Annahmen über den zukünftigen Verlauf triﬀt.
Anschaulich ist dies für das MPR-Konzept klar, da der aktuelle Zustand
die maximale Information über den Prozess darstellt (Markov-Prozess)
und in der aRMPR verwendet wird. Kann der zukünftige Verlauf der
Scheduling-Variable nicht vorhergesagt werden, bietet die Kenntnis des
aktuellen Wertes keinen Vorteil für die Prädiktion. Zum gleichen Schluss
kommt man wenig überraschend auch für Gain-Scheduling-Regler [11].
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Abbildung 6.14: Regelung mit einer aRMPR-{40} des Modells bei einer
Röhrenlänge von l = 1, 2 m.
Für einen Prädiktionshorizont von N = 30 und m = 4 Ecken im poly-
topen Modell bei einer Stellgrößenbeschränkung −5 ≤ u ≤ 5 und der
Ausgangsbeschränkung −1 ≤ y ≤ 1 ergibt sich für eine aRMPR-{40}
ein QP mit maximal 52 Beschränkungen2. QP mit dieser Anzahl an
Beschränkungen können mit aktueller Hardware in Echtzeit gelöst wer-
den3, wie in der experimentellen Anwendung im folgenden Abschnitt
noch demonstriert wird. In den Abbildungen 6.14 und 6.15 sind Rege-
lungsergebnisse für die beiden extremen Röhrenlängen l = 1, 2 m und
l = 1, 365 m dargestellt. Dabei wird die aRMPR-{40} in der Simula-
tion des physikalischen Modells eingesetzt. Die Regelung wird jeweils
nach einer Phase des Aufschwingens aktiviert. Diese verzögerte Akti-
vierung kann als vorübergehender Kontrollverlust oder als eine Störung
interpretiert werden, die das System aus dem Ruhezustand auslenkt.
Es ist zu erkennen, dass die aRMPR-{40} die beiden Konﬁgurationen
stabilisieren kann und dabei die Beschränkungen einhält. Dabei nutzt
die Reglung den Stellbereich vollständig aus. Dieser exzessive Gebrauch
der Stellgröße kann u.a. damit begründet werden, dass die aRMPR für
2Die Anzahl der Beschränkungen ergibt sich nach (5.62) zu maximal 40m, wobei
m die Anzahl der Ecken des polytopen Modells ist. In der Praxis sind diese zu
einem großen Anteil redundant.
3Neben der Anzahl der Beschränkungen hat deren Struktur einen entscheidenden
Einﬂuss auf die Rechenzeit. Daher ist die reine Anzahl lediglich eine Orientie-
rungshilfe.
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Abbildung 6.15: Regelung mit einer aRMPR-{40} des Modells bei einer
Röhrenlänge von l = 1, 365 m.
jede zukünftige beliebig schnelle Parameteränderung des LPV-Modells
die Einhaltung der Beschränkungen und damit auch die Stabilität ga-
rantieren muss. Diese Robustheitsannahme führt bei sehr langsamen
oder keiner Parameteränderung zu einem konservativem Regelergebnis
(hier im Sinne einer hohen Aktuatornutzung) und kann reduziert wer-
den, indem nur das jeweils aktuell Modell, welches aufgrund des Gain-
Schedulings bekannt ist, für die Prädiktion verwendet wird. In diesem
Fall, der auch zu stark reduzierten Rechenzeiten führt, verliert man
aber die garantierte Stabilität im Falle einer Parameteränderung, also
letztendlich einer Längenänderung der Rijke-Röhre im Betrieb. Alter-
nativ kann das Zustandsraummodell auch um eine zusätzliche Dynamik
erweitert werden, die die eﬀektive Änderungsgeschwindigkeit der Rohr-
länge begrenzt, so diese Grenze abgeschätzt werden kann.
Um die Ergebnisse in der Simulation zu komplettieren, werden in
den hier vorgestellten Abbildungen die geschätzte Zustands- und Aus-
gangstrajektorie aus der Simulation denen des geregelten LPV-Modells
gegenübergestellt. Hierzu wurde in beiden Regelungsversuchen der glei-
che Anfangszustand angenommen. Es ist zu erkennen, dass die Trajekto-
rien eine gute Übereinstimmung aufweisen, begünstigt natürlich durch
die Sensitivitätsreduktion in Folge des geschlossenen Regelkreises. Diese
gute Übereinstimmung demonstriert, dass die gemachten Modellverein-
fachung gerechtfertigt sind und die geforderte Tiefpasseigenschaft des
Beobachters zur Filterung der höheren, vernachlässigten Dynamik er-
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Abbildung 6.16: Regelung mit einer aRMPR-{40} des Modells mit zwei
redundanten Eingängen bei einer Röhrenlänge von l =
1, 2 m.
folgreich umgesetzt werden konnte.
Stellvertretend für den Mehrgrößenfall zeigt Abbildung 6.16 das entspre-
chende Regelergebnis für die Konﬁguration mit zwei Aktuatoren (6.15).
Auch in dieser Konﬁguration wird eine aRMPR-{40} verwendet. Ent-
sprechend der unterschiedlichen Bestrafung der Stellgrößen nach (6.16)
setzt der Regler die Stellgröße u2 nur wenig ein und stabilisiert die
Rijke-Röhre maßgeblich durch u1. Zusammenfassend kann gesagt wer-
den, dass sich die aRMPR in der Simulation bewährt und die getroﬀenen
Entwurfsannahmen bestätigt werden können.
6.3.4 Ausgangs-aRMPR im Experiment
Zunächst sei auf das experimentelle Regelergebnis in Abbildung 6.17
des zu Beginn vorgestellten Phasenreglers als Vergleich und als Mo-
tivation vorgestellt. Dabei ist der Phasenregler so eingestellt, dass er
die Rijke-Röhre bei einer Länge von l = 1, 285 m stabilisiert. Bei sei-
ner Auslegung wurde so vorgegangen, dass bei konstanter Verstärkung
die beiden Totzeiten Tt,min und Tt,max als die Stabilitätsgrenzen bei
l = 1, 285 m experimentell ermittelt wurden, und die Phasenverschie-
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Abbildung 6.17: Regelungsversuche der instabilen Rijke-Röhre bei ver-
schiedenen Längen mit einem Phasenregler mit einer kon-
stanten Phase von Tt,PR = 11, 41 ms.
bung des Phasenreglers mit dem Mittelwert
Tt,PR =
Tt,max − Tt,min
2
(6.19)
bestimmt wurde. Es ist zu erkennen, dass ohne eine Anpassung von
Tt,PR an die sich ändernde Röhrenlänge keine Stabilität für l = 1, 365 m
erzielt wird. Da der Frequenzgang des Phasenregler nur die zwei Frei-
heitsgrade Amplitudenverstärkung und Phase für den Entwurf aufweist,
ist davon auszugehen, dass diese schlechte Robustheit inhärent ist. So
wird in [58] von ähnlich schlechten Robustheitseigenschaften berichtet.
Dieser Versuch demonstriert die Herausforderung eines robusten Regler-
entwurfs für thermoakustische Systeme. Für einen Phasenregler besteht
die Möglichkeit dessen strukturelle Nachteile durch eine online stattﬁn-
dende Adaption der Parameter mittels gradientenbasierten Methoden
zu kompensieren [68, 93]. Jedoch können hier Stabilitätsnachweise nur
schwer geführt werden. Bei einem Entwurf im Frequenzgang mit mehr
Freiheitsgraden besteht im vorliegenden Fall eine Möglichkeit zur Ro-
bustheitssteigerung darin, die Frequenzabhängigkeit des Phasenverlaufs
des Reglers so zu wählen, dass sich die Phase des Reglers der Längenän-
derung anpasst. Dies ist deshalb möglich, weil sich eine Längenänderung
direkt auf die Resonanzfrequenz auswirkt. Bei einer sich ändernden Re-
sonanzfrequenz ändert sich bei entsprechender Abhängigkeit auch die
zugehörige Phasenverschiebung des Reglers. Da der Frequenzgang so wie
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Abbildung 6.18: Regelungsergebnisse der instabilen Rijke-Röhre mit ei-
ner aRMPR-{40} sowie einem Gain-Scheduled Beobachter
(links) und die zugehörigen Rechenzeiten (rechts).
die meisten Methoden zum robusten Entwurf auf linearer Systemtheorie
beruht, können jedoch keinerlei Beschränkungen in Ein- und Ausgängen
berücksichtigt werden.
Als eine robuste Regelungsmethodik, die den Anforderungen an eine
Stabilisierung eines thermoakustischen Systems gerecht wird, werden
daher im weiteren die Ergebnisse der in Kapitel 5 vorgestellten aRMPR
vorgestellt. Dabei wird zum einen die Robustheit bzgl. einer Längenän-
derung der Röhre als auch die Echtzeitfähigkeit untersucht. Da im Expe-
riment mit lediglich einem Mikrofon zur Druckmessung der Zustand für
das LPV-System nicht bekannt ist, wird ein robuster Gain-Scheduled-
Beobachter eingesetzt. Dabei wird vorausgesetzt, dass die Rohrlänge der
Rijke-Röhre im Betrieb gemessen und damit als Gain-Scheduling Va-
riable verwendet werden kann. In den Abbildungen 6.18 und 6.19 sind
Regelungsergebnisse für die Regelung mit einer aRMPR-{40} exempla-
risch für die Röhrenlängen l = 1, 2 m und l = 1, 365 m dargestellt, da
diese die Randwerte des betrachteten instabilen Längenbereichs reprä-
sentieren. Es ist zu erkennen, dass beide Konﬁgurationen stabilisiert
werden können. Dabei berücksichtigt die aRMPR folgende Eingangs-
und Ausgangsbeschränkungen
−5 ≤ u ≤ 5 und − 1 ≤ y ≤ 1
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Abbildung 6.19: Regelungsergebnisse der instabilen Rijke-Röhre mit ei-
ner aRMPR-{40} sowie einem Gain-Scheduled Beobachter
(links) und die zugehörigen Rechenzeiten (rechts).
in einem Prädiktionshorizont von N = 30. Dabei führt diese Parame-
trierung der aRMPR-{40} zu maximal 52 Beschränkungen, die onli-
ne vom QP-Löser berücksichtigt werden müssen. Als QP-Löser kommt
qpDantz aus Matlab® auf einer DS1006 der Firma dSpace mit einer
2, 6 GHz Opteron-CPU zum Einsatz. Der zeitliche Verlauf der Rechen-
zeiten ist zur Bewertung der Echtzeitfähigkeit ebenfalls abgebildet. Die
maximalen Rechenzeiten liegen zwischen 3, 5 × 10−5 s und 4 × 10−5 s,
was unterhalb der Abtastzeit von 5× 10−4 s liegt. Generell ist die ma-
ximal nötige Rechenzeit schwer vorherzusagen, da diese nicht nur von
der Anzahl der Beschränkungen, sondern auch von deren Struktur ab-
hängt. Im vorliegenden Fall ist es aber naheliegend, dass die maximale
Rechenzeit zu Beginn der Aktivierung der Regelung auftritt. Im MAS,
also näher an der Ruhelage, sind keine Beschränkungen mehr aktiv und
damit sollte hier die Rechenzeit minimal sein. Damit erscheint der in
den Abbildungen 6.18 und 6.19 gezeigte Verlauf plausibel. Zur Validie-
rung des LPV-Modells, welches aus dem physikalischen Modell inklusi-
ve der Parameterabhängigkeit abgeleitet ist, ist die Ausgangsschätzung
des Beobachters dargestellt. Es ist eine sehr gute Übereinstimmung für
l = 1, 365 m und eine befriedigende Übereinstimmung für l = 1, 2 m
zu erkennen. Sobald die aRMPR aktiv wird, ist eine Abweichung für
l = 1, 2 m in der Amplitude zwischen Ausgangsschätzung und Messung
zu erkennen. Diese Abweichung kann mit einem Fehler im statischen
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Verstärkungsfaktor des Modells erklärt werden. Weitere Abweichungen
werden vermutlich durch eine sich im Betrieb ändernde Schallgeschwin-
digkeit verursacht, da sich die Temperatur in der Rijke-Röhre mit der
Zeit und Betriebszustand ändern kann.
Für Experimente mit einer pRMPR, d.h. ohne Approximationen, mit
dem QP-Löser qpOASES [41] sei der Vollständigkeit halber auf die Ver-
öﬀentlichung [60] verwiesen. Auch hier kann eine robuste Stabilisierung
erreicht werden, jedoch mit weitaus kürzerem Prädiktionshorizont und
entsprechend kleinerem Einzugsgebiet.
Als Fazit lässt sich festhalten, dass die aRMPR sowie das verwende-
te reduzierte Modell die Erwartungen erfüllen. Die Rijke-Röhre kann
über einen weiten Arbeitsbereich unter Beschränkungen in Stell- und
Ausgangsgröße im Experiment, d.h. in Echtzeit, stabilisiert werden.
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Ziel dieser Arbeit war es ein modellbasiertes Regelungsverfahren zu ent-
werfen, das den Anforderungen an eine Stabilisierung eines thermoakus-
tisch instabilen Systems gerecht wird. Im Rahmen dieser Arbeit wur-
den aus den entsprechenden Systemeigenschaften der Thermoakustik
und dem Einsatz in einer Gasturbine folgende Anforderungen an eine
Regelung abgeleitet:
• Robuste Stabilisierung unter Beschränkungen
• Eﬀektive Nutzung von Multiple Input Multiple Output-Systemen
(MIMO)
• Fehlertoleranz
Aus diesen Anforderungen wurde eine approximative Variante der ro-
busten Modellprädiktiven Regelung (RMPR) für linear parameterver-
änderliche Systeme (LPV) abgeleitet. Die RMPR bietet im Entwurf
weitreichende Freiheiten und wird den formulierten Anforderungen ge-
recht. So ist eine herausragende Eigenschaft aller MPR-Ansätze, dass
Beschränkungen in Stell- und Zustandsgrößen berücksichtigt werden
können. Die zentrale Herausforderung bei diesem Ansatz ist die Erfül-
lung der Echtzeitanforderung unter Beibehaltung der robusten Stabili-
tät, was bei einem hochdynamischen thermoakustischen System beson-
dere Ansprüche stellt. Daher wurde ein approximativer RMPR-Ansatz
(aRMPR) entworfen, der sukzessive kontrahierende Erreichbarkeitsmen-
gen verwendet. Die Berechnung der Erreichbarkeitsmengen sowie de-
ren innerer Approximation kann oﬄine erfolgen, weshalb die aRMPR
den Echtzeitanforderungen eines thermoakustischen Systems genügt.
Um Unsicherheiten berücksichtigen zu können, wird in der aRMPR
ein LPV-Modell verwendet, das parametrische Unsicherheiten abbilden
kann. Aufgrund der expliziten Berücksichtigung dieser Unsicherheiten
in der aRPMR kann die robuste Stabilisierung unter Beschränkungen
gewährleistet werden. Die eﬀektive Nutzung einer MIMO-Konﬁguration
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und das Erreichen einer passiven Fehlertoleranz wird durch eine Erwei-
terung des LPV-Modells erreicht, das trotz seiner gestiegenen Komple-
xität für den Einsatz in der vorgestellten aRMPR weiterhin geeignet
ist. Die Validierung der aRMPR-Methodik und ihrer Echtzeitfähigkeit
wurde simulativ und experimentell durchgeführt. Dazu wurde ein Ex-
periment eines thermoakustisch instabilen Systems aufgebaut und mit
entsprechender Aktuatorik und Sensorik versehen. Bei diesem Expe-
riment handelt es sich um eine Rijke-Röhre, die aufgrund ihrer ther-
moakustischen Eigenschaften eine sinnvolle Wahl sowohl hinsichtlich ih-
rer Systemdynamik als auch der Modellierung darstellt. Zum einen weist
die Rijke-Röhre eine vergleichbare Dynamik zu praxisnahen Brennkam-
mern auf, da die Resonanzfrequenz ähnlich ist. Zum anderen kann die
Rijke-Röhre mit existierenden Modellierungsmethoden analytisch abge-
bildet werden. Daher konnte eine physikalische Modellierung umgesetzt
werden, die als Simulationsumgebung zur Validierung der aRMPR u.a.
für redundante Aktuatorik eingesetzt wurde. Zusätzlich wurde aus der
physikalischen Modellierung ein reduziertes LPV-System abgeleitet, das
die instabile Mode als dominante dynamische Eigenschaft in Beziehung
zu einer Scheduling-Variable setzt. Die Scheduling-Variable repräsen-
tiert einen zeitvarianten Systemparameter, welcher die Dynamik des
thermoakustischen Systems maßgeblich beeinﬂusst. Für die Rijke-Röhre
wurde hierfür die Rohrlänge gewählt, da die Länge die Frequenz der in-
stabilen Mode in Form der Resonanzfrequenz verschiebt. Dieses Beispiel
kann auf reale Gasturbinen übertragen werden, da nicht nur die Abma-
ße des Resonanzraumes einen Einﬂuss auf die Resonanzfrequenz haben,
sondern auch die Schallgeschwindigkeit und in der Folge die Tempera-
tur. Um diese Längenvariation auch im Experiment nachbilden zu kön-
nen, wurde ein Teleskoprohr als Rijke-Röhre verwendet. Da der Zustand
des Systems im Experiment nicht messbar ist, wurde ein robuster Be-
obachter mit der Rohrlänge als Scheduling-Variable entworfen, um den
Regelkreis zu schließen. Die Praxistauglichkeit der entwickelten aRMPR
konnte in der Folge simulativ und experimentell nachgewiesen werden,
was die erfolgreiche Kombination von theoretischem Fundament und
Praktikabilität dieser Arbeit demonstriert.
Anknüpfungspunkte für weiterführende, zukünftige Arbeiten betreﬀen
zum einen das Forschungsgebiet der Thermoakustik. So wäre es sinnvoll,
dass die Regelgröße nicht nur den Druck, sondern auch die Emissionen
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bzw. eine korrelierte Größe umfassen würde. Damit wäre die Möglich-
keit gegeben, die Emissionen direkt im Gütefunktional einer MPR zu
berücksichtigen, um eine höhere Eﬃzienz der Regelung zu erzielen. Ge-
rade bei einer hohen Anzahl an Aktuatoren, die sich durch Ort und ggf.
Art unterscheiden, kann eine Bewertung des Aktuatoreinsatzes hinsicht-
lich der verursachten Emissionen von Vorteil sein. Um eine hohe Anzahl
an Aktuatoren bei einem ggf. hochdimensionalen Zustandsraum berück-
sichtigen zu können, muss der vorgestellte aRMPR-Ansatz jedoch ein
weiter vereinfachtes LPV-Modell verwenden oder weiter vereinfacht wer-
den.
Wird zur Beschreibung der Modellunsicherheit aber weiterhin auf Men-
gen zurückgegriﬀen, so verbleibt stets das Problem der exponentiell stei-
genden Anzahl der die unsicheren Mengen beschreibenden Beschrän-
kungen über den Prädiktionshorizont. In der aRMPR wird dieses Pro-
blem durch eine Komplexitätsreduktion der unsicheren Menge abgemil-
dert, wenn auch nicht überwunden. Ein zweiter zukünftiger Ansatz-
punkt betriﬀt daher die Regelungsmethodik. So erscheint ein vielver-
sprechender Ansatz die Beschreibung der Unsicherheiten mit Methoden
der Statistik zu sein. So wäre es denkbar mit Verteilungsfunktionen über
die Modellunsicherheiten zu rechnen und diese in jedem Prädiktions-
schritt entsprechend zu aktualisieren. Durch diesen Einsatz von Ver-
teilungsfunktionen kann möglicherweise die Kombinatorik infolge der
Verwendung von Mengen als Beschreibungsform vermieden werden. Der
Einsatz von statistischen Beschreibungsformen innerhalb der MPR ist
unter dem Begriﬀ der stochastischen MPR bekannt und könnte gerade
im Zusammenhang mit Strömungsphänomenen, die statistisch eﬃzient
beschrieben werden können, weitere Vorteile bringen. Sollten Unsicher-
heiten also tatsächlich einer statistischen Verteilung unterliegen, stellen
RMPR-Ansätze, die die Unsicherheiten in Form von Mengen abbilden,
eine konservative Abschätzung dar. Werden geforderte Eigenschaften
wie robuste Stabilität für die unsichere Menge garantiert, dann gilt dies
für jede mögliche Verteilung der Unsicherheiten innerhalb der berück-
sichtigten Menge. Für jede Kombination an Unsicherheiten über den
Prädiktionshorizont wird die Einhaltung der Beschränkungen gefordert,
unabhängig davon wie groß bzw. klein die zugehörige Auftrittswahr-
scheinlichkeit ist. Aus diesen Gründen stellt die stochastische MPR eine
vielversprechende Methodik für zukünftige Forschungsarbeiten dar.
Das Ziel der Fehlertoleranz der Regelung wurde in dieser Arbeit mit
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Mitteln der passiven Fehlertoleranz gelöst. Aktive Methoden, die zu we-
niger konservativen Regelungsergebnissen führen, benötigen zwingend
eine Fehlererkennung. Hier wäre ein Weiterverwendung der berechneten
Erreichbarkeitsmengen denkbar. Bei Kenntnis des aktuellen Zustands
und möglicher Erreichbarkeitsmengen könnte ermittelt werden, ob und
ggf. wo ein Fehler im System vorliegt. Dies wäre eine dritte denkbare
Forschungsfrage.
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