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Computing an optimal solution to the knapsack problem is known to be 
NP-hard. Consequently, fast parallel algorithms for finding such a solution without 
using an exponential number of processors appear unlikely. An attractive alter- 
native is to compute an approximate solution to this problem rapidly using a 
polynomial number of processors. In this paper, we present an efficient parallel 
algorithm for hnding approximate solutions to the O-l knapsack problem. Our 
algorithm takes an E, 0 < E < 1, as a parameter and computes a solution such that 
the ratio of its deviation from the optimal solution is at most a fraction E of the 
optimal solution. For a problem instance having n items, this computation uses 
O(n51*/&3’2) processors and requires O(log3 n + log* n log( l/s)) time. The upper 
bound on the processor requirement of our algorithm is established by reducing it 
to a problem on weighted bipartite graphs. This processor complexity is a signiti- 
cant improvement over that of other known parallel algorithms for this problem. 
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1. INTRODUCTION 
Several important optimization problems such as the O-l knapsack 
problem, the traveling salesman problem, and the bin packing problem 
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have been shown to be NP-hard [Garey and Johnson, 19791. One possible 
way of speeding up the solution of such problems is to use parallel com- 
puters. However, due to the inherent computational complexity of these 
problems, finding optimal solutions rapidly using a number of processors 
polynomial in the size of the input appears unlikely. One approach that has 
been pursued for solving these problems on sequential machines is to find 
approximate instead of exact optimal solutions. In many instances one can 
give performance guarantees for the solutions found by such approximate 
algorithms (see for example [Papadimitriou and Steiglitz, 19821). It seems 
logical to pursue such an approach on parallel computers as well. 
In this paper we present an approximate algorithm for the O-1 knapsack 
problem on parallel computers. We use a popular model of parallel com- 
putation, namely, the parallel random access machine (PRAM). This model 
consists of a collection of processors that share a central memory with each 
processor capable of accessing one memory cell in one machine cycle. We 
assume that more than one processor cannot read from or write into the 
same memory location simultaneously. The model with such a restriction 
is usually referred to as the exclusive read exclusive write (EREW) PRAM. 
The time and processor requirements discussed in this paper are all with 
respect to this model. 
An important goal in the design of algorithms using this model is to 
construct algorithms that require polylogarithmic time (that is, algorithms 
whose time complexity is O(log” n) for some constant c) using a polyno- 
mial number of processors. Many of the existing approximate algorithms 
appear to be hard to parallelize in the sense mentioned above. It is there- 
fore important to develop new techniques for designing efficient parallel 
algorithms for finding approximate solutions for such optimization 
problems. 
The O-l knapsack problem is defined as follows. Given a set of n items 
having positive integer valued weights w, , w2, . . . . w, and positive integer 
valued profits pl, pz, . . . . p,,, and an integer knapsack capacity K, find a sub- 
set S of the integers { 1,2, . . . . n} such that the total weight W(S) = C,, s w, 
is at most K and the sum of the profits P(S)=Ciespi is the maximum 
among all such subsets. Efficient sequential approximate algorithms for this 
problem have been proposed by Ibarra and Kim [ 19771, Lawler [ 19791, 
and Sahni [1977], among others. Their algorithms take a value E 
(0 < E < 1) and find a solution whose profit P is within a fraction E of the 
optimal solution P* (i.e., P* - Pd .zP*). Such algorithms are known as 
s-approximate algorithms. The central idea underlying the s-approximate 
algorithms proposed in [Ibarra and Kim, 1977, Lawler, 19791 involves 
finding an algorithm whose time complexity is a polynomial of the size of 
the largest integer value in the problem instance (a pseudo-polynomial 
algorithm [Garey and Johnson, 19791) which computes an optimal solu- 
PARALLEL APPROXIMATE ALGORITHMS 157 
tion to the problem and then using a scaling technique to obtain a polyno- 
mial time approximate algorithm. Analogously, the main step in designing 
a parallel algorithm that uses the same scaling technique to arrive at an 
approximate solution in polylogarithmic time will be finding an optimal 
solution using an algorithm whose time complexity is a polylogarithmic 
function of the largest integer value appearing in an instance of the 
problem. Since the sequential pseudo-polynomial algorithm does not 
appear to be easily parallelizable, we need to use a different approach for 
finding an optimal solution using a parallel algorithm. We describe one 
such approach in this paper. 
Another parallel algorithm for finding an approximate solution to the 
knapsack problem appears in [Peters and Rudolph, 19871. Their algorithm 
is rather straightforward and needlessly generates several solutions that are 
eventually discarded. In contrast, the algorithm described in this paper 
generates much fewer solutions, leading to significantly lower processor 
requirements. 
The rest of the paper is organized as follows. In Section 2 we present 
a parallel algorithm for computing an optimal solution and show how 
to use a scaling technique to obtain an approximate solution in 
O(log* n+log n log(l/c) time using 0($/a*) processors, where n is the 
problem size and E is the allowed fractional error. The main result of this 
paper, an improved parallel approximation algorithm that reduces the 
processor requirement by a factor of (n/a)“’ while increasing the time by 
a factor of O(log n), is presented in Section 3. The processor bound is 
established by reducing it to an interesting and nontrivial problem on 
weighted bipartite graphs which also -appears in Section 3. Concluding 
remarks appear in Section 4. 
2. PRELIMINARIES 
In this section we first present a simple parallel algorithm that finds an 
optimal solution to the knapsack problem. This algorithm would require 
an exponential number of processors to find an optimal solution, We then 
outline a scheme for obtaining an approximate solution in polylogarithmic 
time using a polynomial number of processors. This approximate algorithm 
is further refined in the next section to obtain a more efficient algorithm 
with reduced processor requirements. 
All our algorithms use the following dominance relation between 
solutions. 
DEFINITION 1. Let S, and S, be two solutions, Si # S2. Then S, i S2 
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(S, dominates S,) if P(S,)<P(S,) and W(S,)> W(S,) or P(S,) =P(S,) 
and W(S,) > W(S,). If P(S,) = P(S,) and KV(S,) = W(S,) then we say that 
S, <S, if Sz is lexicographically smaller than S, . 
If Si < Sj and Sk is a solution that is disjoint from both Si and S, then 
5’; u Sk will be dominated by S, u Sk, since P(S; u S,) = P(S,) + P(S,) and 
W(Si u S,) = W(Si) + W(S,) for disjoint solutions Si and Sk. Moreover, if 
Sj is lexicographically smaller than Si then clearly Sj u Sk is lexicographi- 
tally smaller than Si u Sk. Thus, for every feasible solution that can be 
obtained from Si by adding more elements, there is another feasible 
solution that can be obtained from Sj having possibly greater profit. 
Hence, given any set of feasible solutions, we can remove all those that are 
dominated by other solutions in that set, 
We define maximality of a set of feasible solutions as follows. 
DEFINITION 2. Let Zz ( 1, 2, . . . . n> and let F be a set of feasible solutions 
that are subsets of I. F is said to be maximal for I if 
1. For any feasible solution S s Z, either SE F or there exists S1 E F 
such that S< S, . 
2. F has minimum cardinality among all such sets. 
In a maximal set of feasible solutions there can be at most one solution 
having any given profit value, since if two solutions have the same profit 
value then one of them will dominate the other. This leads to the following 
Observation 1. The number of solutions in any maximal set of feasible 
solutions is at most P* + 1, where P* is the profit of the optimal solution. 
The following simple result is the basis for all the algorithms given in this 
paper as well as known sequential algorithms. 
LEMMA 2.1. Let I,, Z2 be disjoint subsets of { 1, 2, . . . . n}. Let G, and Gz 
be maximal sets of feasible solutions for Z1 and I,, respectively. Then there 
exists a maximal set G of feasible solutions for I, u Zz such that for every 
solutions SE G, S is of the form S, u S,, where S, E G, and S2 E Gz. 
Proof: Consider any maximal set H of feasible solutions for I, u Z, and 
let Si E H. Let Sin Ii = U, and Sin Zz = Uz, By maximality of G, either 
U, E G, or there must exist a solution U; E Gr such that iJ1 < Ul,. Since I, 
and Z, are disjoint, U; u Uz will dominate Si. We then obtain a new maxi- 
mal set for I, u I, by replacing S, in H by U; u Uz. 
A similar argument can be made about Uz. This process is repeated till 
we obtain a maximal set of solutions that satisfies the lemma. 1 
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We can thus construct a maximal set of solutions for some subset I of 
the items by considering only unions of solutions from maximal sets for 
some partition of I. This observation is the basis for the dynamic program- 
ming algorithm that is used to obtain an approximate solution on a single 
processor. This algorithm works as follows. An optimal solution for the 
knapsack problem is found by computing a maximal set of solutions for 
{ 1, ..., n} and selecting the solution S* with the maximum profit P(S*) 
from it. In iteration i of the algorithm a maximal set of solutions for 
{ 1, 2, -.., i} is derived by considering the union of all pairs of solutions from 
a maximal set of solutions for { 1, 2, . . . . i - 1 } and for (i }. The maximal set 
for {i } consists of two solutions: {i ) itself and 4, the empty solution. All 
dominated solutions are removed from the set of solutions thus obtained to 
give a maximal set of solutions for (1, . . . . i}. Each such iteration requires 
G(P*) time and the sequential algorithm requires O(nP*) time to find an 
optimal solution having profit P *. Using the scaling technique (described 
later in this paper) the time required to find an approximate solution 
having relative error E is O(n2/&). 
For the parallel algorithm we use a recursive divide-and-conquer 
strategy. Let F(i,j) denote a maximal set of feasible solutions for the set 
{i, i+ 1, . . . . i}. Al gorithm 1 below is a simple parallel algorithm for con- 
structing F(l, n) and finding the optimal solution. F( 1, n) is computed by 
dividing the set of integers { 1, 2, . . . . n} into two disjoint sets { 1,2, . . . . n/2} 
and {n/2 + 1, . . . . n} and computing F( 1, n/2) and F(n/2 + 1, n) in parallel 
(we assume throughout this paper that n is a power of 2, for the sake of 
simplicity). These sets are then merged to get F( 1, n). 
ALGORITHM 1. 
1. Call FEASIBLE( 1, n) given below to find the set F( 1, n). 
2. Find the solution with the maximum profit from I;( 1, n) in 
parallel. 
procedure FEASIBLE( i, j ) 
3. If i = j then return the set containing the empty solution 4 and the 
solution {i} with P(4)= W(d)=O, and P({i})=p,, W({i})=wi. 
otherwise 
4. Call FEASIBLE(1’, (i+j)/2) to compute G1 =F(i, (i+j)/2). In 
parallel, call FEASIBLE((i+j)/2 + 1,j) to compute G2 = F((i+j)/2 + 1,j). 
5. For each pair Si E Gi , Sj E G2 in parallel: 
Compute Si u Si with profit P(S, u Sj) = P(S,) + P(S,) and weight 
W(SiU Sj)= W(Si)+ W(Sj). 
If W(Si u Si) > K then discard this infeasible solution, else add it to 
the set of solutions G,. 
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6. Remove all solutions in G, that are dominated by other solutions 
in that set (if more than one solution with the same profit and weight value 
is present, retain only the lexicographically smallest of them). Return the 
set of solutions G, thus obtained. 
end procedure FEASIBLE 
end Algorithm 1 
This algorithm is similar to the one presented in [Peters and Rudolph, 
19871 and its time and processor complexity are the same as that of the 
algorithm in [Peters and Rudolph, 19871. These are given in the following 
theorem. 
THEOREM 2.1. Algorithm 1 correctly computes the optimal solution for 
the knapsack problem in O(log n log c) time using nc2 processors, where c is 
the maximum number of solutions in any maximal set. 
Proof: To establish correctness we need only show that the set returned 
by the call to procedure FEASIBLE is a maximal set for (1, 2, . . . . n>, This 
is easy to prove using induction on j - i and Lemma 2.1. We omit the details. 
The time and processor requirements are established as follows. Let c be 
the number of solutions in any maximal set of solutions F(i,j). By observa- 
tion 1, c is at most equal to P* + 1, where P* is the value of the optimal 
solution. The procedure FEASIBLE goes through log n stages of recursion. 
In each stage, step 5 requires O(log c) time since we do not allow 
simultaneous access to a memory location, and c2 processors as we require 
one processor for each pair of solutions (S,, Sj) and there are at most c’ 
such pairs. The union of two disjoint solutions S1 and S2 is computed in 
0( 1) time by one processor. We can keep track of the integers making up 
a solution and retrieve the optimal solution at the end using a simple 
binary tree data structure. When the union of two solutions is taken, the 
trees corresponding to the two solutions are merged, adding another level 
to the tree. Thus the tree representing the final solution will have at most 
log n levels in it and hence the items making up the final solution can be 
retrieved in O(log n) time using n processors. Details are easy and are 
available in [Gopalakrishnan et al., 19871. 
We now examine the processor and time complexities for eliminating 
dominated solutions from a set of solutions. When O(c2) solutions in a set 
are computed using c* processors, we can enter them into an array having 
c entries indexed by the profit values P(S). At most c* solutions can have 
the same profit value and out of these the one with the smallest weight can 
be determined easily in O(log c) time. If there are many solutions having 
the same profit and weight values the lexicographically smallest among 
them can be selected in O(log c) time as follows. Note that all solutions 
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from F(i, (i +j)/2) are lexicographically smaller than those from 
F(( i + j)/2 + 1,j). The solutions in each set F(i, j) obtained in each stage of 
procedure FEASIBLE can be ordered at the end of the procedure in 
O(log c) time using c processors and a rank r, r E { 1,2, . . . . c> assigned to 
each solution. This rank can be used to select the lexicographically smallest 
solutions in the next stage. If Si E F( i, (i + j)/2) has rank ri and 
Sj~ F( (i + j)/2 + 1,j) has rank rj then we need only select the smallest 
among the pairs of the form (ri, rj) inorder to find the lexicographically 
smallest among the unions of solutions. Clearly, this can be accomplished 
in O(log c) time using one processor per solution generated. 
There will be at most c solutions left after this step. A solution at index 
j in the array thus obtained has profit value j and it will be dominated 
by another solution if any solution at a higher index has smaller or 
equal weight. We detect this by computing, for each j, w,,(j)= 
mini+~,k..FCW~ h w ere B’[k] is the weight of the solution having 
profit k. This is easily seen to be equivalent to the parallel prefix computa- 
tion and hence w,,,(j) for all j can be determined in O(log c) time using 
c processors (see [Kruskal et al., 19851). If w,,(j) is smaller than or equal 
to the weight of the solution at index j, then the solution at index j is 
discarded. Thus, the time requirement of each execution of steps 5, 6 of 
procedure FEASIBLE is O(log c) and the processor requirement is c*. 
Since there are O(log n) recursive steps and O(n) executions of steps 5 and 
6 may be going on simultaneously, the time complexity of Algorithm 1 is 
O(log n log c) and the processor complexity is nc’. 1 
Approximation Scheme. The value c can be arbitrarily large depending 
on how large the integer values appearing in the problem instance are. 
However, we can use the well-known technique of scaling along with 
Algorithm 1 to derive an approximation scheme [Ibarra and Kim, 1977, 
Lawler, 1979, Sahni, 19771. We give a brief outline of this below in order 
to establish the time and processor complexities of our parallel algorithm. 
Details of the technique can be found in [Lawler, 19791. 
We define a new instance of the knapsack problem by dividing the 
profits by a scale factor 1. The new instance has profit values ri = Lpi/L_1 
and weights Wi* For the problem with these scaled down profits, the 
optimal solution value cannot be more than P*/l. The scale factor A is 
chosen to obtain an upper bound on P*/L that is a polynomial in n. Let 
E be the allowed deviation from the optimal solution, 0 < E < 1. That is, we 
are required to find a solution with profit P such that P* - P < &P*. Let P, 
and P2 be lower and upper bound estimates for P*. That is, P, <P* <P,. 
It is shown in [Lawler, 19793 that if we choose ,4 = &PI/n then the solution 
found will be within the desired bound E. Using this scale factor, 
c <nP*/&P, < (n/&)(P2/P1). For the knapsack problem P, and P, can be 
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estimated such that PJP, is 2 so that c is O(n/s) [Lawler, 19791. The 
bounds are estimated as follows. 
Number the objects in such a way that p,/w, 3 p2/w2 3 ... > p&v,. 
Now find aj such that 
w,+w2+ ‘.. +wj6K<wl+w,+ ... +wj+l. (1) 
Let pmax = max, s iGn {Pi} and 
P,=max{p, + ... +P,,Pmax) (2) 
It can be shown that P, < P* 6 2P,,. We can use these bounds to obtain 
the parallel approximation scheme as follows. 
The bound PO can be computed in O(log n) time using n processors by 
first determining the ratios of the profits to the corresponding weights and 
sorting the objects based on these values using the algorithm in [Cole, 
19881. The prefix sums C!= 1 wi for all j, 1 <j< n are then computed using 
the parallel prefix algorithm [Kruskal et al., 19851. The smallest j* for 
which this prefix sum exceeds K can be easily determined in O(log n) time. 
The value of P,, is the maximum of the prefix sum o/r 1 pi and the value 
of PInax, both of which can be determined in O(log n) time using n pro- 
cessors. The scale factor i is now computed and the profits scaled down to 
obtain ri= Lp,/A_l. We then use Algorithm 1 on the modified problem with 
profits (Y, , rz, . . . . I~), weights (w,, . . . . w,), and capacity K. Let P be the 
profit of the solution to the modified problem found by Algorithm 1. The 
approximate solution to the original problem is the solution found and its 
profit is AP. 
The time and processor requirements of this approximation scheme are 
dominated by the requirements of step 4 of Algorithm 1. From the analysis 
of the complexity of Algorithm 1, it follows that the approximation 
scheme requires O(log n log c) time and nc2 processors. Since c is O(n/s), 
the processor complexity is n3/c2 and the time complexity is 
O(log2 n + log n log l/E). 
3. AN IMPROVED ALGORITHM 
We now obtain a more eflicient parallel algorithm (in terms of the pro- 
cessor time product) by modifying the steps in which the union of all pairs 
of solutions are computed and the dominated solutions removed (steps 5 
and 6) in Algorithm 1. This modification, as we shall see later, will increase 
the time by another factor of log n and decrease the worst case processor 
requirement to nc &. The processor-time product of the resulting algo- 
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rithm is significantly smaller. This reduction in the number of processors is 
significant since the value of the reciprocal of the error l/s might be very 
large and c depends directly on this. 
Note that the merging step of procedure FEASIBLE is highly wasteful 
since, out of the c* solutions that are generated, at most c are retained. We 
need not generate several of these solutions if we make effective use of the 
information available from previous stages of procedure FEASIBLE. 
Let 1 < i 6 j < k < 1 Q n and let G 1 be a maximal set of feasible solutions 
for (i, . . . . j }. Let G2 be a maximal set of solutions for {k, . . . . I } obtained by 
merging (taking the union of all pairs of solutions from) the maximal sets 
G,=F(k, (k+1)/2) and G,=(F((k+Z)/2+ 1,I). Let Hi be a maximal set 
for {i, . . . . j > u (k, . . . . (k + 1)/2) obtained by merging G, and GJ, and H2 be 
a maximal set for (i, . . . . j } u {(k + I)/2 + 1, . . . . f } obtained by merging G, 
and G, (see Fig. 1). We once again generate a maximal set of solutions for 
the set {i, . . . . j} u {k, . . . . 1} by combining pairs of solutions from G, and 
G,. However, unlike in Algorithm 1, the combination process is guided by 
the solutions available in HI and H,. The absence of certain solutions in 
H, and H, is now used to avoid computing certain unions of solution pairs 
from Gi and Gz. The following example illustrates this idea. 
For this example, let us denote solutions just by a pair (Profit, Weight). 
Referring to Fig. 1 let (6, 5) and (8,7) be solutions in G, and (3,5) and 
(2,3) be solutions in G3. Let (4, 3) be a solution in Gq. Assume that when 
G3 and G4 are merged the solutions (3, 5) u (4,3) = (7,8) and 
(2,3) u (4, 3) = (6,6) are not dominated by other solutions and hence they 
appear in G,. Now if we take the union of all pairs of solutions from Gi 
FIGURE 1 
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and G2 we will generate the solution (6,5) u (7,8) = ( 13, 13) which is then 
discarded as it is dominated by the solution (8,7) u (6, 6) = (14, 13). Now 
observe that the solution (6, 5) u (3, 5) = (9, 10) will not occur in H, since 
it will be dominated by the solution (8, 7) u (2, 3) = (10, 10). Since the 
solution (6, 5) u (7,8) is in fact (6, 5) u (3, 5) u (4,3) we can infer from the 
above that it will be dominated by the solution (8, 7) u (2, 3) u (4,3) and 
hence need not bother to generate the former solution when merging G, 
and Gz. 
The above example illustrates how we can use the information contained 
in the set Hi to eliminate certain combinations of solutions from Gi and 
Gz from consideration. Similarly, information about the absence of certain 
solutions in H, can also be used to eliminate certain combinations of solu- 
tions. In fact, we must use both H, and H2 to achieve significant reduction 
in the number of solutions generated. 
The following lemma formalizes this idea. 
LEMMA 3.1. There exists a maximal set of solutions G for 
(i, . . . . j} v (k, . . . . I) such that for every solution SE G, S is of the form 
RvUuV, whereREG,, UEG~, v~G~,RvU~H,,andRuv~H~,and 
Uv VEGA. 
ProoJ: Let G’ be a maximal set for {i, . . ..j> u {k, . . . . If that satisfies 
Lemma 2.1. In other words, every solutions SE G’ is of the form R, u S1 
where R, E G,, S, E Gz. Let U, = Sn (k, . . . . (k + 1)/2} and V, = 
Sn ((k+l)/2+ 1, . . . . I}. If R, u U, $ H, then by the maximality of H, 
there must exist a solution R, v Uz in H, such that RI v U, < R2 u Uz. 
Now, consider the solution R, v U, v V, which dominates S. If 
R2u V, 4 H2 then there must exist a solution R3 u V, in H, such that 
R2 v V, < R3 u V, and R3 v Uz u V,<S. Similarly, if U, v V, $ G2 then 
we can obtain a solution R3 u U, v V4 such that U, v V4e Gz and 
S< R3 u U, u V4. Note that each new solution that we obtain is different 
from all the previous ones since the dominance relation as defined is non- 
symmetric. Thus this process of taking new solutions that dominate the 
previous ones will have to halt with a solution S’ = R u U u V such that 
S-is’and Ru UEH~, Rti VEH~, and Uu VEGA. We can obtain a new 
maximal set from G’ by replacing S by S’. This can be done for every 
solution in G’ until we obtain a maximal set for (i, ,.., j} u (k, . . . . I} that 
satisfies the lemma. 1 
Thus if the maximal sets HI and H, are available we can use the above 
lemma to discard certain combinations of solutions from G, and Gz. We 
can use the same procedure recursively to compute HI and H,. The 
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merging step in procedure FEASIBLE of Algorithm 1 (step 5 and 6) is thus 
replaced with the following procedure. 
procedure MERGE(G,, Gz, k, 1) 
(*Here G, is assumed to be J’(‘(i, j) for some i, j and G, is assumed to be 
Fk I)*) 
1. If k = 1 then merge G1 and Gz by taking the union of each element 
in G2 with every element of G, in parallel. Compute the union of the 
resulting set with G1 and G2 and remove all dominated solutions. Return 
the set of solutions H4 thus obtained. 
Otherwise, carry out the following steps. 
2. Let G, = F(k, (k + 1)/2) and G4 = F((k + 1)/2 + 1,l). 
Call MERGE(G,, G3, k, (k+ 1)/2) to obtain H,. 
In parallel call MERGE(G1, Gq, (k+ 1)/2 + 1,l) to obtain HZ. 
3. For each solution SE Gz that is of the form U u I’, where UE G3 
and V’E G, do in parallel 
(a) Identify the set of solutions r = {R E G, 1 R u U E H,, 
Ru VE H,}. 
(b) Generate the solution R u S for each R E r in parallel. 
(c) If W(R u S) > K then discard this solution, else add it to the 
set of solutions H,. 
4. Remove all dominated solutions from H, to obtain the set H,. 
Return H4. 
end procedure MERGE 
We establish the correctness of this procedure below. 
THEOREM 3.1. Let G1 be a maximal set of solutions F(i, j) and Gz be 
F(k, I), where 1 < i d j < k < l< n. Then the set H4 returned by the procedure 
call MERGE( G, , G,, k, 1) is maximal for ( i, . . . . j > u (k, . . . . I >. 
ProoJ We prove the result using induction on 1- k and Lemma 3.1. 
The base case 1 -k =0 is correctly handled by step 1 (this follows from 
Lemma 2.1). Now let us assume that the procedure works correctly for all 
values of 1 -k less than, say, q, and consider the procedure call for which 
l-k is q. We know by the above induction hypothesis that the recursive 
calls in step [Z] return sets H, and Hz which are maximal for 
{i ,..., j} u {k ,..., (k+1)/2} and {i ,..., j}u {(k+l)/2+ 1, . . . . 1}, respectively. 
By Lemma 3.1 we need consider only solutions R, E G,, S2 E Gz such that 
Sz=U2uVz, UzeG3, V,EG,, R,uU,EH,, and R,uVz~HZ. All such 
solutions are computed and used in steps 3 and 4 to obtain H.,. Moreover, 
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there are no solutions in H4 that are dominated by other solutions in that 
set. Hence H4 must be a maximal set of solutions for {i, . . . . j} u 
{k . . . . I>. I 
From Theorem 3.1 it is clear that if procedure MERGE is called with 
Gi = F(l, n/2) and G, = F(42 + 1, n), then the set of solutions returned 
is F(1, n). 
Time and Processor Requirements 
Any call to procedure MERGE will go through log n stages at most. 
Step 1, where the recursion halts, will require O(log c) time and c 
processors since there will be two solutions in Gz and at most c solutions 
in Gi. At any time, at most n/2 simultaneous executions of step 1 may 
be going on. Thus, this step contributes O(m) to the overall processor 
requirement. We implement step 3 as follows. 
The solution sets are maintained as an array of c values, the solution S 
being stored at location P(S) in this array. Each solution will be identified 
by its profit. We maintain a flag with each solution to indicate whether it 
is the union of two solutions from the previous stage and the identity of 
these two solutions if it is a union. After the solution sets H, and H, have 
been determined by the recursive call in step 2, we compute the set of solu- 
tionsf(Ui)={REG,IRvUiEH,} for every Uj~G3 and the setf(l’j)= 
{R E G1 (R u Vim H,} for every V, E G,. The set f( Vi) for all Ui can be 
computed by first sorting the list of solutions H, = {(R, u U, ), 
(R, u U,), . . . . (R,u U,), . . . . (R,u U,)} on the identity of the Ui’s and 
collecting together the solutions that are unions of Ui with other solutions. 
This can be done in O(log c) time using c processors [Cole, 19881. A 
similar computation can be used to determine f( Vj) from H,. 
Now, for each Si in G, we assign one processor. If Sj is of the form 
U, u Vi then the processor checks the number of solutions in the sets f( Vi) 
and f( V,). Let m be the number of solutions inf( Ui) (denoted by IIjj U,)ll ) 
and let this be smaller than j[f( Vj)/i. m processors are now assigned to the 
solution Si and these are used to identify the solutions in f( Vi) n f( V,) in 
@log c) time as follows. Each of the m processors examines one solution 
Ri from f( Vi) and checks whether this solution occurs in f( Vi). It is not 
necessary to search through the set f( V,) to determine this since the 
solutions are identified by their profit values. The processor can compute 
the profit value of Riu Vj and look up the solution at this location in the 
array representing HZ. Since several processors might end up accessing the 
same location in this step, the resolution of the read conflict will require 
O(log c) time. If the processor finds the solution Ri inf( V,), it can compute 
the union Ri u Sj. Clearly, all this can be accomplished in O(log c) time 
using one processor for each union that is to be computed. 
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The number of processors required for the computation of all the unions 
Su R in steps 3 and 4 is thus the sum 
CT= min{ Ilf(“i)II> IlfC~j)ll>~ (3) 
U,u I’,EG~ 
which is the number of solutions generated in the worst case. The number 
of processors required to eliminate the dominated solutions from this many 
solutions will be c and the time required will be log C. Taking into account 
the number of processors needed for the initial computation of f( Ui) and 
f( V,) for all solutions Ui and I’, in G3 and G,, respectively, the total num- 
ber of processors required for step 3 is max(o, c) and the time required is 
O(log c + log a). Since the two recursive calls in step 2 are executed in 
parallel, the overall processor requirement of procedure MERGE would be 
n max(a, c). The procedure goes through at most O(log n) recursions for 
any call and hence the time required would be O(log n(log c + log u)). 
We can now use this modified algorithm to find a solution to the scaled 
problem and get an approximate solution. The procedure FEASIBLE goes 
through log n recursive stages. In each stage, the MERGE procedure 
requires O(log n(log c + log 0)) time. Thus, the time required by procedure 
FEASIBLE is O(log* n(log c+log CT)) and this is greater than the time 
required for the rest of the steps in Algorithm 1. Thus we have 
THEOREM 3.2. An approximate solution having relative error at most 
E can be found using the modljied parallel algorithm in time 
O(log’ n(log c + log C)) using n max{ 0, c> processors. 1 
In order to obtain the worst case processor bound we have to determine 
the value of r~. In other words, we have to get a bound on the number of 
solutions that are generated in step 3 of procedure MERGE in the worst 
case. For this we need the following combinatorial result. 
Let G be an undirected bipartite graph (A, B, E), where A and B are the 
sets of vertices and E is the set of undirected edges. Let aj be a nonnegative 
integer weight associated with each vertex i in A and bj be a nonnegative 
integer weight associated with each vertex j in B (see Fig. 2). The edges and 
weights satisfy the following constraints: 




1 b, d c. (6) 
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c = 24, M = 59 
FIGURE 2 
THEOREM 3.3. For any bipartite graph G and set of weights satisfying 
constraints (4), (5), and (6), the sum ~I!=C~~,~)~~rnin{a~, b,} is at most 
CJLC. 
Proof: We prove the result by showing that any bipartite graph that 
satisfies the constraints (4) to (6) can be transformed to an almost com- 
plete bipartite graph without decreasing the sum Ccj.,ijEE min(ai, bj}. By 
an almost complete bipartite graph we mean a graph made up of a com- 
plete bipartite graph and one extra vertex that is connected to a subset of 
the vertices in the other vertex set (as in Fig. 2). We will then show that for 
such a graph this sum is bounded above by c & + c. We first establish a 
preliminary result. Let us define the weight of an edge to be the minimum 
of the weights of the two end points. Let the total weight of a bipartite 
graph be defined as the sum of the weights of ail the edges. 
LEMMA 3.2. Let G be a complete bipartite graph having vertex set 
(A, B) with weights ai for each ie A and bj for each Jo B. Let 11 AlI = dl, 
IlBll = 4, and CicA ai = cl and cjEB bj = cl. Then the total weight of G, 
CicA,jeB min{ai, bj) <min{d,c,, d2c1). 
Proof: This is proved using induction on I/AI/ + II B(I. The base case 
II AlI + ~~B~~ = 2 is easy to establish. Now assume that the lemma is true for 
all values of llAl[ + II BII up to n and consider a graph G with 11 AlI + II BII = 
d, + d, = n + 1. Let v be the vertex whose weight w  is the smallest among all 
the vertices in G. Clearly, w  < cl/d, and w  < cl/d,. Assume, without loss of 
generality, that v E A. Remove v from G along with all the edges connected 
to it. The resulting graph has n vertices and by the induction hypothesis 
the total weight of this graph is at most min{(d, - l)c,, d2(c1 -w)>. 
Therefore, the total weight of G is at most min{ (d, - 1) c2, dz(c, - w) } + 
d,w. Thus the total weight of G is less than or equal to (d, - 1) c2 + d2w < 
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(d,-1)C2+d2$6dlC*. Also the total weight of G is less than or equal 
to d*(CI-W)+d2W=d*C~. Thus the total weight of G is at most 
min{d,c,, d2c1}. I 
Now let G = (A, B, E) be a bipartite graph satisfying constraints (4) to 
(6). We can transform this to an almost complete bipartite graph by 
rearranging the edges without decreasing the total weight. We do this by 
choosing a vertex u having the smallest weight among all the vertices. 
Assume that u E A without loss of generality. Now remove an edge (u, U) 
from E, choose any pair of nonadjacent vertices i E A, je B, i # v, and add 
the edge (i,j) to E. The weight of this edge is no less than the weight of 
(u, U) since a, < a, and a, < hi. This can be continued till all the edges have 
been moved up to higher weight vertices. This will result in a graph G’= 
(A’u {II>, B’, E’) which consists of a complete bipartite graph in (A’, B’) 
with the vertex u adjacent to a subset of vertices in B’. (We can assume that 
the extra vertex u is adjacent to vertices in B’ without loss of generality.) 
Also, A’ E A, B’ c B, and 11 E’lI = 11 El]. 
Consider the almost complete bipartite graph G’. Because G satisfies con- 
straints (4) and (5), and A’s A, B’E B, we have c1 =CicA, a,<c and c2= 
C, E w  6, B c. By Lemma 3.2 we know that the total weight of G’ is at most 
min{d,c,, d2cI), where d, = \lA’ll + 1 and d,= IIB’II (the total weight of a 
complete bipartite graph on (A’u {u}, B’) is at most equal to this and so 
the total weight of G’ is also bounded by this value). Because of constraint 
(6), did, < llE’I[ 6 c and hence d, 6 & or d2 6 &. Thus the total weight 
of G’<min{(d,+l)c,,d,c,}<(&+l)c. Hence the total weight of Gis 
also bounded by this. 1 
We can further show that the total weight of G is bounded by c &. This 
bound, however, is not essential for the application of this theorem here. A 
proof of this upper bound can be found in [Gopalakrishnan et al., 19871. 
THEOREM 3.4. Algorithm 1 using the modified merging procedure 
requires n512/E312 processors and O(log3 n + log’ n log( l/c) time. 
Proof. From the complexity analysis of procedure MERGE, we see 
that this procedure requires n max( 0, c) processors, where 0 = CU,+ v/E G2 
min{IlfW)lL lIfW,)ll>. The P rocessor requirement of the modrfied 
Algorithm 1 is dominated by the requirement of procedure MERGE. 
Theorem 3.3 can be used to determine cr. We define a bipartite graph 
associated with the set G2 as follows. The vertices of this graph correspond 
to each Ui in G3 and each V, in G,. An edge between vertices Ui and V, 
is present in this graph if the solution Ui u V, is present in G,. The weight 
associated with Ui is the number of solutions inf( Ui). Similarly, the weight 
associated with V, is the number of solution in f( V,). There are at most c 
643’91’2.2 
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elements in G2 and hence the number of edges in this graph is at most c. 
This satisfies constraint (4). The sum of weights on all the Ui is at most 
equal to the number of solutions in the set H, which is less than or equal 
to c. This shows that constraint (5) is satisfied. The sum of weights on all 
the Vj is at most equal to the number of solutions in N2 which is at most 
c. Thus all three constraints are satisfied. Applying Theorem 3.3, we see 
that 0, which is Cu,” I,,EC;Z min{ lif(LJi)ll, Ilf( V,)II}, is O(c 4). This is also 
the number of solutions generated in the worst case by the merging step. 
Thus, the total processor requirement is O(nc 4). Using this value of 
0 in the time complexity expression derived in Theorem 3.2, the time com- 
plexity of the modified algorithm is seen to be O(log’n log c). 
Since c is O(n/a), the time complexity is O(log’ n log n/s) which is 
O(log3 n + log’ n log l/e) and the processor complexity is O(n(n/&) m), 
which is O(n2.5/&1.5). 1 
We have thus shown that using a parallel algorithm we can find an 
approximate solution to the knapsack problem whose profit P is related to 
the profit P* of the optimal solution by the inequality P* - Pd cP*. The 
time required is O(log3 n + log2 n log( l/c)) and the number of processors 
required is at most n5/2/E3’2. 
4. CONCLUSIONS 
Several combinatorial optimization problems are known to be NP-hard. 
Consequently, fast parallel algorithms for finding optimal solutions for 
such problems using a polynomial number of processors appear unlikely. 
An important practical approach to solving such problems on parallel 
computers is to design approximate algorithms for them. 
In this paper we have presented approximate algorithms for the &1 
knapsack problem. Our algorithms take an E (0 <E < 1) as an input 
parameter and find a solution such that its deviation from the optimal 
solution is at most a fraction E of the optimal solution. The time complexity 
of our algorithms is a polylogarithmic function in n and l/.s and the 
processor complexity is a polynomial in n and I/E. In contrast to a naive 
algorithm that requires significantly more processors, our algorithm 
exploits the relationship among the partial solutions to reduce the number 
of such solutions to be generated. This in turn results in reductions in the 
processor requirements. 
The method presented in the previous sections can be used to solve 
several other optimization problems such as job sequencing with deadlines 
and two processor scheduling. The techniques are similar to those 
presented in [Sahni, 19771 and the details of the parallel algorithms can be 
found in [Gopalakrishnan et al., 19871. 
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Another parallel algorithm for similar problems is by Peters and 
Rudolph [1987]. Their solution to the knapsack problem has the same 
processor and time bounds as the algorithm described in section 3.2 and 
hence is less efficient compared to the algorithm presented in section 3.3. 
Although the number of solutions generated in each stage in the worst 
case by the algorithm presented in Section 3.3 is O(c &), we conjecture 
that on an average our algorithm would generate only O(c) solutions. It 
will be interesting to analytically establish such a bound. 
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