Abstract. We determine the set of connected components of closed affine Deligne-Lusztig varieties for special maximal compact subgroups of split connected reductive groups. Especially, we show that such an affine Deligne-Lusztig variety has isolated points if and only if its dimension is 0. From the dimension formula for affine Deligne-Lusztig varieties we obtain a description of the set of these varieties that are zero-dimensional.
Introduction
Let k be a finite field with q = p r elements and let k be an algebraic closure. Let F = k((t)) and let L = k((t)). Let O F and O L be the valuation rings. We denote by σ : x → x q the Frobenius of k over k and also of L over F .
Let G be a split connected reductive group over F and let A be a split maximal torus. Let B be a Borel subgroup containing A. For dominant elements µ, µ ′ ∈ X * (A) we say that µ
′ is a non-negative linear combination of positive coroots. We write µ dom for the dominant element in the orbit of µ ∈ X * (A) under the Weyl group W of A in G. For µ ∈ X * (A) and x ∈ L × we denote by x µ ∈ A(L) the image of x under the homomorphism µ : G m → A. We recall the definitions of affine Deligne-Lusztig varieties and closed affine Deligne-Lusztig varieties from [Ra1] , [GHKR] . Let K = G(O L ) and let X = G(L)/K be the affine Grassmannian. For b ∈ G(L) and a dominant coweight µ ∈ X * (A) the affine Deligne-Lusztig variety X G µ (b) = X µ (b) is the locally closed reduced k-subscheme of X defined by X µ (b)(k) = {g ∈ G(L)/K | g −1 bσ(g) ∈ Kt µ K}.
The closed affine Deligne-Lusztig variety is the closed reduced subscheme of X defined by
Both X µ (b) and X µ (b) are locally of finite type.
By [x] we denote the σ-conjugacy class of an element x ∈ G(L). Left multiplication by g ∈ G(L) induces an isomorphism between X µ (b) and X µ (gbσ(g) −1 ). Thus the isomorphism class of the affine Deligne-Lusztig variety only depends on [b] and not on b.
We write π 1 (G) for the quotient of X * (A) by the coroot lattice of G. In [K2] , Kottwitz defines a homomorphism κ G : G(L) → π 1 (G) which induces a locally constant map κ G : X → π 1 (G). For G = GL h we have π 1 (G) ∼ = Z and κ G (g) = v t (det g).
Let ν be the Newton vector associated to b, compare [K1] . It is a dominant element of X * (A) Q . In [KR] Kottwitz and Rapoport give a criterion for X µ (b) to be nonempty, compare also [GHKR] , Proposition 5.6.1. From now on we assume that this is the case. Then κ G (b) = µ and µ − ν is a positive linear combination of positive coroots with rational coefficients.
Let P be a standard parabolic subgroup of G. Then P = M N , where N is the unipotent radical of P and where M is the unique Levi subgroup of P containing A. Applying the construction of κ to M rather than G we obtain a homomorphism κ M : M (L) → π 1 (M ) . The . We assume that b = b ′ . The proof of the Hodge-Newton decomposition by Kottwitz (see [K3] ) yields the following result. Let P = M N ⊆ G be a standard parabolic subgroup with
is an isomorphism. We call a pair (µ, b) indecomposable with respect to the Hodge-Newton decomposition if for all standard parabolic subgroups P with
Given G, µ, and b, we may always pass to a Levi subgroup M of G in which (µ, b) is indecomposable. For a description of the affine DeligneLusztig varieties it is therefore sufficient to consider pairs (µ, b) which are indecomposable with respect to the Hodge-Newton decomposition.
Let G ad be the adjoint group of G. We denote the images of b and µ in G ad also by b and µ. Then the sets of connected components of X G µ (b) and X G ad µ (b) are closely related. More precisely, we prove in Lemma 3 that
Here Z(G) is the center of G. Using this we show that it is enough to describe the set of connected components in the case that G is simple.
Let
Then there is a canonical J-action on X µ (b) for each µ. We prove that already a subgroup of J acts transitively on the set of connected components of X µ (b). From this we obtain the following theorem. Theorem 1. Let G, µ, and b be as above and indecomposable with respect to the Hodge-Newton decomposition. Assume that G is simple.
(
The transitivity of the J-action on the set of connected components implies that the map π 0 (X µ (b)) → π 0 (X µ (b)) induced by the inclusion is surjective. In Section 3 we give an example to show that in general the map is not injective. There are also examples where the action of J on π 0 (X µ (b)) is not transitive.
Using the dimension formula for affine Deligne-Lusztig varieties from [GHKR] , [V] we show the following theorem. This characterisation of zero-dimensional affine Deligne-Lusztig varieties has been conjectured by Rapoport.
Theorem 2. Let (µ, b) be indecomposable with respect to the Hodge-Newton decomposition. Then the following assertions are equivalent.
(1) X µ (b) has an isolated point (2) dim X µ (b) = 0 (3) Let G 1 × · · · × G n be the decomposition of G ad into simple factors. Then for each pair (µ i , b i ) of images of µ and b in some G i , we have either that the σ-conjugacy class
For G = GL n , Theorems 1 and 2 are part of my thesis, compare [M] , 2. The proof given there is along the same lines, but more explicit.
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2. Connected components 2.1. Notation and preliminary reductions. We recall briefly some of the notation associated with Kottwitz' classification of isocrystals, see [K2] . The definition of
where U is the unipotent radical of B. Then κ(b) is the image of µ under the canonical projection from X * (A) to π 1 (G).
Recall that M b ⊆ G is the centralizer of ν. It is the largest standard Levi subgroup of G in which b is basic. The σ-conjugacy class of a basic element is determined by its value of κ. Especially, the σ-conjugacy class [b] of b is determined by ν and
is generated by the simple coroots of A in N b , and hence torsion free. The images of ν and
In [GHKR] , 5.9 it is shown that there exists a standard parabolic subgroup P sb of G with Levi factor M sb containing A, unipotent radical N sb and the following properties. The intersection 
. Hence we may assume that b is already of this form. Besides, (µ M sb ) dom = µ min is minimal among the dominant elements with X µmin (b) = ∅.
Especially, id ∈ X M sb µM sb (b) and thus it is in X G µmin (b). As J commutes with bσ, its image
Recall that A G denotes the identity component of the center Z(G) of G.
Lemma 3. Let G ad be the adjoint group of G and denote the images of b and µ in G ad again by b and µ. Recall that we assume that
It induces a free action on its set of connected components, and
. This implies that the map is surjective. Let nowg ′ be a second inverse image of g. Theng ′ ∈gt α K for some α ∈ X * (A G ). Hence their connected components in X G µ (b) are in the same X * (A G )-orbit, and the map is a bijection.
Remark 4. To determine π 0 (X G µ (b)) for a split connected reductive group G, we will determine the fibers of the map κ :
Note that κ is compatible with the Z(G)(F )-action. By the preceding lemma we may thus assume that G is adjoint. Then the closed affine Deligne-Lusztig variety is a product of the corresponding varieties associated to the simple factors of G. Hence for the computation of the set of connected components it is no restriction to assume that G is simple.
Proof of Theorem 1 (1).
As κ G (b) = µ, the σ-conjugacy classes of b and t µ are equal if and only if ν = µ. If this is the case, the indecomposability applied to M b implies that M b = G. Thus α, µ = 0 for every positive root α of G. Hence t µ is central. It remains to prove ν = µ ∈ X * (A) Q using the assumption that there is a proper standard parabolic subgroup
We use induction on the distance in the Dynkin diagram of G between the simple root α and a simple root of A in N to show the following assertion.
Claim. If we write µ − ν as a linear combination of the simple coroots of G, the coefficients of the coroot associated to α and all its neighbours in the Dynkin diagram vanish.
In particular, α, µ − ν = 0. As P G, Theorem 1 (1) follows from this claim. We first show that α, ν = 0 for all simple roots α of A in N . As ν is dominant, all these products are non-negative. Assume that α, ν > 0 for some α.
this is a contradiction to the indecomposability with respect to the Hodge-Newton decomposition.
As µ is dominant,
The assumption κ M (b) = µ implies that µ − ν is a linear combination of simple coroots of M with nonnegative rational coefficients. Hence if we consider it as a linear combination of the simple coroots of G, the coefficient of α ∨ vanishes. Thus the left hand side of (1) is a nonnegative linear combination of the (non-positive) products of α with the other simple coroots. Hence, all coefficients in µ − ν corresponding to neighbours of α in the Dynkin diagram vanish.
For the induction step assume that the assertion is true for all simple roots of G whose distance to a simple root of A in N is at most d 0 . Let α be a simple root of G whose distance to the simple roots in N is d 0 + 1. Thus the induction hypothesis implies that the coefficient of α ∨ in µ − ν vanishes. If α, ν = 0, the same argument as above shows that the claim also holds for α. Assume α, ν > 0. Let
B∩M ′ is as in the definition of κ in Section 2.1. The induction hypothesis implies that µ − ν is also a rational linear combination
is an integral linear combination of coroots of G. Using that the quotient of the two coroot lattices is torsion free, we obtain that µ − r
′ , this is a contradiction to the irreducibility with respect to the Hodge-Newton decomposition.
Proof of Theorem 1 (3). Note that the mapping
which is the claim.
2.4. Transitivity of J ∩ P sb on the set of connected components. For the remainder of Section 2 we use M = M sb , P = P sb and N = N sb . The strategy of the proof of the second part of Theorem 1 is as follows: We first show in Proposition 5 that each connected component contains an element of J ∩ P and afterwards connect elements of J ∩ P ∩ ker(κ) by one-dimensional subvarieties in X µ (b).
The proof of this proposition has two steps: the special case that b is superbasic, and the reduction of the general assertion to this special case. Both the subdivision into these two steps and the proof of the reduction step are inspired by the corresponding proofs for the dimension of affine Deligne-Lusztig varieties, compare [GHKR] , 5. We first consider the case that b is superbasic, i. e. G = M = P . Then by [GHKR] , 5.9, the root system of G is a disjoint union of root systems of type A l . As we may assume G to be simple and using Lemma 3, we may also assume G = GL h1 for some h 1 > 0.
Recall the description of b in Section 2.1. In our context this implies that b is the element of GL h1 that maps e i to e i+m1 for all i and some m 1 ∈ Z with (m 1 , h 1 ) = 1. For δ ∈ Z let A = A 1 if δ = 0 and A = A 1 \ {−1} if δ = 0. Let GL h1 be the loop group associated to GL h1 over k. That is, for every k-algebra R we set GL h1 (R) = GL h1 (R((t))). For i, δ ∈ Z let
Note that a i,δ (x)(te j ) = ta i,δ (x)(e j ) and that a i,δ = a i+h1,δ for all i, δ, and j.
(1)
can be written as products of factors a ij ,δj (x j ) with δ j > δ (possibly infinite, but converging in the t-adic topology). Here, [., .] denotes the commutator of the two elements.
Proof. We use the bijection between G(L)/K and the set of lattices in
. A lattice Λ corresponds to an element of X µ (b) if and only if it has a basis {x j } such that the t µj x j form a basis of bσ(Λ).
. This is the case if and only if the following holds: If v = j∈Z β j e j ∈ Λ with β j ∈ k and β i+lh = 0 for some l, then e i+lh+δ ∈ Λ. Indeed, a i,δ (x)Λ ⊆ Λ implies that Λ contains both v and v + j≡i (mod h1) β j xe j+δ for some x = 0.
We
implies e l ∈ Λ for all l > j + δ 0 . Let j 1 be minimal such that there is some v j1 as in (2). Let
for all x if and only if i ≡ j 1 modulo h 1 . From this, the first and third assertion follow immediately. For the second note that δ g = j 2 − j 1 = −1 implies that Λ = e i , e i+1 , . . . , e i+h1−1
L where s ∈ J with s(e j ) = e j+1 for all j.
The proof of the last assertion is an easy but tedious computation that is left to the reader.
Proof of Proposition 5 for superbasic b. We may assume that G = GL h1 and that b is of the form discussed above. Let g ∈ G(L) be a representative of an element of X µ (b). We have to show that its connected component contains an element of J. For h 1 = 1, each gK contains some t i ∈ J. From now on we assume that h 1 > 1. Let δ g and i g be as in Lemma 6. Then by (2) of this lemma, we may assume that δ g ≥ 0.
Using induction on δ g it is enough to show that the connected component of g contains an element g ′ such that the corresponding number δ g ′ is strictly smaller. We claim that the image of the morphism a ig ,δg • g : A → X is in X µ (b). Using Lemma 6 (4) and the definition of δ g we obtain for every
As h 1 > 1, neither i g + m 1 nor i g − m 1 is congruent to i g modulo h 1 . Together with the uniqueness of i g we obtain
is a proper subscheme of X, this morphism induces a morphism φ :
. Then g and g ′ are in the same connected component of X µ (b). It remains to show that δ g ′ < δ g . For every x ∈ A we have to consider a i,δ (x) • g ′ for all δ ≥ δ g . It is the image of [0 : 1] in the closure of the family a i,δ (x) • a ig ,δg (y) • g ∈ X with y ∈ A ⊆ P 1 . Lemma 6 (4) shows that
for all δ ≥ δ g . But for δ > δ g or δ = δ g and i = i g this is equal to a ig ,δg (y) • gK. Thus the image of [0 : 1] is again g ′ , and we obtain δ g ′ ≤ δ g . Consider (3) for δ = δ g and i = i g . By Lemma 6 (4) the right hand side is equal to a ig ,δg (x + y) • gK.
The image of [0 : 1] in this family is again g ′ . Hence δ g ′ < δ g , which completes the induction step.
Proof of Proposition 5. It remains to show that for every g ∈ X µ (b) there is a g ′ in the same connected component of X µ (b) with g ′ = jm where j ∈ J ∩ P (L) and m ∈ M (L). By the Iwasawa decomposition we write g = nmk with n ∈ N (L), m ∈ M (L), and k ∈ K. We may thus assume that g ∈ gK is already equal to nm. Then
We abbreviate the expression in the bracket, which is in N (L), byñ. Let N be the loop group associated to N over k and
It is a morphism of ind-schemes over Spec(k). We haveñ = f b (n). Let χ ∈ X * (A P ) be such that α, χ > 0 for every simple root α of A in N . Let
Let α be a root of A in N . Conjugation by x χ maps U α (y) to U α (x j y) where j = α, χ > 0. Especially, φ has an extension to a morphism φ : A 1 → N that maps 0 to id. Besides,
We construct in the following anétale surjective morphism p : Spec(R) → A 1 and a morphism ψ : Spec(R) → N such that
This implies that for every y ∈ Spec(R) there is some µ
. Let x 1 ∈ Spec(R) with p(x 1 ) = 1. Then f b (ψ(x 1 )) =ñ, thus ψ(x 1 ) = jn for some j ∈ J. By replacing ψ by j −1 ψ we may assume that n = ψ(x 1 ) ∈ ψ(Spec(R)). Let x 0 be in the same connected component of Spec(R) as x 1 and with p(x 0 ) = 0. Then n ′ = ψ(x 0 ) ∈ J and n ′ m is in the same connected component of X µ (b) as g. Let α i with i = 1, . . . , i 0 be the roots of A in N . Write each α i as a linear combination of simple roots of G. Let N [j] ⊆ N for j ≥ 1 be the normal subgroup that is generated by the α i such that the sum of the corresponding coefficients of the simple roots of A in N is at least j. Then the commutator of elements of N [j] and
We choose N i and the ordering of the α i such that N i is generated by all U α i ′ with i ′ ≥ i. We will use induction on i to construct R i , p i and ψ i that satisfy the claimed conditions up to factors in N i+1 . As only finitely many of the N i are non-trivial, we then obtain the required R, p and ψ.
Claim. Let R i be anétale extension of k[s] and y i ∈ N i (R i ((t))). Let j be minimal with
This claim implies the induction step. Indeed, let y φ ∈ N (k[s] [[t] ]) be the point associated to φ. Assume that we constructed z i ∈ N (R i ((t))) with f b (z i ) = δ i+1 y φ for some ((t))) where we have to define R i+1 and
Using the claim, one findsz such that f b (z)δ i+1 ≡ id modulo N i+2 .
To prove the claim, we write y i = U αi (x i )y ′ with y ′ ∈ N i+1 . Recall the description of b as t µM w with w ∈ W M from Section 2.1. There is some l 0 > 0 such that w l0 = id. Then
We distinguish two cases.
and z the limit of z(l) for l going to infinity. Then
Here, [., .] denotes the commutator of the two elements. Thus,
Let l 0 > 0 be minimal with this property. We set
with z 0 ∈ R i+1 ((t)) where R i+1 is yet to define. Let j be minimal with
Thus z 0 has to satisfy the equation
We write x i = j≥j0 x i,j t j with x i,j ∈ R i and z 0 = j≥j0 z 0,j t j . Then let R i+1 be theétale extension of R i defined by adjoining a root of the polynomial z q l 0 0,j − z 0,j − x i,j for every j ≥ j 0 . Then z as in (4) satisfies all required properties.
2.5. Proof of Theorem 1 (2). To deduce Theorem 1 (2) from Proposition 5, we also need the following proposition. Proof of Theorem 1 (2). By Proposition 5, the J ∩ P -equivariant map ϕ : (J ∩ P )/K → π 0 (X µ (b)) induced by the inclusion of the left hand side into X µ (b) is surjective. We have to show that ker(κ G ) ∩ J ∩ P (L) is in the kernel of ϕ. Let j ∈ J ∩ P and j = mn with m ∈ M (L) and n ∈ N (L). Then
As the first bracket is in N and the second in M , we obtain that m −1 bσ(m) = b. Hence m ∈ J which implies that also n ∈ J. Note that by the definition of κ, unipotent elements are in the kernel of κ. Hence j ∈ ker(κ) if and only if m and n are in ker(κ). It is thus enough to consider elements of J ∩ M and J ∩ N separately.
Let j ∈ J ∩ M ∩ ker(κ M ). From the proof of Proposition 5 for superbasic b we obtain that j is in the same connected component as id. Thus the restriction of ϕ to J ∩ M factors through a quotient of π 1 (M ) . Besides, Proposition 7 implies that for every simple root
It remains to consider elements j ∈ J ∩ N . Each such j can be written as a finite product of U αi (x i ) with α i a root of A in N and x i ∈ L. There is a y ∈ X * (A P ) ⊆ X * (A) with y trivial in π G and such that
is in the kernel of ϕ. As j ∈ J ∩ K, it is also in this kernel. Hence, j is also in the connected component of the identity of X µ (b).
Proof of Proposition 7. We first show that it is enough to prove that there is an α with α 
∨ as elements of X. By passing to a suitable subgroup of G, we may assume that the Dynkin diagram consisting of the roots of M , and of α 0 , is connected.
Recall the description of b as t µM w with w = (w i ) ∈ W M and µ M ∈ X * (A) from Section 2.1. We have to show that for all x there exists some µ ′ µ such that
We have
where w(α) is such that wU α w −1 = U w(α) . We consider several cases. Essentially, we have to distinguish between the different root systems and values of α 0 , µ M . However, many of these cases are treated similarly, especially, if the length of α 0 is the same.
Case 1. α 0 is the only root of G.
In this case we may assume G = GL 2 . Besides, w = id. Let α = α 0 . Recall that µ M = ν is dominant, so α, µ M ≥ 0. Equations (6) and (7) 
Together with (5) we obtain that
As α is the only simple root, µ M + α ∨ is the minimal dominant µ with µ M µ and µ M = µ. Case 2. All roots of G have the same length. As the root system of M is a sum of root systems of type A l , this condition is equivalent to the condition that the neighbours of α 0 in the Dynkin diagram are of the same length as α 0 .
Again we choose α = α 0 . The first step is to compute w(α). We describe the effect of each of the parts w i of w separately. Let α (i) be the image of α in X * (A i ) ∼ = Z hi /Z. Let e j for 1 ≤ j ≤ h i be the standard system of generators of X * (A i ). We may assume that the simple roots of M i are the β j = e j − e j+1 . Let β j0 be the neighbour of α in the Dynkin diagram of G. Note that the classification of Dynkin diagrams shows tht j 0 ∈ {1, 2, 3, h i −3, h i −2, h i −1}. For symmetry reasons it is enough to consider the first three cases. Thus α (i) is equal to −e 1 , −e 1 − e 2 , or −e 1 − e 2 − e 3 . Hence w i (α (i) ) is equal to −e 1+mi , −e 1+mi − e 2+mi ,or −e 1+mi − e 2+mi − e 3+mi . Here we identify e j with e j−hi if j > h i . Recall that µ Mi = (1, . . . , 1, 0 . . . , 0) with multiplicities m i and h i − m i . Thus
This explicit description also shows that w(α) is a positive root. Besides, with ν Mi = (m i /h i , . . . , m i /h i ) we obtain that
We consider the case w(α), α ∨ ≥ 0. Then aα+bw(α), α ∨ ≥ 2a and aα+bw(α), w(α) ∨ ≥ 2b. Hence for all a, b > 0, the linear combination aα + bw(α) cannot be a root. From (6) and (7), we obtain for α, µ M ≥ 0
It only remains to show (
Here, the last equation follows from (9). Let now w(α), α ∨ = −1. Then we similarly obtain that α + w(α) is the only positive linear combination that can be a root. Besides, we know from (8) that w(α) − α, µ M = 3. If in this case w(α), µ M ≥ 2, (6) and (7) imply
for some y ∈ O L and c ∈ k. For α, µ M ≥ 0 we use (5) and obtain = Kt
The calculation for the remaining case α, µ M ≤ −2 is similar. If α, µ M ≥ 0, it remains to compare (µ M + α ∨ ) dom and the minimal dominant µ with µ min µ and µ min = µ. We describe how to compute (µ M + α ∨ ) dom and µ. For both Hodge vectors one can start with µ M + α ∨ and then successively add coroots until one reaches the desired element. For (µ M + α ∨ ) dom one replaces µ M + α ∨ by images µ i under reflections in the Weyl group. In the ith step one adds −β
to µ i−1 for some simple root β i . One chooses the roots β i such that β i , µ i−1 < 0. Then one can inductively show that in each step − β i , µ i−1 / β i , β ∨ i = 1. But this is also exactly the description of how to obtain µ from µ min + α ∨ . Thus the two Hodge vectors are equal. Case 3. α 0 is a long root of G. In this case let α = α 0 . As w(α) is in the W -orbit of α, it is also a long root. The same arguments as in the preceding case show that (8) holds in this case, that w(α), µ M > 0, and that (
The same calculations and subcases as in Case 2 show the claim.
Case 4. α 0 is a short root of G. Let β be the longer neighbour of α 0 in the Dynkin diagram and α = (α
Then α is a long root of G. As in Case 2 one can show that (µ min + α ∨ ) dom µ. Note that the corresponding assertion for α 0 instead of α does not hold in general in this case. We treat the different possible root systems separately.
If G is of type G 2 , the long roots β and α = 3α 0 + β generate a sub-root system of type A 2 , and the corresponding subgroup of G contains b. Thus the assertion for this case follows from Case 2.
If G is of type C n with n ≥ 2, the roots of M and α = 2α 0 + β generate a sub-root system of type C n−1 + A 1 . The corresponding Levi subgroup of G contains b, and α is a long root. This case is covered by Case 3.
If G is of type B n with n ≥ 3, again α = 2α 0 + β. We have n = h 1 where h 1 is as in the definition of the normal form of b in Section 2.1. An explicit description of the root system is given by the simple roots β = e 1 − e 2 , . . . , e n−1 − e n , and α 0 = −e 1 . Then α = −e 1 − e 2 and w(α) = −e m1+1 − e m1+2 . The sum of the coefficients of each root with respect to the basis {e i } is at least −2. Hence no linear combination aα + bw(α) with a, b > 0 is a root. Again, the image of µ in X * (A 1 ) is equal to (c + 1, . . . , c + 1, c, . . . , c) with multiplicities m 1 and h 1 − m 1 and c ∈ Z. As h 1 = n > 2, we have w(α), µ M > w(α), ν ≥ 0. Thus we obtain
Else we use again (5) and obtain
Let now G be of type F 4 . Again α = 2α 0 + β. Using the explicit description of this root system one sees that α + w(α) is the only positive linear combination of α and w(α) that can be a root. Besides, the explicit calculation of w(α) yields w(α) − α, µ M ≥ 3. Using the same calculation as in Case 2 for w(α), α ∨ = −1, the claim follows.
Non-closed affine Deligne-Lusztig varieties
We give an example of a non-closed affine Deligne-Lusztig variety for G = GL 5 with π 0 (X µ (b)) = π 0 (X µ (b)). We use the interpretation of X as a set of lattices in L 5 that is introduced in the proof of Lemma 6.
Let B ⊆ GL 5 be the Borel subgroup of upper triangular matrices and let A be the diagonal torus.
We denote a basis of L 5 by e 1,0 , e 1,1 , e 2,0 , e 2,1 , and e 2,2 . For i ∈ Z let e 1,i = te 1,i−2 and e 2,i = te 2,i−3 . Let b ∈ G(L) with bσ(e i,j ) = e i,j+1 . Then ν = ( More precisely, we define a morphism Z 2 A 2 → X µ (b) which is a bijection on k-valued points. Let Λ ⊂ L 5 be the lattice corresponding to a point of X µ (b). As there is only one µ i = 0, we have Λ/(bσ(Λ)+tΛ) ∼ = k. Each v ∈ Λ\(bσ(Λ)+tΛ) generates Λ as a bσ-invariant O L -module. We renormalize the second indices of the e i,j by a suitable shift such that v = i∈{1,2},j≥0 β i,j e i,j with β i,j ∈ k and β i,0 = 0. By multiplying with β −1 1,0 ∈ k × we may assume that β 1,0 = 1. We have (bσ) l v = e 1,l + j>0 β σ l 1,j e 1,j+l + j≥0 β σ l 2,j e 2,j+l , hence we can modify v by an infinite but converging linear combination of these elements for l > 0 to obtain an element of Λ\(bσ(Λ)+tΛ) of the form e 1,0 + j≥0 β 2,j e 2,j . We assume that v is already of this form. Then We repeat the modifications of v similarly for w: By dividing w by β σ 2 2,0 and after subtracting a suitable linear combination of the (bσ) l w, we obtain that e 2,2 ∈ bσ(Λ) + tΛ. Hence also e 2,j = (bσ) j−2 (e 2,2 ) ∈ bσ(Λ) + tΛ for all j ≥ 2. We can now modify v by a suitable linear combination of these vectors to obtain an element of the form v ′ = e 1,0 + a 0 e 2,0 + a 1 e 2,1 ∈ Λ \ (bσ(Λ) + tΛ)
for some a 0 , a 1 ∈ k. This implies (bσ) 2 (v ′ ) − a σ 2 0 e 2,2 − a σ 2 1 e 2,3 = e 1,2 ∈ Λ. Finally we obtain (11) Λ = e 1,0 + a 0 e 2,0 + a 1 e 2,1 , e 1,1 + a σ 0 e 2,1 , e i,j | j ≥ 2 OL for some a 0 , a 1 ∈ k. We can now define a morphism A 2 → X µ (b) by mapping (a 0 , a 1 ) to the lattice in (11). We choose {s The morphism defines a bijection of geometric points which implies
