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ABSTRACT
Conventional 2D video production provides a fixed-view
reproduction of a recorded event in which a director defines
every moment to be viewed. Multiple camera studio sys-
tems are now being developed to capture real-world events
from multiple viewpoints to replay the event in 3D as a free-
viewpoint video. Free-viewpoint video provides the consumer
the flexibility to interact with a scene by changing the view-
point in replaying the event. The challenge in computer vision
and computer graphics remains to capture real world events
for both replay and to provide the director or consumer the
freedom to synthesize new unseen content. In this paper we
explore the use of free-viewpoint video in content synthesis
by re-using captured scenes of people. Our work combines
image based scene reconstruction and video-based animation
techniques to provide a new approach that allows interactive
character animation from free-viewpoint video.
1. INTRODUCTION
Reconstruction and rendering synthetic views of people from
video images was first introduced in the ‘Virtualized Reality’
project by Kanade et al. [1]. The project demonstrated that a
recorded event could be replayed in 3D providing an immer-
sive viewing experience. The use of multiple camera studios
for research into capture of people has since been widely re-
ported [2, 3, 4, 5, 6, 7]. These systems produce a 3D video
representation, termed free-viewpoint video, that supports the
manipulation of the virtual view at the point of rendering.
Conventional 2D video production techniques provide a
fixed-viewpoint reproduction of a recorded event in which a
director defines every moment to be viewed. Free-viewpoint
video provides the consumer the flexibility to interact with a
scene by changing the viewpoint in replaying an event. This
work is now being explored to create a new medium, termed
3D television (3DTV) [8, 9] or Free Viewpoint Television
(FVT) [10]. The challenge in computer vision and computer
graphics remains to capture real world events to both replay
the event and to provide the director or consumer the freedom
to synthesize new unseen content.
People form a central component of most entertainment
and communication content. In this paper we explore the
Fig. 1. Video capture in a blue-screen studio is used to recon-
struct a 3D surface representation for free-viewpoint video
production.
use of free-viewpoint video in content synthesis by re-using
captured scenes of people. Our work combines image based
reconstruction [7, 11] and video-based animation techniques
[12, 13] to create a new form of animation termed video-based
character animation [14]. A multiple camera blue-screen stu-
dio is used to capture free-viewpoint video sequences from a
performer as depicted in Figure 1, and new content is synthe-
sized by combining different motions to create an animated
sequence.
In the following sections free-viewpoint video produc-
tion is introduced and video-based character animation is pre-
sented and contrasted with a conventional approach to char-
acter animation using an articulated skeleton structure [15].
Video-based character animation allows the synthesis of highly
realistic human appearance by reproducing the complex sur-
face dynamics such as cloth motion and wrinkles captured in
free-viewpoint video while also providing support to control
the scene dynamics allowing a user to direct the animation of
a character and produce new content.
(a) Camera image (b) 2.5D stereo
(c) visual-hull (d) silhouette + stereo
Fig. 2. Comparison of scene reconstruction techniques show-
ing (b) multi-view stereo, (c) shape from silhouette and (d)
global optimization to match silhouette and stereo cues.
2. FREE-VIEWPOINT VIDEO PRODUCTION
Multiple camera studio systems have been developed to cap-
ture the appearance of people from multiple viewpoints to
construct free-viewpoint video. Scene reconstruction is typi-
cally performed first to recover a 3D representation of the dy-
namic scene and video-based rendering is performed to syn-
thesize a novel view by using the original video images as a
set of view-dependent textures for the 3D surface.
2.1. Scene Reconstruction
The process of 3D scene reconstruction from 2D camera im-
ages is termed image-based modelling. In image-based recon-
struction a 2.5D depth representation is recovered from two or
more cameras through a regularized search for image corre-
spondence. The ‘Virtualized Reality’ project [1] first recon-
structed dynamic scenes of people using a 51 camera dome by
fusing multiple 2.5D depth images into a single 3D surface.
Image-based correspondence however fails with uniform ap-
pearance where matching is ambiguous, at depth discontinu-
ities where the surface is tangential to the image plane, and
surface fusion relies on accurate reconstruction of all surface
regions recovered independently in the 2.5D representation.
Figure 2(b) shows multi-view stereo reconstruction for a per-
son where uniform surface appearance and inaccurate 2.5D
depth estimation from wide-baseline views results in a noisy
integrated 3D surface.
Volumetric reconstruction techniques have been proposed
instead to derive the 3D volume that is consistent with multi-
ple images. A volume representation allows inference of vis-
(a) Camera image (b) 2.5D stereo
(c) visual-hull (d) silhouette + stereo
Fig. 3. Virtual view synthesis using view-dependent render-
ing from multiple camera images with inexact (b), (c) and
accurate (d) surface reconstruction.
ibility and integration of appearance across multiple widely
spaced camera views. Shape-from-silhouette (SFS) techniques
derive the visual-hull, the maximal volume that is consis-
tent with a set of foreground images. Moezzi et al. [16]
first demonstrated 3D view generation of people using SFS
and video-rate reconstruction has been achieved using image-
based volume discretization [17]. The visual-hull, however,
only provides an upper bound on the volume of the scene,
concavities that are occluded in silhouettes are not reconstructed,
appearance is not matched across images and phantom false-
positive volumes can occur that are consistent with the image
silhouettes. Figure 2(c) shows the visual-hull derived from
multi-view silhouettes in which surface concavities are not
represented and phantom volumes are incorporated into the
recovered surface.
Space-carving [18, 19] techniques provide the photo-hull,
the maximal volume that is photo-consistent across all visi-
ble camera images. Colour or stereo photo-consistency can
be used to refine SFS to match appearance across multiple
views. Vedula et al. [6] used the photo-hull to reconstruct
dynamic scenes of people. Independent voxel carving how-
ever suffers either from under or over carving according to
the photo-consistency criteria. Regularisation has been intro-
duced using a level-set approach to multiple view stereo [20]
and applied to spatio-temporal human shape reconstruction
[21]. A level-set approach is however susceptible to local-
minima and hence is dependent on the intial surface solution
provided by the visual-hull. These techniques also neglect the
shape constraint imposed by silhouette images.
Multiple shape cues have been combined for robust re-
construction using iterative local-surface optimization tech-
(a) Captured camera images (0◦,45◦,90◦) (b) Rendered mid view images (c) Real cameras not used(22.5◦,67.5◦) (22.5◦,67.5◦)
Fig. 4. Comparison of video-based rendering using global surface optimization [11] against real images from the same view
which were not used in the reconstruction
niques. The visual-hull [22, 23, 7] has been used to provide
an initial surface model which is then optimized to match both
silhouette contours and to maximize photo-consistency. Sur-
face optimization is however subject to local minima, the sur-
face is constrained to represent only those structures that are
defined in the initial surface and retains any incorrect struc-
tures. Initialization using the visual-hull retains the phantom
structures illustrated in Figure 2(c). Only limited work exists
[24, 11] that integrates multiple shape cues for robust scene
reconstruction without constraint to a deformation with re-
spect to the visual-hull surface. A global optimization ap-
proach [11] without restriction to the shape of the visual-hull
is illustrated in Figure 2(d).
2.2. Video-based Rendering
The problem of synthesising novel views from camera images
is termed image-based rendering. In the purest form view
synthesis is performed directly from the camera images with-
out the requirement for an explicit 3D scene reconstruction.
The images are treated as a set of samples of the light-field
in the scene [25, 26] and image samples are interpolated to
generate the light-field arriving at a novel viewpoint. Highly
realistic view synthesis can be achieved at the cost of requir-
ing dense image sampling to avoid artefacts in interpolating
camera images without the exact registration between the im-
ages provided by the underlying scene geometry.
Image-based modelling and image-based rendering have
been combined to synthesize novel views from a sparse set
of cameras by using scene geometry to provide the corre-
spondence between images. Debevec et al. [27] introduced
the concept of view-dependent texturing in which camera im-
ages are used as a set of view-dependent textures for a re-
constructed scene. In rendering a virtual view only a sub-
set of cameras that are closest to the virtual camera are used
as textures with a weighting defined according to the rela-
tive distance to the virtual viewpoint. The advantage of view-
dependent rendering is that it can overcome inaccuracies in
geometric scene reconstruction by reproducing the change in
surface appearance that is sampled in the original camera im-
ages. A unified framework for image-based rendering that
extends light-field rendering to incorporate a geometric rep-
resentation for view-dependent texturing has now been pre-
sented [28].
Video-based rendering simply extends image-based ren-
dering to the temporal domain by rendering from multiple
video streams using the reconstructed surface at each time
frame. Free-viewpoint video production has been demon-
strated using multiple-view stereo reconstruction [1], shape
from silhouette [2, 3, 4], photo-consistency [6], area-based
stereo [5] and surface optimization [7]. Figure 3 illustrates the
advantage of view-dependent rendering with inexact shape re-
construction using multiple-view stereo, Figure 3(b), shape
from silhouette, Figure 3(c) in comparison with exact shape
reconstruction using global optimization [11], Figure 3(d).
Even with a poor scene reconstruction the virtual view ap-
proximates the true scene by reprojecting the appearance sam-
pled in the closest camera views.
Video-based rendering reproduces the detailed surface ap-
pearance in the camera images. However, with only an ap-
proximate scene reconstruction and potentially inexact cam-
era calibration, the correspondence provided between camera
images will be inaccurate. Without exact sub-pixel accurate
correspondence, view-dependent rendering will blend differ-
ent scene points between images causing blurring and dou-
ble exposure effects in the synthesized views as seen in Fig-
ure 3(b),(c). In previous work [7] a view-dependent approach
to image-based modelling was introduced to optimize scene
geometry for view-dependent rendering, overcoming ambigu-
ities in reconstruction and inexact camera calibration by pro-
viding the scene geometry that optimizes image correspon-
dence in the subset of cameras used in rendering. With ac-
curate camera calibration and scene reconstruction in the stu-
dio environment, a single optimized scene geometry can now
be used to achieve view synthesis approaching the quality of
the original video images as shown in Figure 3(d). Figure 4
Fig. 5. Model-based reconstruction from camera images in-
struments a reconstructed scene with a skeletal animation
structure to allow synthesis of new animated content.
shows a comparison of view synthesis against a set of camera
images not used in reconstruction.
3. ANIMATION SYNTHESIS
Free-viewpoint video techniques make no assumption on the
structure of the scene to be captured. The advantage of this
approach lies in the ability to handle any scene. The disadvan-
tage is that the structure is not consistent over time. The scene
is typically captured as an unstructured sequence of triangu-
lated surface meshes in which the surface sampling, geom-
etry, topology and mesh connectivity changes at each time
frame. This poses two problems: firstly, there is no consistent
parameterization to efficiently represent the large amounts of
geometry and appearance data; and secondly there is no struc-
ture to manipulate the data to synthesize new content.
3.1. Model-based Scene Representation
In previous work [15] a model-based approach to scene re-
construction was introduced to recover a structured represen-
tation for scenes of moving people. Model-based reconstruc-
tion techniques take a prior model and perform model fitting
to recover the shape that best fits the camera images. This ap-
proach introduces prior knowledge to regularize scene recon-
struction in the presence of visual ambiguities such as noise,
sparse or outliers in the data. A prior model also provides
a single consistent scene structure to represent the changing
surface geometry and appearance. The captured surface can
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Fig. 6. Captured free-viewpoint video is decomposed into a
move-tree of motions for a character. Interactive character
control is achieved by allowing a user to change the state of a
character in the move tree.
also be animated by instrumenting the prior model with an
animation structure. Figure 5 illustrates model-based recon-
struction from camera images in which a skeletal structure
enables animation of the reconstructed surface.
Model-based scene reconstruction provides the structure
necessary to represent free-viewpoint video to allow the syn-
thesis of new dynamic events. Model-based techniques are
however restricted to scenes that are consistent with the prior
model. The humanoid model depicted in Figure 5 cannot
be used for example to recover the motion of a skirt or coat
that is not represented. The model must also be registered
at each time-frame prior to surface reconstruction requiring
articulated motion tracking across all frames. The challenge
for computer vision and computer graphics lies in represent-
ing multiple view video to support synthesis of new animated
content with the freedom to handle any scene content.
3.2. Video-based Character Animation
Example-based approaches to animation have demonstrated
synthesis of highly realistic content from captured real-world
events. Human skeletal motion has been captured using marker-
based motion capture technology and represented as a data-
base of motion segments. This database can be compiled into
a graph structure, termed a motion graph [29], that defines the
feasible transitions between motions. Novel animations can
then be synthesized by concatenating segments along paths
in the graph [30, 29, 31]. Similarly, resampling video se-
quences of the face [32, 12] and dynamic scenes [33, 13] has
demonstrated video-quality animation synthesis for a fixed
viewpoint using a database of video sequences. In previ-
ous work [14, 34] example-based animation of people was
proposed, extending video-based animation synthesis to an
arbitrary virtual viewpoint using motions captured as free-
viewpoint video without restriction to the shape of a prior
model.
Animation by example is a technique that has already found
Fig. 7. Highly realistic animation synthesis using free-viewpoint video motions captured in an 8 camera high-definition studio.
wide-spread use in computer games where segments of skele-
tal motion data are captured from real people using motion
capture technology. A library of articulated motion is con-
structed for a digital character termed a Performance Library
and a graph structure termed a Move Tree is constructed to
define the flow of motion for a character through the library.
Character control is achieved at run-time by controlling the
state of the character in this move tree. Figure 6 illustrates
this concept of character control through a graph of anima-
tion states in a move tree.
Interactive character control is achieved using a library
of free-viewpoint video recorded from a person in a multiple
camera studio. The person is asked to perform a series of pre-
defined motions that form the building blocks for animation
synthesis. As traditionally performed in computer games the
performance library is manually constructed by defining the
start and end-points for motion clips and a move tree is con-
structed by defining the transition points between different
motions. This new form of animation representation repro-
duces the complete appearance of an actor rather than sim-
ply the skeletal motion. Animation synthesis then recreates
the detailed surface motion dynamics recorded in the original
video images to produce a highly realistic digital character.
Figure 7 demonstrates the level of realism that can now be
achieved in character animation using free-viewpoint video.
4. CONCLUSION
Free-viewpoint video production in a multiple camera studio
has been introduced as a means to construct highly realistic
digital character animation. A character is constructed as a
move-tree of free-viewpoint video sequences of human mo-
tion. Compared to a conventional model-based approach with
a skeletal animation structure, free-viewpoint video based an-
imation has the advantage of being able to model any ani-
mated content that can be recorded in video images. This
provides a new representation for animation that recreates the
complex surface dynamics recorded in the original video im-
ages to create highly realistic characters while providing sup-
port to interactively control animation.
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