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Abstract. In this paper, we design Dirichlet-Neumann boundary feedback controllers for the Korteweg-
de Vries (KdV) equation that act at the right endpoint of the domain. The length of the domain is
allowed to be critical. Constructing backstepping controllers that act at the right endpoint of the
domain is more challenging than its left endpoint counterpart. The standard application of the back-
stepping method fails, because corresponding kernel models become overdetermined. In order to deal
with this difficulty, we introduce the pseudo-backstepping method, which uses a pseudo-kernel that
satisfies all but one desirable boundary condition. Moreover, various norms of the pseudo-kernel can
be controlled through a parameter in one of its boundary conditions. We prove that the boundary
controllers constructed via this pseudo-kernel still exponentially stabilize the system with the cost of
a low exponential rate of decay. We show that a single Dirichlet controller is sufficient for exponential
stabilization with a slower rate of decay. We also consider a second order feedback law acting at the
right Dirichlet boundary condition. We show that this approach works if the main equation includes
only the third order term, while the same problem remains open if the main equation involves the first
order and/or the nonlinear term(s). At the end of the paper, we give numerical simulations to illustrate
the main result.
1. Introduction
This article is devoted to the study of the boundary feedback stabilization of the Korteweg-de
Vries (KdV) equation on a bounded domain Ω = (0, L) ⊂ R. The linear version of the model under
consideration is given by
(1.1)

ut + ux + uxxx = 0 in Ω× R+,
u(0, t) = 0, u(L, t) = U(t), ux(L, t) = V (t) in R+,
u(x, 0) = u0(x) in Ω,
whereas the nonlinear version of this model is written with the main equation in (1.1) replaced with
(1.2) ut + ux + uxxx + uux = 0.
In (1.2), u = u(x, t) is a real valued function that can model the evolution of the amplitude of a
weakly nonlinear shallow dispersive wave in space and time [12]. The inputs U(t) = U(u(t, ·)) and
V (t) = V (u(t, ·)) at the right endpoint of the boundary are feedbacks. The goal is to choose these
boundary feedbacks so that the solutions of (1.1) and (1.2) decay to zero as t→∞, at an exponential
rate in the mean-square sense.
Controlling the behavior of solutions of evolution equations is an important topic, and many ap-
proaches have been proposed. One method is to use local or global interior controllers. Another
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2 KDV EQUATION
method is to use external (boundary) controllers, especially in those models where it is difficult to ac-
cess the domain. Using feedback type controls is a common tactic to stabilize the solutions. However,
non-feedback type controls (open loop control systems) are also used for steering solutions to or near
a desired state. Exact, null, or approximate controllability models have been developed for almost all
well-known PDEs.
Exact boundary controllability of linear and nonlinear KdV equations with the same type of bound-
ary conditions as in (1.1) was studied by [21], [7], [25], [9], [3], [6], [22], and [10]. In these papers, the
boundary inputs are chosen in advance to steer solutions to a desired final state at a given time. This
results in an open loop model. In contrast, the boundary inputs in our model depend on the solution
itself, and (1.1) is therefore closed loop.
Stabilization of solutions of the KdV equation with a localised interior damping was achieved by
[20], [17], [16], and [1]. There are also some results achieving stabilization of the KdV equation by
using predetermined local boundary feedbacks; see for instance [15], and [11].
1.1. Motivation. (1.1) and (1.2) with homogeneous boundary conditions (U = V ≡ 0) are both
dissipative since ddt‖u(t)‖2L2(Ω) ≤ 0. However, this does not always guarantee exponential decay. It is
well-known that if L ∈ N ≡
{
2pi
√
k2 + kl + l2
3
, k, l ∈ N
}
(so called critical lengths for KdV), then
the solution does not need to decay to zero at all. For example, if L = 2pi, u = 1 − cos(x) is a (time
independent) solution of (1.1) on Ω = (0, 2pi), but its L2−norm is constant in t. On the other hand, if
L is not critical, one can show the exponential stabilization of solutions for (1.1) under homogeneous
boundary conditions; see for example [20, Theorem 2.1].
Recently, [5] studied the boundary feedback stabilization of the KdV equation with the boundary
conditions
(1.3) u(0, t) = U(t), ux(L, t) = 0, u(L, t) = 0
by using the back-stepping technique (see for example [13]). [5] proved that given any r > 0, there
corresponds a smooth kernel k = k(x, y) such that the boundary feedback controller U(t) = U(u(t, ·)) =∫ L
0 k(0, y)u(y, t)dy steers the solution of the linear KdV equation to zero with the decay rate estimate
‖u(t)‖L2(Ω) . ‖u0‖L2(Ω)e−rt. Moreover, the same result also holds true for the nonlinear KdV equation
provided that u0 is sufficiently small in the L
2−sense. Here, k = k(x, y) is an appropriately chosen
kernel function satisfying a third order PDE model on a triangular domain that involves three boundary
conditions. In [5], the control acts on the Dirichlet boundary condition at the left endpoint of the
domain. However, the situation is very different if the control acts at the right endpoint of the domain,
because then the kernel of the backstepping controller has to satisfy an overdetermined PDE model
whose solution may or may not exist. Therefore, the problem of finding backstepping controllers acting
at the right endpoint of the domain is interesting.
Coron & Lu¨ [8] studied this problem with a single controller acting from the Neumann boundary
condition on domains of uncritical lengths. They prove the rapid exponential stabilization of solutions
for the KdV equation under a smallness assumption on the initial datum. The method of [8] is based
on using a rough kernel function in the backstepping integral transformation. The construction of the
rough kernel relies on the exact controllability of the linear KdV equation by the Neumann boundary
control acting at the right endpoint of the domain. However, the exact controllability was proved
only for the domains of uncritical lengths. On the other hand, the exponential decay of solutions for
the linearized KdV equation holds even without adding any control to the system when the length of
the domain does not belong to the set of critical lengths [20]. Therefore, the following remains as an
important problem:
Problem 1.4. Let L > 0 (not necessarily uncritical). Can you find a kernel k = k(x, y) such that the
solution of (1.1) and (1.2) satisfies
(1.5) ‖u(·, t)‖L2(Ω) = O(e−rt)
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for some r > 0 with boundary feedback controllers given by
(1.6) U(t) =
∫ L
0
k(L, y)u(y, t)dy and V (t) =
∫ L
0
kx(L, y)u(y, t)dy ?
A stronger version of the above problem is the following:
Problem 1.7. Given r > 0, can you find a kernel k = k(x, y) such that the solution of (1.1) and
(1.2) satisfies the L2−decay estimate (1.5) with the boundary feedback controllers given in (1.6)?
This paper and the method proposed address only Problem 1.4, and the latter problem still remains
open for domains of critical length.
In order to understand the nature of the problem and the difficulty here, let us consider the linearised
KdV equation in (1.1). A backstepping controller for this linear model is generally constructed by
using a transformation given by
(1.8) w(x, t) ≡ u(x, t)−
∫ x
0
k(x, y)u(y, t)dy,
where the unknown kernel function k(x, y) is chosen in such a way that if u is a solution of (1.1) with
the boundary feedback controllers given in (1.6), then w is a solution of the damped homogeneous
initial-boundary value problem (so called “target system”)
(1.9)

wt + wx + wxxx + λw = 0 in Ω× R+,
w(0, t) = w(L, t) = wx(L, t) = 0 in R+,
w(x, 0) = w0(x) ≡ u0 −
∫ x
0 k(x, y)u0(y)dy in Ω.
The reason is that the solution of (1.9) satisfies ‖w(t)‖L2(Ω) = O(e−λt), and if the given transformation
is invertible, one can hope to get a similar decay property for u.
The essence of the back-stepping algorithm is to find an appropriate kernel function k which serves
the purpose. In order to do this, one simply assumes that u solves (1.1) and plugs in u(x, t) −∫ x
0 k(x, y)u(y, t)dy into the main equation in (1.9) wherever one sees w. This gives a set of sufficient
conditions that the kernel has to satisfy. Note that w satisfies the given homogeneous boundary
conditions w(0, t) = w(L, t) = wx(L, t) = 0 by the transformation in (1.8) and the choice of the
feedback controllers in (1.6). In order for the main equation in (1.9) to be satisfied, one can impose a
few conditions on k. Indeed, computing the derivative of w with respect to the temporal and spatial
derivatives and putting these together, we obtain the following:
wt(x, t) + wx(x, t) + wxxx(x, t) + λw(x, t) = ky(x, 0)ux(0, t)
−
∫ x
0
u(y, t) [kxxx(x, y) + kx(x, y) + kyyy(x, y) + ky(x, y) + λk(x, y)] dy(1.10)
−k(x, 0)uxx(0, t)− ux(x, t)
[
ky(x, x) + kx(x, x) + 2
d
dx
k(x, x)
]
+u(x, t)
[
λ− kxx(x, x) + kyy(x, x)− d
dx
kx(x, x)− d
2
dx2
k(x, x)
]
.
The above equation is the same as that of the target system (1.9) if k solves the third order partial
differential equation together with the set of boundary conditions given by
kxxx + kyyy + ky + kx = −λk,
k(x, x) = k(x, 0) = ky(x, 0) = 0,(1.11)
kx(x, x) =
λ
3
x,
where the PDE model is considered on the triangular spatial domain T ≡ {(x, y) ∈ R2 |x ∈ [0, L], y ∈
[0, x]} (see Figure 1 below).
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Figure 1. Triangular region T for L = 2pi
In order to solve the problem (1.11), one generally first applies a change of variables. Here, an
appropriate choice would be to define t ≡ y, s ≡ x − y, and G(s, t) ≡ k(x, y). Then, G satisfies the
boundary value problem given by
Gttt − 3Gstt + 3Gsst +Gt = −λG,(1.12)
G(s, 0) = Gt(s, 0) = G(0, t) = 0,(1.13)
Gs(0, t) =
λ
3
t(1.14)
on the triangular domain T0 ≡ {(s, t) | t ∈ [0, L], s ∈ [0, L− t]} (see Figure 2 below).
Unfortunately, it is not easy to decide whether (1.12)-(1.14) has a solution. Note that there is
also a mismatch between the boundary conditions Gt(s, 0) = 0 and Gs(0, t) =
λ
3
t in the sense that
Gts(0, 0) = 0 6= Gst(0, 0) = λ
3
. Hence, the standard back-stepping algorithm fails because it enforces
us to solve an overdetermined singular PDE model. This issue does not arise if one tries to control
the system from the left endpoint of the domain as in [5].
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Figure 2. Triangular region T0 for L = 2pi
The adverse effect of the nonhomogeneous boundary condition in the kernel PDE model was elimi-
nated by expanding the domain from a triangle into a rectangle in [8]. However, this approach brings
a dirac delta term to the right hand side of the main equation; see the kernel model in [8, Section 1].
The cost of this is that the constructed kernel cannot be expected to be very smooth. However, the
higher regularity is crucial to rigorously justify the calculations in (1.10) that show the equivalence
of the original plant and the exponentially stable target system. Therefore, we rely on a different
idea based on constructing an imperfect but smooth kernel. The details of this construction are given
below.
1.2. Pseudo-backstepping. We introduce a new backstepping technique which eliminates the diffi-
culties explained in the previous section. In the standard backstepping method, the plant model (1.1)
is transformed into the most desirable (e.g., exponentially stable) target system with a transformation
KdV Equation 5
as in (1.8). This is called forward transformation. The target system is then transformed back into
the plant model via an inverse transformation, generally in the form
(1.15) u(x, t) = w(x, t) +
∫ x
0
p(x, y)w(y, t)dy.
This is called backward transformation. A combination of these two steps allows one to conclude that
the plant is stable if and only if the target system is stable in the same sense (see Figure 3).
Figure 3. Standard back-stepping
Unfortunately, applying this algorithm to our problem forces kernels p and k to be solutions of
overdetermined boundary value problems, and thus the method fails.
Our strategy uses a pseudo-kernel which is chosen as a solution of a corrected version of the gain
control PDE given by:
G˜ttt − 3G˜stt + 3G˜sst + G˜t = −λG˜,(1.16)
G˜(s, 0) = G˜(0, t) = 0,(1.17)
G˜s(0, t) =
λ
3
t(1.18)
on the triangular domain T0. Unlike in the previous model (1.12)-(1.14), here the boundary condition
G˜t(s, 0) = 0 is completely disregarded. One advantage of using this modified model is that we can solve
it. Another is that, even though the boundary condition G˜t(s, 0) = 0 is disregarded, we can control
the size of this boundary condition by choosing λ sufficiently small. The cost of using a pseudo-kernel
is that the target system changes, (see the modified target system in (2.17)), which causes a slower
rate of decay. Nevertheless, this new method (henceforth referred to as pseudo-backstepping) allows
us to obtain physically reasonable exponential decay rates for some choice of λ (see Table 1 for sample
decay rates for some values of λ on a domain of length L = 2pi).
Another aspect of our method is that instead of using a concrete backward transformation as in
(1.15), we rely on the existence of an abstract inverse transformation that maps the solution of the
modified target system back into the original plant. The existence of such a transformation is proved
via succession (see Lemma 2.22 below). This type of backward transformation was previously used in
the stabilization of the heat equation with a localized source of instability [14]. We do not search for
an inverse of type (1.15) to avoid a highly overdetermined system that would result from computing
the temporal and spatial derivatives of the given transformation and finding the conditions that p has
to satisfy.
Figure 4. Pseudo-backstepping
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λ α = λ− 12‖k˜y(·, 0)‖2L2(Ω)
0.01 0.00954938
0.02 0.0167563
0.03 0.0181985
0.04 0.00844268
0.05 -0.0203987
0.10 -0.961935
1 -83925.8
Table 1. Numerical experiments on a domain of critical length L = 2pi
1.3. Main results. Applying the pseudo-backstepping method explained above to the linearized and
nonlinear KdV models given in (1.1) and (1.2), we are able to prove the following wellposedness and
stabilization theorems:
Theorem 1.19 (Wellposedness). Let T > 0, u0 ∈ L2(Ω) and
(1.20) U(t) =
∫ L
0
k˜(L, y)u(y, t)dy, V (t) =
∫ L
0
k˜x(L, y)u(y, t)dy,
where k˜ is a smooth kernel given by (2.15). Then, (1.1) has a unique solution u ∈ C([0, T ];L2(Ω)) ∩
L2(0, T ;H1(Ω)) satisfying also ux ∈ C([0, L];L2(0, T )). Moreover, the same result also holds true for
the nonlinear KdV equation (1.2) if ‖u0‖L2(Ω) is sufficiently small.
Remark 1.21. Indeed, our analysis in this paper also shows that if u0 ∈ H3(Ω) and satisfies the
compatibility conditions
(1.22) u0(0) = 0, u0(L) =
∫ L
0
k˜(L, y)u0(y)dy, u
′
0(L) =
∫ L
0
k˜x(L, y)u0(y)dy,
then the solution of (1.1) or the local solution of (1.2) satisfies u ∈ C([0, T ];H3(Ω))∩L2(0, T ;H4(Ω)).
One can also interpolate to get regularity in the fractional spaces. For example, let u0 ∈ Hs(Ω)
(s ∈ [0, 3]) so that it satisfies the compatibility conditions u0(0) = 0, u0(L) =
∫ L
0 k˜(L, y)u0(y)dy if
s ∈ [0, 3/2] and the compatibility conditions (1.22) if s ∈ (3/2, 3]. Then, the solution of (1.1) or the
local solution of (1.2) satisfies u ∈ C([0, T ];Hs(Ω)) ∩ L2(0, T ;Hs+1(Ω)).
Theorem 1.23 (Stabilization). Let u0 ∈ L2(Ω). Then, for sufficiently small λ > 0, one has α =
λ− 12‖k˜y(·, 0)‖2L2(Ω) > 0, where k˜ is given by (2.15), and the corresponding solution of (1.1) with the
boundary feedback controllers (1.20) satisfies ‖u(t)‖L2(Ω) . ‖u0‖L2(Ω)e−αt. Moreover, the same decay
property is also true for the nonlinear KdV equation (1.2) if ‖u0‖L2(Ω) is sufficiently small.
Remark 1.24. The proof of Theorem 1.23 is given in the next section. Table 1 gives some exam-
ples where exponential stabilization can be achieved. For example, when λ = 0.03, the decay rate is
approximately of order O(e−0.18t) on a domain of length L = 2pi. The exponential decay rate is sub-
stantially small (see Table 1) relative to the decay rates one can get by controlling the equation from
the left end-point with the same type of boundary conditions. Indeed, what matters is is not where the
controller is located,but rather the number of boundary conditions specified on the opposite side of the
boundary. For example, if one specified two boundary conditions at the left and only one boundary
condition at the right, then it would be easier to control from right and more difficult to control from
left, in contrast to the problem studied in this paper.
KdV Equation 7
2. Stabilization
In this section, we prove Theorem 1.23. First, we prove the existence of the pseudo-kernel and the
abstract inverse transformation. Secondly, by using the multiplier method, we obtain the stabilization
for suitable λ. The multiplier method is applied only formally, but the calculations can be justified by
a standard density argument and the regularity results proved in the next section.
2.1. Linearised model. The sought-after solution of (1.16)-(1.18) can be constructed by applying
the successive approximations technique to the integral equation
(2.1) G˜(s, t) =
λ
3
st+
1
3
∫ t
0
∫ s
0
∫ ω
0
(−G˜ttt + 3G˜stt − G˜t − λG˜)(ξ, η)dξdωdη.
Indeed, we have the following lemma.
Lemma 2.2. There exists a C∞-function G˜ such that G˜ solves the integral equation (2.1) as well as
the boundary value problem given in (1.16)-(1.18).
Proof. Let P be defined by
(2.3) (Pf)(s, t) =
1
3
∫ t
0
∫ s
0
∫ ω
0
(−fttt + 3fstt − ft − λf)(ξ, η)dξdωdη.
By (2.1), we need to solve the equation G˜(s, t) = λ3 st+ PG˜(s, t). Define G˜
0 ≡ 0, G˜1(s, t) = λ
3
st, and
G˜n+1 = G˜1 + PG˜n. Then for n ≥ 1, G˜n+1 − G˜n = P (G˜n − G˜n−1). So if we define H0(s, t) = st and
Hn+1 = PHn, we get Hn = 3λ(G˜
n+1 − G˜n). Moreover, for j > i,
(2.4) G˜j − G˜i =
n=j−1∑
n=i
G˜n+1 − G˜n = λ
3
n=j−1∑
n=i
Hn.
Let ‖ · ‖∞ denote the supremum norm of a function on the triangle T0. It follows from (2.4) that to
prove G˜n (and its partial derivatives) is Cauchy with respect to the norm ‖ · ‖∞ it is enough to show
Hn (and its partial derivatives) is an absolutely summable sequence with respect to the same norm.
To show Hn’s are absolutely summable, let us first write P as the sum of four operators P =
P−2 + P−1 + P0 + P1, where
P−2f =
1
3
∫ t
0
∫ s
0
∫ ω
0
−fttt(ξ, η)dξdω′dη, P−1f =
∫ t
0
∫ s
0
∫ ω
0
fstt(ξ, η)dξdω
′dη,
P0f =
1
3
∫ t
0
∫ s
0
∫ ω
0
−ft(ξ, η)dξdω′dη, P1f = 1
3
∫ t
0
∫ s
0
∫ ω
0
−λf(ξ, η)dξdω′dη.
Then
(2.5) Hn = PnH0 = (P−2 + P−1 + P0 + P1)nst =
4n∑
r=1
Rr,nst
where Rr,n := Pjr,nPjr,n−1 · · · Pjr,1 , jr,i ∈ {−2,−1, 0, 1}. Observe that for positive integers m and
nonnegative integers k
(2.6) P−1smtk = c−1sm+1tk−1 and Pismtk = cism+2tk+i for i = −2, 0, 1,
where
(2.7) c−2 =
{
0 if k ≤ 2,
− k(k−1)3(m+1)(m+2) if k > 2,
(2.8) c−1 =
{
0 if k ≤ 1,
k
(m+1) if k > 1,
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(2.9) c0 = − 1
3(m+ 1)(m+ 2)
,
(2.10) c1 = − λ
3(m+ 1)(m+ 2)(k + 1)
.
Let σ = σ(n, r) =
∑n
i=1 jr,i. From (2.6)-(2.10) one can easily see that for each n and r
(2.11) Rr,nst =
{
0 if σ < −1,
Cr,ns
βtσ+1 if σ ≥ −1
where n+ 1 ≤ β ≤ 2n+ 1 and Cr,n is a constant which only depends on n and r.
Let λ˜ = max{1, λ}. We claim that for each n and r,
(2.12) |Cr,n| ≤ λ˜
n
(n+ 1)!(σ + 1)!
.
Taking m = 1, k = 1 in (2.6)-(2.10), one can check that the claim holds for n = 1. Suppose it holds
for n = ` − 1 and for all r ∈ {1, 2, .., 4`−1}. Then for n = ` and r∗ ∈ {1, 2, .., 4`}, using (2.6) and
(2.11), we obtain Rr∗,`st = PiRr,`−1st = Cr,`−1Pisβtσ+1 = Cr,`−1cisβ
∗
tσ
∗+1 for some i ∈ {−2,−1, 0, 1}
and r ∈ {1, 2, .., 4`−1}, where β∗ is either β + 1 or β + 2, σ∗ = σ + i. By the induction assumption
Cr,`−1 ≤ λ˜`−1`!(σ+1)! . Moreover (2.7)-(2.10) and the fact that β ≥ ` imply |ci| ≤ σ+1`+1 for i = −1,−2,
|c0| < 1`+1 , and |c1| < λ(σ+2)(`+1) . Hence for each i ∈ {−2,−1, 0, 1} we get |Cr∗,`| = |Cr,(`−1)ci| ≤
λ˜`
(`+1)!(σ+i+1)! =
λ˜`
(`+1)!(σ∗+1)! , which proves that the claim holds for n = ` as well.
By (2.5), (2.11), (2.12) and the fact that 0 ≤ s, t ≤ L in the triangle T0, we obtain
(2.13) ‖Hn‖∞ ≤ 4
nλ˜nL3n+2
(n+ 1)!
which is summable. Moreover, since Hn is a linear combination of 4n monomials of the form sβtσ+1
with β ≤ 2n+ 1 and σ ≤ n, any partial derivative ∂as∂btHn of Hn will be absolutely less than
(2.14)
(2n+ 1)a(n+ 1)b4nλ˜nL3n+2−a−b
(n+ 1)!
which is also summable. 
Now, we define the pseudo-kernel by
(2.15) k˜(x, y) := G˜(x− y, y)
and consider the transformation given by
(2.16) w˜(x, t) ≡ u(x, t)−
∫ x
0
k˜(x, y)u(y, t)dy.
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Figure 5. Pseudo-kernel k˜ when λ = 0.01 (L = 2pi)
Figure 6. Control effort at the Dirichlet b.c. for different λ (L = 2pi)
Figure 7. Control effort at the Neumann b.c. for different λ (L = 2pi)
Note that we have u˜x(0, t) = w˜x(0, t) by the boundary conditions of k˜. Using this fact, we can
rewrite the modified target system as
(2.17)

w˜t + w˜x + w˜xxx + λw˜ = k˜y(x, 0)w˜x(0, t) in Ω× R+,
w˜(0, t) = w˜(L, t) = w˜x(L, t) = 0 in R+,
w˜(x, 0) = w˜0(x) := u0 −
∫ x
0 k˜(x, y)u0(y)dy in Ω.
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Multiplying the above model by w˜ and integrating over (0, 1), using the Cauchy-Schwarz inequality,
we obtain
(2.18)
1
2
d
dt
‖w˜(t)‖2L2(Ω) + λ‖w˜(t)‖2L2(Ω) ≤ −
1
2
|w˜x(0, t)|2 +
∫ L
0
k˜y(x, 0)w˜x(0, t)w˜(x, t)dx
≤ 
−1
2
|w˜x(0, t)|2 +


1
2
|w˜x(0, t)|2 + 1
2
(∫ L
0
|k˜y(x, 0)||w˜(x, t)|dx
)2
.
Since k˜ is smooth on the compact set T , we have
(2.19)
1
2
d
dt
‖w˜(t)‖2L2(Ω) +
(
λ− 1
2
‖k˜y(·, 0)‖2L2(Ω)
)
‖w˜(t)‖2L2(Ω) ≤ 0.
It follows that
(2.20) ‖w˜(t)‖2L2(Ω) ≤ ‖w˜0‖2L2(Ω)e−2αt,
where α ≡ λ− 12‖k˜y(·, 0)‖2L2(Ω). The graph of the function k˜y(·, 0) is depicted in Figure 8 on a domain
of length L = 2pi.
Figure 8. Pseudo-kernel k˜ when λ = 0.03 (L = 2pi)
By taking L2(Ω) norms of both sides of (2.16) (with t = 0) and using the Cauchy-Schwarz inequality,
we get
(2.21) ‖w˜0‖L2(Ω) ≤
(
1 + ‖k˜‖L2(T )
)
‖u0‖L2(Ω).
Let K : H l(Ω) → H l(Ω) (l ≥ 0) be the integral operator defined by (Kϕ)(x) := ∫ x0 k˜(x, y)ϕ(y)dy.
It is not difficult to prove that the operator I −K is invertible from H l(Ω)→ H l(Ω) (for l ≥ 0) with
a bounded inverse. This is proved in a general setting in the lemma below:
Lemma 2.22. I −K is invertible with a bounded inverse from H l(Ω)→ H l(Ω) (l ≥ 0).
Remark 2.23. The above lemma can be expressed in a sharper form. Indeed, the proof below shows
that Φ is a bounded operator from L2(Ω) → H l(Ω) (l = 0, 1, 2) and it is a bounded operator from
H l−2(Ω)→ H l(Ω) (l > 2).
Proof. The above lemma can be proven by slightly modifying the proof of [14, Lemma 2.4]. However,
we will still give a brief proof here since we will need to refer to some crucial details of the proof of
this lemma later in the proofs of the stabilization and well-posedness results.
To this end, let us first consider the case l = 0 and let ψ = (I −K)ϕ for some ϕ ∈ L2(Ω). The idea
is to first write ψ = ϕ− v where v = Kϕ. Note that then,
ψ(x) = ϕ(x)− [Kϕ](x) = (ψ(x) + v(x))−
∫ x
0
k˜(x, y)(ψ(y) + v(y))dy.
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This gives
v(x) =
∫ x
0
k˜(x, y)ψ(y)dy +
∫ x
0
k˜(x, y)v(y)dy.
Given a fixed ψ, one can solve this equation via succession (see [14, Lemma 2.4] for the details of the
succession argument). This implicitly defines a linear operator Φ : ψ 7→ v on L2(Ω) with the property
that Φ is bounded, i.e., there exists C0 > 0 such that
(2.24) ‖v‖L2(Ω) ≤ C0‖ψ‖L2(Ω),
where C0 depends only on ‖k˜‖L∞(T ). But then, ϕ is simply equal to (I+Φ)ψ, and therefore (I−K)−1
exists, equals I + Φ, and is bounded. By differentiating and using the smoothness of k˜, (I − K)−1
extends to a linear bounded operator also on Sobolev spaces H l(Ω) (l ≥ 1). Indeed, since k˜(x, x) = 0,
we have
(2.25) vx(x) =
∫ x
0
k˜x(x, y)(ψ(y) + v(y))dy,
which implies ‖vx‖L2(Ω) ≤ ‖k˜x‖L2(T )
(‖ψ‖L2(Ω) + ‖v‖L2(Ω)) . Hence, using (2.24), we have
(2.26) ‖v‖H1(Ω) ≤ C1‖ψ‖L2(Ω),
where C1 depends on ‖k˜x‖L2(T ) and C0. This shows that Φ is bounded from L2(Ω) intoH1(Ω), a fortiori
bounded from H1(Ω) into H1(Ω). Now for l = 2, using kx(x, x) =
λ
3x, (∂
2
xv)(x) =
λ
3x(ψ(x) + v(x)) +∫ x
0 (∂
2
xk˜)(x, y)(ψ(y) + v(y))dy. Taking L
2(Ω) norms of both sides and using the previous inequalities,
we get ‖v‖H2(Ω) ≤ C2‖ψ‖L2(Ω), where C2 depends on ‖∂2xk˜‖L2(T ), C1, and λ. This shows that Φ is
bounded from L2(Ω) into H2(Ω), a fortiori bounded from H1(Ω) or H2(Ω) into H2Ω). Proceeding in
the same fashion, one can show that ‖v‖H3(Ω) ≤ C3‖ψ‖H1(Ω), where C3 is a fixed constant depending
on various norms of k˜. More generally, ‖v‖Hl(Ω) ≤ Cl‖ψ‖Hl−2(Ω), where l > 2 and Cl depends on
various norms of k˜. Hence, for l > 2, Φ is a bounded operator from H l−2(Ω) into H l(Ω), and a fortiori
bounded from H l(Ω) into H l(Ω). 
Remark 2.27. Another important estimate that follows from (2.25) via (2.24) is that
(2.28) ‖vx‖L∞(Ω) ≤ C‖ψ‖L2(Ω)
for some C > 0 that depends on k˜.
From the above lemma, it follows in particular that u(x, t) = [(I −K)−1w˜](x, t), and moreover
(2.29) ‖u(t)‖L2(Ω) ≤ ‖(I −K)−1‖B[L2(Ω)] · ‖w˜(t)‖L2(Ω),
where ‖ · ‖B[L2(Ω) is the operator norm of (I −K)−1 from L2(Ω) into L2(Ω).
Combining (2.29) with (2.20) and (2.21), we conclude that
(2.30) ‖u(t)‖L2(Ω) ≤
(
1 + ‖k˜‖L2(T )
)
‖(I −K)−1‖B[L2(Ω)] ‖u0‖L2(Ω)e−αt.
We can prove that the parameter α in the above estimate is positive if λ is sufficiently small. Indeed,
we have the following lemma.
Lemma 2.31. For a given L, there exists sufficiently small λ such that α = λ− 12‖ky(·, 0)‖2L2 > 0.
Proof. Taking the partial derivative of both sides of (2.4) with respect to t and taking i = 0 we see
that G˜jt (s, t) =
λ
3
∑j−1
n=0H
n
t (s, t). Passing to the limit we obtain G˜t(s, t) =
λ
3
∑∞
n=0H
n
t (s, t). Note that
for λ < 1, λ˜ = 1. Therefore by (2.13) the summation term is absolutely less than some constant M
that only depends on L. Hence we get ‖G˜t‖∞ ≤ λM3 . Since ky(x, 0) = G˜t(s, 0), in particular we have
‖ky(·, 0)‖2L2 ≤ L‖ky(·, 0)‖2∞ ≤ L‖G˜t‖2∞ ≤ λ
2M2L
9 . As a result, α = λ − 12‖ky(·, 0)‖2L2 ≥ λ − λ
2M2L
18 =
λ2( 1λ − M
2L
18 ) which is positive for sufficiently small λ. 
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The inequality (2.30) together with Lemma 2.31 proves the linear part of Theorem 1.23.
2.2. Nonlinear model. In this section, we consider the nonlinear KdV model (1.2) with the feedback
controllers given in (1.20). By using the transformation given in (2.16), we obtain the following PDE
from (1.1), noting that k˜(x, x) = 0:
(2.32) w˜t + w˜x + w˜xxx + λw˜ = k˜y(·, 0)w˜x(0, ·)− (I −K)[(w˜ + v) (w˜x + vx)]
with homogeneous boundary conditions
(2.33) w˜(0, t) = 0 , w˜(L, t) = 0, and w˜x(L, t) = 0,
where v(x, t) = [Φw˜](x, t), with Φ being the linear operator defined in Section 2.1 in the proof of
Lemma 2.22. Multiplying (2.32) by w˜(x, t) and integrating over Ω = (0, L), we obtain
(2.34)
∫ L
0
w˜(x, t)w˜t(x, t)dx =
∫ L
0
k˜y(x, 0)w˜x(0, t)w˜(x, t)dx−
∫ L
0
w˜(x, t)w˜x(x, t)dx
−
∫ L
0
w˜(x, t)w˜xxx(x, t)dx− λ
∫ L
0
w˜2(x, t)dx−
∫ L
0
w˜2(x, t)w˜x(x, t)dx−
∫ L
0
w˜2(x, t)vx(x, t)dx
−
∫ L
0
w˜(x, t)w˜x(x, t)v(x, t)dx−
∫ L
0
w˜(x, t)v(x, t)vx(x, t)dx
+
∫ L
0
(∫ x
0
k˜(x, y)w˜(y, t)w˜y(y, t)dy
)
w˜(x, t)dx+
∫ L
0
(∫ x
0
k˜(x, y)w˜(y, t)v˜y(y, t)dy
)
w˜(x, t)dx
+
∫ L
0
(∫ x
0
k˜(x, y)v˜(y, t)w˜y(y, t)dy
)
w˜(x, t)dx+
∫ L
0
(∫ x
0
k˜(x, y)v˜(y, t)v˜y(y, t)dy
)
w˜(x, t)dx.
We estimate the last four terms at the right hand side of (2.34) as follows:
(2.35)
∫ L
0
(∫ x
0
k˜(x, y)w˜(y, t)w˜y(y, t)dy
)
w˜(x, t)dx =
1
2
∫ L
0
(∫ x
0
k˜(x, y)
∂
∂y
w˜2(y, t)dy
)
w˜(x, t)dx
=
1
2
∫ L
0
k˜(x, y)w˜2(y, t)
∣∣∣x
0
w˜(x, t)dx− 1
2
∫ L
0
(∫ x
0
k˜y(x, y)w˜
2(y, t)dy
)
w˜(x, t)dx
≤
√
L
2
‖k˜y‖L∞(T0)‖w˜(t)‖3L2(Ω),
(2.36)
∫ L
0
(∫ x
0
k˜(x, y)w˜(y, t)vy(y, t)dy
)
w˜(x, t)dx ≤ ‖k˜‖L2(T0)‖vx(t)‖L∞(Ω)‖w˜(t)‖2L2(Ω),
(2.37)
∫ L
0
(∫ x
0
k˜(x, y)v(y, t)w˜y(y, t)dy
)
w˜(x, t)dx
=
∫ L
0
k˜(x, y)v(y, t)w˜(y, t)
∣∣∣x
0
w˜(x, t)dx−
∫ L
0
(∫ x
0
k˜y(x, y)v(y, t)w˜(y, t)dy
)
w˜(x, t)dx
−
∫ L
0
(∫ x
0
k˜(x, y)vy(y, t)w˜(y, t)dy
)
w˜(x, t)dx ≤
√
L‖k˜y‖L∞(T0)‖v(t)‖L2(Ω)‖w˜(t)‖2L2(Ω)
+ ‖k˜‖L2(T0)‖vx(t)‖L∞(Ω)‖w˜(t)‖2L2(Ω),
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(2.38)
∫ L
0
(∫ x
0
k˜(x, y)v(y, t)vy(y, t)dy
)
w˜(x, t)dx =
1
2
∫ L
0
(∫ x
0
k˜(x, y)
∂
∂y
v2(y, t)dy
)
w˜(x, t)dx
=
1
2
∫ L
0
k˜(x, y)v2(y, t)
∣∣∣x
0
w˜(x, t)dx− 1
2
∫ L
0
(∫ x
0
k˜y(x, y)v
2(y, t)dy
)
w˜(x, t)dx
≤
√
L
2
‖k˜y‖L∞(T0)‖v(t)‖2L2(Ω)‖w˜(t)‖L2(Ω).
Now, estimating the other terms using integration by parts and the Cauchy-Schwarz inequality, and
combining these with (2.35)-(2.38), it follows that
(2.39)
1
2
d
dt
‖w˜(t)‖2L2(Ω) +
(
λ− 1
2
‖k˜y(·, 0)‖2L2(Ω)
)
‖w˜(t)‖2L2(Ω)
≤
(
3
2
+ 2‖k˜‖L2(T0)
)
‖w˜(t)‖2L2(Ω)‖vx(t)‖L∞(Ω) + ‖w˜(t)‖L2(Ω)‖v(t)‖L2(Ω)‖vx(t)‖L∞(Ω)
+
√
L
2
‖k˜y‖L∞(T0)‖w˜(t)‖3L2(Ω) +
√
L‖k˜y‖L∞(T0)‖v(t)‖L2(Ω)‖w˜(t)‖2L2(Ω)
+
√
L
2
‖k˜y‖L∞(T0)‖v(t)‖2L2(Ω)‖w˜(t)‖L2(Ω).
Using (2.24) and (2.28), we deduce the following inequality:
(2.40) y′ + 2αy − cy 32 ≤ 0,
where y(t) ≡ ‖w˜(t)‖2L2(Ω), and c is a constant that depends on L and various norms of k˜. Solving the
inequality (2.40) and assuming ‖w˜0‖L2(Ω) <
α
c
, we get
(2.41) ‖w˜(t)‖2L2(Ω) = y(t) ≤
1[(
1
‖w˜0‖L2(Ω) −
c
2α
)
eαt + c2α
]2 < 1[
eαt
2‖w˜0‖L2(Ω)
]2 .
Recall that ‖w˜0‖L2(Ω) . ‖u0‖L2(Ω). Combining this with (2.29) and (2.41), we deduce
(2.42) ‖u(t)‖L2(Ω) . ‖u0‖L2(Ω)e−αt, for t ≥ 0.
Hence, the proof of Theorem 1.23 for the nonlinear KdV equation is also complete. Note that the
smallness assumption on the initial datum w˜0 implies a smallness assumption on u0 due to the fact
that we also have ‖u0‖L2(Ω) . ‖w˜0‖L2(Ω) thanks to Lemma 2.22.
3. Well-posedness
In this section, we prove the well-posedness of the PDE models studied in the previous sections.
For simplicity, we assume L = 1 throughout this section. This assumption has no consequence as far
as wellposedness is concerned, and all results proved here are also true for any L > 0. Thanks to
Lemma 2.2, it is enough to prove the well-posedness of the respective modified target systems in order
to obtain well-posedness of (1.1) and (1.2).
3.1. Linearised model. Consider the following linear KdV equation with homogeneous boundary
conditions.
(3.1)

yt + yx + yxxx + λy = a(x)yx(0, ·) in Ω× R+,
y(0, t) = y(1, t) = yx(1, t) = 0 in R+,
y(x, 0) = y0 ∈ L2(Ω) in Ω.
We have the following result.
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Proposition 3.2. i) Let T ′ > 0 be arbitrary and y0, a ∈ L2(Ω). Then, there exists T ∈ (0, T ′)
independent of the size of y0 such that (3.1) has a unique local solution y ∈ C([0, T ];L2(Ω)) ∩
L2(0, T ;H1(Ω)) satisfying also yx ∈ C([0, 1];L2(0, T )). Moreover, if a ∈ L∞(Ω), then y extends
as a global solution. In other words, T can be taken as T ′.
ii) Let a ∈ H1(Ω) and let y0 ∈ H3(Ω) satisfy the compatibility conditions y0(0) = y0(1) = y′0(1) =
0. Then, the (local/global) solution in part (i) enjoys the extra regularity y ∈ C([0, T ];H3(Ω))∩
L2(0, T ;H4(Ω)).
Proof. Step 1 - Local wellposedness: Let us define the linear operator A : D(A) ⊂ L2(Ω)→ L2(Ω)
by Aϕ := −ϕ′ − ϕ′′′, where D(A) := {ϕ ∈ H3(Ω) : ϕ(0) = ϕ(1) = ϕ′(1) = 0}. Then, the initial
boundary value problem (3.1) can be rewritten in the abstract operator theoretic form
(3.3)
{
y˙ = Ay + Fy,
y(0) = y0,
where Fϕ := −λϕ + a(·)γ01ϕ. Here, γ01 is the first order trace operator at the left endpoint, i.e.,
γ01ϕ := ϕ
′(0). This operator is well-defined for ϕ ∈ H 32 +(Ω) ⊃ D(A).
It is not difficult to see that the adjoint of A is defined by A∗ϕ := ϕ′ + ϕ′′′ with D(A∗) := {ϕ ∈
H3(Ω) : ϕ(0) = ϕ(1) = ϕ′(0) = 0}.
A is a densely defined closed operator, and moreover, A and A∗ are dissipative [21, Proposition
3.1]. Therefore, A generates a strongly continuous semigroup of contractions {S(t)}t≥0 on L2(Ω) [19,
Corollary I.4.4]. Now we construct the operator
(3.4) y = [Ψz](t) := S(t)y0 +
∫ t
0
S(t− s)Fz(s)ds.
Let us define the space (see e.g., [2])
(3.5) YT := {z ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)) | zx ∈ C([0, 1];L2(0, T ))}
equipped with the norm ‖z‖YT :=
(
‖z‖2C([0,T ];L2(Ω)) + ‖z‖2L2(0,T ;H1(Ω)) + ‖zx‖2C([0,1];L2(0,T ))
) 1
2
. Then,
for z ∈ YT , by using the semigroup estimates [2, Prop 2.1, Prop 2.4, Prop 2.16, Prop 2.17], we have
(3.6) ‖y‖YT = ‖Ψz‖YT ≤ ‖S(t)y0‖YT +
∥∥∥∥∫ t
0
S(t− s)Fz(s)ds
∥∥∥∥
YT
≤ c0(1 + T ) 12 ‖y0‖L2(Ω) + c1(1 + T )
1
2 ‖−λz + azx(0, ·)‖L1(0,T ;L2(Ω))
≤ c0(1 + T ) 12 ‖y0‖L2(Ω) + c1(1 + T )
1
2
√
T (1 + ‖a‖L2(Ω))‖z‖YT ,
where c0 and c1 are positive constants which do not depend on the varying parameters. It follows that
Ψ maps YT into itself. Now, let z1, z2 ∈ YT and y1 = Ψz1, y2 = Ψz2. By using similar arguments, we
have
‖y1 − y2‖YT = ‖Ψz1 −Ψz2‖YT ≤ c1(1 + T )
1
2
√
T (1 + ‖a‖L2(Ω))‖z1 − z2‖YT .
Let T ∈ (0, T ′) be such that 0 < (1 + T ) 12√T <
(
1
c1
(
1+‖a‖L2(Ω)
)
)
. Then, Ψ is a contraction on YT ,
and this gives us a unique local solution y ∈ YT . Here, the size of T is independent of the size of the
initial datum. This contrasts with the corresponding nonlinear model in which the size of T is related
to the size of the initial datum.
Step 2 - Global wellposedness: Let Tmax ≤ T ′ be the maximal time of existence for the local
solution found in Step 1 in the sense that y ∈ YT for all T < Tmax. In order to prove that y is global,
and deduce that T can be taken as T ′, it is enough to show that lim
T→T−max
‖y‖YT < ∞. This will be
proved via multipliers, which will be done only formally, but the calculations can always be justified
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by a density argument which relies on the regularity result in part (ii) of this proposition. To this end,
we multiply (3.1) by y and integrate over Ω to obtain
(3.7)
1
2
d
dt
‖y(t)‖2L2(Ω) +
1
2
|yx(0, t)|2 + λ‖y(t)‖2L2(Ω) =
∫ 1
0
a(x)yx(0, t)y(x, t)dx.
Using -Young’s inequality with  =
1
4
, we have
(3.8)
1
2
d
dt
‖y(t)‖2L2(Ω) +
1
4
|yx(0, t)|2 + λ‖y(t)‖2L2(Ω) ≤ ‖a(x)‖2L∞(Ω)‖y(t)‖2L2(Ω).
Integrating the above inequality over (0, t), we get
(3.9) ‖y(t)‖2L2(Ω) +
∫ t
0
|yx(0, t)|2dt+ ≤ 2‖y0‖2L2(Ω) + 4(‖a(x)‖2L∞(Ω) − λ)
∫ t
0
‖y(s)‖2L2(Ω)ds.
Let E0(t) := ‖y(t)‖2L2(Ω) +
∫ t
0 |yx(0, t)|2dt. Then, from (3.9), we get
E0(t) ≤ 2‖y0‖2L2(Ω) + 4
∣∣‖a(x)‖2L∞ − λ∣∣ ∫ t
0
E0(s)ds.
Now, thanks to the Gronwall’s lemma, we have
(3.10) E0(t) = ‖y(t)‖2L2(Ω) +
∫ t
0
|yx(0, t)|2dt ≤ 2‖y0‖2L2(Ω)e4|‖a(x)‖
2
L∞−λ|t, t ∈ [0, Tmax).
We in particular deduce that
(3.11) lim
T→T−max
‖y‖C([0,T ];L2(Ω)) ≤
√
2‖y0‖L2(Ω)e2|‖a(x)‖
2
L∞−λ|Tmax <∞.
By using (3.10), we also deduce that
(3.12) lim
T→T−max
‖y‖L2(0,T ;L2(Ω)) ≤
√
2Tmax‖y0‖L2(Ω)e2|‖a(x)‖
2
L∞−λ|Tmax .
Secondly, we multiply (3.1) by xy and integrate over Ω× (0, t) and get
(3.13)
∫ 1
0
xy2(x, s)dx+ 3
∫ t
0
∫ 1
0
y2x(x, s)dxds+ λ
∫ t
0
∫ 1
0
xy2(x, s)dxds
=
∫ 1
0
xy20(x)dx+
∫ t
0
∫ 1
0
y2(x, s)dxds+
∫ t
0
∫ 1
0
xayx(0, s)y(x, s)dxds.
From the above identity, it follows that
(3.14) ‖yx‖2L2(0,t;L2(Ω)) ≤
1
3
‖y0‖2L2(Ω) +
(
1
2
+
‖a‖2L∞(Ω)
18
)∫ t
0
E0(s)ds.
Combining the above inequality with (3.11), we deduce that
(3.15) lim
T→T−max
‖yx‖L2(0,T ;L2(Ω))
≤ 1√
3
‖y0‖L2(Ω) +
(
1√
2
+
‖a‖L∞(Ω)
3
√
2
)√
2Tmax
(
‖y0‖L2(Ω)e2|‖a(x)‖
2
L∞−λ|Tmax
)
.
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Using (3.12) and (3.15), we deduce that
(3.16) lim
T→T−max
‖y‖L2(0,T ;H1(Ω))
≤ 1√
3
‖y0‖L2(Ω) +
(
1 +
1√
2
+
‖a‖L∞(Ω)
3
√
2
)√
2Tmax
(
‖y0‖L2(Ω)e2|‖a(x)‖
2
L∞−λ|Tmax
)
<∞.
Since y is the fixed point in (3.4), we have
(3.17) y = S(t)y0 +
∫ t
0
S(t− s)Fy(s)ds.
Using [2, Prop 2.16 and Prop 2.17], we know that the semigroup enjoys the properties
(3.18) sup
x∈Ω
‖∂x[S(t)y0](x)‖L2(0,T ) ≤ c2‖y0‖L2(Ω)
and
(3.19) sup
x∈Ω
∥∥∥∥∂x [∫ t
0
S(t− s)Fy(s)ds
]
(x)
∥∥∥∥
L2(0,T )
≤ c3
∫ T
0
‖[Fy](·, t)‖L2(Ω) dt
for some c2, c3 > 0. From the definition of Fy we have
‖[Fy](·, t)‖L2(Ω) ≤ λ‖y(·, t)‖L2(Ω) + ‖a‖L2(Ω)|yx(0, t)|.
Therefore, by (3.10) and the Cauchy-Schwarz inequality, we have the estimate
(3.20)
∫ T
0
‖[Fy](·, t)‖L2(Ω) dt ≤ λ
∫ T
0
√
E0(t)dt+ ‖a‖L2(Ω)
√
T
√
E0(T )
≤
(
λTmax + ‖a‖L2(Ω)
√
Tmax
)√
2‖y0‖L2(Ω)e2|‖a(x)‖
2
L∞−λ|Tmax .
Now, it follows from (3.18)-(3.20) that
lim
T→T−max
‖yx‖C([0,1];L2(0,T ))
≤ c2‖y0‖L2(Ω) + c3
(
λTmax + ‖a‖L2(Ω)
√
Tmax
)√
2‖y0‖L2(Ω)e2|‖a(x)‖
2
L∞−λ|Tmax <∞.
Step 3 - Regularity: Regarding the regular solutions, assume that y0 ∈ D(A) and consider the
following problem:
(3.21)

qt + qx + qxxx + λq = a(·)qx(0, ·) in Ω× (0, T ),
q(0, t) = q(1, t) = qx(1, t) = 0 in (0, T ),
q(x, 0) = q0 ≡ −y′0(x)− y′′′0 (x)− λy0(x) + y′0(0)a(x) in Ω.
Note that q0 ∈ L2(Ω), and we can solve (3.21) in YT as before. Now, we set y(x, t) := y0(x) +∫ t
0 q(x, s)ds. Then,
(3.22)
yt(x, t) + yx(x, t) + yxxx(x, t) + λy(x, t)− a(x)yx(0, t) = q(x, t) + y′0(x) + y′′′0 (x) + λy0 − y′0(0)a(x)
+
∫ t
0
(qx(x, s) + qxxx(x, s) + λq(x, t)− a(x)qx(0, s)) ds = 0,
and moreover y(x, 0) = y0 and y(0, t) = y(1, t) = yx(1, t) = 0. Therefore, y solves (3.1). Writing
yxxx(x, t) = −q(x, t)− yx(x, t)− λy(x, t) + a(x)yx(0, t)
and taking L2(Ω) norms of both sides we get
‖∂3xy(t)‖L2(Ω) ≤ ‖q(t)‖L2(Ω) + ‖∂xy(t)‖L2(Ω) + λ‖y(t)‖L2(Ω) + |yx(0, t)|‖a‖L2(Ω).
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Recall that we have the Gargliardo-Nirenberg inequalities
‖∂xy(t)‖L2(Ω) . ‖y‖
2
3
L2(Ω)
‖∂3xy‖
1
3
L2(Ω)
and ‖∂2xy(t)‖L2(Ω) . ‖y‖
1
3
L2(Ω)
‖∂3xy‖
2
3
L2(Ω)
,
and the trace inequality (remember that yx(1, t) = 0): |yx(0, t)| ≤ ‖∂2xy‖L2(Ω).
Using these estimates, we get ‖∂3xy(t)‖L2(Ω) . ‖q(t)‖L2(Ω) + ‖y(t)‖L2(Ω). By taking the sup norm
with respect to the temporal variable, we deduce that y ∈ C([0, T ];H3(Ω)).
Similarly, writing out ∂4xy(x, t) = −qx(x, t)−yxx(x, t)−λyx(x, t)+a′(x)yx(0, t), using the Gagliardo-
Nirenberg and trace inequality, we get ‖∂4xy(t)‖L2(Ω) . ‖qx(t)‖L2(Ω) + ‖yx(t)‖L2(Ω). Taking L2(0, T )
norms of both sides we deduce that y ∈ L2(0, T ;H4(Ω)). 
Global well-posedness of the linearized model (2.17) now follows from the Proposition 3.2 that we
have just proved.
Remark 3.23. One can interpolate between part (i) and part (ii) of the above proposition with re-
spect to the smoothness of initial data and get the corresponding well-posedness and regularity result
in fractional spaces. For example, let y0 ∈ Hs(Ω) (s ∈ [0, 3]) so that it satisfies the compatibility
conditions y0(0) = y0(1) = 0 if s ∈ [0, 3/2] and the compatibility conditions y0(0) = y0(1) = y′0(1) = 0
if s ∈ (3/2, 3]. Then, with a = a(x) sufficiently smooth, one has
y ∈ Y sT := {ψ ∈ C([0, T ];Hs(Ω)) ∩ L2(0, T ;Hs+1(Ω)) |ψx ∈ C([0, 1];L2(0, T ))}.
The arguments in Step 3 of the proof of the above proposition can be easily extended to the nonho-
mogeneous equation yt + yx + yxxx + λy = a(x)yx(0, ·) + f. One can first study this equation with
s = 0, f ∈ L1(0, T ;L2(Ω)), and secondly with s = 3, f ∈ W 1,1(0, T ;L2(Ω)). Then, by interpolation,
for s ∈ (0, 3), one can get y ∈ Y sT if f ∈ W s/3,1(0, T ;L2(Ω)). Moreover, the following estimates are
true:
(3.24) ‖y‖Y sT . ‖y0‖Hs(Ω) + ‖f‖W s/3,1(0,T ;L2(Ω)),
and for s = 3,
(3.25) ‖yt‖YT . ‖y0‖H3(Ω) + ‖f‖W 1,1(0,T ;L2(Ω)).
3.2. Nonlinear model. Consider the following nonlinear KdV equation with homogeneous boundary
conditions.
(3.26)

yt + yx + yxxx + λy = a(x)yx(0, ·)− (I −K)[(y + v) (yx + vx)] in Ω× R+,
y(0, t) = y(1, t) = yx(1, t) = 0 in R+,
y(x, 0) = y0 ∈ L2(Ω) in Ω,
where v = Φ(y), Φ being the linear operator defined in Section 2.1 in the proof of Lemma 2.22.
Proposition 3.27. i) Let T ′ > 0 be arbitrary and y0, a ∈ L2(Ω). Then, there exists T ∈ (0, T ′)
depending on the size of y0 such that (3.26) has a unique local solution y ∈ C([0, T ];L2(Ω)) ∩
L2(0, T ;H1(Ω)) satisfying also yx ∈ C([0, 1];L2(0, T )). Moreover, if a ∈ L∞(Ω) and ‖y0‖L2(Ω)
is sufficiently small, then y extends as a global solution. In other words, T can be taken as T ′.
ii) Let a ∈ H1(Ω) and let y0 ∈ H3(Ω) satisfy the computability conditions y0(0) = y0(1) =
y′0(1) = 0. Then, the local solution in part (i) enjoys the extra regularity y ∈ C([0, T ];H3(Ω))∩
L2(0, T ;H4(Ω)).
Proof. Step 1 - Local wellposedness: At first, we set a nonlinear operator Υ as follows:
(3.28) y = [Υz](t) := S(t)y0 +
∫ t
0
S(t− s)Fz(s)ds,
where Fz := −λz + a(·)zx(0, ·) − (I −K)[(z + v) (zx + vx)] with v = Φ(z). Here, we consider Υ on a
set given by ST,r := {z ∈ YT , ‖z‖YT ≤ r}, where YT is as in (3.5). The parameters T, r > 0 will be
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determined later. ST,r is a complete metric subspace of YT with respect to the metric induced by the
norm of YT . Since v = Φz, due to (2.24) we have
(3.29) ‖v‖C([0,T ];L2(Ω)) ≤ C0‖z(t)‖C([0,T ];L2(Ω)).
Similarly, using (2.26) we deduce
(3.30) ‖v‖L2(0,T );H1(Ω)) ≤ C1‖z(t)‖L2(0,T );L2(Ω)).
Finally,
(3.31) ‖vx(x)‖2L2(0,T ) =
∫ T
0
∣∣∣∣∫ x
0
k˜x(x, y)z(y, t)dy
∣∣∣∣2 dt ≤ (∫ 1
0
|k˜x(x, y)|2dy
)
‖z‖2L2(0,T );L2(Ω)) ,
from which it follows that
(3.32) sup
x∈(0,1)
‖vx(x)‖L2(0,T ) ≤ ‖z‖L2(0,T );L2(Ω)) sup
x∈(0,1)
(∫ 1
0
|k˜x(x, y)|2dy
) 1
2
.
Combining (3.29), (3.30), and (3.32), we have
(3.33) ‖v‖YT ≤ ck˜‖z‖YT ,
where ck˜ > 0 is a constant which only depends on various finite norms of k˜. Taking the YT norm of
both sides of (3.28), using the same semigroup estimates on YT and the boundedness of I − K, we
obtain
(3.34) ‖Υz‖YT ≤ c0‖y0‖YT + c1
∫ T
0
‖[Fz](·, s)‖L2(Ω) ds
≤ c0‖y0‖YT + c1
∫ T
0
‖a(·)zx(0, s)− λz − (I −K)[(z + v)(zx + vx)] ‖L2(Ω) ds
≤ c0‖y0‖YT+c1
∫ T
0
[
‖a(·)zx(0, s)− λz‖L2(Ω) + ‖zzx‖L2(Ω) + ‖zvx‖L2(Ω) + ‖vzx‖L2(Ω) + ‖vvx‖L2(Ω)
]
ds
≤ c0‖y0‖YT + c1
[
(1 + T )
1
2
√
T (1 + ‖a‖L2(Ω))‖z‖YT + (T
1
2 + T
1
3 )
(
‖z‖2YT + 2‖z‖YT ‖v‖YT + ‖v‖2YT
)]
≤ c0‖y0‖YT + c1
[
(1 + T )
1
2
√
T (1 + ‖a‖L2(Ω)) + (1 + 3ck˜)(T
1
2 + T
1
3 )‖z‖YT
]
‖z‖YT ,
where the fourth inequality follows from [2, Lemma 3.1]. Let us set r = 2c0‖y0‖YT , and choose T > 0
to be small enough that
c1
[
(1 + T )
1
2
√
T (1 + ‖a‖L2(Ω)) + (1 + 3ck˜)(T
1
2 + T
1
3 )r
]
≤ 1
2
.
With such choice of (r, T ), we get ‖Υz‖YT ≤ r for all z ∈ ST,r. Therefore, Υ is a map from ST,r into
ST,r.
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Now, we claim that Υ is indeed a contraction on ST,r if T is sufficiently small. In order to see this,
let z, z′ ∈ ST,r. Then, similar to (3.34), we have
(3.35) ‖Υz −Υz′‖YT ≤ c1
∫ T
0
∥∥[Fz − Fz′](·, s)∥∥
L2(Ω)
ds
≤ c1
∫ T
0
∥∥a(·)(zx(0, s)− z′x(0, s))− λ(z − z′)∥∥L2(Ω) ds
+ c1
∫ T
0
[∥∥zzx − z′z′x∥∥L2(Ω) + ∥∥zvx − z′v′x∥∥L2(Ω) + ∥∥vzx − v′z′x∥∥L2(Ω) + ∥∥vvx − v′v′x∥∥L2(Ω)] ds
≤ c1(1 + T ) 12
√
T (1 + ‖a‖L2(Ω))‖z − z′‖YT + c1(T
1
2 + T
1
3 )(‖z‖YT + ‖z′‖T )‖z − z′‖YT
+ c1(T
1
2 +T
1
3 )(‖z′‖YT ‖v− v′‖YT + ‖v‖T ‖z− z′‖YT ) + c1(T
1
2 +T
1
3 )(‖z‖YT ‖v− v′‖YT + ‖v‖YT ‖z− z′‖YT )
+ c1(T
1
2 + T
1
3 )(‖v‖YT + ‖v′‖YT )‖v − v′‖YT .
Now, using (3.33), for the same r as before, but choosing T smaller if necessary, we obtain
‖Υz −Υz′‖YT ≤ ρ‖z − z′‖YT
for some ρ ∈ (0, 1). Then, by the Banach contraction theorem, we get the existence and uniqueness
of a local solution in ST,r.
Step 2 - Regularity: Let y0 ∈ D(A). We define the closed space
BT,r := {(ψ,ϕ) ∈ Y 3T × YT |ψ ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)), ϕ = ψt, ‖ψ‖Y 3T + ‖ϕ‖YT ≤ r}.
Now, given (z, z˜) ∈ BT,r let q be a solution of
(3.36)

qt + qx + qxxx + λq
= a(x)qx(0, ·)− (I −K)[(z˜ + v˜)(zx + vx)− (z + v)(z˜x + v˜x)] in Ω× (0, T ),
q(0, t) = q(1, t) = qx(1, t) = 0 in (0, T ),
q(x, 0) = q0 := −y′0 − y′′′0 − λy0 + a(x)y′0(0)− (y0 + v0)(y′0 + v′0) in Ω,
where v = Φ(z), v0 = Φ(y0), v˜ = Φ(z˜). Set y = y0 +
∫ t
0 qds. Then, yt = q and y solves
(3.37)

yt + yx + yxxx + λy = a(x)yx(0, ·)− (I −K)[(z + v)(zx + vx)] in Ω× (0, T ),
y(0, t) = y(1, t) = yx(1, t) = 0 in (0, T ),
y(x, 0) = y0 in Ω.
We set an operator Θ : (z, z˜) 7→ (y, q) associated with the system of equations given by (3.36)-(3.37).
One can show that for suitable r and small T , the operator Θ maps BT,r onto itself in a contractive
manner. This can be done by obtaining the same type of estimates given in Step 1 for both the solution
of (3.36) and (3.37). Therefore, it has a unique fixed point whose first component is the regular local
solution we are looking for.
Step 3 - Global solutions: Global wellposedness in YT with small initial datum follows directly
from the stabilization estimate proved in Section 2.2. 
Global well-posedness of the nonlinear modified target system (2.32) now follows from the Propo-
sition 3.27 that we just proved.
4. Using a single controller
4.1. Smaller decay rate. Although we studied the model (1.1) with two controls at the right hand
side, it is also possible to use only one control. For example [8] proves exponential stability with the
control acting only from the Neumann boundary condition when L is not of critical length. When L
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is not restricted to uncritical lengths, we can still obtain exponential stability with a single Dirichlet
control rather than a Neumann control by using the pseudo-backstepping method above. However,
this causes a smaller rate of decay. Consider for instance the plant
(4.1)

ut + ux + uxxx = 0 in Ω× R+,
u(0, t) = 0, u(L, t) = U(t), ux(L, t) = 0 in R+,
u(x, 0) = u0(x) in Ω.
Then the backstepping transformation (2.16) gives the following target system
(4.2)

w˜t + w˜x + w˜xxx + λw˜ = k˜y(x, 0)w˜x(0, t) in Ω× R+,
w˜(0, t) = w˜(L, t) = 0, w˜x(L, t) = −
∫ L
0 k˜x(L, y)u(y, t)dy in R+,
w˜(x, 0) = w˜0(x) := u0 −
∫ x
0 k˜(x, y)u0(y)dy in Ω.
If we multiply the above system by w˜, integrate over (0, L), and use integration by parts, the Cauchy-
Schwarz inequality, and boundary conditions we obtain
(4.3)
1
2
d
dt
‖w˜(t)‖2L2(Ω) +
(
λ− 1
2
‖k˜y(·, 0)‖2L2(Ω) −
1
2
‖k˜x(L, ·)‖2L2(Ω)‖(I −K)−1‖2B[L2(Ω)]
)
‖w˜(t)‖2L2(Ω) ≤ 0.
Comparing (4.3) and (2.19) we see that we still achieve (2.20) where α = λ − 12‖k˜y(·, 0)‖2L2(Ω) is
replaced by β =
(
λ− 12‖k˜y(·, 0)‖2L2(Ω) − 12‖k˜x(L, ·)‖2L2(Ω)‖(I −K)−1‖2B[L2(Ω)]
)
. Recall that in Lemma
2.31 we showed ‖k˜y(·, 0)‖L2(Ω) ∼ λ. One can also get ‖k˜x(L, ·)‖L2(Ω) ∼ λ by using similar arguments.
Moreover, using the calculations in [14] we deduce that ‖(I −K)−1‖B[L2(Ω)] ∼ 1 + λeCλ where C > 0
depends only on L. Hence positivity of β is guaranteed for a sufficiently small choice of λ. As a result,
the decay rate decreases while the exponential stability still holds.
Remark 4.4. Glass and Guerrero [10] proved that (4.1) is exactly controllable if and only if L does
not belong to a set of critical lengths O, defined by them, which is different than N . They showed that
if L ∈ O, then the following problem has a nontrivial solution:
(4.5)
{
ϕ′′′ + ϕ′ = λϕ in (0, L),
ϕ(0) = ϕ(L) = ϕ′(0) = ϕ′′(L) = 0.
Moreover, it was found that for any u0 ∈ L2(Ω) and control input U ∈ L2(0, T ), the function
(4.6) e−λt
∫ L
0
u(x, t;U)ϕ(x)dx
remains constant in time, where u = u(x, t;U) is the corresponding trajectory for (4.1) with control
input U . Regarding the same KdV system, we construct a boundary feedback which yields stabilizability
with a certain decay rate for all L > 0 including L ∈ O. This shows that for a certain control input U ,
the integral
∫ L
0 u(x, t;U)ϕ(x)dx decays in time because
∣∣∣∫ L0 u(x, t;U)ϕ(x)dx∣∣∣ ≤ ‖u(t;U)‖L2(Ω)‖ϕ‖L2(Ω),
where ‖u(t;U)‖L2(Ω) decays exponentially. Therefore, since (4.6) is invariant in time, it follows that
|e−λt| must increase, which is only possible if Re(λ) < 0. However, if Re(λ) < 0, then |e−λt| → ∞.
Since (4.6) is valid for all control inputs, we conclude in particular that
∫ L
0 u(x, t; 0)ϕ(x)dx → 0
(U(t) ≡ 0). This shows that any uncontrollable trajectory corresponding to some initial state u0 with
no feedback is attracted to the orthogonal complement of the span of the set consisting of the real and
imaginary parts of the nontrivial solutions of (4.5).
Remark 4.7. Regarding the nonlinear KdV equation with same boundary conditions, Glass and Guer-
rero [10] obtained the exact controllability given that the domain is of uncritical length and the initial
and final states are small. This was not an if and only if statement unlike the linear problem. There-
fore, we do not know whether the exact controllability on domains of critical lengths is true with the
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control acting at the right Dirichlet b.c. On the other hand, our feedback control design can be easily
extended to the nonlinear system for small data as in Section 2.2. The nonlinear case is quite interest-
ing because maybe the nonlinear term uux is creating a further stability effect on the solutions, which
might drive them to zero by themselves. As far as we know, the exact controllability for the (nonlinear)
KdV equation as well as the decay of solutions to zero by themselves in the presence of the nonlinear
term uux remain as open problems on critical length domains, see for instance Cerpa [4].
4.2. A second order feedback law. In this section, we check whether it is possible to stabilize the
solutions of the KdV equation by using the feedback law u(L, t) = U(t) with the input U(t) = uxx(L, t).
In order to gain some intuition regarding this problem, let us consider the linearized model (4.1) with
the input U(t) = uxx(L, t). Multiplying the main equation in (4.1) by u and integrating over Ω by
using the given boundary conditions, one obtains
(4.8)
d
dt
‖u(t)‖2L2(Ω) = −
3
2
|u(L, t)|2 − 1
2
|ux(0, t)|2 ≤ 0.
The inequality (4.8) shows that ‖u(t)‖L2(Ω) is non-increasing, but it is not clear whether it decays to
zero. In order to better understand the behavior of the solution, one generally must study the spectral
properties of the corresponding evolution. Regarding (4.1), one can study the operator
Au = −u′′′ − u′, D(A) = {u ∈ H3(Ω) |u(0) = u′(L) = u(L)− u′′(L) = 0}.
However, it is quite difficult to analyze the eigenvalues of this operator. This is because the character-
istic equation corresponding to the eigenvalue problem Au = λu takes the form r3 + r+ λ = 0, which
is not easy to study. Therefore, we will consider this problem on the rather simplified model given
below, neglecting the first order term ux:
(4.9)

ut + uxxx = 0 in Ω× R+,
u(0, t) = 0, u(L, t) = uxx(L, t), ux(L, t) = 0 in R+,
u(x, 0) = u0(x) in Ω,
where the inequality (4.8) takes the form
(4.10)
d
dt
‖u(t)‖2L2(Ω) = −|u(L, t)|2 −
1
2
|ux(0, t)|2 ≤ 0.
Spectral properties. The operator which generates the evolution corresponding to (4.9) is a third
order dissipative differential operator given by
Au = −u′′′, D(A) = {u ∈ H3(Ω) |u(0) = u′(L) = u(L)− u′′(L) = 0},
which has compact resolvent and spectrum involving countably many eigenvalues {λk}k∈Z satisfying
Reλk ≤ 0. Moreover, these eigenvalues satisfy the properties given in the lemma below, whose proof
uses the approach presented in [23, Prop 2.2] and [24, Prop 3.1].
Lemma 4.11. λk = − 8pi33√3L3 |k|3 as |k| → ∞. Moreover, ∃η < 0 s.t. Reλk < η ∀k ∈ Z.
Proof. Let λ be an eigenvalue of A. Then, Reλ ≤ 0, and we can assume wlog that Imλ ≤ 0 since λ¯ is
also an eigenvalue of A. Let us first see that Reλ cannot be equal to zero. To this end, let iξ be an
eigenvalue with ξ ∈ R and u be the corresponding eigenvector. Then, we note that
Re(Au, u)L2(Ω) = −|u|2(L)−
1
2
|u′(0)|2 = Re(iξ‖u‖2L2(Ω)) = 0.
We get u(L) = u′(0) = 0, which implies together with other boundary conditions u ≡ 0. This
contradicts the fact that u was an eigenvector. Hence, Reλ < 0.
Let ri (i = 0, 1, 2) be the three roots of the characteristic equation r
3 + λ = 0 corresponding to the
ode
(4.12) Au = λu,
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with r1 being the root in the first quadrant. Note that we have ri = α
ir1, α = e
2pii
3 . The solution
of (4.12) is u(x) =
∑2
i=0 cie
rix where {ci, i = 0, 1, 2}, due to given boundary conditions, satisfy the
system of equations 
∑2
i=0 ci = 0∑2
i=0 cirie
riL = 0∑2
i=0 ci(1− r2i eriL) = 0,
which has a nontrivial solution if
2∑
i=0
aijri(1− r2j )e(ri+rj)L = 0,
where a12 = a20 = a01 = 1 and a21 = a02 = a10 = −1. Multiplying the above equation by e−r0L and
neglecting the relatively small terms which involve e(r1+r2−r0)L, we get
(1 + α)(1 + α2r20)e
r2L + (1 + αr20)e
r1L = 0.
Now, we see that we can further neglect the terms (1 + α)er2L and er1L since they are much smaller
than (1 + α)α2r20e
r2L and αr20e
r1L, respectively. Therefore, asymptotically, we get
(1 + α)αer2L + er1L = 0.
Observe that α(1 + α) = −1. Therefore, the asymptotic relation is reduced to
e(r2−r1)L = 1,
from which, together with the definition of α, r1, and r2, it follows that λk = −r30,k = − 8pi
3
3
√
3L3
|k|3
asymptotically. This property combined with the fact that Reλk < 0 proves the second part of the
lemma. 
It is easy to see that A∗ is defined by
A∗w = w′′′, D(A∗) = {w ∈ H3(Ω) |w(0) = w′(0) = w(L) + w′′(L) = 0}.
Now, the following result follows classically from the spectral properties of A above.
Lemma 4.13. ([23, Prop 2.1, 2.2], [24, Prop 3.2]) A is a discrete spectral operator, and all but a finite
number of eigenvalues of A correspond to one dimensional projections E(λ;T ). Both A and A∗ have
complete sets of eigenvectors, {φk}k∈Z and {ψj}j∈Z, respectively, satisfying (φk, ψj)L2(Ω) = δkj and
forming dual Riesz bases for L2(Ω).
A special multiplier and stabilization. We set Y :=
∑
k Yk where Yk is defined by
Yk(u) = (u, ψk)L2(Ω)ψk.
Then Y is bounded and positive definite by the uniform `2 convergence property of {φk}k∈Z and
{ψj}j∈Z. Second, we define the symmetric, bounded, nonnegative operator X =
∑
k ξkYk, where
ξk = − 12Reλk , which satisfies the additional property
A∗X +XA+ Y = 0.
Using Xu as a multiplier, we compute
(4.14)
d
dt
(Xu, u)L2(Ω) = (
d
dt
Xu, u)L2(Ω) + (Xu, ut)L2(Ω) = (XAu, u)L2(Ω) + (Xu,Au)L2(Ω) = −(Y u, u)L2(Ω).
(4.14) together with (4.10) imply that
(4.15)
d
dt
((I +X)u, u)L2(Ω) ≤ −(Y u, u)L2(Ω).
Now, integrating in time and using the positive definiteness of (I + X) and Y , applying Gronwall’s
inequality, we obtain the exponential decay of solutions in L2(Ω), and the following theorem follows.
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Theorem 4.16. Let u be a solution of the linearized KdV equation in (4.9). Then, there exists some
γ > 0 independent of u0 such that
‖u(t)‖L2(Ω) . ‖u0‖L2(Ω)e−γt
for t ≥ 0.
Remark 4.17. Note that Theorem 4.16 was proved for the simplified linearized model (4.9). The
situation is more challenging for more general models involving other terms such as ux and/or the
nonlinear term uux. Moreover, the approaches of [23] and [24] do not seem to directly apply to these
more general problems under the boundary conditions u(0) = u′(L) = u(L) − u′′(L) = 0. This is
due to the fact that the eigenvalue analysis gets much more challenging with a more complicated
third order characteristic equation. In order to simplify the eigenvalue analysis, one can still use the
simpler operator Au = −u′′′ treating −ux and/or uux as source term(s). But then, one needs the
adjoint operator A∗ to satisfy very desirable boundary conditions so that the trace terms are cancelled
out when one applies the special multiplier. However, this does not become the case with the given
boundary conditions in the model. This issue is not present with the boundary conditions used in
[23] and [24]. Therefore, the case of more general equations with the first order term ux and/or the
nonlinear term uux remain interesting open problems.
5. Numerical simulations
We modify the finite difference scheme given in [18] to fit it into the present situation, where we
have first order trace terms in the main equations of the target systems and inhomogeneous boundary
inputs of feedback type in the original plant. We numerically solve the KdV equation both in the
controlled and uncontrolled cases. We are also able to verify our main result numerically. First, we
simulate an uncontrolled solution of the KdV equation and then we simulate the controlled solution.
From our simulations, one can see that the boundary controllers constructed using a pseudo-kernel
effectively stabilize the solutions with a suitable choice of λ. The calculations are performed in Wolfram
Mathematica R©11.
For simplicity, we consider only the linearised problem. The nonlinear problem can be treated in a
similar way by including an additional fixed point argument to the algorithm we describe here. We
use the notation given in [18]. To this end, we set the discrete space
XJ := {w˜ = (w˜0, w˜1, ..., w˜J) ∈ RJ+1 | w˜0 = w˜J−1 = w˜J = 0},
and the difference operators (D+w˜)j :=
w˜j+1 − w˜j
δx
, (D−w˜)j :=
w˜j − w˜j−1
δx
for j = 1, ..., J − 1, and
D =
1
2
(D+ +D−). We will call the space and time steps δx and δt for j = 0, ..., J, and n = 0, 1, ..., N ,
respectively. Using this notation, the numerical approximation of the linearised target system (2.17)
takes the form
w˜n+1j − w˜nj
δt
+ (Aw˜n+1)j + λw˜n+1j = k˜y(xj , 0)
w˜n1
δx
, j = 1, ..., J − 1(5.1)
w˜0 = w˜J−1 = w˜J = 0,(5.2)
w˜0 =
∫ x
j+ 12
x
j− 12
w˜0(x)dx, j = 1, ..., J − 1,(5.3)
where xj∓ 1
2
= (j ∓ 12)δx, xj = jδx. The (J − 1) × (J − 1) matrix A approximates w˜x + w˜xxx and is
defined by A := D+D+D− +D. Let us set C := (1 + δtλ)I + δtA. Then, from the main equation, we
obtain w˜n+1j = C−1
(
w˜nj +
δt
δx k˜y(xj , 0)w˜
n
1
)
for j = 1, ..., J − 1.
In order to approximate the solution of the original plant (1.1) with feedback controllers, we use
the succession idea in the proof of Lemma 2.22. Note that given w˜, v is the fixed point of the equation
v = K(w˜+v). For numerical purposes, let m denote the number of iterations in the succession and set
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v0 = Kw˜, vk := K(w˜ + vk−1) for 1 ≤ k ≤ m, where K is the numerical approximation of the integral
in the definition of K. Then, vm is an approximation of v = Φ(w˜), and one gets an approximation of
the original plant by setting u(xj , tn) := w˜(xj , tn) + v
m(xj , tn).
On a domain of critical length, one can find time-independent solutions, as we mentioned in the
introduction. Figure 9 below shows such a solution on a domain of length L = 2pi whose L2-norm is
preserved in time.
Figure 9. Uncontrolled solution with initial datum u0 = 1 − cos(x) on a domain of
length 2pi.
If one applies the boundary controllers constructed with the same initial profile that the uncontrolled
solution has in Figure 9, then the new solution will decay to zero as we illustrate in Figure 10.
Figure 10. Controlled solution with initial datum u0 = 1 − cos(x), λ = 0.03, with a
controller using the pseudo-kernel k˜ on a domain of length 2pi.
Figure 11 shows the controller behavior on the Dirichlet boundary condition at the right endpoint.
As one can see, less control is needed as the wave gets supressed.
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Figure 11. Dirichlet controller at the right endpoint (λ = 0.03)
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