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Abstract
This thesis presents the study of weakly bound clusters in the ground state (or the
zero-temperature limit) using path integral molecular dynamics. Specifically, we look in-
dividually at the quantum properties of small clusters of hydrogen and water molecules
and confined hydrogen within water cages, known as clathrate hydrates, which serves as
a more practical application. Clathrate hydrates have been extensively studied as a clean
storage container for molecular hydrogen and there have been discrepancies on the hy-
drogen occupancy number between various theoretical and experimental studies. It has
been shown that the occupancy number is sensitive to the potential energy surfaces and
models of the hydrogen and water systems. A preliminary study of hydrogen contained
in clathrates is performed using a traditional hydrogen pair potential and water-hydrogen
interaction potential. Hydrogen occupancy and structural distributions are compared to
literature values. Small clusters of the individual molecules themselves are then focused
on. The molecular hydrogen pair potentials are evaluated by calculating the Raman vibra-
tional shift, a property that is very sensitive to the interaction potential, and comparing
to experimental measurements. These shifts are calculated using first order perturbation
theory based on pair distribution functions generated from Langevin equation path inte-
gral ground state (LePIGS) simulations for all bosonic isotopologues. It is determined that
the shifts calculated using the Hinde pair potential give better agreement to experimen-
vii
tal results than the traditional hydrogen potentials that we have been using in the past.
The perturbation theory approach is then compared with two exact methods to calculate
the shifts. For the application of hydrogen clusters, it is determined that perturbation
theory is the best choice when balancing accuracy and precision. In the literature, there
has been a discrepancy in the shape of the chemical potential at low temperature and in
the ground state. We calculate the ground state chemical potential using LePIGS and
find agreement with other PIGS results. We then extend our LePIGS code to simulate
flexible molecules by investigating the water dimer. Ground state energies, dissociation
energies, and structural properties are calculated using two empirically based interaction
potentials and one ab initio potential, MB-pol, that includes polarizability and many-body
effects which has been shown to reproduce experimental dissociation energies. We further
demonstrate that imaginary time correlation functions generated from LePIGS can be used
to calculate accurate vibrational transition energies. This work serves as a demonstration
of the effectiveness of the LePIGS method towards calculating ground state properties of
small clusters and provides useful information on the interaction potentials that should
be used for systems containing hydrogen or water, specifically hydrogen contained in a
flexible clathrate hydrate. An analytic form of the 1-D Hinde pair potential for molecular
hydrogen is also contained for general use.
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The work reported in this thesis aims at providing theoretical tools and computational
methods for the description of complex molecular systems. Nuclear quantum effects in
the ground state will be of primary focus here and systems of interest will range from
hydrogen and water clusters to hydrogen molecules confined in water cages. The simulation
tools developed during this PhD work can be applied to a broad range of problems from
fundamental properties to practical applications. To illustrate the latter point, we describe
below a situation where hydrogen and water molecules are combined to provide storage for
an alternate fuel.
1
1.1 Clathrate hydrates as a hydrogen storage con-
tainer
Molecular hydrogen as a fuel source has long been considered as a clean energy alternative.
It has the highest energy per mass of any fuel[1] and the process to release energy, an
electrochemical reaction with oxygen molecules, produces water, a clean exhaust. However,
a difficulty towards the advancement of hydrogen fuel is it’s storage. Hydrogen has a
very low density at room temperature, which translates to a low energy per unit volume.
Current methods to store hydrogen are physical containers including pressurized hydrogen
gas cylinders and liquid hydrogen in cryogenic tanks, however these carry significant mass
overhead and hydrogen stored in high pressure containers may lead to safety concerns.
Due to this, the United States Department of Energy (DOE) has invested heavily in
alternative storage containers. By 2020, they have set a target of finding an alternative
storage system with a 4.5% weight percentage of hydrogen, which is a metric that ensures
that the storage container is compact enough and can hold enough fuel that it can be used
feasibly for transportation vehicles. Some alternative sources are material-based “contain-
ers” which include adsorption of hydrogen on a surface or absorption of hydrogen within a
solid. One molecular compound that has been well-studied as a potential clean hydrogen
storage container is the clathrate hydrate, a hydrogen-bonded network of water molecules
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that form a cage structure. Specifically, experiments have shown that hydrogen molecules
can exist in sII clathrate hydrates[2], whose unit cell has 2 distinct cage types: a ‘small’
dodecahedral cage that is composed of 20 water molecules and has 12 pentagonal faces
(also denoted 512) and a ‘large’ hexakaidecahedral cage composed of 28 water molecules
and has 12 pentagonal faces and 4 hexagonal faces (also denoted 51264). The properties of
hydrogen molecules confined within this class of water molecules and their potential use as
an alternative storage container is our main focus. There have been many reviews[3, 4, 5, 6]
summarizing the experimental and theoretical research performed on clathrate hydrates
so we will only provide a brief summary limited to the studies of occupancy of hydrogen
molecules within clathrate hydrates since that is our focus.
Hydrogen-containing clathrate hydrates were first experimentally synthesized in 1999
at high pressure of 15 kbar and reported the possibility of a hydrogen to water ratio, R =
1/3[7, 8]. In 2002, Mao et al.[2] synthesized the clathrate hydrate at 2 kbar and 300 K and
conducted high-pressure Raman, infrared, x-ray, and neutron studies. They confirmed syn-
thesis of the structure-II clathrate hydrate with R = 0.45 ± 0.05 and deduced that the large
cage contained 4 hydrogen molecules and the small cage contained 2 hydrogen molecules
through x-ray and neutron diffraction. The clathrates were also cooled to 78 K and the
pressure removed to vacuum (10−4 kbar) demonstrating the stability of a clathrate at low
temperature with no external pressure keeping it together. Further experimental groups
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have synthesized deuterated clathrates[9, 10], clathrates of different structure type[11, 12],
and clathrates containing a promoter molecule tetrahydrofuran to decrease the pressure
required for synthesizing the sII hydrate but decreases the mass percentage as it takes a
void away from the hydrogen molecules[13, 14]. Raman vibronic spectra of hydrogen in
clathrates can also be used to distinguish the parahydrogen and orthohydrogen vibrational
transitions[15].
Theoretical calculations have also been performed to investigate occupancy of hydrogen
molecules within clathrate hydrates under a variety of conditions while comparing to the
experimental results. Patchkovskii and Tse performed density functional theory (DFT)
calculations[16] of up to 3 hydrogen molecules in the small cage and up to 5 hydrogen
molecules in the large cage and calculate reaction enthalpies of hydrogen encapsulation.
They conclude that at the experimental conditions of Mao et al, that the small cage and
large cage could occupy 2 and 4 hydrogen molecules respectively under the assumptions
that the individual hydrogen molecules undergo free rotation and the collective motions of
the cluster of hydrogen molecules within an individual cage must be treated as rigid body
rotations. Classical molecular dynamics simulations had also been performed, concluding
single occupancy in the small cage and quadruple occupancy in the large cage, however
these neglected quantum effects that could be very important at temperatures as low as
100 K to which they report[17].
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A number of theoretical studies[18, 19, 20, 21, 22, 23, 24, 25, 26, 27] have been per-
formed by a group led by Bacic which involve quantum 5-dimensional calculations of the
coupled translation-rotation eigenstates of one hydrogen (or deuterium) molecule in the
small or large cage. The group also uses diffusion Monte Carlo (DMC) to calculate ground
state properties of cages with occupancy of more than one hydrogen. Initially, the group
used the PA-D potential energy surface (PES) by Hodges et al.[28] for the H2-cage poten-
tial and the 4-D H2-H2 PES by Diep and Johnson[29]. The cage is rigid and the hydrogen
molecules are treated as rigid rotors. It was determined that the small cage could stably
occupy up to 2 hydrogen molecules[19]. However, they changed[22] their H2-cage potential
to the SPC/E[17, 30], which more accurately represents the many-body induced polar-
ization of the H2-water interaction which in turn gave better agreement between their
calculations and results from inelastic neutron scattering (INS) experiments. Using this
potential, DMC simulations showed that the small cage could only stably support a single
hydrogen molecule. In a similar method, they show that up to 4 hydrogens can occupy the
large cage[23]. Along with Tuckerman[25], they perform path integral molecular dynamics
(PIMD) simulations of 2 and 4 hydrogen molecules in the large cage and determine at 50
K, the hydrogen molecules devolve from a strictly tetrahedral configuration to a higher
degree of delocalization as it has enough energy to explore the higher regions of the PES,
consistent with results seen from neutron diffraction experiments. Other theoretical works
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have involved looking at reproducing inelastic neutron scattering spectra[26, 27]. How-
ever, this demonstrates the necessity for an accurate PES to correctly model the hydrogen
system within the clathrate hydrate, as simply changing the water-hydrogen interaction
results in a different predicted occupancy number in the small cage.
1.2 Using quantum molecular dynamics to determine
the accuracy of interaction potentials
Determining the accuracy of a PES is typically achieved by performing a quantum or
classical calculation to determine a quantity of interest that can also be experimentally
measured. One such quantity that can be calculated both theoretically and experimentally
is the Raman vibrational frequency shift. This quantity is defined as the change of the
energy difference between the v = 0 and v = 1 vibrational levels of a specific molecule
from isolation when it is doped in a cluster of other atoms/molecules. Theoretically, this
involves running quantum calculations and comparing the energy of the doped system in the
vibrational ground state to the energy of the system that has one quantum of vibration
and subtracting from the energy difference when the molecule is in isolation. There is
also an alternative method based on first order perturbation theory (PT) for calculating
the Raman vibrational shift for a cluster of N identical particles that relies on the pair
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distribution function, PN(R), of the particles in a cluster.
Experimentally, this involves performing a Raman scattering experiment, done by su-
personic free jet expansion, which has been demonstrated for pure hydrogen[31, 32, 33] and
nitrogen clusters[34], but also other small chromophores doped in helium atoms[35, 36, 37,
38, 39, 40]. For molecules doped in small clusters of hydrogen molecules or helium atoms,
the values of these frequency shifts are on the order of wavenumbers with experimental ac-
curacy on the order of hundredths of wavenumbers, thus these quantities are very sensitive
to the PES used and very accurate PESs must be used to reproduce this data.
To calculate properties of these systems, for example a structural property such as the
radial distribution PN(R) or energies at low temperature or in the zero-temperature limit,
one needs a method to account for quantum mechanical effects. For large systems that
are too large for basis set calculations or electronic structure calculations, path integral
calculations can be used. There are two variants of path integral calculations that can
be used: path integral Monte Carlo (PIMC) which randomly samples configuration space
or path integral molecular dynamics (PIMD) which uses Hamiltons equations of motion
to guide the sampling. PIMC calculations tend to be computationally faster, but only
if the algorithm which proposes successive moves is efficient. PIMD simulations do not
suffer from this problem and have an important extension that allows for the calculation of
approximate real time correlation-functions through the method of ring polymer molecular
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dynamics (RPMD).
In much the same way, to study ground state properties of chemical systems, Quantum
Monte Carlo methods can been used. Path Integral Ground State (PIGS)[41] and Diffusion
Monte Carlo (DMC)[42, 43] are two such methods chosen to obtain ground state proper-
ties. DMC is typically chosen to obtain ground state energies due to it’s high accuracy
and efficiency. Recent work has analyzed sources of errors in both PIGS and DMC[44].
These authors have analyzed the so-called population size bias issue, a source of error not
present in the PIGS approach. They observe that compared to DMC, PIGS and even finite
temperature methods, have more favorable scaling[44]. They therefore conclude that PIGS
is superior option for systems such as parahydrogen clusters. Also, calculating properties
other than energies may be difficult to obtain due to the residual effect of the initial trial
wavefunction in the resulting distribution φ0ψT [45, 44, 46, 47], whereas the square of the
exact ground state wavefunction, |φ0|2, is sampled directly using PIGS. This allows for the
straight-forward calculation of ground state properties. As well, the errors in a PIGS simu-
lation can each be removed systematically using fundamental power law scaling arguments
such as the asymptotic Trotter error[48].
The PIGS method has primarily been used with Monte Carlo (MC)[49, 50, 51, 52] and a
recent review[53] provides a detailed formulation of the PIGS-MC method and discusses the
wide variety of applications including the ability to calculate of the Rényi entanglement
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entropy for interacting bosons in a straight forward manner[54, 55, 56, 57]. However,
there has been little effort in it’s use in a molecular dynamics framework. Two related
approaches termed Variational Path Integral Molecular Dynamics (VPIMD)[58, 59, 60,
61, 62, 63] and Langevin equation Path Integral Ground State (LePIGS)[64, 65] have
been proposed. The use of thermostated molecular dynamics sampling means that the
exploration of configuration space is guided by the gradient of the interaction potential and
one does not have to develop MC updates. This aspect of the approach is important in
systems that contain a range of timescales such as flexible molecular complexes as studied
in the present work. Another advantage of using molecular dynamics sampling is the
possible extension to a method similar to Ring Polymer Molecular Dynamics (RPMD)[66]
to allow for the calculation of approximate real-time correlation functions.
In 2014, our group[67] calculated the Raman vibrational shifts of (pH2)N clusters by
generating the PN(R) using the LePIGS method in order to evaluate the accuracy of
various PESs with regards to small hydrogen clusters. For these simulations, the 6-D
Hinde potential (H6-PES)[68], a mostly ab initio potential, was reduced to 1-D both in the
ground vibrational state (H1-P) and with one vibrational quantum using the Adiabatic
Hindered Rotor (AHR) approximation[69]. The vibrational shifts were also calculated from
simulations using the Buck potential (B-P)[70] and the Silvera-Goldmann potential (SG-
P) [71], both empirically based potentials. Comparisons with experimental data showed
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that our 1-D version of the H1-P potential outperforms the empirically based potentials
for small cluster sizes (N = 2 − 8, 13), though the B-P appears to give better results for
the last experimental point at cluster size N ' 33.
1.3 Thesis outline
This thesis consists of several parts. The details of our path integral and molecular dy-
namics methodology involved with our work are described in Chapter 2. In Chapter 3,
we first look at a preliminary study of the occupancy of hydrogen molecules confined in
clathrate hydrates. We then focus on small clusters of the individual molecules involved.
In Chapter 4, we calculate the Raman vibrational shifts of hydrogen clusters and their
isotopologues and compare them to experimental results. We also fit the H1-P potentials
that we constructed to an analytic form for general use. In Chapter 5, we investigate three
different methods of calculating the Raman vibrational shift, two exact methods, and a
first order perturbation theory approach to determine which is best suited for small clus-
ters, applied towards parahydrogen clusters. In Chapter 6, LePIGS is used to calculate the
ground state chemical potential of parahydrogen clusters between the range of N = 21−40
as there has been discrepancy in the literature. In Chapter 7, we calculate the energetic
and structural properties of the water monomer and dimer using three different PESs, two
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empirically based and one ab initio that is polarizable and includes many-body effects. We
demonstrate that LePIGS can be extended for flexible monomers and that it can be used
to generate imaginary time correlation functions used to calculate vibrational transition





This chapter1 will describe the finite temperature and ground state methodology that are
used, as well as it’s implementation into our molecular dynamics software.
1Sections of this chapter have been reprinted with permission from M. Schmidt and P.-N. Roy, “Path
integral Molecular dynamic simulation of flexible molecular systems in their ground state: application to
the water dimer”, J. Chem. Phys. 148, 124116 (2018). Copyright 2018 American Institute Physics.
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2.1 Finite temperature path integral theory
For a system of N translating particles of mass m, we can represent it’s Hamiltonian Ĥ as
a sum of the kinetic and potential energy operators, K̂ and V̂ , respectively, as





+ V (q̂i, ..., q̂N) , (2.1)
where q̂ and p̂ represent the position and momentum vectors respectively.






where β = 1/(kBT ). Expanding in the position representation results in the partition
function taking the following form:
Z =
∫
dq〈q| exp[−β(K̂ + V̂ )]|q〉 . (2.3)
Since in general, the kinetic and potential operators do not commute, the Trotter
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factorization[72, 48, 73] can be used to redefine the density operator as:












where P is the number of factors. The error of this factorization, known as the ‘Trotter
error’ is O[( β
P
)3]. The high-temperature density operator, ρ̂, can now be defined, denoting














dq〈q|ρ̂P |q〉 . (2.6)
Inserting P−1 resolutions of the identity operator of the position basis after each factor












It is important to note the circularity condition where qP+1 = q1 as only P − 1 resolutions
of the identity were required due to the trace.
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After evaluating the individual potential energy operators using the position represen-
tation and inserting a complete set of momentum eigenstates at each imaginary time slice
to evaluate the kinetic energy operators, the final form of the partition function for a single




















which can easily be extended to multiple particles in multiple dimensions.
Based on the expression, a pictorial view of finite temperature path integrals is shown
in Fig. 2.1, which denotes each particle represented by a cyclic chain of P beads, which
are connected by harmonic springs. Each bead on each particle then interacts with corre-
sponding beads on the other particles via the potential energy. Each bead is identical and
indistinguishable along the path and structural and energetic properties can be obtained
from each bead during a simulation. The PIMD method is an approach to simulate finite
temperature systems.
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Figure 2.1: Pictorial representation of 2 particles in a finite temperature PIMD simulation
(left panel), denoted by a closed path, and in a LePIGS simulation (right panel), denoted
by an open path. In PIMD, all beads are indistinguishable and each bead contributes to
the average of energetic and structural properties. In LePIGS, an estimate of the ground
state wavefunction is affixed to the end beads (blue). These end beads contribute to
energetic properties, using the mixed estimator, and the middle bead (black) contributes
to properties diagonal in the position representation.
2.2 Path integral ground state theory
Once again, we start with a system of N translating particles with a Hamiltonian, Ĥ,
defined as a sum of the kinetic and potential energy operators, K̂ and V̂ respectively. This
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time, we define a pseudo-partition function which only counts the ground state,
Z0 = 〈ψT | exp(−βĤ)|ψT 〉 , (2.9)
where ψT is a trial wavefunction and serves as an estimation or guess of the exact wave-
function φ0. Should ψT = φ0, it is clear that the partition function simply reduces to the
exact ground state partition function exp(−βE0).





dq′ψT (q)〈q| exp(−βĤ)|q′〉ψT (q′) . (2.10)
The Trotter factorization[72, 48, 73] can once again be applied to obtain,






ψT (qP ) , (2.11)
where τ = β/(P − 1) and the ρ̂ is the same high temperature density operator as in Eq.
2.5.










dqP exp(−τV ′(q)) , (2.12)
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if j = 1 or j = P
1 otherwise.
(2.14)
Since the ground state wavefunction has no nodes, typically our trial wavefunctions
are also nodeless and thus the potential term contributed by the trial wavefunction can be
written as:
V trial(q) = −1
τ
ln [ψT (q)] (2.15)
This ground state pseudo-partition function looks very similar to the partition function
in the finite temperature case, except for two major features. First, the ground state par-
tition function is not cyclic, but an open path, and the second is that the potential energy
term at the end beads is only half and includes information about the trial wavefunction.
These differences are both pictorially reflected in Fig. 2.1.
18
Due to this, the way structural and energetic properties are calculated are also different.














dqPA(q(P+1)/2) exp [−τV ′(q)] , (2.17)
which results in only the middle bead contributing to any ground state structural distri-
bution or other position-dependent properties like the potential energy. This also requires
the number of beads in the simulation to be an odd number.
If an operator Â commutes with exp(-βĤ), then Â can be shifted to the right hand
side such that it acts directly on the trial wavefunction, ψT . The Hamiltonian operator, for









where E0 is the ground state energy and qP is the position of the P th bead. The Hamilto-
nian operator could also be shifted to the left and act on the 1st bead since Ĥ is Hermitian.
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This allows for two contributions to the energy statistics (one at each end) along the path,
instead of just one contribution at the middle for position-dependent properties. Since
the same Trotter factorization is used in this formulation as in finite temperature path
integrals, the same error exists.
An important feature of the PIGS formulation is that regardless of which trial wave-
function is used, the exact ground state wavefunction can be obtained as long as there is
finite overlap between the two.







|ψT 〉 , (2.19)
which appears to be Equation 2.9 split in half, we can decompose the trial wavefunction















where ci is a coefficient representing the overlap between |ψT 〉 and |φi〉. Decomposing the






















































Since each Ei is larger than E0 for i > 0, all terms vanish in the limit as β → ∞ and all
















The above is true if c0 is non-zero, implying the trial wavefunction we choose has finite
overlap with the ground state wavefunction. The extent of the overlap will determine the
convergence of the ground state wavefunction. As well, the error in the energy associated
with β is exponential, as contributions of the excited states begin to factor in.
2.3 Path integral Langevin equation thermostat
In this section, the path integral Langevin equation (PILE) thermostat[74] will be described
in the context of LePIGS[64] and modifications from the finite temperature PIMD will be
explicitly noted.
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In terms of phase space variables, the total Hamiltonian, HP (p, q), can be written as a
sum of the free particle Hamiltonian, H0P (p, q) and the potential, VP (q), as
HP (p, q) = H
0
















































The PILE thermostat requires the Hamiltonian to be expressed in terms of normal
mode coordinates to efficiently sample the momenta. Since an open path exists in PIGS,
normal mode coordinates can be written in terms of the Discrete Cosine Transform type
II (DCT-II) instead of the Fourier matrix which is used for the closed path PIMD. The

























cos(πk(j − 1/2)/P ) k = 0√
2
P
cos(πk(j − 1/2)/P ) k > 0.
(2.29)
The free particle ground state Hamiltonian, H0P now takes a more desired form:





















where ωk = 2ωP−1 sin(kπ/(2P )). In this form, it is possible to obtain an analytical solution
to the equations of motion in terms of sines and cosines. At this point, the PILE thermostat
is exactly the same for finite temperature PIMD as it is for LePIGS. The only differences
are the modified potential energy, a slightly redefined ωk value (changed from P links in the
path to P − 1 links) and the required use of the DCT-II instead of the Fourier transform.
The PILE thermostat then works by propagating first in the position space to calculate
the potential energy and then converted into normal mode space to calculate the kinetic
spring terms as independent normal modes. The momenta are then scaled prior and
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The variable γ(k) is the Langevin equation friction on the kth normal mode and ξ
(k)
i is a
normally distributed random number respectively. The optimal Langevin frictions can be
determined analytically for each of the k modes, except for the k = 0 normal mode which
corresponds to the centroid of the path. These frictions take the form:
γ(k) =

1/τ0 k = 0
2ωk k > 0,
(2.34)
where τ0 is a parameter set by the user. Choosing a suboptimal τ0 only affects the efficiency
of our simulation, so the value of τ0 that we choose is that which minimizes the simulation
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decorrelation time for the total ground state energy since that is our main property of
interest.
2.4 Implementation
Our finite temperature PIMD code is implemented in the open source Molecular Modelling
Tool Kit (MMTK) [75] with the incorporation of the PILE thermostat by Inget al.[76]. The
Fourier transform is provided by the FFTW package[77]. The LePIGS method was also
implemented by Constable et al.[64] in MMTK based on the implementation of the PILE




A preliminary study of confined
parahydrogen molecules within
clathrate hydrates using quantum
molecular dynamics
3.1 Introduction
In this chapter, we use the PIMD and LePIGS methods for finite temperature and zero-
temperature studies, respectively, to determine parahydrogen occupancy properties in the
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small dodecahedral (512) and large hexakaidecahedral (512 64) sized cages which comprise
the structure-II unit cell. We look at energetic and structural properties of small clusters
of hydrogen molecules, treated as point-like particles, confined within each of the different
sized clathrates, treated as rigid, to determine energetic and structural properties in the
zero-temperature limit. We then calculate the energies as a function of temperature and
merge the low temperature results, calculated using finite temperature PIMD, with the
zero-temperature results, using LePIGS, demonstrating the two methods are compatible.
The background theory and a description of the methods used are described in Section 3.2,
followed by results in Section 3.3, and the chapter closes with conclusions in Section 3.4.
3.2 System setup
Since the rotational motion of parahydrogen is on a much faster timescale than it’s nuclear
translational motion of which we are simulating, it appears spherical and thus we are able
to treat each parahydrogen molecule as a point-like particle. We use the Buck potential
(B-P) [70] for intermolecular parahydrogen interactions. We use a 3-D water-hydrogen
potential[78] based on the adiabatic hindered rotor (AHR) approximation of the Valiron
potential[79]. Both of our water cages are rigid and non-interacting, so they solely provide
an external potential for the parahydrogen molecules. The cage geometries are taken from
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literature[80] and their structures shown in Figure 3.1.
Figure 3.1: Structures of the small dodecahedral (512) (left) and large hexakaidecahedral
(512 64) (right) clathrate hydrates which comprise the structure-II unit cell. The blue
dotted lines represent hydrogen bonds.
There are 3 simulation parameters that must be optimized to perform our finite tem-
perature PIMD simulations: the simulation time step, dt, which dictates the length of
each particle move, the centroid friction, γ0, which affects the efficiency of the Langevin
equation thermostat and the decorrelation time, Td, which allows us to calculate proper
statistical errors for our energies. For a LePIGS simulation, an additional parameter, β,
is required to relax our trial wavefunction to the exact ground state wavefunction. Our
simulation parameters have been optimized and are reported in Table 3.1. The only excep-
tion is for the system of a single hydrogen occupying the large cage, our Td = 0.0875 ps.
For our LePIGS simulations, a unity trial wavefunction, ψT = 1 is used for our hydrogen
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molecules.
Table 3.1: System parameters for our finite temperature PIMD calculations and zero-
temperature limit LePIGS calculations
Method dt(fs) γ0(ps−1) Td (ps) β (K
−1)
PIMD 0.75 - 3 1/0.9 0.15 N/A
LePIGS 0.5 1/0.9 0.15 0.3
3.3 Results
The main objective of this study is to determine the stable low temperature parahydrogen
occupancy within the small (512) and large (51264) cages of the structure-II clathrate hy-
drates and compare our findings to prior experimental and theoretical studies. We also wish
to calculate these energies over a range of temperatures using finite-temperature PIMD and
merge the results with the zero-temperature LePIGS calculation.
To determine the stable low-temperature parahydrogen occupancy, the criterion is used
that the total energy of the hydrogen-cage system must be negative and that the chemical
potential when adding an additional hydrogen must also be negative. If these conditions
aren’t met, a more stable configuration involves hydrogen molecules leaving the cage, as
the zero of energy is defined as the hydrogen molecule at an infinite distance from the cage.
The ground state energies from LePIGS simulations are reported below in Table 3.2 and
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the chemical potential in Table 3.3 for the small (512) and large (51264) cage, defined as
the change in total energy of the system when adding the Nth molecule. The energies,
unless explicitly stated, are extrapolated to the τ = 0 limit to remove the error due to the
Trotter factorization.
Table 3.2: Ground state energies (kJ/mol) of systems of confined parahydrogen molecules
occupying the small (512) and large (51264) cages calculated from LePIGS simulations
Cage Size N = 1 N = 2 N = 3 N = 4 N = 5 N = 6
Small -9.193(4) -1.10(1)
Large -6.817(3) -12.368(7) -16.704(8) -19.93(2) -15.88(2) -12.06(2)
Table 3.3: Chemical potential (kJ/mol) of parahydrogen molecules occupying the large
(51264) cage
Cage Size N = 1 N = 2 N = 3 N = 4 N = 5 N = 6
Small -9.193(4) 8.09(1)
Large -6.817(3) -5.551(8) -4.34(1) -3.22(2) 4.04(2) 3.82(2)
The results of our LePIGS calculations show stable occupancy of up to 1 hydrogen
molecule in the small cage and up to 4 hydrogen molecules in the large cage using the
Valiron H2-cage potential and the B-P intermolecular hydrogen potential. This occupancy
agrees with the most recent theoretical study done by Bacic[23].
To explain why these are stable occupancies, the distributions of the hydrogen within
the cage can be looked at. The probability distribution functions of the distance between
the parahydrogen molecule and the center of the small and large cages (RCCM−HCM) are
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shown in Figure 3.2 and the pair distribution functions of the distance between parahydro-
gen molecules (RHCM −HCM) are shown in Figure 3.3. For reference, the equilibrium
distance between hydrogen molecules is approximately 3.5 Å.
For the small cage, a single parahydrogen molecule can occupy the centre of the cage
and has a broad distribution extending to approximately 1.25 Åand maximized at 0.5 Å(or
approximately 1.5 Åaway from the edge of the cage). Adding an additional parahydrogen
molecule pushes them away from each other and towards the edge of the cage resulting in
a more narrow distribution. Contributions to the increase in energy would come from the
repulsion of the two hydrogen molecules and either the decrease of or weaker hydrogen-cage
interactions.
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Figure 3.2: Probability distribution functions for the distance between the parahydrogen
molecules and the center of the small (512) cage (top) and large (51264) cage (bottom),
RCCM −RHCM , for various parahydrogen occupancies.
For the large cage, as was the case for the small cage, the equilibrium distance of a
single hydrogen molecule is approximately 1.5 Åfrom the edge of the cage, but this time
there is no density at the centre. As the cluster size increases, the hydrogen molecules are
pushed further away from the centre of the cage but not as close to the edge as in the case
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of the small cage. The hydrogen molecules are also not as confined in the larger cage and
for almost all cluster sizes are separated by over 3 Å.





































Figure 3.3: Pair distribution functions for the distance between the parahydrogen
molecules occupying the small (512) cage (top) and large (51264) cage (bottom), RHCM −
RHCM , for various parahydrogen occupancies.
However, the distribution overlaps strongest with the equilibrium geometry up to
N = 4, the most stable hydrogen occupancy. After this, the distribution changes fairly
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dramatically with less overlap in the attractive region, which could be the leading cause in
the positive turnaround in the chemical potential. In comparison with DMC results[23], we
agree with the trend that as cluster size increases the hydrogen molecules are distributed
farther from the center of the cage. However, we find that the hydrogen molecules become
slightly more closely packed when the cluster size increases, but DMC results show they
are pushed slightly apart. As well, Bacic finds the tetrahedral formation of the hydrogen
molecules and observed delocalization of this formation as temperature increases about
50 K[25]. We observe the same tetrahedral formation, as can be seen by the angular dis-
tribution between the hydrogens and the centre of the cage, shown in Figure 3.4. Each
hydrogen forms an approximately 109.5 ◦ angle from the cage center, indicative of a tetra-
hedral formation. This delocalization of the tetrahedral formation at higher temperature
is not observed in our calculations and thus these discrepancies could be due to the B-P
hydrogen interaction potential being stronger than the Hodges potential used by Bacic.
The energies of these clusters are also calculated at various temperatures using finite-
temperature PIMD for comparison to the zero-temperature results, using LePIGS, and
reported in Table 3.4. For each simulation, the parameter τ = β/P remains constant
at τ = 0.002K−1. The first observation is that the ground state energies are lower in
energy than the energies at the lowest temperature, which is expected, although it is
observed that the energies converge at temperature around 7 K, which could signify the
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Figure 3.4: Probability distribution functions for the angle between the parahydrogen
molecules and the center of the large (51264) cage, θH2−cc−H2 , for cluster size N = 4.
temperature at which the system reaches the ground state. The cause of this discrepancy
could be twofold. First, we do not extrapolate our energies to the τ = 0 limit and because
the convergence of this PIGS parameter depends on our trial wavefunction (not present
in the finite temperature PIMD method), the ground state energy may have a different
convergence rate with respect to τ . The second issue could be ergodicity. There are
some outlying energies in Table 3.4 (such as 3 pH2 at T = 3.7 K) that are significantly
different than the energies at surrounding temperatures, which should not be the case.
The cause of this is ergodicity where the hydrogen molecules are trapped in a higher-
energy configuration. The PIGS method (or open path sampling) has been demonstrated
to have enhanced sampling (or reduced ergodicity issues) compared to closed path sampling
methods such as PIMD[81]. Future work should investigate to determine if this discrepancy
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is simply due to the difference in τ convergence or ergodicity issues.
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Table 3.4: Energies (kJ/mol) of confined parahydrogen molecules within the small (512)
and large (51264) cages at various temperatures (using PIMD) and in the zero-temperature
limit (using LePIGS). The parameter τ = 0.002 K−1 is constant for each simulation.
Small Cage Large Cage
Temperature (K) 1 pH2 2 pH2 1 pH2 2 pH2 3 pH2 4 pH2 5 pH2 6 pH2
0 -9.257(5) -2.12(2) -6.856(4) -12.543(8) -17.10(1) -20.58(2) -17.22(2) -14.19(2)
0.74 -9.214(1) -1.985(2) -6.836(1) -12.471(2) -16.973(2) -20.298(3) -16.673(3) -13.772(3)
1.48 -9.211(2) -1.986(3) -6.836(2) -12.469(3) -16.952(3) -20.337(4) -16.671(5) -13.768(6)
1.85 -9.214(2) -1.983(4) -6.832(2) -12.468(3) -16.967(4) -20.123(4) -16.666(5) -13.771(6)
2.96 -9.209(2) -1.984(5) -6.831(2) -12.465(4) -16.964(5) -20.119(6) -16.661(7) -13.764(8)
3.7 -9.213(3) -1.987(5) -6.838(2) -12.472(4) -16.546(5) -20.118(6) -16.823(8) -13.753(9)
4.736 -9.213(3) -1.984(6) -6.833(3) -12.467(4) -16.987(5) -20.116(7) -16.664(9) -13.77(1)
5.92 -9.217(3) -1.988(7) -6.837(3) -12.461(5) -16.731(6) -20.127(8) -16.687(9) -13.76(1)
7.4 -9.211(4) -1.989(7) -6.832(3) -12.446(5) -16.974(7) -20.117(8) -16.71(1) -13.78(1)
11.84 -9.217(4) -2.004(9) -6.814(4) -12.410(6) -16.801(8) -20.13(1) -16.67(1) -13.72(1)
14.8 -9.206(4) -1.98(1) -6.794(4) -12.364(6) -16.914(9) -20.10(1) -16.75(1) -13.71(2)
23.68 -9.196(5) -1.98(1) -6.668(5) -12.205(7) -16.76(1) -20.31(1) -16.67(2) -13.62(2)
47.36 -8.996(6) -1.91(2) -6.236(6) -11.623(9) -15.97(1) -19.71(2) -15.97(2) -12.98(3)
59.2 -8.841(7) -1.79(2) -6.006(6) -11.30(1) -15.46(2) -19.15(2) -15.45(2) -12.45(3)
94.72 -8.304(9) -1.08(2) -5.431(7) -10.22(1) -13.85(2) -16.67(2) -15.22(3) -13.49(3)
118.4 -7.89(1) -0.30(2) -5.049(8) -9.49(1) -12.67(2) -14.83(3) -13.37(3) -8.96(3)
236.8 -5.80(2) 4.40(4) -3.28(1) 2.25(4) 3.11(4) 7.19(4) 9.11(5) 13.41(3)
473.6 -1.71(3) 13.96(6) 5.787(8) 11.779(4) 17.60(1) 23.510(9) 29.36(1) 35.23(1)
3.4 Concluding remarks
The purpose of this chapter is to perform a preliminary study on confined hydrogen clusters
in the small (512) and large (51264) cage of the structure-II clathrate hydrate. The zero
temperature energies of various cluster sizes are calculated using the LePIGS method to
determine the stable occupancy for each cage. It is determined that the most stable
occupancies are 1 hydrogen molecule in the small cage and 4 molecules in the large cage.
These are both consistent with Bacic’s most recent results[23]. The structural properties
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of the hydrogen molecules within the cages are also looked at and it is concluded that the
B-P interaction between the hydrogen molecules may be too strong, as seen in the case
for 4 hydrogen molecules occupying the large cage where delocalization of the tetrahedral
formation is not observed at higher temperature, but had been seen by Bacic. Finally, the
energies for all stable cluster sizes in both cages are calculated at finite temperature and
compared to the ground state results. The energies seem to converge around 7 K, which




Raman vibrational shifts of hydrogen
isotopologues
4.1 Introduction
In this chapter,1 we begin to evaluate the accuracy of the interaction potentials of the
individual components, starting with hydrogen. Although the 6-D Hinde pair interaction
potential[68] was reduced to 1-D for parahydrogen in previous work, in the present work
the H6-PES is reduced to 1-D ground state pair potentials (H1-P) for the other two iso-
1Sections of this chapter have been reprinted with permission from M. Schmidt, J. M. Fernndez, N.
Faruk, M. Nooijen, R. J. Le Roy, J. H. Morilla, G. Tejeda, S. Montero, and P.-N. Roy, “Raman Vibrational
Shifts of Small Clusters of Hydrogen Isotopologues”, J. Phys. Chem. A 119, 12551 (2015). Copyright
2015 American Chemical Society.
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topologues, orthodeuterium (oD2) and paratritium (pT2), by the same method of using
the AHR approximation[69] and appropriate internal vibrational averaging. The H1-Ps, in
pointwise form, are used to calculate the Raman vibrational shift using the LePIGS method
plus the perturbation theory approach described above. We report new experimental val-
ues of the Raman vibrational shifts of small (oD2)N clusters for N = 2 − 6, 9 − 11. The
predicted Raman vibrational shifts for (oD2)N clusters are compared to the new experimen-
tal results, while for (pH2)N clusters they are compared to earlier experimental results[31].
The shifts predicted here using our H1-Ps are also compared to those calculated using the
empirically based, isotope-independent B-P.
It is important to note that our (pH2)N shifts calculated here are improved with respect
to our previous work[67]. We use a denser mesh for our difference potential and our path
integral simulations are performed at smaller imaginary timestep values, however we only
notice minor differences in the third decimal place between the values reported previously,
so they are still valid. A larger basis set is used here for the dimer and trimer calculations.
Also new is quantifying the error in using the AHR approximation and from vibrational
averaging to reduce the 6-D potential to 1-D and quantifying the error in first-order per-
turbation theory. We also introduce a way to scale our results to account for these errors.
Results not reported in the previous paper include Raman shifts calculated from simulation
for the dimer and trimer, calculated using the P (R) obtained from direct diagonalization
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as opposed to simulation for the dimer, and calculated using direct diagonalization and
second-order perturbation theory (PT-2) for the dimer.
Although all predicted shifts in this chapter are calculated using the H1-Ps as a tab-
ulated set of points in both the diagonalization and the simulation methods, we also fit
these potentials to an analytic Morse Long Range (MLR)[82, 83] functional form denoted
H1-MLR. Describing our potentials with MLR functional forms is not only useful due to
their compactness, but also convenient for simulations since they have analytic derivatives.
The remainder of this chapter is organized as follows: Theoretical and methodological
details are described in Sec. 4.2, experimental vibrational shifts and their theoretical
predictions are presented and discussed in Sec. 4.3, and we close with some concluding
remarks and future direction in Sec. 4.4.
4.2 Theoretical methodology
4.2.1 Calculating the Raman shifts for a cluster of identical par-
ticles
The Raman vibrational shifts for a cluster of identical particles is defined as the energy
difference between the cluster with one total vibrational quantum and with zero total
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vibrational quanta compared to the energy difference of the free monomers is the Raman
shift. In Appendix A, we use a simplified model of our system to calculate the energy
levels for clusters of N identical particles by constructing and diagonalizing the many-
body Hamiltonian for the v = 0 and v = 1 vibrational states. We emphasize that it is
the symmetric nature of the transition operator, the mean molecular polarizability, which
causes the Raman vibrational spectrum and this is largely independent of the bosonic
character of the particles. What follows is if we assume the monomers to be identical and
to be described by a pair distribution function PN(R) normalized as
∫ ∞
0
PN(R)dR = 1 (4.1)
where R is the relative distance between monomers, we can use a first-order perturbation
theory approach to calculate the Raman shift. This is done by sampling the difference po-
tential ∆V (R), defined as the difference in energy of a pair of particles with 1 total quantum
of vibration and 0 total quanta of vibration, over the ground state pair distribution
∆νN = (N − 1)
∫ ∞
0
∆V (R)PN (R) dR . (4.2)
The use of perturbation theory to calculate energy differences for a dopant (e.g. CO2) in
a cluster of monomers (e.g. H2) has been widely used[84, 85, 86, 87, 88]. The specific case
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when the dopant is identical to the monomers, leading to Eq. 4.2, was first considered in
Ref. [31].
The quantity ∆V (R) that enters the theory can be determined explicitly by taking the
difference between the ground state energy, E0, and the symmetric excited vibrational state
energy, E+ and is derived in Appendix A. The actual calculation of E+ and E0 involves
the construction of the full rovibrational Hamiltonian for the dimer. The energy E+ is
that of the lowest symmetric state with one quantum of vibration and is not necessarily
the lowest energy state for the dimer. The full potential for a cluster of N monomers with
one quantum of vibration can be expressed in terms of the ground state potential V (R)
and the difference potential ∆V (R) as








∆V (Rij) , (4.3)
where the 2/N factor comes from the restriction of counting distinct pairs. This provides
a useful starting point for the discussion of perturbation theory later on.
4.2.2 Constructing the effective H1-Ps for the dimer
In practice the monomers within the cluster do not have a single internal degree of freedom.
The exact space-fixed frame Hamiltonian for a cluster containing N vibrating and rotating
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V̂ aniso(ri, rj, Ri, Rj) (4.4)
where ri is the relative vector between the two atoms forming hydrogen molecule i, and Ri
is a vector representing the position of the centre of mass of that molecule. The diatomic
rovibrational Hamiltonian and translational kinetic energy of monomer i are represented
by ĥrovibi and T̂
trans
i respectively. The intermolecular interactions between molecules i and
j are assumed to be pairwise additive and are represented by the V̂ aniso(ri, rj, Ri, Rj) term
in the above expression. The superscript “aniso” is added to highlight the fact that the
full anisotropy is accounted for at this stage. The construction of the H1-P potential for
pH2 was described in detail in a previous paper[67]. The same method is used here to
construct the oD2-oD2 and pT2-pT2 interaction potentials. The Adiabatic Hindered Rotor
(AHR) method was developed by Li et al.[69] in studying the vibrational shifts of CO2
in (pH2)N clusters and has since been used for other systems including H2O-pH2[78] and
N2O-pH2[89]. The Hamiltonian of our system, composed of two identical monomers, in
the space-fixed frame, with a 6-D interaction potential between them is:
Ĥ = ĥrovib1 (r1) + ĥ
rovib
2 (r2) + V̂
6-D(R, r1, r2, θ1, θ2, φ) (4.5)
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The AHR approach involves building the Hamiltonian at various distances, R, between
molecules and diagonalizing over the 5 other coordinates. For the ground state potential,
the lowest eigenvalues calculated at each R value are chosen resulting in a 1-D interaction
potential. However, the individual monomer Hamiltonians ĥ1 and ĥ2 are not included as
part of this AHR treatment, but instead the rovibrational energies (relative to the ground
rotational state J = 0 for each vibrational level) are used directly. The rovibrational radial
wavefunctions are used as a basis set of primitive functions for constructing the Hamiltonian
matrix. The quantum numbers J = 0, 2, 4 are used for each monomer, reflecting the
allowed rotational states for these molecules and symmetrization of the basis functions
is incorporated as we are interested in the symmetric state, as discussed before. The
basis functions are then converted into real spherical harmonics for convenience. For each
system, one H1-P pair interaction potential is constructed with both monomers in their
vibrational ground state and a second H1-P pair interaction potential is constructed with
one quantum of vibration distributed between the two monomers. The so obtained energies
for the ground and first excited vibrational states provide the potentials for the respective
simulations.
The ground state Hamiltonian for the translational N -body problem then becomes





where the ground state E0(Rij) is composed of the individual intramolecular ground state
energies h0 and the intermolecular interaction potential V (R)
E0(R) = 2h0 + V (R) . (4.7)
The Hamiltonian for the excited state then becomes





∆V (Rij) = E+(Rij)− E0(Rij) . (4.9)
and the energies for the excited state E+ and the ground state E0 are obtained from the
6-D calculations for the dimer. In the simulations below, Ĥg is used to obtain the ground
state density, while the perturbative correction [Eq. 4.2] is used to calculate the vibrational
shift from the monomer.
4.2.3 Ground state simulation methodology
Our LePIGS simulations use the parameters and trial wavefunctions from a previous paper
that focused on ground state calculations of hydrogen clusters[65]. For simulations of
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with parameter b = 3.65 Å[50], is used along with the corresponding parameters from the













is used along with the corresponding parameters for the N = 4 case, since it was deter-
mined that this trial wavefunction helps prevent the cluster from dissociating. The Qk’s
represent the mass-weighted normal modes and the ωk’s represent the angular frequencies
determined from the eigenvalues and eigenvectors after diagonalizing the mass-weighted
force constant matrix (Hessian). For each cluster size, starting with the initial conditions
from the Cambridge Cluster Database[90], a steepest descent minimization is performed
using the specific interaction potential to obtain the equilibrium geometries.
For each simulation, regardless of which trial wavefunction is implemented, a simulation
time step dt = 5.0 fs and an imaginary time step τ = 0.001 K−1 is used. The initial
conditions for all of our simulations come again from the Cambridge Cluster Database[90],
and prior to our simulation that we sample from, a steepest descent minimization and an
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equilibration simulation of 25 ps are performed.
4.3 Results and discussion
4.3.1 Experimental Raman vibrational shifts
Raman scattering of small (oD2)N clusters has been recorded with the same experimental
setup described in Ref. [91]. In brief, (oD2)N clusters were formed in a supersonic free jet
expansion by a continuous flow of a mixture of oD2(10%) diluted in He, at a stagnation
pressure of P0 = 3 bar into a very low pressure expansion chamber. The circular, thin-
walled copper nozzle, 50 µm in diameter, was cooled to T0 = 40 K by means of a closed cycle
helium refrigerator. The temperature at the nozzle was actively controlled to ±0.01 K.
The oD2(10%)+He mixture was prepared in continuous flow by a pair of high-accuracy
mass-flow controllers (Bronkhorst). The expansion chamber was evacuated by a 2 m3/s
turbomolecular pump, backed by a 400 m3/hour roots blower and a 70 m3/hour rotary
pump. Background pressure in the expansion chamber was 0.006 mbar under the above
given conditions.
oD2 was prepared from commercial normal D2 (PRAXAIR, nominal purity 99.8%) by
continuous flow through a catalytic converter operated at 21 K and 5 bar. The residence
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time under these conditions allowed the para-to-ortho conversion of the D2 molecules to
reach the equilibrium ratio of 97.5 % of J = 0 molecules.
Raman scattering was excited by 4 W of a single-mode Ar+ laser at λ = 514.5 nm,
sharply focused down to a 15 µm beam waist onto the gas jet. The size of the probed
volume seen by the detector of the spectrometer, is 90 × 15 × 2 µm3. Raman scattering
was collected at 90 degrees to both the gas jet and the exciting laser beam, by a high
throughput (f/1.8) optical system with a total magnification ×10, and was focused onto
the 20 µm entrance slit of the spectrometer, providing a 2 µm spatial resolution along the
jet axis. The spectrometer is equipped with a 2360 line/mm holographic 102 × 102 mm2
grating and a back-illuminated CCD detector with 1340 × 400 pixels, cooled by liquid
nitrogen to −120◦ C. The spectral resolution was 0.16 cm−1.
The Raman spectrum in Fig. 4.1 was recorded at z = 300 µm from the nozzle orifice, at
an estimated local temperature of 1.1 K in the jet. The peak at 2993.617 cm−1 is the Q(0)
line[92] of the free oD2 molecules, with an (off-scale) total signal of ∼ 75 photons/s, while
that at 2991.498 cm−1 is the Q(1) line due to the residual 2.5% pD2 (J = 1) molecules.
The red-shifted satellite peaks at the bottom of the monomer Q(0) line are assigned to the
excitation of one vibrational quantum in the small (oD2)N clusters, as was done for the
small (pH2)N clusters[31, 93, 91]. Peaks for N = 2 to 6 are clearly resolved in the spectrum
of Fig. 4.1, while those for N = 7 and 8 are partially overlapped by the Q(1) line. The
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Figure 4.1: Vibrational Raman spectrum of small (oD2)N clusters, as recorded in a cryo-
genic free jet of oD2(10%)+He mixture. The numbers 2-11 indicate the size N of the
cluster. Experimental conditions (see text): T0 = 40 K, P0 = 3 bar, D = 50 µm, z = 300
µm. The estimated local temperature is 1.1K.
features red-shifted from the Q(1) line are tentatively assigned to the (oD2)N clusters with
N = 9 to 11, although they can also have small contribution from mixed pD2-oD2 dimers.
The measured vibrational shifts of the (oD2)N clusters with respect to the free oD2
molecule are reported in Table 4.1.
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Table 4.1: Raman vibrational shifts (in cm−1) of (pH2)N and (oD2)N clusters up to
N = 11 obtained from simulation [∆ν(Sim|PT)] and new experimental values for (oD2)N .
Estimated uncertainties shown in parentheses. Those reported from simulation are stan-
dard errors using 1σ. Quantities marked with a * are obtained from exact diagonalization
[∆ν(ψ0|PT)]. Results obtained using the B-P are also shown for comparison. The scaling
factors used are 1.036 for pH2 and 1.030 for oD2. Note: PT refers to first-order perturbation
theory
(pH2)N (oD2)N
N Expt.[31] Scaled PT B-P Expt. Scaled PT B-P
2 -0.400(20) -0.40 -0.391* -0.366(4) -0.401(30) -0.41 -0.394* -0.360(3)
3 -0.822(20) -0.83 -0.801* -0.756(4) -0.847(30) -0.82 -0.795* -0.731(3)
4 -1.251(20) -1.25 -1.202(4) -1.107(5) -1.287(30) -1.24 -1.202(3) -1.096(3)
5 -1.594(20) -1.57 -1.518(4) -1.408(5) -1.602(30) -1.51 -1.467(3) -1.341(3)
6 -1.910(20) -1.86 -1.792(4) -1.641(5) -1.844(30) -1.78 -1.724(3) -1.572(3)
7 -2.136(20) -2.09 -2.016(4) -1.848(5) -1.99 -1.927(3) -1.756(3)
8 -2.350(20) -2.28 -2.199(4) -2.025(5) -2.13 -2.063(3) -1.882(3)
9 -2.46 -2.372(4) -2.182(5) -2.457(30) -2.28 -2.214(3) -2.021(3)
10 -2.62 -2.534(4) -2.327(5) -2.697(50) -2.46 -2.383(3) -2.174(3)
11 -2.83 -2.729(4) -2.512(5) -2.827(50) -2.61 -2.532(3) -2.307(3)
4.3.2 Raman shifts of the dimers and trimers used to quantify
methodological errors and determine scaling factors
To determine the Raman vibrational shifts from theory, we reduce the H6-PES to 1-D
using the AHR approximation for a pair of monomers with zero total quanta of vibration,
our H1-Ps, and with one total quantum of vibration and use a first-order perturbation
approach [Eq. 4.2] to calculate the shifts. There are two advantages to doing these steps.
First, it is clear that reducing the number of dimensions in our PES leads to computational
savings. Also, it has been shown that the convergence of statistical errors with simulation
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time using our first-order perturbation approach is faster than simulating the cluster in
each of it’s vibrational states and directly calculating the difference in energies to get the
shift[87]. For the dimer system of both pH2 and oD2, we directly calculate both the errors
in the reduction from 6-D to 1-D and from using first-order perturbation theory instead
of the direct method. We demonstrate the validity of using these two methods, as the
cumulative error is smaller than that of experimental uncertainties. This allows us to
propose a scaling factor applied to the entire cluster range to account for these two errors
we introduce.
Our ground state 1-D pair interaction potentials (H1-Ps) are calculated for three J =
0 isotopologues, pH2, oD2, and pT2 and are shown in Fig. 4.2. There are very small
differences between them. As the mass increases, the minimum shifts towards shorter
lengths and the well depth becomes shallower as the monomers become less polarizable.
The difference potentials defined in the last section, are shown in Fig. 4.3. The difference
potential becomes shallower as the mass increases since the vibrational energy levels become
closer together. The ground state pair distribution functions from our simulations for
cluster size N = 4 are shown in Fig. 4.4. As the mass increases, the distributions become
more peaked reflecting the reduced quantum character of the system.
For the dimer and trimer, in order to calculate the errors in the AHR and perturbation




















Figure 4.2: H1-Ps of pH2, oD2, and pT2 dimers in the ground (v = 0) vibrational state.
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Figure 4.3: Difference between the H1-Ps of pH2, oD2, and pT2 dimers in the first excited
(v = 1) and the ground (v = 0) vibrational states.
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Figure 4.4: Pair distribution functions generated from LePIGS simulations of (pH2)4,
(oD2)4, and (pT2)4 clusters using the H1-P for each isotopologue.
56
lations methods, using the H1-Ps. The most accurate method is to directly calculate the
difference between the energy levels, denoted ∆ν(ψ)
∆ν(ψ) = Ev=10 − Ev=00 (4.12)
where E0 represents the lowest eigenvalues obtained using the potential with one total
quantum of vibration (v = 1) given by Eq. 4.3 or our H1-Ps with no excitation (v = 0).
As mentioned in the previous section, perturbation theory can be applied to calculate the
vibrational shifts by using Eq. 4.2. The ground state pair distribution function, PN(R) can
be obtained through LePIGS simulations, and the shifts calculated using this method are
denoted ∆ν(Sim|PT). However, from the diagonalizaton methods, we can calculate the pair
distribution function directly from the ground state wavefunction, since PN(R) = |ψ0|2.
The vibrational shifts calculated this way are denoted ∆ν(ψ0|PT).
Second-order perturbation theory[94, 95] can also be used to estimate the leading correc-
tion to the first-order perturbation theory method described above. When the wavefunction
of interest is that of the ground state, the contribution












can be added to the ∆ν of Eq. 4.2. The k’s represent the excited vibrational states of the
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system and the Φ(0)’s and E(0)’s represent the eigenvectors (wavefunctions) and eigenvalues
(energies) obtained by diagonalizing the Hamiltonian using the ground state interaction
potential. It should be noted that this correction is negative or zero, meaning that calcu-
lating the Raman shifts using only first-order perturbation theory should give results that
are smaller in magnitude than the true value of the shift. We use direct diagonalization
to obtain the energies and wavefunctions for the dimer. The shifts calculated using this
method are denoted ∆ν(ψ0|PT-2).
Using these direct diagonalization methods, it is important to recognize that the refer-
ence frame is the body-fixed frame, the system is in the J = 0 state, and the energies we
calculate are due to the intermolecular translational motion. In simulations, the reference
frame is the space-fixed frame. In the analysis throughout this chapter, it should be noted
that the shifts are compared based on their magnitude. Since only red shifts are observed,
a larger shift means one that is more negative.
We first start with the dimer, which can be discussed in more detail. An exact method
can be used to calculate the vibrational shift by diagonalizing the Hamiltonian for the
v=0 and v=1 states using a Discrete Variable Representation (DVR) basis[96]. These
results, together with the simulation results, experimental values, and Hinde’s exact 6-D
calculations are shown in Table 4.2. The parameters used in our diagonalization code are
10000 DVR grid points, rmin=0.1 Å rmax=20.0 Å for (pH2)2 and (oD2)2 and rmax=15.0 Å
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for (pT2)2, and Jmax=0 is used for all isotopologues. We note that our bound state energies
are relative to that of the two free monomers.
Table 4.2: Ground state energies and Raman vibrational shifts (in cm−1) of (pH2)2, (oD2)2,
and (pT2)2 as calculated using our H1-Ps. Comparison is made to Hinde’s results using
his H6-PES Hinde 6-D Exact [68], new experimental data for (oD2)2, and previous exper-
imental results for (pH2)2[31]. ∆ν(ψ) refers to the method of using direct diagonalization
to calculate the shift by directly taking the difference between the ground state energy
[E0 (ψ0)] and the energy of the excited vibrational state. Using exact diagonalization,
the shifts are calculated using first order perturbation theory [∆ν(ψ0|PT)] and second
order perturbation theory [∆ν(ψ0|PT-2)]. The shifts are also calculated using the pair
distribution functions from simulation [∆ν(Sim|PT)]. Estimated uncertainties are shown
in parentheses. Those reported from simulation are standard errors using 1σ.
(pH2)2 (oD2)2 (pT2)2
E0(ψ0) -2.90213 -6.78567 -9.055
∆ν(Hinde 6-D Exact) -0.405 -0.406 N/A
∆ν(ψ) -0.401 -0.400 -0.363
∆ν(ψ0|PT) -0.391 -0.394 -0.359
∆ν(Sim|PT) -0.388(3) -0.400(2) -0.363(2)
∆ν(ψ0|PT-2) -0.401 -0.400 -0.363
∆ν(Experiment) -0.400(20) -0.401(30) N/A
The difference of our ∆ν(ψ) from the ∆ν(Hinde 6-D Exact) can be directly attributed
to the error in using the AHR approximation and vibrational averaging to reduce our
potential from 6-D to 1-D. These errors lead to shifts that are 0.004 cm−1 smaller for
(pH2)2 and 0.006 cm
−1 smaller for (oD2)2 than Hinde’s 6-D values. The difference in our
∆ν(ψ0|PT) and ∆ν(ψ) is the error in using perturbation theory for these predictions. We
observe that this error leads to even smaller shifts by 0.01 cm−1 for (pH2)2, 0.006 cm
−1 for
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(oD2)2, and 0.004 cm
−1 for (pT2)2. These two effects might explain why our ∆ν(Sim|PT)
predictions for larger clusters are smaller than experimentally observed. This error is
greatly eliminated with second order perturbation theory, ∆ν(ψ0|PT-2), as it reproduces
the shift using our most accurate method, ∆ν(ψ). As expected, the shifts obtained from
first order perturbation theory, either from simulation, ∆ν(Sim|PT), or from the exact
calculation, ∆ν(ψ0|PT), are in good agreement with each other.
Since we know the error due to the AHR approximation and to the perturbation the-
ory and they are both in the same direction (cause smaller shifts), the predicted shifts
calculated using the PN(R) from simulation [∆ν(Sim|PT)] and from direct diagonalization
[∆ν(ψ0|PT)] can be scaled to correct for these errors. Using the shifts calculated for the





For pT2, there is no Hinde 6-D Exact calculation so we instead scale to our [∆ν(ψ)] value
using Lanczos diagonalization which accounts only for the error in perturbation theory but






The vibrational shift for the trimers can also be calculated exactly and perturbatively
using the Lanczos diagonalization in Pekeris co-ordinates[97, 98]. These shifts are shown
in Table 4.3, along with the simulation and experimental results. For each of the isotopo-
logues, 90 dimensionless Jacobi DVR basis functions were used over 15000 iterations with
a Vmax of 1000 cm
−1 for all cases except for the Lanczos-Exact calculation with (pH2)3
(Vmax=1100 cm
−1). For (pH2)3 and (oD2)3, rmax = 20 Å and for (pT2)3 rmax = 15 Å. The
basis function parameters used for all isotopologues are a = 5 and b = 0 with symmetry
label A1. The first observation is the error in perturbation theory, or the deviation of
Table 4.3: Raman vibrational shifts (in cm−1) of (pH2)3, (oD2)3, and (pT2)3 as calculated
using our H1-Ps. Comparison is made to new experimental data for (oD2)3, and previous
experimental results for (pH2)3[31]. ∆ν(ψ) refers to the method of using direct diagonal-
ization to calculate the shift by directly taking the difference between the ground state
energy and the energy of the excited vibrational state. The shifts are also calculated using
first order perturbation theory with the pair distribution functions determined by the exact
wavefunctions [∆ν(ψ0|PT)] or from the results of simulation [∆ν(Sim|PT)]. Estimated un-
certainties are shown in parentheses. Those reported from simulation are standard errors
using 1σ.
(pH2)3 (oD2)3 (pT2)3
∆ν(Sim|PT) -0.798(4) -0.792(3) -0.722(2)
∆ν(ψ0|PT) -0.801 -0.795 -0.723
∆ν(ψ) -0.814 -0.803 -0.728
∆ν(Experiment) -0.822(20) -0.847(30) N/A
∆ν(ψ0|PT) from the non-perturbative exact calculation, ∆ν(ψ), is 0.013 cm−1 for (pH2)3,
0.008 cm−1 for (oD2)3, and 0.005 cm
−1 for (pT2)3. We also confirm the same values of the
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shifts are obtained using the two different perturbation theory methods, ∆ν(Sim|PT) and
∆ν(ψ0|PT).
4.3.3 Raman vibrational shifts for entire cluster range
We now extend our study to larger clusters, where direct diagonalization methods can no
longer be used. Our predicted Raman vibrational shifts for (pH2)N and (oD2)N obtained
using the H1-Ps over the range N = 2− 11 are compared to experiment in Fig. 4.5. The
numerical results are given in Table 4.1. The shifts predicted for (pT2)N are given in Table
4.4, and they are smaller than those for both (pH2)N and (oD2)N for all cluster sizes.
The following discussion is based on the scaled values. The results using the B-P are
also calculated for comparison. The shifts reported in Table 4.1, which were calculated
with our H1-P for (pH2)N are in good agreement with the experimental data and fall within
the uncertainty for N = 2− 5. For N ≥ 6, the predicted shifts are distinctly smaller than
the observed ones. This may be due to a number of possible factors. First, we introduce
an ad hoc scaling factor for all cluster sizes based on the dimer to eliminate the effect of
the AHR approximation and first order perturbation theory. Future work could be done
to find a theoretically justified method to properly account for the errors due to those
effects. Hinde’s 6-D potential also uses the same long range coefficients for D2 as it does
for H2. This may contribute to the deviation in the shifts of (oD2)N clusters between
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Figure 4.5: Predicted Raman vibrational shifts (with scaling) for (a) (pH2)N and (b)
(oD2)N clusters up to size N = 11 using the H1-P for each isotopologue. Experimental
results are also shown.
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Table 4.4: Raman vibrational shifts (in cm−1) of (pT2)N clusters up to N = 11 ob-
tained from simulation [∆ν(Sim|PT)] using our numerical H1-Ps and difference poten-
tials for (pT2) dimers. Estimated uncertainties, reported as standard errors using 1σ, are
shown in parentheses. Quantities marked with a * are obtained from exact diagonalization
[∆ν(ψ0|PT)] using the H1-Ps. Results obtained using the B-P potential are also shown for
comparison. The scaling factor used is fT = 1.011 for pT2.
(pT2)N
N Scaled PT B-P
2 -0.36 -0.359* -0.329(2)
3 -0.73 -0.723* -0.670(2)
4 -1.10 -1.092(2) -1.001(3)
5 -1.34 -1.327(2) -1.223(3)
6 -1.57 -1.552(2) -1.430(3)
7 -1.77 -1.755(2) -1.611(3)
8 -1.86 -1.840(2) -1.695(3)
9 -2.04 -2.013(2) -1.842(2)
10 -2.18 -2.157(2) -1.977(2)
11 -2.28 -2.254(2) -2.069(2)
our calculated shifts and experiment. Also, we are using pair interaction potentials and
perhaps many-body effects are important for the larger clusters.
It is also interesting to compare the relative magnitude of the vibrational shifts for
(pH2)N and (oD2)N . For N ≤ 5, no difference in the experimental vibrational shift between
(pH2)N and (oD2)N is observed within the estimated uncertainty, while for larger clusters,
the experimental shift for (pH2)N are larger than for (oD2)N . In turn, the ordering of the
shifts for (pH2)N and (oD2)N agree with experiment; with perhaps the exception of N = 5,
since (pH2)5 is predicted to have a larger shift than (oD2)5 by 0.06 cm
−1 while the shifts
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are experimentally observed to be almost equal.
For N ≤ 5 clusters of (oD2)N and (pH2)N we notice a competing effect in the calculation
of the vibrational shift from perturbation theory, shown in Fig. 4.6, due to the shape and
location of the pair distribution function with respect to the difference potential. This
figure plots the integrand of the vibrational shift equation [Eq. 4.2] for the (pH2)3, (oD2)3,
and (pT2)3 trimers. The figure shows that (oD2)3 has a significantly, narrowly peaked
pair distribution in the most negative region of the difference potential contributing a very
negative value to the shift. The (pH2)3 pair distribution in the difference potential well
is not as peaked and extends to longer distances, so although it does not contribute as
negative a shift in the well region, since the distribution extends to longer distances it
accumulates a more negative value. This leads to roughly equivalent values of the overall
shift between (pH2)N and (oD2)N .
For each isotopologue, the B-P gives consistently smaller vibrational shifts than our
H1-Ps and as a result the H1-Ps with isotopologue-dependence give better agreement for
all cluster sizes.
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Figure 4.6: Solid lines: Integrand of the vibrational shift equation: the difference potential
multiplied by the pair distribution function obtained from simulation, shown for the (pH2)3,
(oD2)3, and (pT2)3 trimers. Dotted lines: The cumulative sums of the integrand (scaled to
fit the diagram) reflecting how the vibrational shifts change with intermolecular distance.
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4.3.4 Portable analytic MLR models for our isotope-dependent
H1-Ps
Although the ground state H1-Ps used so far in this chapter, both in the diagonalization
and simulation methods, are the set of points obtained directly from the AHR reduction
and vibrational averaging procedure, it is convenient to express our potentials in an analytic
form. The potentials are fitted to the modern version of the MLR functional form[99]:






−β (r) · yeqp (r)
]}2
(4.16)
with De representing the well depth and re representing the equilibrium distance. The β
parameters are defined as:
βMLR (r) = y
ref



























The long range contribution has the form:


























The programs betaFIT [101] and dpotFIT [102] are used to fit the H1-Ps to analytic
MLR functions. To fit our potential in betaFIT, 756 points out of 17770 points were chosen
from the original tabulated potential used in simulation. A required input to any sensible
least squares fit program are “uncertainties” at each potential point. The uncertainties
used here are a specific percentage of the value of the potential at each data point. The
choice of points and uncertainties is listed in Table 4.5.
Our H1-MLRs are fit to ten beta parameters and to optimize the remaining parameters,
they were fit using the betaFIT code program for a variety of different p (between 5-8), q
(between 1-4), and rref parameters (between 3.00 Å - 6.00 Å) for each of the three interaction
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Table 4.5: Selecting range and density of the tabulated H1-P data points to fit the analytic
potential to and the choice of uncertainty percentages.
R (Å) ∆R (Å) “Uncertainty” (%)
2.23 - 3.08 0.05 10%
3.10 - 8.08 0.01 1%
8.13 - 19.98 0.05 10%
potential surfaces. The parameters were chosen such that they minimize the dimensionless
root mean squared deviation (so-called ‘dd’) between the fitted H1-MLRs and actual H1-
Ps. The potFIT code was then used to further fine-tune the H1-MLRs, requiring that the
dissociation limit be zero, which was not possible in betaFIT. The resulting ‘dd’ values
for each potential were approximately 0.02. The resulting potential surfaces obtained
from potFIT are benchmarked by comparing the bound state energies of (pH2)3, (oD2)3,
and (pT2)3 trimers obtained using our fitted H1-MLRs to those obtained using the true
tabulated H1-P. It is most convenient to have the same MLR form (p, q, rref parameters)
for each isotopologue and the parameters p = 6, q = 1, and rref = 4.20 Å were chosen since
these gave us the best overall results for each of the potential surfaces. The other MLR
fitted parameters for each isotopologue are listed in Table 4.6. Comparing the H1-P to the
H1-MLRs of the dimers in Table 4.7, the accuracy of the energies are on the order of the
0.0001 cm−1 and the errors in our calculated vibrational shifts are 0.002 cm−1, which are
smaller than our simulated error bars. We find that the calculated ground state energies are
the only bound states found using our H1-Ps and H1MLR-Ps for all three isotopologues. As
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Table 4.6: MLR fit parameters for the ground state H1-Ps of pH2, oD2, and pT2. Note
all energies are in cm−1 and lengths in Å. Parameters common for all three H1-MLRs are
p = 6, q = 1, rref = 4.60, and ρ
AB = 1.10.
Parameter pH2 oD2 pT2
De 24.2288 24.2090 24.1595
re 3.47005 3.46468 3.46043




β0 -6.631E-02 -6.396E-02 -6.202E-02
β1 1.346E-01 2.109E-01 2.795E-01
β2 -3.300E-02 4.970E-01 9.750E-01
β3 6.000E+00 7.410E+00 8.810E+00
β4 -1.400E+01 -1.570E+01 -1.730E+01
β5 -1.193E+02 -1.020E+02 -8.840E+01
β6 2.290E+02 4.110E+02 5.880E+02
β7 1.110E+03 1.160E+03 1.230E+03
β8 -1.850E+03 -3.150E+03 -4.460E+03
β9 -3.500E+03 -3.300E+03 -3.200E+03
β10 6.000E+03 1.100E+04 1.600E+04
mentioned before, the bound states refer only to the intermolecular translational degrees of
freedom. Using his H6-PES, Hinde obtained for (oD2)2 four bound states[68] considering
the end-over-end rotation of the dimer. The ground state wavefunctions for the (pH2)2,
(oD2)2, and (pT2)2 dimers calculated from the exact code using our H1-Ps are shown in Fig.
4.7. It should be noted that the (pH2)2 wavefunction is much broader than the other two.
This reflects the greater quantum nature of (pH2)2 compared to it’s heavier isotopologues.
The results of the trimer bound state energy calculations[97, 98], performed using the
Lanczos diagonalization scheme, are shown in Table 4.8 using both the full pointwise H1-P
and our fitted H1-MLR. We find two bound states for (pH2)3, three for (oD2)3 and four
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Figure 4.7: Ground state wavefunction of the (pH2)2, (oD2)2, and (pT2)2 dimers calculated
by exact diagonalization using the H1-Ps.
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Table 4.7: Rotationless bound state energies and vibrational shifts (in cm−1) of (pH2)2,
(oD2)2, and (pT2)2 dimers calculated using the Lanczos diagonalization method with our
H1-P and the present H1-MLR. Energies are relative to the two free monomers.
(pH2)2 (oD2)2 (pT2)2
H1-P H1-MLR H1-P H1-MLR H1-P H1-MLR
E0(ψ0) -2.9021 -2.9016 -6.7857 -6.7847 -9.055 -9.054
∆ν(ψ) -0.4013 -0.4018 -0.3997 -0.4006 -0.363 -0.365
Table 4.8: Rotationless bound state energies En and vibrational shifts (in cm
−1) of (pH2)3,
(oD2)3, and (pT2)3 trimers calculated using the Lanczos diagonalization method with our
H1-P and the present H1-MLR. Energies are relative to the three free monomers.
(pH2)3 (oD2)3 (pT2)3
Bound State Energies H1-P H1-MLR H1-P H1-MLR H1-P H1-MLR
E0 -9.8863 -9.8864 -21.2386 -21.2388 -27.905 -27.904
E1 -3.65104 -3.65098 -12.7640 -12.7634 -18.076 -18.075
E2 -7.2730 -7.2727 -13.923 -13.922
E3 -9.483 -9.485
∆ν(ψ0|PT) -0.8010 -0.8011 -0.7954 -0.7956 -0.72272 -0.72270
for (pT2)3. We note that all bound states of the trimers lie below those of the dimers.
Our fitted H1-MLRs give good agreement with the original H1-Ps for the bound state
calculations and the vibrational shifts. It is worth mentioning that similar calculations of
the bound states of (pH2)3 in the literature[103, 104] found only one bound state. This
could be due to the interaction potential and future work should be done to determine the
source of this discrepancy.
The one-dimensional particle distributions representing the wavefunctions in Pekeris
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co-ordinates are shown in Fig. 4.8 for the trimer of each isotopologue. The wavefunction
for the bound state n = 1 level for the (pH2)3 trimer is almost twice as wide as that for
the ground state wavefunction. This extended wavefunction is not observed in the (oD2)3
trimer, however a diffuse wavefunction is also observed in the n = 3 level of the (pT2)3
trimer that is much broader than the other three lower states.
4.4 Concluding remarks
In this chapter, effective 1-D pair interaction potentials for pH2, oD2, and pT2 have been
constructed based on the H6-PES[68]. Using these reduced pointwise H1-Ps, the Raman
vibrational shifts were calculated using ground state molecular dynamics (LePIGS) simula-
tions and applying first order perturbation theory. For (pH2)N and (oD2)N , the predictions
using the H1-Ps are in good agreement with experimental results and outperform the tra-
ditional B-P. This suggests that the hydrogen interaction potential that should be used in
the future for small clusters should be the H1-Ps. We also present new experimental values
for the Raman vibrational shifts for (oD2)N clusters of size N = 2− 6, 9− 11.
For (pH2)2 and (oD2)2 dimers we calculate the error in reducing the H6-PES to our H1-
Ps and the error in using perturbation theory. Both errors cause smaller predicted shifts.
We find that second order perturbation theory corrects for the error of first order pertur-
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Figure 4.8: One-dimensional particle distribution for energy levels En in Pekeris co-
ordinates of (a) (pH2)3, (b) (oD2)3, and (c) (pT2)3 trimers using Lanczos diagonalization
scheme.
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bation theory. A potential source of error for larger clusters is that the AHR reduction
does not necessarily lead to a pairwise additive potential. Determining the quantitative
effect of this error or if this assumption introduces many-body effects is a future research
direction. For the trimers, we observe differing numbers of rotationless bound states of
the trimer isotopologues: two for (pH2)3, three for (oD2)3, and four for (pT2)3, however
only one bound state for (pH2)3 has been reported in the literature[103, 104] using similar
methods to us, and future work should be used to determine the source of the discrepancy.
We also observe some of the bound state wavefunctions for (pH2)3 and (pT2)3 extend to
distances over twice that of the ground state wavefunctions. This is not seen for any of
the (oD2)3 bound state wavefunctions.
Since our errors in the AHR approximation and perturbation theory are known, our
simulation results can be scaled by a factor to account for the discrepancy. Our calculated
shifts of small clusters, N ≤ 5, of (pH2)N and (oD2)N agree with experiment within
estimated uncertainty, but are smaller than experiment for larger clusters. This could be
due to our näıve method of using a scaling factor to account for the errors in using the AHR
approximation and first order perturbation theory. Also, the same long range coefficients
are used for D2 as they are for H2 and this could lead to additional errors for the (oD2)N
shifts. We also use a pair interaction potential and the deviations observed for the larger
clusters could be due to many-body effects. Future work could look at a theoretical method
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to properly account for the errors introduced by the AHR approximation and first-order
perturbation theory, as well as trying to quantify the three-body or many-body effects to
determine their impact on the vibrational shifts. For (pT2)N , there are no experimental
results, however a similar pattern is observed as for the other isotopologues that the H1-P
gives larger shifts than the B-P for all cluster sizes. The predicted shifts for (pT2)N clusters
are all smaller than the corresponding shifts for both (pH2)N and (oD2)N .
Although the analysis above used the ground state H1-P as a set of points directly
obtained from the AHR reduction, our H1-Ps are also fitted to a Morse Long Range
(MLR)[82, 83] functional form denoted H1-MLR for later convenience. The dimer and
trimer bound state energies and vibrational shifts with first order perturbation theory
using the fitted H1-MLRs are compared with those using the H1-Ps directly and the results
are in excellent agreement. Having an analytic form for our interaction potentials is very
useful for molecular dynamics simulations because they allow the derivatives (forces) to
be calculated analytically. It also provides a compact way to represent the potential for




Analysing the accuracy and efficiency
of different methods to calculate
Raman vibrational shifts of hydrogen
clusters
5.1 Introduction
In this chapter, we continue to look at the theoretical calculations of the Raman vibrational
frequency shifts of pure parahydrogen and orthodeuterium clusters of N = 4−9, expanding
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on the previous chapter. Here, the shifts are calculated using three different methods and
the values are compared to experiment and the variances are compared to each other.
The first method requires the calculation of energies from two simulations, one when the
cluster is in the v = 0 vibrational state and one when the cluster has v = 1 total quantum
of vibration. The shift is calculated from the difference in those two energies. The second
method requires only a v = 0 simulation to be performed. The ground state energy is
calculated as usual and the excited state energy is calculated by using the distribution
of the v = 0 simulation and the ratio of the density matrices between the v = 1 state
and the v = 0 state. As before, the shift is calculated from the difference in those two
energies. These first two are both exact methods of calculating the vibrational shift.
The final method is perturbation theory, which has been used extensively in the past,
where the shift is calculated by averaging the pairwise difference potential over the pair
distribution function. However, this is an approximate method. This is the first extensive
study comparing these three methods and it is found that, despite the approximations,
perturbation theory method has the strongest balance between accuracy and precision
when weighing against computational cost.
These methods of calculating the Raman vibrational frequency shifts are directly com-
pared over a range of system sizes. The quantum calculations are molecular dynamics
simulations using the PIGS method[105] and the systems of choice are small clusters of
79
pure parahydrogen and orthodeuterium clusters up to N = 9 which have been accurately
calculated in the past and compared to experimental results[106, 107]. We also introduce
an additional method which calculates the energy of the v = 1 state based off of the
v = 0 simulation, which eliminates the need to run two separate simulations and halves
the computational cost. We carefully determine the statistical errors of all of our reported
quantities using the “binning analysis.” We also use a v = 1 PES that is improved upon
from the previous chapter. The main goals are to determine the extent of the perturbation
theory approximation by comparing the vibrational shift to those calculated from exact
methods over a range of cluster sizes and to determine the relative variance of each method
and how they scale with cluster size.
The remainder of this chapter is organized as follows: theoretical and methodological
details are introduced in Sec. 5.2, results are presented and discussed in Sec. 5.3, and we
close with concluding remarks in Sec. 5.4.
5.2 Theory and methodology
The focus of this section is to describe the methodological techniques used to calculate the
Raman vibrational shifts. Described in detail are the three different methods to calculate
the Raman shifts and the associated approximations. We also highlight our simulation
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method, the LePIGS technique and the optimized parameters used. The treatment and
calculation of the statistical errors associated with our energies and shift results are also
discussed.
5.2.1 Methods to calculate the Raman vibrational frequency shift
for a pure cluster
The definition of the Raman vibrational frequency shift, ∆ν0,N is the difference between
the energy difference between the v = 0 and v = 1 vibrational energy levels when the
particle is in a vacuum (∆Efree) and when the particle is a part of a cluster of N molecules
(∆Ecluster,N),
∆ν0,N = ∆Ecluster,N −∆Efree = Ev=1,N − Ev=0,N (5.1)
where Ev,N is the energy of the system relative to the dissocation limit for a cluster of N
particles where the system has a total quantum number of vibration v = 0 or v = 1.
There are three main methods that can be used to calculate this Raman vibrational
shift using path integral ground state. The first is by performing two separate simulations,
using the PESs which correspond to the system being in the v = 0 and v = 1 state to
calculate directly ∆ν0,N from both Ev=0,N and Ev=1,N .
The second method is to perform one simulation using the PES corresponding to the
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system in the v = 0 state. This allows for the direct calculation of Ev=0,N as before.
However, the energy of the system being in the v = 1 vibrational state, Ev=1,N , can be
calculated by taking the ratio of the density matrices to effectively sample the v = 1














Since all molecules in our system are identical and thus have the same mass, the kinetic






























Both of these methods are considered “exact” methods as they do not introduce any
approximations in the calculation of the shift ∆ν0,N . However, the third method and an
approach that has been commonly used in the past involves calculating the shift using first
order perturbation theory. Exactly, the shift can be calculated as
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∆ν0,N = Ev=1,N − Ev=0,N = Ĥv=1ψv=1 − Ĥv=0ψv=0 . (5.5)
However, if one assumes that the two Hamiltonians corresponding to the v = 0 state
and the v = 1 state are nearly identical, the excited vibrational Hamiltonian can be
approximated as:
Ĥv=1 ≈ Ĥv=0 + ∆V̂N (5.6)
where the difference of the PESs for a cluster of N molecules is defined as
∆V̂N = V̂v=1,N − V̂v=0,N . (5.7)






In our case, our PESs are pairwise additive based on the distance between the pairs of
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point-like particles, therefore this quantity can be calculated by the following expression:
∆ν0,N = (N − 1)
∫ ∞
0
dR ∆V2(R) ρv=0,N(R) , (5.9)
where ∆V2(R) represents the pairwise difference potential. Through the use of our path
integral ground state simulations, this can be trivially calculated as a sum over independent
simulation steps and over all pairs of identical particles.








5.2.2 Ground state simulation parameters and treatment of sta-
tistical errors
The pairwise additive Hinde PESs (H1-Ps)[68, 106, 107] are once again used as before for
both the v = 0 and v = 1 surfaces. For simulations of N hydrogen molecules that require
a total quantum of vibration of v = 0, the pairwise additive v = 0 potential can be used
directly. However, for simulations of N hydrogen molecules require v = 1, the pairwise
PES that is used takes the following form,





where ∆V2 represents the difference between the pairwise additive potentials with v = 1
and v = 0 quantum of vibrations denoted Vv=1,2 − Vv=0,2. Using this potential allows
each hydrogen molecule to remain indistinguishable as the quantum of vibration is shared
amongst all of the molecules.
The simulation parameters common to all cluster sizes are reported in the following Ta-
ble 5.1. We do not report the parameter τ = β/P , which typically introduces a systematic
error due to the Trotter factorization of the PIGS method, since for all cases we extrapolate
to the τ = 0 limit which removes such error. The Jastrow-type trial wavefunction used in
the previous work also remains the same[106, 107].
Table 5.1: Parameters for (pH2)N and (oD2)N simulations: Timestep dt, centroid friction
γ0, relaxation parameter β, and length of simulation t
System dt (fs) γ0 (ps
−1) β (K−1) t (ns)
pH2 5.00 0.005 1.125 400
oD2 5.00 0.05 1.000 300
Since we know the form of the Trotter error for energies, we can perform simulations at
multiple τ values and extrapolate to the τ = 0 limit. Since the form only has even powers,
we choose to include both the quadratic and quartic term for accuracy
E(τ) = E0 + aτ
2 + bτ 4 , (5.12)
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where E(τ) is the energy from our simulation at a specific τ value and E0 is the exact
ground state energy. When discussing errors, we use standard errors from our simulation
energies, E(τ), and the asymptotic standard errors for our extrapolated or exact ground
state energies E0.
For each simulation, we can not save the entire trajectory as this would take up too
much memory. For parahydrogen clusters we save the configuration at every 400 fs (for
orthodeuterium, every 300 fs), but the energies of the systems at these configurations are
still correlated and our errors would be underestimated if we took normal standard error
statistics. To determine the integrated autocorrelation time for a specific data set, we use
a binning analysis approach[108], so the true standard error can be accurately determined.
Therefore, for each system and cluster size, we use the binning method to calculate the
integrated autocorrelation time for each average property from Eqs. 5.1 and 5.2 for both the
smallest and largest τ values. For each property, we then choose the largest autocorrelation
time of the two and use that value over the entire τ range. For the perturbation theory
calculations, from which the shifts are calculated from the ground state distribution of pair
distances, the largest autocorrelation time from the ground state energy is used.
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5.3 Results
Raman vibrational shifts can be calculated in three different methods. The first method,
denoted the “simulation method,” requires calculating the energy of the hydrogen cluster
from two separate simulations when the total quantum of vibration is v = 0 and v = 1,
denoted E(v = 0) and Esim(v = 1). The second method, denoted the “ratio method,”
requires just the simulation when the cluster is in the v = 0 state, however it requires the
average of two other properties from Eq. 5.2 and the ratio between them to calculate the
energy for the v = 1 state, denoted Eratio(v = 1). No approximations are made for either
of these two methods, so the energies corresponding to the v = 1 state should be identical
within error bars. The results for the ground state energy of the pure (pH2)N and (oD2)N
clusters are shown in Tables 5.2 and 5.3 below. All energies reported are extrapolated to
τ = 0.
Table 5.2: Ground state energies of pH2 in Kelvin
N E(v = 0) Esim(v = 1) Eratio(v = 1)
4 -29.58(2) -31.40(2) -31.35(4)
5 -48.86(3) -51.12(3) -51.08(5)
6 -71.20(4) -73.84(4) -73.84(8)
7 -95.75(4) -98.78(4) -98.71(9)
8 -122.37(4) -125.50(5) -125.60(10)
9 -150.67(5) -154.13(5) -154.15(12)
As expected, the E(v = 1) energies are identical within error bars for each cluster size,
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Table 5.3: Ground state energies of oD2
N E0(v = 0) E0,sim(v = 1) E0,ratio(v = 1)
4 -61.44(3) -63.29(3) -63.21(5)
5 -96.61(4) -98.74(4) -98.77(6)
6 -137.69(5) -140.30(5) -140.22(9)
7 -181.10(5) -183.93(5) -183.95(13)
8 -225.92(6) -228.92(6) -228.96(11)
9 -274.78(6) -278.01(6) -278.04(16)
however the error bars of Eratio are approximately twice as large as Esim. As well, the
magnitude of the error bars of the energies calculated by ratio increase at a much faster
rate with respect to cluster size than the energies calculated by a separate simulation. This
makes sense because it relies on taking the ratio of two average quantities, each with their
own error bars. It is also clear that the errors of the E(v = 0) and E(v = 1) using the
simulation methods are approximately the same for each cluster size, which is expected
since the PESs are very similar.
The Raman vibrational shifts can now be compared using the three methods, introduc-
ing the perturbation theory results coming from the ground state pair distribution function
from the v = 0 PES and Eq. 5.8. The results are shown in Tables 5.4 and 5.5 below.
When looking at the reported error bars, the variance of the results using perturbation
theory are on the order of 10−3 cm−1 and do not increase with system size, however the
values themselves are always lower in magnitude than the experimental results. There is an
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Table 5.4: Calculated Raman vibrational shifts (∆ν0,N) of pH2 in cm
−1 using three dif-
ferent methods: simulation (Sim), ratio (Ratio), and perturbation theory (PT) with the
experimental results shown as well
N Sim Ratio PT Experiment[31]
4 -1.263(35) -1.228(49) -1.208(2) -1.251(20)
5 -1.570(44) -1.545(64) -1.535(2) -1.594(20)
6 -1.830(53) -1.830(84) -1.815(2) -1.910(20)
7 -2.110(60) -2.058(98) -2.039(2) -2.136(20)
8 -2.172(66) -2.242(113) -2.232(2) -2.350(20)
9 -2.403(72) -2.416(128) -2.403(2)
Table 5.5: Calculated Raman vibrational shifts (∆ν0,N) of oD2 in cm
−1 using three dif-
ferent methods: simulation (Sim), ratio (Ratio), and perturbation theory (PT) with the
experimental results shown as well
N Sim Ratio PT Experiment[107]
4 -1.289(45) -1.233(59) -1.225(1) -1.287(30)
5 -1.479(55) -1.501(73) -1.495(1) -1.602(30)
6 -1.812(66) -1.760(101) -1.757(1) -1.844(30)
7 -1.964(76) -1.979(144) -1.965(1)
8 -2.085(83) -2.111(128) -2.103(1)
9 -2.245(91) -2.263(175) -2.265(1) -2.457(30)
error using this method due to the approximations made in the perturbation theory. The
simulation and ratio methods are exact, as no approximations have been introduced, and
the results are, as expected, within error of each other since they are based on the ground
state energies that are common and excited state energies that themselves agree with each
other within error. It is determined that, compared to experiment, the shifts calculated
from the “simulation” for (pH2)N agree within error to the experimental results up until
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N = 8 where it seems to deviate significantly. For the ratio method, the shift values agree
within error of the experimental results consistently (including N = 8) but this is because
the errors are significantly larger for the shifts reported from the ratio method than the
simulation method. This is the same trend as seen in the (oD2)N case.
We propose that using the Hinde potential to calculate the Raman vibrational shifts
is very good for small clusters, but will underestimate (in magnitude) the value of the
shift as the cluster size increases. Incidentally, with the increased errors of using the
“ratio method,” the experimental results can be reproduced, but it is believed this is just
coincidence as the values using both the simulation and perturbation theory methods,
with smaller error bars, differ significantly from the experimental results. We can also
confirm that this underestimation is not due to the perturbation theory and, in fact, the




In this chapter, we calculate the Raman vibrational shifts of small parahydrogen and
orthodeuterium clusters using three different methods. The first method, so-called the
“simulation method” is directly calculating the energy of the cluster both with v = 0
quantum of vibration and v = 1 from two separate simulations. The shift is then taken
as the difference between those energy values. The second method, so-called the “ratio
method” is directly calculating the energy of the cluster in the v = 0 state, but using the
distribution of the ground state simulation and the ratio of density matrices to calculate
the energy in the v = 1 state. The shift is again taken as the difference between those
values, but only one ground state simulation is required. The final method is to calculate
the shift through first order perturbation theory by multiplying the difference potential
(the difference between the v = 1 and v = 0 pair potentials) over the distribution of the
ground state pair distances.
The trends for (pH2)N and (oD2)N were found to be the same in the analysis of both
the energies and the vibrational shifts. The values of the energies in the v = 1 vibrational
states, calculated directly from simulation or using the ratio of the density matrices, gave
the same result as expected since both are exact methods. However, the variance in the
energies was much higher (approximately twice as large) when using the ratio method than
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the separate simulation method. This is due to the fact that the average of two properties
(both with statistical errors) had to be taken and divided out. Since running a simulation
twice as long only decreases the standard error by a factor of
√
2, between the two cases
it is still not efficient to use this ratio method when comparing computational efficiency.
With respect to the vibrational frequency shifts, the simulation method and the ratio
again give the same result within error bars, as expected since the calculation requires
a common ground state energy and the excited state energies calculated from the two
methods are the same within error bars. However, the shifts calculated from perturbation
theory and the simulation method are the same within error bars for all cluster sizes except
for N = 4. This could be due to the fact that the vibrational excitation is delocalized
across fewer molecules, so it’s a much larger perturbation than when it delocalized in
larger clusters. With respect to the variance, the simulation method has errors larger than
perturbation theory by an order of magnitude and increases with cluster size. However,
the variance from perturbation theory remains consistently small (10−3 cm−1, and since
the values agree with those from the simulation method within error bars, the perturbation
theory method is recommended despite the approximation.
In comparison to experimental values, the simulation results agree within error bars for
N = 4 until N = 7. At N = 8, we notice that symmetry is reduced to the Cs group so this
could be a contributing factor, but the shift from simulation also deviates from experiment
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for (D2)9 even though the symmetry is enhanced for that cluster size. It could then be
that this is a limitation of the pairwise additive Hinde potential, that it is very accurate
up until N = 7 and past this, the potential may need to include more information or the
pairwise potential is not sufficient and we require one that includes many-body effects.
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Chapter 6
Ground state chemical potential of
parahydrogen clusters of size
N=21-40
6.1 Introduction
The shape of the ground state chemical potential of parahydrogen clusters between N=21-
40 has been the subject of much debate. At low temperatures, down to 1 K, there is a
general consensus that in this range of cluster sizes, the chemical potential of parahydrogen
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is jagged indicating many stable structures and magic number clusters (clusters which have
enhanced stability). However, below 1 K and in the zero-temperature limit, there has been
a discrepancy between whether the magic numbers persist or whether so-called ‘quantum-
melting’ occurs, where the chemical potential smooths out and monotonically increases.
This has led to numerous studies summarized below and a review[109].
Path integral Monte Carlo calculations at finite temperature have been performed by
many groups. Mezzacapo and Boninsegni calculated the chemical potential at 1 K[110] and
found peaks at N = 24, 26, 29, 32, 34, 37, and 39. However, when performing calculations
at a lower tempearture T=0.25 K[111], the distinct peaks disappear and the chemical po-
tential becomes a smooth monotonically increasing curve suggesting some sort of quantum
melting transition occurs between 0.25 K and 1 K. Khairallah, Ceperley, and Toennies also
calculated the chemical potential at T=0.5 K[112], but observed distinct magic number
peaks corresponding to N = 23, 26, 29, 32, 34, and 37 (N = 38 − 40 were not calculated
for that temperature) which agree very well with the 1 K literature results. These magic
number cluster sizes are analogous to those for alkaline earth metals and rare gases [113]
indicating possible icosahedral or pseudo-closed packed structures.
Since T=0.25 K is in the ground state regime for parahydrogen clusters, the quantum
ground state methods of diffusion Monte Carlo (DMC) and path integral ground state
(PIGS) can be employed. Guardiola and Navarro have studied the chemical potential us-
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ing DMC and found no magic number peaks[114, 115, 116] except for a study in which
they investigate the chemical potential with respect to excitation energies[115] where they
also see magic numbers of N = 36 and possibly N = 31. Sola and Boronat used DMC to
calculate the energies of hydrogen clusters assuming they were either in solid-like configu-
rations or in liquid-like configurations by varying the trial wavefunction. The lower energy
of the two is the one that would be used for the chemical potential curve. For cluster sizes
smaller than N = 30, the same smooth curve is formed, but for larger clusters, a jagged
curve formed in stark contrast to the previous DMC results. Magic number cluster sizes
were predicted for N = 23, 25, 28, 30, 34, 37, and 40.
However, Cuervo et al. used the Monte Carlo variant of PIGS to calculate the ground
state chemical potential[117, 51] and found very distinct peaks in the curve corresponding
to magic number cluster sizes of N = 26, 29, 34, and 39 with the Buck potential[70] which is
in contrast to the smooth curve predicted by DMC. Just recently, Miura used variational
path integral molecular dynamics (VPIMD), a molecular dynamics variant of PIGS to
calculate[63] the ground state chemical potential and also see clear magic number cluster
sizes for N = 26, 29, 34, and 39. Mezzacapo and Boninsegni predict[44] the difference
between the DMC and PIGS results is due to population size bias that can arise in DMC
if not properly accounted for. This bias is not found in PIGS.
The focus of this chapter is to use the LePIGS method to calculate the ground state
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chemical potential and contribute to the literature review. LePIGS has been used previously[65]
to study ground state energies of smaller hydrogen clusters up to N = 19 and N = 33
to explore their solid-like and liquid-like properties. Both the Buck (B-P) [70] and the
Silvera-Goldmann (SG-P)[71] interaction potentials are used in the simulations to see if
the magic numbers are potential-dependent. We will describe our system setup in Sec-
tion 6.2, followed by results in Section 6.3, and we will close with conclusions and future
directions in Section 6.4.
6.2 System setup
Both the B-P [70] and SG-P[71] interaction potentials for hydrogen are used in our LePIGS
simulations. For the SG-P, we use the solid-effective pair potential, which includes the
non-zero C9 term and the potential minimum, rm=3.44 Å. Traditionally, many groups who
use the SG-P use rm=3.41 Å, which results in the interaction potential having a slightly
softer repulsive wall. This means that the energy values can not be directly compared, but
qualitatively should have the same result. As before, the Jastrow trial wavefunction is used
for the hydrogen molecules in our LePIGS simulations. Simulations for both potentials and
all cluster sizes (N = 20− 40) use the same optimized parameters: a simulation timestep,
dt = 4.0 fs, a centroid friction, γ0=0.5 ps−1, a decorrelation time of 0.200 ps, an imaginary
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time length, β = 1.25 K−1, and each simulation is run for 106 independent steps.
6.3 Results
Here we report the ground state chemical potential for parahydrogen calculated from LeP-
IGS simulations using both the B-P and SG-P interaction potentials. The chemical poten-
tial is defined as
µ(N) = E0(N − 1)− E0(N) , (6.1)
where E0 is the ground state energy extrapolated to the τ = 0 limit. This notation
means that magic number clusters are identified by the peaks in the chemical potential
curve. Our LePIGS results are compared to previous literature results in Figure 6.1.
For both interaction potentials, it is clear that the chemical potential curves calculated
from DMC[116] are very smooth compared to the those generated from the other ground
state methods. For the B-P, LePIGS have more magic number clusters and are more
pronounced than PIGS-MC[51]. As well for the B-P, LePIGS predicts magic number
clusters of N = 23, 26, 29, 32, 34, 37, and 39 which corresponds directly to those from the
low temperature results of Khairallah[112]. For the SG-P, the LePIGS results agree very
well with the VPIMD[63] results with the peaks and valleys aligning exactly over the entire
chemical potential curve. Magic numbers are predicted at the exact same cluster sizes as
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those calculated with the B-P, however the clear magic numbers are N = 26, 29, 34, and 39
with the other magic number cluster sizes much less peaked compared to the B-P results.
6.4 Concluding Remarks
In this chapter, the ground state chemical potential is calculated from LePIGS simulations
of cluster sizes N = 21 − 30 using both the Buck (B-P)[70] and Silvera-Goldmann (SG-
P)[71] interaction potentials and the results are compared to those from the literature.
Our LePIGS results agree qualitatively with PIGS-MC results[51] and with recent VPIMD
results[63] in that the chemical potential is not a smooth curve, but has magic number
cluster sizes. This is in disagreement with DMC results[114, 115, 116] which had predicted
a smooth curve with no distinguishable peaks. It has been speculated[44] that the discrep-
ancy is due to population size bias in DMC that is not present in the PIGS formulation.
Using LePIGS, magic number cluster sizes are predicted for N = 23, 26, 29, 32, 34, 37, and
39 which agree exactly with VPIMD results, although they are more pronounced when
using the B-P than the SG-P.
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Figure 6.1: Ground state chemical potentials of (pH2)N for the B-P[70] interaction po-
tential (upper) and the SG-P interaction potential (lower). LePIGS results are in black
squares, the DMC results from Ref. [116] are in green triangles, the PIGS-MC results from
Ref. [51] are in red, and the VPIMD results from Ref. [63] are in blue
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Chapter 7
An extension to flexible molecular
systems in their ground state:
Application to the water dimer
7.1 Introduction
In this chapter,1 we illustrate the implementation of the LePIGS method for flexible molec-
ular systems. We chose to use the water dimer system as an illustrative example. We first
1Sections of this chapter have been reprinted with permission from M. Schmidt and P.-N. Roy, “Path
integral Molecular dynamic simulation of flexible molecular systems in their ground state: application to
the water dimer”, J. Chem. Phys. 148, 124116 (2018). Copyright 2018 American Institute Physics.
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calculate ground state energies of the flexible water monomer and dimer system which are
benchmarked against the DMC results[118, 119] and compared to experimentally measured
dissociation energies[120]. All ground state properties are calculated for two quantum-
parameterized models composed primarily of pair interactions between the monomers, q-
TIP4P/F and q-SPC/Fw[121], and one ab initio model which includes many-body effects,
MB-pol. The LePIGS method is then used further to calculate ground state structural
properties and imaginary time correlation functions to obtain vibrational excited states,
both in a straight-forward manner. The MB-pol potential was recently used to calculate
temperature-dependent vibrational spectra using molecular dynamics[122], but this is the
first known application of calculating vibrational transition energies from Path integral
methods of the MB-pol water model in the ground state, as well as the first calculation of
vibrational transition energies from a LePIGS simulation using imaginary time correlation
functions.
Our work demonstrates that LePIGS can be extended to systems of flexible molecules
and can be seamlessly merged with low temperature PIMD results. The remainder of this
chapter is organized as follows: theoretical and methodological details are introduced in
Sec. 7.2, results are presented and discussed in Sec. 7.3, and we close with concluding
remarks in Sec. 7.4.
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7.2 Theory and methodology
The focus in this section is to provide details of how the parameters required for a LePIGS
simulation are optimized for the case of flexible molecular systems and the theory behind
imaginary time correlation functions and how they can be used to calculate vibrational
spectra from such a simulation.
7.2.1 System parameters and optimization
We use three water models denoted q-TIP4P/F[123], q-SPC/Fw[121], and MB-pol[124,
125, 126]. We note that for the case of the water monomer, the MB-pol potential reduces[124]
to the spectroscopically accurate potential by Partridge and Schwenke[127].
For each model, the unity trial wavefunction, ψT ∝ 1, is used due to it’s simplistic
form and that it is guaranteed to have some overlap with the true nodeless ground state
wavefunction. In a previous paper[65], which determined the effect of trial wavefunctions
on the ground state properties of hydrogen clusters, this unity trial wavefunction is found
to be a suitable choice since it is uniform over configuration space. It does not prefer
a specific geometry over another and thus introduces no additional ergodicity problems.
However, since it includes no information about the system, more path integral beads are
required to converge the energy than other trial wavefunctions that included hard-core
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repulsion terms or a normal mode ansatz.
There are five parameters needed to run an efficient simulation: the simulation timestep
dt, a centroid friction γ0, a decorrelation time Td, a relaxation parameter β, and an imag-
inary timestep τ and they are systematically converged one at a time following the same
method used in the past by our group[65]. However, once the first set of “optimized”
parameters were found, the decorrelation times were recalculated to ensure the data points
used in the averaged properties were statistically independent. These optimizations are
performed for each of our water models, except that the same friction value is used for all
models based on analyses performed for the q-TIP4P/F model.
Here, it should be reinforced that errors associated with the simulation timestep dt, the
relaxation parameter β, and the imaginary timestep τ are all systematic errors and are elim-
inated through convergence studies. We note that regardless of which trial wavefunction
is used, assuming finite overlap with the true ground state wavefunction, it’s systematic
error is eliminated by choosing a large enough value of the relaxation parameter, β.
Our optimized parameters are shown in Tables 7.1 and 7.2 for H2O and D2O water
models respectively.
The average potential energy was also calculated along the imaginary time path for an
H2O monomer using the MB-pol potential, shown in Fig. 7.1. Due to the fact that the
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Table 7.1: Simulation parameters for H2O Water Models: Timestep dt, friction γ
0, decor-
relation time Td, and relaxation parameter β
System dt (fs) γ0 (ps−1) Td (ps) β (K
−1)
MB-pol (M) 0.10 1/0.17 0.030 0.002
MB-pol (D) 0.12 1/0.30 0.055 0.03
q-TIP4P/F (M) 0.12 1/0.17 0.084 0.005
q-TIP4P/F (D) 0.15 1/0.30 0.120 0.010
q-SPC/Fw (M) 0.12 1/0.17 0.080 0.005
q-SPC/Fw (D) 0.12 1/0.30 0.030 0.010
Table 7.2: Simulation Parameters for D2O Water Models
System dt (fs) γ0 (ps−1) Td (ps) β (K
−1)
MB-pol (M) 0.15 1/0.17 0.043 0.005
MB-pol (D) 0.12 1/0.30 0.024 0.02
q-TIP4P/F (M) 0.10 1/0.17 0.020 0.005
q-TIP4P/F (D) 0.10 1/0.30 0.120 0.05
potential energy operator does not commute with the Hamiltonian, the potential energy
of the system must be calculated from the middle bead. Based on our total energy conver-
gence, β = 0.002 K−1 was chosen and by observing the potential energy convergence along
the path, it is clear that the potential energy at the halfway point, β = 0.001 K−1, where
the potential energy would be calculated from during the course of the simulation, is also
converged. This is another property that justifies our choice in β as it is converged, but

























Figure 7.1: Average MB-pol potential energy along the imaginary time step for the H2O
monomer. In our simulations of this system, we choose β = 0.002 K−1, which is in the
converged regime.
As well, in order to reduce statistical error, we run 105 independent simulation steps.
The total number of simulation steps required can be calculated as
Nsim = 10
5 × Td/dt . (7.1)
The PILE thermostat does one potential (and gradient) call per simulation step, so the
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number of potential calls is simply
Npot = Nsim × P , (7.2)
since the potential is calculated for each set of beads. These statistics are the same for
finite temperature PIMD. For example, it would require 6× 109 potential calls to simulate
the H2O monomer with P = 200.
7.2.2 Imaginary time correlation functions
The PIGS method can be used to calculate vibrational energy transitions through the use
of imaginary time correlation functions. Assuming a path of 2β, where the middle of the




〈ψT |e−βĤÔe−τĤÔeτĤe−βĤ |ψT 〉 , (7.3)
where the normalization, Z, is the ground state pseudo-partition function defined by
Z = 〈ψT |e−2βĤ |ψT 〉 . (7.4)
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For simplicity, the energies of our Hamiltonian, En are chosen to be relative to that of the








〈n′′|eτĤe−βĤ |ψT 〉 ,
(7.5)









In the limit of β → ∞, the ground state, |0〉, is the only surviving state and thus the



















where the imaginary time correlation function is a sum of exponentials. However, if an
operator can be found that has very good overlap with only one of the excited states, the
correlation function should reduce to a single exponential, which can easily be modelled to
determine the transition energy.
7.3 Results
Using our LePIGS simulations, we calculate ground state energies and structural properties
for the flexible water monomer and dimer and report our results in this section. We compare
our energies in the zero-temperature limit to previous DMC calculations and experimental
results, as well as those calculated using finite temperature PIMD (from Ref. [128]) to
demonstrate the seamless merging of the two methods. We also show that vibrational
spectra can be calculated from a LePIGS simulation as we calculate the transition energies
of the vibrational modes of the water monomer.
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7.3.1 Ground state energies
The ground state energies of the H2O and D2O monomer and dimer are calculated using
the LePIGS method for three different water models. Previous DMC studies[118, 119]
have calculated these energies using two of the models, q-TIP4P/F and MB-pol, however
the work in this section is simply to demonstrate that the LePIGS method can calculate
energies as accurately as DMC and structural properties in a straight-forward manner.
In order to obtain small enough errors for the ground state energies, simulations were
run for 105 independent steps. To achieve this, for each system involving a water monomer,
one simulation was run for 25 independent steps and each of those would serve as initial
conditions for simulations of 4000 independent steps. For the dimer systems, 100 parallel
simulations of 1000 independent steps were produced. Our reported average properties are
the average of all of those spawned simulations and we note the errors on our data points
are given as standard errors.
The final parameter converged is τ , due to the systematic Trotter error when discretizing
our path. As mentioned in Section 2.1, the order of the error of the partition function is
O(τ 3) and since the energy is obtained by taking a derivative of the partition function
with respect to β, the order of the error drops to O(τ 2). This is the same in both finite
temperature PIMD and the PIGS formulation. In the ‘low τ limit,’ strictly a quadratic fit
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should be used to fit the data. However not all data points may fall into this ‘quadratic
regime,’ so a quartic term was added to the fit which corresponds to the next order of the
Trotter error[72, 48],
E(τ) = E0 + bτ
2 + cτ 4 , (7.9)
where E0 is the exact ground state energy and b and c are the quadratic and quartic
constants respectively. We eliminate the Trotter error by extrapolating our E(τ) fit to
τ = 0 and the fit value of E0 is reflected, along with it’s error bars given as the asymptotic
standard error, by the data point at τ = 0 on the subsequent Figures.
First shown in Figs. 7.2 and 7.3 are the energy convergences with respect to τ of the
















































Figure 7.2: Energy convergence with τ for the H2O monomer (upper panel) and dimer
(lower panel) using the q-TIP4P/F model comparing LePIGS results to DMC. The τ = 0
points are the extrapolated E0 values from the fits.
The results are compared to those obtained from a DMC calculation using the same
potential. We notice that our fit models the entire data set well and our extrapolated
energies are in good agreement with the DMC results.
Also shown are the same convergence studies of our monomer and dimer energies with


















































Figure 7.3: Energy convergence with τ for the D2O monomer (upper panel) and dimer
(lower panel) using the q-TIP4P/F model comparing LePIGS results to DMC. The τ = 0
points are the extrapolated E0 values from the fits.
plotted in a similar manner as the q-TIP4P/F model. As before, the entire data set fits






















































Figure 7.4: Energy convergence with τ for H2O monomer (upper panel) and dimer (lower
panel) using the q-SPC/Fw model. The τ = 0 points are the extrapolated E0 values from
the fits.
We also report our energies for each model in Tables 7.3 and 7.4 for H2O and D2O
respectively and compare to the DMC results of Refs. [118, 119]. The dissociation energy
is defined as

































































































Figure 7.5: Energy convergence with τ for H2O (left column) and D2O (right column)
monomer (upper row) and dimer (lower row) using the MB-pol model comparing LePIGS
results to DMC. The τ = 0 points are the extrapolated E0 values from the fits.
and the calculated dissociation energies are compared to both the DMC results and experiment[120].
The energies for the monomer systems can also be calculated exactly using the Lanc-
zos diagonalization in Pekeris co-ordinates, as it constitutes a trimer system[97, 129, 98].
For the H2O monomer calculation, 150 dimensionless Jacobi Discrete Variable Represen-
tation (DVR)[97] basis functions were used over 15000 Lanczos iterations with a Vmax
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of 100000 cm−1. For the D2O monomer calculation, 90 dimensionless Jacobi DVR basis
functions were used over 10000 iterations with a Vmax of 75000 cm
−1. The basis function
parameters[97] used for all isotopologues are rmax = 2.0 Å, a = 2, and b = 0.
Table 7.3: H2O ground state energies (kcal/mol) calculated for different water models.
q-TIP4P/F q-SPC/Fw MB-pol
LePIGS DMC[118] LePIGS LePIGS DMC[119]
Emon 13.20(2) 13.18 12.31(2) 13.28(2) 13.26
Edim 21.87(2) 21.83 19.99(2) 23.39(2) 23.36
D0 4.54(4) 4.53 4.63(4) 3.17(4) 3.15
Dexp0 (Ref. [120]) 3.16(3)
Table 7.4: D2O ground state energies (kcal/mol) calculated for different water models
q-TIP4P/F MB-pol
LePIGS DMC[118] LePIGS DMC[119]
Emon 9.68(1) 9.63 9.71(1) 9.69
Edim 14.32(2) 14.30 15.85(2) 15.84
D0 5.04(3) 4.96 3.56(3) 3.54
Dexp0 (Ref. [120]) 3.56(3)
As expected, the LePIGS simulation results are in agreement with the benchmark DMC
results from Mandelshtam et al. showing that the LePIGS method can calculate energies
accurately and again observe that the MB-pol potential is superior to both the q-TIP4P/F
and q-SPC/Fw when comparing to the experimental D0 values. Both LePIGS and DMC
exactly reproduce the exact diagonalization energies for the monomer using the MB-pol
potential, 13.26 kcal/mol for the H2O monomer and 9.69 kcal/mol for the D2O monomer.
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We also calculate the energies using the harmonic oscillator approximation using fre-
quencies obtained by diagonalizing the mass-weighted hessian of the monomer and dimer
systems with each water model. Although not shown in the Tables, it is a reasonable
approximation, but always overestimates the energies. This results in smaller dissociations
energies on the order of 0.1 kcal/mol.
We further compare our LePIGS calculations to finite temperature PIMD calculations
for the H2O monomer, dimer, and dissociation energy using the MB-pol potential[128].
The PIMD calculations were performed using the PILE thermostat of MMTK, completely
analogous to the LePIGS calculations. The PIMD results are also extrapolated to τ = 0 so
as to eliminate the Trotter error. In reference to Fig. 7.6, it is clear that as the temperature
decreases, the energies calculated from PIMD seamlessly converge to the ground state value
calculated by LePIGS.
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Table 7.5: H2O monomer average ground state properties calculated for different water
models
q-TIP4P/F q-SPC/Fw MB-pol
RHH (Å) 1.5408(4) 1.6553(4) 1.5382(4)
ROH (Å) 0.9582(2) 1.0010(2) 0.9760(2)
θ (deg) 107.42(3) 112.03(3) 104.78(3)
Table 7.6: D2O monomer average ground state properties calculated for different water
models
q-TIP4P/F MB-pol
RHH (Å) 1.5335(3) 1.5316(3)
ROH (Å) 0.95351(13) 0.97110(13)
θ (deg) 107.33(2) 104.40(2)
7.3.2 Ground state distributions
The distribution of the bond lengths can also be reported for each of the water models.
For the water monomers, the distributions are calculated at our lowest τ value (3.16 au).
The distributions of the probability distribution functions for the OH bond lengths (ROH),
HH distances (RHH), and HOH bond angle (θHOH) are shown in Fig. 7.7. Tables 7.5
and 7.6 also show the values of the average bond lengths and angle for the H2O and D2O
monomers respectively.
For the water dimer, the probability distribution functions for the distance between
hydrogen atoms (HH), distance between oxygen and hydrogen atoms (OH), and distance

















































































Figure 7.6: H2O monomer (upper panel), dimer (middle panel), and dissociation energies
(lower panel) calculated using the MB-pol intermolecular potential at various temperatures
using PIMD and in the zero-temperature limit using LePIGS.
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Figure 7.7: Probability distribution functions for the OH bond lengths, ROH (upper panel),
HH distances, RHH (middle panel), and the HOH bond angle, θHOH (lower panel), for the
water monomer described by each of the models.
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Figure 7.8: Probability distribution functions for the distance between oxygen atoms ROO
(upper panel), oxygen and hydrogen atoms ROH (middle panel), and distance between
hydrogen atoms RHH (lower panel) for the water dimer described by each of the models.
121
three models are quite different, especially for the dimer case, except coincidentally the
q-TIP4P/F and the MB-pol have very similar RHH distributions for the water monomer.
7.3.3 Vibrational energies of the water monomer
As demonstrated in Section 7.2.2, vibrational transition energies can be calculated from
LePIGS simulations in a straight-forward method through imaginary time correlation func-
tions. DMC can also be used to calculate these through methods such as POITSE[130, 131]
and correlation function quantum Monte Carlo (CFQMC)[132, 133, 134].
As proof of principle, the three vibrational excitation energies corresponding to the
symmetric stretch, antisymmetric stretch, and symmetric bend for the H2O and D2O
monomer systems have been calculated and compared to experimental values and energies
calculated by exact diagonalization methods. It is important to note that the following
analysis is done after a completed LePIGS simulation, just as the other structural and
energetic properties are calculated, since each imaginary time correlation function just
requires the positions of the beads at each simulation time step. Therefore, all three
correlation functions required for the vibrational excitation energies can be calculated from
the same simulation.
To calculate the vibrational energies using LePIGS simulations, an operator is required
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to cause a transition from the ground state to the first excited state through the imaginary
time correlation function. The operators chosen are exactly the symmetry coordinates for
the water molecule for the symmetric and antisymmetric stretch modes and related to the
symmetry coordinate of the bending mode. The operator for the symmetric stretch is the
sum of the bond lengths, OH1+OH2, for the antisymmetric stretch is the difference of
bond lengths, OH1-OH2, and for the bend is cos(θ). As well, the theory dictates that the
imaginary time correlation functions between the ground state and the nth excited state
take the form
C(τ) = |〈0|Ô|n〉|2 exp(−τEn) (7.11)
where Ô is the transition operator and En is the difference in energy between the nth
excited state and the ground state. This can also be rearranged and put in a linear form,
− ln [C(τ)] = −ln[|〈0|Ô|n〉|2]− τEn , (7.12)
which allows us to perform a linear regression with respect to τ to calculate the vibrational
energy level, En, as the slope. The number of data points used in the fit is that which
minimizes the error in En. However, the error bars reported are the standard errors on the
data points and not the error from the fit, as we feel these are a better reflection of the
variance.
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A sample imaginary time correlation function of the symmetric stretch of H2O is shown
in Fig. 7.9 along an exponential fit represented by Eq. 7.11. Reverting this to the linear
form represented by Eq. 7.12 is also shown in Fig. 7.10 along with the linear fit. We note
there is excellent agreement between the fit and the data points, especially as τ decreases,
since there are more data points that contribute to the steep part of the curve.
The following protocol is used to calculate the imaginary time correlation functions
(ITCF) from a LePIGS simulation. For each step of the trajectory, the value of the operator
is calculated for the system at each path integral bead. Two ITCFs for each operator are
generated at each simulation step, as the correlation functions are calculated by starting
from the middle bead and going outwards by (P − βopt/τ)/2 beads towards both ends of
the path so as to remain in the “ground-state regime,” where βopt is the optimized value
shown in Tables 7.1 and 7.2 and τ must be systematically converged as before. The means
are subtracted before correlating, so each has a smooth decay to zero. The individual
ITCFs are then averaged, two from each step and over all simulation steps, to obtain a
smooth, averaged ITCF from which the vibrational energies are determined through an
exponential fit. The simulations are run for at least 105 independent simulation steps. For
each simulation, to choose an optimal β parameter that allows for the full decorrelaton of
our ITCF. We also choose a τ < 3 a.u. which is enough to converge our energies using
the mixed estimator and also ensures that we have a large number of data points for our
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Figure 7.9: Sample imaginary time correlation function of the H2O symmetric stretch
operator calculated from a LePIGS simulation using the MB-pol potential. The data
points are shown as black circles and are connected by lines as a visual aid to view the
exponential nature of the correlation function.
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Figure 7.10: Sample log plot of the imaginary time correlation function of the H2O sym-
metric stretch operator calculated from a LePIGS simulation using the MB-pol potential.
The data points are represented as black circles and the linear regression is represented by
a red line.
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Table 7.7: Calculation of H2O pure vibrational transition energies (kcal/mol) for each
vibrational mode using the MB-pol potential.
LePIGS Exact Exact (Ref. [127]) Experiment (Ref. [135])
Bend 4.56(3) 4.5590 4.5597 4.5592
Sym. Stretch 10.44(3) 10.454 10.456 10.455
Antisym. Stretch 10.83(5) 10.737 10.739 10.738
Table 7.8: Calculation of D2O pure vibrational transition energies (kcal/mol) for each
vibrational mode using the MB-pol potential.
LePIGS Exact Exact(Ref. [127]) Experiment (Ref. [135])
Bend 3.38(1) 3.3687 3.3687 3.3690
Sym. Stretch 7.64(2) 7.6376 7.6377 7.6382
Antisym. Stretch 8.01(3) 7.970 7.970 7.971
ITCF.
As before with the ground state energies, the vibrational energies for the monomer
systems can be calculated exactly using the Lanczos diagonalization in Pekeris co-ordinates.
As mentioned, for the water monomer, the MB-pol potential reduces to the potential of
Partridge and Schwenke [127]. This group had calculated the rovibrational energies to
which we can also compare. These energies for the H2O and D2O monomer are shown in
Tables 7.7 and 7.8 respectively, along with the simulation results and experimental results.
It should first be noted that, based on the exact calculations, the MB-pol potential
gives excellent agreement to experimental results for the pure vibrational energies of both
isotopologues. As well, the LePIGS results are in good agreement with the exact results
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for the bend and symmetric stretch vibrational modes, but less so with the vibrational
energy corresponding to the antisymmetric stretch.
A few things to mention are that despite using a minimum of 105 independent corre-
lation functions for our statistics, the error bars are still quite large. Also, the calculated
vibrational energy corresponding to the antisymmetric stretch is larger than exact calcula-
tion. The symmetry of the antisymmetric stretch is B1, where the symmetry of the other
two modes are A1, so it could be that modes that are not fully symmetric take longer to
converge. Also, even though the operator used for the antisymmetric stretch corresponds
to the symmetry operator of the motion, it may be possible to use more complex operators
to better represent the antisymmetric stretch. Using a trial wavefunction that includes
more information about the system could help, even if for efficiency reasons to run longer
simulations to decrease the error bars. Certainly, to calculate the vibrational frequencies of
more complex systems, including those of the dimer where the individual water monomers
can be labeled ‘donor’ and ‘acceptor,’ a better trial wavefunction is needed in order to make
the computations more efficient. Such calculations will be the subject of future work.
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7.4 Concluding remarks
We have demonstrated that the domain of applicability of the LePIGS method can be
extended to flexible molecular systems. The water monomer and dimer have been suc-
cessfully simulated in the ground state using the Langevin equation Path Integral Ground
State method denoted LePIGS. Ground state energies, dissociation energies, and distribu-
tions have been calculated for the H2O and D2O monomer and dimer using three different
water models: q-TIP4P/F and q-SPC/Fw, which are empirically based and MB-pol which
is ab initio. We note that LePIGS samples the square of the ground state wave function,
so structural and energetic properties can be obtained in a straight-forward manner. We
calculate ground state energies and dissociation energies and benchmark against very accu-
rate DMC calculations from Refs. [118, 119] which show the MB-pol potential reproduces
experimental dissociation energies[120]. We note that treating the water molecule as a
harmonic oscillator gives reasonable results, but overestimates the energies.
We also compare the ground state LePIGS method and the finite-temperature PIMD
method. Although each method starts from a different partition function, there are only a
few differences that result. In PIMD, each particle is represented by a closed path, but in
LePIGS, a link is broken which results in an open path and an estimate of the ground state
wavefunction is affixed to each end. In the PILE thermostat, the normal mode frequencies
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are slightly redefined and the Fourier transform used in the finite-temperature case for a
closed path is replaced by a cosine transform in LePIGS for an open path. We demonstrate
that the LePIGS energies can be seamlessly merged with finite temperature PIMD results.
We also demonstrate that LePIGS can be used to calculate vibrational spectra of the
three modes of the water monomer through imaginary time correlation functions. It is
shown that the vibrational transition energies can be calculated for both the H2O and
D2O monomer. Through “exact” methods, the MB-pol model is found to reproduce the
experimental vibrational energies. Using LePIGS, the vibrational energies corresponding
to the symmetric stretch and bend are reproduced nicely, however the calculated energy
of the antisymmetric stretch is larger than expected. It could be that the fully symmetric
modes are easier to converge than those that aren’t or perhaps a more complex operator
could be found that better represents the antisymmetric stretching motion.
This also lends itself towards future work to increase the complexity of our trial wave-
function in order to investigate the vibrational energies of the water dimer, which requires
determining a way to distinguish between the donor and acceptor energies. Better adapted
trial wavefunctions would also facilitate the simulation of larger clusters that possess sev-
eral local minima such as the recently studied water hexamer[119]. As well, a recently
developed path integral molecular dynamics method[136, 137] allows for the calculation of
energy levels of different symmetries, more general than the transition from ground state
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to first excited state from which we are calculating here. However, they only get excitation
energies and not other ground state expectations, 〈ψn|Ô|ψn〉, as the theory is based on the
ratio of density matrices. Implementing this feature into LePIGS may assist in calculating
some of the finer tunnelling splittings which occur in the water dimer.
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Chapter 8
Conclusions and future work
8.1 Concluding remarks
Overall, this thesis accomplishes a number of goals. In Chapter 3, a preliminary study
on confined hydrogens within the small (512) and large (51264) cages of the structure-II
clathrate hydrate is performed using finite temperature path integral molecular dynam-
ics (PIMD) and the Langevin equation path integral ground state (LePIGS). It is deter-
mined using the Buck model[70] to represent the hydrogen interactions and the Valiron
potential[79, 78] to represent the hydrogen-water interactions, that the most stable ground
state occupancy of hydrogens is 1 in the small cage and 4 in the large cage. This is in
agreement with prior literature results[23]. The energies at finite temperature are merged
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with ground state energies and it is found that the energies converge at approximately 7
K, suggesting this is when they may reach the ground state in this confined environment.
We then focus on the models of the individual components, starting with hydrogen in
Chapter 4, where we theoretically calculate the Raman shifts of pure hydrogen clusters and
their isotopologues and compare to experimental results to test the accuracy of the inter-
action potentials. A first-order perturbation theory approach is employed, which requires
ground state pair distribution functions, which we generate from LePIGS simulations. For
each isotopologue, 1-D potential energy surfaces (PESs) are constructed from the 6-D
Hinde potential[68] using the adiabatic hindered rotor approach and are fit to analytic
Morse Long Range (MLR) forms for general use. Using the H1-P interaction potential to
generate our pair distribution functions gave Raman shifts that are in good agreement with
experimental results for the parahydrogen and orthodeuterium clusters and outperformed
those obtained using the Buck potential. Since the deviation between the predicted Raman
shifts and the experimental results are on the order of fractions of wavenumbers, this is a
very fine-tune test of the PES. In the future, we recommend the H1-P to be the interaction
potential to model small parahydrogen clusters. In Chapter 5, we investigate the validity
of the first-order perturbation theory approach to calculate the Raman shifts by comparing
to two exact methods that do not introduce any approximations. The first is the direct
calculation of the difference in energy of the system with no vibrational excitation and
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when it has been excited and has an overall vibrational quantum number, v = 1. The
second involves only performing a simulation of the cluster in v = 0. The energy when
the system is in the v = 0 state is obtained by the energy estimator, but the energy of
the system in the v = 1 state is obtained by taking a ratio of the density matrices. It
is demonstrated that first order perturbation theory is the best approach for large cluster
sizes N > 4. While the values calculated from all methods are within statistical errors of
each other, the variance of the exact methods increases steeply with cluster size making it
too difficult to draw conclusions, whereas the variance of first order perturbation theory
actually decreases with cluster size. For small cluster sizes N < 5, it is recommended to
perform two separate simulations, one when the cluster is in the v = 0 state and one when
the cluster is in the v = 1 state as the variance is reasonable and no approximations are
made. However, for cluster sizes N = 5 and beyond, it is recommended to use first order
perturbation theory.
In Chapter 6, the ground state chemical potential for parahydrogen clusters between
N = 21 − 40 is calculated using LePIGS as there has been discrepancy in the literature
whether it is a smooth curve or if it’s jagged, in which we can identify magic number
clusters, which have enhanced stability. In general, the chemical potential calculated from
diffusion Monte Carlo (DMC) was smooth, in contrast to those calculated from PIGS
related methods. Our calculations using LePIGS are in agreement with recent VPIMD
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results[63] (another molecular dynamics variant of PIGS) and magic number cluster sizes
are predicted for N = 23, 26, 29, 32, 34, 37 and 39. It is speculated that this discrepancy
is due to population size bias that may have been present in DMC and is not present in
the PIGS methodology. We then extend our LePIGS code to simulate flexible molecular
systems with the application towards the water monomer and dimer in Chapter 7. We
reproduce accurate DMC calculations[118, 119] of the ground state energies and disso-
ciation energies using LePIGS and note that the MB-pol model[124, 125, 126] of water
reproduces experimental dissociation energies, thus it is recommended that for systems
involving flexible water monomers, that the MB-pol model be used. We also demonstrate
that LePIGS energies can be merged seamlessly with finite temperature PIMD results.
Lastly, we use LePIGS to calculate vibrational transition energies of the water monomer
through imaginary time correlation functions. Our results are in good agreement with our
exact calculations for the symmetric stretch and bending motion, but our calculated energy
for the antisymmetric stretch is larger than expected. This could be due to the different
symmetry of the mode as it is not fully symmetric like the other two.
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8.2 Further investigation of confined hydrogen in structure-
II clathrate hydrates
There are a number of future directions that the results of this thesis lead to, but the
primary goal should be to apply these results towards further understanding low tem-
perature hydrogen and water systems, in particular systems of confined hydrogen in the
structure-II clathrate hydrates due to the importance of clean energy storage in the current
climate. The Hinde H1-P potential should be used for the hydrogen interaction potential
as we demonstrate it outperforms the Buck potential for small hydrogen clusters based
on the Raman vibrational frequency shifts. For a rigid-water cage, it would be of use to
compare the 3-D Valiron PES that we use for the water-hydrogen interaction potential
and the SPC/E model[17] that Bacic has used[23]. This could be done by calculating the
Raman shifts of hydrogen clusters within the clathrates using the SPC/E potential or the
Valiron potential as the hydrogen-cage interaction potential and the H1-P as the hydrogen
pair interaction potential and comparing theoretical predictions[24, 138, 139, 140, 141] to
experimental results[142, 15] As well, groups may wish to treat the clathrate hydrate as
a system of flexible water monomers and we would recommend the MB-pol interaction
potential between the water molecules. It would also be of use to compare the MB-pol
model for water-water interactions to the SPC/E for small water clusters. Using the most
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accurate interaction potentials should resolve the uncertainty in the occupancy of confined
hydrogen in the structure-II clathrate hydrates and provide useful information on how to
maximize the weight percentage of hydrogen to meet the standards of feasibility set by
government agencies.
8.3 Continued software development of the LePIGS
and PIMD methods
The LePIGS method has continued to be developed throughout this thesis, extending
it to flexible monomers and using the generated imaginary time correlation functions to
calculate vibrational transition energies. However, there are still developments that can
be made to enhance the understanding of ground state properties of systems of interest.
First, is the inclusion of rigid-body rotation. Our group is currently working on modifying
our PIMD/LePIGS code to perform centre of mass translation and introducing rigid-body
rotation in a path integral Monte Carlo (PIMC) framework. This hybrid code would
enable users to obtain ground state properties of rigid-body systems that include rotation.
This could be useful for removing the spherical approximation of hydrogen and treating
it as a rigid rotor within the clathrate system. The second main application would be
to use LePIGS to calculate approximate real time dynamic properties through the use
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of correlation functions, similar to ring polymer molecular dynamics (RPMD)[66] but in
the ground state. Work is underway to formulate the theory behind this reptile molecular
dynamics (RMD) method. This could be useful for looking at tunnelling rates or obtaining
spectra.
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A simplified model for the
many-body problem
In this appendix,1 we describe a simple model and in a general way determine how to cal-
culate the vibrational shift. Throughout, we describe specifically how this theory relates
to experimental observations. Let us consider a cluster formed by N moving H2 molecules,
whose vibrational wavefunctions will be denoted by |v〉. Each molecule will be either in the
ground (v = 0) or in the first excited (v = 1) vibrational state and will move with respect
to all the other molecules, but we will neglect any rotational motion. We can recognize a
1Sections of this appendix have been reprinted with permission from M. Schmidt, J. M. Fernndez, N.
Faruk, M. Nooijen, R. J. Le Roy, J. H. Morilla, G. Tejeda, S. Montero, and P.-N. Roy, “Raman Vibrational
Shifts of Small Clusters of Hydrogen Isotopologues”, J. Phys. Chem. A 119, 12551 (2015). Copyright
2015 American Chemical Society.
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timescale separation between the fast (intramolecular) vibrational degrees of freedom and
the slow (intermolecular) translational ones. This suggests an adiabatic approximation,
where the vibrational Hamiltonian will have a parametric dependence on the slow inter-
molecular coordinates. A basis set for the vibrational wavefunction of the cluster, having
one quantum of vibrational excitation in the ith-monomer, can be represented as
|1i〉 = |0〉|0〉...|1i〉|0〉...|0〉 (A.1)
while the ground state is represented by
|0〉 = |ψv=0〉 = |0〉|0〉...|0〉 . (A.2)







(|0i〉〈1i|+ |1i〉〈0i|) , (A.3)






It follows that by nature of the transition operator, the final internal state is symmetric.
This is true independent of the bosonic nature of the particles. Given the fact that the
particles are bosons, there is a second reason for this form of the wavefunction. The exact
translational ground state is totally symmetric under permutations. Since Ô only acts on
the internal degrees of freedom, a totally symmetric wavefunction would be a product of
a symmetric translational part and a symmetric internal part. Following either argument,







In the present experiment, the transition operator responsible for the Raman spectrum
can be described by the mean molecular polarizability, which is scalar in nature. This
requires that the final internal state be symmetric and that effects of internal rotation of
the molecules in the cluster be neglected.
We wish to evaluate the energy for such a state for a 2-body Hamiltonian
Ĥ = ĥ+ V̂ . (A.6)
where ĥ represents the collective one-body, non-interacting Hamiltonian and V̂ is the in-
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teraction potential. The relevant matrix elements are
hi0 = 〈0i|ĥ|0i〉 (A.7)
hi1 = 〈1i|ĥ|1i〉 (A.8)
Vij = 〈0i0j|V̂ |0i0j〉 (A.9)
Dij = 〈1i0j|V̂ |1i0j〉 (A.10)
Xij = 〈1i0j|V̂ |0i1j〉 (A.11)
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The above model essentially assumes that the H2 monomers are pinned in space and
these matrix elements will depend on the positions of the monomers. The Hamiltonian
matrix for the v = 1 excited states with overall one quantum of vibrational excitation can
be written as
|1, 0, 0, ...〉 |0, 1, 0, ...〉 |0, 0, 1, ...〉 · · ·
|1, 0, 0, ...〉 H(1)d X12 X13 X14 · · ·
|0, 1, 0, ...〉 X21 H(2)d X23 X24 · · ·
...
. . .
with Hd(i) given by
H
(i)














where all sums in what follows run over all monomers. It then follows that the total energy
of the N -body system in the v = 1 excited vibrational state is




















while the energy of the system in the ground vibrational state (v = 0) is





































(Dij +Xij − Vij) . (A.15)
The (h1 − h0) term gives the energy of the v = 0 → 1 transition in the (free) non-
interacting monomers, so if we remove these terms we get the vibrational shift of the








(Dij(|Rj −Ri|) +Xij(|Rj −Ri|)− Vij(|Rj −Ri|)) (A.16)
Here we have explicitly included position dependence into our theory and the matrix ele-
ments on the right-hand side of the equation only depend on the relative distance between
monomers. Now, if we assume the monomers to be identical and to be described by a pair
distribution function PN(R) normalized as
∫ ∞
0
PN(R)dR = 1 (A.17)
where R is the relative distance between monomers and we use Eq. A.16 to form an average
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difference potential
(N − 1)(D +X − V )(R) = (N − 1)∆V (R) , (A.18)
we can use a first-order perturbation theory approach by sampling the difference potential
using the ground state distribution
∆νN = (N − 1)
∫ ∞
0
∆V (R)PN (R) dR . (A.19)
The use of perturbation theory to calculate energy differences for a dopant (e.g. CO2) in
a cluster of monomers (e.g. H2) has been widely used[84, 85, 86, 87, 88]. The specific case
when the dopant is identical to the monomers, leading to Eq. A.19, was first considered
in Ref. [31]. Here we derived the expression using a simplified model and emphasize that
it is the symmetric nature of the transition operator that selects the symmetric state and
this is largely independent of the bosonic character of the particles.
The quantity ∆V (R) that enters the theory can be determined explicitly by considering
the Hamiltonian for the dimer, with energies of the excited state given by
E±(R) = h1 + h0 +D(R) ± X(R) (A.20)
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and of the ground state given by
E0(R) = 2h0 + V (R) . (A.21)
The difference between the ground and excited vibrational state energy, using the sym-
metric state with energy E+, is given by
E+(R)− E0 = (h1 − h0) + (D +X − V )(R) . (A.22)
The actual calculation of E+ and E0 involves the construction of the full rovibrational
Hamiltonian for the dimer. The energy E+ is that of the lowest symmetric state with one
quantum of vibration and is not necessarily the lowest energy state for the dimer. The full
potential for a cluster of N monomers with one quantum of vibration can be expressed in
terms of the ground state potential V (R) and the difference potential ∆V (R) as








∆V (Rij) , (A.23)
where the 2/N factor comes from the restriction of counting distinct pairs.
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