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Abstract
This paper focuses on ﬁrst-order impulsive integro-differential equations with nonlinear boundary. The lower and upper solutions
combined with monotone iterative techniques are used to obtain the existence of extremal solutions of the problem. Numerical
examples are given to prove its validity.
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1. Introduction
Nonlinear boundary value problems [1,3,8–10] is an important and interesting area in differential equations. Such
problems with impulsive factors can be mapped to many real world phenomena. And the mathematical models for
those phenomena can often utilize the theory of impulsive differential equations [12,14,15,18–21]. When discussing
existence of solutions for differential and integro-differential equations with initial or boundary conditions, application
of monotone iterative technique [1,3–5,8–11,13] is often very helpful. Impulsive differential and integro-differential
equations have been widely studied in recent years. There are articles about ﬁrst-order impulsive differential equations
with periodic boundary, anti-periodic boundary and another more general boundary [2,6,7,16]. And periodic boundary
value problem for ﬁrst-order and second-order integro-differential equations with or without impulse have been exten-
sively discussed, as in paper [4,5,13,17], respectively. In paper [8], an integro-boundary value problem for ﬁrst-order
integro-differential equations have been examined. However, studies focusing on nonlinear boundary value problems
with impulse are still limited. Motivated by paper [5,8,13], we are considering the existence of minimal and maximal
solutions of nonlinear boundary value problem for ﬁrst-order impulsive integro-differential equations.
In this paper, we will demonstrate the existence of extremal solutions of ﬁrst-order impulsive integro-differential
equations with nonlinear boundary through four steps. First, we will establish some comparison principles. Next, we
will discuss the existence and uniqueness of the solutions for linear boundary value problems. Then, using the upper and
lower solutions (t), (t) and monotone iterative technique, we will obtain monotone sequence that converges to the
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minimal and maximal solutions for the problem, with either (t)(t) or (t)(t). Finally, we will give examples
to illustrate our results.
We will deal with the following nonlinear boundary value problem for ﬁrst-order integro-differential equation with
impulse at ﬁxed points:
x′(t) = f (t, x(t), (T x)(t), (Sx)(t)), t ∈ J, t = tk, k = 1, 2, . . . , p,
x(tk) = Ik(x(tk)), k = 1, 2, . . . , p,
g(x(0), x(2)) = 0, (1)
where J = [0, 2], f ∈ C(J × R × R × R,R), Ik ∈ C(R,R), g ∈ C(R × R,R). x(tk) = x(t+k ) − x(t−k ),
where x(t+k ), x(t
−
k ), denote the right and left limits of x(t) at tk ,tk, k = 1, 2, . . . , p, are ﬁxed points, such that
0< t1 < t2 < · · ·< tp < 2, J0 = J\{t1, t2, . . . , tp}, = maxk{tk − tk−1, k = 1, . . . , p}, here t0 = 0, tp+1 = 2. And
(T x)(t) =
∫ t
0
K(t, s)x(s) ds, (Sx)(t) =
∫ 2
0
H(t, s)x(s) ds,
K ∈ C(D,R+),D = {(t, s) ∈ J × J : ts}, H ∈ C(J × J,R+). Let PC(J ) = {u : J → R : u is continuous for
any t ∈ J0; u(t+k ), u(t−k ) exist, k = 1, 2, . . . , p and u(t−k ) = u(tk)} and PC1(J ) = {u ∈ PC(J ) : u is continuously
differentiable for any t ∈ J0; u′(0+), u′(T −), u′(t+k ), u′(t−k ) exist, k=1, 2, . . . , p}. It is clear that PC(J ) and PC1(J )
are Banach spaces with the respective norms
‖u‖PC(J ) = sup{|u(t)| : t ∈ J }
and
‖u‖PC1(J ) = ‖u‖PC(J ) + ‖u′‖PC(J ).
Let = PC1(J ). A function x ∈  is called a solution of (1), if it satisﬁes (1).
2. Assumptions and lemmas
Let K∗ = max{K(t, s), (t, s) ∈ D}, H ∗ = max{H(t, s), (t, s) ∈ J × J }. Let’s assume the following for later use:
(A1): There exist functions ,  ∈ , such that
′(t)f (t, (t), T , S), t = tk, t ∈ J ,
(tk)Ik((tk)), k = 1, 2, . . . , p,
g((0), (2))0
and
′(t)f (t, (t), T , S), t = tk, t ∈ J ,
(tk)Ik((tk)), k = 1, 2, . . . , p,
g((0), (2))0.
(t), (t) are upper and lower solutions of (1), respectively.
(A2): The function f ∈ C(J × R × R × R,R), satisﬁes
f (t, x1, y1, z1) − f (t, x2, y2, z2) − M(x1 − x2) − N(y1 − y2) − N1(z1 − z2),
x2x1, T y2y1T , Sz2z1S, t ∈ J ,
where M > 0, N0, N10.
(A′2) : The function f ∈ C(J × R × R × R,R), satisﬁes
f (t, x1, y1, z1) − f (t, x2, y2, z2) − M(x2 − x1) − N(y2 − y1) − N1(z2 − z1),
x1x2, T y1y2T , Sz1z2S, t ∈ J ,
where M > 0, N0, N10.
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(A3): The function Ik ∈ C(R,R) satisﬁes
Ik(x) − Ik(y)Lk(x − y)
whenever (tk)yx(tk), and −1<Lk0, k = 1, 2, . . . , p.
(A′3) : The function Ik ∈ C(R,R) satisﬁes
Ik(x) − Ik(y) − Lk(y − x)
whenever (tk)xy(tk), and Lk0, k = 1, 2, . . . , p.
(A4): The function g ∈ C(R × R,R) satisﬁes
g(x1, y1) − g(x2, y2)M1(x1 − x2) − M2(y1 − y2)
whenever (0)x2x1(0), (2)y2y1(2), and M1M2 > 0.
(A′4) : The function g ∈ C(R × R,R) satisﬁes
g(x1, y1) − g(x2, y2) − M1(x2 − x1) + M2(y2 − y1)
whenever (0)x1x2(0), (2)y1y2(2), and M2M1 > 0 .
Lemma 1. u ∈ ,
u′(t) − Mu(t) − N(T u)(t) − N1(Su)(t), t = tk, t ∈ J ,
u(tk)Lku(tk), k = 1, 2, . . . , p,
u(0)u(2), (2)
where 0< 1,M > 0, N0, N10,−1<Lk0 for k = 1, 2, . . . , p, and
(M + 2NK∗ + 2N1H ∗)
(
1 + (p + 1)
p∏
i=1
(1 + Li)−1
)
 (3)
then u(t)0 on J.
Proof. Suppose the contrary (i.e., u(t)> 0 for some t ∈ J ), there will have two cases:
(a) there exists a t¯ ∈ J , such that u(t¯)> 0, and u(t)0 for all t ∈ J ;
(b) there exist t∗, t∗ ∈ J , such that u(t∗)> 0, u(t∗)< 0.
For case (a), (2) implies that u′(t)0 for t = tk and u(tk)0 (k = 1, 2, . . . , p), hence u(t) is nonincreasing in J .
If = 1, then u(t) ≡ C, 0 = u′(t¯) − Mu(t¯)< 0, which is a contradiction. If 0< < 1, then u(2)u(0)u(2),
also a contradiction.
In case (b), let
inf
t∈J u(t) = −.
Then > 0, and for some j ∈ {1, 2, ..., p}, there exists t∗ ∈ (tj , tj+1], such that u(t∗) = − or u(t+j ) = −. We only
consider u(t∗) = −, for the case u(t+j ) = −, the proof is similar.
By (2), we have
u′(t)M+ 2NK∗+ 2N1H ∗, t ∈ J0. (4)
Let t∗ ∈ (ti , ti+1] for some i ∈ {1, 2, ..., p}. Assuming t∗ < t∗, then j i. By mean value theorem and (4), we have
u(t∗) − (1 + Li)u(ti)(M+ 2NK∗+ 2N1H ∗),
u(ti) − (1 + Li−1)u(ti−1)(M+ 2NK∗+ 2N1H ∗),
· · ·
u(tj+1) − u(t∗)(M+ 2NK∗+ 2N1H ∗),
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adding the above together and taking u(t∗) = − into account, we obtain
0<u(t∗) − 
i∏
n=j+1
(1 + Ln) + (M + 2NK∗ + 2N1H ∗)
⎛
⎝1 + i∑
n=j+1
i∏
n1=n
(1 + Ln1)
⎞
⎠ ,
hence
i∏
n=j+1
(1 + Ln)< (M + 2NK∗ + 2N1H ∗)
⎛
⎝1 + i∑
n=j+1
i∏
n1=n
(1 + Ln1)
⎞
⎠
so
1<(M + 2NK∗ + 2N1H ∗)
⎛
⎝1 + i∑
n=j+1
n∏
n1=j+1
(1 + Ln1)−1
⎞
⎠
(M + 2NK∗ + 2N1H ∗)
(
1 + (p + 1)
p∏
i=1
(1 + Li)−1
)
,
which contradicts to (3).
For the case t∗ > t∗, then j i. We can easily get
u(2)u(t∗)
p∏
n=j+1
(1 + Ln) + (M + 2NK∗ + 2N1H ∗)
⎛
⎝1 + p∑
n=j+1
p∏
n1=n
(1 + Ln1)
⎞
⎠ (5)
and
u(t∗)u(0)
i∏
n=1
(1 + Ln) + (M + 2NK∗ + 2N1H ∗)
(
1 +
i∑
n=1
i∏
n1=n
(1 + Ln1)
)
. (6)
From (5) and (6), we have

p∏
n=j+1
(1 + Ln)
i∏
n=1
(1 + Ln)< (M + 2NK∗ + 2N1H ∗)
×
⎡
⎣
⎛
⎝1 + p∑
n=j+1
p∏
n1=n
(1 + Ln1)
⎞
⎠ i∏
n=1
(1 + Ln) +
(
1 +
i∑
n=1
i∏
n1=n
(1 + Ln1)
)⎤⎦
which contradicts to (3). This completes the proof. 
Lemma 2. u ∈ ,
u′(t)Mu(t) + N(T u)(t) + N1(Su)(t) t = tk, t ∈ J ,
u(tk)Lku(tk) k = 1, 2, . . . , p,
u(2)u(0), (7)
where 0< 1,M > 0, N0, N10, Lk0 for k = 1, 2, . . . , p, and
(M + 2NK∗ + 2N1H ∗)
(
1 + (p + 1)
p∏
i=1
(1 + Li)
)
 (8)
then u(t)0 on J.
The proof is similar as Lemma 1.
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Next, we are considering problems
y′(t) = −My(t) − N(Ty)(t) − N1(Sy)(t) + 	(t), t = tk, t ∈ J ,
y(tk) = Lky(tk) + Ik(u(tk)) − Lku(tk), k = 1, 2, . . . , p,
g(u(0), u(2)) + M1(y(0) − u(0)) − M2(y(2) − u(2)) = 0 (9)
and
y′(t) = My(t) + N(Ty)(t) + N1(Sy)(t) + 	(t), t = tk, t ∈ J ,
y(tk) = Lky(tk) + Ik(u(tk)) − Lku(tk), k = 1, 2, . . . , p,
g(u(0), u(2)) + M1(y(0) − u(0)) − M2(y(2) − u(2)) = 0. (10)
Lemma 3. y ∈  is a solution of (9) if and only if y ∈ PC(J ) is a solution of the impulsive integral equation
y(t) = Ce−MtBu +
∫ 2
0
G(t, s)[−N(Ty)(s) − N1(Sy)(s) + 	(s)] ds
+
∑
0<tk<2
G(t, tk)(Lky(tk) + Ik(u(tk)) − Lku(tk)), (11)
where Bu=−g(u(0), u(2))+M1u(0)−M2u(2), C = (M1 −M2e−2M)−1, and M,N,N1,M1,M2 are constants
with M0,M1 = M2e−2M and
G(t, s) =
{
CM2e−M(2+t−s) + e−M(t−s) 0s < t2,
CM2e−M(2+t−s) 0 ts2.
Proof. Suppose that y(t) is a solution of (9), from
y′(t) + My(t) = −NTy − N1Sy + 	(t), t = tk, k = 1, 2, . . . , p,
y(tk) = Lky(tk) + Ik(u(tk)) − Lku(tk), k = 1, 2, . . . , p,
we get
y(t) = e−Mty(0) +
∫ t
0
e−M(t−s)[−NTy − N1Sy + 	(s)] ds
+
∑
0<tk<t
e−M(t−tk)(Lky(tk) + Ik(u(tk)) − Lku(tk)), (12)
so
y(2) = e−2My(0) +
∫ 2
0
e−M(2−s)[−NTy − N1Sy + 	(s)] ds
+
∑
0<tk<2
e−M(2−tk)(Lky(tk) + Ik(u(tk)) − Lku(tk)). (13)
Since M1y(0) − M2y(2) = Bu, we have
y(0) = CBu + CM2
⎧⎨
⎩
∫ 2
0
e−M(2−s)[−NTy − N1Sy + 	(s)] ds
+C
∑
0<tk<2
e−M(2−tk)(Lky(tk) + Ik(u(tk)) − Lku(tk))
⎫⎬
⎭
C = (M1 − M2e−2M)−1, (14)
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so
y(t) = Ce−MtBu +
∫ 2
0
G(t, s)[−N(Ty)(s) − N1(Sy)(s) + 	(s)] ds
+
∑
0<tk<2
G(t, tk)(Lky(tk) + Ik(u(tk)) − Lku(tk)),
where
G(t, s) =
{
CM2e−M(2+t−s) + e−M(t−s) 0s < t2,
CM2e−M(2+t−s) 0 ts2.
On the other hand, if y(t) is a solution of (11), then y(t)will also be a solution of (9) by direct compute. This completes
the proof. 
Similarly we have
Lemma 4. y ∈  is a solution of (10) if and only if y ∈ PC(J ) is a solution of the impulsive integral equation
y(t) = CeMtBu +
∫ 2
0
G(t, s)[N(Ty)(s)N1 + (Sy)(s) + 	(s)] ds
+
∑
0<tk<2
G(t, tk)(Lky(tk) + Ik(u(tk)) − Lku(tk)), (15)
where Bu = −g(u(0), u(2)) + M1u(0) − M2u(2), C = (M1 − M2e2M)−1, and M,N,N1,M1,M2 are constants
with M0,M1 = M2e2M and
G(t, s) =
{
CM2eM(2+t−s) + eM(t−s) 0s < t2,
CM2eM(2+t−s) 0 ts2.
Lemma 5. If M0, N0, N10,M1 = M2e−2M ,(
42NK∗ + 42N1H ∗ +
p∑
k=1
|Lk|
)
r < 1, r = max{|CM1|, |CM2|}, C = (M1 − M2e−2M)−1
then Eq. (9) has a unique solution y ∈ PC(J ).
Proof. For any y ∈ PC(J ), let us deﬁne
Fy(t) = Ce−MtBu +
∫ 2
0
G(t, s)[−N(Ty)(s) − N1(Sy)(s) + 	(s)] ds
+
∑
0<tk<2
G(t, tk)(Lky(tk) + Ik(u(tk)) − Lku(tk))
and G(t, s) as deﬁned in Lemma 3. By direct computation, we have
max |G(t, s)| = max{|CM2|, |CM2e−2M + 1|} = max{|CM1|, |CM2|} = r ,
‖Fu − Fv‖r
(
42NK∗ + 42N1H ∗ +
p∑
k=1
|Lk|
)
‖u − v‖
with Banach ﬁxed point theorem, there exists a function y ∈ PC(J ), such that y = Fy, by Lemma 3, y is also the
unique solution of (9). This completes the proof. 
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Remark 1. If M > 0, N0, N10,M1M2 > 0, when
CM1
(
42NK∗ + 42N1H ∗ +
p∑
k=1
|Lk|
)
< 1, C = (M1 − M2e−2M)−1 (16)
from Lemma 5, Eq. (9) has a unique solution y ∈ PC(J ).
Lemma 6. If M0, N0, N10,M1 = M2e2M ,(
42NK∗ + 42N1H ∗ +
p∑
k=1
|Lk|
)
r < 1, r = max{|CM2e2M |, |CM1e2M |}, C = (M1 − M2e2M)−1
then Eq. (10) has a unique solution y ∈ PC(J ).
Proof. The proof is obvious according to Lemma 4 and Banach ﬁxed point theorem. 
Remark 2. If M > 0, N0, N10,M2M1 > 0, when
(1 − CM1)
(
42NK∗ + 42N1H ∗ +
p∑
k=1
|Lk|
)
< 1, C = (M1 − M2e2M)−1 (17)
from Lemma 6, Eq. (10) has a unique solution y ∈ PC(J ).
3. Main result
Theorem 1. Suppose that conditions (A1)–(A4) and (3), (16) hold, then there exist monotone sequences {n(t)},
{n(t)}, where 0(t) = (t), 0(t) = (t), (t)(t), which converge in  to the extremal solutions of (1) in [, ],
[, ] = {x ∈  : (t)x(t)(t), t ∈ J }.
Proof. For any u ∈ [, ], consider (9) with
	(t) = f (t, u(t), (T u)(t), (Su)(t)) + Mu(t) + N(T u)(t) + N1(Su)(t).
(9) has a unique solution y ∈  by Lemma 3. Denote an operator A by y = Au, then operator A has the following
properties:
(i) 0A0, A00;
Let m = 0 − 1, where 1 = A0.
m′(t) = ′0(t) − ′1(t)
f (t, 0, T 0, S0) − [−M1 − NT 1 − N1S1 + f (t, 0, T 0, S0) + M0 + NT 0 + N1S0]
= − Mm − NTm − N1Sm, t = tk, t ∈ J ,
m(tk) = 0(tk) − 1(tk)
Ik(0(tk)) − (Lk1(tk) + Ik(0(tk)) − Lk0(tk))
=Lkm(tk), k = 1, 2, . . . , p,
m(0) = 0(0) − 1(0)
= 0(0) −
[
− 1
M1
g(0(0), 0(2)) + 0(0) +
M2
M1
(1(2) − 0(2))
]
M2
M1
m(2).
By Lemma 1, we get m(t)0 when t ∈ J , i.e., 0A0. Similar arguments show that A00.
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(ii) A
1A
2, if 
1
2.
Let u1 = A
1, u2 = A
2,m = u1 − u2. Using A2,A3 and A4, we have
m′(t) = u′1(t) − u′2(t)
= − Mu1 − NT u1 − N1Su1 + f (t, 
1, T 
1, S
1) + M
1 + NT 
1 + N1S
1
− [−Mu2 − NT u2 − N1Su2 + f (t, 
2, T 
2, S
2) + M
2 + NT 
2 + N1S
2]
 − Mm − NTm − N1Sm, t = tk, t ∈ J ,
m(tk) = u1(tk) − u2(tk)
=Lku1(tk) + Ik(
1(tk)) − Lk
1(tk) − (Lku2(tk) + Ik(
2(tk)) − Lk
2(tk))
Lkm(tk), k = 1, 2, . . . , p,
m(0) = − 1
M1
g(
1(0), 
1(2)) + 
1(0) +
M2
M1
(u1(2) − 
1(2))
−
[
− 1
M1
g(
2(0), 
2(2)) + 
2(0) +
M2
M1
(u2(2) − 
2(2))
]
M2
M1
m(2)
from Lemma 1, we arrive at m(t)0 when t ∈ J , i.e., A
1A
2.
Now let n = An−1, n = An−1, n = 1, 2, . . . . Following (i) and (ii), we have
01 · · · n · · · n · · · 10.
Obviously, each i , i , (i = 1, 2, . . .) satisﬁes
′n(t) + Mn + NT n + N1Sn
= f (t, n−1, T n−1, Sn−1) + Mn−1 + NT n−1 + N1Sn−1, t = tk, t ∈ J ,
n(tk) = Lkn(tk) + Ik(n−1(tk)) − Lkn−1(tk), k = 1, 2, . . . , p,
g(n−1(0), n−1(2)) + M1(n(0) − n−1(0)) − M2(n(2) − n−1(2)) = 0
and
′n(t) + Mn + NT n + N1Sn
= f (t, n−1, T n−1, Sn−1) + Mn−1 + NT n−1 + N1Sn−1, t = tk, t ∈ J ,
n(tk) = Lkn(tk) + Ik(n−1(tk)) − Lkn−1(tk), k = 1, 2, . . . , p,
g(n−1(0), n−1(2)) + M1(n(0) − n−1(0)) − M2(n(2) − n−1(2)) = 0
therefore there exist x∗, x∗, such that limn→∞ n(t) = x∗, limn→∞ n(t) = x∗, uniformly on J. Clearly, x∗ and x∗
satisfy (1).
To prove that x∗, x∗ are extremal solutions of (1), let x(t) be any solutions of (1) such that x(t).
Suppose there exists a positive integer n such that n(t)x(t)n(t), for t ∈ J .
Setting m(t) = n+1(t) − x(t), then for t ∈ J , using A2,A3 and A4, we have
m′(t) = ′n+1(t) − x′(t)
= − Mn+1 − NT n+1 − N1Sn+1 + f (t, n, T n, Sn)
+ Mn + NT n + N1Sn − f (t, x, T x, Sx)
 − Mm − NTm − N1Sm, t = tk, t ∈ J ,
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m(tk) = n+1(tk) − x(tk)
=Lkn+1(tk) + Ik(n(tk)) − Lkn(tk) − Ik(x(tk))
Lkm(tk), k = 1, 2, . . . , p,
m(0) = − 1
M1
g(n(0), n(2)) + n(0) +
M2
M1
(n+1(2) − n(2)) − x(0)
M2
M1
m(2).
By Lemma 1, m(t)0, when t ∈ J , i.e., n+1(t)x(t). Similarly, we obtain x(t)n+1 on t ∈ J . By induction we
get n+1(t)x(t)n+1 for all t ∈ J and any n, which implies x∗(t)x(t)x∗(t). This completes the proof of the
theorem. 
Theorem 2. Assume that conditions (A1), (A
′
2)–(A
′
4) and (8), (17) hold, then there exist monotone sequences{n(t)}, {n(t)} with 0(t) = (t), 0(t) = (t), (t)(t), which converges in  to the extremal solutions of (1) in
[, ], [, ] = {x ∈  : (t)x(t)(t), t ∈ J }.
The proof is similar to Theorem 1.
Remark 3. In the casewhen the nonlinear boundary value problem (1)without impulses, i.e., Ik(x) ≡ 0, k=1, 2, . . . , p
and g(x(0), x(T )) = x(0) − x(T ) − ∫ T0 D(s)x(s) ds − d, Theorem 1 in this paper is identical with the theorem 1 in
[8].
Remark 4. In the case when the boundary g(x(0), x(2)) = x(0) − x(2), we can get the existence of extremal
solutions of periodic boundary problem of impulsive integro-differential equations.
Example 1. Consider the problem of
x′(t) = etcos2x + cos2
∫ T
0
x(s) ds, t ∈ [0, T ], t = tk ,
x(tk) = −18 sin
2 x(tk)
6
, t = tk ,
x(0) = 1
2
x(T ) +
∫ T
0
x(s) ds (18)
with T = 14 ln 2, k = 1, t1 = 18 ln 2, where f (t, x(t), (Sx)(t)) = et cos
2 x + cos2 ∫ T0 x(s) ds, I (x(t1)) = − 18 sin2 x(t1)6 ,
g(x(0), x(T )) = x(0) − 12x(T ) −
∫ T
0 x(s) ds,H(t, s) = 1.
(t) = 0 is obviously a lower solution of problem (18). Set
(t) =
⎧⎪⎨
⎪⎩
et + t, t ∈
[
0,
1
8
ln 2
]
,
et + t + 1
8
sin2
(t)
6
, t ∈
(
1
8
ln 2,
1
4
ln 2
]
.
When t ∈ [0, 18 ln 2), (t)
′ = et + 1etcos2 + cos2 ∫ T0 (s) ds = f (t, , S).
When t ∈ ( 18 ln 2, 14 ln 2], (t)
′ = et+11−(1/48) sin(/3) > et + 1f (t, , S), (0< /3< /2).
(t1) = 18 sin2 (t1)6 I ((t1)).
(0) − 12(T ) −
∫ T
0 (s) ds > 0.
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Thus  is an upper solution of problem (18) and < . Moreover, let M = (√2 + 1)/4 ln 2, N = 0, N1 = 1,
Lk = − 12 ,M1 = 1,M2 = 12 , the conditions of Theorem 1 are all satisﬁed. So problem (18) has extremal solutions in
the segment [(t), (t)].
Example 2. Consider the problem of
x′(t) = ex(t)+1 + sin(t)e−2e(
√
t−t)
∫ T
0
x(s) ds − 1, t ∈ [0, T ], t = tk ,
x(tk) = 15x(tk), t = tk ,
x(0) = x(T ) − x(0)
2
6
. (19)
Here T = ln 2/6, k = 1. Set
(t) = −1, (t) =
{
t t ∈ [0, T2 ],
t
2 t ∈ ( 1T , T ].
We can easily verify that (t) is an upper solution, (t) is a lower solution with (t)(t).
Set M = 6√2e,N = 0, N1 = 1,M1 = 23 ,M2 = 1, L1 = 15 , the conditions of Theorem 2 are all satisﬁed. So problem(19) has extremal solutions in the segment [(t), (t)].
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