Multiple sequence alignment (MSA) is the heart of comparative sequence analysis. Recent studies demonstrate that MSA algorithms can produce different outcomes when analyzing genomes, including phylogenetic tree inference and the detection of adaptive evolution. These studies also suggest that the difference between MSA algorithms is of a similar order to the uncertainty within an algorithm and suggest integrating across this uncertainty. In this study, we examine further the problem of disagreements between MSA algorithms and how they affect downstream analyses. We also investigate whether integrating across alignment uncertainty affects downstream analyses. We address these questions by analyzing 200 chordate gene families, with properties reflecting those used in large-scale genomic analyses. We find that newly developed distance metrics reveal two significantly different classes of MSA methods (MSAMs). The similarity-based class includes progressive aligners and consistency aligners, representing many methodological innovations for sequence alignment, whereas the evolution-based class includes phylogenetically aware alignment and statistical alignment. We proceed to show that the class of an MSAM has a substantial impact on downstream analyses. For phylogenetic inference, tree estimates and their branch lengths appear highly dependent on the class of aligner used. The number of families, and the sites within those families, inferred to have undergone adaptive evolution depend on the class of aligner used. Similarity-based aligners tend to identify more adaptive evolution. We also develop and test methods for incorporating MSA uncertainty when detecting adaptive evolution but find that although accounting for MSA uncertainty does affect downstream analyses, it appears less important than the class of aligner chosen. Our results demonstrate the critical role that MSA methodology has on downstream analysis, highlighting that the class of aligner chosen in an analysis has a demonstrable effect on its outcome.
Introduction
All analysis of biological sequence data depends on the comparative method at some level. Comparative sequence analysis relies on the assignment of sitewise homology between sequences, through a multiple sequence alignment (MSA). By studying how homologous sequences change over time in the MSA, one can infer how the structure and function of the sequences have evolved. MSAs are used regularly to, for example, estimate phylogenies (Felsenstein 2003) , compare gene function between species (Eisen 1998) , estimate protein structures (Arnold et al. 2006) , and classify and annotate proteins (Finn et al. 2009 ) and ncRNAs (Gardner et al. 2011) . In all cases, the accuracy of the conclusions drawn from these disparate methods may be dependent on the accuracy of the MSA.
Initial MSA methods (MSAMs), such as Clustal (Thompson et al. 1994; Larkin et al. 2007) , were based on progressive alignment, whereby a guide tree determines the order that sequences are added to a growing MSA. The algorithm progresses by pairwise sequence-sequence, sequenceprofile, and profile-profile alignments, where a profile is an MSA for a subtree. More recent developments, such as Muscle (Edgar 2004) , include an additional step to refine the starting tree and a refinement step where branches of the tree are repeatedly chosen and profiles from either side realigned. The FFT-NS-i method of MAFFT (Katoh and Toh 2008) operates similarly, using a fast Fourier transform to approximate the pairwise alignments. Consistency methods, such as T-Coffee (Notredame 2000) , function similarly but include a more sophisticated scoring function for pairwise alignment, derived from the insight that an MSA necessarily describes a set of pairwise alignments that are consistent (transitive). An alternative approach to alignment is to describe sequence change in an "evolutionarily aware" context, where the processes of insertion, substitution, and deletion are modeled explicitly on a phylogenetic tree. This approach, known as statistical alignment (Thorne et al. 1992; Hein et al. 2000) , is appealing because it approximates what happens during sequence evolution. Computational limitations mean statistical alignment is rarely used in practice, but the ongoing development of modern implementations, such as BAli-Phy (Redelings and Suchard 2005) and StatAlign (Novak et al. 2008) , may help alleviate these computational concerns.
Early work showed that the choice of guide tree (Lake 1991) and MSAM (Morrison and Ellis 1997; Wong et al. 2008) can affect the phylogenetic tree estimate. Related research has shown that the detection of adaptive evolution (positive selection) is particularly susceptible to alignment error both in empirical studies (Wong et al. 2008; Markova-Raina and Petrov 2011) and simulation studies (Fletcher and Yang 2010) . Other studies have shown that simple filtering methods do not appear to alleviate the differences between MSAMs (Privman et al. 2011; Jordan and Goldman 2011) , suggesting more sophisticated methods are required. The study by Wong et al. (2008) goes further and provides evidence that the variation between the output of MSAMs is similar to that expected by chance, as characterized by the variation between samples from the posterior distribution of a Markov chain Monte Carlo (MCMC) run from the statistical aligner BAli-Phy. Given this observation, the authors suggest that incorporating alignment uncertainty into future evolutionary analyses may reconcile the different answers obtained under different MSAMs.
In this study, we take an empirical approach to investigating the effect of alignment methodology on the resulting MSAs and how variation in that methodology affects downstream analyses. Using carefully selected sequence data from The Adaptive Evolution Database (TAED, Roth et al. 2005) , we use recently developed distance metrics (Blackburne and Whelan 2012) to identify two significantly different classes of MSAM, discriminating between those that take an evolutionary approach to alignment and those that do not. The differences between these classes of MSAM are apparent for both phylogenetic tree inference and for the inference of adaptive evolution. We also investigate marginal and profile likelihood methods for integrating alignment uncertainty. We find that incorporating this uncertainty in analyses has the potential to improve accuracy, but this improvement is far smaller than the differences induced by the class of MSAM used in an analysis.
Materials and Methods

Data
We source 200 alignments chosen randomly from the chordate section of TAED (Roth et al. 2005) . This database consists of gene families identified by all-against-all BLAST searches, which are then subject to a range of phylogenetic analyses, including a scan for adaptive evolution. Given the comprehensive nature of the database, we apply strict quality controls on our data to ensure our sets of sequences are of comparable quality to those used in genomic scans of positive selection (Kosiol et al. 2008) .
First, we remove fragmentary sequences (defined as sequences <50% of the alignment length) and any families whose sequences contain nonstandard amino acids or nonterminal stop codons because these are indicative of poor quality sequences. To ensure sufficient evolutionary information to infer trees and adaptive evolution, we remove all families with fewer than 10 sequences. Furthermore, we remove families that contain no human sequence. This latter restriction is to provide a common source of reference for all analysis of adaptive evolution. To ensure families are sufficiently conserved for testing for adaptive evolution, we remove all families where the ML tree inferred from a Muscle amino acid alignment has an internal or external branch with length >0.5.
Aligners and Algorithms
For ClustalW, Muscle, ProbCons (Do et al. 2005) , ProbAlign (Roshan and Livesay 2006) , MUMMALS (Pei and Grishin 2006) , DIALIGN-TX (Subramanian et al. 2008) , and T-Coffee, default options were used to align each of the 200 sets of amino acid sequences. The --genafpair and --maxiterate = 2000 options were used for MAFFT. For Prank, the recommended +F option was used on both amino acid sequences (labeled as Prank (AA)) and the corresponding codon sequences (Prank (Cod)). BAli-Phy runs were produced for both the amino acid (model WAG+À) and codon (model M0) data, with a separate random seed each time. The first 1,000 generations of each run were discarded as burn-in, and multiple runs were produced until at least 30,000 post burn-in generations had been produced, which were then pooled together for analysis. The mean number of post burn-in generations produced were 69,000 (codon) and 65,000 (amino acid). The maximum a posteriori (MAP) estimate of the BAli-Phy alignment was taken from the pooled data as a point estimate, with a second point estimate produced by posterior decoding (PD). To investigate and account for alignment uncertainty, we retained 20 independently spaced BAli-Phy MCMC samples. Pairwise distances between MSAs were measured using the d evol metric of MetAl (Blackburne and Whelan 2012) , which labels all bases by position in their sequence, and all gaps by their location in the sequence and inferred indel event on a phylogenetic tree. The d evol metric is then defined as the normalized symmetric difference between all base-base and base-gap pairs of two alternative MSAs. The tree used to label indels was taken from the RAxML WAG+À tree on the Muscle alignment. Weighted principal co-ordinate analysis (PCoA; also known as multidimensional scaling) plots were produced using the "wcmdscale" routine of the R Vegan library (Oksanen et al. 2011; R Development Core Team 2011) .
To test whether the two classes of MSAM for each family are significantly different, we take as a test statistic the distance, d, between the center of gravity (centroid) for each of the alignment classes. This approach may be considered similar to measuring the difference between the means of two classes of MSAM. To compute the centroids, we first use PCoA to project the pairwise distances between MSAs on to a Euclidean space, using as many dimensions as necessary to preserve the real distances. The centroid for any given class of MSAs is the mean of the vectors locating the MSAs on the PCoA axes, and the distance between the two centroids can be simply computed. To assess the significance of the test statistic, we take a bootstrap approach. For each of 5,000 bootstrap replicates, we randomly reassign MSAs to the two classes maintaining their relative size. The distance between the centroids for each pseudoclass, d Ã i , is then computed and treated as a sample from the distribution under the null hypothesis of the two classes not being different. The position of d in the distribution of d * is then used to assign a P value. Note that the two sets of 20 BAli-Phy MCMC samples are not included in this analysis.
Sequence Analysis on Fixed Alignments
Trees were inferred exclusively from amino acid MSAs. Each alignment was translated to amino acids (if necessary), and RAxML (Stamatakis 2006 ) was used to infer a phylogenetic tree estimate under the WAG+À model (Whelan and Goldman 2001) . The distances between trees were calculated using GeoMeTree (Kupczok et al. 2008) using the option to find exact distances, except for one case where the calculation did not finish in reasonable time and approximate distances were used. Adaptive evolution was inferred using PAML (Yang 2007) . Amino acid alignments were back translated into codon alignments using Pal2Nal (Suyama et al. 2006) where necessary. The M7 and M8 models were used to test for positive selection. M7 models ! (the ratio dN/dS) by a beta distribution between 0 and 1 (allowing for no positive selection). M8 adds a category to the mixture model of ! > 1, allowing a proportion of sites in the alignment to evolve under positive selection. Parameters for M7 and M8 were each optimized three times using PAML on the codon alignment and corresponding tree, and the likelihood ratio test (LRT) statistic compared to a 2 2 to determine a P value. Alignments with P values below 0.05 were assessed using the Bayes empirical Bayes (BEB) method to yield probabilities of column-wise positive selection (Yang et al. 2005) . BEB is used to calculate a posterior probability that an alignment column is best represented by the M8 model of evolution, incorporating a prior to the model parameters to allow for uncertainty in the parameter estimates. To allow comparison of sites inferred to be under adaptive evolution between alternative MSAMs, the column-wise BEB scores were translated into a sitewise probability of adaptive evolution on the longest human sequence. Sites above a BEB cutoff of >0.5 were regarded to correspond to positive selection (Yang et al. 2005) . The data were plotted using R and the "gplots" library.
Incorporating Alignment Uncertainty When Detecting Adaptation
Any given MSA is a point estimate and may include columns that have limited support given the MSAM. These low confidence columns may provide positive support for adaptive evolution and, if a point estimate is used, lead to high rates of false positives. Correcting for MSA uncertainty may therefore be important when performing the M7/M8 LRT. We take two statistical approaches for incorporating MSA uncertainty. The first is an approximation to a marginal likelihood approach, which is a classical likelihood approach (Edwards 1978) and treats the MSA as a nuisance parameter by integrating across all possible MSAs, whereas the second is a profile likelihood approach.
Marginal Likelihood
For a set of unaligned sequences X, the marginal likelihood for the full model, , which has a substitution process equivalent to the selection regime of either M7 or M8 and a process describing indels, can be calculated as follows:
where A* is the set of all possible alignments on X, and A Ã i is the i th alignment in that set. Ideally, this quantity could be computed directly from a series of MCMC samples from a statistical aligner, but unfortunately no such programs currently implement the selection models of Yang (2000) , and, even if they did, the computational time would prohibit genome-scale analyses. This limitation forces us to make a series of approximations to obtain a marginalized likelihood. First, we assume we have only a finite set of alignments, A, drawn from the BAli-Phy MCMC samples:
BAli-Phy uses MCMC to sample from Pð ind , sub jXÞ, which through
Bayes' Theorem is proportional to PðXj sub ,A i ÞPðAj ind ÞPð sub ÞPð ind Þ. In the statistical alignment model, sequence evolution can be separated into a substitution process ( sub ) and an indel process ( ind ), which may be considered the equivalent of the match/mismatch and gap penalty in standard alignment, respectively. (We drop any reference to the tree and branch length priors to simplify our nomenclature.) Our MCMC samples are not equivalent to sampling directly from PðA i jÞ, so we follow an importance sampling strategy and introduce the weighting term i , which provides a correction linking the two sampling schemes. We investigated three methods for defining appropriate weighting schemes based on values that can be directly obtained from BAli-Phy. The first method applied the correction A i ¼ 1=PðXj sub ,A i ÞPð sub ÞPð ind Þ, allowing us to obtain pseudosamples from PðA i j ind Þ. The formulation of statistical alignment makes this a natural sampling strategy, but it can be criticized as being analogous to sampling from the probability of an alignment based purely on its gap cost. The second approach samples from PðXj sub ,A i ÞPðA i j ind Þ by applying the correction A i ¼ 1=Pð sub ÞPð ind Þ. This approach is analogous to sampling from an alignment based on both its gap cost and the match/mismatch costs. Our final method naively assumes that the BAli-Phy MCMC samples are equivalent to sampling from P(A i j) and is achieved by defining Ai = 1. For the analyses presented here, all three approaches give qualitatively the same results, although we caution that these similarities may not hold for other more divergent data sets. For the sake of simplicity in notation, we continue below with our naive sampling approach with Ai = 1, allowing us to write:
Finally, to obtain values comparable to the right-hand side of this equation from existing software, we perform several approximations. First, we need to obtain the values of PðXj,A i Þ under the M7 and M8 selection models, which are not available in BAli-Phy. Instead, we approximate these values with PðXj sel i ,A i Þ, which are the likelihoods estimated from PAML under an appropriate model of selection. Note that this approach means we take ML estimates of sel i for each alignment rather than incorporating uncertainty in their values. This approximation gives us the following simple approximation to the marginal likelihood:
Profile Likelihood
The second approach we consider for incorporating alignment uncertainty is a profile likelihood approach, which can be considered equivalent to taking the ML estimate of the alignment under each model considered. Across all possible alignments, the profile likelihood distribution is as follows:
Given the limitations of existing software outlined above and the same nomenclature, we approximate the ML estimate of this distribution with
where PðXj sel i ,A i Þ is obtained from PAML. Note that this formulation of the profile likelihood does not explicitly include the indel process but instead incorporates it by using BAli-Phy to produce the set A.
Incorporating Alignment Uncertainty When Identifying Sites under Adaptation
Incorporating alignment uncertainty for sitewise BEB analysis is straightforward under the profile likelihood approach, where the BEB analysis from the alignment with the highest likelihood under M8 is used for our inference. No software is available for inferring BEB posterior probabilities across a set of MSAs, and it would be challenging to develop and implement such an approach. Instead, we obtain approximate bounds for the BEB posterior probabilities under the marginal likelihood approach. Nonzero posterior probabilities are assigned for cases where the LRT produces sufficient support for M8 relative to M7 (P < 0.05), with the lower-(upper-) bound taken as the lowest (highest) BEB posterior probability from our 20 BAli-Phy samples. We also take a mean BEB value as the mean BEB probability across all 20 alignments. For sitewise analyses, we allocate putative "true positives" (pTPs) to be those obtained from our lower bounds of the marginal likelihood approach, which is expected to be highly conservative because it requires strong support for the adaptive evolution model across a range of MSAs and then takes the most conservative BEB analysis from those MSAs.
Results
This study investigates the differences between MSAMs and their effect on downstream analyses by examining 200 chordate gene families from TAED. To ensure our data reflect those used in genomic scale analysis, we impose strict quality control criteria to ensure no sequences have large numbers of gaps and no branches on the tree are excessively long, taking a random sample from the families that match these criteria (see Materials and Methods for full details). The resultant families range in size from 10 to 42 (mean, 12.4 and median, 10), with alignment length (with Muscle) ranging from 80 to 999 (mean, 602.8 and median, 510.5) and amino acid tree lengths (Muscle alignments with RAxML) ranging from 0.02 to 1.52 (mean, 0.48 and median, 0.46). We also enforce the presence of a human gene in our analyses and use this sequence as a reference assigning sitewise posterior probabilities of adaptive evolution. Where there are multiple human sequences, the longest is used.
Two Classes of MSAMs
Each gene family is aligned using a range of popular MSAMs. Unless stated otherwise, the coding sequences are first translated into amino acids for alignment and subsequently back translated to nucleotides (or codons) for downstream analysis. The first class of programs we examine are "similaritybased" MSAMs (similarity-MSAMs) and include the classic progressive program ClustalW; the modern progressive-style programs DIALIGN-TX and Muscle; and the consistency programs MUMMALS, ProbAlign, ProbCons, T-Coffee, and MAFFT. The second class of programs we examine are "evolution-based" MSAMs (evolution-MSAMs), which infer MSAs based on their fit to an explicit substitution and indel model. The first of these programs is the phylogenetically aware program Prank, which uses a heuristic approach that is intended to produce evolutionarily realistic alignments. Second is BAli-Phy, which performs statistical alignment using Bayesian inference to estimate the phylogenetic tree and MSA simultaneously. We summarize output from the BAli-Phy MCMC chain using both the MAP and the PD alignment. To visualize the variability induced by the alignment process, we draw 20 random samples from the MCMC. We also investigate using codon-level alignment in Prank and BAli-Phy, translating the resulting alignment to amino acids to allow comparison with other methods.
For each gene family, we produce a pairwise distance matrix between the MSA produced by each method using the d evol metric from the program MetAl (Blackburne and Whelan 2012) . We sum these matrices and perform PCoA (Gower 1966) to identify the trends in the differences between MSAMs. PCoA is a form of multidimensional scaling that can project complex information into lower dimensional spaces, with each axis describing a portion of the variation in the original data. The contribution of the BAli-Phy samples is down-weighted, so the 20 samples have the same overall weight as a sample from another MSAM (weighted PCoA). Figure 1 shows the first two axes of our PCoA. The first axis accounts for 39.8% of the variation and describes the difference between the evolution-and similarity-MSAMs. This axis arguably also separates the amino acid and codon alignments from one another, although the difference is much smaller than that between the two classes of MSAM. The second axis describes 12.5% of the variation and is attributable to differences between the evolution-MSAMs, clearly separating BAli-Phy and Prank. On both axes, the samples from BAli-Phy's MCMC chain under amino acid and codon alignment form distinct and tight clouds of points. These clouds suggest that a hypothetical confidence interval would be small relative to the variation between the MSAM classes, although we note that no explicit definition of confidence intervals on alignment space currently exists. These clouds retain their distribution using standard (nonweighted) PCoA, the only difference being an increased distance between BAli-Phy (Cod) and BAli-Phy (AA).
To test more formally whether the two classes of MSAM are significantly different, we measure the distance between their centroids and compare it to the distribution obtained by bootstrapping. At P = 0.05, we find that the two classes of MSAM are different in 153/200 of the families. Moreover, the variation in the P values obtained appears related to the average pairwise distance between MSAs with families where MSAs are more distant resulting in more strongly significant P values. For example, for the 22 families where the average pairwise distance between MSAs >0.05, the observed distance between the average P value is &0.001. Note that the approach we have used to select gene families means that the absolute distances between MSAs tend to be relatively small, with the mean distance between the two methods being $0.03. This value means that on average 2-3% of base-base relationships have changed between the alignment methods (including the possibility of a different base-gap to base-gap relationship). This distance may represent cases where the alignment problem should be relatively easy, suggesting that the difference between MSAM classes may become progressively more pronounced as the alignment problem becomes harder.
MSAM Class Affects Phylogenetic Tree Estimates
The first downstream application we examine is phylogenetic tree inference, which is widely used in many sequence-based studies. For each gene family and for each MSAM, we estimate a phylogenetic tree using RAxML with default settings under the WAG+À model from the aligned amino acid sequences. We note that different choices of settings, program, or model may produce slightly different tree estimates, but we expect the trends described to remain the same. For each gene family, we produce a matrix of pairwise geodesic distances between the trees estimated from each alignment. The geodesic distance measures differences in the tree topology and branch lengths, enforcing that the path taken crosses only real trees. A weighted PCoA of the summed matrix is shown in figure 2. The first axis describes the majority (81.9%) of the variation between tree estimates and again separates evolution-and similarity-MSAMs. Performing alignment at the amino acid or nucleotide level also has relatively little effect on the tree estimate, although Prank-AA trees are between the other evolution-based and the similarity-based aligners. The spread of points from the BAli-Phy samples is of a similar range to the differences within the evolution-and similarity-MSAMs, further supporting the observation that the class of MSAM in the predominant factor in determining the outcome of downstream analyses. The second axis describes only 4.7% of the variation and may be attributable to the difference between ClustalW and other MSAMs.
To investigate further the relationship between alignment difference and the inferred phylogenetic tree, we examined the correlation coefficients between the distance between alignments and the distance between trees. The correlation between mean alignment distance and the mean geodesic distance is reasonable (r 2 = 0.67, P % 3:4 Â 10 À5 , Mantel's test) and explains a substantial portion of the variability between estimates. The correlation between mean alignment distance and the mean Robinson-Foulds distance (allowing for multifurcations), which measures only differences in topology, is much lower (r 2 = 0.30, P % 6:0 Â 10 À5 , Mantel's test), suggesting large alignment differences may not always result in different tree topologies. These correlations provide a limited picture of the interaction between tree and alignment because tree distances are dependent on the evolutionary properties of each family; for example, closely related sequences may be relatively easy to align, but small differences in alignment can produce very different trees. Note that the differences we observe in tree estimates between MSAMs are not always statistically significantly under, for example, an SH-test, but the pattern of differences between tree estimates closely follows the pattern of differences between MSAMs.
MSAM Class Affects the Detection of Adaptive Evolution
Genomic studies frequently investigate the selective pressures acting on aligned protein coding genes, particularly with reference to the detection of adaptive evolution. These analyses use automated pipelines to scan large numbers of genes across multiple genomes, using phylogenetic models to estimate the relative rate ratio of nonsynonymous to synonymous substitutions (!) in codons. LRTs are then used to detect whether adaptive evolution has occurred at any sites in the protein during evolution, and, if it has, empirical Bayes is used to find the sites undergoing adaptive evolution. Previous researchers have noted that misaligned sequences can systematically bias analyses toward detecting adaptive evolution, suggesting these analyses will be a sensitive tool for assessing the relative performance of aligners (Fletcher and Yang 2010; Markova-Raina and Petrov 2011) . Here, we study the relationship between the choice of MSAM class and the outcome of these statistical tests.
Detecting Selection in Genes
The maximum likelihood under two codon substitution models is estimated for all gene families and MSAMs using PAML. The first model, M7, describes the case of no adaptive evolution, modeling the pattern of ! across codons with a b-distribution. The second model, M8, has same structure as M7, except that to model adaptive evolution it also includes a fraction of sites undergoing adaptive evolution (! > 1). The difference in log likelihoods between these models is compared using a LRT, and significance is assigned at P < 0.05 according to a 2 2 distribution. To allow comparison with genome scans, we also investigate false discovery rate, converting the P values into q values (Storey and Tibshirani 2003) , with q < 0.05 cutoff. The P value is the rate that null events are found significant (false-positive rate); the q value is the rate that significant events are really null (false discovery rate). The full details of these models and the applicability of a 2 2 for hypothesis testing are discussed in detail elsewhere (Anisimova et al. 2001; Yang 2006) . The above approach for detecting adaptation takes as input a single MSA and does not account for MSA uncertainty. We propose two approaches for incorporating MSA uncertainty from the samples generated by BAli-Phy. The first, profile likelihood, compares the MSAs with the highest likelihood under each model, which can be considered as taking the ML estimate of the MSA. The second, marginal (integrated) likelihood, integrates across the uncertainty in the MSA, effectively treating it as a nuisance parameter. The marginal likelihood approach is expected to be relatively conservative, and we assign its inferences as pTPs. Figure 3 shows the total number of families inferred to be under adaptation for each MSAM. We find that similarity-MSAMs tend to infer more families to be under adaptation (range 66-79 with P = 0.05; 33-64 with q = 0.05) than evolution-MSAMs (32-40 with P = 0.05; 4-17 with q = 0.05). To gain some insight into the overlap between methods, we compare results from each MSAM to our pTP set. Figure 3 shows all MSAMs tend to recover the majority of these at P = 0.05. For example, ClustalW finds 22/33 families, Prank finds 27/33 families, and both MSAMs agree in 20/33 families. In contrast, there is limited agreement on the inferences made within similarity-MSAMs. For the 73 families inferred to be under adaptive evolution by ClustalW, only 44 are found by all the similarity-MSAMs, 60 are found by more than three other similarity-MSAMs, and five are unique to ClustalW. Our observations suggest that both classes of MSAMs tend to agree on a core subset of families inferred to be under adaptive evolution (at P = 0.05), but similarity-MSAMs tend to infer a substantial number of additional families to be under adaptive evolution, of which many are unique to an individual MSAM. In total, 23/200 families were found to be significant at P =0.05 by only one similarity-MSAM (18/200 at q = 0.05).
One potential problem of relying on a binary outcome of a LRT as method for assessing MSAMs is that small shifts in an MSA may cause a marginally insignificant result under one MSAM to shift to a marginally significant result under another, although the two methods may be otherwise highly correlated. Figure 4 shows the pairwise Spearman rank correlation coefficients of P values obtained between MSAMs. The correlation coefficients within the classes of aligner are much higher than those between classes, confirming that the difference between evolution-and similarity-MSAMs is not explained by the arbitrary choice of P = 0.05 as a cutoff. Moreover, when restricting the data to the 84 MSAs where P < 0.1 for ClustalW, the correlation between evolutionaryand algorithmic-MSAMs tends to be negative, with slope À0.29 between ClustalW and BAli-Phy Marginal (Cod) (P = 0.0080; two-tailed test) and slope À0.08 between Muscle and Prank (Cod) (P = 0.42). For the 44 MSAs where P < 0.1 for BAli-Phy Marginal (Cod), the slopes tend to be 
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Class of MSA Algorithm Affects Genomic Analysis . doi:10.1093/molbev/mss256 MBE positive (approximately 0.3-0.4), suggesting that the set of significant (or near significant) MSAs for ClustalW tend to include those that are significant or near significant for the evolutionary-MSAMs, as well as another set where the P values with the evolutionary-MSAMs is weakly anticorrelated. Note that Prank (AA) MSAs represent something of an intermediate between the two sets ( fig. 4 ).
Detecting Selection per Site
Once an LRT infers a gene to have undergone adaptive evolution, a secondary analysis is frequently performed to identify the specific sites (columns in an MSA) that demonstrate adaptive evolution. This task is typically conducted using a BEB approach that assigns the posterior probability of a site belonging to the adaptive evolution category of the M8 model. Figure 5 shows the number of sites detected to be undergoing adaptive evolution across all families using each of the MSAMs. Following the reasoning in the previous section, we define the pTP set from the lower bound of the marginal likelihood approach. In common with the per gene results, we find analyses based on similarity-MSAMs infer more adaptive evolution than their evolution-based counterparts. Analyses based on the similarity-MSAM ClustalW, for example, find 1,635 sites to be under adaptive evolution, whereas the evolution-MSAM Prank is more conservative and finds only 485 sites. Furthermore, the sites inferred to be under adaptive evolution by evolution-MSAMs also tend to be identified by other methods, demonstrated by the relatively consistent level of "true positives" shown in figure 5 . For instance, 252 of the 485 Prank-identified sites are also found by ClustalW. Note our results are based on a BEB P value of > 0.5, but qualitatively similar patterns are observed at P > 0.90 and P > 0.95, albeit with fewer sites inferred to be positive overall and fewer sites shared by subsets of MSAMs. The difference in the number of sites inferred to be under adaptive evolution is not simply a product of there being a greater number of families detected to be under adaptive evolution when using similarity-MSAMs ( fig. 3 ). For families inferred to be undergoing adaptive evolution from a LRT, the average fraction of positively selected sites is 2.70% under Prank, similar to the 2.66% inferred from the most conservative similarity-MSAM, MUMMALS. For ClustalW, the least conservative similarity-MSAM, on average 3.50% of sites are inferred to be undergoing positive selection.
Discussion
This study demonstrates the critical role that MSA plays in sequence-based studies and how the choice of MSAM class can have a considerable impact on downstream analyses. Our work builds on previous work in three key ways. First, we compare reliably the results of different MSAMs using recently developed MSA metrics, allowing the projection of alignments into a Euclidean space and the identification of classes of MSAMs. Second, we include two evolution-MSAMs, BAli-Phy and Prank, which allows us to identify properties of evolution-MSAMs and find patterns that were not observable in previous studies. Third, we investigate the effect of incorporating MSA uncertainty into downstream analysis in a simple, but statistically justifiable manner, showing that the effect of incorporating alignment uncertainty into the tools used to detect molecular adaptation has less of an effect on results that the choice of MSAM class used. For comparisons between the output of MSAMs, the PCoA visualization reveals a clear difference between similarity-and evolution-MSAMs. There are two plausible reasons for these differences. First, the evolution-MSAMs dynamically change the matrix used for scoring matches dependent on the length of the branch in the guide tree, whereas similarity-MSAMs tend to use fixed scoring matrices. Similarly, the penalty scores for gaps vary depending on the length of the branch in evolution-MSAMs, whereas similarity-MSAMs tend to use constant penalties. In practice, these methodological differences mean that evolution-MSAMs have the flexibility to use different alignment criteria depending on the divergence of the sequences. Second, evolution-MSAMs enforce an evolutionary meaningful history for gaps and so score them appropriately (Löytynoja and Goldman 2008) , without overestimating deletions relative to insertions. This approach tends to produce less dense (gappier) MSAs relative to similarity-MSAMs. Our study only reveals the differences between the classes of MSAMs, and further work is required to reveal the relative contribution of these potential causes. Third, the differences between the traditional progressive and consistency similarity-MSAMs are small compared with their difference to the evolutionary-MSAMs. Many of the similarity-MSAMs use quite different methodologies, for example, the greedy local alignment of DIALIGN-TX, ClustalW's global alignment approach, and the pair-HMM-derived probabilistic consistency scoring of ProbCons. Our results suggest that investigating ways of incorporating biological realism into MSAMs may produce more variation, and therefore greater potential for improvement, than just application of novel computational approaches (Anisimova et al. 2010) .
Our study demonstrates that these differences induced by MSAM class percolate to downstream analyses, with clear effects observable on both phylogenetic tree estimation and the inference of adaptive evolution. Previous studies examined data from yeast (Wong et al. 2008) with the phylogeny extending back >100 Ma. In principle, our study includes more divergent lineages (% 550 Ma for the origins of the chordates), but our selection criteria ensure our data have relatively high sequence similarity with human sequences, leading to reduced species coverage. In common with earlier studies (Wong et al. 2008) , we find that topology can substantially vary with MSAM, with the greatest difference between MSAM classes. By investigating geodesic tree distances, we also demonstrate that this effect extends to the branch length estimates. Given these differences, we expect the effect of MSAM class choice will extend to the statistical support for trees, such as bootstrap proportions or SH-tests. This trend may be particularly concerning for systematics studies where the quality of the tree estimate is paramount. The choice of MSAM class may also affect other downstream analyses where branch lengths play an important role, such as molecular dating methods (Drummond et al. 2006; Yang and Rannala 2006) or understanding speciation and diversification of species (Stadler 2011) . Our study suggests that evolutionor similarity-MSAMs may result in different conclusions in some studies, even for carefully filtered data, although we cannot infer which class of MSAM produces biologically more reliable result.
The interaction between MSAMs and the inference of adaptive evolution has been more widely studied in the literature, with empirical studies concluding that MSAM affects inference (Wong et al. 2008) and that the use of the evolution-based Prank tends to result in fewer genes and sites being inferred to be undergoing adaptive evolution (Markova-Raina and Petrov 2011). Simulation studies have reinforced these conclusions (Fletcher and Yang 2010; Jordan and Goldman 2011) , demonstrating that Prank tends to produce more accurate MSAs (on simulated data) and infer fewer false positives. Our study expands on this previous work in two critical areas. First, we include the evolution-based statistical alignment method BAli-Phy in our analyses not just to assess MSA variability (as in previous work [Wong et al. 2008 ]) but as another MSAM in the class of evolutionary-aware methods. The inclusion of BAli-Phy enables us to investigate variation between the inferences made using evolution-MSAMs and serves to demonstrate that analyses conducted using evolution-MSAMs tend to find less adaptive evolution than those conducted using similarity-MSAMs. Second, we investigate the effect of incorporating alignment uncertainty into downstream analyses, as advocated by Wong et al. (2008) . We do find that alignment uncertainty induces substantial variation in the inferences made, suggesting that fast and efficient methods for integrating across alignment uncertainty may, in the future, have the potential to provide more accurate inference. However, the class of MSAM used tends to have a much greater impact on downstream analyses than incorporating alignment uncertainty, again suggesting that we need a greater understanding of why evolutionary inferences are so dependent on MSAM class used.
Our study does, however, have some potential limitations. Our data selection criteria enforce that our analyses are based on relatively closely related sequences. This approach places us firmly in the area where one would hope that alignment and phylogenetic methodology performs well, but means we will not observe any patterns that occur in more divergent sequences. It is likely that as sequences, and therefore alignments, become more diverged, the differences between subclasses of MSAM (e.g., progressive vs. consistency MSAMs) will become more pronounced. We expect that the predominant difference between MSAMs and their effects on downstream analysis will remain between evolution-and similarity-MSAMs, but further research is required to confirm or refute this suggestion. Examining only genes present in human could also limit the generality of our results because human genes tend to be complex multidomain proteins, often with various splice isoforms. This complexity could make alignment naturally more difficult than the relatively simple genes found in prokaryotes or monocellular eukaryotes. Finally, we also examine only a single test for adaptive evolution. It is increasingly common to use branch-specific and branch-site tests, but studies with sitewise tests are still widespread (Casasoli et al. 2009; Abi-Rached et al. 2010; Ridout et al. 2010; Fujii et al. 2011; McCann et al. 2012) . Previous studies have determined that MSA affects both the branch-site model (Fletcher and Yang 2010) and the site model (Wong et al. 2008; Markova-Raina and Petrov 2011) . We posit that the properties from one form of test will carry to other types of test, but further research is required to confirm whether this hypothesis holds in the case of alignment.
The apparent differences between evolution-and similarity-MSAMs and their effects on downstream analyses raise concerns about the philosophy and performance of all methods used for MSA. Similarity-MSAMs were created from the stand point of understanding protein structure and have been developed to perform well on specific benchmark databases of MSAs derived from protein structures, such as BaliBase (Thompson et al. 2005) and PREFAB (Edgar 2004) . In contrast, evolution-MSAMs have been derived from phylogenetic methodology, where an explicit probabilistic model of evolution is proposed and a method of statistical inference is used to identify high probability MSAs, but this approach does not perform well on structural benchmarks. For example, in Blackburne and Whelan (2012) , we show that the evolution-MSAM Prank performs poorly on BaliBase but does well on simulated data where the generative model resembles that used in Prank. One possible reason for this disparity between classes of MSAM is that current model-based simulation strategies, such as INDELible (Fletcher and Yang 2009) , and inference methods, such as Prank, do not incorporate spatial variation in indel rate across sequences, leading to an overly simplistic indel process. Other possible benchmarks have been investigated, for example, the gaps placed by Prank may contain a stronger phylogenetic signal than similarity-MSAMs (Dessimoz and Gil 2010) , suggesting that gap placement in evolution-MSAMs may be more accurate. It remains unclear, however, which aspects of these two alignment philosophies is correct. Future progress is likely to depend on the development of empirical ways of assessing alignment accuracy, either through more realistic simulations that include information about protein structure or the development of more sophisticated benchmarks. Such benchmarks may lead to the output of evolution-MSAMs becoming more like that of similarity-MSAMs or vice versa. It is also possible that new benchmarks will reveal new approaches to alignment are required.
Our results have potentially broader relevance than just the analysis of alignment, trees, or positive selection. There is no reason to believe that other phylogenetic methods (e.g., phylogenomic assignment of function, detection of heterotachy, and ancestral reconstruction) would not be similarly affected. Furthermore, other techniques that rely on alignment may also be affected. As MSA is central to so many analyses, we suggest that understanding and characterizing the differences between the two classes of MSAM needs to be a priority for future research. In the meantime, a conservative approach may be for sequence analysis to consider results produced from both classes of MSAM and treat differences between them with caution.
