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6RÉSUMÉ
Les mécanismes régissant la mousson africaine et les origines de la sécheresse observée depuis
1970 en Afrique de l'Ouest sont encore mal déterminés. Jusqu'à présent, le manque
d'informations pluviométriques, et en particulier les lacunes dans les séries chronologiques ont
interdit les analyses objectives, à grande échelle, de la variabilité des champs pluviométriques
de la mousson africaine. La Méthode du Vecteur Régional (MVR) développée à l'ORSTOM et
une banque de données exceptionnelle, nous ont permis de réaliser une telle analyse. En effet,
grâce au logiciel MVR, nous avons pu déterminer 44 vecteurs régionaux représentatifs de
l'ensemble de l'information contenue dans les observations de 897 postes pluviométriques
d'Afrique de l'Ouest et Centrale. Ces variables synthétiques constituent ainsi des séries
chronologiques complètes d'indices caractérisant l'ensemble de la pluviométrie annuelle liée au
flux de mousson de 1951 à 1989. Les vecteurs régionaux introduits dans les algorithmes
classiques de l'analyse des 'données, nous ont permis de produire une régionalisation du
domaine soumis à la mousson africaine et de carac,tériser les champs d'anomalies les 'plus
fréquents ainsi que les années qui leur sont associées, avec une objectivité et un degré de
précision remarquable. De plus, nous avons pu montrer que l'essentiel de la variabilité
interannuelle des précipitations s'explique par une composante globale constituant un indice
quantitatif pour l'ensemble de la zone d'étude et par une composante régionale traduisant un
indice de répartition des précipitations. L'étude de ces deux composantes principales, et en
particulier de leur relation avec les températures de surface des océans à l'échelle mondiale et
régionale, nous permet d'affirmer que la sécheresse enregistrée depuis 1970 est liée à un
facteur global certainement en relation avec les échanges énergétiques interhémiphériques par
l'intermédiaire des cellules divergentes zonales de type Walker. Ainsi, cette étude confirme et
précise les travaux antérieurs de Janicot, Fontaine et Nicholson, en orientant la recherche des
origines de la sécheresse vers une échelle globale. Elle a également corroboré l'efficacité des
vecteurs régionaux pour réaliser des analyses spatio-temporelles des fluctuations climatiques à
grande échelle.
Mots clés: Analyse de données - Méthode du Vecteur Régional (MVR) - Mousson Africaine -
Précipitations - Sécheresse - Variabilité des champs pluviométriques.
7INTRODUCTION
8Cette étude comme le laisse sous-entendre son intitulé, s'inscrit dans un double objectif Il s'agit de
contribuer a l'amélioration des connaissances concernant la mousson ~caine, en exploitant les
possibilités offertes par la méthode du vecteur régional (MVR) développée à l'ORSTOM.
L'objectif majeur est donc de présenter, sur la période 1951-1989, une analyse spatio-temporelle
des précipitations annuelles liées à la mousson africaine. La sécheresse exceptionnelle enregistrée
depuis plus de vingt ans maintenant en Afrique de l'Ouest et particulièrement au Sahel fait de ce
thème un sujet très préoccupant.
En effet, la compréhension des mécanismes 'régissant le flux de mousson et la prévision des saisons
déficitaires sont devenues primordiales pour les hommes, les économies et la gestion des
ressources naturelles. Malheureusement, les connaissances restent encore très insuffisantes et fort
imprécises.
Les connaissances actuelles
De nombreuse études et notamment celles de Mahé (1992, 1993), Janicot (1985, 1989, 1990,
1992) Fontaine (1989, 1993) et Nicholson (1986) ont pennis de définir deux types de sécheresses
au Sahel représentés sur la figure 0.1.
- La première situation associe un déficit généralisé à un renforcement du champ de pression et des
alizés de Nord-Est et de Sud-Est sur l'Atlantique intertropical, à un refroidissement des eaux de
surface de l'Atlantique intertropical et à une diminution de la vitesse moyenne du JET (Jet Est
Tropical). Cela se traduit par une diminution de la convection au sein de la ZCIT, qui serait
cohérente avec un renforcement et/ou un déplacement vers l'Est de la branche subsidente de la
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Figure 0.1: Schémas'de circulation associés aux deux types de sécheresse identifiés au Sahel.
a - déficit.global sur l'Afiique de l'Ouest;
b - dipôle pluviométrique par rapport à 10° Nord.
HCN: circulation de type Hadley de l'hémisphère Nord~ HCS: circulation de type Hadley de
1'hémisphère Sud; WC: circulation de type Walker en Mrique de l'Ouest; wc: circulation de type
Walker au-dessus de l'Atlantique tropical; ITF: front inter-tropical; TEl: jet d'Est tropical~ AEJ: jet
d'Est africain; DIV: zone de divergence dans la haute troposphère; CONV: zone de convergence dans
les basses couches; A: anticyclone subtropical; A cerclé: anticyclone renforcé~ SST: zone d'anomalie
positive de la température de surface de la mer; flèches hachurées: flux renforcés; flèches en
. pointillés: flux affaIolis; flèche en dehors du domaine: déplacement des circulations de type
HadIey/Walker, (tiré de lanicot 1992).
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- La deuxième situation associe une structure dipolaire du champ plu~ométrique autour de 100 N
(déficit au Nord, excédent au Sud) à un renforcement du champ de pression sur l'Atlantique
tropical Nord et du JEA (Jet Est Mricain,) un réchauffement des eaux de surface dans le golfe de
Guinée, et une augmentation du gradient méridien de température de basse couche au dessus du
continent. Cela se résume par un recul vers le Sud de la ZCIT (Zone de Convergence Inter
Tropicale) et de la circulation atmosphérique méridienne de type Radley.
Ainsi il a été mis en évidence deux schéma-types, l'un lié au déplacement latitudinal de la
circulation de type Radley, l'autre au déplacement longitudinal et/ou au renforcement de la
circulation de type Walker. Plusieurs études ont montré l'influence majeure des champs de
température de surface de l'océan Atlantique sur la variabilité interannuelle des pluies au Sahel.
Folland et al.(1986) ont également mis en évidence, à l'échelle décennale, une téléconnexion avec
le champ mondial des température de surface des océans. Par conséquent, les échanges océan-
atmosphère semble avoir un rôle déterminant, et la désertification du continent africain, longtemps
incriminée, apparaît aujourd'hui être plus une conséquence et un amplificateur des anomalies qu'un
simple initiateur.
Actuellement, le débat entres les partisans de la dynamique atmosphérique méridienne et ceux de
la dynamique atmosphérique zonale reste ouvert. De même, l'impact des forçages par les
températures de surface des océans qui reviennent à l'échelle régionale (océan Atlantique) et ceux
qui décrivent une téléconnexion à l'échelle mondiale demandent encore à être quantifié.
Ainsi, nous tenterons dans la mesure du possible de confirmer et de préciser les hypothèses
actuelles en essayant d'apporter de nouveaux éléments de réponse.
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Le rôle de L 'ORSTOM
Jusqu'à présent, aucune étude comparable n'a pu être réalisé sur une échelle spatio-temporelle
aussi vaste. La plupart des analyses ont été effectuées soit sur des zones d'études réduites
(essentiellement au Sahel) ou avec une infonnation restreinte et donc peu représentative, soit sur
un intervalle de temps très court. La raison à cela est le manque d'infonnation pluviométrique
disponible. En effet, sur le continent afiicain les séries de données complètes sont rares, la densité
des postes d'observation est parfois insuffisante, et pour certains états, il est très difficile d'obtenir
des données. C'est pourquoi l'ORSTOM occupe une place privilégiée pour l'étude de la
pluviométrie ouest-africaine.
En effet depuis sa création en 1943, l'ORSTOM est présent en Mrique de l'Ouest. L'hydrologie
étant une composante majeur de l'activité scientifique de l'Institut, celui-ci s'est vu naturellement
confié la réalisation d'une banque de données infonnatisée de l'ensemble des relevés
pluviométriques de 13 états francophones, comprenant les données de tous les postes depuis
l'origine des stations jusqu'à 1980. Ainsi, l'ORSTOM dispose d'une banque de données
pluviométriques exceptionnelle sur les états francophones d'Mrique.
Lors de la réalisation de son bilan hydrologique de la façade Atlantique, Mahé (1992) a constitué
avec le plus grand soin une banque de données regroupant après critique les observations
annuelles de 937 postes pluviométriques d'Mrique de l'Ouest et Centrale. Grâce aux relations de
l'ORSTOM en Mrique, il a pu recueillir des données de bonne qualité en provenance des états
non-francophones pour lesquelles le manque d'information est le plus élevé. Ainsi, l'ORSTOM
dispose d'un atout considérable pour effectuer une analyse des champs pluviométriques liés à la
mousson afiicaine.
..
Enfin, il a été développé à l'ORSTOM un procédé de calcul pennettant l'homogénéisation des
données et la synthèse de l'infonnation. Il s'agit de la Méthode du Vecteur Régional (MVR) et on
aborde ainsi le second volet de cette étude.
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Notre deuxième objectif consiste à évaluer et à exploiter les possibilités de synthèse de
l'information, offertes par la méthode MVR. Celle-ci étant encore peu connue, nous avons
consacré notre première partie à sa présentation.
La méthode MVR devrait nous permettre de synthétiser l'ensemble de l'information en un nombre
limité de vecteurs régionaux qui constituerons des indices pluviométriques représentatifs et
complets sur la période 1951-1989. Puis, à partir de ces nouvelles variables synthétiques et des
procédés classiques de l'analyse de données, nous tenterons de présenter, avec un maximum
d'objectivité et de précision, une analyse des fluctuations spatio-temporelles des précipitations





MÉTHODE DU VECTEUR RÉGIONAL
(M.V.R.)
14
La méthode du vecteur régional (MVR) a été élaborée par Gérard Biez, Directeur de
recherche à l'ORSTOM (Riez, 1977). Son objectif était de créer un outil permettant
l'homogénéisation automatique des données pluviométriques, c'est-à-dire une critique
objective et systématique de l'information avec un minimum d'intervention manuelle. Il
s'agissait de trouver une technique moins fastidieuse et moins restrictive que celle des totaux
annuels cumulés. La théorie développée par Hiez s'est finalement concrétisée par le logiciel
MVR disponible dans la collection Logorstom (Cochonneau et al., 1992).
Cette méthode, comme son nom l'indique, fournit également un vecteur régional constitué
d'indices annuels représentatifs de la région. Ce vecteur synthétise ainsi l'information, et c'est
surtout ce deuxième aspect de la méthode qu'il nous a été demandé d'exploiter lors de cette
étude.
J'ai résumé ci-dessous l'essentiel de la bibliographie concernant MVR. Celle-ci étant peu
consistante et parfois imprécise, j'ai étoffé cette présentation par mes propres réflexions et
celles que j'ai pu recueillir au sein de l'ORSTOM. J'espère ainsi donner au lecteur une vision du
vecteur régional aussi claire que possible.
1.1 Le modèle MVR: Hypothèses et Théorie
1.1.1 Les deux hypothèses de base
Le modèle MVR s'appuie sur seulement deux principes généralement acceptés en hydrologie
et en statistique:
*Le premier principe:
"La pseudo-proportionnalité entre les données pluviométriques de stations lloisines"
Il s'agit là du principe directeur de la théorie des totaux annuels cumulés, repris par Riez.
Formulé mathématiquement, cela s'écrit:
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soit Xi, le cumul annuel (ou mensuel) jusqu'à l'année i des précipitations au poste X,
et Xi=Xi-Xi-1, le total pluviométrique observé l'année i au poste X:
soit Yi, le cumul annuel (ou mensuel) jusqu'à l'année i des précipitations au poste Y,
et Yi=Yi-Yi-l, le total pluviométrique observé l'année i au poste Y.
Les stations X et Y sont dites pseudo-proportionnelles lorsque:
Xi Yi Xi Xi-I
--::::-- ou ----
Xi - 1 Yi - 1 Yi Yi - 1
C'est ainsi que Riez (1986, 1987) délimite ses régions climatiques; à l'intérieur d'une même
région, les stations doivent toutes être pseudo-proportionnelles entre elles (aux fluctuations
aléatoires près). Cela implique l'existence d'une relation de proportionnalité entre chacune des
stations et une suite d'indices de référence, appelée vecteur régional.
L'auteur a mis au point un test visant à valider ce principe. Ce test fournit un indice de
proportionnalité pour chaque station ainsi qu'un indice global pour la région. Lorsque celui ci
est supérieur à 0.2, Hiez conseille de supprimer la station ou de revoir les limites de la région.
Malheureusement, ce test n'a jamais été exposé, et il est donc difficile d'évaluer sa pertinence.
D'après ce principe, on comprend que la superficie des régions climatiques doit être en relation
avec la variabilité spatiale des précipitations et qu'en général, l'hypothèse sera d'autant plus
validé que les régions seront petites.
*Le deuxième principe:
"L'information la plus probable est celle qui se répète le plus fréquemment".
Cette hypothèse classique en statistique, signifie que le critère utilisé pour extraire l'information
"vraie" des données sera le mode, c'est-à-dire le maximum de vraisemblance.
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1.1.2 La théorie
Les principes directeurs précédemment définis, nous conduisent à ~onsidérer le tableau des
données (totaux annuels ou mensuels) d'une région homogène, comme une matrice à deux
dimensions.
Soit A cette matrice avec les m stations en colonne et les n années en ligne.
al.I. al.m
A = ai.j .
an.I. an.m
éli. j = total annuel brut observé l'année i au poste j
Nous savons que cette infonnation brute se compose du "signal" (l'infonnation vraie) et des
bruits (les fluctuations aléatoires propres à chaque poste et à chaque année).
Ainsi: A=B+E
-B représente l'information théorique recherchée, le signal dépendant des fluctuations de la
moyenne et des variations interannuelles. B doit contenir toute l'information à caractère linéaire
qu'il est possible d'extraire de A.
-E est la matrice des résidus, c'est-à-dire des bruits liés aux facteurs de sites, aux capteurs, à
l'enregistrement, à la transmission...etc.
L'homogénéisation des données comprend l'ensemble des opérations pennettant de retrouver
le signal à partir de l'information brute, c'est-à-dire d'extraire B à partir de A.
D'après le principe de pseudo-proportionnalité, chaque élément biJ se définit par le produit d'un
indice annuel li commun à toutes les stations et d'un coefficient de stations Cj propre à




L est un vecteur-colonne appelé vecteur régional car toutes les colonnes de B lui sont
proportionnelles (celles de A lui sont pseudo- proportionnelles). Ainsi, la pluviométrie de
chaque poste de la région évolue colinéairement à L. Ce vecteur est donc composé par une
suite chronologique d'indices pluviométriques caractéristique d'une région.
C est un vecteur-ligne constitué par les coefficients de proportionnalité des différentes stations
de la région par rapport au vecteur régional. Il s'agit donc d'une suite de coefficients
caractéristiques des stations.
Le deuxième principe du modèle MVR se formule de la manière suivante:
Mode(~)=l ou Mode(ei,j)=O (ei.j =ai,j-li*cj)
li *Cj
Cela signifie que la valeur la plus probable de biJ est aiJ, ou que la valeur la plus fréquente de
eiJ est O.
Ainsi, il apparaît que pour définir L et C, il faut utiliser un algorithme permettant l'estimation
de la valeur modale. On touche ici le point sensible de la méthode, et il est clair qu'on ne pourra
fournir qu'une estimation du modèle.
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1.2 L'estimation du modèle et le calcul du vecteur
1.2.1 Pourquoi le mode?
Riez justifie son choix en plusieurs points:
- L'utilisation de la moyenne, en tant que paramètre significatif de la tendance centrale, n'est
valable que pour les distributions strictement Normale. Or Riez ne veut faire aucune hypothèse
quant à la distribution des données. Il souligne que les cas de non normalité sont extrêmement
fréquents, et que la moyenne est un estimateur désastreux lorsque la distribution est
assymétrique ou plurimodale. De plus, ce paramètre est facilement contaminé par les valeurs
extrêmes.
- En adoptant la moyenne, on procède à la minimisation de la norme euclidienne. Cela conduit
à définir B par la recherche des composantes principales de la matrice des données, c'est-à-dire
par un procédé classique de régression par les moindres carrés. Or cette méthode implique la
condition d'homoscédasticité des résidus, mais aussi l'appartenance des données à une
distribution gaussienne, ce qui ne fait pas partie des hypothèses de départ. De plus, cette
démarche accorde un poids trop important aux valeurs extrêmes, et de ce fait, il peut persister
un contenu linéaire dans la matrice E.
- L'utilisation de la médiane et du procédé de minimisation de la distance en valeur absolue est
trop délicate lorsque les séries comportent de nombreuses lacunes.
- Les méthodes classiques, utilisant le critère de distance euclidienne ou absolue pour minimiser
la matrice des résidus, entraînent la réduction quantitative de la masse des erreurs. Or notre
objectif ne consiste pas minimiser quantitativement les erreurs et encore moins les erreurs
fortes, mais bien plutôt à les détecter telles qu'elles existent.
- La méthode MVR en utilisant comme critère le mode, c'est-à -dire la fréquence ou encore le
maximum de vraisemblance, conduit à minimiser numériquement les erreurs et non
quantitativement ( Mode(ei,j)=O contre Moyenne(ei,j)=O ). La différence peut être considérable,
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et je pense que l'on se rapproche ainsi de notre objectif C'est à mon sens, surtout ce dernier
aspect qui justifie l'utilisation du mode.
1.2.2 L'estimation du mode
Le point obscur et totalement impénétrable de la méthode MVR réside dans l'estimation du
mode.
En effet, le mode n'a pas d'équivalent empirique direct, et ne peut être estimé que via une
méthode de lissage, qui nécessite des échantillons importants (Elguero, 1992). Par conséquent,
il n'existe pas de méthode usuelle permettant le calcul précis du mode.
Dans son article de 1977, Riez décrit plusieurs techniques d'estimation et en particulier celle
fondée sur le facteur de dissymétrie et celle par le développement limité. Mais ces méthodes
ont toutes l'inconvénient d'être uniquement adaptées aux distributions unimodales, et l'au.teur
n'indique pas laqueJ/e il utilise dans son algorithme de recherche des modes.
En 1986, lors des journées hydrologiques de l'ORSTOM, Riez fait référence à un autre
procédé qui est vraisemblablement celui utilisé dans les dernières versions du logiciel MVR. Il
s'agit d'un estimateur non paramétrique de la densité, avec un noyau gaussien, utilisant la
technique de la parabole oscultatrice.
Malheureusement les propos de cette communication restent très imprécis puisqu'ils ont été
rédigés par une tierce personne, et Riez n'a jamais fait de publication à ce sujet. Nous pensions
trouver l'algorithme dans le listing du programme, mais la procédure en question a été omise.
Toutefois, le principe doit être le suivant:
Soit X, la variable dont on cherche à estimer la fonction de densité et le mode.
Nous disposons d'un échantillon de n individus: {Xl, X2.......Xi.........Xn}
A partir de chaque individu Xi, nous pouvons déterminer une fonction de distribution
élémentaire que l'on suppose Normale, centrée sur Xi , et d'écart type 0', correspondant à
l'indice de résolution.
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soit <Pi cette fonction élémentair~ <1>. (X) = ~ exp[-1.(X - Xi)2]
1 cr 21t 2 cr
Il a été montré que le cumul des fonctions dite élémentaires constituait un estimateur de la
fonction de densité f{X).




f(X) = 1 t exp[-!( X - Xi)2]
ncr.J21t i=\ 2 cr
f(X)est une fonction continue et dérivable, sur laquelle on peut déterminer facilement le ou les
arguments des maximums qui sont par définition des estimateurs des modes.
Mode(X) = Arg{Max[f<X)]}
D'après ce principe, on comprend que l'indice de résolution (cr) doit être adapté au nombre
d'observations et à l'aplatissement de la fonction de distribution.Etant donné que l'on ne connaît
pas à priori la structure des données, l'algorithme renouvelle plusieurs fois l'opération décrite
ci-dessus en modifiant l'indice de résolution et certainement en sélectionnant les valeurs les
plus robustes. Riez propose de commencer par un indice de 4 pour finir à 14, avec un pas de
balayage des indices de 2. Mais nous pouvons modifier ces paramètres à partir de 1 jusqu'a 22.
Nous supposerons par la suite le problème de l'estimation des modes résolu.
21
1.2.3 Le traitement «Ligne-Colonne»
Riez désigne ainsi l'algorithme pennettant la détermination du. vecteur régional et des
coefficients de station à partir de l'estimation des modes.
D'après la fonnule déduite du second principe:








Nous disposons ainsi de tous les éléments d'un processus itératif, en appelant p l'ordre des
itérations, il suffira d'écrire:
a'C? =Mode(-,J)
J \1' IP-l1 •
1
IP =Mode(ai,j)
1 \1' PJ C,
J
en initialisant par1: = 1
Ce processus est toujours convergent, mais plus ou moins rapidement. Afin de limiter le temps
de calcul, il convient de fixer un seuil de convergence s, et un nombre maximum d'itérations, en
fonction de la précision voulue. Riez propose de prendre s=O.OOI, et 31 comme nombre
maximum d'itération.
Pour des questions de rapidité, l'auteur utilise un critère de convergence uniquement fondé sur





et il fait agir le seuil lorsque:
PRmax- PRmin 2------~ s
PRmoy
Si le seuil est atteint avant le nombre maximum d'itérations, nous disposons d'un vecteur
régional et de coefficients de station réputés de bonne qualité.
1.3 Définition du vecteur régional
Riez définit ainsi son vecteur régional:
"Un vecteur régional est une série chronologique synthétique d'indices pluviométriques annuels
ou mensuels, provenant de l'extraction de l'information la plus probable (au sens de la plus
fréquente) contenue dans un ensemble de postes d'observation groupés par région homogène"
(Riez, 1986).
Plus concrètement, il s'agit d'une suite chronologique d'indices, représentative de l'évolution
des précipitations à l'intérieur d'une région répondant à une même tendance climatique. Cela
implique, aux fluctuations aléatoires près, qu'à l'intérieur d'une région homogène toutes les
stations évoluent colinéairement au vecteur régional.
Ainsi, en multipliant l'indice annuel li par le coefficient de stations Cj, on obtient la valeur la
plus probable de la pluviométrie annuelle théoriquement observée au poste j pour l'année i.
De même, si on effectue la moyenne des coefficients de stations et qu'on la multiplie par un
indice annuel, on obtient la pluviométrie annuelle moyenne, sur l'ensemble de la région
considérée.
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La moyenne des indices annuels étant toujours très proche de l, on peut considérer qu'un
indice annuel est équivalent à une proportion par rapport à la pluviométrie moyenne sur
l'ensemble des années considérées. Ainsi, un indice annuel de 1 correspond approximativement
à la pluviométrie moyenne, et un indice de 1.2 indique un excédent d'environ 20% par rapport
à la moyenne.
1.4 Avanta2es et produits de la méthode
Les points forts de la méthode sont essentiellement liés à ces produits et aux principes mêmes
du modèle.
1.4.1 Les avantages
- Aucune hypothèse n'est faite sur la distribution statistique des données. Par conséquent, cette
méthode est applicable à toutes les données vérifiant le principe de IIpseudo-proportionnalitéll.
On pense notamment aux mesures hydrométriques.
- Toute mesure ponctuelle dans l'espace ou le temps est considérée comme pouvant être
entachée d'erreur et donc aucune ne sert de référence.
- Toute l'information contenue dans chacune des stations contribue à l'élaboration du vecteur
régional (y compris celle de courte durée ou ayant des lacunes), sans que les données erronées
aient une influence sensible sur le résultat.
- La méthode MVR, en utilisant la valeur modale, conduit à minimiser numériquement et non
quantitativement les erreurs. On obtient ainsi une distribution des résidus avec une fréquence




- La méthode MVR est un outil pennettant une aide automatisée ~ la critique des données.
Grâce à cette méthode, on peut détecter de manière objective et systématique les erreurs
grossières, les erreurs d'appareillage ou encore les changements d'environnement et
d'emplacement. Le logiciel MVR fournit également des coefficients de correction pour les
données erronées, et il peut reconstituer les valeurs manquantes. Ce produit est essentiel pour
la valorisation de l'infonnation, nécessaire à l'alimentation des modèles ou aux études et projets
régionaux. Je conseille au lecteur intéressé par cet aspect de MVR de se référer aux
publications de L'Hôte (1987, 1990 et 1993).
- Le vecteur régional, synthèse de l'infonnation, est un produit fondamental de la méthode,
encore peu exploité. Il autorise la diminution du nombre de variables et des analyses sur des
séries complètes, tout en conservant la quasi totalité de l'information. Ainsi, il facilite l'analyse
statistique, la comparaison inter-régionale et les études des fluctuations climatiques à grande
échelle. Il pennet également le tracé d'isolignes, la régionalisation et la rationalisation des
réseaux d'observation en relation avec la critique des données.
1.5 Critiques et limites de la méthode
1.5.1 Les critigues
La littérature sur la critique de la méthode est quasi inexistante, mise à part une note interne de
l'ORSTOM par Elguero (1992) ou encore Elguero et Le Barbé (1992). Pourtant, les
statisticiens et hydrologues de l'ORSTOM paraissent généralement assez réticents à cette
méthode pour les raisons suivantes:
- Ils reprochent le manque d'inférence statistique du modèle, en particulier en ce qui concerne
la distribution et les dépendances des résidus.
25
- Ils considèrent que le choix du mode n'est pas plus justifié que la moyenne ou la médiane, et
que l'estimateur utilisé n'est certainement pas le plus performant.
- Certains s'attaquent même au principe de base de l'homogénéisation des données: la pseudo-
proportionnalité. Ils considèrent très dangereux le fait de corriger ou de reconstituer des
données.
Pour ma part, et peut être en raison de mon manque d'expérience, je trouve le modèle justifié
et adapté aux données pluviométriques annuelles. Par contre, en ce qui concerne l'estimation
du modèle, je suis obligé d'émettre des réserves faute de précisions sur l'estimateur du mode et
la validation de celui-ci. Je pense qu'il ne serait pas inutile de poursuivre des études dans ce
sens et notamment de comparer nos résultats avec ceux du modèle Brunet-Moret (1979),
fondé sur la moyenne, ou encore ceux obtenus par la méthode de Roche (1988), fondé sur la
médiane.
1.5.2 Les limites
- La méthode est uniquement adaptée aux données vérifiant le pnnClpe de pseudo-
proportionnalité. Il convient donc d'effectuer avec soin le découpage en région homogène, et
de respecter au mieux les limites climatiques (proximité du littoral, chaînes de montagne, même
orientation aux vents dominants...). Lorsque le test de proportionnalité est négatif, il est
conseillé de revoir le découpage afin d'obtenir un vecteur de bonne qualité. Pour la même
raison, l'utilisation de l'année hydrologique comme base de calcul est recommandée lorsque le
climat est très contrasté. Enfin, cette méthode peut donc éventuellement s'adapter aux données
mensuelles, mais absolument pas aux valeurs journalières.
- Le vecteur est faussé si la majorité des postes a subi une déviation. Ce cas est rare mais il
peut toutefois se produire, par exemple, distribution à la même date d'éprouvettes inadéquates.
On note ici l'importance des historiques de stations. Ainsi, cette méthode est efficace lorsque
les données ne sont "pas trop mauvaises", mais elle devient caduque lorsque les observations
douteuses sont majoritaires ou simplement trop nombreuses. Il est donc conseillé d'avoir un
regard critique préliminaire sur les stations avant de les introduire dans le modèle.
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- Le nombre de postes servant à l'élaboration du vecteur ne peut être inférieur à trois, il en va
de même pour le nombre d'observations minimales par poste, Toutefois le minimum
souhaitable est de sept. On comprend alors que la taille des régions «homogènes» soit parfois
conditionnée plus par la quantité d'information disponible que par la variabilité spatiale des
précipitations.
1.6 Conclusions
La méthode MVR offre des possibilités fort intéressantes pour le traitement de l'information
pluviométrique:
- Elle pennet l'homogénéisation automatisée des données annuelles. Cela procure un gain de
temps énorme et des possibilités de traitement considérablement accrues, par rapport à la
méthode classique des totaux annuels cumulés.
- Elle fournit un vecteur régional, synthèse de l'infonnation, qui facilite largement l'analyse des
champs pluviométriques à grande échelle.
Pourtant, à en croire le peu d'étude faisant référence à MVR, et en particulier à l'aspect
synthèse de l'information, cette méthode a été encore peu exploitée, sinon par l'auteur lui
même (Riez et al., 1986, 1992). Cela est certainement lié à l'utilisation du mode et d'un
estimateur très mal défini.
Aussi, nous avons voulu remédier à cette lacune, en appliquant la méthode MVR à l'Afrique de
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Afin d'exploiter au mieux les possibilités de synthèse offertes par les vecteurs régionaux, la
méthode MVR a été appliquée à l'Afrique de l'Ouest et Centrale. Nous couvrons ainsi
l'ensemble des régions soumises au flux de mousson, pour lesquelles-les variations climatiques
des dern!ères décennies ont clairement été mises en évidence, et se sont faites, par endroit,
cruellement ressentir. La période d'étude ce limite à l'intervalle 1951-1989, car avant 1951 les
données sont rares, et après 1989, elles sont encore difficilement accessibles.
Cette application a été réalisée par G. Mahé (1992), mais il a fallu reprendre ses travaux car
son objectif était différent et ses données parfois insuffisantes. En effet, Mahé avait utilisé
MVR essentiellement pour reconstituer des données manquantes, sans utiliser directement les
vecteurs dans une analyse statistique. Aussi, ces données présentaient de nombreuses lacunes
pour la décennie 1980, et certains de ses vecteurs étaient incomplets. De plus, il nous a paru
utile de diviser certaines régions, en particulier au niveau de la frange sahélienne, afin
d'augmenter le degré de précision.
Ainsi, notre travail a essentiellement consisté à améliorer l'application de Mahé en comblant au
maximum la banque de données pour obtenir des vecteurs régionaux complets, cela afin de
pouvoir les employer ultérieurement dans différentes analyses statistiques. Enfin, en raison des
critiques émises à l'encontre de la méthode, nous avons tenu à évaluer la représentativité
synthétique de ces nouveaux vecteurs.
2.1 La zone d'étude
La zone d'étude s'étend du Sahel au plateau angolais sur une surface d'environ 9.5 millions de
kilomètres carrés, afin de couvrir l'ensemble des terres soumises au flux de mousson.
En effet, sa limite nord (200 N) correspond approximativement à la position la plus
septentrionale de la trace au sol de l'Équateur Météorologique (ou FIT, front intertropical).
Ses limites Sud (17°S) et Est (300 E) coïncident avec les positions extrêmes de la zone de
Convergence Inter Océanique (CIO, autrement dit la discontinuité d'alizés et de moussons
entre les flux atlantiques et indiens) (cf fig. 2.1.). Les limites de la zone d'étude seront décrites
avec précision lors du découpage en unités climatiques (cf p35).
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Ainsi, du point de vue de la circulation générale des masses d'air, notre domaine d'investigation
se trouve relativement individualisé par rapport au reste du continent africain. Cela ne signifie
absolument pas que nous nous situons dans une zone climatiqueme~t homogène. Par contre,
on peut postuler que les événements climatiques observés à l'échelle annuelle dans cette partie
du globe ont en majeure partie une origine commune, liée au flux de mousson.
En s'appuyant sur les variations saisonnières du régime du flux de mousson, qui conditionnent
la nature du couvert végétal, Mahé (1992) a distingué 4 grandes zones climatiques à l'intérieur
de ce domaine(cf fig:2.1, zone 1',2,3, et 4). Pour plus de clarté, nous avons resitué ces zones
par rapport à la structure du flux de mousson en été boréal (cf fig. 2.2).
- La zone l', se situe à la limite du flux de mousson, entre les savanes tropicales et le désert.
La trace au sol de l'équateur météorologique remonte loin vers le nord, mais le flux de
mousson est cisaillé par les vents d'Est qui empêchent les masses d'air humides sous-jacentes
de se développer verticalement et d'engendrer des pluies. Ainsi il se développe dans cette
région essentiellement des steppes et brousses à épineux.(zone B, fig. 2.2.)
- Les zones 2 et 4, sont saisonnièrement (à l'été de l'hémisphère où elles se situent) sous
l'influence du flux de mousson, mais se trouvent rarement sous la structure centrale de
l'équateur météorologique, où la mousson est la plus épaisse. Les pluies de mousson pouvant
se situer jusqu'à 10° au sud de la trace au sol du FIT, dans ces contrées les précipitations sont
principalement dues aux lignes de grains, et la végétation est de type savane herbacée à
arborée. (zone Cl, fig. 2.2)
- La zone 3, rigoureusement équatoriale, est balayée au moins une fois par an par le centre du
FIT, et elle est pratiquement en permanence sous le régime des alizés de l'Atlantique sud. C'est
donc le domaine le plus arrosé, où l'on trouve la forêt sempervirente. (zone C2, fig. 2.2)
- Les zones 1 et 5, ne font pas partie de notre domaine d'étude, car elles ne sont plus sous
l'influence du flux de mousson. Elles sont sous la dominance des alizés de nord-est pour la
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Figure 2.1: Schéma des principaux flux de masses d'air en Afrique de l'ouest et centrale durant les
deux situations extrêmes de l'année. Délimitation de 6 grandes zones climatiques. Les zones 1', 2, 3,












Figure 2.2: Structure nord-sud du flux de mouSson en août, au-dessus de l'Afrique vers le méridien
d'origine. 1. Front Intertropical (FIT). 2. Limite inférieure de l'air équatorial d'altitude. 3. Limite
supérieure de la mousson. Jea, Jet d'Est africain (AEJ). JEt, Jet d'Est tropical (fEJ). Les principales
zones de temps: A, zone sans pluie. B, zone avec des orages isolés. Cl, zone où dominent les lignes de
grains. C2, zone où dominent les «pluies de mousson». D, zone avec des pluies réduites.
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2.2 Les données
C'est essentiellement la banque de données, constituée avec le plus grand soin par Mahé (1992)
et L'Hôte, qui a permis à cette étude de voir le jour. Celle-ci a demandé deux années d'efforts,
pour regrouper les données de 937 postes pluviométriques sur la période 1951-1989. Mais afin
d'optimiser au maximum la qualité des vecteurs, nous avons cherché à compléter au mieux
cette banque. L'objectif était de bénéficier d'un nombre suffisant de stations par région, soit un
minimum de trois valeurs par année-région. Étant parfaitement conscient que cette étape allait
conditionner nos résultats futurs, nous avons consacré près de deux mois à ce travail.
2.2.1 Origine des données
La banque de données a été constituée par les hydrologues de l'ORSTOM à partir des données
recueillies par les Services Météorologiques Nationaux des états affiliés à l'ASECNA (Agence
pour la SECurité de la NAvigation aérienne en Afrique et à Madagascar) et/ou au CIEH
(Comité Inter-africain des Études Hydrauliques). L'origine des données, état par état, se trouve
détaillée dans la thèse de Mahé (1992).
Lorsque ce travail a été effectué les données pour la décennie 1980 étaient rarement
disponibles. Par conséquent, nous avons commencé par compléter autant que possible les
séries.
Sur l'ensemble de la période, les données étaient suffisantes pour les états francophones. Par
contre, pour les autres pays, les lacunes étaient parfois imp·ortantes. Nous pensions remédier à
ce handicap en consultant les données pluviométriques mondiales du fichier GHCN (Global
Historical Climatology Network), récemment accessibles par le réseau Internet (Woding et
Mahé, 1994). Pour ce faire, nous avons mis au point une routine d'extraction et de calcul des
cumuls annuels et des moyennes. Mais les résultats ont été assez décevants, car nous n'avons
trouvé que peu de données pouvant nous intéresser et complèter nos séries.
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2.2.2 La qualité des données
En Afrique, la qualité des données pluviométriques pose un réel prqblème, principalement en
raison du manque de formation des observateurs, et parfois de l'instabilité économique et
politique de certains états. Il convient donc de réaliser une critique sévère des stations ou de se
contenter des postes synoptiques.
Pour effectuer ce contrôle, la banque de données a été constituée dans la mesure du possible
avec une information journalière. Les données recueillies par l'ORSTOM ont été en partie
examinées lors de leur traitement d'archivage, celles provenant des autres sources ont été
contrôlées manuellement.
Les stations douteuses ont été systématiquement ôtées. Malgré tout, nous avons encore
supprimé une trentaine de stations jugées non satisfaisantes, pour ramener le nombre final de
postes utilisés à 897.
Sur ces 897 stations, 230 sont synoptiques, donc en principe de qualité irréprochable.' Les
autres postes ont été contrôlés et considérés de qualité satisfaisante.
La banque de données brutes utilisée pour ce sous-ensemble du continent africain a donc un
caractère unique par la quantité et la qualité des données qu'elle contient, avec seulement 25%
de valeurs manquantes sur 35000 années-stations.
2.2.3 Localisation des stations pluviométriques
La densité moyenne est de 1 poste pour 10000 km2• Mais d'après la figure 2.3, on voit que la
répartition des postes n'est pas homogène.
Dans la partie Sud, et notamment au Zaïre et en Angola, la densité tombe à 1 poste pour
50000 km2• Cela est lié au manque d'information disponible, et il ne nous était guère possible
de faire mieux.
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Dans les régions montagneuses et côtières, il nous a paru nécessaire d'élever la densité parfois
jusqu'à 1 poste pour 3000 km2, car ce sont des zones à forte variabilité climatique.
o 10
Figure 2.3.: Localisation des 897 postes pluviométriques utilisés.
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2.3 Définition des unités climatiques (ou "régions homogènes")
Nous appelons unités climatiques, des zones à pluviométrie homogène contenant des stations
dont les variations interannuelles sont cohérentes les unes par rapport aux autres. Ces unités
climatiques ont été construites de manière à respecter au mieux le principe de pseudo-
proportionnalité nécessaire à l'élaboration de vecteurs régionaux de bonne qualité.
Mahé avait défini 39 unités climatiques sur la zone d'étude. Pour cela, il s'était appuyé sur les
travaux de Nicholson et al. (1988), de Janicot (1989, 1990) et de Dubreuil et al.(1972). Étant
donné la qualité satisfaisante des résultats obtenus, nous avons dans l'ensemble conservé ce
découpage.
Toutefois, au niveau de la frange sahélienne, nous disposions d'un nombre suffisant de stations
pour diviser certaines unités. Nous avons cherché à limiter autant que possible la taille des
régions, car la distance est certainement le premier critère influençant la pseudo-
proportionnalité des stations entre elles.
Nous espérions ainsi gagner en précision et en qualité, dans une zone qui nous intéresse
particulièrement puisqu'elle est la plus sensible aux aléas climatiques.
Ainsi, nous avons délimité 44 unités climatiques (cf fig. 2.4 et 2.5), à partir desquelles nous
définirons 44 vecteurs régionaux grâce au logiciel MVR.
La superficie de ces unités climatiques est évidemment en relation avec la variabilité spatiale
des précipitations, mais aussi avec l'information disponible. En effet, des régions comme szaire
et angola auraient du être fractionnées si les données avaient été suffisantes.
L'originalité de ce découpage réside principalement dans l'individualisation systématique des
régions côtières. Cette distinction ne se retrouve pas dans les études précédentes, pourtant ces




Fil,rurc 2.4.: Les 44 unités climatiques sur lesquelles seront élaborés les vecteurs régionaux.
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Figure 2.5.: Les unités climatiques resituécs par rapport aux frontières politiques
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2.4 Élaboration des vecteurs régionaux
La banque de données fractionnée en 44 fichier-régions, nous avons calculé avec le logiciel
MVR les 44 vecteurs régionaux.
2.4.1 Les problèmes rencontrés
Pour certaines unités climatiques, notamment cotang, cotniga et montcam, il nous manquait
quelques données pour arriver à obtenir des vecteurs régionaux complets, c'est-à-dire
constitués de 39 indices annuels.
En effet, pour déterminer un indice annuel, nous devons disposer d'un nurumum de 3
observations par année, ce qui parfois n'était pas le cas dans les régions contenant peu de
stations.
Or, notre objectif est d'effectuer une analyse statistique sur les vecteurs, nous devons donc
absolument disposer de séries complètes, sous peine de perdre toute l'information.
Pour pallier à ces lacunes, nous avons choisi d'ajouter des séries tronquées provenant de
stations limitrophes aux régions ne respectant pas les limites de la méthode.
Par conséquent, certains indices annuels ont été biaisés par une information extérieure à l'unité
climatique, mais ceci était inévitable pour pouvoir réaliser notre projet.
2.4.2 Paramètre de calcul et test de pseudo-proportionnalité
Nous avons tenu à garder les paramètres de calcul proposés par défaut afin de ne pas
marginaliser notre approche.
Ainsi, l'indice de résolution varie de 4 à 14, avec un pas de balayage des indices de 2. Le
nombre maximum d'itérations a été fixé à 31 et le seuil de convergence à 0.001.
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Le test de pseudo-proportionnalité sIest presque toujours révélé positif (cf. fig. 2.8, pS2).
Seules 2 unités climatiques (maurit et nigbollcl) ont un indice supérieur 0.20. Par contre, 17
régions possédent une ou plusieurs stations pour lesquelles le test est "négatif.
Dans un premier temps, nous voulions malgré tout calculer les vecteurs de ces régions, sans les
modifier ou supprimer des stations, afin d lévaluer l'impact dlun test négatif sur la
représentativité du vecteur (cf. pSI).
2.4.3 Exemple de résultat
La figure 2.6 illustre une sortie de MVR pour la région sensen.
On obtient ainsi, la série des 39 indices annuels, mais également le nombre d'observations
disponibles par année, la moyenne du vecteur, son point d'application virtuel, le nombre
d'itérations, et une représentation graphique de l'évolution des indices.
Pour la représentation graphique, Riez propose le cumul des valeurs logarithmiques des
indices. Il ne justifie pas son choix, mais il utilise certainement ce principe, afin de déceler
nettement les ruptures dans l'évolution générale des indices. Ainsi, sur l'exemple présenté ici,
on met en évidence une rupture à partir 1971. Au delà de cette date, la courbe décroît
nettement car les indices ont une forte tendance à être inférieurs à 1.
Nous avons également conservé dans des fichiers annexes, les coefficients de stations et les
indices de pseudo-proportionnalité qui nous seront utiles par la suite.
Enfin, nous avons utilisé l'option du logiciel qui permet la reconstitution des valeurs
manquantes, cela afin d'optimiser la qualité des isolignes lors de la représentation
cartographique des résultats.
2.4.4 Les 44 vecteurs régionaux
Nous présentons sur les tableaux pages suivantes, les 44 vecteurs régionaux, c'est-à-dire la
série des 39 indices annuels pour les 44 unités climatiques.
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Région: 1 SENSEN
Périodes: 1951/1989
Hois début de l'année hydrologique 01
------.-----------------------.----------------------.-----------------------.--.--------------.----.--.----.---------------.----
Noobre d' Indices -2.0 '1.0 0.0 1.0 2.0
Date observat ions annuels 1 1 1 1 1
1
1 1951 17 1.21462 1 ..
2 1952 17 1.24704 1
3 1953 19 1.08909 1
4 1954 19 1.36776 1
5 1955 19 1.55376 1
6 1956 20 1.00675 1 ..
7 1957 20 1. 11259 1
8 1958 13 1.31069 1
9 1959 15 0.95721 1
10 1960 11 0.94193 1
"
11 1961 16 1.00524 1
"
12 1962 19 0.80344 1
"
13 1963 20 1.07448 1
14 1964 18 1.23154 1
"
15 1965 19 1.01234 1
"
16 1966 15 1.17712 1 "
17 1967 18 1.48763 1
"
18 1968 19 0.81097 1
"
19 1969 19 1.11139 1
"
20 1970 19 0.74692 1
"
21 1971 20 1.09701 1
"
22 1972 20 0.67423 1
"
23 1973 20 0.66728 1
"
24 1974 20 0.87289 1
"
25 1975 19 0.98024 1
"
26 1976 19 0.73173 1 "
27 1977 19 0.56972 1
"
28 1978 19 0.95988 1
"
29 1979 19 0.79068 1"
30 1980 20 0.69790
" 1
31 1981 18 1.00922
" 1
32 1982 18 0.75053 1
33 1983 16 0.48470
"
1
34 1984 16 0.79330 1
35 1985 16 0.75596 1
36 1986 12 0.80078 1
37 1987 14 0.74987 1
38 1988 7 1.01559
"
1
39 1989 7 0.82145 1
1 1 1 r 1
-2.0 -1.0 0.0 1.0 2.0
Indice de résolution initial: 4 Valeur moyenne du vecteur: 0.96116
Indice de résolution final: 14
Pas de balayage des indices: 2 Point d'application latitude: N 14·27'
Noobre d'itérations: 17 virtuel du vecteur longi tude: 0 15· 2'
Valeur du seuil de convergence: 0.0010
Figure 2.6.: Exemple de vecteur régional obteim par MVR.
LR() 44 VECTEURS REGIONAUX
adama annola bateke bobo brazza casa cotann cotcotlv cota,1ko cotaasco cotaatbe cotmonta cotnea cotn/aa cotnosen crclah,1n csnlaa ctobenl clMre ealiln los Ilberiae
1 1.069 1.262 1.044 1.193 1.04 1.323 1.09 1.272 1.143 0.6565 0.9993 1.05 1.047 1.015 1.909 1.041 1.133 1.196 0.6567 1.191 1.166 1.18
2 0.9687 0.6767 1.1 13 1.142 1.051 1.06 1.291 1.359 1.116 1.033 1.1 13 1.034 1.165 1.1 17 1.41 1 1.026 1.136 0.993 1.056 1.044 1.005 0.952
3 0.9269 0.6615 0.8809 1.041 1.027 0.9607 0.4972 0.9676 0.9659 0.9617 0.932 1.101 0.6436 0.6953 1.081 0.997 1.093 1.063 1.1 13 0.9607 0.9624 0.9347
4 1.168 1.065 1.069 1.019 1.017 1.145 0.5616 1.142 1.098 1.529 0.9626 0.9798 1.054 1.096 1.359 0.9954 1.102 1.126 0.9812 1.251 1.068 1.171
5 0.9661 0.9638 0.9006 1.003 1.061 1.176 0.5316 1.106 1.033 1.49 1.102 1.137 1.101 1.06 1.417 1.194 1.146 1.145 1.003 1.203 1.168 1.145
6 1:106 0.8033 0.9498 0.9733 0.9556 1.124 0.4255 1.097 1.122 0.5398 0.9179 1.031 1.193 1.023 0.9571 0.6763 1.008 0.7902 0.9637 0.8984 0.8165 0.727
7 1.162 1.1 12 1.26 1.137 1.144 1.307 1.722 1.033 1.078 1.352 0.9147 1.09 1.034 0.9942 1.305 1.343 1.103 1.202 0.9823 1.291 1.268 1.168
8 0.9911 0.7814 0.7477 0.9546 0.6125 1.382 0.7705 0.9226 1.334 0.4181 0.6603 0.9858 0.8137 0.7592 1.493 0.8546 0.6163 0.7794 0.8561 0.9181 0.8105 0.7094
9 0.9975 0.8951 1.053 0.9657 1.056 0.9608 1.906 1.048 1.002 1.378 1.135 1.067 1,035 0.9499 0.5608 1.03 0.8167 0.9687 0.9816 1.002 1.101 1.032
10 1.135 1.101 0.9645 0.9803 1.08 0.9048 1.795 1.084 1.036 1.367 1.096 0.9935 1.105 0.995 1.189 1.056 1.062 1.102 1.132 0.9496 0.9838 1.013
11 0.9622 1.294 1.1 11 0.83 1.265 1.127 1.151 1.065 1.045 1.556 1.074 0.9841 0.8538 1.066 0.9009 0.8264 0.9415 0.8482 1.1 17 0.9566 0.8656 0.9732
12 0.9628 1.136 1.06 1.13 1.065 1.089 1.56 1.094 1.091 1.444 1.66 0.9675 1.029 0.9851 1.477 1.065 1.157 1.095 1.074 1.182 1.166 1.451
13 0.8718 1.238 1.072 1.219 1.039 1.009 1.013 1.175 0.9536 0.9298 1.381 1.034 1.004 1.056 1.176 1.251 1.082 1.418 1.034 1.005 1.142 1.344
14 1.025 0.9571 0.8752 1.129 1.067 1.151 0.5254 0.7997 1.154 0.8071 0.8968 0.9203 1.053 0.8591 1.179 1.051 0.8963 0.8887 0.9654 0.8647 0.9942 0.9678
15 0.8893 1.166 1.014 0.9794 0.8377 1.249 1.605 0.9546 1.164 0.7928 1.069 0.9381 0.7387 1.188 1.01 1.081 1.058 1.055 1.162 0.9669 0.8806 0.9435
16 1.091 0.9641 1.093 0.9572 1.062 0.9356 1.217 0.9138 1.14 1.055 0.7875 1.224 1.071 1.021 1.228 1.09 0.9236 1.007 1.063 0.9575 1. 111 1.185
17 1.024 1.462 1.047 0.9979 1.049 1.153 1.079 0.773 1.184 0.987 1.091 0.9422 1.168 1.009 1.357 0.8167 0.9166 1.001 0.874 1.237 1.006 1.016
18 1.008 1.04 0.932 0.9893 0.9936 0.7912 2.016 1.189 0.6054 1.176 1.465 1.162 0.8299 0.9622 0.6445 1.362 1.077 1.406 0.9667 0.906 1.021 0.9533
19 1.1 16 1.108 1.019 1.235 1.024 0.7854 1.661 0.993 1.142 1.064 1.023 1.312 1.073 1.054 1.636 0.9826 1.147 0.9603 1.005 1.033 1.034 0.8675
20 0.9765 0.9629 1.084 0.9544 1.173 0.6497 1.094 0.9844 0.9965 1.32 1.049 0.8179 1.129 1.002 0.677 0.8604 1.08 0.8604 0.9891 0.8339 0.8202 0.8401
21 0.9904 0.9834 0.9692 0.9492 0.8867 0.9447 1.285 0.7193 0.836 1.018 0.8256 0.8472 1.034 0.9738 0.8335 1.013 1.097 0.9458 1.026 0.9415 0.9398 0.9892
22 0.9203 0.9599 1.007 1.009 0.8916 0.6525 1.029 0.9474 0.7664 0.6135 0.8715 1.002 0.8036 0.9831 0.3941 1.073 1.053 0.8942 1.243 0.9912 1.012 1.042
23 0.9561 0.8643 0.9414 0.8532 1.088 0.8354 1.149 0.8828 0.782 0.8094 0.9852 0.6957 1.039 1.056 0.594 0.9811 0.7029 0.9552 0.9872 0.9448 0.9069 0.7966
24 0.9602 1.079 0.962 0.8537 0.9495 0.926 1.219 0.9411 0.8881 1.057 1.135 0.9286 1.009 0.9369 0.8157 0.9935 1.022 0.8839 0.8901 0.9449 0.9762 0.9649
25 0.9162 0.9309 0.998 0.9347 1.022 1.136 0.9663 0.9292 0.9876 1.157 1.05 1.01 1.05 0.9843 1.099 1.016 1.068 1.005 0.8881 0.9911 1.025 0.934
26 0.9965 0.9158 1.1 0.9866 0.8709 0.9329 0.9609 0.9702 1.089 1.308 0.8952 0.6702 1.166 1.1 13 0.8061 0.8286 1.02 0.6465 1.008 0.9147 0.9016 1.029
27 0.6513 0.9542 1.027 0.7831 1.107 0.5971 1.026 0.8926 0.6591 0.9946 0.5362 1.016 1.037 0.8897 0.4731 0.771 0.8091 0.764 1.075 0.8278 0.8456 0.9649
28 1.013 1.013 0.8484 0.9716 0.5653 1.016 0.5399 0.9986 1.167 0.6493 0.9866 1.067 0.9945 1.145 0.9703 0.7888 1.026 1.021 1.037 1.024 1.183 0.986
29 0.8657 0.8556 0.9441 0.9535 1.013 0.8142 0.8675 1.1 18 0.7908 0.7119 1.12 0.9319 0.9341 0.9475 0.7063 0.9726 0.914 1.129 0.8713 0.9032 0.9926 1.172
30 0.9811 0.7406 1.026 1.001 1.192 0.6267 1.07 0.7907 0.8256 0.9683 0.9423 1.081 0.7805 1.273 0.7762 1.066 1.16 1.054 0.632 0.6821 0.9463 1.192
31 0.9979 0.7281 1.045 0.9513 1.064 0.9302 1.218 0.9919 0.8338 1.083 0.8076 1.01 1 0.9543 1.099 0.7937 0.8142 1.026 0.8878 1.086 1.013 0.9571 0.9966
32 0.9526 0.8264 1.032 1.002 0.8075 0.7592 0.2781 1.022 0.7801 0.6629 1.145 0.8867 0.7397 0.9398 0.6512 0.7716 0.7701 0.7178 0.8709 0.9904 0.8314 0.9693
33 0.8662 0.6186 0.6426 0.6674 1.051 0.6647 0.8001 0.6499 0.8232 0.897 0.7449 0.8424 0.64 0.7926 0.4124 0.6595 0.6931 0.7407 0.7715 0.8564 0.6423 0.6985
34 0.8964 1.034 1.023 0.8635 1.17 0.8906 1.072 0.9389 0.6194 0.6911 0.7906 0.7746 1.169 0.9618 0.4676 1.006 0.9642 0.9596 0.9015 0.8137 0.8757 0.8872
35 0.9539 0.831 1.027 0.6621 1.081 0.677 0.9963 0.6043 0.7867 1.136 0.787 0.7709 0.9494 0.9942 0.6601 1.006 0.8404 0.993 1.005 0.9923 0.984 0.9219
36 0.8845 0.9099 0.8996 0.8643 0.9976 0.8715 1.982 0.6423 0.7725 0.9205 0.7035 0.8806 0.975 0.9767 0.7147 0.7564 0.858 0.8421 0.6832 0.9382 0.8638 0.7204
37 0.8542 0.7809 0.9307 0.7772 0.8558 0.9056 0.439 1.016 0.7938 0.811 0.9905 0.6864 0.9096 0.9274 0.7749 0.9018 0.7668 1.013 0.9141 0.9557 0.668 0.8365
38 1.022 0.9394 0.991 0.9916 1.103 0.9248 1.301 0.8012 0.8646 1,038 1.165 0.8151 1.033 0.987 1.172 0.8628 0.8644 1.005 0.9768 0.7548 1.002 0.9029
39 0.9409 0.8831 1.012 0.9657 1.168 0.9812 0.7497 1.267 0.7887 1.031 0.9798 0.8566 0.7849 0.7957 0.9511 1.024 1.031 1.02 0.9054 1.015 1.105 1.01
LES 44 VECTEURS REGIONAUX (suite)
IIberlaw maurlt montcam nezalre nauln nlboucl nlaamont nlaaval nlavolta cl/DanGul rca sallest sallost s.lnaG.l sanGlla senemal sensen sIerra srcfallan stoQDen szalre tcllad
1 1.23 1.426 1.053 1.005 1.234 1.242 1.226 0.9386 1.166 1.047 0.8758 1.014 1.1 1 1.076 0.9603 1.285 1.215 1.107 1.158 0.9679 1.09 1.073
2 1.056 1.354 1.075 1.054 0.8655 1.466 1.232 1.347 1.375 1.012 1.062 1.387 1.19 1.059 0.976 0.9788 1.247 0.9491 1.164 1.011 0.8681 1.083
3 0.9625 1.058 0.988 1.004 0.9524 1.252 1.059 1.191 1.219 1.092 1.007 1.168 1.06 0.926 0.9549 0.9875 1.089 1.11 0.9408 0.9681 1.1 15 1.\02
4 0.9986 1.131 1.054 1.186 1.19 1.23 1.072 1.161 1.249 0.9656 1.153 1.1 18 1.279 1.013 0.9795 1.213 1.368 1.201 1 1.125 0.9822 1.251
5 1.096 1.347 0.9427 1.179 1.251 1.203 1.195 1.09 1.066 1.149 1.182 1.034 1.039 1.201 0.9582 1.027 1.554 1.234 1.349 1.209 \.011 1.224
6 0.9776 1.456 1.174 1.295 0.9414 1.168 1.018 1.006 1.084 0.9752 0.987 0.9345 1.02 1.107 0.9994 1.107 1.007 1 0.9751 0.9419 1.027 1.057
7 0.9969 1.402 1.17 0.9357 1.239 1.191 1.1 12 1.072 1.098 0.9413 0.9334 \.065 1.193 1.008 1.018 1.165 1.1 13 1.005 0.9264 1.23 1.02 1.157
8 0.8354 1.344 0.9308 0.974 1.178 1.196 1.13 1.284 1.125 1.094 0.9995 1.19 1.17 0.8907 0.9075 1.023 1.311 1.047 0.8482 0.737 1.007 0.9457
9 1.085 0.6843 1.015 1.054 1.087 1.165 0.9275 1.032 1 0.9393 1.008 1.243 1.103 0.9593 1.061 1.153 0.9572 1.013 1.135 1.128 0.9999 1.077
10 1.097 1.136 0.9467 0.827 0.9252 1.052 0.9559 0.856 0.9806 1.068 1.093 1.082 1.008 1.019 1.256 1.014 0.9419 1.077 1.163 1.188 0.9569 0.9232
\1 0.961 1.135 0.9596 1.239 1.097 0.8913 1.112 1.119 0.8591 0.8632 1.198 1.146 1.031 0.8685 1.01 0.9292 1.005 0.9899 0.9772 0.9534 1.05\ 1.251
12 1.151 1.062 0.9942 1.182 1.171 1.055 0.9271 1.067 1.247 1.035 1.007 1.244 1.064 1.127 1.053 \.198 0.8034 \.078 1.188 1.345 1.041 1.1 17
13 0.9749 1.155 0.7491 1.083 1.041 0.9876 0.9679 1.11 0.9581 0.9973 1.131 0.9883 1.02 1.03 1.106 1.026 1.074 1.001 1.158 1,494 0.9858 1.005
14 0.9647 1.217 1.054 1.054 1.184 1.248 1.235 1.258 1.081 0.9989 1.034 1.012 1.155 1.064 1.056 1.24 1.232 1.065 0.9755 0.9268 0.9841 0.9833
15 0.9578 1.273 1.307 0.9797 0.956 1.146 1.056 1.1 16 1.15 1.021 0.8254 0.8054 1.017 0.996 0.9562 1.311 1.012 0.9375 0.9103 1.013 0.9566 0.8159
16 1.091 0.9736 0.974 0.9296 0.8765 0.8333 1.033 0.9985 0.9478 1.037 1.032 0.9756 0.967 1.047 1.138 0.9805 1.177 1.019 1.104 1.039 1.208 0.9269
17 0.9548 1.412 0.9482 0.9802 1.191 0.7953 1.145 0.9075 0.9062 0.9556 1.001 1.099 1.11 1.014 0.8982 1.1 1.488 0.9268 0.89&4 1.005 1.071 1.022
18 1.224 0.7513 0.975 0.7975 0.897& 1.03& 0.8122 1.001 0.9323 0.9933 0.9994 0.9077 0.9489 1.009 1.024 0.&495 0.811 0.992 1.56& 1.347 0.9&57 0.997
19 1.145 1.289 1.199 0.9598 1.093 0.7343 0.9559 1.041 0.908 1.073 1.059 0.8411 1.011 1.054 1.08& 0.979& 1.1 11 0.9988 0.9877 0.8352 1.031 1.0&7
20 0.833 0.&323 0.93&2 0.9897 0.855 0.89&2 0.90&& 0.8247 0.8949 0.9834 1.05& 0.8358 0.952 0.9917 1.017 0.9409 0.74&9 0.8791 0.9377 1.023 1.13 0.98&7
21 0.9225 0.&351 0.8983 0.903& 0.9215 0.7981 0.9917 0.8875 0.8928 1.01& 0.8479 0.8183 0.8&54 0.9711 1.008 0.98&5 1.097 0.9039 0.77& 1 0.8755 1.00& 0.7129
22 0.8801 0.47 0.9405 1.019 0.7809 0.&104 0.7&31 0.7&24 0.8833 0.83 0.97& 0.7477 0.&2&9 0.8421 1.038 0.&835 0.&742 0.8611 0.9847 0.8749 0.7522 0.9651
23 0.813& 0.8264 0.8039 0.8503 0.9114 0.73&4 0.69& 0.7007 0.7334 1.033 0.8691 0.6598 0.5585 1.073 0.9085 0.802 0.6&73 0.8&4& 0.9458 0.9&97 0.8958 0.7441
24 0.915& 0.752 1.002 0.9932 0.9497 0.898 0.959 0.8395 0.9436 1.059 0.9883 1.1&5 0.9554 0.9929 0.9881 0.961 0.8729 0.9369 0.9737 1.053 0.9&37 0.8272
25 1.004 0.9691 1.01& 1.04 0.9973 1.01 0.925 0.904& 0.9147 1.004 0.9911 0.9848 0.9288 0.953 1.047 0.9502 0.9802 1.017 0.7896 0.9& 1 1.049 0.9869
26 0.9868 0.9441 1.05 0.9514 0.913 0.8464 0.8953 1.027 0.8633 0.9672 0.9083 0.9969 0.90&8 0.9882 0.9358 0.8827 0.7317 1.004 0.8423 0.68 0.9683 0.9299
27 1.08& 0.4898 1.08 0.9049 0.6584 0.9099 0.9488 0.8014 0.8908 1.052 0.89& 0.9754 1.083 0.8178 0.9961 0.803& 0.5&97 0.8575 0.8&99 0.5894 0.9778 0.9803
28 0.9595 1.131 0.863 0.8301 0.9&47 0.9&&& 1.009 1.09 0.9174 0.8&85 1.027 0.937 1.12 1.021 0.9373 1.019 0.9599 0.9974 0.79& 1 0.9274 0.9653 1.042
29 1.119 0.5717 1.21& 0.7457 0.8424 0.7&&& 0.9137 0.8702 0.9777 0.8739 0.91& 0.899& 0.8734 0.884& 0.8523 0.785& 0.7907 0.9789 1.041 1.123 0.9877 0.9843
30 0.958& 0.7982 0.8917 0.8383 0.9113 0.791 0.8117 0.8148 0.7032 1.038 0.983& 1.109 1.021 1.027 0.9448 0.&&2 0.&979 0.942 0.8938 1.21 1.035 1.09&
31 0.9295 1.091 1.004 0.9185 0.8538 0.7&54 0.83 0.8723 0.7979 1.049 0.8&54 0.8165 0.9048 0.93&& 1.007 0.8037 1.009 1.13& 0.983& 0.8108 0.8399 0.94&9
32 0.85&2 0.6084 1.174 1.01 1 0.7131 0.5299 0.7762 0.&253 0.634 0.9&87 1.087 0.7779 0.9178 0.9931 1.01 0.9712 0.7505 0.9954 0.7991 0.9259 0.9304 0.8213
33 0.878 0.3177 1.322 1.015 0.7127 0.7475 0.6888 0.7052 0.&791 1.018 0.8326 0.&643 0.8026 0.782 0.7804 0.&772 0.4847 0.8834 0.6271 0.7131 0.7529 0.81&8
34 0.9538 0.6266 0.6195 0.9922 0.7614 0.5&91 0.6&54 0.6694 0.6512 0.8569 0.7388 0.&176 0.&662 0.9779 0.9402 0.7482 0.7933 0.9497 0.9621 0.876 1.03 0.6303
35 0.9546 0.7719 0.7753 1.18 0.8872 0.8327 0.8992 0.5917 0.7676 1.012 0.9939 0.7838 0.9&75 1.12 1.039 0.9897 0.756 0.8531 1.046 0.7971 1.125 0.6045
36 0.9038 0.7813 0.7934 1.13 0.8242 0.6136 0.8722 0.7209 0.911 0.9572 0.9164 0.9033 0.7887 0.9719 0.8491 0.6212 0.8008 0.8842 0.7052 0.8836 1.037 0.7984
37 0.9512 0.7074 0.65&9 0.904 0.9093 0.5382 0.6775 0.8013 0.&733 0.7754 0.7892 0.&&36 0.6984 0.9029 1.029 0.6621 0.7499 0.8163 0.9026 1.14 0.888& 0.6308
38 1.02 0.9701 0.7937 1.0'83 0.8904 0.9657 0.98 0.8582 1.073 0.9292 1.04 1.14 0.964& 0.9712 0.9807 0.8845 1.01& 0.8434 0.9788 1.218 1.147 1.204
39 1.053 0.9027 0.6595 0.9905 0.8273 0.9929 0.7427 0.7961 0.9324 0.8496 0.9388 0.7952 0.977 0.9887 0.9499 1.098 0.8214 0.8829 0.9412 1. 11& 1.048 0.9683
41
2.5 Évaluation de la représentativité synthétique des vecteurs
En raison des critiques portées à l'encontre de la méthode MW, nous avons tenu à déterminer
dans quelle mesure et avec quelle fiabilité, les vecteurs peuvent être utilisés pour caractériser
l'évolution interannuelle des précipitations sur les 44 unités climatiques.
Pour ce faire, nous avons défini trois variables sur lesquelles nous avons effectué différentes
analyses statistiques visant à évaluer les écarts entre les valeurs réellement observées et celles
que nous auraient fournis les vecteurs. Ensuite, nous avons tenté d'établir si ces écarts étaient
en relation avec d'une part des caractéristiques propres à la région, et d'autre part des
caractéristiques propres au calcul du vecteur.
2.5.1 Définitions des variables ART, MaD et AtM.
AR!:
Nous avons extrait pour chaque unité climatique, l'ensemble des années pour lesquelles on
possède des données sur toutes les stations de la région. Nous avons pu ainsi calculer pour 250
années-régions une moyenne "arithmétique pure", c'est-à-dire ne contenant pas de valeur
reconstituée. Nous avons créé de cette manière une variable que nous avons appelée ARI, pour
moyenne arithmétique. Cet échantillon ne recouvre que 33 régions, mais celles qui ont subi des
compléments pour le calcul du vecteur sont représentées
MOD:
En parallèle, nous avons calculé pour chacune de ces mêmes 250 années-régions la moyenne
arithmétique des valeurs entièrement reconstituées, que nous avons appelée moyenne
"modale" en référence à la théorie MVR. Nous avons obtenu ces valeurs en calculant pour
chaque région la moyenne des coefficients de stations que nous avons multiplié par l'indice
annuel des années concernées. C'est ainsi que nous avons créé un deuxième échantillon de 250
individus, nommé MOD pour moyenne modale.
AtM:
Cette variable correspond au rapport ARI/MOD pour chacune des 250 années-régions. Elle
représente l'écart relatif entre les deux variables. Nous avons d'autre part défini une variable
A/Mr (r pour relatif) qui représente l'écart en valeur absolue entre AIM et 1.
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D'après la définition de ces trois variables, on comprend que la représentativité des vecteurs
sera d'autant meilleure que les différences entre ARl et MOD seront minimes, ou que la
dispersion de la variable NM sera faible autour de 1
Il est très important de noter que tous les tests qui vont suivre, sont fondés sur l'hypothèse
que les observations retenues sont d'une qualité quasi irréprochable et qu'elles ne nécessitent
aucune correction. Faute de quoi, la comparaison entre AR! et MüD n'a aucun sens, car les
différences entre ces deux échantillons seraient justifiées.
2.5.2 Statistiques descriptives des trois variahles
Les analyses statistiques ont été effectuées à l'aide du logiciel STATGRAPHTCS (version 5.0).
En premier lieu, nous avons confronté l'ensemble des paramètres de position et de dispersion
des trois variables. Les résultats sont présentés ci-dessous, (l'unité utilisé pour ART et MüD est
le dixième de millimètre):
variable: ARI MaD A/M
---------------------------------------------------------------
Sample size 250 250 250
Average 13262.6 13038.7 1. 00556
Median 12156.5 11879.5 . 1.01
Mode 11967 5251 0.979
Geometrie mean 10831 10845.7 0.998652
Variance 6.90645E7 6.0356E7 0.0124372
Standard deviation 8310.51 7768.92 0.111522
Standard error 525.603 491.349 7.05327E-3
Minimum 1862 1701 0.504
Maximum 49882 47056 1. 348
Range 48020 45355 0.844
Lower quartile 6617 6713 0.953
Upper quartile 16741 16779 1.067
Interquartile range 10124 10066 0.114
Skewness* 1.29637 1.24854 -0.952178
Standardized skewness 8.36803 8.0593 -6.14628
Kurtosis** 2.49804 2.50265 3.6602
Standardized kurtosis 8.06238 8.07726 11. 8132
Coeff. of variation 62.6612 59.5833 11. 0905
(*Skewness= coefficient de dissymétrie, **Kurtosis= coefficient d'aplatissement)
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Pour l'ensemble des paramètres, on note qu'il y a peu de différence entre ARI et Mon.
Apparemment, la seule divergence significative réside dans le mode. Mais en réalité, cela est dû
à une très mauvaise estimation de cette valeur par le logiciel STATGRAPHICS. En effet, en
regardant l'histogramme des fréquences (cf p44), il apparaît très nettement que le mode
principal se situe autour de 5000 pour les deux échantillons. Ceci révèle une fois de plus
l'ampleur du problème, quant à l'estimation de la valeur modale.
En ce qui concerne le rapport AJM, on remarque tout de suite qu'il a une distribution proche de
la loi Normale autour de 1. La moyenne, la médiane et le mode sont proches de 1. On note
également une faible dispersion de cette variable avec un écart-type de 0.11 et un coefficient de
variation de Il%. Le plus grand écart relatif observé entre AR! et MaD est de 50%.
Nous avons étudié un tableau des fréquences afin de déterminer les intervalles de confiance de
l'estimation de la moyenne arithmétique annuelle par les vecteurs:





Si on effectue les mêmes statistiques sur l'ensemble des 44*39=1716 années-régions, c'est-à-
dire avec une variable ARI "contaminée" par des valeurs reconstituées, les résultats sont
évidemment sensiblement meilleurs. A titre d'exemple, l'erreur est inférieure à 10% dans
plus de 80% des cas.
Sur la page suivante se trouvent rassemblés les histogrammes des fréquences pour les trois
variables. Nous avons également utilisé la procédure "Box-and-Wisker Plot" du logiciel, qui
produit une représentation graphique des statistiques descriptives. Les segments verticaux
indiquent la position des quartiles, les points extrêmes sont individualisés. Ainsi, la boîte
centrale ("box") contient 50% des individus, le segment central représentant la médiane, et les
traits horizontaux ("wisker"=moustaches) illustrent le premier et le dernier quartile. Cette
option permet la visualisation des écarts inter-quartiles, du degré de symétrie et d'aplatissement
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Figure 2.7.: Histogrammes des fréquences et «Box-and-Wisker Plot» pour les trois variables.
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Ces graphiques viennent appuyer les constats précédents:
- Les deux échantillons ARI et MOn sont relativement semblables.
- Le rapport AIM suit une loi quasi Normale faiblement dispersée autour de 1.
Toutefois, par la suite, nous avons tenu à effectuer des tests statistiques afin de démontrer de
manière rigoureuse l'appartenance de ces deux échantillons à une même population.
2.5.3 Test sur l'identité des distributions de ART et MOD
Nous avons utilisé les tests paramétriques et non paramétriques de STATGRAPIDCS, afin de
valider l'hypothèse relative à l'identité des distributions des moyennes observées et
reconstituées par MVR. Tous les tests ont été effectués en adoptant le seuil de 5% comme
risque de première espèce (rejet à tort de HO).
2.5.3.1 Tests paramétriques


























Difference between Means = 223.856
Conf. Interval For Diff. in Means:
(Equal Vars.) Sample 1 - Sample 2
(Unequal Vars.)Sample 1 - Sample 2
95 Percent
-1190.09 1637.8 498 D.F.
-1190.1.1637.82 495.8 D.F.
Ratio of Variances = 1.14429
Conf. Interval for Ratio of Variances: 95 Percent
Sample 1 / Sample 2 0.892071 1.46781 249 249 D.F.
Hypothesis Test for HO: Diff = 0 vs AIt: NE
Computed t statistic = 0.311127
Sig. Level = 0.755835
at Alpha = 0.05 so do not reject HO.
46
En conclusion, le test est positif et les moyennes des deux échantillons peuvent être
considérées semblables.
*Test de Fisher-Snedecor sur l'égalité des variances.
STATGRAPlllCS ne possédant pas cette option, j'ai effectué ce test manuellement:




=> On accepte HO au seuil alpha=0.05
Il n'y a donc pas de différence notoire entre les variances de AR! et MOD.
Remarque: Les tests de Student et de Fisher sont adaptés aux distributions Normales, ce qui
n'est absolument pas le cas pour nos deux variables AR! et MOD. Cependant, les statisticiens
affirment qu'ils sont également valables pour les distributions quelconques si on dispose
d'échantillons contenant plus de 30 individus, ce qui est notre cas.
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*Test de Student pour la comparaison de la moyenne de AIMà sa valeur théorique
One-Sample Analysis Results














0.991669 1.01946 249 D.F.
Confidence Interval for Variance: 95 Percent
Sample 1 0.0105119 0.0149475 249 D.F.
Hypothesis Test for HO: Mean = 1 vs AIt: NE
Computed t statistic = 0.788854
Sig. Level = 0.430948
at Alpha = 0.05 sa do not reject HO.
Ainsi, on peut considérer que la moyenne du rapport A/M est égale à 1.
Ce test est certainement plus puissant, car nous avons vu que A/M suit une loi quasi Normale.
Il nous prouve que dans l'ensemble, il n'y a pas de différence significative entre les valeurs
observées et calculées.
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2.5.3.2 Tests non paramétriques
* Test de Kolmogorov-Smirnov.
Ce test est adapté aux distributions quelconques. Il utilise comme critère la distance maximale
entre les deux fonctions de fréquences cumulées (ON). Il pennet de valider l'hypothèse relative
à l'identité des deux distributions. L'hypothèse est rejetée lorsque la probabilité (le "significance
level") est inférieure à 0.05.
Kolmogorov-Smirnov Two-Sample Test
Sample 1: ARI Sample 2: MaD
Estimated overall statistic DN = 0.044
Approximate significance level = 0.96887
Dans notre cas, l'hypothèse est largement acceptée et le graphique des deux fonctions de

























* Tests des signes, de Wilcoxon et de Mann-Whitney.
Ce sont trois tests non paramétriques, permettant la comparaison d'observations appariées.
L'hypothèse d'appartenance à la même population est à rejeter lorsque la probabilité "Z" est
inférieure à 0.05.




Number of positive differences = 136
Number of negative differences = 114
Expected number = 125
Large sample test statistic Z = 1.32816
Two-tailed probability of equaling or exceeding Z = 0.184126
NOTE: 250 total pairs. 0 tied pairs ignored.
Test: Banks (wilcoxon)
Number of positive differences =
136 with average rank = 129.915
Number of negative differences =
114 with average rank = 120.232
Large sample test statistic Z = 1.73131
Two-tailed probability of equaling or exceeding Z = 0.0833967
NOTE: 250 total pairs. 0 tied pairs ignored.
Test: Unpaired (Mann-Whitney)
Average rank of first group = 251.168 based on 250 values.
Average rank of secon~ group = 249.832 based on 250 values.
Large sample test statistic Z = -0.103073
Two-tailed probability of equaling or exceeding Z = 0.9179
NOTE: 500 total observations.
Ainsi ces trois derniers tests viennent confirmer nos conclusions précédantes. En effet, aucun
ne rejette l'hypothèse selon laquelle ces deux échantillons sont issus de la même population.
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2.5.4 Régression linéaire entre AR' et MOD
Afin de mieux cerner la capacité du vecteur à décrire la réalité observée, nous avons étudié le
degré de corrélation qui existe entre ces deux variables.
Par conséquent, nous avons analysé la régression ARI= a*MOD:
Model fitting results for: ARI
Independent variable coeff. std. error t-value sig.level
MOD 1.026642 0.006106 168.1385 0.0000
0.984781
forecast(s) computed for 0 missing




val. of dep. var.
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Ces résultats synthétisent l'ensemble des conclusions précédentes.
En effet, on démontre à nouveau que ces échantillons sont très liés avec un coefficient de
corrélation de 0.98, et un pourcentage de variance expliqu.é de 99% (R-SQ)' Le
coefficient de proportionnalité (a) est proche de 1, donc les deux séries sont quasi
identiques.
Toutefois, ce coefficient, comme la moyenne et la médiane de A/M, est supérieur à 1. On
pourrait penser qu'il s'agit d'une conséquence de l'utilisation du mode. Mais en réalité, cela est
surtout lié aux valeurs extrêmes du rapport AIM. Or, celles-ci s'observent dans les régions où
les conditions nécessaires au calcul du vecteur n'ont pas été respectées. En effet, si on
supprime les régions défectueuses tel que cotang, cotniga et montcam, l'intervalle de confiance
du coefficient de proportionnalité devient ]0.99 , 1.01 [. De plus, l'hypothèse selon laquelle les
stations pluviométriques sont irréprochables n'est évidemment pas réaliste, et cela doit avoir
une influence.
2.5.6 Relations entre les écarts relatifs (AlMr) et les caractéristiques
des régions et de leur vecteur
Nous avons regroupé dans le tableau page suivante(cf fig. 2.8.) l'ensemble des caractéristiques
des régions et de leur vecteur, avec les rapports AIM et AIMr moyens. Dans cette dernière
partie, il faut noter que AIM n'a plus la même signification qu'auparavant. En effet, ici nous
avons utilisé l'ensemble des années-régions afin de calculer un AIM moyen pour chaque unité
climatique; par conséquent, les moyennes arithmétiques utilisées dans le calcul des rapports
sont "contaminées" à 25% en moyenne par des valeurs reconstituées.
D'après ce tableau, on constate que les écarts les plus importants s'observent dans les régions
qui ont subi des compléments pour le calcul du vecteur (cotang, montcam, cotniga). TI s'agit
naturellement de celles disposant d'un nombre trop limité de stations. Il apparaît également que
le test de pseudo-proportionnalité (IPP, NPP) n'a pas d'impact direct sur la qualité de
l'estimation. En effet, le test était nettement négatif pour maurit et nighoucl alors que l'écart
entre les valeurs estimées et observées est relativement faible (avec une variable AIM
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N° Régions AtMr AtM C.V. 0 R S ' IPP NPP !TER TR NS
........................................................................................................................................................................
1 adamaoua .023 1.023 7.763 0.950 0.476 20 10 00 07 64.8 19
2 angola .069 .931 15.296 0.223 0.207 44.8. 16 30 14 59.2 10
3 bateke .004 1.004 7.688 1.303 0.743 33 13 6.9 30 56.3 43
4 bobo .010 1.010 11.616 1.701 0.844 28.8 13 0 9 84.1 49
5 brazza .002 .998 12.384 0.747 0.333 37.5 13 3.6 13 64.1 28
6 casa .003 .997 18.549 3.800 0.714 5 11 0 16 72.4 19
7 cotang .313 .687 38.767 0.706 0.375 8.5 19 83.3 21 70.5 6
8 cotcotiv .017 1.017 15.890 1.176 0.571 8.5 15 10 11 78.7 10
9 cotgako .003 1.003 17.719 3.662 0.800 6.6 13 8.3 28 79.5 24
10 cotgasco .031 1.031 22.628 1.000 0.700 7.0 20 28.6 11 65.6 7
11 cotgatbe .031 1.031 20.339 3.915 1.000 5.6 16 9.1 19 80.3 22
12 cotmontg .030 1.030 13.246 2.065 0.733 7.7 12 12.5 21 52.7 16
13 cotneq .001 1.001 11.664 1.667 0.750 6 11 0 7 65.9 10
14 cotniga .113 1.113 8.451 0.421 0.600 9.5 11 0 10 62.2 4
15 cotnosen .008 .992 34.161 4.888 1.000 2.2 11 9.1 24 88.8 11
16 crcighan .008 1.008 14.807 1.-307 0.718 26 13 0 18 76.0 34
17 csniga .028 1.028 12.5n 0.667 0.600 12 14 0 11 66.0 8
18 ctobeni .003 .997 14.457 1.800 0.619 15 14 0 17 81.9 27
19 czaire .022 1.022 7.896 0.204 0.213 44 12 0 8 61.0 9
20 eguin .013 .987 10.238 1.048 0.571 10.5 13 0 9 75.5 11
21 jos .004 1.004 12.195 0.781 0.471 32 12 0 11 82.8 25
22 liberi ae .079 1.079 14.075 3.111 0.800 2.2 12 0 6 78.0 7
23 liberiaw .023 1.023 9.159 3.021 0.909 6.6 11 0 11 44.6 20
24 maurit .033 1.033 30.895 0.388 0.358 72 28 100 15 89.1 28
25 montcam .128 1.128 15.986 4.000 1.000 2 13 25 14 54.8 8
26 nezaire .086 1.086 13.921 0.437 0.273 16 12 0 11 57.1 7
27 nguin .005 .995 15.115 1.555 0.727 9 9 0 11 74.3 14
28 nigboucl .032 1.032 22.714 0.625 0.400 33.6 25 80.9 31 86.9 21
29 nigamont .003 1.003 15.835 2.060 0.789 16.5 16 2.9 17 89.4 34
·30 nigaval .013 .987 19.056 1.622 0.786 11.1 20 22.'2 15 92.7 18
31 nigvolta .011 1.011 14.722 1.980 0.833 10.1 15 0 16 91.5 20
32 oubangui .010 1.010 6.393 1.000 0.650 38 12 0 16 61.9 38
33 rca .003 .997 9.015 1.024 0.658 42 13 0 12 69.2 43
34 sahest .024 1.024 16.751 0.800 0.479 45 19 30.5 18 79.0 36
35 sahost .002 .998 18.841 0.746 0.385 33.5 18 24 12 83.5 25
36 sanaga .005 .995 6.941 1.319 0.717 23.5 10 3.2 10 73.2 31
37 sangha .001 1.001 7.143 0.944 0.478 18 11 O· 14 64.7 17
38 senemal .022 1.022 16.616 1.212 0.687 16.5 15 5 13 81.1 20
39 sensen .008 .992 22.831 2:000 0.750 10 16 30 17 86.0 20
40 sierra .015 .985 9.101 3.310 1.000 3.6 8 0 6 n.8 12
41 srcighan .005 1.005 16.281 ' 1.777 1.000 9 12 0 8 84.4 16
42 stogben .020 1.020 18.017 6.857 0.833 2.6 13 0 14 95.9 18
. 43 szaire .010 1.010 7.843 0.230 0.222 99.9 14 0 22 47.4 23
44 tchad .004 1.004 14.953 0.535 0.422 43 17 21:7 11 76.9 23
.. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. ..............................................................................................................................................
MOYENNES: .029 1.008 15.239 1.695 0.642 21.2 14 12.4 14 73.3 20.2
NOTE:
A/Mr =Ecart entre le rapport A/M et 1, en valeur absolue
AtM =Rapport ARI/MOO moyen sur les 39 années
CV =Coefficient de variation de la moyenne arithmétique
D =Densité des postes (nbre de postes/deg2 )
R =Indice de répartition des postes (nbre de deg2 contenant au moins un poste/nbre de deg2 total
S =Surface en deg2 (1 deg2=12321 km2 )
IPP =Indice de pseudo-proportionnalité * 100
NPP =Pourcentage de poste ne vérifiant pas l'hypothèse de pseudo-proportionnalité
ITER =Nbre d'itérations pour le calcul du vecteur
TR =Taux de remplissage de la matrice des observations
NS =Nbre de stations de la région
Figure 2.S.: Caractéristiques des vecteurs et de leur région.
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Cette constatation met sérieusement en cause la validité du test proposé par Hiez, aussi nous
avons choisi de conserver ces vecteurs.
Par la suite, nous avons tenté de construire un modèle linéaire multiple afin d'expliquer les
écarts relatif (AJMr) en fonction des différentes caractéristiques du tableau. Le modèle le plus
performant est présenté ci-dessous.
Model fitting results for: AMr
Ind. variable coefficient std. error t-value sig.level
CONSTANT 0.219455 0.045673 4.8049 0.0000
CV 0.002467 0.001455 1. 6957 0.0983
IPP -0.005421 0.003175 -1.7076 0.0961
NPP 0.001527 0.000586 2.6056 0.0131
D -0.061480 0.035231 -1.7451 0.0893
S -0.001019 0.000421 -2.4208 0.0205
TR -0.001491 0.000593 -2.5162 0.0163
R-SQ. (ADJ.) = 0.5085 SE= 0.036846 MAE= 0.026045
DurbWat= 2.563 .
44 observations fitted, forecast(s) cornputed for 0 rnissing val.
of dep. var.
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Avant de tirer des conclusions de cette régression, il faut formuler quelques remarques
concernant les corrélations entre les différentes variables. En étudiant la matrice des
corrélations ou l'analyse factorielle, il apparaît que CV est fortement. relié à NPP, IPP et dans
une moindre mesure à TR. IPP et NPP sont elles-mêmes très liées entre elles. Les trois
variables R, D, S sont elles aussi très corrélées entre elles. Quant à NMr, on ne relève aucune
liaison particulière.
En visualisant la droite de régression, il apparaît clairement que le modèle est très peu
explicatif. En effet, nous n'avons réussi à décrire linéairement que 50% de la variance de AlMr.
On peut penser qu'il y a plusieurs raisons à cela:
-La première est qu'il doit exister un facteur important non pris en compte parce que lié à la
qualité de l'estimation du mode. D'après ce que l'on sait de cette estimation, ce facteur peut
être approché par le coefficient de variation et le nombre d'année-stations de la région, mais il
persiste certainement un caractère aléatoire non négligeable.
-La deuxième raison est que le modèle n'est probablement pas linéaire, et qu'il aurait fallu créer
de nouvelles variables à partir de celles utilisées. Le temps dont nous disposions ne nous a pas
permis d'approfondir cet aspect.
-Enfin, la dernière raison est qu'il existe des points extrêmes dont l'origine n'est pas à incriminer
à la méthode MVR, mais au non-respect des limites d'utilisation de celle-ci. On peut encore
ajouter que la taille de l'échantillon ne permet pas de valider un modèle aussi complexe.
Malgré cela, on peut tout de même tirer des conclusions qui relèvent tout autant du bon sens
que des résultats de la régression:
- Les écarts les plus importants sont dus au non-respect des limites d'utilisation de MVR
(nombre de stations trop limité, lacunes trop importantes, complément pour le calcul du
vecteur).
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- Les écarts évoluent dans le même sens que le coefficient de variation (CV) et/ou le nombre
de stations indépendantes (NPP, mais aussi IPP).
- Les écarts varient en sens inverse du taux de remplissage de la matrice, et/ou de la densité des
postes.
- Les signes des coefficients pour IPP et S sont incohérents avec la théorie et devraient être
opposés. Cela est lié au poids des valeurs extrêmes.
- Le nombre de stations de la région ainsi que le nombre d'itérations du vecteur ne semblent
pas avoir d'influence sur les écarts. Mais cela est à mon avis peu probant et lié au caractère
linéaire du modèle retenu ou encore à la taille de l'échantillon.
Enfin, nous avons étudié les corrélations entre les variables AR! ("contaminée") et MaD pour
les 39 années des régions présentant les écarts les plus importants. Pour cotang, le coefficient
de corrélation est de 0.9, pour montcam de 0.7, et pour cotniga de 0.8. Ainsi, malgré des
écarts importants, le sens et l'amplitude des variations semblent être respectés. Par
conséquent, il ne paraît pas inconcevable d'utiliser ces vecteurs pour caractériser l'évolution
climatique de ces régions.
2.5.7 Conclusions sur la représentativité des vecteurs
La critique que nous avons effectuée n'a aucunement la prétention de valider la méthode MVR.
Toutefois, nous pensons avoir réussi à démontrer que dans l'ensemble, les vecteurs sont tout à
fait utilisable pour décrire l'évolution interannueIIe des précipitations à l'intérieur des unités
climatiques.
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- Les statistiques descriptives nous ont révélé que les distributions des valeurs observées et
reconstituées se ressemblent fortement. L'écart relatif entre ces deux valeurs est inférieur à
25% dans 95% des cas, ce qui est satisfaisant au regard de l'incertitude habituellement admise
sur une moyenne annuelle à des échelles d'espace comparables.
- Les tests sur l'identité des distributions se sont tous avérés positifs. Nous pouvons ainsi
considérer que les valeurs réelles et estimées fonnent une même population.
- La régression simple a confinné nos conclusions, puisque les vecteurs pennettent de décrire
99% de la variance des valeurs observées, avec un coefficient de corrélation de 0.98.
- La régression multiple avec les caractéristiques des régions et de leur vecteur s'est montrée
peu efficace pour décrire les défauts d'estimation. Cependant, on a remarqué que les plus fortes
déviations sont dues au non-respect des limites de la méthode, et que le résultat du test de
pseudo-proportionnalité n'a pas d'influence directe sur la qualité du vecteur.
- Les vecteurs les plus défectueux sont malgré tout fortement corrélés avec les valeurs
observées, et pourront donc être utilisés pour décrire l'évolution de leur unité climatique.
Ainsi, l'utilisation des vecteurs régionaux, comme outil de synthèse pour caractériser les
tendances pluviométriques et analyser les variations interannuelles des précipitations, semble
justifiée sur l'Afrique de l'Ouest et Centrale.
Mais, il serait intéressant d'approfondir cette étude pour évaluer réellement la validiter de la
méthode. Pour cela, il faudrait travailler sur des années-stations et calculer les vecteurs en




A l'issue de ce travail. nous disposons de 44 vecteurs régionaux représentatifs de l'évolution
de l'ensemble des unités climatiques soumises au flux de la mousson africaine.
Ces vecteurs régionaux ont été élaborés à partir d'une banque de données brutes
exceptionnelle. par sa qualité et son faible taux de valeurs manquantes.
La définition des unités climatiques s'est appuyée sur les études de plusieurs hydrologues et
climatologues spécialistes du domaine. Mais ce découpage a acquis un caractère original par
son degré de précision et l'individualisation systématique des régions côtières. Toutefois. on
peut regretter que la taille de certaines unités ait été conditionnée par le manque d'information
disponible.
Diverses analyses statistiques ont été effectuées afin d'évaluer la représentativité des vecteurs.
Tous les résultats tendent à justifier leur utilisation comme outil de synthèse. Aussi. leur qualité






VECTEURS RÉGIONAUX DE LA
VARIABILITÉ SPATIO-TEMPORELLE .
DES PRÉCIPITATIONS LIÉES AU
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Ce sont les résultats encourageants obtenus par Riez et al (1986,1992) au Brésil qui ont inspiré
cette étude. En effet, grâce à une analyse en composantes principales sur des vecteurs
régionaux, cette équipe a réussi à caractériser les traits majeurs de la pluviométrie annuelle du
bassin amazonien.
Aussi, nous voulions tenter une application similaire sur le continent africain, tout en explorant
de nouvelles possibilités d'exploitation des vecteurs régionaux pour l'analyse de données.
Par conséquent, en plus de l'analyse en composantes principales, nous avons effectué une
régionalisation, grâce à une classification ascendante hiérarchisée des 44 vecteurs régionaux.
Puis nous avons introduit la notion de vecteurs annuels, qui nous a permis de caractériser
différents groupes d'années en définissant les champs d'anomalies les plus fréquents, et de
dégager les composantes principales de la variabilité interannuelle des précipitations.
Enfin, nous avons défini de nouvelles variables afin d'analyser spécifiquement la répartition
spatiale des précipitations sans tenir compte de l'aspect quantitatif. Nos résultats seront
comparés à ceux obtenus par Janicot (1985,1989, 1992) et Nicholson (1986).
3.1 Les outils statistiques mis en oeuvre
Pour extraire l'ensemble de l'infonnation contenue dans les vecteurs régionaux, nous avons
utilisé deux méthodes classiques en analyse multivariée, la CAR et l'ACP. Ci-dessous, nous
rappelons brièvement le principe et les avantages de ces deux méthodes (cf. par exemple
Bouroche, Saporta (1989) ou Fenelon (1981».
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3.1.1 Les Classifications Ascendantes Hiérarchisées (CAH)
Toutes les CAH présentées dans cette étude ont été réalisées en adoptant la distance
euclidienne et le monent d'ordre deux comme critère d'agrégation.
Le principe d'une telle classification automatique peut se résumer ainsi:
Soit N le nombre d'individus que l'on cherche à regrouper par classe, et n le nombre de
variables caractérisant ces individus. On peut représenter la population par un nuage de N
points dans un espace euclidien à n dimensions. L'inertie totale Ot> de ce nuage par rapport au
centre de gravité (G), caractérise la dispersion de la population. Nous avons choisi de donner
le même poids à chaque individu, d'où:
N
Il =Ld2 (Xi ,G)
i=l
X -[ 1 j n]i - Xi ' ... Xi , ..... ,X i
G -[ 1 j n]- g ,.... g , .... ,g
(individus i, décrit par n caractère~
NLxt
(barycentre du nuage, gj =.i=L-)
N
n
d 2 (Xi'G) =L(xt - gj) (distance euclidienne entre Xi et G)
j=l
Lorsque les individus sont regroupés par classe, chaque classe (q) est alors représentée par son
centre de gravité(Gq), et a comme poids le nombre d'individus qui la compose (mq). On
démontre facilement que l'inertie totale est égale à la somme des inerties intra-classes et inter-
classes:
Il =2,ffiqd
2 (G q,G) + 2,2,d2 (Xi'Gq)
q q ieq
(Inertie Inter- classe) (Inertie Intra - classe)
mq = nombre d'individus de la classe q
G q = barycentre de la classe q
La méthode va définir N-I partitions, en débutant avec N classes (inertie intra-classe=O%,
inter-classe=lOO%), pour terminer avec une classe contenant les N individus (inertie intra-
c1asse=IOO%, inter-c1asse=O%). On comprend alors que la somme des inerties intra-c1asses
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permet de quantifier la perte d'informations. Les partitions successives sont déterminées par
fusion des deux classes les plus voisines, c'est-à-dire en minimisant le "saut d'inertie"
correspondant à l'augmentation de la somme des inerties intra-classes.·
Les résultats de la CAlI sont représentés par un dendrograrnrne dont la longueur des branches
correspond au carré du saut d'inertie. Le rapport entre l'inertie intra-classe et le nombre
d'individus permet de quantifier la dispersion de chacune des classes.
Cette méthode est certainement la plus objective car elle pennet de regrouper les individus les
plus proches dans l'espace euclidien, en accordant le même poids à chaque individu et à chaque
variable. Par contre, dans notre cas, des vecteurs fortement corrélés pourront se trouver dans
des classes distinctes, car ils peuvent être très éloignés dans l'espace préalablement défini.
Ainsi, l'analyse en composantes principales paraît nécessaire pour extraire toute l'infonnation
contenue dans nos vecteurs.
3.1.2 L'Analyse en Composantes Principales (ACP)
VACP est la méthode de base de l'analyse des données. Son objectif est de réduire le nombre
de caractères permettant de décrire le tableau de données.
Il s'agit d'une méthode factorielle et linéaire, car la réduction du nombre de caractères se fait
par la construction de nouveaux caractères synthétiques (les composantes principales) obtenus
par combinaison linéaire des caractères initiaux au moyen des "facteurs".
Les composantes principales sont décorrélées deux à deux et elles possèdent la plus grande
variabilité possible afin de condenser l'information sur un minimum de composantes. Ainsi,
elles pennettent la représentation géométrique du nuage des individus ou des caractères, avec
un minimum de perte d'infonnation. La distance entre les points est fonction de leur degré de
corrélation, mais il faut prendre garde au défaut de projection. Enfin, l'étude des composantes
principales peut être très utile à la compréhension des phénomènes régissant la structure des
données.
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3.2 Analyse des 44 Vecteurs Régionaux
Nous avons commencé par effectuer une analyse descriptive des vecteurs régionaux, avant de
les introduire dans les algorithmes de CAR et d'ACP.
3.2.1 Analyse Descriptive des Vecteurs Régionaux
Ce travail a été réalisé par Mahé et L'Hôte (1992) sur 39 vecteurs régionaux définis sur la
même zone d'étude. Nous nous contenterons de présenter les conclusions de cette étude car
nous n'aurions rien apporté de nouveau en reprenant ce travail.
Les variations spatio-temporelles des vecteurs régionaux ont été examinées le long de transects
méridiens et zonaux. Ces différents profils ont révélé que:
- L'amplitude des variations interannuelles diminue du Nord (bande sahélo-soudanienne) vers
l'équateur, c'est-à-dire des régions aux pluies les plus faibles et les plus irrégulières vers celles
aux pluies les plus abondantes et régulières au cours de l'année. Pour les régions côtières, on
observe le même phénomène des côtes angolaises vers le fond du golfe de Guinée. Mais pour
les régions équatoriales, ces irrégularités côtières s'estompent dès que l'on pénètre à l'intérieur
des terres.
- Les déficits des dernières décennies sont maximums à l'extrême Ouest (Mali, Sénégal et
Guinée) et s'atténuent vers l'Est (Tchad, Centre-Afrique), à latitude égale et à total
pluviométrique proche. Mais d'une manière générale, le phénomène de sécheresse s'observe sur
toute l'Afrique de l'Ouest, et les régions très pluvieuses des monts de Guinée ne sont pas
épargnées. Toutefois il a été remarqué que certaines régions sous le vent des massifs
(eguin,ctobeni, sanaga) présentent des déficits moindres par rapport aux régions avoisinantes
plus exposées aux vents dominants.
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3.2.2 Classification Ascendante Hiérarchisée des Vecteurs Régionaux
Notre premier objectif était d'effectuer une régionalisation, ou plutô~ une zonation des unités
climatiques décrites par leur vecteur régional. Pour cela, nous avons constitué une matrice V
en introduisant nos 44 vecteurs régionaux, rangés par ordre alphabétique, comme les vecteurs
colonnes de la matrice. Ensuite, nous avons introduit cette matrice dans un algorithme de CAR
selon le moment d'ordre 2.
Les résultats de la CAR sont présentés figure 3.1. Nous avons choisi une partition en 7 classes
avec une somme des inerties intra-classes de 40,5%. Ces classes seront par la suite appelées
zones (sous-entendu, zones climatiques), car elles constituent des regroupements de regions
relativement homogènes, à l'intérieur desquelles les précipitations annuelles évoluent de
manière sensiblement colinéaire. Ce découpage facilite l'analyse descriptive des fluctuations
climatiques, mais en aucun cas il ne peut se substituer au découpage en unités climatiques et
être utilisé pour l'homogénéisation des données.
La figure 3.2 constitue une représentation cartographique des zones définies par la CAR. Ces
résultats peuvent être comparés à la régionalisation effectuée par Janicot (1989) (fig. 3.3).
Mais, il faut savoir que ce dernier a travaillé sur la période 1917-1972, avec 112 zones de
tailles identiques, et qu'il a utilisé une classification automatique non hiérarchique, inspirée de
la méthode des nuées dynamiques, avec une distance fonction du coefficient de corrélation
entre les zones.
Lors du commentaire des différentes zones, nous ferons également le parallèle avec des
zonations plus subjectives comme celles de Dubreuil et al (1972) et de Mahé ( cf. fig. 2.1).
La figure 3.4 présente le profil des barycentres des différentes zones. Il s'agit simplement du
vecteur moyen pour chaque zone issu de la moyenne des différents vecteurs composant une
zone.
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Figure 3.2: Représentation cartographique des zones définies par la CAR des vecteurs régionaux. Les
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Figure 3.4: Profils des barycentres des différentes zones.
Il s'agit du vecteur moyen pour chaque zone (cf. fig. 3.2).
CV= coefficient de variation.
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A partir de ces divers éléments, nous pouvons commenter chaque zone individuellement:
*ZONE 1:
Il s'agit de la zone prédominante par sa surface. Elle se caractérise par une variabilité
interannuelle très faible (Coefficient de variation=5%) liée à des précipitations abondantes et à
une saison des pluies supérieure à 6 mois. Cependant, malgré cette stabilité, on note une
tendance déficitaire à partir de 1970 (indices annuels en général < 1)
Sur la carte, il apparaît que cette zone se décompose en deux sous-unités, Est et Ouest:
- La partie Est délimite l'influence du climat dit équatorial. C'est également la partie la plus
stable du domaine étudié, certainement du fait que cette zone reçoit des précipitations durant la
majeure partie de l'année et qu'elle n'est pas affectée par les différences de migrations du FIT.
En effet, sa limite Nord correspond à la position la plus australe de la trace au sol du FIT, et sa
limite Sud, approximativement à la situation la plus septentrionale de la CIO (Convergence
Inter Océanique).
- La partie Ouest regroupe les régions au vent des monts de Guinée. Les précipitions sont
également abondantes et stables en raison du relief (Fouta-Djalon) et de la proximité de
l'océan. Toutefois, la variabilité des précipitations est plus importante que dans la partie Est,
avec notamment des déficits non négligeables de 1970 à 1973 et de 1982 à 1988.
Sur les résultats de la classification, la distinction entre ces deux domaines n'apparaît pas. Par
contre, la région du Mont Cameroun se différencie très nettement, certainement en raison d'une
abondance pluviométrique et d'une régularité des pluies très exceptionnelle.
Enfin, cette zone 1 peut être assimilée à la zone 3 et à une partie de la zone 4 définies par
Mahé (cf fig. 2.1). On note que celui-ci avait également mis en évidence une distinction en
deux sous-unités Est/Ouest mais de manière beaucoup plus subjective. Nos résultats viennent
donc confirmer ce regroupement de deux régions géographiquement éloignées dans une même
zone climatique. De plus, notre zone 1 correspond également aux zones 4 et 5 déterminés par
Janicot (cf fig. 3.3).
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En résumé, la zone 1 ce caractérise par une très forte stabilité liée soit au climat équatorial soit
à la présence de relief favorisant la pluviogénèse.
*ZONE 2:
Elle constitue une zone de transition entre la zone 5 et les zones 3 et 1, c'est-à-dire entre les
climats de type tropical et ceux de type équatorial. La variabilité interannuelle est plus
importante que dans la zone 1 (coefficient de variation=Il%) mais elle reste faible par rapport
à la latitude à laquelle elle se situe. On note également une tendance déficitaire à partir de 1970
et un déficit plus marqué en 1958 et 1956 par rapport aux zones 1 et 5.
La zone 2 se décompose également en deux sous-unités géographiques, Nord et Sud:
- La zone Nord est constituée par les régions sous le vent des monts de Guinée et de
l'Adamaoua, et par les plateaux de Jos. Elle fait partie de la zone 2 de Mahé, et ses limites
Nord et Sud correspondent à la zone tropicale de transition définie par Dubreuil et caractérisée
par une seule saison sèche inférieure à 6 mois.
- La zone Sud constituée par l'Angola, s'individualise aussi sur la classification et correspond
en partie à la zone 4 de Mahé. Il s'agit également d'un domaine tropical de transition mais sa
variabilité est plus importante que la partie Nord, avec notamment des excédents remarquables
en 1967 et 1961 et des déficits de 1979 à 1981 peu marqués au Nord.
Ainsi, durant une partie de l'année, la zone 2 ne se trouve plus sous l'influence du flux de
mousson, les précipitations sont principalement dues aux lignes de grains et rarement à la
mousson au sens strict.
Enfin, cette zone de transition ne se retrouve pas dans les travaux de Janicot, bien qu'elle
mérite d'être individualisée en raison de son rôle tampon.
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*ZONE3
Il s'agit d'une zone sous forte influence maritime, déjà clairement individualisée par Janicot.
Elle se caractérise par la présence d'une petite saison sèche d'importance très variable car en
relation avec l'intensité des upwellings équatoriaux. Cette petite saison sèche influence
fortement le cumul annuel des précipitations d'où une forte variabilité interannuelle (coefficient
de variation=14%) malgré la basse latitude.
Ainsi, cette zone a une évolution très particulière, avec notamment des excédents notoires en
1963 et 1968 dûs à l'absence de la petite saison sèche, en relation avec des eaux chaudes dans
le Golfe de Guinée. Toutefois, la tendance déficitaire à partir de 1970 est évidente.
Les limites de cette zone sont certainement en relation avec le relief: à l'Ouest les monts de
Guinée, à l'Est l'Adamaoua et au Nord, pour partie, le plateau de Jos.
*ZONES 4 et7
Ce sont des régions côtières possédant une évolution très particulière avec une très forte
variabilité interannuelle par rapport à l'intérieur des terres (coefficient de variation=28% pour
la zone 4 et 46% pour la zone 7). Aussi, il s'agit des seules zones pour lesquelles on ne
remarque pas de tendance à la sécheresse après 1970. Toutefois, pour la zone 4, il semblerait
que la variabilité ait tendance à diminuer au cours du temps.
Il faut rappeler que les remarques ci-dessus sont à interpréter avec prudence en raison de la
mauvaise qualité des vecteurs en particulier pour la zone 7. Cependant ces résultats viennent
justifier l'individualisation des régions côtières lors du découpage en unités climatiques.
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* ZONE 5
Cette zone correspond à la frange sahélienne, le climat est de type t~opical à semi-aride, avec
une seule saison sèche supérieure à 6 mois. Les précipitations ont subi une décroissance
presque constante de 1951 à 1989, avec une tendance inférieure à la moyenne à partir de 1967.
Elle peut être assimilée à la zone l'et à une partie de la zone 2 définie par Mahé, ainsi qu'aux
zones 1 et 2 de Janicot. La distinction zonale effectuée par Janicot à partir de 5° Ouest se
retrouve sur la classification, mais la partition en deux sous-unités ne semble pas justifiée au
regard de l'inertie intra-c1asse par individus. Toutefois, nous sommes conscients que la
variabilité a tendance à diminuer de l'Ouest vers l'Est.
La limite Nord coïncide avec la position la plus septentrionale de la trace au sol du FIT. Par
conséquent, cette zone n'est soumise au flux de mousson que quelques mois dans l'année et les
précipitations sont fortement conditionnées par la migration du FIT.
*ZONE 6:
Elle se caractérise par une forte variabilité (coefficient de variation=29%) certainement liée à
une influence océanique prépondérante. En effet, sa limite Sud correspond à la position la plus
septentrionale de la trace au sol du FIT, et par conséquent cette zone est fortement influencée
p.ar les alizés maritimes du Nord-Est et l'anticyclone des Açores. Les précipitations sont donc
essentiellement dues au lignes de grains et aux perturbations océaniques.
Elle fait partie de la zone 1 de Janicot. Ainsi, avec la zone 5 on retrouve une distinction zonale.
Enfin, c'est dans cette zone que la rupture de 1970 est la plus remarquable? ..
Pour terminer les commentaires sur cette classification, on peut remarquer que les zones 1,2,3
et 4 finissent par se regrouper en une seule classe qui rassemble les régions de type équatorial.
De même, les zones 5 et 6 se regroupent pour former une classe représentant les régions de
type tropical à semi-aride.
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3.2.3 Analyse en Composantes Principales des Vecteurs Régionaux
Afin de confinner les résultats de la classification et d1analyser les relations entre les différentes
régions, nous avons effectué une ACP des vecteurs régionaux. La zone 7 (cotang) a été
écartée de cette analyse car elle a tendance à étirer les axes en raison de son évolution très
singulière.
Par conséquent, l'ACP a été réalisée sur 43 vecteurs, la projection sur le plan principal est
présentée figure 3.5. Les vecteurs sont repérés par leur numéro (cf fig 2.8, p52)), et nous
avons tenté de les regrouper suivant les différentes zones.
En premier lieu, il apparaît que les zones précédemment définies s'individualisent relativement
bien sur le plan principal. Notre zonation paraît donc tout à fait cohérente.
Figure 3.5 :


















La première composante principale, représentant 24,5% de la variance totale, oppose les
zones 1,2,3,4 aux zones 5 et 6. Elle peut donc s'interpréter comme un axe traduisant le type de
climat, équatorial pour les valeurs négatives à tropical jusqu'à semi-aride pour les valeurs
positives. L'opposition entre les zones équatoriales et tropicales est surtout visible pour les
années 1958, 1959, 1966 et 1968.
La deuxième composante principale, représentant 10,5% de la variance totale, oppose les
zones 1 et 5 aux zones 3,4 et 6. Par conséquent, elle semble traduire le contraste entre une
forte influence océanique et des climats plus continentaux ou conditionnés par l'orographie. Il
pourrait également s'agir d'une composante distinguant les zones à une seule saison des pluies
(zones 1 et 5) de celles à deux saisons (zones 3, 4, 6). Les différences sont surtout
remarquables pour les années 1962, 1963, de 1966 à 1969 et 1977. Enfin, par sa situation
intermédiaire, on retrouve le rôle tampon de la zone 2.
La troisième composante n'est pas exposée car elle représente uniquement la zone 4.
Enfin, pour plus de précision, nous avons étudié la matrice des corrélations. Il apparaît que
toutes les zones sont corrélées positivement entre elles. De même, la plupart des vecteurs sont
corrélés positivement entre-eux. Seuls certains vecteurs présentent une évolution particulière
avec des corrélations négatives. Il s'agit de brazza, nezaire, montcam, oubangui et cotang.
Mais ces observations ont peu d'intérêt car les coefficients de corrélations négatifs sont très
peu significatifs.
74
3.2.4 Conclusions de l'analyse des Vecteurs Régionaux
L'analyse des vecteurs régionaux nous a permis d'effectuer une zonation tout à fait objective et
avec un degré de précision remarquable. Ces résultats viennent améliorer la régionalisation de
Janicot (1989, 1992)) et valider tout en précisant les zonations plus subjectives effectuées par
Dureuil et al. (1972) et Mahé (1992).
En outre, cette analyse a mis en évidence l'existence d'une zone de transition (zone 2) et de
zones côtières (zones 4 et 7) dont l'évolution est particulière.
Grâce aux barycentres vectoriels, nous avons pu décrire l'évolution interannuelle des
précipitations pour chaque zone. Il est apparu pour l'ensemble des zones, mises à pari les
régions côtières de l'hémisphère Sud, une tendance à la sécheresse à partir de 1970.
Une application directe de ce travail serait l'élaboration d'indices pluviométriques de longue
durée comparables à celui de Lamb (1983), mais pour chacune des zones en sélectionnant
quelques stations de qualité et de suivi irréprochable à l'intérieur de celles-ci. On pourrait
également utiliser directement les vecteurs régionaux si les données le permettent.
Ainsi, ces résultats ont montré que les vecteurs régionaux, couplés aux méthodes classiques de
l'analyse des données, permettent de délimiter objectivement et assez finement les grandes
zones climatiques.
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3.3 Analyse des 39 Vecteurs Annuels
Après avoir analysé les relations entre les différentes unités climatiques, nous étudions
maintenant les 39 années de 1951 à 1989. Notre objectif est de caractériser des groupes
d'années en fonction de l'abondance et de la répartition des précipitations. Nous espérons ainsi
trouver des situations types aidant à la compréhension des phénomènes, en particulier celui de
la sécheresse.
Pour ce faire, nous avons défini 39 vecteurs annuels. De la même manière qu'un vecteur
régional est constitué par la suite des 39 indices annuels d'une région, un vecteur annuel est
constitué par la série des 44 indices annuels, des régions composant la zone d'étude (rangées
par ordre alphabétique), pour l'année considérée. Plus formellement, nous avons analysé la
transposée de la matrice V définie précédemment (cf 3.1.2).
Ainsi, une année est caractérisée par les indices des différentes régions de la zone d'étude. Cela
présente des avantages mais également des inconvénients. En effet, de cette manière, toutes les
régions ont à priori le même poids, et les excédents ou déficits sont relativisés par rapport à la
moyenne de chaque région. Ainsi, un indice donné correspond à un excédent (ou déficit)
mesuré en millimètres d'autant plus important que la moyenne pluviométrique de la région
considérée est élevée. De même, la superficie des régions n'intervenant pas, un indice donné,
mesuré sur des régions dont les moyennes pluviométriques sont semblables, peut avoir une
importance en terme de volume (km3) très variable suivant la surface de la région à laquelle il
se rattache. Par conséquent, nous perdons un peu la notion de quantité, mais cela évite que
notre analyse soit concentrée sur les régions à forte pluviométrie ou à grande superficie, au
profit des régions à forte variabilité de l'Afrique de l'Ouest vers lesquelles se tourne en priorité
notre intérêt.
Afin de remédier à cet inconvénient, nous commencerons par étudier l'évolution de la moyenne
pluviométrique sur l'ensemble de la zone, c'est-à-dire l'aspect quantitatif pur, avant d'introduire
les vecteur annuels dans les algorithmes de CAR et d'ACP.
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3.3.1 Évolution des précipitations sur l'ensemble de la zone
Pour déterminer la pluviométrie annuelle moyenne sur l'ensemble de la zone, nous avons
multiplié chaque vecteur régional par la moyenne de ses coefficients de stations, puis nous
avons effectué une moyenne pondérée par la surface de ces nouvelles moyennes régionales.
Sur la figure 3.6 se trouve représentée l'évolution de la pluviométrie annuelle moyenne sur la
zone d'étude de 1951 à 1989, les écarts à la moyenne, et la tendance générale de l'évolution.
La moyenne sur les 39 années et sur l'ensemble du domaine d'investigation est de 1430 mm
avec un coefficient de variation de 7,3%. Les valeurs maximales sont observées en 1957 (1600
mm), 1962 (I580 mm) et 1954 (I550 mm). Les minimums apparaissent en 1983 (1140 mm) et
1987 (I220 mm).
On note que jusqu'en 1970 les valeurs sont toutes supérieures à la moyenne mis à part en 1958,
et qu'après 1970 elles sont dans l'ensemble inférieures à la moyenne sauf pour 1975 et 1988 où
elles dépassent légèrement 1430 mm.
En examinant la courbe obtenue par une moyenne mobile sur 5 ans, on remarque une tendance
générale à la diminution des précipitations entre 1951 et 1989, avec près de -6,5 mm/an. Plus
précisément, il semblerait que jusqu'en 1968 la tendance soit relativement stationnaire, et
qu'entre 1968 et 1972 il y ait une véritable rupture avec une forte diminution d'environ -25
mm/an. Enfin, à partir de 1985, on peut penser que l'évolution a tendance à s'inverser.
Ces résultats sont cohérents avec ceux obtenus sur le Sahel par Hubert et Carbonnel (1987), et
Ward et al. (1991). De plus, ils montrent que la sécheresse apparue vers la fin des années
soixante ne se limite pas aux régions semi-arides mais s'étend sur toute l'Afrique de l'Ouest et
Centrale. La question de savoir si la transition entre la période humide et la période sèche s'est
effectuée de manière progressive ou par une rupture brutale reste posée. Toutefois, d'après les
graphiques on peut penser que les deux types de transitions sont combinés.
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EVOLUTION DE LA MOYENNE PLUVIOMETRIQUE
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Figure 3.6: Évolution des précipitation sur l'ensemble de la zone d'étude. Pluviométrie annuelle
moyenne, écarts à la moyenne et tendance générale de l'évolution.
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Enfin, à partir des écarts à la moyenne, nous avons effectué une classification arbitraire qui
nous permettra de caractériser différents groupes d'années sur un critère purement quantitatif
* Classe 1: Ecart à la moyenne ~ +100 mm
(19)51 545557626366
*Classe 2: +50 mm ~ Ecart à la moyenne < +100 mm
525360 61 6769
* Classe 3: -50 mm < Ecart à la moyenne < +50 mm
5659646568707475767880858889
*Classe 4: -100 mm < Ecart à la moyenne ~ -50 mm
5871777981
*Classe 5: Ecart à la moyenne ~-100 mm
72 73 82 83 84 86 87
Cette classification servira de repère quantitatif pour analyser les résultats des typologies
ultérieures essentiellement fondées sur le mode de répartition des précipitations.
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3.3.2 Classification Ascendante Hiérarchisée des Vecteurs Annuels
Afin de déterminer les champs d'anomalies les plus fréquents et les années qui leurs sont
associées, nous avons introduit les vecteurs annuels dans l'algorithme de classification.
Le dendrogramme obtenu est présenté figure 3.7. Nous avons choisi une partition en 6 classes
avec une somme des inerties intra-c1asses de 56,5%. On note que les classes 1 et 6 sont les plus
dispersées.
Les barycentres des différentes classes sont représentés à l'aide de +/- sur la figure 3.8. Chaque
signe + (resp. -) illustre un excédent (resp. déficit) de 10% par rapport à la moyenne
interannuelle de la région considérée.
Représentation Indice annuel
- - - - ]0,OiO,6]
- - - ] 0 6iO,7]
- - JO,7i,8]
- 10 8 i , 91
0- l 0 9iO,95]
0 ]0,95i1,05[
0+ [1,05i1 1 [
+ [1,1i1,2[
+ + [1,2i1,3[
+ + + [1,3i1,4r
+ + + + [1,4 i +00 [
Ci-dessous, nous commentons les 6 classes obtenues en effectuant le parallèle avec les
différents champs d'anomalies décrits par Janicot (1989) (cf fig. 3.9) et ceux proposés par
Nicholson (1986) (cf fig. 3.10). L'interprétation des résultats se fera ultérieurement avec l'aide
de l'analyse en composantes principales.
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Figure 3.8: Représentation cartographique des baIycentres des différentes classes définies par la CAH
des vecteurs annuels. On défini ainsi 6 champs d'anomalies et les années qui leur sont associées. La
légende détaillée se trouve dans le texte. Chaque signe + (resp. -) correspond à un excédent (resp.
déficit) de 10% par rapport à la moyenne interannuelle de la région considérée. .
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Figure 3.9: Les 8 types de champs d'anomalies définit par Janicot (tiré de Janicot 1989).
Figure 3.10: Les 4 principaux types d'anomalies définit par Nicholson (tiré de Nicholson 1986).
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*Classe 1: 51 52576263656769
Ces différentes années se caractérisent par un excédent généralisé sur l'ensemble de la zone. En
effet, aucune région ne présente une pluviométrie inférieure à sa moyenne. Toutefois, les
excédents sont surtout localisés sur l'Afrique de l'Ouest et ont tendance à devenir
imperceptibles vers l'Est et sur l'Afrique Centrale. Ainsi, on retrouve un gradient zonal au
niveau de la frange sahélienne, et la stabilité qui caractérise les régions équatoriales et
montagneuses.
Cette classe peut être assimilée au premier type d'anomalie décrit par Nicholson et au deuxième
de Janicot.
*Classe 2: 5455
Ces deux années particulières s'individualisent par de forts excédents qui s'étendent sur
l'ensemble du domaine au dessus de 5° Nord, y compris sur la partie Est. Seule la région
cotang est déficitaire, mais toujours pour la même raison de mauvaise représentativité du
vecteur, il ne faut pas attacher d'importance à cette remarque. La partie équatoriale n'est pas
excédentaire, néanmoins sa pluviométrie est normale.
Cette classe est plus proche des types d'anomalies 1 de Nicholson et 2 de Janicot que ne l'est la
classe 1. Mais cette situation est exceptionnelle puisqu'elle ne concerne que 2 années sur 39.
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*Classe 3: 53 56586478
Cette classe se caractérise par des excédents au Nord-Ouest et des déficits au niveau de la zone
à petite saison sèche (zone 3, cf fig 3.2) et au Sud-Ouest.
Cette situation se rapproche du type 2 de Nicholson et du type 3 de Janicot, c'est-à-dire à un
excédent au-dessus de 100 N et à un déficit en-dessous. Mais là aussi, il apparait que la
situation n'est pas aussi simple. En effet, les excédents et les déficits sont beaucoup plus
localisés que ne le décrivaient Nicholson et Janicot, laissant une grande partie du domaine dans
une situation proche de la moyenne.
* Classe 4: 596068
Il s'agit de la situation opposée à la classe 3. En effet, on observe un déficit au Nord-Ouest et
des excédents au niveau de la zone 3 et au Sud-Ouest. Toutefois, pour les zones Nord Ouest et
Sud Ouest l'extension des anomalies est moins prononcée que dans la conjoncture inverse.
Ainsi, on se rapproche des types 4 de Nicholson et Janicot, c'est-à-dire déficit au-dessus de
100 N et excédent en-dessous, mais avec les mêmes remarques que précédemment.
*Classe 5: 61 667071 747576798081 858889
Cette classe se caractérise par des déficits relativement faibles localisés sur l'Ouest de l'Afrique
de l'Ouest. Le reste de la zone d'étude se trouve dans une situation proche de la moyenne avec
tout de même une tendance au déficit visible sur la matrice des vecteurs. Il pourrait s'agir de la
situation opposée à la classe 1, avec un gradient zonal Est-Ouest et l'absence d'opposition de
part et d'autre de 10oN. Dans cette classe se trouve regroupé l'essentiel des années à
pluviométrie relativement forte de la période 1970-1989.
Il est difficile de raccorder cette classe aux typologies de Janicot et Nicholson, car elle
correspond à une situation quasi-intermédiaire proche de la moyenne.
85
*Classe 6: 72 73 778283 848687
Elle rassemble les années les plus sèches avec un déficit généralisé sur l'ensemble de la zone. Il
s'agit de la situation opposée à la classe 2, avec de forts déficits au dessus de SON et une
tendance déficitaire dans les régions équatoriales.
Cette situation correspond aux anomalies de type 1 pour Janicot et de type 3 pour Nicholson.
Ainsi nous avons retrouvé les 4 types d'anomalies de Nicholson et la moitié de ceux présentés
par Janicot. Cependant, nous avons apporté plus de nuance que Janicot en utilisant une
méthode totalement différente.
En effet, Janicot après avoir effectué sa régionalisation, a défini un certain nombre de champs
d'anomalies, puis il a attribué à chacune de ces années une structure prédéfinie. A l'inverse,
nous n'avons utilisé aucune typologie prédéfinie, et c'est une méthode statistique objective qui
nous a fourni les champs d'anomalies les plus fréquents, à une échelle beaucoup fine puisque
nous n'avons pas utilisé les résultats de notre régionalisation.
De cette manière, il est apparu que la structure dipolaire autour de tOON est plus complexe
qu'elle ne l'a été décrite jusqu'à présent, et qu'entre les états globalement excédentaires et
globalement déficitaires, il existe des états intermédiaires avec des déficits ou des excédents
essentiellement concentrés sur la partie Nord-Ouest.
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3.3.3 Analyse en Composantes Principales des Vecteurs Annuels
Afin d'expliquer les différentes structures et leurs relations, nous avons effectué une ACP des
vecteurs annuels.
La projection sur le plan principal, représentant 48% de la variance des vecteurs, est présentée
figure 3.11. On retrouve bien les oppositions entre les classes 6 et 2, 5 et l, et entre les classes
3 et 4. On remarque également que la classe 5 et dans une moindre mesure la classe l,
constituent bien des situations intennédiaires proches de la moyenne.
Figure 3.11:
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*La première composante principale
Elle explique 35,8% de la variance des précipitations sur la zone d'étude. Ce premier axe
traduit un effet d'abondance (purement quantitatif) puisqu'il oppose les états globalement
excédentaire (classe 2, année 1955) aux états globalement déficitaires (classe 6, année 1983).
La figure 3.12 illustre le profil des années selon cette première composante ainsi que les
courbes d'isocorrélation traduisant l'influence de la composante dans l'espace. Il apparaît que ce
sont les régions comprises entre 100 S et 5°N qui sont le moins corrélées, cela reflète la stabilité
du domaine équatorial. On note également que les corrélations augmentent de l'équateur vers
les pôles selon un axe Sud-Est, Nord-Ouest, pour devenir maximales vers le Sénégal et la
Mauritanie. On en déduit que les corrélations sont fonctions de la variabilité interannuelle des
précipitations en relation avec les moyennes pluviométriques.
Sur le profil, on relève une rupture très nette entre les années avant 70 (positives) et celle après
70 (globalement négatives). Il y aurait donc passage d'un état humide vers un état sec à partir
de 1970. Les corrélations avec les régions montrent que l'ensemble de la zone est affecté par
cette transition mais qu'eÎIe est la plus ressentie au niveau du domaine soudano-sahélien et
surtout vers l'Ouest et les côtes sénégalaises.
La figure 3.13 compare l'évolution de la première composante avec celle de la pluviométrie
moyenne sur l'ensemble de la zone (cf. 3.3.1). Il apparaît que ces deux évolutions sont
extrêmement liées avec un coefficient de corrélation de 0.96 et 92% de variance expliquée.
Cela confirme donc que la première composante traduit un effet d'abondance affectant
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Figure 3.12: Profil de la première composante principale (36% de la variance) et combes



















Figure 3.13: Évolution comparée de la première composante principale avec la pluviométrie moyenne
sur l'ensemble de la zone.
Janicot (1992) et Fontaine (1989, 1993), associent les situations décrites par les classes 6 et 5,
à une diminution de la convection au sein du FIT en relation avec un renforcement des alizés
de Nord-Est et de Sud-Est, un refroidissement des eaux de surface de l'Atlantique intertropical,
et une diminution du JET. Cela correspondrait à un renforcement et/ou un déplacement vers
l'Est de la branche subsidente de la cellule Atlantique de type Walker.(cf fig 0.1, p9.)
Le lien avec les circulations divergentes zonales de type Walker laisse supposer l'existence de
téléconnexions avec la dynamique atmosphérique intertropicale à l'échelle globale. Le
synchronisme entre les évènements de type ENSO (El Nino and Southem Oscillation), en
particulier celui de 1982/1983, et les sécheresses importantes au Sahel, viennent conforter cette
hypothèse. Ainsi, la convection sur l'Afrique de l'Ouest affectant la pluviométrie sur l'ensemble
de la zone serait liée à un facteur global reflétant la circulation atmosphérique générale des
latitudes intertropicales.
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Par conséquent, nous avons cherché un indicateur physique de ce facteur global qui nous
pennettrait d'expliquer la composante principale de la variabilité interannuelle des
précipitations de la zone étudiée.
Folland et al.(1986) avaient déjà réussi à établir de bonnes corrélations, à l'échelle décennale,
entre les précipitations au Sahel et la structure dipolaire interhémisphérique des températures
de surface des océans à l'échelle mondiale. Nous avons donc repris ses données sur la période
1951-1986, et nous avons comparé la série chronologique de la différence des anomalies
annuelles (mesuré entre juillet et septembre) de température de surface des océans entre
l'hémisphère Nord et l'hémisphère Sud (DTSO) avec la première composante principale (cf fig
3.14)
Il est apparu que la première composante est fortement liée à la différence de température
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Figure 3.14: Évolution comparée de la première composante principale avec la différence
interhémisphérique de température de siIrface des océans (DTSO) fournit par Folland et al. (1986).
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Pour plus de précisions, nous avons également étudié les relations linéaires entre les
barycentres des différentes zones définies précédemment (cf fig 3.2) et la DSTO, ainsi que leur
relation avec la première composante. Les coefficients de corrélation ~ont présentés ci-dessous,
le pourcentage de variance expliquée est indiqué entre parenthèses.
D5TO Première composante
Zone 1 0.63 (40% ) 0.82 (68%)
Zone 2 0.63 (40% ) 0.83 (69%)
Zone 3 0.55 (31 %) 0.64 (42% )
Zone 4 0.32 (11 %) 0.43 (19% )
Zone 5 0.77 (59% ) 0.89 (80% )
Zone 6 0.72 (53%) 0.86 (74%)
Zone 7 0.21 (05%) 0.16 (03% )
On démontre ainsi que la composante principale de la variabilité interannueUe des
précipitations et les anomalies de type classe 6 et 5, regroupant les années les plus sèches,
sont essentiellement dues à un facteur global, certainement lié à la circulation
atmosphérique générale des basses latitudes.
*La deuxième composante principale
Elle explique 12% de la variance des précipitations. Cette deuxième composante traduit un
effet de répartition puisqu'elle oppose la classe 3 (année 1958) à la classe 4 (année 1968), c'est-
à-dire des situations où l'on observe à la fois des excédents et des déficits sur la zone d'étude.
La figure 3.15 présente le profil des années selon la deuxième composante principale, ainsi que
les courbes d'isocorrélations traduisant l'influence de la composante dans l'espace. Janicot
(1989, 1992) et Nicholson (1986) avaient décrit les situations opposées par la deuxième
composante en traçant une limite rectiligne suivant la latitude 1ooN, séparant les régions
excédentaires des régions déficitaires . La courbe d'isocorrélation 110 11 permet de déterminer
avec plus de précision cette limite. Il apparait, comme nous l'avons déjà signalé lors de la
description des classes 3 et 4, que la limite est plus complexe et que le Mont Cameroun semble
avoir un rôle déterminant, en séparant le domaine de corrélation positive en deux. En réalité, il
faudrait distinguer 4 zones~ 2 zones positives (corrélation >0.30), 1 zone négative (corrélation
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Figure 3.15: Profil de la deuxième composante principale (12% de la variance) et courbes
d'isocorrélations traduisant l'influence de celle-ci sur le domaine étudié. (tracé par CARTOVL).
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Ainsi, les années pOSItives sur la deuxième composante représentent un Sahel déficitaire
associé à une zone à petite saison sèche et une partie du Sud-Ouest.excédentaire. Les années
négatives correspondent à la situation inverse. Sur la courbe, on ne distingue pas de rupture
entre les valeurs avant et après 1970. Par contre, il semblerait que la variabilité ait tendance à
diminuer, et on peut remarquer une légère tendance à l'accroissement.
Janicot (1992) et Fontaine (1989, 1993), associent la situation décrite par la classe 4, à un
renforcement du champ de pression sur l'Atlantique Tropical Nord et à un réchauffement des
eaux de surface dans le Golfe de Guinée. Cela induirait un renforcement du gradient méridien
de température de basse couche, une augmentation de la vitesse moyenne du JEA et une
migration vers le Nord moins prononcée du FIT, c'est à dire un recul vers le Sud de la
circulation de type Hadley (cffig 0.1, p9.).
La relation entre la deuxième composante et les températures de surface dans le Golfe de
Guinée est évidente. En effet, il est connu qu'en 1958 les eaux du golfe étaient anormalement
froides et qu'en 1968 elles étaient anormalement chaudes; or, ces deux années s'opposent très
nettement sur la deuxième composante. De plus, l'influence des températures de surface sur le
déplacement du flux de mousson est très compréhensible. En effet, des eaux froides stabilisent
les basses couches et permettent au flux de mousson de pénétrer loin sur le continent, ce qui
entraîne des situations type classe 3. Au contraire, des eaux chaudes déstabilisent le flux de
mousson, diminuant sa migration sur le continent et favorisant les précipitations à proximité
des côtes, ce qui entraîne des situations types classe 4.
D'après Mahé et a1.(1990, 1993), les températures de surface dans le golfe de Guinée sont
directement liées à l'intensité de l'upwelling équatorial et à sa propagation par onde de Kelvin
dans le golfe. Il indique également que l'intensité de l'upwelling reflète la variabilité des alizés
de Sud-Est et donc l'activité de l'Anticyclone de Sainte-Hélène. En effet, un Anticyclone de
Sainte-Hélène puissant (resp. faible), entraîne des alizés de Sud-Est renforcés (resp. affaiblis) et
un fort (resp. faible) upwelling équatorial d'où des eaux froides (resp. chaudes) dans le golfe.
De plus, il a été montré (Lambergeon 1977) que l'activité de l'anticyclone de Sainte-Hélène
était couplée avec celle de l'anticyclone des Açores. En effet, lorsque les hautes pressions de
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Sainte-Héléne sont plus faibles, celles des Açores sont plus fortes, d'où un champ-de pression
sur l'Atlantique tropical Nord renforcé, et réciproquement.
Afin de confirmer les relations entre l'upwelling équatorial et les situations type classe 3 et 4,
nous avons repris les données de température de surface de la mer (TSM) de Mahé et al.
(1990), et nous avons comparé leur évolution avec la deuxième composante (cf. fig 3.16). Les
températures ont été mesurées entre juillet et septembre, de 1964 à 1987, au niveau de
l'upwelling équatorial Atlantique.
Il apparaît que la deuxième composante évolue colinéairement aux TSM de l'upwelling
équatorial Atlantique. Le coefficient de corrélation est de 0.64 avec 40% de variance
commune. Nous aurions certainement amélioré ces résultats si nous avions pu disposer d'une
série de données plus longues et de mesures au niveau de l'upwelling côtier de l'hémisphère
Sud.
EUOLUTION COMPAREE CE













Figure 3.16: Évolution comparée de la deuxième composante principale avec la température de
surface de la mer (TSM) mesurée au niveau de l'upwelling équatorial Atlantique, fournit par Mahé et
al. (1990). .
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Nous avons également étudié les relations linéaires entre les barycentres des différentes zones
définies précédemment (cf fig 3.2) et la TSM, ainsi que leur r~lation avec la deuxième
composante. Les coefficients de corrélation sont présentés ci-dessous, le pourcentage de
variance expliquée est indiqué entre parenthèses.
TSM Deuxième composante
Zone 1 -0.48 (24 %) 0.15 (02% )
Zone 2 -0.52 (27 %) 0.34 (12% )
Zone 3 0.29 (09% ) 0.61 (38%)
Zone 4 -0.12 (01%) 0.38 (15% )
Zone 5 -0.70 (49% ) -0.38 (14 %)
Zone 6 -0.60 (36% ) -0.33 (12%)
Zone 7 -0.07 (01 %) 0.43 (19%)
On déduit de ces résultats que les déficits au Sahel de type classe 4 sont essentiellement liés
à un facteur régional en relation avec les hautes pressions de l'Atlantique et les températures
de surface dans le Golfe de Guinée, influençant la migration du FIT sur le continent africain.
L'absence de rupture sur le profil de la deuxième composante indique que les sécheresses
au Sahel de type classe 4, ne sont pas propres aux dernières décennies. Par contre, la
légère tendance à l'augmentation des valeurs de la deuxième composante et de la TSM,
pourrait impliquer une tendance du FIT à migrer de moins en moins vers le Nord.
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*Synthèse des deux premières composantes
Afin d'expliquer la variabilité interannuelle des précipitations pour chaque zone, nous avons
construit deux modèles linéaires multivariés, l'un à partir des deux composantes principales,
l'autre à partir de la DTSO et de la TSM. Avant tout, il faut être conscient que la qualité des
modèles est limitée par l'échelle de temps utilisée. En travaillant à l'échelle mensuelle nous
aurions probablement pu améliorer ces résultats, mais il aurait fallu remédier au problème
classique de la non linéarité des échelles spatio-temporelles. Les pourcentages de variance
expliquée obtenus avec les 2 modèles pour chacune des zones sont présentés dans le tableau ci-
dessous. Lorsqu'un modèle linéaire simple est plus explicatif (en raison du degré de liberté) que
le modèle multivarié, nous indiquons entre parenthèses la variable utilisée.
f(CP1 CP2) f(DTSO,TSM)
Zone 1 68% . 40% (DTSO)
Zone 2 80% 47%
Zone 3 78% 31 %(DTSO)
Zone 4 29% 10% (DTSO)
Zone 5 94% 70%
Zone 6 84% 71%
Zone 7 19% (CP2) 09%
Ainsi, l'essentiel de la variabilité peut être décrit à partir de deux composantes:
- Une composante d'abondance, traduisant l'intensité de la convection au sein du
FIT et la dynamique atmosphérique zonale de type Walker à l'échelle globale.
- Une composante de répartition, reflétant la migration du FIT et la dynamique
atmosphérique méridienne de type Hadley à l'échelle régionale (Atlantique, Afrique).
97
Ces deux composantes peuvent être approchées par des mesures de températures de surface
des océans. Ainsi, à partir des anomalies thermiques océaniques, nou& avons réussi à expliquer
jusqu'à 70% de la variabilité des précipitations au Sahel. Cela confinne bien le rôle primordial
des relations océans-atmosphère sur les précipitations de l'Afiique de l'Ouest et les
possibilités de prédiction offertes par la forte inertie thermique des océans. Des études
antérieures ont montré que les champs de température océanique sont plus corrélés avec les
pluies de mousson qu'avec les ligne de grains. Cela laisse supposer qu'à l'échelle mensuelle les
corrélations peuvent être améliorées.
Enfin, cette analyse permet d'affirmer que la sécheresse enregistrée à partir de 1970 est
essentiellement de type classe 6 ou 5 (type 1 pour Janicot, et type 3 pour Nicholson) et
qu'elle est surtout liée à un facteur global, le facteur régional n'ayant qu'un rôle
aggravant. En effet, on observe une différence nette entre les périodes avant et après 1970,
uniquement sur la première composante. Or, celle-ci est fortement liée à la structure dipolaire
interhémisphérique des températures de surface des océans à l'échelle mondiale et son influence
s'étend sur l'ensemble de la zone. Il s'agit donc bien d'un facteur global certainement en
relation avec les échanges énergétiques interhémisphèriques par l'intermédiaire de la
dynamique atmosphérique zonale de type Walker.
Il serait tentant de relier ce facteur global à des phénomènes anthropogéniques modifiant les
bilans énergétiques tel que la désertification et l'augmentation des gaz à effet de serre, mais les
observations de Folland et al. (I986) interdisent une association aussi directe. En effet, il
montre qu'une anomalie négative de la variable DTSO associée à un Sahel sec est déjà
survenue entre 1901 et 1925. Une telle anomalie n'est donc pas extraordinaire. Par contre, on
note que la persistance de celle-ci n'a pas d'équivalent. Ainsi, pour mieux comprendre la
sécheresse des dernières décennies, il faudrait étudier plus en profondeur les facteurs
conditionnant la différence de température interhémisphérique des océans à l'échelle mondiale.
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3.3.4 Conclusions de l'analyse des vecteurs annuels
L'analyse des vecteurs annuels siest révélée très enrichissante:
- Nous avons pu préciser de manière objective les différents champs d'anomalies mis en
évidence par Janicot (1989, 1992) et Nicholson (1986) et les années qui leur sont associées. Il
est notamment apparu des situations intermédiaires et des limites dans la répartition des
précipitations beaucoup plus complexes qu'elles ne l'avaient été décrites jusqu'à présent.
- Nous avons montré que l'essentiel (jusqu'a 94%) de la variabilité interannuelle des
précipitations sur les zones prédéfinies s'expliquait à partir de deux composantes:
*une composante globale, constituant un indice quantitatif pour l'ensemble de la
zone, certainement en r~lation avec l'intensité de la convection au sein du FIT et la
dynamique atmosphérique zonale de type Walker à l'échelle mondiale.
*une composante régionale, constituant un indice de répartition, certainement en
relation avec la dynamique atmosphérique méridienne de type Hadley au niveau de
l'Afrique (la migration du FIT) et les hautes pressions au-dessus de l'Atlantique.
- Nous avons confirmé le rôle primordial des relations océan-atmosphère sur les précipitations
de l'Afrique de l'Ouest, en montrant que les deux composantes pouvaient être approchées par
des mesures de températures de surface des océans à l'échelle mondiale et régionale.
- Enfin, la rupture entre les périodes avant et après 1970 ne s'observant que sur la première
composante, nous démontrons que la sécheresse des dernières décennies affecte l'ensemble de
la zone et qu'elle est probablement due à un facteur global traduisant la circulation
atmosphérique générale des basses latitudes.
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3.4 Analyse spécifique de la répartition des précipitations
Pour clore cette étude, nous avons tenté d'analyser de manière spécifique la répartition des
précipitations, c'est-à-dire la deuxième composante de la variabilité spatio-temporelle définie
précédemment.
Pour ce faire, nous avons suivi une idée originale de M. Le Barbé qui nous a conduit à définir
de nouvelles variables avant de les introduire dans l'algorithme de CAR.
3.4.1 Les nouvelles variables de répartition
Afin de prendre en compte uniquement la répartition des précipitation, nous devons soustraire
de notre information l'aspect 'quantitatif représenté par la première composante ou la moyenne
globale sur l'ensemble de la zone d'étude.
Nous allons donc travailler sur des variables représentant, pour chaque région et pour chaque
année, la proportion du volume reçu par l'unité climatique par rapport à celui tombé sur
l'ensemble de la zone d'étude, pour l'année considérée.
La figure 3.17 présente la répartition moyenne des précipitations sur la zone d'étude, en
volume (km3) et en proportion (°/00).
Il apparaît très nettement que les reglons n'ont plus le même poids, mais qu'elles sont










Figure 3.17: Répartition moyenne des précipitation sur la zone d'étude en volume (km3) et entre
parenthèses, en proportion (°/00)
3.4.2 Classification Ascendante Hiérarchisée des 39 années
en fonction de la répartition des précipitations
Les résultats de la CAH sont présentés figure 3.18. Nous avons dû choisir une partition en Il
classes pour limiter la somme des inerties intra-classes à 52%. Cela traduit une forte dispersion
de notre population et donc l'instabilité des champs de répartition. Il apparaît également que les
années 1958, 1972, et 1983 sont particulières puisqu'elles constituent des classes à elles seules.
Pour représenter avec plus de précision les barycentres des différentes classes nous avons
utilisé les données sur les 897 stations. Nous avons calculé pour chaque année-station le
rapport entre la valeur observée et la moyenne de l'année considérée sur l'ensemble de la zone,
puis nous avons centré ces nouvelles valeurs par rapport à leur moyenne interannuelle. Ainsi,
les isovaleurs représentent des écarts relatifs par rapport à la proportion moyenne.
La figure 3.19 expose les barycentres des Il classes. Pour plus de clarté, l'intensité des
anomalies positives est représentée par un dégradé de bleu et les négatives par un dégradé de
rouge.
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Figure 3.19: Représentation cartographique des barycentres des Il
classes définies par la CAH des 39 années en fonction de la répartition
des précipitations. On définit ainsi Il champs d'anomalies de répartitions
et les années qui leur sont associées. Les isovaleurs représentent les
écarts relatifs par rapport à la proportion moyenne. Les anomalies positives
sont représentées en bleu et les négatives en rouge (c.r échelle des couleurs).
(Tracé par SURFER)
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Ci-dessous, nous commentons les différentes classes, mais en nous contentant de la description
des traits majeurs de la répartition en raison des limites de validité de çes résultats (cf. 3.4.3).
*Classe 1: 51 67
Ces deux années se caractérisent grossièrement par des anomalies positives au-dessus de 1QON,
et négatives en dessous. Les extrêmes négatifs se situent sur les côtes en dessous de 1QON et
dans l'hémisphère Sud, les maximums positifs se localisent au Nord-Ouest.
*Classe 2: 545556 5759606263 64686974
Il s'agit de la répartition la plus fréquente, ce qui explique une situation proche de la moyenne.
Le champ des anomalies se rapproche de celui mis en évidence par la deuxième composante
lors de l'analyse des vecteurs annuels.
En effet, on observe des anomalies positives au niveau de la zone 3 qui s'étendent jusqu'aux
monts de Guinée ainsi qu'au niveau de l'Angola et des régions côtières de l'hémisphère Sud.
Les anomalies négatives sont essentiellement concentrées sur le Mont Cameroun et au niveau
de la partie équatoriale entre 50 S et SON. Par contre, au-dessus de lQoN, elles sont négligeables
et la situation est quasi moyenne.
*Classe 3: 58
L'année 1958 se caractérise par une situation opposée à la classe 2. Mais les limites entre les
valeurs positives et négatives sont différentes et le champ d'anomalies est beaucoup plus
contrasté par rapport à la situation inverse. En effet, les anomalies négatives de la zone 3 sont
divisées par une zone positive qui s'étend jusqu'à la côte de la Côte d'Ivoire, et celles de
l'hémisphère Sud sont plus marquées et se répandent moins au Sud. On remarque également de
fortes valeurs positives au Nord du Sénégal.
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* Classe 4: 65 78
Ces deux années se distinguent par des anomalies positives sur les regIons côtières de
l'équateur à 15°N, ainsi qu'en Angola. Les valeurs négatives sont concentrées à l'extrême Nord
et au Sud-Est du Zaïre.
* Classe 5: 52 81
Cette classe se rapproche de la classe 3, c'est-à-dire de la situation opposée à la classe 2.
En effet, on observe des anomalies positives au niveau du Mont Cameroun, au Nord du
Sénégal, et à l'Est de la zone d'étude. La zone 3 présente bien des valeurs négatives mais qui
s'étendent jusqu'à l'Adamaoua et au Sud du Sahel. Aussi les anomalies négatives de
l'hémisphère Sud sont plus concentrées à l'Est et au Sud par rapport à la classe 3.
* Classe 6: 72
On constate pour cette année particulière, des anomalies positives uniquement concentrées au
Sud de 1QON mais avec des régions côtières déficitaires. Les anomalies négatives se localisent
donc au Nord de la zone d'étude et elles sont le plus marquées sur les côtes. Ainsi, on se
rapproche d'une situation opposée à la classe 1.
*Classe 7: 5361 77
Cette classe se caractérise par des anomalies positives à l'Est de QOE et sur les côtes entre SON
et 15°N. les valeurs négatives sont concentrées sur les côtes de la zone 3 et à l'extrême Nord-
Ouest.
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*Classe 8: 71 73 76 82 87
Cette classe se rapproche de la situation opposée à la classe 7.
En effet, la localisation des anomalies négatives correspond à celle des anomalies positives de
la classe 7. Les valeurs positives se situent au niveau des côtes de la zone 3 jusqu'au Sud du
Mont Cameroun. Par contre, elles sont très peu prononcées à l'extrême Nord-Ouest.
*Classe 9: 83
Cette année particulière se distingue par des anomalies positives essentiellement concentrées
dans la partie équatoriale entre SOS et SON. Les anomalies négatives sont les plus marquées au
niveau des côtes de la zone 3, de l'Angola et du Nord Sénégal.
*Classe 10: 66708485 8688
Cette classe représente d'une manière assez nette la situation opposée à la classe 4. En effet,
on distingue de fortes anomalies négatives sur les régions côtières de l'équateur à 15°N, ainsi
qu'en Angola. Les valeurs positives sont essentiellement concentrées à l'extrême Nord et au
Sud-Est du Zaïre.
*Classe 11: 75 798089
Elle constitue une situation très contrastée, proche de la classe 2 et donc opposée aux classes
3 et 5.
En effet, on remarque des anomalies positives sur la zone 3 et au Sud-Ouest et des valeurs
négatives sur le Mont Cameroun et le reste de la zone d'étude. Il y a toutefois des différences
avec la classe 2; Les anomalies du Sud-Ouest sont plus marquées et s'étendent plus vers l'Est,
et celles de la zone 3 sont moins prononcées. Les anomalies négatives sont plus marquées sur
le Mont Cameroun et au dessus de 10oN.
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3.4.3 Critique de l'Analyse
D'après les commentaires énoncés ci-dessus, il apparaît que la CAH n'est pas très adaptée à la
description des différents champs de répartition. En effet, les classes Il et 2 représentent des
situations relativement proches, pourtant elles sont très éloignées sur le dendrogramme. De
même, les classes 7 et 8 décrivent des situations opposées, pourtant elles se regroupent
rapidement dans une même classe.
On peut penser qu'il y a plusieurs explications à ces résultats:
- Les régions équatoriales à grande superficie (szaire, brazza, bateke, czaire) ont un poids
considérable et conditionnent l'ensemble de la classification. Leur poids est dans un sens
justifié, mais leur grande superficie limite la précision de l'information et par conséquent celle
de toute la CAH. C'est également pour cette raison que l'analyse en composantes principales
est inutile.
- Il Y a presque un décalage d'une année entre l'origine (flux de mousson principalement) des
pluies observées à l'extrême Nord et celles relevées à l'extrême Sud. Ceci n'est pas très
cohérent avec l'analyse de la répartition des précipitations.
- Les variables n'étant pas normées par les moyennes interannuelles des régions auxquelles elles
se rattachent, deux unités climatiques voisines peuvent être décrites par des variables très
différentes. Il n'y a donc aucune notion de distance dans notre matrice de données puisque la
classification est uniquement fondée sur la somme des inerties intra-classes.
Par conséquent, pour améliorer nos résultats il faudrait:
- Travailler sur des unités climatiques de taille réduite et de même superficie ou utiliser des
données interpolées en points grille.
- Limiter notre zone d'étude à l'hémisphère Nord.
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- Utiliser une matrice des distances prenant en compte la notion de proximité entre les
observations.
Malheureusement, le temps dont nous disposions ne nous a pas pennis de reprendre notre
analyse.
3.4.4 Conclusion de l'analyse spécifique de la répartition de précipitations.
Malgré les limites de cette analyse, nous pouvons mettre en évidence trois grandes structures
de répartition des précipitations, exposées par la figure 3.20.
Les 2 couleurs traduisent des anomalies de signe opposé, d'autant plus marquées que
l'intensité des couleur est forte. Ainsi, les zones en vert correspondent à des anomalies
positives si les zones en mauve désignent des valeurs négatives, et vice-versa. Une couleur
intense traduit une zone d'anomalie forte et/ou stable.
- La structure 1 décrit les classes 2 et Il auxquelles s'opposent les classes 3 et 5. Il s'agit de la
structure la plus fréquente puisque qu'elle concerne 49% des années étudiées C'est pourquoi,
elle se rapproche du type de répartition mis en évidence par la deuxième composante lors de
l'analyse des vecteurs annuels. Cette structure oppose la zone 3 et le Sud-Ouest, au Mont
Cameroun et au reste du domaine étudié.
- La structure 2 permet de décrire les classes 7 et 8. Elle représente 20.5% des années
étudiées. Le champ des anomalies oppose surtout les côtes de la zone 3 à partir de l'Est des
monts de Guinée jusqu'au Mont Cameroun, au Sud-Ouest, aux régions côtières comprises
entre 5 et 1SON et à la partie Est du domaine d'investigation..
- La structure 3 représente les classes 4 et 10. Elle concerne également 20.5% des années
étudiées. Elle oppose les régions côtières de la Gambie au Mont Cameroun en passant par la
Guinée ainsi que le Sud de l'Angola, à l'extrême Nord et Est de la zone d'étude et au Sud-Est
du Zaïre.
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III
Lors de l'analyse des vecteurs annuels, nous avons pu mettre en relation la structure 1 avec
l'intensité de l'upwelling équatorial. Mais la compréhension des facteurs régissant les structures
de type 2 et 3 nécessiterait une étude climatologique plus approfondie que nous n'avions pas
les moyens d'entreprendre. On pense notamment aux upwellings côtiers du Golfe de Guinée.
Enfin, si on se concentre sur les années présentant des anomalies négatives au niveau de la
frange sahélienne, on ne peut pas établir de prédominance pour les années postérieures à 1970.
Par conséquent, la sécheresse enregistrée au Sahel n'est certainement pas liée à une
modification quelconque du champ de répartition des précipitations. Cela confirme nos
conclusions précédentes.
3.5 Conclusions
A partir des 44 vecteurs régionaux, représentatifs de l'ensemble de l'information contenue dans
897 stations pluviométriques d'Afrique de l'Ouest et Centrale, et des méthodes classiques de
l'analyse de données (ACP, CAH), nous avons:
- Confinné, tout en précisant, les régionalisations de Dubreuil et al (1972), Janicot (1989,.
1992), et Mahé (1992). Sur chacune des 7 zones climatiques définies, nous avons construit un
vecteur moyen constituant certainement l'indice pluviométrique le plus représentatif du
domaine considéré.
- Précisé de manière objective les différents champs d'anomalies mis en évidence par Janicot
(1985,1989,1992) et Nicholson (1986), ainsi que les années qui leurs sont associées. Les
situations sont apparues plus complexe qu'elles ne l'avaient été décrites jusqu'à présent.
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- Montré que la variabilité interannuelle des précipitations s'explique par une composante
globale, constituant un indice quantitatif traduisant certainement la dynamique atmosphérique
zonale des basses latitudes (Janicot, 1992), et par une composante régionale, constituant un
indice de répartition représentatif de la dynamique atmosphérique méridienne au dessus de
l'Atlantique et de l'Afrique. En outre, nous avons mis en évidence des relations significatives
entre ces deux composantes et des mesures de températures au niveau des océans à l'échelle
mondiale et régionale.
- Défini trois grandes structures de répartition des précipitations sur la zone d'étude. Mais ces
résultats demandent à être confirmés puis analysés.
- Démontré que la sécheresse enregistrée à partir de 1970 ne se limite pas au Sahel mais affecte
l'ensemble des régions soumises au flux de mousson, et qu'elle est probablement en relation
avec un facteur global traduisant la circulation atmosphérique zonale des basses latitudes, le
facteur régional n'ayant qu'un rôle aggravant.
Ainsi, les vecteurs régionaux (et annuels) se sont révélés être très efficaces pour l'analyse
spatio-temporelle des fluctuations climatiques à grande échelle. Mais il faut être prudent, car
leur efficacité dépend étroitement de la quantité et de la qualité de l'information disponible, de.





Cette étude a bien répondu à son double objectif:
- Elle a pennis d'évaluer les capacités de synthèse de l'information offerte par la
méthode MVR, et elle a mis en évidence de nouvelles possibilités d'exploitation des
vecteurs régionaux pour l'analyse de données et l'étude à grande échelle de la
variabilité des champs pluviométriques annuels.
- Elle a contribué à l'amélioration des connaissances concernant la sécheresse
observée depuis les années 1970 en Afrique de J'Ouest et Centrale, et les
fluctuations spatio-temporelles des précipitations liées à Ja mousson africaine.
•••
A propos de la méthode MVR, nos conclusions sont plutôt posItives. Diverses analyses
statistiques ont été effectuées afin d'évaluer la représentativité synthétique des vecteurs
régionaux. Tous les résultats tendent à justifier leur utilisation comme outil de synthèse. Mais
surtout, ils se sont avérés très efficace lors de l'étude de la variabilité spatio-temporelle des
précipitations.
Par conséquent, on peut recommander J'utilisation des vecteurs régionaux pour caractériser
l'évolution interannuelle des précipitations à J'intérieur des unités climatiques et pour effectuer
des analyses objectives des fluctuations climatiques à grande échelle. Mais il ne faut pas oublier
que Jeur efficacité est conditionnée par la quantité et la qualité de l'information disponible ainsi
que par la rigueur du découpage en unités climatiques.
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Cependant, on peut regretter le manque d'infonnation concernant le test de pseudo-
proportionnalité, l'estimateur des modes et sa validation. D'ailleurs, cette étude met
sérieusement en doute la fiabilité du test de pseudo-proportionnalité proposé par Riez. Aussi,
afin d'augmenter l'objectivité de la méthode, il serait souhaitable d'élaborer un nouveau test
plus pertinent qui permettrait en outre le regroupement automatique des stations
pluviométriques en régions homogènes.
•••
Concernant l'analyse de la variabilité spatio-temporelle des précipitations, les résultats ont
dépassé nos espérances. En effet, nous avons réussi à effectuer une zonation objective du
domaine d'investigation, qui confirme les régionalisations antérieures plus subjectives et précise
les résultats de Janicot (1989, 1992). Nous avons également défini les champs d'anomalies les
plus fréquents et les années qui leur sont associées, là aussi avec une objectivité et un degré de
précision remarquable. De plus, nous avons montré que l'essentiel de la variabilité interannüelle
des précipitations s'explique par une composante d'abondance, certainement en relation avec
l'intensité de la convection au sein du FIT et la circulation atmosphérique zonale de type
Walker, et par une composante de répartition, probablement liée à la migration du FIT et à la
circulation méridienne de type Hadley au dessus de l'Atlantique et de l'Afrique.
Les conclusions majeures de cette étude sont issues de l'analyse de ces deux composantes
principales. En effet, nous avons pu établir un coefficient de corrélation de 0.83 entre la
composante quantitative représentative de la tendance globalement excédentaire ou déficitaire
et la différence interhémisphérique de température de surface des océans à l'échelle mondiale,
fournie par Folland et al. (1986). Ceci montre bien que cette composante traduit un facteur
global certainement en relation avec les échanges énergétiques interhémisphériques par
l'intennédiaire de la circulation divergente zonale des basses latitudes.
Nous avons également réussi à établir un coefficient de corrélation significatif entre la
composante de répartition, traduisant la structure dipolaire autour de 100 N des cumuls annuels,
et les températures de surface de la mer au niveau de l'upwelling équatorial Atlantique (Mahé
et al. 1990). Cette observation indique que la composante de répartition est essentiellement liée
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à un facteur régional en relation avec l'intensité de l'upwelling et son impact sur la migration du
FIT.
Ainsi, on confirme les conclusions de Janicot (1990, 1992), Fontaine (1989, 1993) et
Nicholson {l986)~ il Ya bien deux types de sécheresses au Sahel:
- Une sécheresse généralisée sur l'ensemble de l'Afrique de l'Ouest, décrite par la
première composante.
- Une sécheresse essentiellement localisée au Sahel avec une tendance excédentaire
au Sud de lOoN, décrite par la deuxième composante, qui d'ailleurs nous a permis
de préciser les limites de cette structure dipolaire.
Cependant, la présence d'une rupture entre la période avant et après 1970 ne s'observant que
sur la première composante, nous pouvons affirmer que la sécheresse enregistrée depuis
1970 est essentiellement du premier type et donc en relation avec un facteur global.
Ainsi, le facteur régional de répartition n'a qu'un rôle aggravant. L'analyse spécifique de la
répartition des précipitations nous a permis de confirmer cette conclusion.
•••
Les vecteurs régionaux ont donc été d'une efficacité remarquable pour décrire les variations de
la pluviométrie annuelle de l'Afrique de l'Ouest et Centrale, sur la période 1951-1989. Il serait
maintenant très intéressant de reprendre cette étude à l'échelle mensuelle. On pourrait ainsi
évaluer l'efficacité des vecteurs à une échelle plus fine, confirmer et approfondir notre analyse
et peut être élaborer un modèle prédictif à partir de données de température de surface des
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