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$minim_{n}izex\in R f(x)$ ,
(1)
subject to $g(x)=0,$ $X(x)\succeq 0$
$f$ : $R^{n}arrow R,$ $g$ : $R^{n}arrow R^{m},$ $X$ : $R^{n}arrow S^{d}$
$S^{d}$ $d$ $X(x)\succeq 0(X(x)\succ 0)$













$\nabla_{x}L(w)=0, g(x)=0, X(x)\circ Z=0,$
(2)
$X(x)\succeq 0, Z\succeq 0$
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$L(w)\equiv f(x)-g(x)^{T}y-$ svec$(X(x))^{T}svec(Z)$ , $X(x) \circ Z\equiv\frac{X(x)Z+ZX(x)}{2}$
svec $(U)=[U_{11}, \sqrt{2}U_{21}, \ldots, \sqrt{2}U_{d1}, U_{22}, \sqrt{2}U_{32}, \ldots, \sqrt{2}U_{d2}, U_{33}, \ldots, U_{dd}]^{T},$ $(U\in S^{d})$
$L$ $y\in R^{m},$ $Z\in S^{d}$ $g(x)=0,$ $X(x)\succeq 0$
$W=$ [$x,$ $y$ , svec $(Z)$ ] $\in R^{l},$ $l \equiv n+m+\frac{d(d+1)}{2}$
$\mu>0,$ $\kappa\in[0, \infty)$ KKT
$r_{\kappa}(w, \mu)\equiv\{\begin{array}{l}\nabla_{x}L(w)g(x)+\kappa\mu yX(x)\circ Z-\mu I\end{array}\}=\{\begin{array}{l}000\end{array}\}, X(x)\succ O, Z\succ O$ (3)
$\kappa=0$ (3) KKT $\kappa=1$ KKT
$X(x)\succ 0,$ $Z\succ O$
KKT
(3)
$\{\begin{array}{lll}\nabla_{xx}^{2}L(w) -J_{g}(x) -A(x)J_{g}(x) \kappa\mu I 0(Z\bigotimes_{S}I)A(x) 0 (X\bigotimes_{S}I)\end{array}\}\{\begin{array}{l}\triangle x\triangle ysvec(\triangle Z)\end{array}\}=\{\begin{array}{l}-\nabla_{x}L(w)-g(x)-\kappa\mu ysvec\mu I-XZ\fcircle\end{array}\}$ (4)
$J_{g}$ $g$
$A(x)\equiv[svec(A_{1}(x)),$ $\ldots$ , svec $(A_{n}(x))],$
$A_{i}(x) \equiv\frac{\partial}{\partial x_{i}}X(x) , i=1, \ldots, n$
KKT (3)
Algorithm 1
Step $0.$ $\epsilon>0,$ $\kappa\geq 0$ $0<\tau<1$ $w_{0}=[X_{0,y_{0},Z_{0}]}$ $k=0$
Step 1. $\Vert r_{\kappa}(w_{k}, 0)\Vert\leq\epsilon$
Step 2. $\mu_{k}=\Vert r_{\kappa}(w_{k}, 0)\Vert^{1+\mathcal{T}}$ (4) $\triangle w_{k}$ $w_{k+1}=$
$w_{k}+\triangle w_{k}$





KKT (2) (KKT ) $w^{*}=$ [$x^{*},$ $y^{*}$ , svec $(Z^{*})$ ]
(4) $M(w, \mu)$ $M(w, \mu)=M_{0}(w)+\kappa\mu M_{I}$
$M_{0}(w)\equiv\{\begin{array}{lll}\nabla_{xx}^{2}L(w) -J_{g}(x) -A(x)J_{g}(x) 0 0(Z\bigotimes_{S}I)A(x) 0 (X\bigotimes_{S}I)\end{array}\}, M_{I}\equiv\{\begin{array}{lll}0 0 00 I_{m} 00 0 0\end{array}\}$
$I_{m}$ $m\cross m$ Algorithm 1
( 1) $v_{L}>0$ $M_{0}(w)$ $\mathcal{V}_{L}\equiv\{w\in R^{l}|\Vert w-w^{*}\Vert\leq\nu_{L}\}$




( 1) $W_{1},$ $W_{2}\in \mathcal{V}_{L}$ $L_{M}$
$\Vert M_{0}(w_{1})-M_{0}(w_{2})\Vert\leq L_{M}\Vert w_{1}-w_{2}\Vert$
[1,3]
Lemma 1 [1, $3J$ ( 1) $w_{1},$ $w_{2}\in \mathcal{V}_{L},$ $\mu\geq 0$
$\Vert r_{\kappa}(w_{1}, \mu)-r_{\kappa}(w_{2}, \mu)-M(w_{2}, \mu)(w_{1}-w_{2})\Vert\leq L_{M}\Vert w_{1}-w_{2}\Vert^{2}$
$L_{r}$
$\Vert r_{\kappa}(w_{1}, \mu)-r_{\kappa}(w_{2}, \mu)\Vert\leq L_{r}\Vert w_{1}-w_{2}\Vert$
( 2)-( 4) $M_{0}(w^{*})$
Theorem 1 $[4J$ ( 2) 4) $M_{0}(w^{*})$
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Theorem 1 Lemma
Lemma 2 [41 ( 2) 4) $[0, \gamma]$
$\overline{w}(\mu)=[\overline{x}(\mu),\overline{y}(\mu)$ , svec $(\overline{Z}(\mu))]\in R^{l}$
$\overline{w}(0)=w^{*},$ $r_{\kappa}(\overline{w}(\mu), \mu)=0$ for $any\mu\in[0, \gamma],$
$X(\overline{x}(\mu))\succ 0,$ $\overline{Z}(\mu)\succ 0$ for any $\mu\in(O, \gamma]$
$\{\overline{w}(\mu)|\mu\in[0, \gamma]\}$ Theorem 1 (
2)-( 4) $M_{0}(w^{*})$ $\epsilon\in(0,1)$
$G$
$\Vert G-M_{0}(w^{*})\Vert_{F}<\epsilon$
$M_{0}(w)$ $\Vert w-w^{*}\Vert\leq v_{M}$
$\Vert M_{0}(w)-M_{0}(w^{*})\Vert_{F}\leq\frac{1}{3}\epsilon$
$v_{M}$ $\nu_{L}$ $w^{*}$ $\mathcal{V}$
$\mathcal{V}\equiv\{w\in R^{l}|\Vert w-w^{*}\Vert\leq v\equiv\min\{v_{M}, \nu_{L}\}\}$
(4) $M(w, \mu)$
Lemma 3 ( 2) 4) $w\in \mathcal{V},$ $\mu\in[0, s]$
$M(w, \mu)$
$s \equiv\frac{\epsilon}{6(\kappa+1)\sqrt{m}}$
Lemma 3 $\mathcal{V},$ $[0, s]$
$U_{M} \equiv\sup_{w\in \mathcal{V},\mu\in[0,s]}\Vert M(w, \mu)^{-1}\Vert_{F}, U_{y}\equiv\sup_{w\in \mathcal{V}}\Vert y\Vert^{2}$
$\mathcal{V}$
$\mathcal{N}(\mu)\equiv\{w\in \mathcal{V}|\Vert r_{\kappa}(w, \mu)\Vert\leq\alpha\mu, X(x)\succ 0, Z\succ 0\}$




$U_{w}( \theta)\equiv \sup \Vert w-\overline{w}(\mu)\Vert$
$w\in\Theta_{1}(\theta),\mu\in[0,\theta]$
$tarrow 0$ $U_{w}(t)arrow 0$ $\theta_{0}$
$L_{M}U_{M}U_{w}( \theta_{0})=\frac{2}{3}$
Lemma 4 ( 1)-( 4) $\theta$ $0\leq\theta\leq\theta_{1},$ $\theta_{1}\equiv\min\{\gamma, s, \theta_{0}\}$
$w\in\Theta(\theta),$ $\mu\in[0, \theta]$
$\Vert w-\overline{w}(\mu)\Vert\leq U_{r}\Vert r_{\kappa}(w, \mu)\Vert$
$U_{r}$
$\theta$ Algorithm 1 $\Theta(\theta)$
Lemma 5 ( 1)-( 4) Algorithm 1
$\{w_{k}\}$ $\{\mu_{k}\}$
$w_{k}\in \mathcal{N}(\mu_{k-1})\subset\Theta(\tilde{\theta}) k=1,2, \ldots$
$\mu_{0}<\theta, 0\leq\mu_{k}\leq c\mu_{k-1} k=1,2, \ldots$
$\tilde{\theta}\equiv\min\{\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\}$
$\theta_{2}\equiv[\frac{2}{3(\alpha+\sqrt{\kappa U_{y}+d})^{1+\tau}}]^{\tau}1 \theta_{3}\equiv[\frac{\nu}{U_{r}+U_{M}(1+\sqrt{\kappa U_{y}+d})}]^{1+\tau}$
$\theta_{4}\equiv[\frac{\alpha}{L_{M}U_{M}^{2}(1+\sqrt{\kappa U_{y}+d})^{2}}]^{\overline{1}-\tau}1\pm\tau c\equiv(\alpha+\sqrt{\kappa U_{y}+d})^{1+\tau}\theta^{\tau}$
Lemma 5 $w_{0}\in\Theta(\tilde{\theta})$ Algorithm 1
$w_{k}\in\Theta(\tilde{\theta}),$ $k=1,2,$ $\ldots$ Algorithm 1
Theorem 2 ( 1)-( 4) $w_{0}\in\Theta_{2}(\tilde{\theta})$




Algorithm 1 KKT [4] KKT [2]
KKT
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