Ion implantation continues being the dominant technique to introduce dopants in Si devices. With the device feature size in the nanometer scale, the accurate and detailed description of as-implanted dopant and damage profiles is becoming key as advanced annealing techniques are almost diffusionless. The demanding requirements for ultrashallow junction formation are stimulating the development of improved and detailed models for molecular implants and for the kinetics of amorphous damage. Additional challenges arise in the doping of advanced architectures, such as fin field effect transistors, because the introduction of highly tilted ions is quite inefficient and, in addition, the regrowth of amorphous regions in narrow structures is hampered by the slow regrowth at free interfaces and ͕111͖ planes. Atomistic simulations play a relevant role to provide the understanding for the development of simplified physically based models computationally more efficient.
I. INTRODUCTION
As devices are scaled down, it is becoming more and more challenging to keep a good control of short channel effects ͑SCEs͒ with simultaneous high drive currents and low off-state leakage.
1 At the junction level, the need to control SCE has motivated the progressive reduction in junction depth at the source and drain ͑S/D͒ extensions. Junctions are generally formed by ion implantation as this is a conventional and well established technique. The formation of ultrashallow junctions is particularly challenging in the case of B because its low mass demands the use of ultralow energy implants. Molecular implants with B 18 H 22 ions have proven to be advantageous for ultrashallow junction formation because higher extraction energy can be used while the effective energy per B ion is scaled by the number of B atoms in the molecule. 2 In addition, the damage created by this heavy molecule causes self-amorphization, saving the preamorphization implant step required when monoatomic B is used to take advantage of solid-phase epitaxial regrowth ͑SPER͒. The maximization of drive current for higher switching speed demands a minimization of access resistance. This requirement has driven the development of strain technologies to enhance carrier mobility 3 and the use of SPER and millisecond anneals to achieve maximum dopant activation with minimal diffusion. 4 However, the presence of residual defects after regrowth is a pressing concern as they can cause additional leakage, limiting low power applications. The removal of these defects generally requires high thermal budgets, which causes the spreading of the junction depth, and therefore, deteriorates SCE control. The difficult trade-off between shallow junction formation, maximum dopant activation, and defect removal becomes more and more challenging as the gate length is reduced further in each technology node. 1 To be able to maintain a good SCE control while fulfilling other device requirements, the International Technology Roadmap for Semiconductors foresees a transition from traditional planar silicon metal oxide semiconductor ͑MOS͒ field effect transistors to ultrathin-body fully depleted MOS devices in the near future and to alternative device architectures, such as fin field effect transistors ͑FinFETs͒, at the 22 nm node and beyond. 1 The incorporation of materials with very high carrier mobility, such as Ge and III-V compounds, to substitute Si in the channel of advanced device architectures is being considered for further technologies.
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The goal of process modeling is to provide physical understanding and simulation tools to help the development and optimization of device fabrication. Therefore, the trends in device technology drive the requirements for process modeling. ͑i͒ The continuous reduction in feature size in the devices is demanding improved models so that small variations in the dopant profiles can be accurately predicted. Kinetic Monte Carlo ͑KMC͒ methods are starting to play a more relevant role as they can reach actual device dimensions and time scales typical of actual processes. ͑ii͒ For new device architectures, it is necessary to assess existing processes and probably develop new ones to address new issues that arise in nonplanar structures. ͑iii͒ The incorporation of other materials, such as Ge or III-V compounds, to substitute Si in the channel, is promoting a number of studies to establish models and parameters that describe accurately the behavior of dopants and defects in these materials during process integration in nanometer scale high speed logic devices.
For the models to be able to fulfill their goal, they should be physically based and computationally efficient. Theory and dedicated experiments provide information about fundamental mechanisms and parameters. However, the resulting models may be computationally too expensive to be effec-tively used for device optimization. Empirical approaches and fitting are sometimes used to develop simplified models that are computationally efficient and accurate, at least within a limited and relevant range of process parameters. Simplified models can also be extracted from the understanding of the most relevant mechanisms that take place through a multiscale approach. 6 Ab initio methods are parameter free and include the quantum description of the atomic system, but due to its huge computational load, only a few atoms ͑64-216͒ are typically included in the simulations. Classical molecular dynamics ͑MD͒ describes the dynamics of the atoms based on empirical classical potentials. Although the Si-Si interaction is reasonably well described by empirical potentials, [7] [8] [9] no good empirical classical potentials have been established to capture the interaction between Si and impurities. Typical simulation cells include between 10 3 and 10 6 atoms, but this technique is very time consuming for simulation times above 1 ps. It is useful to extract mechanisms and atomic parameters that can be used in the other less detailed techniques. Atomistic simulations that reach sizes typical of actual devices ͑10-100 nm͒ can be performed with KMC models. Their main drawback is the large number of atomistic parameters that must be specified, most of which are difficult to extract. Continuum models are based on the resolution of partial differential equations. They are the mainstream in process simulation because they incorporate many coupled processes ͑implantation, anneals, stress, oxidation, deposition steps, etc.͒ by using efficient simplified models.
In this article, we will provide an overview of the present status of ion implantation and annealing modeling, with special emphasis on atomistic models. By using atomistic simulation techniques, we will also address relevant doping issues that arise in nonplanar geometries.
II. MODELING OF ION IMPLANTATION AND ANNEALING
Ion implantation remains the stronger candidate as a mean to introduce dopants because it allows a good control of the dopant profile. However, the demanding requirements to form ultrashallow junctions are bringing about new issues. Molecular implants are being considered as a way to introduce dopant atoms very close to the surface.
2 Implants at temperatures well below room temperature or at elevated temperatures are being investigated to minimize residual damage. 10 As the device dimensions are reduced and millisecond anneals are almost diffusionless, an accurate prediction of the as-implanted dopant and damage profiles is becoming more relevant. Traditionally, the emphasis lied on the dopant profile since for nonamorphizing implants the "ϩ1 model"
11 or "+n model" 12 were assumed for defects. However, the use of amorphizing implants followed by SPER calls for improved models for damage accumulation including damage kinetics, amorphization, and regrowth.
Although analytic functions are commonly used to describe one-dimensional dopant and damage profiles in fast continuum simulations, 13 the need to properly account for dopant fluctuations in small devices and the intrinsic twoand three-dimensional nature of advanced device architectures are demanding complex models to describe the implant profiles. 14 A good compromise between computer efficiency and detailed description is provided by binary collision approximation ͑BCA͒-based Monte Carlo ͑MC͒ simulators. [15] [16] [17] [18] [19] BCA assumes that the energetic atom only interacts with one target atom at the time, transferring to it some of its energy. If the target atom receives more energy than a threshold value ͑between 15 and 20 eV for Si͒, the atom is extracted from its lattice position, generating a Frenkel pair ͑Si interstitial and vacancy͒ and starting a new recoil. If the energy received by target atoms is lower than the threshold value, it is generally assumed to be lost to phonons. BCA-based MC simulators properly calibrated give very accurate description of dopant profiles and an acceptable description of atomistic damage created by light ions. However, for heavy and molecular ions, the complexity of the generated damage is not properly described by these traditional models. 20 Other BCA-based MC simulators only follow the trajectory of incoming ions but not that of the recoils providing the atomic position of ions but a statistical, rather than atomistic, approach of the generated damage based on Kinchin-Pease models. 21 The detailed damage description provided by MD can be used to understand the mechanisms involved in damage generation 20, 22, 23 and to set the basis for simplified models. 24, 25 MD calculations indicate that, in the case of light ions, the interaction between energetic ions and target atoms is mostly ballistic, resulting in a dilute distribution of Si interstitials and vacancies and very small defect clusters, as shown in Fig. 1͑a͒ for a 0.5 keV B implant. However, the damage resulting from implants with heavy molecules, such as B 18 H 22 , is significantly different from that corresponding to the superposition of the damage generated by individual B cascades. For equivalent energy per B atom ͑0.5 eV͒, on FIG. 1. Molecular dynamics simulations of the damage generated by ͑a͒ 0.5 keV monatomic B cascade and ͑b͒ 9 keV ͑0.5 keV per B atom͒ molecular B 18 cascade.
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average, 32 atoms are displaced with respect to their lattice positions in the case of monoatomic B implants, while in the case of B 18 implants, each B atom produces, on average, 108 displaced Si atoms. In this case, the main damage generation mechanism is the local melting of the region where a high amount of energy is simultaneously deposited by the B atoms. 22 This mechanism causes a huge amorphous region ͑a-region͒ around the impact point, as shown in Fig. 1͑b͒ . These ideas derived from MD simulations have been used to develop an improved model using the BCA-MC approach. 24 The model takes into account the energy transfers below the threshold value to account for the damage generated through melting. The resulting damage is a function not only of the total deposited energy but also of the local number of atoms in which the energy is deposited. This approach provides an atomistic description of the damage generated by molecular implants, not available to the date, with only a small additional computational load compared to traditional BCA models. The simulated damage generated by B 18 implant using traditional BCA and improved BCA models are compared in Fig. 2 . While traditional BCA models only produces Si interstitials and vacancies corresponding to 18 overlapping B cascades, the improved BCA model generates significantly more damage at the center of the collision cascades, as it is predicted by MD simulations.
To describe the formation of a-regions, empirical approaches assume that the lattice becomes amorphous when the concentration of point defects ͑Si interstitials or vacancies͒ reaches a certain threshold, typically of the order of 2 ϫ 10 22 cm −3 . 26 This value is fitted by comparison with experimental results but it depends on ion mass, implant temperature and ion flux as a result of the dynamic annealing of the defects during the implantation. 27 The different annealing behaviors of the damage generated by different ions and the kinetics of crystalline to amorphous transition has been properly modeled using the bond defect or IV pair as the building block to describe the amorphous phase. 26 This defect, whose structure is represented in Fig. 3͑a͒ , is formed during ion implantation or by incomplete Si interstitial-vacancy recombination. It is assumed to recombine faster when it is surrounded by a larger number of Si atoms in crystalline lattice sites because these set a template for the lattice around the defect, favoring its recombination. The Arrhenius plot of the calculated average lifetime of isolated bond defects in a crystalline Si matrix and bond defects at an amorphous/ crystalline interface and at a free interface is shown in Fig.  3͑b͒ . It indicates that bond defects at interfaces recombine over two orders of magnitude slower than isolated IV pairs in bulk. This explains the formation of near-surface a-regions with B at fluency much lower than those required to amorphize the volume. 28 The damage generated by ultralow energy implants, even with B, can easily accumulate near the interface and extend from there. The slower recombination of bond defects at the interfaces has also consequences for the recrystallization of narrow Si layers, 29,30 as we will illustrate later in the case of FinFETs.
Physically based models that properly describe mechanisms involved in the evolution of dopants in amorphous Si ͑a-Si͒ are not as well developed as they are in crystalline Si ͑c-Si͒. The interaction between dopants and defects in c-Si to account for dopant enhanced diffusion and clustering is well understood and characterized, both at experimental and theoretical levels ͑see Ref. 31 for a review͒. Detailed and simplified models have been developed for most common dopants used in Si processing. The study of dopants and FIG. 2. Binary collision approximation-Monte Carlo based simulation of the damage generated by 18 simultaneous 0.5 keV B cascades using ͑a͒ classical atomistic damage model that generates Si interstitials and vacancies and ͑b͒ improved model that includes also the additional displaced atoms due to the energy transfers below the threshold value. FIG. 3. ͑a͒ Structure of the bond defect or IV pair. ͑b͒ Arrhenius plot of the calculated mean lifetime of the bond defect when it is located at in bulk ͑surrounded by perfect crystalline Si͒, next to an amorphous/crystalline interface, and at a freestanding surface.
impurities, in general, in a-Si is much more complex than in c-Si. Since regrowth occurs quite fast at relatively low temperatures, the experimental window is quite limited, and the inherent diversity of local environments in an amorphous cell makes theoretical studies difficult. There are some empirical and quite simplistic models that account for some experimental observations but they lack physical basis that account for the rich phenomenological observations of dopants in a-Si. 32, 33 B diffusion and clustering has been experimentally evidenced in B profiles in preamorphized Si. [34] [35] [36] Theoretical calculations have shown that there are some B cluster configurations that are energetically favorable to be formed during regrowth of a-Si. 37 Some models assume B clustering as the initial condition after regrowth when the B concentration exceeds the threshold concentration of the order of 2 ϫ 10 20 cm −3 . 32 However, it has been experimentally demonstrated that the threshold concentration for B clustering formation in a-Si increases when the regrowth occurs at high temperatures. 38 Other dopants, such as As, do not diffuse appreciably in a-Si ͑Ref. 39͒ but they exhibit a strong segregation during regrowth so that the dopant profile after regrowth significantly differs from the as-implanted one. 40 The incorporation of F in a-Si has been proven to be beneficial for ultrashallow junction formation because F-vacancy complexes appear in the regrown layer. 41 Some theoretical calculations have demonstrated the stability of some small F-vacancy complexes, 42 but also rather large complexes have been experimentally observed. 43 It would be necessary to develop physically based models that can provide the understanding and the clues required to optimize electrically active dopant profiles when SPER is involved.
III. DOPANT INCORPORATION AND DAMAGE RECOVERY IN FINFETS
To achieve a good control of SCE and off-state leakage, the fin widths of FinFET devices must be narrow 44, 45 but the parasitic source-drain resistance increases as the fin width is scaled. 46, 47 This challenge to optimize FinFET performance is complicated by the difficulties to dope the fin due to its vertical structure. Ion implantation remains a strong candidate to incorporate dopants, 48 although other techniques such as vapor phase doping 49 or plasma doping 50 are being considered as means to introduce dopants in FinFET devices. While predictive models exists for ion implantation, that is not the case for other emerging doping techniques. In this section, we will analyze some process issues that arise for junction formation in FinFETs by using ion implantation.
One of the challenges in these devices is the inefficient dopant incorporation into the sidewalls of these vertical structures. 47, 48, 51 Tilted implants are used for that purpose but there is an angle restriction to avoid shadowing during implant of dense fin pitches. The fin height-to-spacing ratio and the resist height determine the maximum implant angle so that the ion beam hits the foot of each fin, as illustrated in Fig. 4͑a͒ . Using BCA-MC code MARLOWE, 15 we have evaluated the dopant incorporation for low and medium energy B and As ions implanted with different tilt angles in 10 nm wide fins. The schematic of the different mechanisms of dopant losses are shown in Fig. 4͑b͒ . The incident ion can be reflected at the incident interface and also some of the ions that penetrate into the Si could define a trajectory that ends up out of the fin. The percentage of ions retained and lost through the different mechanisms is plotted in Fig. 5 for 10°a nd 45°implants. In general, for a given implant angle and projected range, heavier ions are better for dose retention. For 10°implants ͑80°implants to the sidewall͒, only a small fraction of ions is incorporated into the fin. Ion backscattering is responsible for most ion loss at low energies. At 45°, the amount of retained dose is significantly higher than that for 10°implants as ion backscattering is greatly reduced. However, when higher implant energies are used, the fraction of retained ions inside the fin decreases because the ion trajectory may escape from fin dimensions. The experimental verification of the inefficient incorporation of dopants when used highly tilted implants has been demonstrated by secondary ion mass spectroscopy analysis performed in blanket wafers 51 and fin structures. 52 The inefficient dopant incorporation, along with geometrical considerations, 53 causes a significant nonconformality in the dopant distribution ͑dopant concentration at the top surface much higher than in the sidewalls͒ that deteriorates the device performance. 45, 52, 54 Another relevant issue in FinFETs is the damage removal and proper regrowth. Due to the narrowness of these structures, interfaces play a significant role in the evolution of defects. On the one hand, the proximity of surfaces accelerates the removal of point defects generated during implantation. Although there is some uncertainly in the specific value for the recombination length ͑or recombination probability͒ of point defects at surfaces, they are generally considered efficient sinks for point defects. 55 The proximity of defects to surfaces favors their rapid annihilation and the fast recovery of equilibrium conditions even with lower thermal budgets. 56 On the other hand, the atomic discontinuity at free surfaces or interfaces makes the atomic rearrangement of a-regions near the interfaces slower, as analyzed in the previous section. Transmission electron microscopy images evidence poor recrystallization in ultrathin-body Si devices both in planar and FinFET structures when the whole Si thickness has been amorphized. 30 This is becoming a pressing concern as poor regrowth degrades the device performance. 52, 54 In Fig. 6 we illustrate the regrowth of a 14 nm thick fin structure oriented along ͗110͘ using MD calculations in a simulation cell containing 84 000 atoms. The amorphous phase is built by the accumulation of bond defects and Tersoff potential is used to describe the Si-Si interactions. 7 The lateral sides contain 3 ML of a-Si, and lateral periodic boundary conditions are used while the top and bottom sides are let free to allow for the volume change in a-Si. A crystalline seed is left at the bottom of the fin so that it can trigger SPER. The dynamics is followed by 9 ns at temperature just below melting of a-Si. Figure 6 shows that regrowth advances from the amorphouscrystalline interface, starting from the middle of the fin, but it is halted at the vertical interfaces because of the stability of bond defects at interfaces. Then, ͕111͖ planes start to form as the regrowth in this direction is slower than along ͗110͘ and ͗100͘ directions, 57 preventing a clean regrowth. The detailed atomistic evolution provided by MD simulations demands long computational times. The capability to simulate SPER shape evolution in continuum methods have been recently achieved using the level set approach, taking into account orientation dependence and curvature.
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IV. CONCLUSIONS
Process simulation capabilities must evolve to encompass processes, geometries, and materials considered for present and future devices. Detailed atomistic models are often too complicated or too slow to be used in actual process simulations but they are very useful to provide the physical understanding for the development of simplified models computationally more efficient. Ion implantation continues as the most promising technique to introduce dopants. Improved models have been developed to describe in detail dopant profiles, the kinetics of damage, and the interactions between dopants and defects. There is still a lot of room for improvement, specially related to the modeling of dopants in a-Si. Additional challenges arise in advanced architectures, such as FinFETs, because the introduction of highly tilted ions is quite inefficient and the regrowth of a-regions in narrow devices is hampered by the slow regrowth at the free interfaces and ͕111͖ planes. Although alternative materials, such as Ge or III-V compounds, are being considered for future technologies, a vast effort needs to be made to catch up with the mature knowledge of the Si material properties, technology, and modeling. 
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