GU TCM codes are congruent, which essentially means that their Euclidean distance and error probability can be determined by assuming that the encoded all-zero sequence has been transmitted. This property, often called the uniform error propeq, dramatically simplifies performance analysis. This paper suggests several questions and open research topics, some of which are explicitly stated in [2] .
In this paper, we give, for the case of L X MPSK constellations, a detailed answer to research topic 11 of [21: If there 
exists no binary isometric labeling of an exhaustii>e partition of the 8PSK signal set, are there GUpartitions of 2"-point signal sets on higher dimensional spheres that admit binaiy isometric labelings and that can be used to construct higher-dimensional GU PSK-type trellis codes?
In Section 11, we recall some definitions and results of [2] that are essential to the comprehension of what follows. In Section 111, we introduce multidimensional (MD) signal constellations that are subsets of Cartesian products of a two-dimensional GU signal set, and we discuss some of their properties. In particular, we completely characterize the symmetry group of L X MPSK constellations. Careful attention is paid to the rotational inuariance of a G U partition, for which we present necessary and sufficient conditions on the normal subgroup generating the partition. A general algorithm to find all the generating groups of a constellation starting from its symmetry group is presented.
In Section IV, we analyze G U partitions of L X MPSK constellations. A second algorithm is described, which starts from the generating groups of a GU constellation and constructs its G U partitions. The algorithm accepts as constraints the most relevant characteristics of a uniform partition, such as the set of distances at a given partition level, the maximum obtainable rotational invariance, and the isomorphism of the quotient group associated with the partition.
In Section V, the algorithm is applied to L X MPSK constellations, with L = 1,2,3,4 and M = 4,8,16, which have particular relevance for applications. Extensive tables of the best, in some sense, GU partitions are presented.
In the remainder of the paper, those tables are used as building blocks in the search for "good" GU TCM schemes based on binary convolutional codes. We specify bina y conuolutional codes since more general codes over nonbinary groups are now being studied [41, [51; TCM schemes based on nonbinary groups will be presented in a forthcoming paper [6] .
In Section VI, we introduce GU TCM codes based on partitions of L x MPSK and describe the general structure of the encoder and the algorithms used in the search. In Section VII, the results of an extended search among GU codes using partitions admitting binary isometric labelings are presented, in terms of tables for L = 1,2,3,4 and M = 4,8,16. In the same section, upper bounds to the bit error probability are presented for the first time.
They are obtained quite easily, owing to the geometrical uniformity of the codes.
GEOMETRICALLY UNIFORM SIGNAL CONSTELLATIONS
In this section, we briefly recall the definitions and results of [2] that will be used in the rest of the paper. The reader is referred to [2] for proofs and deeper insights into the matter.
We consider signal constellations in real N-dimensional space R with the associated squared Euclidean distance metric &(x, y ) = (Ix -y(12 for x , y E R~. ~n isometry is a mapping f : R N -+ R N such that, given any two points x,y E R N , d 2 ( f ( x ) , f(y)) = d 2 ( x , y) . An isometry mapping a constellation S to itself is called a symmery of S, and the set of symmetries of S form a group under composition of mappings, called the symmetry group T(S).
As an example, if we denote as R, the group of rotations by multiples of 360"/M and by V the group consisting of the identity and the reflection about the line between any point or midpoint of the constellation and the origin, the symmetry group of the MPSK signal constellation is the set R , . V of all compositions of elements of R , and V (the semi-direct product of R , by VI. This symmetry group is a non-Abelian group which is isomorphic to the 2M-element dihedral group D, . The dihedral group D, is generated by two elements r (rotation by 360"/M) and c, (reflection about the x axis) satisfying the relationships r M = 1, U,' = 1, rux = u,r-'. A signal set S is GU if, for any two points s and s' in S, there exists a symmetry of S that sends s to s', i.e., if the symmetry group US) is transitive. A generating group G(S) of S is a subgroup of T(S) which is minimally sufficient to generate S starting from an arbitrary initial point of S, i.e., which is sharply transitive. In the case of MPSK, for M even, possible generating groups are R, and R,,, . V , the former being a cyclic group isomorphic to 2, and the latter a non-Abelian group isomorphic to GU signal sets have the important property that their Voronoi regions are congruent, so that the error probability is independent of which signal is transmitted. In [2] , through a suitable extension of the concept of geometrical uniformity, this property was shown to hold for GU sets of signal sequences.
&,2.
A normal subgroup G' of a generating group G(S) induces a partition S / S ' of the signal set S, in which each subset of the partition is geometrically uniform and has G' as a common generating group. A one-to-one mapping is induced between the quotient group G/G' and the subsets of the partition S / S ' .
As an example, Fig. 1 illustrates a four-way partition of the 8PSK constellation obtained from the quotient group Given a geometrically uniform partition, we can choose a label group A for the subsets of signals, isomorphic to the quotient group G/G'. By combining the label isomorphism with the one-to-one mapping G/G' + S / S ' , one obtains a one-to-one mapping m: A -+ S/S' called an isometric labeling.
An example is shown in Fig. 1 , where the label group is Z , = {0,1,2,3), i.e., the group of integers modulo-4.
Partitions S / S ' that admit isometric labelings by n-bit binary label alphabets A = (Z,)", i.e., binary isometric labelings, are particularly important for applications. As an example, there exist binary isometric labelings for four-way partitions of the 2"-PSK signal set, but binary isometric labelings do not exist for partitions into more than four subsets [2] . Therefore, 8PSK TCM codes obtained from rate-2/3 binary convolutional codes are not necessarily GU.
Of particular importance in the construction of good trellis codes is the so-called mapping by set partitioning [l] . In [2] , an Ungerboeckpartition chain was defined as follows: a 2"-way partition S / S ' admitting a binary isometric labeling is refined into a chain of two-way partitions S = S,/S,/S,/ ..-/S, = S ' , where the chain is chosen so that the minimum squared distance d&(Sj) within sets at the jth level increases as rapidly as possible.
The label group A may be extended to a label sequence space A' by taking the Z-fold Cartesian product of A with itself, and possibly letting I go to infinity. A label code C over the label group A is any subgroup of A'. As an example, a linear rate-k/n binary convolutional code may be used as a label code if the label group is A = ( Z 2 ) " . A generalized coset code, or GU code, is defined by a geometrically uniform partition S / S ' , an isometric labeling m : A + S/S', and a label code over A .
The basis for a GU TCM code with good properties in terms of minimum Euclidean distance between code sequences is a GU partition with as large a minimum squared Euclidean distance within signal sets at a given partition level as possible. An efficient way to find these partitions will be illustrated in the following.
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GEOMETRICALLY UNIFORM MULTIDIMENSIONAL SIGNAL CONSTELLATIONS
In this section, we will present some properties of GU MD signal constellations obtained as Cartesian products of smaller constellations.
Let S be an N-dimensional constellation of M signals with symmetry group US). We can construct an NL-dimensional constellation S L obtained from L Cartesian 
products of S:
S L = (S,..., S) .
-L times (We will also use the notation L X S for SL.) As S is GU, so is SL. In fact, if G(S) is a generating group of S, then [G(S)lL is a generating group of S L . However, when we pass from N to LN dimensions, the symmetry group r ( S L ) is not simply the L-fold direct product [r(S)l', but also includes other symmetries.
In particular, we certainly have where S , is the symmetric permutation group on a set of L elements. Equation (1) implies that S , [r(S) lL is a transitive subgroup of the symmetry group of SL. When S is a classical MPSK signal set, we say that S L is an L X MPSK constellation.
The results that follow completely characterize the symmetry group of L X MPSK constellations.
Theorem 1: The symmetry group of L X 4PSK constel-A proof of this theorem, as well as of the others
The symmetry group of L X MPSK, M Let {G,(S),..., G,(S) ) be the set of generating groups of the constellation S. Each of the k L direct products (G,I(S);.., G,L(S) ) with 1 5 il,..-, i, I k is certainly a generating group of SL. However, the set of generating groups of S L can be larger.
A. Generating Groups of an MD Signal Constellation
In this section, we present an algorithm to construct all the possible generating groups of S L starting from its symmetry group r ( S L ) . When the full group r ( S L > is not known, the algorithm can start from any transitive subgroup of it.
We will consider signal sets with cardinality N = 2", as the L x MPSK constellations with M = 2 , are of this kind.
Let us consider a G U signal constellation S with N elements and symmetry group US). A generating group lations is isomorphic to S,, . (Z,) ,,. V presented in the following, is given in the Appendix. even and M > 4, is isomorphic to S , * ( O M ) , .
V G ( S ) of S is a subgroup of US) of order N that generates S, i.e.,
VS, E S Ig(so), g E G(S)) S.
A simple though important property of G(S) is given in the following theorem.
Theorem 3: Given a subgroup G of r(S) of order N , a necessary and sufficient condition for G to be a generating group of S is that
i.e., no symmetry of G can leave unchanged an element of the constellation S.
V
A constructive algorithm to build generating groups of S is then as follows.'
Algorithm 1: 1) Let US) be the symmetry group of S, or any transitive subgroup of it. Eliminate from IXS) all the symmetries different from the identity which leave unchanged at least one signal of S; call the resulting subset r'(S).
2) Construct all subgroups of T(S) of order N whose elements belong to r r ( S ) . They are all the possible generating groups of S.
The problem is to implement Step 2 with reasonable complexity. When N = 2", Step 2 can be realized as follows.
a) Construct all subgroups of order 2, through the union of the identity I with elements a E r r ( S ) such that a2 = I. b) Set k = 2. c) From a subgroup G, of order k , build all the subgroups of order 2 k which contain it. To do this, Example I: For S = 4PSK (see Fig. 2 ), we have
where rj denotes a rotation by j(360"/M) with respect to the origin and uy represents a reflection with respect to an axis y . The identity is ro. As there are two symmetries U , and uY which leave unchanged at least one element of S, we have r'(s) = bo, r, , r,, r3, U,, ubJ. 'As a reviewer pointed out, this algorithm can be obtained as a specialization of the cyclic extension method described in [7, pp. 44-55] .
Authorized licensed use limited to: Politecnico di Torino. Downloaded on March 12,2010 at 12:42:20 EST from IEEE Xplore. Restrictions apply. Performing step a) of Algorithm 1, we find three subgroups of order two with elements in r'(S):
Going to steps b) and c), we find two subgroups of order 4 with elements in r'(S):
{ r o , r l > r2 3 r 3 ) , iro 7 r2 f 9 u b ) .
Since now k = 4 = N , these are all the generating groups of 4PSK.
The two generating groups so obtained are not isomorphic, as the first one is isomorphic to the cyclic group 2, 0 and the second to D , = ( Z 2 I 2 .
B. Applications of Algorithm 1
The algorithm just described is very general. In particular, it can be applied to all L X MPSK constellations with M = 2k. An MPSK constellation has two generating groups: R , and DM,,. As a consequence, the MD constellation L x MPSK has at least 2 L generating groups having the form of the direct product This generating group G("(S2) is isomorphic to D, X Z,, and is generated by the three generators {(rlr rl), (r,, ro), (ca, Let us now search for GU partitions of S 2 into four subsets of four elements at level two with the following properties: the largest minimum Euclidean intraset squared dis-0 the maximum rotational invariance, 0 isomorphism of the quotient group with (Z,)*. A partition satisfying all the requirements is obtained using G(')(S2) as the generating group. This is evident from Table I , where we report the best partitions obtained from different generating groups. where the signals are identified by integers as in Fig. 3 . They are the cosets of the cyclic group Si1 generated by (rl, rl). Notice that2 G(I)(S2) may also be used to construct the 16-state four-dimensional Wei code [8] based on a rate-2/3 binary convolutional code and the lattice partition Z4/RD,. The fact that a partition based on this group has a binary isomorphism at the third partition level proves that Wei's code is GU. Besides, the superior rotational invariance properties of this partition are needed to achieve the rotational invariance of the code. 0
C. Rotational Inuariance of GU L X MPSK Constellations
In this section, we assume S = MPSK, and for
In general, an L X MPSK constellation also has generating groups not of the form of (2). To verify this, we have applied the algorithm to some L X MPSK constellations. Some of the generating groups obtained have algebraic properties different from those of (2).
Example 2: Given the constellation S 2 = 2 x 4PSK, we have found several generating groups which yield partitions with better properties than the direct products of the generating groups of 4PSK.
Using for the symmetries of S the notation of Example 1, we denote by G(("(S2) a non-Abelian generating group found through the application of Algorithm 1, which consists of the following 16 elements:
L times S L corresponding to a rotation r, of each component. The pure rotation group of MPSK is
For L X MPSK constellations, the following subgroup of r ( S L ) , which we will call the Rotationally Incariant sub Group:
plays an important role.
We will call a partition congruent with respect to rk E RIG(SL) if r; induces a permutation among the subsets, and (rotationally) invariant with respect to rk if this permutation is the identity.
Example 3: Let G(S) = D , = (1, r2, c,, cor2} be a generating group of the 4PSK constellation (see Fig. 2) ; the normal subgroup G , = {1,un) induces a GU partition of S = {0,1,2,3) in two subsets S , , = {O, 1) and S , , = {2,3). 
G(S')
Rot. invariance The partition S/S,, is not congruent with respect to the rotation r, E RIG(S) = n'(S) because r l ( S I l ) # SI, or SI?. However, the partition is congruent with respect to the rotation 1, because r2(Sll) = S,, and r2(S12) = Sl1. 0 Theorem 4: A sufficient condition for the congruence of a GU partition induced by a normal subgroup G, with respect to r f E RZG(SL) is that
If the generating group G ( S L ) satisfies the condition then a necessary and sufficient condition for the congruence of a partition induced by a normal subgroup G, with respect to rk is that, given a generic so E S L , we have
Condition (4) is satisfied, in particular, by all those generating groups that are direct products of the two groups R , and DM,,.
Theorem 5: Given a partition induced by a normal subgroup G j , congruent with respect to rk E RZG(SL), a necessary and sufficient condition for the invariance of the partition with respect to rk is that for every subset, every signal of the subset is mapped by rf into another signal of the same subset, i.e., every subset contains the points generated by the action of RIGk(SL) = (r,") on a As a consequence of the two theorems, we have that if RZG(SL) G G ( S L ) , then the partitions are automatically congruent with respect to all r; E RIG(SL) and invariant with respect to rk iff rk E Gi. The partition is congruent with respect to all RZG(S2). In addition, the partition is invariant with respect to r i , but it is not invariant with respect to r:, even if the identity 0 Because of its importance in the construction of rotationally invariant codes [9] , we now introduce a parameter called the inuariance index of a partition congruent with respect to all RIG(SL). It is defined as the number of different subsets obtained when a subset of the partition is rotated by all the rotations belonging to RIG(SL). In general, this number depends on the subset, and we define as the invariance index ti of a partition at level i the maximum of the invariance indexes among the subsets of the partition. It is not difficult to show that the invariance index coincides with the smallest k such that the partition is invariant with respect to rk E RZG(SL).
subset contains the points generated by RZG(S2).
The procedure of mapping by set partitioning [l] is of key importance as a starting step in finding'TCM codes with good Euclidean distance properties.
In this section, we describe a general algorithm to generate a "good" G U partition starting from a generating group G ( S ) of a given GU signal constellation having a number of signal points equal to 2". This algorithm is a natural extension of Algorithm 1, in that it benefits from the generating groups found there as starting points.
There are basically three steps. 1) Construct the tree of all possible binary partition chains of normal subgroups of G ( S ) (Section IV-A).
2) Characterize each normal subgroup in terms of useful parameters of the underlying signal subset (minimum Euclidean distance, binary isomorphism, rotationally invariance) (Section IV-B).
3) Choose the best partitions as the best paths through the subgroup tree according to some criteria of optimality related to the previous parameters (Section IV-C).
As a reviewer pointed out, our implementation of the first step is a version of the "cyclic extension method" described in [7, pp. 44-55] .
A. A n Algorithm to Construct Binary Partition Chains
..,GI are normal subgroups of G and I Gp I = 2 . I G,, + , I Vp. Our algorithm scans all the possible binary partition chains of a given generating group G(S). It finds the normal subgroups of G starting from the bottom level of the partition, which is the identity group I. From level p of the partitioning process, the algorithm proceeds to level p -1 by joining to the normal subgroup G,, an element G' of the quotient group G / G p , such that Gf, U G' is still a normal subgroup of G. This procedure is efficient in that the normal subgroup at level p -1 is constructed from a normal subgroup at level p , so that the normality of G,-, can be verified from the properties of the normal subgroup Gp.
With reference to the flowchart of Fig. 4 , Algorithm 2 to derive the subgroup tree of a given group G of order I G I = 2" can be described as follows: 1) Initialization: Set the partition level p to n and store the coset representative (the identity element) of the normal subgroup G,, as g:) in the array of representatives. Store the number of groups N ( n ) = 1.
2) Decrement p by one. If p = 0, stop. Otherwise, set the subgroup pointer preu to one.
3) Retrieve the subgroup Gp identified by prev at level p , compute its cosets g:)Gp,3 and store the coset representatives g;).
4) Set the counter of coset representatives k to one. 5 ) Check if the union of Gp with its coset gr)Gp 6) Check if this group is normal. If not, go to 9). 7) Check if this group has been already considered. If not, store g r ) in the array of representatives as the new normal subgroup representative, store the pointer prev to the previous subgroup, increment N p ) , and go to 9).
8) The group has already been considered; thus, in order to limit the complexity of the next step, we do not replicate it in the array of the representatives. However, we will need later to use all the distinct paths leading to a given subgroup. Thus, we store in an auxiliary array the new representative with the pointer preu to the previous subgroup.
9) Increment k . If k is greater than the maximum number of cosets, go to 10); else go to 5).
10) Increment preu.
If prev is not greater than N ( p + I), go to 3); else go to 2).
We will now illustrate through a complete example the steps of Algorithm 2.
Example 5: We consider a 2 X 4PSK constellation, with generating group G ( S ) = (R,)'. For simplicity, in the following, the groups will be identified through the signal sets associated with them, and the signals will be denoted as integers, the correspondence being that of Fig. 3 . Compositions of group elements will be denoted as products of signals; the signal resulting from the product is obtained through the composition of the underlying symmetries of the generating group G(S) from which the algorithm starts.
As the 2 x 4PSK constellation has 16 elements, we have five partition levels, i.e., p = 4,3,2,1,0 and n = 4. The element {OO} (the identity element) is the only subgroup of order 1 of the generating group, so N(4) = 1. The cosets of this subgroup (elements of the quotient group) are the elements of G(S). The first step considers all pairs obtained by joining the normal subgroup {OO} with one of its cosets: {00, Ol}, {00,02}, {00,03},..., {00,33}, and finds within these pairs the normal subgroups of G(S). We have three forms a group. If not, go to 9). 3The meaning of g: ) will be clarified in the example following the algorithm description. normal subgroups: {00,02), {OO, 201, {00,22}. Consequently, at level p = 3, the counter of normal subgroups N(3) is set to 3. To identify each subgroup, we store the coset representative and the pointer to the previous group (preu = 1). The algorithm proceeds then to the next level by determining the cosets of the partitions at level 3 generated by their subgroups.
As an example, the first subgroup yields the partition {00,02},01{00,02} = {01,03),10{00,02} = {10,12},-.. .
To go further, we must find the normal subgroups G(2) at level p = 2 obtained as unions of the normal subgroups at the previous level with one of their cosets, and store them with their representatives g(2). As an example, the representatives gy) of the cosets of {00,02} such that {OO, 021 U g$){OO, 02) is a normal subgroup are
which generate the normal subgroups G(2) = {00,02,01,03}
= {00,02,20,22) Gi3) = {00,02,21,23}. As this is the first subgroup of level p = 3 considered, no comparisons are required, and all the subgroup representatives are stored in the main array, together with the pointer to the originating subgroup (preu = l), and the subgroup counter at level 2 is set to N(2) = 3.
The second subgroup {00,20} yields subgroup representatives which we identify temporarily as
that generate the subgroups C , = {00,20,02,22} C, = {00,20,10,30} C, = {OO, 20, 12, 32) According to the algorithm, we check whether any of these subgroups has been already considered, and note that C, = Gi2). Thus, the corresponding representative {02} is stored in an auxiliary array to indicate that the group GS2) can be originated from two different normal subgroups. The counter of subgroups N(2) is incremented by two to N(2) = 5. Moreover, c, and c, are stored in the main array as gj4) and and C, and C, are stored as Gi4) and G(25). Finally, repeating the same procedure with the last group {00,22}, we obtain another confluence in GS' ), so that the overall number of distinct subgroups is N(2) = 7.
The construction process keeps on going down to the level p = 0, until the whole partition tree has been obtained. It is shown in Fig. 5.4 In the tables of Sections X-XII, each partition will be identified, at each level, by the corresponding representatives. To obtain the normal subgroup (and hence all the signal sets) at a given level p , one only needs to apply the procedure illustrated above. As an example, from The previous example used an Abelian generating group. An interesting non-Abelian generating group G ( ' ) ( S 2 ) was found in Example 2. Fig. 6 depicts the 0 partition tree obtained starting from G(')(S2).
B. Main Parameters of a Partition
The algorithm described in Section IV-A produces two arrays that describe the tree of all normal subgroups of a given group G of order I G I = 2". 4The meaning of heavier lines in the figure will be clarified in the next example. A G U partition of a GU signal set S with generating group G is associated with a path in the tree, and is uniquely identified by the coset representatives and the addition table of G.
In order to select "good" (in some sense) G U partitions of the constellation S , we need to characterize a given partition by some of its parameters. We will use the following parameters.
1) The minimum Euclidean intraset squared distance at the pth partition level.
2) The degree of binary isomorphism, i.e., the maximum
, it was proved that GU trellis codes can be obtained through a G U partition 
S / S ' labeled by a label alphabet group A which is isomorphic to the quotient group G ( S ) / S ' ( S ' ) .
With the TCM schemes proposed so far, the label group A is binary, and the label code is a linear binary convolutional code. Thus, it is highly interesting to find signal partitions with the largest degree of binary isomorphism.
3) The rotational invariance of the partition at its various levels, which can be determined by the necessary and sufficient conditions previously presented.
Example 6: In Tables I1 and 111 , the three parameters evaluated for each subgroup Gio of Figs. 5 and 6 are listed, respectively. The group labels are listed in the same order as they are encountered in the partition tree. A "+" in the last column indicates the most interesting partition levels. 0
C. The "Goodness" of a Partition
A "good" partition is one which exhibits a good blend of the previously defined parameters. Quite often, it is impossible to obtain optimum partitions, i.e., partitions for which those parameters are all at their best. A tradeoff, depending on what is more important for the application, is mandatory.
Example 7: Continuing Examples 5 and 6, suppose that our goal is to find the best partition with respect to the set of intraset distances. We find three different paths through the tree of As for the other parameters, we remark that the first partition has a degree of binary isomorphism higher than the others, while the second partition has the best rotational invariance at level p = 2. We note also that using the generating group G(')(S2>, a better degree of binary isomorphism ( 3 ) and the best rotational invariance at level 2 are achieved with the same partition (heavier arrows in the partition tree figure) . 0
In this section, we present the results obtained through the application of the previous algorithms and theorems.
For L X MPSK constellations, L = 1,2,3,4 and A4 = 4,8,16, we give the tables of the "best" partitions found. By "best," we mean those partitions presenting a good blend of characteristics in terms of Exlidean distances, rotational invariance, and binary isomorphism. In a few cases, namely, 2 X 4PSK and 2 X 8PSK, our search has considered as a starting point for Algorithm 2 all the generating groups obtained through the application of Algorithm 1 to the transitive subgroup S , 3 (r(S>>L. In the tables, when we have found equivalent partitions with different generating groups, we have reported those derived from the more standard groups obtained through 4.000 4.000 4.000 4.000 2.000 2.000 4.000 2.000 I 2.000 1 complex for bit error and error event probability, are highly facilitated when the code is G U [12] .
MAIN P A R A M E T E R S F O R ALL T H E S U B G R O U P S IN T H E
When the TCM schemes are based on linear binary convolutional codes, as in the following sections of this paper, the best tables of GU partitions to be used are those with the highest degree of binary isomorphism together with good distance characteristics. These requirements, however, often conflict with good rotational invariance properties [9] . Recent papers have studied codes over nonbinary groups [131, [5] , [4] ; these codes can be used with GU partitions isomorphic to groups other than (2,) " to obtain G U TCM schemes with possibly better rotational invariance properties [6] . For this reason, we have not limited our search to those partitions yielding binary isomorphisms.
The following tables will help in the search for general GU codes. They give the following information: the starting generating group of the partitions, the representatives at the various partition levels, the intraset distances, the rotational invariance, and the isomorphism of both the normal subgroup inducing the partition and the quotient group forming the partition. A " -" in the rotational invariance column means that the partition at that level is not congruent; as mentioned before, a "+" in the last column indicates the most interesting partition levels. Tables V-XII. Some comparisons can be made with the partitions presented in [14] , which were obtained in a completely different way. For L = 2, independently of the generating group, all partitions reported achieve the maximum possible distances (as in [14] ). As for combined rotational invariance and binary isomorphism, Partition 111, discussed in Example 2, is the best one, although Partition I1 is already good for rotational invariance alone. Partition I is isomorphic to (Z,)4 at the last partition level, and is the best candidate for the search of GU binary-based TCM schemes based on 16-way partitions of 2 X 4PSK.
For L = 3, we obtain three Partitions I, 11, I11 with complete binary isomorphism and the same distance properties as the three partitions of [14] . Partition IV has the best rotational invariance properties, but its degree of binary isomorphism is only 2.
Finally, for L = 4, we report three partitions, where the first two have the same distances as two partitions in [141.
Partition I1 has the best rotational invariance characteristics.
Tables of the best partitions for 1,2,3 and 4 X SPSK constellations are reported in Tables XIII-XXI. In the tables, using generating groups (D,IL, L = 3,4, the columns of the isomorphisms are not complete. In those (cases marked by "*," the group to which Gp or whose nontrivial element takes a E A to a -' , or products involving groups like D N A ) .
Some comparisons can be made with the partitions presented in [14] . For L = 2, independently of the generating group, all partitions reported achieve the maximum possible distances (as in [14] ). As for rotational invariance, Partition I11 is the best one at level 5. Partition I is isomorphic to (Z,)4 at the fourth partition level, and is . Partitions I, 11, and I11 have degree 6 of binary isomorphism. As already mentioned, these partitions sacrifice rotational invariance, which is at its best in Partition VII. Finally, for L = 4, as a result of a nonexhaustive search, we report two partitions: the first one has the same distances as in [14], and is the best in terms of rotational invariance, whereas the second one has the highest degree of binary isomorphism, but with worse distances. the best candidate for the search for GU binary-based TCM schemes based on three-or four-level partition.
For L = 3, we obtain Partitions I and I1 equivalent in terms of distances to Partitions I and I1 of [14], starting with different generating groups. As for Partition I11 of [14], we were not able to obtain it starting from a sharply transitive subgroup of US3); our guess is that it is not Tables of the best partitions for 1,2,3, and 4 X 16PSK constellations are reported in Tables XXII-XXXI. Also in this case, the isomorphism columns are not complete in some cases.
Some comparison can be made with the partitions presented in [14] . For L = 2, independently of the generating group, all partitions reported achieve the maximum possible distances (as in [14] ). As for rotational invariance, Partition I11 is the best one. Partition I is isomorphic to (Z2I4 at the fourth partition level.
For L = 3, we obtain Partitions I, 11, and VI1 with the same distances as I, 11, and I11 of [14] . Our Partition I11 seems to have better properties than I11 of [14] . Partitions I, 11, 111, and IV are isomorphic to (Z,)6 at level 6. These partitions again sacrifice rotational invariance, which is at its best in Partitions VI1 and VIII.
Finally, for L = 4, from a nonexhaustive search, we report two partitions: the first one has the same distances as in [14] , whereas the second one has the best rotational invariance, but with worse distances.
D. General Comments
As a general comment, we can say that GU binary TCM schemes, using the tables at a partition level p Isomorphism isomorphic to (Z,)P, can achieve at least the same maximum free distance of the best codes known for M = 4 at all code rates. For M = 8, the same is true for rates higher than 2.0 bit. Finally, for M = 16, the same is true for rates higher than 3.0 bit.
Looking carefully at the tables, one discovers an apparent upper limit to the achievable squared intraset distance This does not seem to be a serious limitation, as we guess that the generating group ( V * R M / 2 ) L is the one yielding the highest degree of binary isomorphism, and as a consequence, the best partitions that admit a binary isometric labeling.
When the upper limit to distances due to the constraint of binary isomorphism is too restrictive, one can use the tables either with a binary convolutional code without requiring geometrical uniformity, or with a convolutional code over the appropriate nonbinary group. This second alternative is explored in [6] and has proved to be successful.
VI. BINARY G U TCM CODES BASED ON L x MPSK CONSTELLATIONS
A. Description of the Encoder Structure
Using an L X MPSK constellation, we need L X m bits ( m = log, M ) to specify one output signal. Denoting by Re, the effective rate at the encoder input, measured in bits per two dimensions, the TCM scheme can support effective rates
We limit the redundancy q to L bits per 2 L dimensions, where Re, = m -1.
For q = 1, all the signals belonging to the constellation are needed; for q > 1, we can use a constellation of size 2mL-4i1 -< N u 5 2mL, as the redundancy r of the binary convolutional encoder ranges from 1 to q bits for 2L dimensions. In [141, all the codes have redundancy r = 1 so that Nu = 2mL-q+1 . We will see that relaxing this constraint can increase coding gain.
In Fig. 7 , the con_volutional encoder has a rate k / k + r, r = 1, , q, where k is the number of information bits and r the redundancy per 2 L dimensions. It follows that the constellation size is Nu = 2 m L -4 + r , and that thepartition starts at level q -r and continues to level q + k .
In order to determine the L signals to be transmitted on the channel, we must specify the mapping between the encoded bits and the L X MPSK constellation. We assume that the signal points are labeled as in Fig. 3 and associated to the bits according to the binary isomorphism In the tables describing the codes, we will list the dg,, of the codes and the asymptotic coding gain y . When the rate Re, of the code is integer, the code is compared with the squared minimum distance d$,2 of the uncoded (M/2)-PSK constellation which yields the same rate, so that
When the rate Re, is not integer, no equivalent encoded (M/2)-PSK constellation exists having the same rate. In this case, as in [14], we compare the code with an equivalent uncoded 2L-dimensional signal set yielding the same rate. Thus, in (81, the parameter dKl2 becomes equal to 6 ; .
As in [14]
, we also report a correction factor to be added to y in order to obtain a comparison with the uncoded (M/2)-PSK Example 8: Consider a 2 x 8PSK signal set used to transmit Re, = 2.5 bit/two dimensions, or ,5 bit/four dimensions. In this case, q and r must be 1. If k = 2, then 1787 the code rate is 2/3 and the partition is used down to level 3, where we have eight subsets each containing eight signal pairs.
If, however, Re, = 2 bit/two dimensions or 4 bit/four dimensions, then q = 2. In this case, we can use _either the whole 2 X 8PSK constellation ( r = 2, rate-k/(k + 2) convolutional code), or only a 32-point subset of 2 X SPSK, i.e., starting the mapping at level 1 ( r = l,-ratek / ( k + 1) convolutional code). In both cases,-if k = 2, the chosen partition will be used down to level k + q = 4, where there are 16 (for r = 1) or 32 (for r = 2) subsets, each containing four signal points.
The mapping equation for the partition is
As we are using binary convolutional encoders, to obtain G U TCM schemes, we need signal set partitions which are G U and such that S/Sq+i admits a binary isometric labeling. We must therefore choose a partition for which the degree of binary isomorphism is at least
This is always done in the following.
B. Systematic Search for GU TCM Schemes
Searching for good codes involves choosing a convolutional code of raLe k / ( k + r), r = l;.., q and a GU partition at depth k + q. This is done as follows. 1) One of the best partitions previously found is chosen.
2) According to one out of two strategies to be briefly described below, a set of candidate codes is found with the largest minimum Euclidean distance dfree.
3) These codes are compared on the basis of the number of nearest neighbors N,,,,. 4) When two or more codes have the same best values of dfree and Nf,,,, we keep the code with the best rotational invariance properties.
)
The next nearest distance cine,. and the number of nearest neighbors N,,,, are computed, as well as upper bounds to the bit error probability. 6) We repeat the procedure for each different partition.
Steps 11, 21, and 5 ) of the search are highly facilitated by constraining the codes to those possessing the GU property. When evaluating the free Euclidean distance, the distance spectrum, or the error rate bounds, we can use the all-zero sequence as the reference sequence. This makes the search much faster than when all pairs of sequences have to be compared.
We used two different strategies to limit the number of convol_utiopal codes to test. possible codes to test increases very rapidly. In this case, we haje %dapted the strategy described in [161 for codes of rate k / ( k + 1). In essence, this strategy starts by finding good subcodes with low complexity, and then increases the complexity step by step while retaining the subcode structure. This strategy assumes that a good code contains good subcodes of lower complexity. We have checked this assumption in several cases with an exhaustive search, and have verified it in almost all cases.
In the previously described procedure, the main parameter determining the "goodness" of a code was dfrec. We have also used the same procedure using the rotational invariance as the main constraint. The tables therefore contain codes which are suboptimum in terms of dfree, but exhibit the best rotational invariance.
VII. TABLES OF G U L x MPSK TCM CODES
We present tables of the L X MPSK codes obtained, grouped according to M = 4,8,16 and L = 1,2,3,4. For all the codes listed in the tables, owing to their geometrical uniformity, we have derived the curves of the bit error probability obtained through the application of the tightest upper bound to the bit error probability [121: TCM schemes based on multidimensional PSK constellations have been already presented in several publications. In particular, a few good codes constructed in a somewhat "ad hoc" way were given in [9] for L X 8PSK and L X 16PSK with L = 2,4, together with performance results obtained by simulation. Here, we choose to compare systematically our codes with those of [14] , as this reference gives the largest collection of codes with the same characteristics as those presented here. When possible, we will also compare our codes with those of 191.
The meaning of the parameters in the tables is as follows.
v is the memory of the encoder, i.e., the number of encoder states is 2". k is the number of encoder input bits per 2 L dimensions.
The octal numbers hi, together with the r integers contained in the column "Structure," identifies the convolutional encoder in a way that will be clarified below. already defined. Rotational invariance has been evaluated through the procedure described in [ 141 and properly modified according to the systematic encoder structure of Fig. 7. 'free, Nfrcc, 'next, Nnext, Y7 and y M / 2 have been 0 The Roman numerals in the column "Partition" identify the partition used to obtain the code among those listed in Section V. All of the partitions are derived from generating groups of the type Dh.
A "+" in the last column indicates the most interesting codes.
With reference-to fhe binary systematic encoder in Fig.   7 with rate R = k / ( k + y), we must define p ( j ) + 1 connections for each of the k input bits and for each of the Y feedback bits, where p ( j ) is the number of delay elements on the jth delay line, with j = l , . . . ,~. The p ( j ) must satisfy
The values of the p ( j ) are listed in the "Structure" column.
In the tables, the octal number h,, 1 = l,..., k + r specifies the connection of the lth output bit with each adder as in Fig. 7 . The digits obtained from the conversion of the octal numbers must be associated to the adders from right to left and from top to bottom, so that the LSB corresponds to the top right adder and the MSB to the bottom left adder. Example 9: Consider the 3 X 4PSK _code with Reff = 1.33 of Table XXXVI, fifth row, with k = 4, v = 4. The information "2,2" in the column "Structure" means that p(1) = 2, p(2) = 2, so that the rate of the convolutional code is 4/6 ( r = 2), and the encoder has two delays in both feedback registers. The encoder structure is depicted in Fig. 8 . For this encoder, the overall number of connections to be defined is v + r = 6. Let us use now the octal numbers h,. They are: h , = 21, = 010001,, h, = 2, = 000010,, h , = 46, = 100110, defining the six connections of the four input bits and h, = 7, = 000111,, h, = 70, = 111000, defining the six connections of the two feedback bits, leading to the encoder of Fig. 8 .
As a second example, consider the 3 X 16PSK-code with Re, = 3.00 of Table LVII, third row, with k = 2, v = 2. The information "2,0,0" in the column structure means that p(1) = 2, p(2) = 0, and p(3) = 0, so that the rate of the convolutional code is 2/5 ( r = 3), and the encoder has two delays in the first feedback line, and zero delays in the second and third. For this encoder, the overall number of connections to be defined is v + Y = 5.
Let us now use the octal numbers h,. They are: h , = 32, = 11010,, h , = 35, = 11101,, defining the five connections of the two input bits and h, = 1, = 00001,, h , = 10, = 01000,, h, = 20, = 10000, defining the five connections of the three feedback bits. . Upper bound to the bit error probability versus signal-to-noise ratio SNR = 1 / 2 n 2 [dB] for the best codes of Table XXXII . L = 2, Re, = 1.5, three codes have worse rotational invariance, but two improve the value of Nfr,,. For L = 2, Reff = 1.0, the best codes are found using rate-2/4 convolutional codes, and are significantly better than those in [14] . This is particularly true for the codes with 8, 16, and 64 states. For L = 3, Re, = 1.67, the codes are roughly equivalent to those of [14] . For L = 3, Re, = 1.33 and 1.0, we have codes with better Euclidean distances, and codes with worse rotational invariance. For L = 4, we have slight differences in the same directions as before.
Of particular interest is the code with Re, = 1.25 and 16 states, which has a very significant improvement in dfree.
Figs. 9-18 show curves of the bit error probability for the best (in terms of Euclidean distance) codes listed in the tables. Each set of curves is for a pair of values of L and Rcff.
B. L x 8PSK TCM Codes
In Section XIV, Tables XLII-LI present the codes for L x 8PSK, with L = 1,2,3,4. For L = 1, the codes found are worse than those of [14] for v 2 3. This is due Lo the fact that G U codes for 1 x 8PSK do not exist for k = 2, i.e., without parallel transitions [2] . This fact limits d,r,, to the value of 4, obtained with four states. lncreasing the number of states only decreases dnext. For L = 2, Re, = 2.5, we have almost the same performance as in [14] , with slightly worse rotational in~ariance.~ For L = 2, Re, = 2.0, the codes with more than eight states are worse in terms of Euclidean distance with respect to those of [141 and [9] . This is due to the result of Theorem 6, where we proved that dZe, = 4.0 is an upper limit for GU codes employing L X 8PSK constellations.
For L = 3, Re, = 2.67, the codes are roughly equivalent to those of [14] . For L = 3 and Re, = 2.33, the codes with four states exhibit a significant improvement in Eu5This inferiority in the rotational invariance for our GU codes is due to the fact that in [14] , the label codes use sums modulo-8 in the mapping from bits to signals in order to improve rotational invariance. 
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1.E-W Example 10: Consider a 3 X 8PSK constellation used at rate Re, = 2 with a 16-state code. If we want to construct a GU code based on a binary convolutional code, we incur in the limit d,re, I 4.0. Let us use instead Partition VI of Table XVIII at the sixth partition level, where 8; = 6.0, and search for 16-state binary rate ( k / k + 1) codes. We find a code with the uniform distance profile shown in Table IV , with d&, = 5.172. The best code reported in SNR [del Fig. 16 . Upper bound to the bit error probability versus signal-to-noise ratio SNR = 1 / 2 u 2 [dB] for the best codes of Table XXXIX .
Pb ( Fig. 18 . Upper bound to the bit error probability versus signal-to-noise ratio SNR = 1 / 2 u 2 [dB] for the best codes of Table XLI. [14] has dfre, = 4.0. A 16-state 2 X 8PSK code with the same coding gain and error coefficient (per two dimenFor L = 4, we have slight differences in the same directions as before, apart from the case of Re, = 2.0, where GU codes are worse for a number of states larger than 8. In Figs. 19-28 , curves of the upper bound to the bit error probability [12] are presented for the best (in terms of Euclidean distance) codes listed in the tables. Each set of curves refers to a pair of values L and Reff.
C. L X 16PSK TCM Codes
In Section XV, Tables LII-LXI, the codes for L X 16PSK, with L = 1,2,3,4 are presented. For L = 1 and L = 2, Re, = 3.5, the codes found have roughly the same performance as those of [14] . For L = 2, Re, = 3.0, some of the codes are slightly superior in terms of dfree or N,,,, (the codes with 8, 16, 32, and 64 states). For L = 3, Re, = 3.67, the codes are roughly equivalent to those of [14] . For L = 3 and Reff = 3.33, we have slight improvements in distance. For L = 3, Re, = 3.0, we still have slight improvements in distance (the code with eight states is particularly significant) for codes with low complexity, whereas we lose something for the codes with 64 and 128 states.
For L = 4, we obtain codes with the same asymptotic performance (except for the case of the 16-state code with Re, = 3.25, which is slightly better), and almost the same invariance properties. As for the 8-and 16-state codes in Fig. 20 . Upper bound to the bit error probability versus signal-to-noise ratio SNR = 1 / 2 g 2 [dB] for the best codes of Table 43 . In Figs. 29-38 , curves of the upper bound to the bit error probability [12] are presented for the best (in terms of Euclideall distance) codes listed in the tables. Each set of curves refers to a pair of values L and Reff.
[9], with Re, = 3.25, the coding gain are the same, whereas the error coefficient is better for the 16-state code and worse for the 8-state code. It must be noticed, however, that for R,, = 3.25 and 3.0, we only made the search for rate R = k / ( i + 1) convolutional codes, owing to the comp_utat_ional complexity of the general search over rate R = k / ( k + r ) codes.
VIII. CONCLUSIONS
We have considered GU L X MPSK constellations, i.e., multidimensional signals obtained from L-fold products Fig. 31 . Upper bound to the bit error probability versus signal-to-noise ratio SNR = 1/2u2 [dB] for the best codes of Table LIV. tions, were illustrated. The tables contain useful information such as Table LX. approach to the search for good codes, which significantly reduces the search complexity. Owing to the uniform error property of GU codes, we were also able to present bit error probability curves for every one of these codes.
APPENDIX
Here, we present the proofs of theorems stated in the main body of the paper. Fig . 38 . Upper bound to the bit error probability versus signal-to-noise ratio SNR = 1/2a2 [dB] for the best codes of Table LXI .
Proof of Theorem I
In this case, S L is a regular polytope, the 2L-cube, whose symmetry group is the "hyperoctahedra" group [17] isomorphic to S,, . ( Z , ) 2 L .
Q.E.D.
Proof of Theorem 2
Let H be the subgroup of U S L ) whose elements leave unchanged a signal, say sl, of S L . In 1181, it was proved that I H I = I I T S L > I/ML. Thus, to find I r ( S L ) I , we only need to evaluate I H I . Let s1 be the signal with 2L coordinates (1,0,1, O,..., 1,0), where we have assumed that the signal energy is L. It is easily seen that the only symmetries of r ( S L ) that leave s1 unchanged are the L ! permutations of the L pairs of coordinates, the 2, sign changes of the coordinates equal to zero.
Also, the permutations of the zeros (and ones) separately from the ones (and zeros) leave s1 unchanged; however, these are not symmetries of S L , as we can always find a signal for which these permutations lead to a signal not belonging to the constellation. As a consequence, we have that I r ( S L ) I = L ! . 2, . M L . This is precisely the order of the group S, . [D,],, which we showed to be a transitive subgroup of r ( S L ) .
Q.E.D.
Proof of Theorem 3
The condition is necessary because if there exists a pair s, E S, g E G such that g(s,) = s,, then the orbit of s, under G cannot be the whole S.
We now proof that the condition is sufficient. Suppose that G satisfies the condition; if, ab absurdo, G is not a generator group, then there exists s, E S such that the orbit of sl under G is not the whole S. So that 3g,,g, E G gl +g2: gl(s,) = g 2 ( s , ) = S; thus.
= g1sj = (g,g,')s but g = (g,g;' ) E G because G is a group; moreover, E G and a signal # I ; then, we must have a symmetry s E S such that g(s) = s, which is against the hypothesis. Thus, the condition is sufficient.
Proof of Theorem 4
gruence because if it holds, then we have Condition (3) of the theorem is sufficient for the convs; E S L / S h rkS6 = rkGi(sj) = G j r k ( s j ) = G,(s,) = S,", where si is a generic element of the subset S; and s, , is an element of the subset S A . We now prove that conditions ( 5 ) and (3) of the theorem are equivalent when condition (4) 
g*(s,) =gj*(s,)
Then we have, letting s , = rkL(s,J and this implies g,* = g j * . But this holds for each g, E G,, and then condition (3) is satisfied.
Finally, notice that if RZG(SL) c G ( S L ) , then rk E
G ( S L ) , and condition ( 3 ) is automatically verified because G, is a normal subgroup of G ( S L ) .
Proof of Theorem 5
The condition is necessary by definition of invariance of the partition. The condition is sufficient because if the partition is congruent with respect to the rotation rk, every subset is mapped into another subset upon a rotation by $. 
