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The Impact Of Host Phenology On Parasite Transmission And Evolution
Abstract
Parasite fitness is tightly controlled by host ecology. The timing of seasonal host activities, or host
phenology, likely impacts parasite fitness by determining transmission between infected and uninfected
hosts. Changes in host phenology are also expected to drive parasite adaptation in many disease
systems, yet the quantitative and qualitative impact of phenology remains under-explored. The
overarching goal of this dissertation is to develop theory on how host phenology impacts both parasite
transmission and parasite evolution. A novel modelling framework was developed to study how tick lifestage phenology impacts the transmission of Borrelia burgdorferi in the Lyme disease system. This study
reveals that slightly asynchronous tick developmental-stage phenology results in high B. burgdorferi
fitness compared to synchronous tick activity. Surprisingly, B. burgdorferi is eradicated as asynchrony
increases further due to a feedback from mouse population dynamics. A model extension reveals that
intermediate parasite virulence is adaptive in the absence of the classic virulence-transmission trade-off
for obligate-killer, monocyclic parasites that complete one generation per season. These results suggest
that host phenology could drive virulence evolution in some natural systems. A second model extension
demonstrates that host phenology can drive multi-season epidemic cycles due to a feedback between
host demography and parasite fitness. Short seasons and synchronous host emergence support parasite
densities high enough to drive cycling dynamics as parasites adapt. Further, cycling dynamics generate
an evolutionary feedback that slows parasite adaptation by preventing adaptive parasite mutants from
invading when host densities have been driven down by high parasite densities. A final model extension
reveals that host phenology creates multiple evolutionary stable strategies separated by evolutionary
repellors for obligate-killer parasites with no constraints on the number of generations they complete per
season. Certain environments support both monocyclic and polycyclic parasites, providing clues on the
evolutionary origins of both strategies in nature. Overall, this dissertation contributes theory on the impact
of host seasonality for parasite fitness and adaptation, providing a framework to study how species
respond to seasonal change and predict how disease systems could respond to the impending climate
crisis.
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ABSTRACT
THE IMPACT OF HOST PHENOLOGY ON PARASITE TRANSMISSION AND
EVOLUTION
Hannelore MacDonald
Dustin Brisson
Parasite fitness is tightly controlled by host ecology. The timing of seasonal host activities,
or host phenology, likely impacts parasite fitness by determining transmission between
infected and uninfected hosts. Changes in host phenology are also expected to drive parasite
adaptation in many disease systems, yet the quantitative and qualitative impact of phenology
remains under-explored. The overarching goal of this dissertation is to develop theory on
how host phenology impacts both parasite transmission and parasite evolution. A novel
modelling framework was developed to study how tick life-stage phenology impacts the
transmission of Borrelia burgdorferi in the Lyme disease system. This study reveals that
slightly asynchronous tick developmental-stage phenology results in high B. burgdorferi
fitness compared to synchronous tick activity. Surprisingly, B. burgdorferi is eradicated
as asynchrony increases further due to a feedback from mouse population dynamics. A
model extension reveals that intermediate parasite virulence is adaptive in the absence
of the classic virulence-transmission trade-off for obligate-killer, monocyclic parasites that
complete one generation per season. These results suggest that host phenology could drive
virulence evolution in some natural systems. A second model extension demonstrates that
host phenology can drive multi-season epidemic cycles due to a feedback between host
demography and parasite fitness. Short seasons and synchronous host emergence support
parasite densities high enough to drive cycling dynamics as parasites adapt. Further, cycling
dynamics generate an evolutionary feedback that slows parasite adaptation by preventing
adaptive parasite mutants from invading when host densities have been driven down by
high parasite densities. A final model extension reveals that host phenology creates multiple
evolutionary stable strategies separated by evolutionary repellors for obligate-killer parasites
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with no constraints on the number of generations they complete per season. Certain
environments support both monocyclic and polycyclic parasites, providing clues on the
evolutionary origins of both strategies in nature. Overall, this dissertation contributes theory
on the impact of host seasonality for parasite fitness and adaptation, providing a framework
to study how species respond to seasonal change and predict how disease systems could
respond to the impending climate crisis.
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FIGURE 1 :

How does tick life-stage phenology impact the transmission of B.
burgdorferi ? (a.) Larval ticks hatch uninfected (Piesman et al. 1986;
Patrican 1997) and can acquire B. burgdorferi by feeding on an
infected small animal (I ). Fed infected larvae molt to nymphs and
become active the following year (II ). Small animals are infected
when fed upon by an infected nymph (III ). Fed nymphs molt
to adults and feed on larger animals prior to laying eggs that
hatch the following year (IV ). Adult ticks play a minor role in the
transmission ecology of B. burgdorferi and are thus not explicitly
modeled. Equations describe transitions between tick life stages and
infection status from the modeling framework. (b.) The seasonal
activity patterns of the tick developmental stages vary from nearcontinuous activity of all stages throughout the year (i ) (DiukWasser et al. 2006; Ogden et al. 2018b) to developmental stages with
temporally divergent activity seasons of short-duration within the
US (iii) (Diuk-Wasser et al. 2006; Ogden et al. 2018b). This latter
tick-stage phenology (iii) is thought to result in high transmission of
B. burgdorferi as large proportions of hosts are infected by nymphs
(III) prior to larval activity (I). Black lines show larval activity and
gray lines show nymhpal activity. Note that the larvae and nymphs
that feed in the same summer are from different cohorts. . . . . .

ix
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FIGURE 2 :

Concentrated nymphal emergence durations (ln = 15 days, A)
result in a higher and earlier mouse infection prevalence peak (B )
compared to longer nymphal emergence durations (ln = 60 days) for
the same total tick population sizes. For example, a nymphal activity
duration of 15 days (ln = 15 days, A) results in peak mouse infection
prevalence (B ) occurring on day 15 while ln = 60 days results in peak
mouse infection prevalence occurring on day 61. In both models, 25%
of emerging nymphs are infected, k = 50, M = k(1 − µm /b) = 45.
All other parameter values are shown in Table 1. . . . . . . . . . . . 21
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FIGURE 3 :

The basic reproductive number, R0 , of B. burgdorferi is greatest
when larval activity is concentrated around peak mouse infection
prevalence. The left panel depicts R0 as a function of the duration
of larval emergence (ll ) and time between nymphal and larval
emergence (tl0 ). Panels on the right depict within-season dynamics
for representative timing parameter values indicated by their respective
letters on the left panel. (A) Concentrated larval emergence (small
ll ) that begins slightly after nymphal emergence (20 < tl0 < 35)
increases the probability that questing larvae feed on mice recently
infected by nymphs (tl0 = 25, ll = 18). (B ) Transmission decreases
as larvae emerge later (tl0 > 35) because the larval cohort feeds
after peak mouse infection prevalence (tl0 = 50, ll = 18). (C )
When larval and nymphal emergence is more synchronous (small
tl0 ), transmission to larvae increases as larval emergence duration
increases (large ll ) because more larvae feed after infectious nymphs
(tl0 = 5, ll = 40). B. burgdorferi is not maintained in systems where
R0 < 1. R0 is calculated assuming tick emergence is uniformly
distributed (U (ll ) where ll is the larval emergence duration, see
Appendix 1C). L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see Appendix 1A.)
ln = 25 days; all other parameter values are shown in Table 1. . .

xi
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FIGURE 4 :

The basic reproductive number, R0 , of B. burgdorferi is greatest
when larval emergence begins shortly after nymphal emergence
such that larvae feed during peak mouse infection prevalence. The
left panel depicts R0 as a function of the time between the start
of nymphal and larval emergence (tl0 ) and the duration of the
nymphal emergence period (ln ). The letters within the left panel
indicate the parameter values used to depict representative withinseason dynamics in the right panels. (A) Concentrated nymphal
emergence (small ln ) coupled with slight differences in nymphal
and larval emergence time (tl0 < 10) increases the probability that
questing larvae feed on mice infected by nymphs (tl0 = 10, ln = 10).
(B ) Longer durations between nymphal and larval emergence time
(tl0 > 10) results in lower mouse-to-larvae transmission rates as
many mice infected by nymphs die and are replaced by mice born
uninfected such that larvae are likely to feed on uninfected mice
(tl0 = 40, ln = 10). (C ) Synchronous emergence (tl0 = 0) can also
reduce B. burgdorferi fitness when nymphal emergence duration is
long (large ln ) as many larvae feed before mice become infected by
nymphs (tl0 = 5, ln = 30). R0 is calculated assuming tick emergence
is uniformly distributed (U (ln ) where ln is nymphal emergence
length, see Appendix 1C). ll = 25, L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1
(see Appendix 1A). All other parameter values are shown in Table 1. 23
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FIGURE 5 :

The larval emergence duration that maximizes R0 for B. burgdorferi
is conditioned on nymphal emergence duration. R0 is high if larval
emergence duration is slightly longer than nymphal emergence
duration (ll > ln in (A) and (B )), thus allowing larvae to feed
on mice that were previously fed upon by nymphs. However, R0
decreases when larval emergence duration is much longer than
nymphal emergence duration (R0 of (B ) < R0 of (A)) as late
emerging larvae can feed on uninfected mice born after the nymphal
activity period. Transmission from mice to larvae is low when
the larval emergence duration is less than the nymphal emergence
duration (ll < ln in (C )) because many larvae feed before infectious
nymphs. B. burgdorferi is not maintained in systems where R0 < 1.
R0 is calculated assuming tick emergence is uniformly distributed
(U (ll ) where ll is the larval emergence length. See Appendix 1C
for details). L̂ = L̂∗ , N̂ ∗ = N̂u - 1 (see Appendix 1A). tl0 = 0, (A)
ll = 35, ln = 7 (B ) ll = 48, ln = 10 (C ) ll = 20, ln = 30. tl0 = 0
days; all other parameter values are shown in Table 1. . . . . . . .

xiii
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FIGURE 6 :

Highly concentrated larval emergence increases R0 when larvae
emerge slightly after nymphs. (A) Concentrated nymphal emergence
drives high mouse infection prevalence and results in high transmission
to larvae when larval emergence is tightly concentrated (ll =
10, ln = 15). (B ) Transmission from mice to larvae decreases
as larval emergence duration increases because larvae are more
likely to feed on uninfected mice born after nymphal activity
(ll = 40, ln = 15). (C ) Transmission from mice to larvae also
decreases if larval emergence duration is highly concentrated and
nymphal emergence duration is broad because many larvae feed
before nymphs infect mice (ll = 15, ln = 40). R0 is calculated
assuming tick emergence is U (ll ) where ll is the larval emergence
length (see Appendix 1C.) L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see
Appendix 1A.) tl0 = 15 days; all other parameter values are shown
in Table 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

FIGURE 7 :

25

Infection diagram: The host cohort, ŝ, emerges from time t = 0 to
t = tl , all v1 parasites emerge at t = 0. Hosts do not reproduce
during the season. Infections generally occur early in the season
when host density is high. Parasite-induced host death occurs after
time τ , at which point new parasites, v2 are released. v2 decays
in the environment from exposure. Parasites only have time to
complete one round of infection per season. v2 parasites in the
environment at t = T will carryover and emerge at the beginning
of the next season.
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FIGURE 8 :

Host seasonality is sufficient to select an intermediate virulence
strategy. A. The temporal duration between infection and host
death (τ ∗ ) always evolves to a value that is greater than 0 (extreme
virulence) and less than the season length (extremely low virulence);
the intermediate virulence strategy maximizes parasite fitness in
environments where host activity is seasonal. The optimal parasiteinduced host death rate results in host death and progeny release
shortly before the end of the season (t = T ). Progeny release
just prior to the end of the season limits progeny decay from
environmental exposure while avoiding progeny dying within their
host at the end of the season. i and ii are representative examples
of optimal virulence strategies in environments with shorter (T =
3.2) or longer (T = 4) host activity periods, respectively. τ ∗
is found using equation (4a) when there is no trade-off between
transmission and virulence. B. Higher parasite virulence is favored
in environments with limited host activity periods. Parasites with
greater virulence produce more progeny that survive to the end of
the season when seasons are short. That is, the density of the more
virulent progeny (i) at T = 3.2 is greater than the density of the less
virulent progeny (ii). The more virulent parasites kill their hosts
quickly such that few infected hosts survive to the end of the season
and the progeny released spend little time in the environment. By
contrast, less virulent parasites (ii) often fail to kill their hosts and
release progeny prior to the end of short activity periods (T = 3.2).
Longer seasons (T = 4) favor less virulent parasites (ii) as they kill
their hosts closer to the end of the season such that fewer of their
released progeny decay in the environment (ii) than the progeny of
the more virulent parasites that are released earlier in the season
(i). The blue line represents the incidence rate of new infections;
tl = 1; all other parameters
xv found in Table 2.

. . . . . . . . . . .

44

FIGURE 9 :

The variation in host emergence timing impacts the optimal virulence
strategy. A. Parasites with lower virulence are favored in environments
where nearly all hosts emerge simultaneously (i). Progeny from the
low virulence parasites are released nearly simultaneously just prior
to the end of the season. High virulence parasites are favored in
environments where host emergence period length is moderate (ii).
Moderate variation in host emergence decreases the average time
between infection and the end of the season and favors parasites
with a high virulence strategy such that few infected hosts survive
to the end of the season. Parasites in environments where host
emergence variation is very high maximize the number of progeny
that survive to the next season by using a moderate virulence
strategy (iii). Parasites in these environments suffer the costs of
hosts that are infected later in the season not releasing progeny as
well as progeny decay in the environment when released from earlyinfected hosts. A moderate virulence strategy allows hosts infected
around the mid-season peak in incidence to release progeny while
limiting the decay of these progeny. τ ∗ is found using equation (4a)
when there is no trade-off between transmission and virulence. B.
Equilibrium density of parasites with the optimal virulence strategy
for their environment decreases with increasing variation in host
emergence timing. Optimal virulence results in peak equilibrium in
new parasites density, indicated by the vertical lines. T = 3; other
parameters found in Table 2. . . . . . . . . . . . . . . . . . . . . .
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FIGURE 10 : Mechanistic transmission-virulence trade-offs shift the optimal virulence
strategy but are not necessary to favor intermediate virulence in
environments with seasonal host activity. The optimal virulence
level for parasites in which longer durations of infection result
in more progeny is slightly lower than for parasites that are not
constrained with this mechanistic trade-off in the same environment
(i). This mechanistic trade-off elevates the fitness benefit of longer
duration infections by compensating for the cost of infected hosts
dying without releasing progeny. The optimal virulence level for
parasites in which longer infection durations result in fewer progeny
is greater than for parasites without this trade-off in the same
seasonal environments (ii). This mechanistic trade-off elevates the
fitness benefit of shorter duration infections despite the cost of
greater progeny decay in the environment. τ ∗ was found using
equation (4a) when there is no trade-off between transmission and
virulence and then compared to τ ∗ constrained by a trade-off with
transmission. Trade-off for i : β(τ ) = 99(τ + 0.5), trade-off for
ii : β(τ ) = 99(−τ + 4). All other parameters found in Table 2. . .

xvii
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FIGURE 11 : Diagrammatic representation of the infectious cycle within each
season. The host population (ŝ(n)) at the start of season n are
the offspring of uninfected hosts that survived and reproduced at
the end of the prior season. The parasite population at the start
of season n (v1 (0) = v̂(n)) are derived from infected hosts killed
by the parasite prior to the end of season n − 1 and survived in
the environment until the end of the season (v2 (T )). All parasites
emerge at the beginning of the season (t = 0) while all hosts emerge
at a constant rate between 0 ≤ t ≤ tl . The rate of new infections is
density dependent resulting in the majority of infections occurring
near the beginning of the season when susceptible host and free
parasite densities are high. Parasite-induced host death at time τ
post-infection releases parasite progeny (v2 ) into the environment
where they decay in the environment at rate δ. The monocyclic
parasite progeny (v2 ) do not infect uninfected hosts within the same
season. Parasite progeny that survive in the environment to the
end of the season comprise the parasite population that emerge in
the following season (v2 (T ) = v̂(n + 1)).

xviii
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FIGURE 12 : High-fitness parasites can drive multi-season epidemic cycles. A.
Parasite density increases as the virulence phenotype approaches the
time between infection and host death (τ ) that maximizes parasite
fitness (MacDonald et al. 2021). Parasite populations can reach
sufficiently high densities in some host phenological patterns, as seen
in A, to destabilize demographic dynamics resulting in a bifurcation
that drives quasiperiodic parasite-host dynamics. The bifurcation
diagram shows end of season parasite densities for parasites with
different virulence phenotypes (τ ) during seasons 800-900 in a
system where the host season is short (T = 4) and hosts emerge
synchronously (tl = 1). The most fit parasites (2.75 < τ < 3.26)
achieve densities that can disrupt dynamics and cause cycling.
Parasites with virulence phenotypes that are too high (τ < 2.75)
or too low (τ > 3.26) do not cause parasite-host cycles in this host
phenological environment. B. The population dynamics of hosts
(B.1) and parasites (B.2) in a system experiencing quasiperiodic
population cycles (τ = 2.8, T = 4, tl = 1, other parameters found in
Table 3) after reaching the quasiperiodic attractor. High parasite
densities (ex. season 3-4) infect and sterilize a large proportion of
the host population resulting in a dramatic host population decline
(ex. seasons 4-5). The limited number of susceptible hosts causes a
subsequent decline in parasite populations (ex. seasons 5-7). Host
density rebounds once relieved from infection pressure (ex. seasons
6-8) allowing the parasites to exploit the host population again,
driving a continuation of quasiperiodic cycling. In both panels:
T = 4, tl = 1, all other parameters found in Table 3.

xix
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FIGURE 13 : Parasite-host cycles occur in some, but not all, host phenological
patterns. Boundary plot shows host phenological patterns where
dynamics are stable (”endemic equilibrium”) or cycling for parasites
possess the optimal virulence trait for their phenological environment.
Parasites are more likely to achieve the densities necessary to drive
cycles when host emergence periods are short (small values of T )
and host emergence is synchronous (small values of tl ). All other
parameters found in Table 3. . . . . . . . . . . . . . . . . . . . . .
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FIGURE 14 : Mutant parasites with more adaptive virulence phenotypes often
fail to invade when resident parasite and host dynamics are cycling.
The phase plane (A) shows the discrete time limit cycle for host
(ŝ) and resident parasite (v̂) densities (T = 4; tl = 1; τ = 2.8 in this
example). The blue section denotes the phase of the parasite-host
cycle when rare adaptive parasites can invade; the same mutant
fails to invade when introduced at all other time points despite
having the same selective advantage. The line (A) depicts the same
iteration (6 seasons) of the quasi-periodic dynamics of this system
as illustrated in B.1 and B.2. An advantageous mutant fails to
invade (red line, B.3) if introduced in seasons when host density will
decrease (red point, B.1) and resident parasite density is moderate
or high (red point, B.2). The same advantageous mutant can invade
(blue line, B.3) and eventually replace the resident parasite if it is
introduced when host density will increase (blue point, B.1) and
resident parasite density is low (blue point, B.2). τm = 2.81, all
other parameters found in Table 3. . . . . . . . . . . . . . . . . .

xx
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FIGURE 15 : Adaptive evolution proceeds more slowly during parasite-host demographic
cycles than in stable equilibrial systems. Parasite evolution toward
an intermediate optimal virulence strategy occurs more slowly when
population demography is cycling (A) than in an equilibrial dynamic
system (B). (A) Increases in parasite density as parasites evolve
drive demographic cycling for 2.75 < τ < 3.26. Population cycling
delays adaptive evolution as rare mutants fail to invade the system
when introduced at many phases of the dynamic cycle despite
their selective advantage. By contrast, rare advantageous mutants
always invade systems with stable dynamics (B). Plots show twelve
independent simulations for each set of parameters - six runs starting
at a virulence level lower than optimum and six runs starting at a
virulence level higher than the optimum - where an adaptive mutant
is introduced into the population no more than once every 1000
seasons. Evolutionary time represents the cumulative number of
adaptive mutants sequentially introduced into each population. The
average evolutionary time needed to reach the optimal virulence
strategy is higher in the cycling system (A. 21 mutants, range: 6-42
mutants) than in the stable system (B. 14 mutants, range: 6-27
mutants) Population cycling could not occur in B as the host cohort
size remained constant across seasons (ŝ = 108 ); host cohort size in
A (ŝ(n)) was determined by the number of hosts that reproduced
in season n − 1. T = 4, tl = 1, all other parameters found in Table 3. 70

xxi

FIGURE 16 : Diagrammatic representation of a polycyclic infectious cycle within
and across seasons. All parasites (v) emerge at at the beginning
of the season (t = 0) while all hosts (s) emerge at a constant
rate between time t = 0 and t = tl (where tl is the length of the
host emergence period). Parasites decay in the environment from
exposure at rate δ throughout the season. The rate of infection
is density dependent such that the majority infections occur near
the beginning of the season when susceptible host and free parasite
densities are high. Parasite-induced host death at time τ postinfection releases parasite progeny (v) into the environment. This
diagram depicts an example where τ is short enough such that more
than two cycles of infections can occur within the season (polycyclic),
although parasites with longer latency periods complete only only
one infectious cycle within each season. The host (dashed) and
parasite (solid) population dynamics across two seasons when the
end-of-season densities reach stable equilibria are portrayed in the
lower panel. Parasite progeny surviving to the end of the season
constitute the parasite population emerging the following season
(v(T )n = v̂(n + 1)). The density of hosts emerging each season
were constant in some analyses and a function of the number of
uninfected hosts surviving to the end of the season in other analyses.
Host densities determined by the densities in the prior season can
generate a quasiperiodic discrete-time attractor such that end of
season densities for hosts and parasites vary among seasons. . . .
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FIGURE 17 : Seasonal host activity generates multiple parasite virulence attractors.
A. Pairwise invasibility plot (PIP) shows the outcome of invasion
by mutant parasite strains into resident parasite populations with
virulence trait τ . Mutants possess an adaptive virulence trait
and invade in black regions while they possess a maladaptive
virulence trait and go extinct in white regions. The PIP shows two
evolutionarily stable strategies (ESS) at τ ≈ 2.85 and τ ≈ 1.35 that
are attractive and uninvasible. An evolutionary repellor lies between
the two ESS at τ ≈ 1.9. B. The low virulence attractor (gray line,
τ ≈ 2.85) releases new parasites just prior to the end of the season
and is thus monocyclic. The high virulence attractor (light gray line,
τ ≈ 1.35) is polycyclic and completes two generations of infections
during the season for the parameter values shown here. Black line
shows host dynamics. T = 4, tl = 1, β(τ ) = b(τ + 0.5)0.8 , all other
parameters in Table 5. See Appendix 4A for an explanation of how
the PIP was produced. . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 18 : Initial conditions determine which virulence attractor parasite
populations will evolve towards. A repellor exists between the
two attractors at moderate virulence around τ = 1.9. (A.) If
mutation step sizes are small, parasite populations with τ > 1.9
evolve towards the low virulence, monocyclic attractor at τ ≈ 2.85
while parasite populations with τ < 1.9 evolve towards the high
virulence, polycyclic attractor at τ ≈ 1.35. (B.) If mutation step
sizes are large, all parasite populations eventually reach the low
virulence, monocyclic attractor as this is the global optimum for
these parameters. Plots show 24 independent simulation analyses
with high or low mutation step sizes. Six runs start at τ = 3.2, τ = 2,
τ = 1.8 and τ = 1, respectively. Evolutionary time represents the
number of mutants introduced into each system. In a random season
after at least 1000 seasons have passed since the last mutant was
introduced, the parasite population with the highest density is set
as the “resident” population and a new mutant is introduced with a
virulence phenotype drawn from a normal distribution whose mean
is the virulence phenotype of the ”resident” parasite population.
When the mutation step size is small: τm = τr + N (0, 0.1). When
the mutation step size is large: τm = τr + N (0, 0.5). Parameter
values in this figure are identical to those in Figure 17. . . . . . . . 91
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FIGURE 19 : Host phenology impacts parasite virulence optimums. A. Longer
seasons select for lower virulence for both the monocyclic and
polycyclic attractors. B. Higher emergence variability selects for
higher virulence for both the monocyclic and polycyclic attractors,
however the impact of changing emergence period length is nonlinear.
The strength tl has on the respective attractors varies: increases in
tl when tl < 1.75 results in a large increase in virulence for the low
virulence attractor but a small increase in virulence for the high
virulence attractor while the opposite is true for tl > 1.75. Black
points indicate global attractors, gray points indicate local attractors
and hollow points indicate repellors. All other parameters are
identical to those in Figure 17. See Appendix 4A for an explanation
of how optimum virulence was found.
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FIGURE 20 : Certain conditions can destroy bistability or switch the global
optimum. Parasite virulence attractors and repellors for changing:
A. Host death rate, µ B. parasite decay rate (δ) C. transmission
rate (β) D. trade-off parameter (b). A. Low natural host mortality
(µ) drives high host densities and thus high early season incidence.
High incidence early in the season selects for the low virulence,
monocyclic strategy. High µ makes the high virulence, polycyclic
attractor the global optimum as remaining in the host for long
periods is risky. B. A low decay rate (δ) drives high parasite
densities and thus high early season incidence. High incidence early
in the season selects for the low virulence, monocyclic attractor.
C. A low transmission rate (β) pushes the timing of infections to
later in the season. Late infections select for the high virulence,
polycyclic strategy as there is less time between infection and the
end of the season. Higher β result in high early season incidence
and thus drives both attractors towards lower virulence. D. Low
values of the trade-off parameter (b) result in low parasite density
and thus slow incidence. High virulence is adaptive when incidence
is slow as parasites have less time to release progeny before the end
of the season. High values of b result in high parasite density and
thus high incidence early in the season. High early season incidence
selects for the low virulence, monocyclic strategy. T = 4, tl = 1.
When a parameter is not changing, its value is the same as in Table
5. See Appendix 4A for an explanation of how optimum virulence
was found. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 21 : Virulence evolution generates periodic dynamics when host populations
carryover from one season to the next A. Parasite density increases
as the virulence phenotype approaches the latency period (τ ) that
maximizes parasite fitness (MacDonald and Brisson 2022a). Parasite
populations can reach sufficiently high densities in some host phenological
patterns to destabilize demographic dynamics resulting in a bifurcation
that drives quasiperiodic parasite-host dynamics. The bifurcation
diagram shows end of season parasite densities for parasites with
different virulence phenotypes (τ ) for seasons 800-900 in a system
where the host season is short (T = 4) and hosts emerge synchronously
(tl = 1). Moderate virulence parasites (1.85 < τ < 2.3) reach a
stable equilibrium. The most fit polycyclic parasites with high
virulence (τ < 1.85) and monocyclic parasites with low virulence
(τ > 2.3) achieve densities that can disrupt dynamics and cause
cycling. B. Periodic host-parasite dynamics do not qualitatively
impact the evolutionary endpoints, i.e. high and low virulence
attractors are separated by a repellor despite periodic dynamics.
The same simulation analysis with small mutation step size was
used as in Figure 18. α = 10−7 , b = 75 to prevent polycyclic parasite
extinction, all other parameters are the same as Table 5. . . . . .
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FIGURE 1 :

Equilibrium larval population sizes (L̂∗ ) decrease at low mouse
densities when larval activity begins much later than nymphal
activity. M = k(1 − µm /b) is the mouse population size, tl0 is the
offset between when nymphs and larvae begin emerging, γl and γn
are the contact rates between larvae and mice and nymphs and mice
respectively. The first row shows that if γl and γn are high, large tl0
decreases L̂∗ slightly when nymphal and larval emergence is broad
(ll and ln ). The second row shows that if γl and γn are low, large
tl0 decreases L̂∗ more strongly, especially when nymphal and larval
emergence is broad (ll and ln ). Note that contour colors are not the
same across plots. All other parameter values are shown in Table 1. 121

FIGURE 2 :

The difference between R0 that takes into account L̂∗ (black line)
and R0nc that assumes constant L̂ irregardless of phenology (gray
line) is most dramatic for large offset between nymphal and larval
activity, low contact rates between ticks and mice (γl = 0.002, γn =
0.004) and low mouse density (M = 20). The difference between
R0 and R0nc is negligible for higher contact rates (γl = 0.004, γn =
0.008) and higher mouse density (M = 45). L̂ was calculated using
the equation (A.3) for L̂∗ when nymphal and larval phenology is
synchronous (tl0 = 0). As the offset between nymphal and larval
activity increases, L̂∗ and L̂ diverge driving differences in estimates
for R0 and R0 nc. . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 3 :

The relative error between R0 and R0nc increases as the offset
between larval and nymphal emergence increases. This error is
exacerbated for low host density and low contact rates between
ticks and mice because fewer ticks successfully feed by the end of the
season which drives lower equilibrium tick sizes. M = k(1−µm /b) is
the mouse population size, γl and γn are the contact rates between
larvae and mice and nymphs and mice respectively. All other
parameter values are shown in Table 1. . . . . . . . . . . . . . . .

FIGURE 4 :
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R0 decreases as mouse density increases because of dilution. R0
decreases when larval actvity begins much later than nymhpal
activity because of mouse turnover. . . . . . . . . . . . . . . . . .
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FIGURE 5 :

The basic reproductive number, R0 , of B. burgdorferi is greatest
when larval emergence begins shortly after nymphal emergence such
that larvae are active during the peak in mouse infection prevalence.
The left hand panel depicts R0 as a function of the time between the
start of nymphal and larval emergence (tl0 ), and the larval emergence
width parameter (λl ), and the letters indicate the parameters for the
within-season dynamics on the right hand panels. (A) Concentrated
larval emergence (large λl ) coupled with a slight difference between
when nymphs and larvae begin emerging (tl0 < 35) increases the
probability that questing larvae feed on mice recently infected by
nymphs (tl0 = 20, λl = 0.55). (B ) Greater differences between when
nymphs and larvae begin emerging (tl0 > 35) results in lower mouseto-larvae transmission rates as many mice infected by nymphs die
and are replaced by mice born uninfected such that larvae are likely
to feed on uninfected mice (tl0 = 50, λl = 0.55). (C ) Synchronous
emergence (tl0 = 0) can also reduce B. burgdorferi fitness when
larval emergence duration is long (small λl ) as many larvae feed
after infected mice have died (tl0 = 5, λl = 0.2). R0 is calculated
assuming tick emergence is Gamma distributed. λn = 0.5, φl =
φn = 10, L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see Appendix 1A). All other
parameter values are shown in Table 1. . . . . . . . . . . . . . . .
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FIGURE 6 :

The basic reproductive number, R0 , of B. burgdorferi is greatest
when larval emergence begins shortly after nymphal emergence
such that larvae are active during the peak in mouse infection
prevalence. The left hand panel depicts R0 as a function of the time
between the start of nymphal and larval emergence (tl0 ), and the
nymphal emergence width parameter (λn ), and the letters indicate
the parameters for the within-season dynamics on the right hand
panels. (A) Concentrated nymphal emergence (large λn ) coupled
with a slight difference between when nymphs and larvae begin
emerging (tl0 < 25) increases the probability that questing larvae
feed on mice recently infected by nymphs (tl0 = 20, λn = 0.55).
(B ) Greater differences between when nymphs and larvae begin
emerging (tl0 > 25) results in lower mouse-to-larvae transmission
rates as many mice infected by nymphs die and are replaced by mice
born uninfected such that larvae are likely to feed on uninfected
mice (tl0 = 50, λn = 0.55). (C ) Synchronous emergence (tl0 = 0)
can also reduce B. burgdorferi fitness when nymphal emergence
duration is long (small λn ) as many larvae feed before nymphs infect
mice (tl0 = 5, λn = 0.2). R0 is calculated assuming tick emergence is
Gamma distributed. λl = 0.5, φl = φn = 10, L̂ = L̂∗ , N̂i = 1, N̂u =
N̂ ∗ − 1 (see Appendix 1A). All other parameter values are shown
in Table 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 7 :

The basic reproductive number, R0 , of B. burgdorferi is high when
larvae emerge shortly after nymphs emerge so that larvae are active
when mouse infection prevalence is high, despite bimodal larval
emergence. The left hand panel depicts R0 as a function of the
time between the start of nymphal and larval emergence (tl0 ),
and the larval emergence width parameter (λl ), and the letters
indicate the parameters for the within-season dynamics on the right
hand panels. (A) Concentrated larval emergence (large λl ) coupled
with a slight difference between when nymphs and larvae begin
emerging (tl0 < 30) increases the probability that questing larvae
feed on mice recently infected by nymphs (tl0 = 20, λl = 0.65).
(B ) Greater differences between when nymphs and larvae begin
emerging (tl0 > 30) results in lower mouse-to-larvae transmission
rates as many mice infected by nymphs die and are replaced by mice
born uninfected such that larvae are likely to feed on uninfected
mice (tl0 = 50, λl = 0.65). (C ) Synchronous emergence (tl0 = 0) can
also reduce B. burgdorferi fitness when larval emergence duration is
long (small λl ) as many larvae in the first peak feed before nymphs
infect mice and many larvae in the later peak feed after infected
mice have died (tl0 = 5, λl = 0.2). R0 is calculated assuming
nymphal emergence is Gamma distributed and larval emergence
has a bimodal Gamma distribution. λn = 0.5, φl = φn = 10, L̂ =
L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see Appendix 1A). All other parameter
values are shown in Table 1. . . . . . . . . . . . . . . . . . . . . .
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FIGURE 8 :

The basic reproductive number, R0 , of B. burgdorferi is high when
larvae emerge shortly after nymphs emerge so that larvae are active
when mouse infection prevalence is high, despite bimodal larval
emergence. The left hand panel depicts R0 , in this case as a function
of the time between the start of nymphal and larval emergence (tl0 ),
and the duration of nymphal emergence period (λn ), and the letters
indicate the parameters for the within-season dynamics on the
right hand panels. (A) Concentrated nymphal emergence (large λn )
coupled with a slight difference between when nymphs and larvae
begin emerging (tl0 < 25) increases the probability that questing
larvae feed on mice recently infected by nymphs (tl0 = 10, λn = 0.55).
(B ) Greater differences between when nymphs and larvae begin
emerging (tl0 > 25) results in lower mouse-to-larvae transmission
rates as many mice infected by nymphs die and are replaced by mice
born uninfected such that larvae are likely to feed on uninfected mice
(tl0 = 50, λn = 0.55). (C ) Synchronous emergence (tl0 = 0) can also
reduce B. burgdorferi fitness when nymphal emergence duration
is long (small λn ) as many larvae feed before nymphs infect mice
(tl0 = 5, λn = 0.2). R0 is calculated assuming nymphal emergence
is Gamma distributed and larval emergence has a bimodal Gamma
distribution. λl = 0.5, L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see Appendix
1A). All other parameter values are shown in Table 1. . . . . . . .
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FIGURE 9 :

Nymphal infection prevalence (%Ni ) is highest when larval emergence
is concentrated and begins slightly after nymhpal emergence depsite
mouse density varying from one year to the next. This is the same
qualitative result as shown in Figures 3 and 4 in the main text. %Ni
was calculated by taking the geometric mean of nymphal infection
prevalence across 180 seasons when mouse density, M , randomly
varied between 20 and 120 mice. All other parameter values are
shown in Table 1. . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 10 : Pairwise invasibility plot (PIP) shows the outcome of invasion by
mutant parasite strains into resident parasite populations with
virulence trait τ when β = 200 (i.e. β is not a function of τ ).
Notice that the high virulence evolutionary attractor occurs at
maximal virulence (set to τ = 1). . . . . . . . . . . . . . . . . . .
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CHAPTER 1 : Introduction
Parasitism is the most common evolutionary strategy on the planet (Dobson et al. 2008).
The success of this strategy hinges on the efficiency of parasite transmission to new hosts.
Many ecological factors alter parasite transmission and drive changes in parasite fitness. A
factor whose impact on parasite transmission remains relatively unexplored is the timing
of seasonal host activities, or host phenology, despite evidence that phenology is a major
selective force shaping species life cycles (Elzinga and al 2007; Forrest and Miller-Rushing
2010; Pau et al. 2011; Anderson et al. 2012; Novy et al. 2013; Lustenhouwer et al. 2018;
Park 2019). Host phenology likely strongly impacts parasite transmission between infected
and uninfected hosts as it controls host densities and contact rates between hosts over time.
Most, if not all, parasites are impacted by seasonal rhythms in one way or another (Altizer
et al. 2006a; Martinez 2018b). Good examples of seasonally forced infections include the the
uptick of respiratory diseases such as influenza during winter months (Shaman and Kohn
2009) and increased incidence of West Nile Virus in the summer when mosquitoes are active
(Campbell et al. 2002). The multitude of factors impacting seasonal parasite infections can
be boiled down to three main drivers: (1) seasonal changes in parasite transmission over
time driven by changes in contact rates (2) seasonal changes in host susceptibility over time
induced by e.g. stress (3) seasonal birth pulses that lead to an influx of new susceptible hosts
(Altizer et al. 2006a). Understanding how seasonality impacts parasite life cycles provides a
useful case study on how species fitness responds to seasonal change. Further, knowledge on
how seasonality impacts parasites under current conditions across diverse environments will
inform predictions for how disease systems could adapt to global climate change.
The bulk of theory on parasite adaptation assumes that parasites cannot increase onward
transmission without also increasing virulence, or the lifetime reduction in host fitness
caused by a parasite infection (Cressler et al. 2016b; Alizon et al. 2009). This mechanistic
trade-off between transmission and virulence is generally assumed to be mediated through
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host exploitation (Anderson and May 1982). More exploitative parasites are more abundant
within the host, and are thus more likely to infect naı̈ve hosts. However, parasite exploitation
causes disease symptoms, often described as virulence, that ultimately decrease parasite
fitness by decreasing the contact rate with naı̈ve hosts due to host mortality, immune
responses, or host behaviors that decrease contact rates (Cressler et al. 2016b). Trade-offs
between parasite transmission and virulence predict that the costs associated with high host
exploitation make intermediate transmission and virulence adaptive for parasites (Anderson
and May 1982; van Baalen and Sabelis 1995; Alizon and van Baalen 2005). The transmission
virulence trade-off has been the foundation for understanding parasite evolution and has
been studied in conjunction with a multitude of ecological factors (Anderson and May 1982;
Lenski and May 1994; Gandon et al. 2001; Alizon 2012; Alizon et al. 2013), however few
studies have explored how host phenology interacts with this trade-off to shape parasite
evolution.
Theoretical studies on how seasonality impacts parasite virulence evolution have made
contrasting predictions. Models that incorporate seasonal host absence have shown that long
host activity periods or long periods between host activity periods can select for low virulence
parasites (van den Berg et al. 2011; Sorrell et al. 2009). High virulence is maladaptive for
parasites in this scenario as the limited available host population is exhausted before the
end of the season. By contrast, models that assume virulence is positively correlated with
host density predict selection for high virulence in seasonal environments (Donnelly et al.
2013). In nature, host populations exhibit a range of seasonal patterns that have not yet
been adequately captured in previous theoretical work. Variation in host seasonal patterns
could drive important changes in parasite transmission dynamics that alter predictions for
parasite evolution.
This dissertation develops theory on how the exact host phenological pattern impacts both
parasite transmission and parasite evolution. Mathematical modelling and analysis is used
to generate predictions that will guide future empirical and experimental studies. This work
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reveals how host phenology determines parasite fitness and distributions by altering contact
rates between infected and uninfected hosts (Chapter 2), drives the evolution of intermediate
virulence without relying on a mechanistic trade-off (Chapter 3), generates quasiperiodic
host-parasite dynamics as parasites evolve and an eco-evo feedback (Chapter 4) and selects
for multiple parasite virulence strategies (Chapter 5).
Variation in the prevalence of Borrelia burgdorferi, the etiological agent of human Lyme
disease, is thought to be in part driven by tick phenology (Ogden et al. 2018b; Brinkerhoff
et al. 2011). To test this hypothesis, I developed a mathematical model of the Lyme disease
system to study the consequences of differential tick developmental-stage phenology on the
transmission of B. burgdorferi. Incorporating seasonal tick activity increases B. burgdorferi
fitness compared to continuous tick activity but can also prevent transmission completely.
Slightly asynchronous tick developmental-stage phenology results in high B. burgdorferi
fitness compared to synchronous tick activity. Surprisingly, B. burgdorferi is eradicated
as asynchrony increases further due to feedback from mouse population dynamics. These
results reveal that slight alterations in host emergence timing can have significant impacts
on parasite fitness.
Mechanistic trade-offs between transmission and virulence are the foundation of nearly all
theory on parasite virulence evolution (Cressler et al. 2016a; Alizon et al. 2009). Although
several ecological factors modulate optimal virulence in mechanistic trade-off models, none
have been shown to be sufficient to drive intermediate virulence. In Chapter 3, I study
how host phenology impacts the evolution of obligate-killer, monocyclic parasites which
complete one generation per season. I found that intermediate parasite virulence is adaptive
in the absence of the classic virulence-transmission trade-off for this class of disease systems.
Intermediate virulence evolves because most new parasites die in the environment from
infections that kill hosts too quickly and no new parasites result from infections that do
not kill hosts before the end of the season. These results suggest that host phenology could
serve as the main driver of virulence evolution in some natural systems.
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Host-parasite interactions can drive periodic population dynamics when parasites overexploit host populations (Myers 2018). In Chapter 4, I show that host seasonality can drive
multi-season epidemic cycles due to a feedback between host demography and parasite fitness
when host population sizes at the end of one season determine next season’s emerging host
cohort size. Short seasons and synchronous host emergence support parasite densities high
enough to drive cycling dynamics as parasites adapt. Further, cycling dynamics generate
an evolutionary feedback that slows parasite adaptation by preventing adaptive parasite
mutants from invading when host densities have been driven down by high parasite densities.
It has been previously proposed that host seasonality could select for multiple parasite
virulence strategies (Altizer et al. 2006a), however evidence remains scarce. In Chapter 5,
I investigate the impact of host phenology on polycyclic parasites which complete several
generations per season. I find that host activity patterns create multiple evolutionary
stable virulence strategies separated by less-fit strategies (evolutionary repellors). Long
host activity periods and more synchronous host emergence drive all evolutionarily stable
virulence strategies towards lower virulence. These results provide clues on the evolutionary
origins of monocyclic and polycyclic parasites by revealing the adaptive benefits of both
strategies.
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CHAPTER 2 : The role of host phenology for parasite transmission
Text from this chapter has been published in Theoretical Ecology (MacDonald, Akçay and
Brisson, 2021).
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Abstract
Phenology is a fundamental determinant of species distributions, abundances, and interactions.
In host-parasite interactions, host phenology can affect parasite fitness due to the temporal
constraints it imposes on host contact rates. However, it remains unclear how parasite
transmission is shaped by the wide range of phenological patterns observed in nature. We
develop a mathematical model of the Lyme disease system to study the consequences
of differential tick developmental-stage phenology for the transmission of B. burgdorferi.
Incorporating seasonal tick activity can increase B. burgdorferi fitness compared to continuous
tick activity but can also prevent transmission completely. B. burgdorferi fitness is greatest
when the activity period of the infectious nymphal stage slightly precedes the larval activity
period. Surprisingly, B. burgdorferi is eradicated if the larval activity period begins long
after the end of nymphal activity due to a feedback with mouse population dynamics. These
results highlight the importance of phenology, a common driver of species interactions, for
the fitness of a parasite.
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2.1. Introduction
Behaviors or traits that vary seasonally, termed phenology in the ecological literature, impact
both the type and strength of ecological interactions within populations and communities
(Miller-Rushing et al. 2010; Bewick et al. 2016; Paull and Johnson 2014; Barber et al. 2016;
Burkett-Cadena et al. 2011). For example, seasonal matching between flowering times and
pollinator activity periods is a key driver of short- and long-term population dynamics of
both plants and insects (Cleland et al. 2007; Gaku et al. 2004; Inouye 2008; Kudo and Ida
2013; Memmott et al. 2007; Hegland et al. 2009). Differences in the seasonal activities of
interacting species over time or geography, caused by changes in climatic and environmental
features, can result in population extinctions and in population explosions (Cahill et al.
2013; Johnson et al. 2010; Washburn and Cornell 1981; Powell and Bentz 2009; Jepsen et al.
2009; van Asch and Visser 2007; Jepsen et al. 2008). Although the majority of studies focus
on the phenology of plants and their interacting species, the seasonal activity of hosts or
disease vectors is also likely to have large impacts on the population dynamics of infectious
microbes.
The impact of phenology on disease transmission dynamics can be prominent in disease
systems involving multiple host species or life-stages because the seasonal match or mismatch
of activities between species or stages will determine the frequency and type of pathogen
transmission. For instance, consider the cestode Schistocephalus solidus that infects young
three-spined stickleback fish as an intermediate host, multiplies within the fish before the fish
is eaten by the definitive bird host (belted kingfisher) (Clarke 1954; Heins et al. 2016). The
parasite reproduces sexually within the bird who defecate parasite eggs that infect juvenile
fish (Clarke 1954). This disease system occurs in North American lakes that freeze over
winter, causing both fish reproduction and bird migration to be temporally restricted within
each year. A temporal mismatch in the bird and fish phenologies, such as fish reproduction
occurring prior to the return migration of birds, could therefore reduce or eliminate cestode
transmission among its hosts. Further, variation in the environmental cues affecting the
seasonal activity patterns of the birds and fish either among lakes or across years is likely to
7

impact disease transmission dynamics. These types of seasonal dynamics are expected to
impact parasite fitness in many disease systems, yet the quantitative and qualitative impact
of phenology remains relatively under explored (Barber et al. 2016).
Human diseases caused by zoonotic pathogens, those that complete their natural life cycle in
wildlife but can infect humans, are likely impacted by the phenology of their wildlife hosts or
vectors. Parasites transmitted by hard bodied ticks (family Ixodidae) represent a practical
case study to examine the impact of phenology on disease systems. The public health
importance of diseases transmitted by these ticks, such as Lyme disease, has resulted in
expansive field datasets that provide baseline expectations for the transmission consequences
of tick phenological patterns, making this a good system to study the effects of the general
conceptual issue of how vector phenology drives parasite transmission (Randolph 1999c;
Randolph et al. 2000; Ogden et al. 2018b). Ixodid ticks have three distinct developmental
stages. Larvae, the first developmental stage, hatch uninfected but can acquire Borrelia
burgdorferi, the etiological agent of Lyme disease, while feeding on an infected host (Fig.
1). Fed larvae molt to nymphs that can then transmit B. burgdorferi to small vertebrate
hosts (primarily mice, chipmunks, and shrews) during nymphal feeding. Fed nymphs molt
to adults that feed on large vertebrates before laying eggs that hatch as larvae. In the
Northeastern US, the nymphal stage is active in early summer while larvae from a different
cohort feed in late summer, providing an opportunity for B. burgdorferi transmission from
nymphs to larvae through the vertebrate hosts (Wilson and Spielman 1985). This sequential
feeding pattern has been alleged to contribute to higher infection prevalence found in the
Northeastern US relative to Southern or Midwestern US, where the sequential activity
patterns are less pronounced (Ogden et al. 2018b; Brinkerhoff et al. 2011).
Here we develop a model to study the evolutionary ecology of parasite transmission given
different phenological scenarios using the B. burgdorferi -Ixodes tick system as a natural
example. The relative simplicity of our model makes mathematical analyses tractable while
capturing the fundamental impact of phenology on parasite fitness. This impact unfolds
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over two time-scales: the within-season dynamics of infection, and the between-season
demography of the vector (Bewick et al. 2016). Previous work (Dunn et al. 2013; Ogden
et al. 2004) considered the within-season dynamics of infection but did not account for
the between-season population dynamics of the vector species. The latter is an important
factor as phenology can alter vector population sizes resulting in an ecological feedback
impacting parasite fitness. Our analysis builds on a modeling framework that integrates
these effects (Bewick et al. 2016) and demonstrates a general approach for studying both
the short- and long-term impacts of vector phenology for parasite fitness. We use the Lyme
disease system to describe our approach, although the modeling framework applies to all
parasites that require multiple transmission events to complete their life cycle (e.g. West Nile
Virus, Leishmania parasites, Yersinia pestis). Our framework can be extended to study how
specific vector life history traits, such as differential mortality throughout the year, impact
parasite fitness. Additionally, our straightforward framework makes further investigation of
the evolutionary pressure imposed by phenology possible.

2.2. Model
We model the transmission of B. burgdorferi between I. scapularis and a main vertebrate
reservoir, the white-footed mouse, Peromyscus leucopus (LoGiudice et al. 2003). Our model
tracks the within-season dynamics of nymphal and larval population activity and uses these
dynamics to compute the between season changes in overall infection prevalence.
Within-season dynamics describe the duration of nymphal and larval emergence and feeding
activity in continuous time from the beginning of each season (t = 0) to the end (t = τ ).
The life-cycle we model is depicted in Figure 1a. Ticks start their life-cycle uninfected, but
may pick up the infection as larvae by feeding on an infected mouse (Magnarelli et al. 1987).
Larvae then overwinter and emerge as nymphs in the next season who can transmit the
infection to new mice who are also born uninfected (Hofmeister et al. 1999). The state
variables L• (t), N• (t), and M• (t) represent larval, nymphal, and mouse populations, where
the subscripts denote the host-seeking status of ticks (q for questing for a host or f for
fed), as well as infection status of ticks and mice (i for infected, u for uninfected). Thus, Lq
9

denotes the questing larvae (who by definition cannot be infected), while Lif denotes fed
larvae that are infected. We make the common assumption that mortality and vital rates for
both ticks and mice are not impacted by their infection status (Schwanz et al. 2011; Gage
et al. 1995). The total mouse population size is M = Mi + Mu . The within season dynamics
are given by the following system of ordinary differential equations:
dLq
= L̂(T )gl (t, ll ) − Lq (γl (Mi + Mu ) + µl ),
dt
dLif
= βml γl Lq Mi ,
dt
dLuf
= γl Lq (Mu + (1 − βml )Mi ),
dt
dNiq
= N̂i (T )gn (t, ln ) − Niq (γn (Mi + Mu ) + µn ),
dt
dNuq
= N̂u (T )gn (t, ln ) − Nuq (γn (Mi + Mu ) + µn ),
dt
dNf
= γn (Niq + Nuq )(Mi + Mu ),
dt
dMu
= bM (1 − (M )/k) − µm Mu − βnm γn Niq Mu ,
dt
dMi
= βnm γn Niq Mu − µm Mi .
dt

(2.1a)
(2.1b)
(2.1c)
(2.1d)
(2.1e)
(2.1f)
(2.1g)
(2.1h)

Here, L̂(T ) represents the total larval population to emerge in year T , as determined by
the number of nymphs that have successfully fed in the previous year, T − 1, survived to
adulthood, and reproduced (given by equation (2.5) below). Similarly, N̂i (T ) and N̂u (T )
represent the total number of questing infected and uninfected nymphs that emerge in year
T as determined by the number of infected and uninfected larvae at the end of the previous
year and the probability of over-winter survival (see equations (2.3) and (2.4)). All other
parameters are described in Table 1.
The functions gl (t, ll ) and gl (t, ln ) are probability density functions describing the timing
and length of larval and nymphal emergence respectively. We describe tick emergence using

10

a uniform distribution for analytical tractability.

g• (t, l• ) =




0





1

l•






0

t < t•0
t•0 ≤ t ≤ t•f
t•f < t

Where t•0 is the time emergence begins, t•f is the time emergence stops and l• is the length
of the emergence period (t•f − t•0 = l• ). The uniform distribution establishes a constant
emergence probability for ticks over l• and thus spreads the emergence of the tick cohort
evenly across the emergence period from t•f < t < t•0 . While our analysis relies on tick
emergence following a uniform distribution, we conducted numerical simulations when tick
emergence follows a Gamma distribution and found that the shape of the distribution does
not qualitatively change our results (Appendix 1E.)
Equations (1a-1h) reduce to the following set of equations if we assume that the host
population is at equilibrium, (M = k(1 −

µm
b )):

dLq
= L̂(T )gl (t, ll ) − Lq (γl M + µl ),
dt
dLif
= βml γl Lq Mi ,
dt
dLuf
= γl Lq (M − βml Mi ),
dt
dNiq
= N̂i (T )gn (t, ln ) − Niq (γn M + µn ),
dt
dNuq
= N̂u (T )gn (t, ln ) − Nuq (γn M + µn ),
dt
dNf
= γn M (Niq + Nuq ),
dt
dMi
= βnm γn Niq (M − Mi ) − µm Mi .
dt

We solve equations (2a-2g) analytically in Appendix 1B.
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(2.2a)
(2.2b)
(2.2c)
(2.2d)
(2.2e)
(2.2f)
(2.2g)

2.2.1. Between-season dynamics
The within-season dynamics described above are coupled to recurrence equations that
describe the survival of larvae and nymphs between years. We do not follow the mouse
population between years because the impact of overwintering infected mice on B. burgdorferi
transmission is thought to be negligible (Bunikis et al. 2004; Anderson et al. 1987). The
total number of infected and uninfected nymphs (N̂i (T + 1) and N̂u (T + 1)) that emerge in
a given year are given as a function of the number of infected and uninfected fed larvae at
the end of the previous year (Lif (τ ) and Luf (τ )) as follows:

N̂i (T + 1) = σl Lif (τ ) ,

(2.3)

N̂u (T + 1) = σl Luf (τ )

(2.4)

where Lif (τ ) and Luf (τ ) are the infected and uninfected larval abundances at the end of the
previous season (see Appendix 1B) and σl is the larval overwintering survival probability.
Similarly, the total fed nymphal population at the end of the year Nf (τ ) gives rise to the
population of larvae, L̂(T + 1), that emerges the following year as described by the map:

L̂(T + 1) =

σn Nf (τ )
1 + αNf (τ )

(2.5)

where Nf (τ ) is found by integrating (1e) over the season from (0, τ ) as shown in Appendix
1B. σn is the expected number of eggs produced per fed nymph, after accounting for survival
to adulthood and for fecundity. The strength of density dependence on reproduction is
determined by α.
With these functions, we can write the discrete, between season mapping of the total larval
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and nymphal abundances from one year to the next:

L̂(T + 1) =

σn φn N̂ (T )
1 + αφn N̂ (T )

,

(2.6)

N̂i (T + 1) = σl φli (N̂i (T ))L̂(T ) ,

(2.7)

N̂u (T + 1) = σl φlu (N̂i (T ))L̂(T )

(2.8)

where φn denotes the fraction of emerging nymphs that successfully feed as calculated from
within-season dynamics (φn =

Nf (τ )
;
N̂ (T )

see Appendix 1A), and φli (N̂i (T )) and φlu (N̂i (T ))

are functions of N̂i (T ) that denote the fraction of emerging larvae that become infected
or remain uninfected through feeding as calculated from within-season dynamics (e.g.,
φli (N̂i (T )) =

Lif (τ )
;
L̂(T )

see Appendix 1B).

We next calculate the basic reproductive number, R0 , to quantify the impact of phenology
for B. burgdorferi fitness. R0 represents the average number of new infections caused by a
single infected tick in an otherwise naı̈ve population of mice and ticks (McCallum 2001),
which gives the threshold for parasite invasibility given the phenology of both tick stages.
R0 is computed as the number of infected nymphs that emerge in year T + 1 produced
by a single infected nymph that emerged in year T in an otherwise uninfected population.
Specifically, we consider a tick population that is at its demographic equilibrium without the
infection, solved by setting L̂∗ = L̂(T ), N̂ ∗ = N̂u (T ) − 1, and N̂i (T ) = 1 in equations (2.6)(2.8). At this demographic equilibrium, R0 of a rare parasite infection is given as follows:

R0 =

N̂i (T + 1)
N̂i (T )

= σl φli (N̂i )L̂∗

(2.9)

This R0 accounts for transmission between cohorts of ticks through intermediate mouse
hosts in a given feeding season. When N̂i (T ) = 1, parasites persist in phenological scenarios
where N̂i ((T + 1)) ≥ 1 (i.e. slope is greater than or equal to unity). Details of the analytical
approach are in Appendix 1C.
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2.3. Results
The rate of B. burgdorferi transmission from nymphs to mice to larvae is low in systems where
either nymphs or larvae are continuously active (Fig. 2). Controlling for total population
sizes, when nymphal feeding is evenly spread throughout the year, few nymphs feed at any
given time, resulting in limited nymph-to-mouse transmission events. The proportion of
infected mice remains constantly low as new infections occur at a similar rate as mouse
mortality which replaces older, potentially infected mice with uninfected juveniles. Larval
ticks rarely encounter infected mice, thus limiting mouse-to-tick transmission events. By
contrast, seasonal nymphal activity concentrates nymph-to-mouse transmission events in
time, causing a seasonal peak in mouse infection prevalence that decays due to mouse
population turnover (Fig. 2). The duration of the nymphal activity period is negatively
correlated with the rate at which infected mice accumulate as well as the maximum mouse
infection prevalence (e.g. small ln values in Fig. 2). That is, nymphal activity periods of
greater duration result in a lower maximum mouse infection prevalence that peaks later
in the season (Fig. 2). Larval ticks that feed at or around the peak in mouse infection
prevalence are more likely to encounter an infected mouse and to acquire B. burgdorferi
before molting to nymphs.
The fitness of B. burgdorferi, quantified by the basic reproductive number (R0 ), is greatest
when larval activity is concentrated around the peak in the mouse infection prevalence,
thus increasing the probability that each larva will feed on an infected mouse (Fig. 3A. and
Fig. 4A). Larvae that are active long after the end of the nymphal activity period are likely
to feed on an uninfected mouse due to decays in mouse infection prevalence caused by mouse
population turnover (Fig. 3B and Fig. 4B). Similarly, larval activity periods that begin prior
to nymphal activity periods result in the majority of larvae feeding on uninfected mice that
have not acquired an infection from a feeding nymph.
The effect of larval emergence duration depends on whether or not larval emergence coincides
with nymphal emergence: concentrated larval emergence decreases R0 when larval and
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nymphal emergence periods are synchronous (Fig. 5) because most larvae feed before
nymphs have a chance to infect the mouse population. Conversely, concentrated larval
emergence tends to increase R0 when larvae emerge later than nymphs (Fig. 6). This occurs
because nymphal emergence that slightly precedes larval emergence results in high mouse
infection prevalence when larvae begin emerging (Fig. 6A), and concentrated emergence
results in most larvae feeding when the prevalence of infection is still high. In both cases,
R0 decreases with very broad larval emergence due to mouse turnover (Fig. 3C, Fig. 4C,
Fig. 6B, Fig. 5B).

2.4. Discussion
Phenology is a fundamental component of all ecological interactions. Interactions between
organisms such as competition, predation, and parasitism are predicated on temporal overlap
of interacting species or life-stages. Similarly, host or vector phenology impacts parasite
fitness by temporally structuring transmission events between interacting hosts or life stages.
Host or vector phenological patterns can even determine whether a pathogen is highlyabundant or is unable to persist (Fig. 3). The ubiquity of seasonal activity among hosts and
vectors, as well as the geographic variation in seasonal activity patterns, underscores the
importance of phenology for the distribution and abundance of many pathogenic microbes
including malaria, rabies, tapeworm, and Lyme disease (Hoshen and Morse 2004; GremillionSmith and Woolf 1988; Anderson 1974; Ogden et al. 2018b). Here we derive the basic
reproductive number, R0 , for a transmission dynamics model that explicitly considers the
impact of phenology on both parasite transmission and vector demography to assess the
impact of vector phenology on parasite transmission and fitness using the Lyme disease
system as an example. Our results are benchmarked by field data that show a link between
the regional differences in tick phenology and differences in B. burgdorferi distribution and
abundance (Ogden et al. 2018b). Investigation of parameter space in this model revealed
the novel insight that large temporal differences between the activity periods of tick-life
stages decreases B. burgdorferi fitness.
Our model accounts for an important ecological feedback between vector demography and
15

parasite fitness by incorporating the impact of phenology on demography. This is achieved by
capturing both within-season infection dynamics and between-season vector demography in
our mathematical analysis. Tick population sizes increase with earlier and more concentrated
emergence because most ticks have sufficient time to successfully find a host before the season
ends. By contrast, late or less concentrated emergence results in fewer ticks feeding before
the season ends as the time available for later-emerging ticks to find a host is effectively
shortened. The impact of this demographic feedback is limited at high mouse density but
increases rapidly at low mouse density (see Appendix 1D). Extensions to this framework
where vector mortality or contact rates with hosts vary throughout the year are likely to
exacerbate the impact of phenology on demography. These results suggest that disregarding
between-season demographic dynamics could under-estimate parasite fitness (R0 ) when
ticks emerge early and over-estimate R0 when ticks emerge later. The importance of this
ecological feedback is reflected in the finding from a next-generation model focusing on
within-season (but not between-season) impacts of tick phenology on B. burgdorferi fitness
which indicated that vector demography is one of the most important model parameters
affecting R0 (Dunn et al. 2013).
Parasite fitness is maximized when the activity periods of vector life stages are of short
duration (Fig. 2). Continuous nymphal activity temporally distributes the finite number
of nymph-to-mouse transmission events such that mice become infected at a low rate
throughout the season. Mouse infection prevalence remains continually low because mice
that die, including infected mice, are replaced by uninfected juveniles at rates similar to
the rate at which new infections are introduced. Mouse-to-larvae transmission events are
similarly rare as most larvae feed on the relatively abundant uninfected mice. By contrast,
seasonal nymphal activity concentrates nymph-to-mouse transmission events leading to
many new mouse infections over a short period of time. Mouse infection prevalence increases
rapidly during the nymphal activity period, as new infections occur at a much greater rate
than mouse mortality, and subsequently decline when new infections stop at the end of
the nymphal activity period (Fig. 2). Transmission from mice to larvae is very high if
16

larval activity coincides with high mouse infection prevalence (Fig. 3A. and Fig. 4A.) The
temporal concentration of infected hosts is likely to have important consequences for the
transmission success and fitness of most pathogens (Altizer et al. 2006b; Martinez 2018b).
Extended periods between nymphal and larval activity results in limited transmission
efficiency (Fig. 3B and Fig. 4B). This novel prediction for the Lyme disease system is
caused by the decay in mouse infection prevalence following nymphal activity due to mouse
mortality and the birth of uninfected mice (Hofmeister et al. 1999; Wright et al. 1990). Thus,
larvae feeding long after the nymphal activity period have a greater probability of feeding
on uninfected mice than those that feed shortly after the nymphal activity period. While
high mouse turnover is the norm in this system (Schug et al. 1991), lower mouse turnover
would extend the period of high mouse infection prevalence and moderate the declines in
parasite fitness caused by extended periods between larval and nymphal emergence.
Parasite fitness is predicted to be greatest when all individuals within each developmental
stage feed simultaneously and larvae feed immediately after nymphs. This result relies on
the assumption that there is no limit to the number of ticks that can feed on a mouse at
any given time. Realistically, the number of ticks per mouse is limited by grooming and
foraging behaviors. Incorporating a maximum number of ticks per mouse will alter the
prediction that simultaneous emergence within life stages maximizes parasite fitness as most
ticks will fail to find an available host, resulting in fewer fed ticks each year and thus a lower
R0 . Further, accounting for spatial aggregation of host-seeking larvae would increase the
impact of a maximum number of ticks per mouse (Ostfeld et al. 1996c,a, 2018; Devevey
and Brisson 2012). Incorporating this ecological realism will cause intermediate emergence
concentrations to result in more infected larvae.
The observed fitness of B. burgdorferi in different Lyme disease foci in North America
corresponds qualitatively with model predictions. For example, the relatively continuous
activity of both tick developmental stages in the Southeastern United States has been
proposed as a factor leading to the relatively low B. burgdorferi fitness observed in the
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region. In the Midwestern United States, where larvae and nymphs are synchronously active
during a limited period, B. burgdorferi transmission is lower than in the Northeastern US
but much greater than where both stages are more continuously active (Fig. 5) (Hamer et al.
2012b). The correlation between B. burgdorferi fitness observed in nature and the expected
fitness differences given the observed phenological patterns suggests that both the duration
of seasonal activity and the relative timing of activity periods may impact transmission
success and parasite fitness (Figs. 3, 4, 6, 5). However, vector phenology is unlikely the only
cause of the differences in B. burgdorferi transmission success among these regions as many
other features that are known to impact B. burgdorferi also differ including host community
composition, tick host preferences, and landscape and climatic features (James and Oliver Jr
1990; LoGiudice et al. 2003; Brisson and Dykhuizen 2004; Ogden et al. 2005b; Brisson et al.
2008; Khatchikian et al. 2012; Vuong et al. 2014; Adalsteinsson et al. 2016; Vuong et al.
2017; Adalsteinsson et al. 2018). Nevertheless, our results add to the body of literature that
suggests tick phenology can impact B. burgdorferi fitness.
Our model captures the impact of phenology on B. burgdorferi transmission and fitness in a
much simpler modeling framework than previously published studies that successfully address
several hypotheses specific to the Lyme disease system (Ogden et al. 2004, 2008; Dunn
et al. 2013). In particular, previous work focused on accurately predicting B. burgdorferi
incidence given phenological scenarios in several realistic environments that depend upon
several dozens of parameters, all of which require empirical validation (Ogden et al. 2004).
In contrast, our model has 15 parameters and a straightforward structure. This relative
simplicity allows our model to serve as a basis for studying phenological impacts in a broad
range of environmental scenarios and disease systems as well as exploring the ramifications
of other complicating factors such as the evolutionary dynamics of virulence.
As all disease systems exhibit seasonality, phenological drivers may have large impacts on
the transmission success, and disease risk from, many parasites. Geographic variation in host
or vector phenology may also be an important driver of documented variations in pathogen
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prevalence and disease risk (Altizer et al. 2006b; Martinez 2018b). Public health predictions
of disease risk may be improved by accounting for phenological variation. Further, the
dramatic shifts in host and vector phenology driven by global climate change (Penuelas 2001;
Meyer et al. 2014; Post et al. 2001; Johansson et al. 2014) may result in equally dramatic
shifts in pathogen prevalence at regional or global scales.
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Figure 1: How does tick life-stage phenology impact the transmission of B. burgdorferi ?
(a.) Larval ticks hatch uninfected (Piesman et al. 1986; Patrican 1997) and can acquire B.
burgdorferi by feeding on an infected small animal (I ). Fed infected larvae molt to nymphs
and become active the following year (II ). Small animals are infected when fed upon by an
infected nymph (III ). Fed nymphs molt to adults and feed on larger animals prior to laying
eggs that hatch the following year (IV ). Adult ticks play a minor role in the transmission
ecology of B. burgdorferi and are thus not explicitly modeled. Equations describe transitions
between tick life stages and infection status from the modeling framework. (b.) The seasonal
activity patterns of the tick developmental stages vary from near-continuous activity of all
stages throughout the year (i ) (Diuk-Wasser et al. 2006; Ogden et al. 2018b) to developmental
stages with temporally divergent activity seasons of short-duration within the US (iii) (DiukWasser et al. 2006; Ogden et al. 2018b). This latter tick-stage phenology (iii) is thought to
result in high transmission of B. burgdorferi as large proportions of hosts are infected by
nymphs (III) prior to larval activity (I). Black lines show larval activity and gray lines show
nymhpal activity. Note that the larvae and nymphs that feed in the same summer are from
different cohorts.
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Parameter
Description
t•0
start of activity period for tick life stage •
t•f
end of emergence period for tick life stage
•
l•
length of emergence period for tick life
stage •
size of emerging larval population
L̂
N̂i
size of emerging infected nymphal
population
N̂u
size of emerging uninfected nymphal
population
γl
density dependent contact rate between
larvae and mice
γn
density dependent contact rate between
nymphs and mice
βnm
transmission probability from nymphs to
mice
βhm
transmission probability from mice to
larvae
µl
larval death rate
µn
nymphal death rate
µm
mouse death rate
b
mouse birth rate
k
mouse carrying capacity
σl
larval overwintering survival probabilty
σn
compound fecundity and survival
parameter
α
density dependence parameter
τ
season length

Value
varies
varies
varies
varies
varies
varies
0.004 (Randolph 1999b)
0.008 (Randolph 1999b)
0.83 (Davis and Bent 2011)
0.6 (Davis and Bent 2011)
0.015 (Ogden et al. 2005a)
0.015 (Ogden et al. 2005a)
0.01 (Schug et al. 1991)
0.1 (Schug et al. 1991)
varies (Ostfeld et al. 1996b)
0.21 (Davis and Bent 2011)
10 (Davis and Bent 2011)
0.0045
210 (Ogden et al. 2018b)

Table 1: Model parameters and their respective values. Time is measured in days for all
parameters.

20

��������
������

�

���

�� = �� ����
�� = �� ����

��

�

���

�����
����������

��

���

�

���

� ��

��

���

���

����
Figure 2: Concentrated nymphal emergence durations (ln = 15 days, A) result in a higher and
earlier mouse infection prevalence peak (B ) compared to longer nymphal emergence durations
(ln = 60 days) for the same total tick population sizes. For example, a nymphal activity
duration of 15 days (ln = 15 days, A) results in peak mouse infection prevalence (B ) occurring
on day 15 while ln = 60 days results in peak mouse infection prevalence occurring on day 61.
In both models, 25% of emerging nymphs are infected, k = 50, M = k(1 − µm /b) = 45. All
other parameter values are shown in Table 1.
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Figure 3: The basic reproductive number, R0 , of B. burgdorferi is greatest when larval
activity is concentrated around peak mouse infection prevalence. The left panel depicts R0
as a function of the duration of larval emergence (ll ) and time between nymphal and larval
emergence (tl0 ). Panels on the right depict within-season dynamics for representative timing
parameter values indicated by their respective letters on the left panel. (A) Concentrated
larval emergence (small ll ) that begins slightly after nymphal emergence (20 < tl0 < 35)
increases the probability that questing larvae feed on mice recently infected by nymphs
(tl0 = 25, ll = 18). (B ) Transmission decreases as larvae emerge later (tl0 > 35) because the
larval cohort feeds after peak mouse infection prevalence (tl0 = 50, ll = 18). (C ) When larval
and nymphal emergence is more synchronous (small tl0 ), transmission to larvae increases
as larval emergence duration increases (large ll ) because more larvae feed after infectious
nymphs (tl0 = 5, ll = 40). B. burgdorferi is not maintained in systems where R0 < 1. R0
is calculated assuming tick emergence is uniformly distributed (U (ll ) where ll is the larval
emergence duration, see Appendix 1C). L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see Appendix 1A.)
ln = 25 days; all other parameter values are shown in Table 1.
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Figure 4: The basic reproductive number, R0 , of B. burgdorferi is greatest when larval
emergence begins shortly after nymphal emergence such that larvae feed during peak mouse
infection prevalence. The left panel depicts R0 as a function of the time between the start of
nymphal and larval emergence (tl0 ) and the duration of the nymphal emergence period (ln ).
The letters within the left panel indicate the parameter values used to depict representative
within-season dynamics in the right panels. (A) Concentrated nymphal emergence (small ln )
coupled with slight differences in nymphal and larval emergence time (tl0 < 10) increases
the probability that questing larvae feed on mice infected by nymphs (tl0 = 10, ln = 10).
(B ) Longer durations between nymphal and larval emergence time (tl0 > 10) results in
lower mouse-to-larvae transmission rates as many mice infected by nymphs die and are
replaced by mice born uninfected such that larvae are likely to feed on uninfected mice
(tl0 = 40, ln = 10). (C ) Synchronous emergence (tl0 = 0) can also reduce B. burgdorferi
fitness when nymphal emergence duration is long (large ln ) as many larvae feed before mice
become infected by nymphs (tl0 = 5, ln = 30). R0 is calculated assuming tick emergence
is uniformly distributed (U (ln ) where ln is nymphal emergence length, see Appendix 1C).
ll = 25, L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see Appendix 1A). All other parameter values are
shown in Table 1.
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Figure 5: The larval emergence duration that maximizes R0 for B. burgdorferi is conditioned
on nymphal emergence duration. R0 is high if larval emergence duration is slightly longer
than nymphal emergence duration (ll > ln in (A) and (B )), thus allowing larvae to feed
on mice that were previously fed upon by nymphs. However, R0 decreases when larval
emergence duration is much longer than nymphal emergence duration (R0 of (B ) < R0 of
(A)) as late emerging larvae can feed on uninfected mice born after the nymphal activity
period. Transmission from mice to larvae is low when the larval emergence duration is less
than the nymphal emergence duration (ll < ln in (C )) because many larvae feed before
infectious nymphs. B. burgdorferi is not maintained in systems where R0 < 1. R0 is
calculated assuming tick emergence is uniformly distributed (U (ll ) where ll is the larval
emergence length. See Appendix 1C for details). L̂ = L̂∗ , N̂ ∗ = N̂u - 1 (see Appendix 1A).
tl0 = 0, (A) ll = 35, ln = 7 (B ) ll = 48, ln = 10 (C ) ll = 20, ln = 30. tl0 = 0 days; all other
parameter values are shown in Table 1.
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Figure 6: Highly concentrated larval emergence increases R0 when larvae emerge slightly
after nymphs. (A) Concentrated nymphal emergence drives high mouse infection prevalence
and results in high transmission to larvae when larval emergence is tightly concentrated
(ll = 10, ln = 15). (B ) Transmission from mice to larvae decreases as larval emergence
duration increases because larvae are more likely to feed on uninfected mice born after
nymphal activity (ll = 40, ln = 15). (C ) Transmission from mice to larvae also decreases if
larval emergence duration is highly concentrated and nymphal emergence duration is broad
because many larvae feed before nymphs infect mice (ll = 15, ln = 40). R0 is calculated
assuming tick emergence is U (ll ) where ll is the larval emergence length (see Appendix 1C.)
L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see Appendix 1A.) tl0 = 15 days; all other parameter values
are shown in Table 1.
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CHAPTER 3 : Host phenology can drive the evolution of intermediate virulence
strategies in some obligate-killer parasites
Text from this chapter has been peer-reviewed and recommended by PCI Evolutionary
Biology (MacDonald, Akçay, Brisson, 2021).
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Abstract
Traditional mechanistic trade-offs between transmission and virulence are the foundation of
nearly all theory on parasite virulence evolution. For obligate-host killer parasites, evolution
towards intermediate virulence depends on a trade-off between virulence (time to death)
and transmission (number of progeny released upon death). Although several ecological
factors impact optimal virulence strategies constrained by trade-offs, these factors have been
insufficient to explain the intermediate virulence levels observed in nature. The timing of
seasonal activity, or phenology, is a factor that commonly influences ecological interactions
but is difficult to incorporate into virulence evolution studies. We present a mathematical
model of a seasonal obligate-killer parasite to study the impact of host phenology on virulence
evolution. The model demonstrates that host phenology can select for intermediate parasite
virulence even when a traditional mechanistic trade-off between transmission and virulence is
omitted. The optimal virulence strategy is impacted by both the host activity period duration
and host emergence timing variation. Parasites with lower virulence strategies are favored in
environments with longer host activity periods and when hosts emerge synchronously. The
results demonstrate that host phenology can be sufficient to select for intermediate virulence
strategies, providing an alternative driver of virulence evolution in some natural systems.
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3.1. Introduction
The evolutionary causes and consequences of parasite virulence remain enigmatic despite
decades of research. It was once thought that parasites evolve ever lower levels of virulence
to preserve their primary resource for future parasite generations (Smith 1904). However,
natural selection favors traits that improve short-term evolutionary fitness even if those
traits negatively impact the environment for future generations (Hamilton 1964a,b). The key
breakthrough that propels virulence evolution research to this day assumes that within-host
mechanistic trade-offs constrain parasite virulence strategies. Classic mechanistic trade-offs
between transmission and virulence are defined as a positive correlation between the number
of parasites released from an infected host and host morbidity or mortality such that the
transmission rate cannot increase without a correlated increase in virulence due to biological,
biochemical, or physical constraints (Cressler et al. 2016a; Alizon et al. 2009). In the absence
of a mechanistic trade-off that assumes the number of infectious progeny released upon
host death (transmission) increases with the time between infection and parasite-induced
host death (virulence), obligate-host killer parasites maximize their fitness by immediately
killing their hosts in order to infect naı̈ve hosts (Levin and Lenski 1983). The diversity of
intermediate virulence strategies among obligate-host killer parasites has been explained
exclusively by assuming a mechanistic trade-off between transmission rate and virulence
(Levin and Lenski 1983; Ebert and Weisser 1997; Wang 2006; Jensen et al. 2006; Caraco
and Ing Wang 2008; Ben-Ami 2017).
Many ecological factors and environmental conditions have been shown to alter the optimal
virulence strategies driven by mechanistic trade-offs within models. For example, it is
well-established that varying environmental conditions, such as the extrinsic host death rate,
often shift the optimal virulence strategy governed by a mechanistic trade-off (Anderson
and May 1982; Lenski and May 1994; Gandon et al. 2001; Cooper et al. 2002). However,
no environmental condition, in the absence of an explicitly modeled positive correlation
between virulence and transmission, has been shown to select for intermediate virulence.
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The timing of seasonal activity, or phenology, is an environmental condition affecting all
aspects of life cycles, including reproduction, migration, and diapause, in most species
(Elzinga and al 2007; Forrest and Miller-Rushing 2010; Pau et al. 2011; Anderson et al. 2012;
Novy et al. 2013; Lustenhouwer et al. 2018; Park 2019). The phenology of host species also
impacts the timing and prevalence of transmission opportunities for parasites which could
alter optimal virulence strategies (Biere and Honders 1996; Altizer et al. 2006a; Hamer et al.
2012a; Gethings et al. 2015; Ogden et al. 2018a; Martinez 2018a; McDevitt-Galles et al.
2020; MacDonald et al. 2020). For example, host phenological patterns that extend the time
between infection and transmission are expected to select for lower virulence, as observed in
some malaria parasites (Plasmodium vivax ). In this system, high virulence strains persist
in regions where mosquitoes are present year-round while low virulence strains are more
common in regions where mosquitoes are nearly absent during the dry season (White et al.
2016). While host phenology likely impacts virulence evolution in parasites (King et al.
2009; Sorrell et al. 2009; van den Berg et al. 2011; Donnelly et al. 2013), it remains unclear
whether this environmental condition can have a sufficiently large impact to select for an
intermediate virulence phenotype in the absence of a mechanistic trade-off.
Here we investigate the impact of host phenology on the virulence evolution of an obligatekiller parasite. Our model assumes no within-host mechanistic trade-off, defined as the
within-host mechanistic link between transmission and virulence such that the transmission
rate (infectious parasites released per infected individual) cannot increase without a correlated
decrease in virulence (increased time between infection and parasite-induced host death)
(Cressler et al. 2016a; Alizon et al. 2009). We demonstrate that intermediate virulence is
adaptive when host activity patterns are highly seasonal, establishing that environmental
context alone is sufficient to drive the evolution of intermediate virulence in disease systems
that conform to the assumptions of the model. Further, multiple features of host seasonal
activity, including season length and the synchronicity at which hosts first become active
during the season, impact the optimal virulence level of parasites. These results provide an
alternative framework that can account for virulence evolution in some natural systems.
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3.2. Model description
The model describes the transmission dynamics of a free-living, obligate-killer parasite that
infects a seasonally available host (Figure 1) in the presence and absence of a within-host,
mechanistic link between transmission and virulence. The host cohort, ŝ, enters the system
at the beginning of the season over a period given by the function g(t, tl ). Hosts, s, have
non-overlapping generations and are alive for one season. The parasite, v, infects hosts while
they are briefly susceptible early in their development (e.g. univoltine insects parasitized by
ichneumonids (Delucchi 1982; Kenis and Hilszczanski 2007)). The parasite must kill the
host to release new infectious progeny. The parasite completes one round of infection per
season because the incubation period of the parasite is longer than the duration of time
the host spends in the susceptible developmental stage. This transmission scenario occurs
in nature if all susceptible host stages emerge over a short period of time each season so
that there are no susceptible host stages available when the parasite eventually kills its host.
Parasites may also effectively complete only one round of infection per season if the second
generation of parasites do not have enough time in the season to complete their life cycle in
the short-lived host.
We ignore the progression of the susceptible stage, s, to later life stages as it does not impact
transmission dynamics. To keep track of these dynamics, we refer to the generation of
parasites that infect hosts in the beginning of the season as v1 and the generation of parasites
released from infected hosts upon parasite-induced death as v2 . τ is the delay between host
infection by v1 and host death when v2 are released. τ is equivalent to virulence where
low virulence parasites have long τ and high virulence parasites have short τ . The initial
conditions in the beginning of the season are s(0) = 0, v1 (0+ ) = v2 (0− ), v2 (τ ) = 0. The
transmission dynamics in season n are given by the following system of delay differential
equations (all parameters are described in Table 1):
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ds
= ŝg(t, tl ) − µs(t) − αs(t)v1 (t),
dt
dv1
= −δv1 (t),
dt
dv2
= αβe−µτ s(t − τ )v1 (t − τ ) − δv2 (t).
dt

(1a)
(1b)
(1c)

where µ is the host death rate, δ is the decay rate of parasites in the environment, α
is the transmission rate, β is the number of parasites produced upon host death. We
consider scenarios where there is and is not an explicit link between β (transmission) and τ
(1/virulence). We make the common assumption for free-living parasites that the removal
of parasites through transmission (α) is negligible (Anderson and May 1981; Dwyer 1994;
Caraco and Wang 2008), i.e. (1b) ignores the term −αs(t)v1 (t).
The function g(t, tl ) captures the per-capita host emergence rate by specifying the timing and
length of host emergence. We use a uniform distribution (U (•)) for analytical tractability,
but other distributions can be used.

g(t, tl ) =




1

tl

0 ≤ t ≤ tl



0

tl < t ≤ T

tl denotes the length of the host emergence period and T denotes the season length. The
season begins (t0 = 0) with the emergence of the susceptible host cohort, ŝ. The host cohort
emerges from 0 ≤ t ≤ tl . v2 parasites remaining in the system at t = T give rise to next
season’s initial parasite population (v̂ = v1 (0)). Parasites that have not killed their host by
the end of the season do not release progeny. Background mortality arises from predation
or some other natural cause. We assume that infected hosts that die from background
mortality do not release parasites because the parasites are either consumed or the latency
period corresponds to the time necessary to develop viable progeny (Wang 2006; White
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2011). We ignore the impact of infection for host demography and assume ŝ is constant each
year (e.g. a system where host regulation by parasites is negligible). We solve equations
1a-c analytically Appendix A.
Parasite fitness
A parasite introduced into a naive host population persists or goes extinct depending on the
length of the host emergence period and season length. The stability of the parasite-free
equilibrium is determined by the production of v2 resulting from infection of s given by
v2 (T ) = e−δ(T −tl −τ ) (v2 (tl ) + αβe−µτ v̂s(tl )

Z

T −tl −τ

e−

αv̂e−δ(u+tl ) (−1+eδu )
−δtl −µu
δ

du)

0

when τ < T − tl and by

v2 (T ) =

αβe−µτ v̂ŝ −δ(T −τ )
e
tl

Z

T −τ

e(−µu+

αv̂e−δu
)
δ

0

Z

u

e(µx−

αv̂e−δx
)
δ

dxdu

0

when τ > T − tl .
The parasite-free equilibrium will be unstable and a single parasite introduced into the
system at the beginning of the season will persist if the density of v2 produced by time T is
greater than or equal to v̂ = v1 (0) = 1 (i.e. v2 (T ) ≥ 1, modulus is greater than unity). This
means that each parasite infecting a host produces more than one parasite on average. See
Appendix A for details of the analytical solution.
Parasite evolution
To study how parasite traits adapt given different seasonal host activity patterns, we use
evolutionary invasion analysis (Metz et al. 1992; Geritz et al. 1998). We first extend system
(1) to follow the invasion dynamics a rare mutant parasite

32

ds
= ŝg(t, tl ) − µs(t) − αs(t)v1 (t) − αm s(t)v1m (t),
dt
dv1
= −δv1 (t),
dt
dv1m
= −δm v1m (t),
dt
dv2
= αβe−µτ s(t − τ )v1 (t − τ ) − δv2 (t),
dt
dv2m
= αm βm e−µτm s(t − τm )v1m (t − τm ) − δm v2m (t).
dt

(2a)
(2b)
(2c)
(2d)
(2e)

where m subscripts refer to the invading mutant parasite and its corresponding traits. See
Appendix 3B for details of the time-dependent solutions for equations (2a-2e).

The invasion fitness of a rare mutant parasite depends on the density of v2m produced by the
end of the season (v2m (T )) in the environment set by the resident parasite at equilibrium
density v̂ ∗ . The mutant parasite invades in a given host phenological scenario if the density
of v2m produced by time T is greater than or equal to the initial v1m (0) = 1 introduced
at the start of the season (v2m (T ) ≥ 1). When τ < T − tl , mutant invasion fitness can be
found using

v2m (T ) =e−δm (T −tl −τm ) (v2m (tl ) + αm βm e−µτm v1m (0)s(tl )
Z T −tl −τm α v (0)e−δm (u+tl ) (−1+eδm u )
αv̂ ∗ e−δ(u+tl ) (−1+eδu )
m 1m
−δm tl −µu
−
δm
δ
e−
du)
0

When τ > T − tl , mutant invasion fitness can be found using
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(3a)

Z
αm βm e−µτm v1m (0)ŝ −δm (T −τm ) T −τm (−µu+ αv̂∗ eδ−δu + αm v1mδ(0)e−δm u )
m
e
v2m (T ) =
e
tl
0
Z u
αm v1m (0)e−δm x
αv̂ ∗ e−δs
)
δm
e(µx− δ −
dxdu

(3b)

0

To study the evolution of virulence traits, we first assume all other resident and mutant
traits are identical (e.g. α = αm ). Note that when there is no trade-off between β and τ , the
parasite growth rate in the host is essentially the trait under selection. That is, β is constant
regardless of τ , thus the trait that is effectively evolving is the rate that new parasites are
assembled in between infection and host death (e.g. long τ corresponds to slow assembly of
new parasites.) To find optimal virulence for a given host phenological scenario, we find the
uninvadable trait value that maximizes (3). That is, the virulence trait, τ ∗ , that satisfies

∂v2m (T )
∂τm

τm =τr

∂ 2 v2m (T )
2
∂τm

τm =τr

=0

(4a)

<0

(4b)

Note that the measure in equations (3a) and (3b) incorporates the effect of the resident on
the population state (number of susceptibles over one season), which means that it is not
a measure of R0 (which by definition assumes a non-disease environment). Thus, we can
use v2m (T ) as defined in (3a) and (3b) as a maximand in evolutionary dynamics (Lion and
Metz 2018).
To study the impact of mechanistic trade-offs between transmission and virulence on virulence
evolution, we assume that the number of parasites produced at host death is a function of
the time between infection and host death (β(τ )). For example, mutant invasion fitness for
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τ < T − tl can be found using

v2m (T ) =e−δm (T −tl −τm ) (v2m (tl ) + αm β(τm )e−µτm v1m (0)s(tl )
Z T −tl −τm α v (0)e−δm (u+tl ) (−1+eδm u )
αv̂ ∗ e−δ(u+tl ) (−1+eδu )
m 1m
−
−δm tl −µu
δm
δ
e−
du).

(5)

0

We then find τ ∗ that satisfies (4a) and (4b) using equation (5).

3.3. Results
Host phenology is sufficient to drive the evolution of intermediate virulence in systems that
conform to the assumptions of the model. Host phenology is composed of the duration of
the activity period and the distribution of initial emergence times, both of which impact the
optimal parasite virulence level. Temporally constrained host activity periods within each
season can select against both extremely high and extremely low virulence levels resulting in
an intermediate optimal level of virulence. Low virulence is selected against as parasites
that do not kill the infected host prior to the end of the host activity period fail to produce
progeny and thus have no evolutionary fitness. By contrast, highly-virulent parasites kill
their hosts quickly and the released progeny decay in the environment for the remainder
of the activity period. Thus, progeny released early in the host activity period are more
likely to die in the environment prior to contacting a naive host in the following season. An
intermediate virulence level that allows parasites to kill their host prior to the end of the
activity period, but not so quickly that the progeny produced are likely to decay in the
environment, result in the greatest evolutionary fitness.
The optimal virulence level increases linearly with decreases in the duration of host activity
(Figure 2). Virulent parasites in environments where host activity periods are short minimize
the cost of not producing progeny from infected hosts and do not incur the costs of progeny
decaying in the environment. By contrast, environments where host activity periods are
long favor parasites with a long incubation period to limit the cost of progeny decay due to
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environmental exposure while still killing hosts prior to the end of the season. The optimal
level of virulence in all environmental scenarios results in parasite-induced host death just
prior to the end of the seasonal activity period. The linear increase in optimal virulence as
season length decreases suggests that parasite fitness is optimized when host death occurs
at a fixed time before the end of the season.
Variation in the time at which each host first becomes active during the activity period also
impacts the virulence levels that maximize parasite fitness (Figure 3). Synchronous host
emergence results in a rapid and early spike in infection incidence due to the simultaneous
availability of susceptible hosts and the abundance of free parasites. The long duration
between host infection and the end of the activity period favors low virulence parasites that
kill their host near the end of the season (Figure 3A, i). Variability in the time at which
each susceptible host initially becomes active decreases the average time between infection
and the end of the season, thus favoring more virulent parasites (Figure 3A, ii). That is,
the large proportion of infections that occur later in the season require higher virulence to
be able to release progeny before the activity period ends. This higher virulence level comes
at the cost of progeny from hosts infected early in the season decaying in the environment.
Thus, the number of progeny that survive to the next season decreases with increasing
variation in host emergence times (Figure 3B).
High variability in host emergence timing results in an optimal virulence strategy that is
much greater than in environments with synchronous host emergence, but lower than in
environments with a moderate distribution (Figure 3). That is, increasing variation in host
emergence timing favors parasites with higher virulence, but only when variation in host
emergence timing is moderate. In environments where the variation in host emergence
timing is high, increasing variation in host emergence timing favors parasites with slightly
lower virulence (Figure 3A, iii). Lower virulence is favored in high emergence variability
environments because the number of new infections occurring late in the season, where
high virulence would be advantageous, are relatively rare due to small parasite population
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sizes at the beginning of the season and parasite decay during the season. Initial parasite
population sizes are smaller in environments with broadly distributed host emergence timing
as fewer total hosts are infected because infection probability is density dependent, and
thus fewer progeny are produced. Most parasites that find a susceptible host do so early in
the season resulting in additional decreases to the already small parasite population size.
The optimal virulence strategy allows parasites that infect hosts around the peak of new
infections - occurring mid-season when susceptible host densities are greatest and parasite
populations have not decayed substantially - to release progeny while limiting decay of these
progeny. Parasites in environments where the distribution in host emergence times is very
broad suffer the costs of both decay of the progeny released by early-infected hosts and the
cost of late infected hosts not releasing progeny, collectively causing these environments to
maintain low densities of moderately virulent pathogens (Figure 3B, iii).
Mechanistic virulence-transmission trade-offs can modify the optimal virulence strategy
in seasonal environments but are not necessary for natural selection to favor intermediate
virulence phenotypes. The optimal virulence strategy is slightly lower in models that include
a trade-off where duration of infection is positively correlated with progeny production than
in models with the same phenological parameters that do not include the trade-off (Figure
4). Including this trade-off increases the fitness benefit of longer-duration infections to a
greater extent than the costs associated with infected host mortality not caused by the
parasite. By contrast, the optimal virulence strategy is greater in models that include a
trade-off where duration of infection is negatively correlated with progeny production than in
similar models without the trade-off (Figure 4). Including this trade-off increases the fitness
benefit of shorter-duration infections despite the added costs of greater parasite decay due
to environmental exposure. Including mechanistic trade-offs modifies the selection pressures
on virulence strategies but are not essential for an intermediate virulence strategy to be
optimal in seasonal environments.
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3.4. Discussion
Nearly all theory developed to explain parasite virulence evolution has utilized mechanistic
trade-offs between virulence and other traits important to parasite fitness (Alizon et al.
2009; Cressler et al. 2016a). The results of this study show that seasonal host activity, in
the absence of an assumed positive correlation between virulence and transmission, can
account for the evolution of intermediate virulence in some specific situations. Both aspects
of phenology, the duration of the host activity period and host emergence synchronicity,
impact the virulence strategy that maximizes the evolutionary fitness of parasites. Although
mechanistic trade-offs between virulence and transmission can shift the optimal virulence
level as predicted by prior theory, these trade-offs are not essential for intermediate virulence
to evolve in this system. The current demonstration that an ecological context is sufficient to
select for intermediate virulence broadens the scope of factors that can explain the diversity
of parasite virulence strategies. Thus, the evolution of intermediate virulence in natural
systems may be governed by a mechanistic trade-off or by ecological factors in some systems.
Seasonal host activity can select for intermediate virulence by generating conflicting costs
for releasing progeny too early or too late in the season. Low virulence is maladaptive for
parasites in this system as they do not kill their host before the end of the season and create
no progeny. High virulence is also maladaptive as progeny released early are more likely to
die due to environmental exposure. The conflicting costs of not releasing progeny before
the end of the season and releasing progeny too early in the season selects for intermediate
virulence levels. Optimal virulence results in parasite-induced host death and the release of
progeny slightly before the end of the host activity period.
The result predicting adaptive evolution towards intermediate virulence stands in contrast
to many prior theoretical investigations of obligate-killer parasites. Prior models of obligatekiller parasites predict ever-increasing virulence in the absence of mechanistic trade-offs
(Levin and Lenski 1983; Ebert and Weisser 1997; Sasaki and Godfray 1999; Caraco and
Ing Wang 2008). In simple obligate-killer models, killing infected hosts as quickly as possible
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is expected to maximize fitness as the early release of progeny permits infection of additional
susceptible hosts resulting in a rapid exponential increase of parasites in the system. To date,
only mechanistic trade-offs between virulence and transmission-associated factors as well
as development time constraints have been demonstrated to constrain maximal virulence
in obligate-killer parasite models (Ebert and Weisser 1997; Wang 2006; Jensen et al. 2006;
Caraco and Ing Wang 2008; Ben-Ami 2017). In contrast, our results indicate that host
phenology can create conditions that favor intermediate virulence in obligate-killer parasites
even if a negative correlation between virulence and transmission is not included in the
model. In the current model, intermediate virulence is favored as seasonal host absence
increases the evolutionary benefit of remaining within hosts in order to reduce deaths in the
free-living stage caused by environmental exposure (Reece et al. 2017).
Variation in host emergence synchronicity impacts the optimal virulence strategy of parasites
in this system. High parasite virulence is favored at low host emergence synchronicity.
Low emergence synchronicity slows incidence by decreasing both the rate hosts emerge and
parasite equilibrium density. When more infections occur later in the season, parasites have
less time to release new parasites before the end of the season. High parasite virulence is
adaptive because hosts have a low expected life span at the time of infection. This result is
analogous to the prediction that high host mortality drives the evolution of high virulence
(Anderson and May 1982; Lenski and May 1994; Gandon et al. 2001; Cooper et al. 2002).
The timing of host activity can thus lead to the evolution of high virulence in a similar
manner to how host demography impacts virulence.
The seasonal activity patterns of species with non-overlapping generations may have large
impacts on the virulence strategies of the parasites they host. For example, parasites and
parasitoids of univoltine insects that complete one round of infection per host generation may
maximize their fitness by releasing progeny just prior to the end of the season (Delucchi 1982;
Kenis and Hilszczanski 2007). The theoretical expectations presented here can be tested
empirically by measuring the virulence strategies of parasites across the natural diversity of

39

phenological patterns observed over the geographical range of many insect species. Similarly,
experiments could rigorously assess the impact of both season length and host emergence
variability on the fitness of parasites with different levels of virulence.
The prediction that shorter host activity periods can drive greater virulence is comparable
to how the virulence of different Theileria parva strains varies between regions. High
within-host densities permit a virulent T. parva strain to be reliably transmitted to feeding
nymphal tick vectors shortly after being infected by the adult stage in regions where the
activity patterns of the two tick life stages overlap (Norval et al. 1991; Randolph 1999a;
Ochanda et al. 1996). In contrast, the virulent strain is absent in regions where nymphal
and adult activity is asynchronous while a less virulent strain that persists in hosts longer
is maintained (Norval et al. 1991; Randolph 1999a). Thus, the prediction that the length
of the host activity period is inversely correlated with virulence coincides with empirical
observations of the distribution of T. parva strains.
Several features of the current model can be altered to investigate more complex impacts
of phenology on virulence evolution. For example, relaxing the assumption of a constant
host population size may result in a feedback between parasite fitness and host demography
with consequences for population dynamics (Hilker et al. 2020). Additionally, parasite
virulence evolution may select for alternative host phenological patterns that in turn select
for parasite traits with lower impacts on host fitness. This modeling framework could also be
tailored to explain virulence evolution in other seasonal disease systems, such as Lepidopterabaculovirus systems, by relaxing certain assumptions e.g. parasites are monocyclic, decay
rate is exponentially distributed (Baltensweiler et al. 1977; Woods and Elkinton 1987). We
will extend the current model to address these questions in future studies.
The model presented applies to obligate-killer parasites that complete one round of infection
per season (monocyclic) in hosts that have non-overlapping generations. Currently, there is
no evidence that disease systems that violate these assumptions can select for intermediate
virulence without including a mechanistic trade-off. Nevertheless, several prior models
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that included both host seasonality and mechanistic trade-offs found qualitatively similar
results as those presented here despite relaxing one or more of the strict assumptions in
this model (King et al. 2009; van den Berg et al. 2011; Sorrell et al. 2009), suggesting that
phenology can have a large impact on virulence outcomes. For example, longer seasons or
longer periods between seasons have been shown to select for lower virulence in polycyclic
parasites in seasonal environments (van den Berg et al. 2011; Sorrell et al. 2009), similar
to the results presented here. Similarly, explicitly modeling parasite growth rates within
hosts, which underlie the correlation between virulence and instantaneous transmission rates,
selects for intermediate virulence levels that maximize transmission rates during host activity
periods (King et al. 2009). By contrast, assuming that virulence levels are mechanistically
associated with host density results in selection for higher virulence in seasonal environments
(Donnelly et al. 2013). Future studies incorporating one or more of these competing forces
with environmental decay of progeny could be sufficient to select for intermediate virulence
in the absence of an assumed mechanistic trade-off.
Some of the strict model assumptions can likely be relaxed without altering the result
that phenology can be sufficient to select for intermediate virulence strategies. Relaxing
the obligate-killer assumption may result in the same qualitative result that intermediate
virulence is adaptive in some cases. For example, longer latency periods that result in progeny
release near the end of the season would still be adaptive for parasites that reduce host
fecundity or increase host death rate, even if there is no correlation between the virulence
level and instantaneous or life-time transmission. Longer latency periods are equivalent to
lower virulence in this type of system as infected hosts have more time to reproduce and thus
higher fitness. This extension is not expected to qualitatively alter the results if the parasite
transmission period is short relative to the season length. Many parasite-host systems
conform to the assumptions of this model extension such as monocyclic plant pathogens
(e.g. soil-borne plant pathogens, demicyclic rusts, post-harvest diseases), and many diseases
systems infecting univoltine insects (Gaulin et al. 2007; Zehr et al. 1982; Crowell 1934;
Holuša and Lukášová 2017; Hamelin et al. 2011).
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The importance of parasite virulence to both host-parasite interactions and public health
policy has resulted in a concentrated research effort on virulence evolution. Nearly all
theoretical research to date has incorporated a mechanistic trade-off between virulence and
transmission rates or infection duration, a hypothesis which is still essential to explain the
evolution of intermediate virulence in most disease systems. However, ecological factors such
as seasonal host activity or spatial structuring provide alternative theoretical frameworks
that may account for virulence strategies in some natural systems (Boots and Sasaki 1999a;
Kerr et al. 2006). Future work that identifies and empirically validates ecological factors
that influence virulence evolution would be useful for predicting outbreaks of highly virulent
parasites.

3.5. Code and data availability
Code is available on the Github repository: https://github.com/hanneloremac/
Host-phenology-drives-the-evolution-of-intermediate-parasite-virulence
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Parameter
s
v1
v2
tl
T
ŝ
α
β
δ
µ
τ

Description
susceptible hosts
parasites that infect hosts in current season
parasites released in current season
length of host emergence period
season length
emerging host cohort size
transmission rate
number of parasites produced upon host
death
parasite decay rate in the environment
host death rate
time between host infection and host death
(1/virulence)

Value
state variable
state variable
state variable
time (varies)
time (varies)
108 hosts
10−8 /(parasite × time)
parasites (varies)
2 parasites/parasite/time
0.5 hosts/host/time
time (evolves)

Table 2: Model parameters and their respective values.

time between infection
and host death (τ)

v1

parasite decay

v2

s

host death

host infection

host activity period
0

host emergence tl

T

Figure 7: Infection diagram: The host cohort, ŝ, emerges from time t = 0 to t = tl , all v1
parasites emerge at t = 0. Hosts do not reproduce during the season. Infections generally
occur early in the season when host density is high. Parasite-induced host death occurs
after time τ , at which point new parasites, v2 are released. v2 decays in the environment
from exposure. Parasites only have time to complete one round of infection per season. v2
parasites in the environment at t = T will carryover and emerge at the beginning of the next
season.
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Figure 8: Host seasonality is sufficient to select an intermediate virulence strategy. A. The
temporal duration between infection and host death (τ ∗ ) always evolves to a value that is
greater than 0 (extreme virulence) and less than the season length (extremely low virulence);
the intermediate virulence strategy maximizes parasite fitness in environments where host
activity is seasonal. The optimal parasite-induced host death rate results in host death
and progeny release shortly before the end of the season (t = T ). Progeny release just
prior to the end of the season limits progeny decay from environmental exposure while
avoiding progeny dying within their host at the end of the season. i and ii are representative
examples of optimal virulence strategies in environments with shorter (T = 3.2) or longer
(T = 4) host activity periods, respectively. τ ∗ is found using equation (4a) when there is
no trade-off between transmission and virulence. B. Higher parasite virulence is favored in
environments with limited host activity periods. Parasites with greater virulence produce
more progeny that survive to the end of the season when seasons are short. That is, the
density of the more virulent progeny (i) at T = 3.2 is greater than the density of the less
virulent progeny (ii). The more virulent parasites kill their hosts quickly such that few
infected hosts survive to the end of the season and the progeny released spend little time in
the environment. By contrast, less virulent parasites (ii) often fail to kill their hosts and
release progeny prior to the end of short activity periods (T = 3.2). Longer seasons (T = 4)
favor less virulent parasites (ii) as they kill their hosts closer to the end of the season such
that fewer of their released progeny decay in the environment (ii) than the progeny of the
more virulent parasites that are released earlier in the season (i). The blue line represents
the incidence rate of new infections; tl = 1; all other parameters found in Table 2.
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Figure 9: The variation in host emergence timing impacts the optimal virulence strategy.
A. Parasites with lower virulence are favored in environments where nearly all hosts
emerge simultaneously (i). Progeny from the low virulence parasites are released nearly
simultaneously just prior to the end of the season. High virulence parasites are favored
in environments where host emergence period length is moderate (ii). Moderate variation
in host emergence decreases the average time between infection and the end of the season
and favors parasites with a high virulence strategy such that few infected hosts survive to
the end of the season. Parasites in environments where host emergence variation is very
high maximize the number of progeny that survive to the next season by using a moderate
virulence strategy (iii). Parasites in these environments suffer the costs of hosts that are
infected later in the season not releasing progeny as well as progeny decay in the environment
when released from early-infected hosts. A moderate virulence strategy allows hosts infected
around the mid-season peak in incidence to release progeny while limiting the decay of these
progeny. τ ∗ is found using equation (4a) when there is no trade-off between transmission
and virulence. B. Equilibrium density of parasites with the optimal virulence strategy for
their environment decreases with increasing variation in host emergence timing. Optimal
virulence results in peak equilibrium in new parasites density, indicated by the vertical lines.
T = 3; other parameters found in Table 2.
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Figure 10: Mechanistic transmission-virulence trade-offs shift the optimal virulence strategy
but are not necessary to favor intermediate virulence in environments with seasonal host
activity. The optimal virulence level for parasites in which longer durations of infection
result in more progeny is slightly lower than for parasites that are not constrained with this
mechanistic trade-off in the same environment (i). This mechanistic trade-off elevates the
fitness benefit of longer duration infections by compensating for the cost of infected hosts
dying without releasing progeny. The optimal virulence level for parasites in which longer
infection durations result in fewer progeny is greater than for parasites without this trade-off
in the same seasonal environments (ii). This mechanistic trade-off elevates the fitness benefit
of shorter duration infections despite the cost of greater progeny decay in the environment.
τ ∗ was found using equation (4a) when there is no trade-off between transmission and
virulence and then compared to τ ∗ constrained by a trade-off with transmission. Trade-off
for i : β(τ ) = 99(τ + 0.5), trade-off for ii : β(τ ) = 99(−τ + 4). All other parameters found in
Table 2.
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CHAPTER 4 : Host phenology regulates parasite-host demographic cycles and
eco-evolutionary feedbacks
Text from this chapter has been published in Ecology and Evolution (MacDonald and
Brisson, 2022).
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Abstract
Parasite-host interactions can drive periodic population dynamics when parasites overexploit host populations. The timing of host seasonal activity, or host phenology, determines
the frequency and demographic impact of parasite-host interactions which may govern
whether parasites sufficiently over-exploit hosts to drive population cycles. We describe
a mathematical model of a monocyclic, obligate-killer parasite system with seasonal host
activity to investigate the consequences of host phenology on host-parasite dynamics. The
results suggest that parasites can reach the densities necessary to destabilize host dynamics
and drive cycling as they adapt, but only in some phenological scenarios such as environments
with short seasons and synchronous host emergence. Further, only parasite lineages that
are sufficiently adapted to phenological scenarios with short seasons and synchronous host
emergence can achieve the densities necessary to over-exploit hosts and produce population
cycles. Host-parasite cycles also generate an eco-evolutionary feedback that slows parasite
adaptation to the phenological environment as rare advantageous phenotypes can be driven
extinct due to a population bottleneck depending on when they are introduced in the
cycle. The results demonstrate that seasonal environments can drive population cycling
in a restricted set of phenological patterns and provides further evidence that the rate of
adaptive evolution depends on underlying ecological dynamics.
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4.1. Introduction
The impact of inter-species interactions on population demography is a function of both
the abundance and activity patterns of the interacting species. For example, the abundance
of both a predator and prey species determines the prevalence of predation which, in turn,
alters the demographic dynamics of one or both species. Some ecological interactions
have even been shown to drive population sizes to fluctuate cyclically over time (Myers
2018). Investigations of the ecological interactions leading to population cycles in several
predator-prey, herbivore-plant, and parasite-host systems have demonstrated the importance
of seasonal activity patterns on inter-species interactions (Kamo and Sasaki 2002; Greenman
et al. 2004; Abbott and Dwyer 2007; Taylor et al. 2013). Seasonal activity patterns
determine the temporal abundance of a population which modifies the strength of interspecies interactions (Miller-Rushing et al. 2010; Bewick et al. 2016; Paull and Johnson 2014;
Barber et al. 2016; Burkett-Cadena et al. 2011). Here we demonstrate the consequence of
seasonal activity patterns on parasite-host population dynamics and how seasonal patterns
can result in parasite-host population cycles. Additionally, we explore how parasite-host
population cycles can alter the rate of parasite virulence evolution.
Population cycling generally starts with an over-exploitation of resources followed by a
population crash that allows resources to rebound (Myers and Cory 2013). In the classic
lemming demographic cycles, lemmings over-consume plant resources resulting in dramatic
declines in lemming population sizes in subsequent years due to plant scarcity (Krebs 2013).
The plant populations are released from lemming herbivory and increase in abundance,
providing sufficient resources for lemming population growth and a restart of the demographic
cycle. Intrinsic, delayed density dependent drivers such as these can account for the periodic
or quasi-periodic oscillatory population dynamics observed in many ecologically coupled
systems (Myers 2018).
Seasonal activity patterns, or phenology, influence the impact of inter-species interactions on
demographic dynamics (Yang and Rudolf 2010; van Asch and Visser 2007). That is, seasonal
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activity patterns determine the number and type of inter-species interactions by altering
the proportion of a population that is active throughout the year. For example, Measles
transmission is tightly linked to school terms such that transmission peaks when children
are in school and crashes during vacation periods (Fine and Clarkson 1982; Finkenstädt and
Grenfell 2000). Similarly, variation in demographic dynamics can impact species evolution,
for example, resource-driven changes in host abundance is predicted to impact parasite
virulence evolution (Hite and Cressler 2018). Prior theoretical research demonstrated that
the total number of parasite infections, which determines the parasite population size, varied
dramatically among different host phenological patterns (MacDonald et al. 2021). Further,
the virulence strategies that maximize parasite fitness also differed among phenological
patterns due to the differences in the temporal distribution of new infections. However, this
work restricted host demographic feedbacks such that the potential for population cycles
subsequent effect on evolutionary dynamics could not be investigated.
Changes in the population sizes of interacting species that result from ecological interactions
can also influence the rate or direction of evolutionary change (Govaert et al. 2019). These
eco-evolutionary feedbacks arise when evolutionary change occurs on time-scales congruent
with ecological change. For example, evolutionary adaptation of parasites to a specific
host phenological pattern increases parasite densities with a concomitant decrease in host
population sizes, which alters both the ecological interactions and the strength and direction
of natural selection (MacDonald et al. 2021). Increases in parasite fitness could result
in a parasite population that can over-exploit hosts leading to temporal oscillations in
population sizes with concomitant oscillations in infection prevalence and the strength of
natural selection. Thus, host phenology could create conditions that drive the evolution
of sufficiently high parasite densities to destabilize host populations and drive population
cycles. The resulting population cycles, in turn, could influence the rate and direction of
further evolutionary change.
Here we explore eco-evolutionary feedbacks driven by parasite infection in a seasonal
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environment. We extend a previously published modeling framework (MacDonald et al.
2021) to follow within-season transmission dynamics as well as between-season parasite and
host demography to determine if evolutionary increases in parasite fitness can lead to cycling
population dynamics given different host phenological patterns. Further, we investigate how
changes in parasite and host demography, including population cycling, can influence the
rate and direction of parasite evolution in seasonal environments. These results contribute
to the longstanding goal of revealing how cycling arises by showing how ecological and
evolutionary interactions can generate cycling dynamics.

4.2. Model description
Within-season dynamics
The model describes the transmission dynamics of a free-living, obligate-killer parasite that
infects a seasonally available host (Figure 11). The size of the emerging host cohort in season
n, ŝ(n), is determined by the number of hosts that reproduced in season n − 1. ŝ(n) enter
the system at the beginning of the season over a period given by the function g(t, tl ). Hosts
have non-overlapping generations and are alive for one season. The parasite (v) infects hosts
and must kill the host to release new infectious progeny. We assume that the parasite is
monocyclic and completes one generation per season. The monocyclic constraint is enforced
by assuming that only the first generation of parasites in a season, v1 , has enough time to
release the second generation of parasites, v2 . This transmission scenario occurs in many
natural parasites (e.g. univoltine insects parasitized by ichneumonid wasps (Campbell 1975;
Delucchi 1982; Kenis and Hilszczanski 2007)). Parasites may effectively complete only one
round of infection per season if the second parasite generation does not have enough time in
the season to release new parasites in short-lived hosts or if the susceptible host stage is
present for such a short period of time each season that there are no susceptible host stages
available when the first generation of parasites kills infected hosts.
We refer to the generation of parasites that infect the susceptible host stage, s, as v1 and
the parasite progeny released from infected hosts as v2 . τ is the delay between infection by
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v1 and host death when v2 are released. We ignore the progression of s hosts to later life
stages as it does not impact transmission dynamics. The initial conditions at the start of
each season are s(0) = 0; v1 (0+ ) = v2 (0− ) = v̂(n); v2 (τ ) = 0 where v̂(n) is the number of
parasites at the beginning of season n as determined by the number of parasite progeny
produced in n − 1. The transmission dynamics in season n are given by the following system
of delay differential equations:
ds
= ŝ(n)g(t, tl ) − µs(t) − αs(t)v1 (t),
dt
dv1
= −δv1 (t),
dt
dv2
= αβe−µτ s(t − τ )v1 (t − τ ) − δv2 (t).
dt

(1a)
(1b)
(1c)

where µ is the host death rate, δ is the decay rate of parasites in the environment, α is
the transmission rate, β is the number of parasites produced upon host death and τ is the
delay between host infection and host death (Table 3). We make the common assumption
for free-living parasites that the removal of parasites through transmission (α) is negligible
(Anderson and May 1981; Dwyer 1994; Caraco and Wang 2008), i.e. (1b) ignores the term
−αs(t)v1 (t). As virulence is the lifetime reduction in host fitness due to infection, we assume
that parasites with shorter times between infection and host death (short incubation periods)
are more virulent. Thus τ is equivalent to the inverse of virulence where low virulence
parasites have long τ and high virulence parasites have short τ . All parameters with their
respective values are described in Table 3.
The function g(t, tl ) is a probability density function that captures the per-capita host
emergence rate by specifying the timing and length of host emergence. We use a uniform
distribution (U (•)) for analytical tractability, but other distributions can be used.

g(t, tl ) =




1

tl

0 ≤ t ≤ tl



0

tl < t ≤ T
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where tl denotes the length of the host emergence period and T denotes the season length.
The season begins (t0 = 0) with the emergence of the susceptible host cohort, ŝ(n). The host
cohort emerges from 0 ≤ t ≤ tl . v2 parasites remaining in the system at t = T give rise to
the initial parasite population in the following season (v2 (T ) = v̂(n + 1) = v1 (0)). Parasites
that have not killed their host by the end of the season do not release progeny. Background
mortality arises from predation or some other natural cause. We assume that infected hosts
that die from background mortality do not release parasites because the parasites are either
consumed or the latency period corresponds to the time necessary to develop viable progeny
(Wang 2006; White 2011). We solve equations 1a-c analytically Appendix 3A.
Between-season dynamics
We investigate the impact of the feedback between host demography and parasite fitness
on parasite evolution by allowing the size of the emerging host cohort be a function of
the number of uninfected hosts remaining at the end of the prior season using a difference
equation

ŝ(n + 1) =

σs(T )
1 + ρs(T )

where σ is host reproduction and ρ is the density dependent parameter.

In Appendix 3A, we find analytical solutions for both ŝ(n + 1) and v̂(n + 1). However,
we primarily explore the between-season dynamical behavior of the model numerically as
analytical solutions cannot be used in parameter ranges that lead to population cycles. We
discuss the stability analysis in more detail in Appendix 3A.
Parasite evolution
Evolutionary invasion analysis (Metz et al. 1992; Geritz et al. 1998) was used to study
parasite adaptation to different seasonal host activity patterns. We first extend system (1)
to follow the invasion dynamics a rare mutant parasite:
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ds
= ŝ∗ g(t, tl ) − µs(t) − αs(t)v1 (t) − αm s(t)v1m (t),
dt
dv1
= −δv1 (t),
dt
dv1m
= −δm v1m (t),
dt
dv2
= αβe−µτ s(t − τ )v1 (t − τ ) − δv2 (t),
dt
dv2m
= αm βm e−µτm s(t − τm )v1m (t − τm ) − δm v2m (t).
dt

(2a)
(2b)
(2c)
(2d)
(2e)

where m subscripts refer to the invading mutant parasite and its corresponding traits. The
initial conditions at the beginning of each season are s(0) = 0; v1 (0+ ) = v2 (0− ) = v̂ ∗ ; v2 (τ ) =
0; v1m (0) = 1; v2m (τ ) = 0 where v̂ ∗ and ŝ∗ are end-of-season equilibrium densities for parasite
and host, respectively. See Appendix 3B for details of the time-dependent solutions for
equations (2a-2e).

The invasion fitness of a rare mutant parasite depends on the density of v2m produced by the
end of the season (v2m (T )) in an environment with a resident parasite at equilibrium density
v̂ ∗ . When system dynamics are equilibrial, the mutant parasite invades in a given host
phenological scenario if the density of v2m produced by time T is greater than or equal to
the initial v1m (0) = 1 introduced at the start of the season (v2m (T ) ≥ 1). When τ < T − tl ,
mutant invasion fitness can be found using

v2m (T ) =e−δm (T −tl −τm ) (v2m (tl ) + αm βm e−µτm v1m (0)s(tl )
Z T −tl −τm α v (0)e−δm (u+tl ) (−1+eδm u )
αv̂ ∗ e−δ(u+tl ) (−1+eδu )
m 1m
−
−δm tl −µu
δm
δ
e−
du)
0

When τ > T − tl , mutant invasion fitness can be found using
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(3a)

Z
αm βm e−µτm v1m (0)ŝ∗ −δm (T −τm ) T −τm (−µu+ αv̂∗ eδ−δu + αm v1mδ(0)e−δm u )
m
e
v2m (T ) =
e
tl
0
Z u
αm v1m (0)e−δm x
αv̂ ∗ e−δs
)
δm
e(µx− δ −
dxdu
(3b)
0

To study the evolution of virulence traits in equilibrial environments, we assume that resident
and mutant strains are identical at all other traits (e.g. α = αm ). Note that because there
is no trade-off between β and τ , the parasite growth rate in the host is the trait under
selection. That is, β is constant regardless of τ such that the time between infection and
the release of new parasites is the rate that β new parasites are assembled. The uninvadable
trait value that maximizes (3) is the optimal virulence level for a given host phenological
scenario. That is, the virulence trait (τ ∗ ) that satisfies

∂v2m (T )
∂τm

τm =τr

∂ 2 v2m (T )
2
∂τm

τm =τr

=0
<0

v2m (T ) in equations (3a) and (3b) incorporates the effect of the resident on the population
state (number of susceptibles over one season). This means that v2m (T ) is not a measure
of R0 which by definition assumes a non-disease environment. Thus, we can use v2m (T ) as
defined in (3a) and (3b) as a maximand in evolutionary dynamics (Lion and Metz 2018).
In the present study, cycling can occur when host carryover is included in the model for some
parameter ranges. When parasite-host dynamics are cycling, (3) no longer reliably predicts
the outcome of parasite evolution as periods of low host density can drive adaptive mutants
to densities less than 1. From a purely mathematical standpoint, the criterion v2m (T ) ≥ 1
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correctly predicts which mutants can invade in cycling populations. However, the invasion
criterion does not account for the possibility that a mutant parasite that invades in its first
season can drop below 1 in a later season. We thus conduct simulation analysis to verify
that the evolutionary stable level of virulence is qualitatively the same as previous results.
The simulation analysis was done by first numerically simulating system (1) with a monomorphic
parasite population. A single mutant parasite is introduced at the beginning of the 100th
season when the system dynamics have settled on their attractor. The mutant’s virulence
strategy is drawn from a normal distribution whose mean is the value of τ from the resident
strain (τm = τr + N (0, 0.1)). System (2) is then numerically simulated with the resident and
mutant parasite. New mutants arise randomly after 1000 seasons have passed since the last
mutant was introduced, at which point system (2) begins following the dynamics of the new
parasite strain. This new mutant has a virulence strategy drawn from a normal distribution
whose mean is the value of τ from whichever parasite strain has the highest density. Note
that we decouple mutational input from population size by assuming that mutants arise
randomly, regardless of the parasite population size. System (2) follows each new mutant
randomly introduced after at least 1000 seasons have passed. Any parasite whose density
falls below 1 is considered extinct and is eliminated. Virulence evolves as the population
of parasites with the adaptive strategy eventually invade and rise in density. Note that
our simulations deviate from the adaptive dynamics literature in that new mutants can be
introduced before earlier mutants have replaced the previous resident. Previous studies have
shown that this approach is well suited to predicting evolutionary outcomes (Kisdi 1999;
White and Bowers 2005; White et al. 2006).

4.3. Results
Parasites with high fitness in some seasonal environments can drive dynamic parasite-host
cycles resembling classical consumer-resource cycles (Figure 12). In the present model,
parasites that can achieve sufficiently high densities infect and sterilize a substantial
proportion of the univoltine host population resulting in both a decrease in the host
population size and an increase in the parasite population size in subsequent seasons. The
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resulting small host population sizes limit the number of new infections which leads to a
dramatic decrease in parasite population size in the following seasons. Very small parasite
populations, in turn, release the host population from parasite-mediated density control
allowing the host population to increase in size. This cycle continues with large host
populations supporting rapid parasite population growth which then drives down the size
of the host population. In the current model, one complete cycle requires at least four
seasons with parasite population size peaks trailing the host population peaks by two to
three seasons.
Parasites adapted to different host phenological patterns reach different densities. As
previously demonstrated, parasites adapted to environments with shorter seasons and more
synchronous host emergence achieve greater densities than parasites adapted to environments
with longer seasons or more variable host emergence timing (MacDonald et al. 2021). In these
models, shorter seasons limit the number of infected hosts that die mid-season due to natural
host mortality, resulting in greater parasite population growth rates and greater densities.
More synchronous host emergence results in greater numbers of parasites successfully
infecting hosts by increasing density dependent transmission, thus leading to higher parasite
densities. That is, synchronous host emergence results in all infections occurring near
simultaneously such that adapted parasites will kill all infected hosts near the end of the
season in order to minimize decay of parasite progeny in the environment. By contrast,
parasites in environments with greater host emergence variation have virulence levels that
cause hosts infected early in the season to release progeny too early - where parasites decay in
the environment - and to not kill hosts infected later in the season where hosts die naturally
without producing parasite progeny. Thus, short seasons and synchronous host emergence
both increase parasite density by reducing parasite mortality either through infected host
mortality or through environmental decay.
Host phenological patterns influence parasite densities, and thus if cycling occurs. For
example, parasites in environments with shorter host activity seasons can reach sufficiently
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high densities to provoke host-parasite population cycles (Figure 13). By contrast, long
seasons prevent population cycles by limiting parasite densities below levels that destabilize
host-parasite dynamics (Figure 13). Parasites in phenological environments with limited
variation in the time when each host first emerges within a season are also more likely
to achieve population cycle-inducing densities than environments with more variable host
emergence timing (Figure 13). The loss of potential parasite progeny through environmental
decay or non-parasite induced death of infected hosts limits parasite density to levels below
those that can destabilize host-parasite dynamics and cause demographic cycles.
The parasite densities that can be attained in each host phenological scenario determines if
the system reaches stable equilibrial inter-annual dynamics or quasi-periodic parasite-host
population cycles (Figure 13). In the majority of scenarios in which cycling occurs, the
discrete dynamics form a closed invariant curve in the phase plane in which the phase
is incommensurate and thus the asymptotic trajectory fills the invariant curve by never
repeating itself (Figure 14A). That is, the population sizes of both the host and parasite do
not repeat across seasons, resulting in quasi-periodic cycles that are likely generated by a
Neimark-Sacker bifurcation (Strogatz 2018) (see Appendix 3A.)
Additional environmental factors that promote high parasite density, such as low environmental
decay rates, can increase the parameter region where cycling occurs (Table 4). Higher parasite
densities result in more synchronous infections early in the season leading to greater parasite
densities and a greater likelihood that parasites destabilize host dynamics. Conversely,
conditions that limit parasite density, such as greater natural host mortality rates, decrease
the parameter range where cycling occurs. Higher host mortality rates increase the death
rate of infected hosts and thus decreases the number of infections that successfully release
parasite progeny. When fewer infections release new parasites, the parasite population is
less likely to reach densities that can generate cycles.
Parasite-host population cycles impede the rate at which parasite traits adapt to host
phenological environments (Figures 14, 15). Rare advantageous mutations readily invade
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systems in which the populations are not cycling. However, the phase of a population
cycle at which a rare advantageous mutant is introduced into a system determines if it will
displace the resident parasite. Rare advantageous mutants invade cycling systems only in
seasons when the resident parasite population is at a low density and the host population
size is increasing or is at a high density. By contrast, novel advantageous mutants often fail
to establish when resident parasites are at a high density because high parasite densities
drive a rapid host density decrease in the following seasons, resulting in limited parasite
resources and a parasite population bottleneck. The parasite population bottleneck often
drives extinctions of the rare advantageous mutant parasite strain. This eco-evolutionary
feedback results in the extinction of many advantageous mutants and a reduced rate of
evolution toward the virulence strategy that optimizes parasite fitness.

4.4. Discussion
Host phenological patterns govern parasite densities directly through the timing and frequency
of ecological interactions which can lead to an over-exploitation of hosts and subsequent
parasite-host population cycles. Parasites can achieve sufficiently high densities in only some
host phenological environments to destabilize the host-parasite dynamics that instigate quasiperiodic population cycles. The population cycles result from the classic consumer-resource
ecological feedback where the parasite consumer over-exploits their host resource such that
the host population cannot fully recover in the following year. The resulting host population
size is insufficient to support the now excessively-large parasite population which results in a
dramatic decline in the number of parasites in the following year. The host population can
then rebound due to the limited demographic impact of parasitism, thus allowing parasites
to again over-exploit their hosts and restart the population cycle. An evolutionary feedback
can also result from this consumer-resource ecological feedback. Parasite adaptation towards
optimal trait values proceeds more slowly when host-parasite dynamics are cycling. That
is, many mutant parasites with adaptive phenotypes that arise in a cycling system will not
increase in frequency and ultimately be lost from the population.
The observed parasite-host population cycles emerge from a delayed density dependent
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mechanism characteristic of consumer-resource feedbacks (Turchin 2013). In this system, the
discrete host activity period introduces a delayed carryover effect in which the number of
infected hosts in one season governs the host population size in the next. Although consumerresource interactions can drive cycling in continuous time models, cycles are less likely to
occur without an externally-imposed delay (Keeling and Rohani 2011). The results of this
study differ from those of prior studies describing consumer-resource feedbacks as this delayed
density dependent mechanism causes population cycles only in phenological environments
that support high parasite densities. Phenological patterns where hosts have shorter seasons
and more synchronous emergence limit parasite deaths caused by environmental decay
and infected-host deaths, thus resulting in large parasite populations that can destabilize
parasite-host dynamics and cause population cycles. By contrast, longer seasons and greater
variation in emergence times among hosts support lower parasite densities which do not
cause population cycles.
The stable parasite-host dynamics observed in some host phenological patterns differs from
seminal theoretical studies demonstrating chaotic dynamics at all population growth rates
of lethal parasites (May 1985). Our results suggest that host phenology can stabilize hostparasite dynamics and provide one potential explanation for why chaotic dynamics are
often not observed in natural obligate-killer parasite systems. Other model parameters such
as natural host mortality rate and parasite decay rate also modulate parasite population
sizes and thus also alter which phenological scenarios can lead to periodic population
cycles. Further, several factors that have been shown to impact the probability of dynamic
population cycles not explored in this model could also modulate the phenological scenarios
in which cycling could be expected (Koella and Doebeli 1999; Hilker et al. 2020). For
example, higher infected-host fecundity would likely stabilize the dynamics for a greater
range of phenological patterns.
Population cycles resulting from a consumer-resource ecological feedback precipitates an
eco-evolutionary feedback that affects the rate of adaptive evolution. In this model, parasites
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with advantageous mutations always invade non-cycling systems. That is, advantageous
mutants displace residents both in systems where the parasite is not sufficiently adapted in a
host phenological environment that could support high parasite densities as well as in systems
where the host phenological pattern cannot support densities sufficient to cause population
cycling even for optimally-adapted parasites. By contrast, only a fraction of parasites with
adaptive mutations introduced into cycling systems can invade, effectively reducing the rate
of adaptive evolution. These results suggests that adaptation in cycling seasonal disease
systems is likely to proceed more slowly. Parasites with adaptive mutations that do not
invade fail to increase sufficiently to prevent their extinction due to the parasite population
bottleneck that results from rapid decreases in host density. This result echos results from
invasion ecology demonstrating that the timing of introduction predicts invasion success by
creating or destroying niche space for invader prey species in a cycling predator-prey model
(Yamamichi et al. 2014). An assumption of the current model is that mutants are introduced
at the beginning of random seasons, regardless of parasite population size. However, mutants
are less likely to arise when parasite population size is small (Crow et al. 1970) suggesting
that the true impact of population cycling on the evolutionary rate is likely greater than
estimated here. That is, the proportion of advantageous mutants lost in cycling populations
in nature is likely greater than found here as mutants are more likely to arise at points in
the cycle when parasite populations are large and on the precipice of crashing.
Our results extend previous theory on the interaction between cycling and the rate of
adaptive evolution. Many previously published investigations focus on the impact of temporal
fluctuations on long-term evolutionary outcomes (e.g. Metz et al. 1992; Ferriere and Gatto
1995; Donnelly et al. 2013; Ferris and Best 2018; Grunert et al. 2021). The results presented
here suggest that temporal cycling can slow the rate of adaptive evolution by constraining
when adaptive mutants can successfully invade, even if the long-term evolutionary outcome
remains constant. That is, while prior work revealed the most advantageous long-term
evolutionary strategies (Metz et al. 1992; Ferriere and Gatto 1995), our approach identified
the demographic conditions leading to the extinction of advantageous mutants. In addition,
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our results support previously published conclusions showing that evolutionary adaptions
can drive demographic cycles (Metz et al. 1995; Ferriere and Gatto 1993) but also extends
this work through our result that cycling slows the rate of adaptive evolution.
These results suggest that spatial variation in host phenology could drive differences in
demographic dynamics observed across geographic space. For example, parasite-host systems
in more extreme latitudes and at higher altitudes are more likely to cycle than conspecifics
in less extreme environments (Baltensweiler and Fischlin 1988; Klemola et al. 2002; Schott
et al. 2010). The activity periods in the more extreme environments tend to be shorter
and hosts may emerge more synchronously (Inouye and Wielgolaski 2013; Wielgolaski and
Inouye 2013), in line with the predictions from the current model. These predictions could
be tested empirically by studying the population dynamics of disease systems with forest
Lepidoptera hosts in different geographic locations. Key parasite traits such as the parasite
latency period could also be measured to determine how parasite adaptation to different
phenological patterns affected the differing demographic dynamics. Empirical data across
locations could examine how phenology impacts species interactions and how that could
cause differences in population densities, selection, and dynamical trajectories.
Several features of the current model can be altered to investigate more complex impacts
of host phenology on parasite-host dynamics and eco-evolutionary feedbacks. For example,
permitting host evolution in either parasite resistance or phenological patterns could drive
additional eco-evolutionary feedbacks through changes in the strength of selection imposed
on hosts by parasite infections (Best 2018; Ferris et al. 2020). Future theoretical and
empirical investigations into the impact of parasite-host cycles on the evolution of host
resistance alleles, as seen in Gypsy moth populations (Elderd et al. 2008), could determine
if parasite-host co-evolution would stabilize population dynamics for a greater range of host
phenological patterns. Similarly, the strength and possibly direction of selection on hosts
will fluctuate as the system cycles, potentially favoring alternative host phenological patterns
that in turn select for parasite traits with lower impacts on host fitness. Another interesting
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extension is the role genetic drift could play for parasite adaptation in stable versus cycling
dynamics (Kennedy and Dwyer 2018). The impact of drift on parasite evolution in cycling
populations is highly complex and difficult to predict a priori. We will extend the current
model to incorporate neutral evolution in future studies.
Relaxing some of the assumptions in this model is unlikely to qualitatively alter the major
conclusions. For example, relaxing the monocylic parasite life cycle assumption will likely
not change the result that cycles occur more readily in environments with short seasons
and synchronous host emergence. Polycyclic parasites may even drive cycles for a larger
range of phenological patterns as multiple infection cycles within a season can exacerbate
decreases in host densities. Similarly, relaxing the obligate-killer assumption will likely
decrease but not eliminate the range of phenological patterns that drive cycles by decreasing
the impact on host fitness. Although the model as presented applies to only a narrow range
of parasites in nature, many more parasite-host systems conform to models that include
these extensions such as soil-borne plant pathogens, demicyclic rusts, post-harvest diseases,
and many diseases infecting univoltine insects (Gaulin et al. 2007; Zehr et al. 1982; Crowell
1934; Holuša and Lukášová 2017).
Environmental conditions such as phenology impact the frequency of inter-species interactions
and thus the ecological importance of the interaction on population demography. Here
we show that short host seasons and synchronous host emergence allow parasites to reach
densities sufficient to destabilize population dynamics and cause demographic cycling. The
rate of adaptive parasite evolution in a cycling population is substantially slower than in
an equilibrial population as beneficial mutations are more likely to go extinct when host
population sizes are small or parasite population sizes are large. These results demonstrate
that externally-imposed environmental conditions such as host phenology can be important
determinants of population cycling. It is important to consider ecological dynamics when
predicting evolution by natural selection.
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Code and data availability: Code is available on the Github repository:
https://github.com/hanneloremac/Host-phenology-regulates-parasite-host-demographic
-cycles-and-eco-evolutionary-feedbacks
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Table 3: Model parameters and their respective values.
Parameter
Description
s
susceptible hosts
v1
parasites that infect hosts in current season
v2
parasite progeny released in current season
v̂(n) starting parasite population in season n
ŝ(n) host cohort in season n
tl
length of host emergence period
T
season length
α
transmission rate
β
number of parasites produced upon host
death
δ
parasite decay rate in the environment
µ
host death rate
τ
time between host infection and host death
(1/virulence)
σ
host fecundity
ρ
density dependent parameter

Value
state variable
state variable
state variable
state variable
state variable
time (varies)
time (varies)
3.5∗10− 7/(parasite × time)
200 parasites
2 parasites/parasite/time
0.25 hosts/host/time
time (evolves)
500 hosts
0.0001

Table 4: The impact of each variable on whether or not demographic cycles occur.
Increases in variable value

Impact on possibility of demographic cycling

season length (T )

↓ cycling

emergence period length (tl )

↓ cycling

host mortality (d)

↓ cycling

decay rate (δ)

↓ cycling

transmission rate (α)

↑ cycling

parasites released at host death (β)

↑ cycling

host fecundity (σ)

↑ cycling
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time between infection
and host death (τ)

v1

parasite decay

v2

s

host death

host infection

host activity period
0

host emergence tl
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Figure 11: Diagrammatic representation of the infectious cycle within each season. The
host population (ŝ(n)) at the start of season n are the offspring of uninfected hosts that
survived and reproduced at the end of the prior season. The parasite population at the start
of season n (v1 (0) = v̂(n)) are derived from infected hosts killed by the parasite prior to the
end of season n − 1 and survived in the environment until the end of the season (v2 (T )). All
parasites emerge at the beginning of the season (t = 0) while all hosts emerge at a constant
rate between 0 ≤ t ≤ tl . The rate of new infections is density dependent resulting in the
majority of infections occurring near the beginning of the season when susceptible host and
free parasite densities are high. Parasite-induced host death at time τ post-infection releases
parasite progeny (v2 ) into the environment where they decay in the environment at rate
δ. The monocyclic parasite progeny (v2 ) do not infect uninfected hosts within the same
season. Parasite progeny that survive in the environment to the end of the season comprise
the parasite population that emerge in the following season (v2 (T ) = v̂(n + 1)).
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Figure 12: High-fitness parasites can drive multi-season epidemic cycles. A. Parasite density
increases as the virulence phenotype approaches the time between infection and host death
(τ ) that maximizes parasite fitness (MacDonald et al. 2021). Parasite populations can reach
sufficiently high densities in some host phenological patterns, as seen in A, to destabilize
demographic dynamics resulting in a bifurcation that drives quasiperiodic parasite-host
dynamics. The bifurcation diagram shows end of season parasite densities for parasites
with different virulence phenotypes (τ ) during seasons 800-900 in a system where the host
season is short (T = 4) and hosts emerge synchronously (tl = 1). The most fit parasites
(2.75 < τ < 3.26) achieve densities that can disrupt dynamics and cause cycling. Parasites
with virulence phenotypes that are too high (τ < 2.75) or too low (τ > 3.26) do not cause
parasite-host cycles in this host phenological environment. B. The population dynamics of
hosts (B.1) and parasites (B.2) in a system experiencing quasiperiodic population cycles
(τ = 2.8, T = 4, tl = 1, other parameters found in Table 3) after reaching the quasiperiodic
attractor. High parasite densities (ex. season 3-4) infect and sterilize a large proportion
of the host population resulting in a dramatic host population decline (ex. seasons 4-5).
The limited number of susceptible hosts causes a subsequent decline in parasite populations
(ex. seasons 5-7). Host density rebounds once relieved from infection pressure (ex. seasons
6-8) allowing the parasites to exploit the host population again, driving a continuation of
quasiperiodic cycling. In both panels: T = 4, tl = 1, all other parameters found in Table 3.
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Figure 13: Parasite-host cycles occur in some, but not all, host phenological patterns.
Boundary plot shows host phenological patterns where dynamics are stable (”endemic
equilibrium”) or cycling for parasites possess the optimal virulence trait for their phenological
environment. Parasites are more likely to achieve the densities necessary to drive cycles when
host emergence periods are short (small values of T ) and host emergence is synchronous
(small values of tl ). All other parameters found in Table 3.
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Figure 14: Mutant parasites with more adaptive virulence phenotypes often fail to invade
when resident parasite and host dynamics are cycling. The phase plane (A) shows the
discrete time limit cycle for host (ŝ) and resident parasite (v̂) densities (T = 4; tl = 1; τ = 2.8
in this example). The blue section denotes the phase of the parasite-host cycle when rare
adaptive parasites can invade; the same mutant fails to invade when introduced at all other
time points despite having the same selective advantage. The line (A) depicts the same
iteration (6 seasons) of the quasi-periodic dynamics of this system as illustrated in B.1 and
B.2. An advantageous mutant fails to invade (red line, B.3) if introduced in seasons when
host density will decrease (red point, B.1) and resident parasite density is moderate or high
(red point, B.2). The same advantageous mutant can invade (blue line, B.3) and eventually
replace the resident parasite if it is introduced when host density will increase (blue point,
B.1) and resident parasite density is low (blue point, B.2). τm = 2.81, all other parameters
found in Table 3.
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Figure 15: Adaptive evolution proceeds more slowly during parasite-host demographic
cycles than in stable equilibrial systems. Parasite evolution toward an intermediate optimal
virulence strategy occurs more slowly when population demography is cycling (A) than in
an equilibrial dynamic system (B). (A) Increases in parasite density as parasites evolve
drive demographic cycling for 2.75 < τ < 3.26. Population cycling delays adaptive evolution
as rare mutants fail to invade the system when introduced at many phases of the dynamic
cycle despite their selective advantage. By contrast, rare advantageous mutants always
invade systems with stable dynamics (B). Plots show twelve independent simulations for
each set of parameters - six runs starting at a virulence level lower than optimum and six
runs starting at a virulence level higher than the optimum - where an adaptive mutant is
introduced into the population no more than once every 1000 seasons. Evolutionary time
represents the cumulative number of adaptive mutants sequentially introduced into each
population. The average evolutionary time needed to reach the optimal virulence strategy
is higher in the cycling system (A. 21 mutants, range: 6-42 mutants) than in the stable
system (B. 14 mutants, range: 6-27 mutants) Population cycling could not occur in B as
the host cohort size remained constant across seasons (ŝ = 108 ); host cohort size in A (ŝ(n))
was determined by the number of hosts that reproduced in season n − 1. T = 4, tl = 1, all
other parameters found in Table 3.
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CHAPTER 5 : Host phenology can select for multiple stable parasite virulence
strategies

71

Abstract
The timing of seasonal host activity, or host phenology, is an important driver of parasite
transmission dynamics and evolution. Despite the vast diversity of parasites in seasonal
environments, the impact of phenology on parasite diversity remains relatively understudied.
For example, little is known about the selective pressures and environmental conditions
that favor a monocyclic strategy (complete a single round of infection per season) or a
polycyclic strategy (complete multiple rounds). Here we present a mathematical model that
demonstrates that many, but not all, seasonal host activity patterns generate evolutionary
bistability in which two evolutionary stable parasite strategies (ESS) are maintained. The
ESS that a particular system reaches is a function of the strategy of the parasite initially
introduced into the system. The results demonstrate that host phenology can, in theory,
maintain diverse parasite strategies among isolated geographic locations.
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5.1. Introduction
Seasonal environments are expected to have more available niche space, and thus greater
biotic diversity, than in constant environments (Tilman 1982). The impact of seasonality on
parasite diversity, however, remains equivocal and relatively understudied (Hamelin et al.
2011; Donnelly et al. 2013; van den Berg et al. 2010; Sorrell et al. 2009). Parasites in seasonal
environments have evolved one of two main strategies: monocyclic parasites complete a
single cycle of infection per season while polycyclic parasites complete multiple cycles of
infection each season. For example, parasitic species such as ichneumonid wasps that infect
caterpillars are found with monocyclic or polycyclic strategies in nature (Sugonyaev 2006;
Śniegula et al. 2016; Prevéy et al. 2017; Qiu et al. 2018). However, little is known about
the selective pressures and environmental conditions that favor each of the diverse parasite
strategies observed in nature.
Some studies have found evidence that seasonality generates diversity for certain parasites
traits while other studies have been inconclusive. For example, an explicit trade-off between
within-season transmission and between-season survival can select for both a polycyclic
parasite strategy specialized on within-season infection initiation and a monocyclic parasite
specialized on between-season survival (Hamelin et al. 2011). A similar model incorporating
the same trade-off did not find evidence that seasonality can drive evolutionary branching
(van den Berg et al. 2010), suggesting additional environmental conditions are important
drivers. Seasonal host reproduction can also select for two divergent strategies including
a latent strategy that can be reactivated later and an immediately transmissible strategy
(Sorrell et al. 2009). While these studies show that seasonality can drive diversity in some
specific situations, other studies have shown that seasonality does not impact the diversity
of other important parasite traits such as virulence (Donnelly et al. 2013).
Monocyclic and polycyclic parasites are subject to different life history constraints and
selection pressures. For example, the time required to assemble parasite progeny constrains
virulence evolution so that infected hosts are not killed before progeny are fully developed.
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Thus, parasites may be monocyclic in seasonal environments because there is only time
to complete one infectious cycle. Parasites may also be constrained by mechanistic tradeoffs where the number of progeny produced is mechanistically correlated with infection
duration. Longer latency periods, the equivalent of lower virulence, can also be selectively
advantageous in the absence of an explicit trade-off as low virulence monocyclic, obligate
host-killer parasites remain in infected hosts to limit the decay of their progeny in the
environment (MacDonald et al. 2021). However, parasites that are not constrained to a
monocyclic lifestyle experience different selective pressures and may evolve alternate virulence
strategies. Prior investigations of obligate-killer parasites in non-seasonal environments
suggest that high virulence traits are adaptive as they allow for exponential population
growth (Levin and Lenski 1983; Ebert and Weisser 1997; Sasaki and Godfray 1999; Caraco
and Ing Wang 2008). How host seasonal activity impacts the strength and direction of
selection pressures on polycyclic parasite strategies remains an open question.
Here we investigate the impact of seasonal host activity on the virulence evolution of an
obligate-killer parasite that is not constrained to the monocyclic life-style. Further, we
examine how the timing and duration of host emergence (components of host phenology)
impacts parasite virulence evolution. We demonstrate that many host seasonality patterns
can drive the evolution of both stable monocyclic and polycyclic strategies, although these
strategies do not coexist. The evolutionary stable parasite strategy (ESS) in each system is
a function of the virulence trait of the starting parasite population. Low virulence parasites
evolve to a monocyclic ESS with a lower virulence trait, or a long latency period between
infection and host death as seen previously (MacDonald et al. 2021), while high virulence
parasites evolve to a polycyclic ESS with higher virulence to sequentially infect susceptible
hosts within seasons. The population of high virulence parasites at the polycyclic ESS have
relatively low equilibrium densities as they often reduce the number of susceptible hosts
available to parasites late in the season, a process termed self-shading (Boots and Sasaki
1999b; Kerr et al. 2006). These results demonstrate that there are multiple evolutionary stable
solutions for parasites in seasonal environments which provides clues for the evolutionary
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origins of monocyclic and polycyclic parasites.

5.2. Model description
The model describes the transmission dynamics of a free-living, obligate-killer parasite that
infects a seasonally available host (Figure 1). The susceptible host cohort, ŝ(n), enters the
system at the beginning of the season. The timing of host emergence during the season,
i.e. host phenology, is given by the function g(t, tl ), which describes the length of time over
which susceptible hosts (ŝ(n)) emerge. Hosts, s, have non-overlapping generations and are
alive for one season. The parasite, v, must infect and kill the host to release new infectious
progeny. The number of cycles of infection the parasite completes within a season depends
on the parasite latency period length (τ ). The number of cycles of infection the parasite
completes within a season depends on the parasite latency period length: the parasite is
monocyclic (completes one cycle of infection within a season) when it has a long period
between infection and progeny release while the parasite can be polycyclic (completing
multiple infectious cycles within a season) when it has a short period between infection and
progeny release (see Figure 1).
The duration of each season extends from t = 0 to t = T . Time units are not specified in
order to maintain the generality of the model across disease systems. It is expected that
the relevant time unit will be in months for many disease systems, corresponding to spring
and summer (Baltensweiler et al. 1977; ?; ?; ?; ?) and weeks for other disease systems
(???). The initial conditions in the beginning of the season are s(0) = 0, v(T )n−1 = v̂(n)
where v̂(n) is the size of the starting parasite population introduced at the beginning of
season n determined by the number of parasites progeny remaining at the end of season
(t = T ) in season n − 1. ŝ(n) is either constant each season or a function of the number of
uninfected hosts at t = T in season n − 1. The transmission dynamics in season n are given
by the following system of delay differential equations (all parameter values are positive and
described in Table 1):
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ds
= ŝ(n)g(t, tl ) − ds(t) − αs(t)v(t),
dt
dv
= αβ(τ )e−dτ s(t − τ )v(t − τ ) − δv(t).
dt

(1a)
(1b)

where d is the host death rate, δ is the decay rate of parasites in the environment, α is the
transmission rate and τ is the delay between host infection and host death. τ is equivalent
to virulence where low virulence parasites have long τ and high virulence parasites have
short τ . β is the number of parasites produced upon host death. In most cases we assume
β is a function of τ (β(τ )) but also investigate the impact of a constant, trade-off free β.
Parasites that have not killed their host by the end of the season do not release progeny.
Background mortality arises from predation and other natural causes. Infected hosts that
die from background mortality do not release parasites because the parasites are either
consumed or the viable progeny have not had sufficient time to develop (Wang 2006; White
2011).
The function g(t, tl ) is a probability density that describes host emergence phenology by
capturing the per-capita host emergence rate through the timing and length of host emergence.
We use a uniform distribution (U (•)) for simplicity, although other distributions are expected
to have qualitatively similar results (MacDonald et al. 2020).

g(t, tl ) =




1

tl

0 ≤ t ≤ tl



0

tl < t ≤ T

tl denotes the length of the host emergence period and T denotes the season length. The
season begins (t0 = 0) with the emergence of the susceptible host cohort (ŝ(n)) over the
duration of 0 ≤ t ≤ tl .
In previous work on a similar model we derived an analytical expression for parasite fitness as
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the density of parasites at the end of the season, v(T ) (MacDonald et al. 2021). However we
cannot solve system (1) in the current framework analytically due to the nonlinear αs(t)v(t)
terms, thus all results were found by performing numerical computations.
Between-season dynamics
To study the impact of the feedback between host demography and parasite fitness on
parasite evolution we let the size of the emerging host cohort be a function of the number of
uninfected hosts remaining at the end of the prior season

ŝ(n + 1) =

σs(T )n
1 + ρs(T )n

which corresponds to Beverton-Holt growth, where s(T )n is the density of susceptible hosts
at t = T in season n, σ is host reproduction and ρ is the density dependent parameter
(Beverton and Holt 2012).

We have shown previously that host carryover generates a feedback between parasite fitness
and host demography that can drive quasiperiodic dynamics for some parameter ranges
(MacDonald and Brisson 2022b).
Parasite evolution
To study how parasite traits adapt given different seasonal host activity patterns, we use
evolutionary invasion analysis (Metz et al. 1992; Geritz et al. 1998). We first extend system
(1) to follow the invasion dynamics of a rare mutant parasite (vm ):

ds
= ŝg(t, tl ) − ds(t) − αs(t)v(t) − αm s(t)vm (t),
dt
dv
= αβ(τ )e−dτ s(t − τ )v(t − τ ) − δv(t),
dt
dvm
= αm βm (τm )e−dτm s(t − τm )vm (t − τm ) − δm vm (t).
dt
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(2a)
(2b)
(2c)

where m subscripts refer to the invading mutant parasite and its corresponding traits.
To estimate the invasion fitness of a rare mutant numerically, we calculate the density of vm
produced by the end of the season (vm (T )) in the environment set by the resident parasite
at equilibrium density v̂ ∗ . The mutant parasite invades in a given host phenological scenario
if the density of vm produced by time T is greater than or equal to the initial vm (0) = 1
introduced at the start of the season (vm (T ) ≥ 1).
To study the evolution of virulence traits (τ ), we first assume all other resident and mutant
traits are identical (e.g. α = αm ). When β is a function of τ , we assume that the number of
new progeny released increases as the latency period increases: β(τ ) = b(τ + 0.5)0.8 . Note
that when there is no trade-off between β and τ , the parasite growth rate in the host is
essentially the trait under selection. That is, β is constant regardless of τ , thus the trait
that is effectively evolving is the rate that new parasites are assembled in between infection
and host death (e.g. long τ corresponds to slow assembly of new parasites.)
Virulence traits (τ ) effectively determine whether parasites are monocyclic or polycyclic
by setting the latency period length. Highly virulent parasites have short latency periods
that facilitate the completion of multiple rounds of infection per season. By contrast, low
virulence parasites have long latency periods that only have time to complete one round of
infection per season.
In previous work on similar models that only considered monocyclic parasites we were able to
derive an analytical expression for mutant invasion fitness (MacDonald et al. 2021; MacDonald
and Brisson 2022b). We are unable to solve the current model with polycyclic parasites
analytically due to the nonlinear αs(t)v(t) terms and instead determine parasite evolutionary
endpoints numerically. As in previous analyses (MacDonald et al. 2021; MacDonald and
Brisson 2022b, the invasion fitness of a rare mutant parasite depends on the density of vm
produced by the end of the season (vm (T )) in the environment set by the resident parasite
at equilibrium density v̂ ∗ . The mutant parasite invades in a given host phenological scenario
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if the density of vm produced by time T is greater than or equal to the initial vm (0) = 1
introduced at the start of the season (vm (T ) ≥ 1).
When hosts who survive to the end of the season (s(T )) reproduce to determine next season’s
host cohort (ŝ), simulations are conducted to determine the outcome of parasite adaptation.
Simulations are necessary because host carryover creates a feedback between parasite fitness
and host demography that can drive cycling for some parameter ranges. When parasite-host
dynamics are cycling, the density of vm (T ) in the season the mutant was introduced does
not reliably predict the outcome of parasite evolution as mutants with a selective advantage
do not always invade (MacDonald and Brisson 2022b). Simulations thus verify that the
evolutionarily stable level of virulence is qualitatively the same as results when the emerging
host cohort is constant across seasons and cycling cannot occur.
The simulation analysis was done by first numerically simulating system (1) with a monomorphic
parasite population. A single mutant parasite is introduced at the beginning of the season
after 100 seasons have passed. The mutant’s virulence strategy is drawn from a normal
distribution whose mean is the value of τ from the resident strain. System (2) is then
numerically simulated with the resident and mutant parasite. New mutants arise randomly
after 1000 seasons have passed since the last mutant was introduced, at which point system
(2) expands to follow the dynamics of the new parasites strain. This new mutant has a
virulence strategy drawn from a normal distribution whose mean is the value of τ from
whichever parasite strain has the highest density. System (2) continues to expand for each
new mutant randomly introduced after at least 1000 seasons have passed. Any parasite
whose density falls below 1 is considered extinct and is eliminated. Virulence evolves as the
population of parasites with the adaptive strategy eventually invade and rise in density. Note
that our simulations deviate from the adaptive dynamics literature in that new mutants can
be introduced before earlier mutants have replaced the previous resident. Previous studies
have shown that this approach is well suited to predicting evolutionary outcomes (Kisdi
1999; White and Bowers 2005; White et al. 2006; MacDonald and Brisson 2022b).
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Results
Monocyclic and polycyclic parasite strategies are both evolutionarily stable local fitness
optima in environments with seasonal host activity (Figure 2). However, monocyclic
and polycyclic parasite subpopulations cannot coexist in the same host population. The
evolutionary attractor that a population of parasites evolves towards is determined by their
initial level of virulence, regardless of which strategy would be selected if both ESS strategies
were initially present (Figure 3). Moderate virulence strategies, which are evolutionary
repellors, have virulence traits that kill hosts too quickly to limit progeny decay in the
environment but do not kill hosts quickly enough to complete multiple infection cycles during
the season.
The progeny decay rate in the environment impacts the fitness of both monocyclic and
polycyclic parasites. The virulence trait (latency period, τ ) that optimizes fitness for both
parasite strategies times the release of progeny from the final cycle of infected hosts to occur
just prior to the end of the season. Parasites employing the monocyclic strategy evolve long
latency periods to reach high densities at the end of each season by losing few progeny to
environmental decay, as has been shown previously (MacDonald et al. 2021). The monocyclic
strategy results in larger parasite population sizes than the polycyclic strategy when (1)
host death rates (d) are low such that infected hosts are unlikely to die prior to releasing
progeny; (2) the variance in the timing that hosts become active during the season (tl ) is
small which results in a similarly small variance in the timing of infections near the start of
the season; and (3) greater transmission rates (α) which also reduces the timing of infection
variance. We compared simulations with large v. small mutational steps to demonstrate
that seasonal host activity generates bistability rather than evolutionary branching (Figure
3). Parasite populations always approach the nearest evolutionary stable virulence strategy
(local ESS) when mutation step sizes are small. However, parasite populations eventually
evolve the evolutionary stable virulence strategy with the greatest fitness when mutation
step sizes are large.
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The polycyclic strategies use higher virulence to complete multiple rounds of infection
within a season. The polycyclic strategy results in larger parasite population sizes than the
monocyclic strategy when (1) host death rates (d) are high; (2) the host emergence period
(tl ) is longer; and (3) the transmission rates (α) lower, all of which result in greater numbers
of susceptible hosts later in the season who can be infected by progeny generated within
the same season. Polycyclic parasites are particularly susceptible to self-shading, a process
where the first cycle of infections reduce the number of susceptible hosts to the point where
many of the first-cycle progeny fail to find a host within the season and are subject to decay
in the environment.
The end of season density is not equivalent to invasion fitness for polycyclic parasites due
to self-shading. That is, high virulence polycyclic parasites invade and replace endemic
lower virulence polycyclic parasites that achieve higher end of season densities. The higher
virulence polycyclic parasites quickly kill infected hosts and progeny that infect many of
the remaining susceptible hosts before the lower virulence parasite progeny have completed
their first cycle. The progeny of the lower virulence parasites fail to find a susceptible
host and decay in the environment even when their virulence trait would result in greater
equilibrium densities in the absence of competition. Including a mechanistic trade-off
between transmission and latency period length reduces the advantage of high virulence
traits, who produce few progeny per infection with this trade-off, such that a moderately
virulent polycyclic strategy is an ESS (Figure 2). In the absence of any trade-off, bistability
is maintained but the polycyclic ESS occurs at maximal virulence (Appendix 4B, Figure 10).
Shorter seasons and longer host emergence periods drive both the polycyclic ESS the and
monocyclic ESS toward higher virulence, similar to the results observed previously (van den
Berg et al. 2011; MacDonald et al. 2021). More virulent monocyclic parasites successfully
kill infected hosts and release progeny prior to the end of short seasons while more virulent
polycyclic parasites can complete multiple infection cycles (Figure 4). Short host emergence
periods result in simultaneously high host and parasite densities - and thus high density
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dependent infection rates - near the start of the season which favors less virulent parasites
that kill hosts closer to the end of the season (Figure 4). However, the impact of host
emergence periods on virulence evolution differs for the monocyclic ESS and the polycyclic
ESS. Small increases in the emergence period result in large virulence increases for the
monocyclic parasite, but only minor increases in polycyclic parasite virulence, when the host
emergence period length is short. This trend is reversed for long host emergence periods:
small emergence period length increases cause negligible increases in monocyclic parasite
virulence and large increases in polycyclic parasite virulence.
Some environmental parameter states support only one parasite ESS (Figure 5). For example,
monocyclic parasite fitness is limited in environments with high host mortality (d) as many
infected individuals die prior to releasing parasites. Natural host mortality has little impact
on the higher virulence polycyclic evolutionarily stable strategies that rapidly kill their hosts
and infect subsequent hosts within a season. By contrast, the higher monocyclic parasite
densities that result from lower host mortality increase early season incidence and leave few
susceptible hosts for a second generation of polycyclic parasite infections. Thus, the low
virulence, monocyclic ESS is the only viable evolutionary endpoint when host mortality is
low.
A feedback between host demography and parasite fitness can generate quasiperiodic hostparasite dynamics across seasons such that end-of-season host and parasite densities vary
between seasons (Figure 6). This qualitative change in dynamical behavior does not impact
the direction of virulence evolution. That is, the virulence level of the parasite originally
introduced into the system will determine whether a polycyclic or monocyclic strategy
evolves. However, the evolutionary rate proceeds much more slowly in dynamically cycling
environments. Further, cyclic host-parasite dynamics routinely drive the polycyclic parasite
population to extremely low densities while the monocyclic parasite population maintains
densities well above extinction levels.
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Discussion
Many host phenological patterns can drive the evolution of multiple evolutionarily stable
strategies. These phenological patterns support both a higher virulence strategy that
completes multiple infection cycles within each season (polycyclic) and a lower virulence
strategy that completes one infectious cycle each season (monocyclic). The monocyclic
and polycyclic strategies are both evolutionarily stable attractors and are separated by
an evolutionary repellor (Figure 4). Parasite populations that are more virulent than the
repellor will evolve towards the polycyclic attractor while parasites that are less virulent
than the repellor evolve towards the monocyclic attractor. Seasonal host environments are
not predicted to permit the coexistence of diverse parasite strategies within the same host
population but could drive diversity across geography.
The majority of prior studies suggest that obligate killer parasites maximize their fitness by
rapidly killing and infecting new susceptible hosts, akin to the polycyclic strategy observed
in the present model (Levin and Lenski 1983; Ebert and Weisser 1997; Sasaki and Godfray
1999; Caraco and Ing Wang 2008). This strategy relies on a constant supply of susceptible
hosts which are temporally rare in seasonal environments. Parasites can limit the impact
of seasonal absence of susceptible hosts by employing a less virulent, monocyclic strategy
that coordinates the release of parasite progeny with the influx of susceptible hosts. In the
current model, both strategies have a local evolutionary fitness ESS in many phenological
environments. Host seasonality is also predicted to maintain multiple evolutionarily stable
strategies through mechanistic trade-offs between within-season transmission and betweenseason survival (Hamelin et al. 2011). In both cases, the monocyclic strategy evolves to
decrease the impact of progeny decay in the environment during periods of host absence
while the polycyclic strategy evolves to exponentially increase population sizes by rapidly
exploiting hosts when they are abundant (MacDonald et al. 2021).
The average fitness of high virulence parasite populations is often depressed by self-shading
in seasonal host environments. Self-shading occurs when many hosts are infected early in the
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season, leaving few susceptible hosts for the parasite progeny derived from early infections.
Thus, self-shading can decrease the number of parasites that survive to the next season
and the population densities of high virulence parasites. These results resemble the effects
of self-shading suffered by high virulence parasites in environments with low migration
who quickly exhaust their limited local pool of hosts (Boots and Sasaki 1999b; Kerr et al.
2006). The results presented here suggest that temporal constraints on transmission can
result in similar negative fitness impacts on high virulence parasites as seen in spatially
constrained environments. These results suggest that longer seasons are analogous to lower
migration rates in that both favor lower virulence by increasing the time between transmission
opportunities.
The parameter space that supports multiple evolutionarily stable parasite strategies in
this model is broad but not universal. For example, the monocyclic strategy is the only
evolutionary attractor in environments with low parasite decay rates. Low decay rates
increase parasite densities which synchronizes early season incidence and decreases the
number of susceptible hosts later in the season (self shading (Boots and Sasaki 1999b)) which
limits reproductive success for polycyclic parasites. By contrast, high early season incidence
increases monocyclic parasite fitness by synchronizing progeny release near the end of the
season. This result deviates from the “Curse of the Pharaoh” hypothesis which predicts that
low parasite decay rates select for high virulence by decreasing the risk of leaving hosts early
(Ewald 1983; Bonhoeffer et al. 1996; Day 2002). The results presented here are similar to
prior theoretical results showing that environments with slow fluctuations in host availability
can favor parasites with low virulence Lion and Gandon (2021), further supporting season
length as an important factor explaining the deviations between the evolution of virulence
in constant and seasonal environments.
Monocyclic and polycyclic parasites in some host phenological environments can achieve
densities that are sufficient to destabilize host-parasite dynamics and instigate population
cycles as observed previously with strictly monocyclic parasites (MacDonald and Brisson
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2022b). Population cycles occur when (a) parasites over-exploit host populations resulting in
few susceptible hosts in subsequent years (b) leading to a parasite population crash (c) that
allows host populations to recover (Hilker et al. 2020). While the current model could not
be solved analytically, similar models suggested that cycles are driven by a Neimark-Sacker
bifurcation (Hilker et al. 2020; MacDonald and Brisson 2022b). Cycling does not qualitatively
alter the number of evolutionarily stable strategies supported by an environment nor the
direction of parasite evolution within that system. However, populations cycles often drive
polycyclic parasites toward extremely low densities that could be at high risk for stochastic
extinction (Figure 6). Polycyclic parasites exploit a greater number of susceptible hosts
throughout the season than do monocyclic parasites, resulting in very small host populations
and few infections in subsequent seasons. Thus, population cycles may drive polycyclic
parasites extinct while maintaining monocyclic parasites in natural conditions.
The primary conclusions of this model correspond with empirical data from some hostparasite study systems. For example, parasitic wasp species are more likely to employ a
monocylic strategy at high latitudes where seasons are shorter and host emergence is more
synchronous while the same species are dicyclic at low latitudes (Sugonyaev 2006; Śniegula
et al. 2016; Prevéy et al. 2017; Qiu et al. 2018). Similarly, the monocyclic attractor is
predicted to outcompete the polycyclic attractor in short seasons and synchronous host
emergence periods (Figure 4). However, experimental data are necessary to support host
phenology as a driver of the evolution of monocyclic or polycyclic strategies across geography
in this and other systems.
Several features of the current model can be altered to investigate more complex impacts
of phenology on parasite diversity and virulence evolution. For example, relaxing the
assumption that host populations reproduce once per season would likely favor higher
virulence strategies as within-season host reproduction would reduce or eliminate the impact
of self-shading for polycyclic parasites. The limited cost of self-shading in models with
continuous host reproduction may explain why prior studies have not detected multiple
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evolutionarily stable parasite strategies for obligate killer parasites. Further, relaxing the
assumption that parasites evolve a fixed phenotype would likely select for plastic traits in in
some seasonal environments (Choisy and de Roode 2010; Brown et al. 2012; Cornet et al.
2014). Finally, this model could be extended to investigate the impact of between-season
dynamics on virulence evolution. This extension would likely reach the conclusion that high
between-season parasite survival rates favors long periods between infection and host host
death (low virulence), similar to results in prior studies Rozins and Day (2017).
The strict obligate killer assumption can likely be relaxed without altering the result that
many host phenological patterns support evolutionarily stable monocyclic or polycyclic
strategies. For example, parasites that reduce host fecundity or increase host death rates
upon progeny release likely experience similar evolutionary pressures on latency period
duration as the obligate killer parasites modeled here. That is, releasing parasite progeny
quickly (short latency period and high virulence) and releasing progeny near the end of
the season (long latency period and low virulence) are both likely evolutionarily stable
strategies. Many parasite-host systems conform to the assumptions of this model extension
such as soil-borne plant pathogens, demicyclic rusts, post-harvest diseases, and many diseases
systems infecting univoltine insects (Gaulin et al. 2007; Zehr et al. 1982; Crowell 1934; Holuša
and Lukášová 2017).
Host phenology drives the timing and prevalence of transmission opportunities for parasites
(Biere and Honders 1996; Altizer et al. 2006a; Hamer et al. 2012a; Gethings et al. 2015;
Ogden et al. 2018a; Martinez 2018a; McDevitt-Galles et al. 2020; MacDonald et al. 2020)
which impacts parasite life cycle strategies and virulence evolution (King et al. 2009; Sorrell
et al. 2009; van den Berg et al. 2011; Donnelly et al. 2013; MacDonald et al. 2021). We
add to this body of work by demonstrating that host phenology can also drive multiple
evolutionarily stable parasite strategies. These results show that many host seasonal patterns
impart selection pressures on parasites that can drive the evolution of parasite populations
towards monocyclic and polycyclic life cycle strategies.
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Code and data availability: Code is available on the Github repository:
https://github.com/hanneloremac/host-phenology-drives-parasite-bistability
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Parameter
Description
s
susceptible hosts
v
parasites
v̂(n) starting parasite population in season n
ŝ(n) host cohort in season n
tl
T
α
β
δ
d
τ
σ
ρ
b

length of host emergence period
season length
transmission rate
number of parasites produced upon host
death
parasite decay rate in the environment
host death rate
latency period (1/virulence)
host fecundity
density dependent parameter
trade-off parameter

Value
state variable
state variable
state variable
state variable, 107 when
constant
time (varies)
time (varies)
10−8 /(parasite × time)
200
parasites
when
constant
2 parasites/parasite/time
0.25 hosts/host/time
time (evolves)
200 hosts
0.0001
100

Table 5: Model parameters and their respective values.
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Figure 16: Diagrammatic representation of a polycyclic infectious cycle within and across
seasons. All parasites (v) emerge at at the beginning of the season (t = 0) while all hosts (s)
emerge at a constant rate between time t = 0 and t = tl (where tl is the length of the host
emergence period). Parasites decay in the environment from exposure at rate δ throughout
the season. The rate of infection is density dependent such that the majority infections
occur near the beginning of the season when susceptible host and free parasite densities
are high. Parasite-induced host death at time τ post-infection releases parasite progeny
(v) into the environment. This diagram depicts an example where τ is short enough such
that more than two cycles of infections can occur within the season (polycyclic), although
parasites with longer latency periods complete only only one infectious cycle within each
season. The host (dashed) and parasite (solid) population dynamics across two seasons when
the end-of-season densities reach stable equilibria are portrayed in the lower panel. Parasite
progeny surviving to the end of the season constitute the parasite population emerging
the following season (v(T )n = v̂(n + 1)). The density of hosts emerging each season were
constant in some analyses and a function of the number of uninfected hosts surviving to the
end of the season in other analyses. Host densities determined by the densities in the prior
season can generate a quasiperiodic discrete-time attractor such that end of season densities
for hosts and parasites vary among seasons.
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Figure 17: Seasonal host activity generates multiple parasite virulence attractors. A.
Pairwise invasibility plot (PIP) shows the outcome of invasion by mutant parasite strains
into resident parasite populations with virulence trait τ . Mutants possess an adaptive
virulence trait and invade in black regions while they possess a maladaptive virulence trait
and go extinct in white regions. The PIP shows two evolutionarily stable strategies (ESS)
at τ ≈ 2.85 and τ ≈ 1.35 that are attractive and uninvasible. An evolutionary repellor
lies between the two ESS at τ ≈ 1.9. B. The low virulence attractor (gray line, τ ≈ 2.85)
releases new parasites just prior to the end of the season and is thus monocyclic. The high
virulence attractor (light gray line, τ ≈ 1.35) is polycyclic and completes two generations
of infections during the season for the parameter values shown here. Black line shows host
dynamics. T = 4, tl = 1, β(τ ) = b(τ + 0.5)0.8 , all other parameters in Table 5. See Appendix
4A for an explanation of how the PIP was produced.
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Figure 18: Initial conditions determine which virulence attractor parasite populations will
evolve towards. A repellor exists between the two attractors at moderate virulence around
τ = 1.9. (A.) If mutation step sizes are small, parasite populations with τ > 1.9 evolve
towards the low virulence, monocyclic attractor at τ ≈ 2.85 while parasite populations
with τ < 1.9 evolve towards the high virulence, polycyclic attractor at τ ≈ 1.35. (B.) If
mutation step sizes are large, all parasite populations eventually reach the low virulence,
monocyclic attractor as this is the global optimum for these parameters. Plots show 24
independent simulation analyses with high or low mutation step sizes. Six runs start at
τ = 3.2, τ = 2, τ = 1.8 and τ = 1, respectively. Evolutionary time represents the number
of mutants introduced into each system. In a random season after at least 1000 seasons
have passed since the last mutant was introduced, the parasite population with the highest
density is set as the “resident” population and a new mutant is introduced with a virulence
phenotype drawn from a normal distribution whose mean is the virulence phenotype of the
”resident” parasite population. When the mutation step size is small: τm = τr + N (0, 0.1).
When the mutation step size is large: τm = τr + N (0, 0.5). Parameter values in this figure
are identical to those in Figure 17.
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Figure 19: Host phenology impacts parasite virulence optimums. A. Longer seasons select
for lower virulence for both the monocyclic and polycyclic attractors. B. Higher emergence
variability selects for higher virulence for both the monocyclic and polycyclic attractors,
however the impact of changing emergence period length is nonlinear. The strength tl has
on the respective attractors varies: increases in tl when tl < 1.75 results in a large increase
in virulence for the low virulence attractor but a small increase in virulence for the high
virulence attractor while the opposite is true for tl > 1.75. Black points indicate global
attractors, gray points indicate local attractors and hollow points indicate repellors. All
other parameters are identical to those in Figure 17. See Appendix 4A for an explanation of
how optimum virulence was found.
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Figure 20: Certain conditions can destroy bistability or switch the global optimum. Parasite
virulence attractors and repellors for changing: A. Host death rate, µ B. parasite decay rate
(δ) C. transmission rate (β) D. trade-off parameter (b). A. Low natural host mortality (µ)
drives high host densities and thus high early season incidence. High incidence early in the
season selects for the low virulence, monocyclic strategy. High µ makes the high virulence,
polycyclic attractor the global optimum as remaining in the host for long periods is risky.
B. A low decay rate (δ) drives high parasite densities and thus high early season incidence.
High incidence early in the season selects for the low virulence, monocyclic attractor. C.
A low transmission rate (β) pushes the timing of infections to later in the season. Late
infections select for the high virulence, polycyclic strategy as there is less time between
infection and the end of the season. Higher β result in high early season incidence and thus
drives both attractors towards lower virulence. D. Low values of the trade-off parameter
(b) result in low parasite density and thus slow incidence. High virulence is adaptive when
incidence is slow as parasites have less time to release progeny before the end of the season.
High values of b result in high parasite density and thus high incidence early in the season.
High early season incidence selects for the low virulence, monocyclic strategy. T = 4, tl = 1.
When a parameter is not changing, its value is the same as in Table 5. See Appendix 4A for
an explanation of how optimum virulence was found.
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Figure 21: Virulence evolution generates periodic dynamics when host populations carryover
from one season to the next A. Parasite density increases as the virulence phenotype
approaches the latency period (τ ) that maximizes parasite fitness (MacDonald and
Brisson 2022a). Parasite populations can reach sufficiently high densities in some host
phenological patterns to destabilize demographic dynamics resulting in a bifurcation that
drives quasiperiodic parasite-host dynamics. The bifurcation diagram shows end of season
parasite densities for parasites with different virulence phenotypes (τ ) for seasons 800-900 in
a system where the host season is short (T = 4) and hosts emerge synchronously (tl = 1).
Moderate virulence parasites (1.85 < τ < 2.3) reach a stable equilibrium. The most fit
polycyclic parasites with high virulence (τ < 1.85) and monocyclic parasites with low
virulence (τ > 2.3) achieve densities that can disrupt dynamics and cause cycling. B.
Periodic host-parasite dynamics do not qualitatively impact the evolutionary endpoints, i.e.
high and low virulence attractors are separated by a repellor despite periodic dynamics.
The same simulation analysis with small mutation step size was used as in Figure 18.
α = 10−7 , b = 75 to prevent polycyclic parasite extinction, all other parameters are the same
as Table 5.
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APPENDIX
A.1. Appendix 1A
In Appendix 1A we derive between-season equilibrial solutions for tick demography (A.1a A.1d) from Chapter 2, ignoring infection status. The following differential equations describe
within-season tick population dynamics, valid from (0, τ ) where τ is the length of the tick
feeding season. For simplicity, we assume that the mouse population is constant so that
M = k(1 −

µm
b )

where b is the mouse birth rate, k is the carrying capacity and µm is the

mouse death rate. All other parameters are the same as described in Chapter 2.
dLq
dt
dLf
dt
dNq
dt
dNf
dt

= L̂(T )gl (t, θl ) − Lq (γl M + µl ),

(A.1a)

= γl Lq M,

(A.1b)

= N̂ (T )gn (t, θn ) − Nq (γn M + µn ),

(A.1c)

= γn Nq M.

(A.1d)

(A.1a-d) is solved analytically by describing tick emergence using a uniform distribution

g• (t, l• ) =





0





1

l•






0

t < t•0
t•0 ≤ t ≤ t•f
t•f < t

Within-season dynamics are coupled to recurrence equations that describe nymphal and
larval survival between years. The total fed larval population at the end of the year, Lf (τ )
gives rise to the population of nymphs N̂ that will emerge the following year, described by
the map
N̂ (T + 1) = σl Lf (τ )
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Where σl accounts for the survival between fed larvae and questing nymphs and the number
of fed larvae at time τ is given by
γl L̂(T )M
Lf (τ ) =
(
ll (γl M + µl )

Z

tlf

1−e

−(γl M +µl )x

dx + (1 − e

−(γl M +µl )ll

Z

τ −tlf

)

e−(γl M +µl )x dx)

0

tl0

Similarly, the total fed nymphal population at the end of the year, Nf (τ ), gives rise to the
population of larvae L̂ that will emerge the following year, described by the map

L̂(T + 1) =

σn Nf (τ )
1 + αNf (τ ))

This expression accounts for the expected number of questing larvae produced per nymph
that feeds to repletion after accounting for survival through adulthood, density dependent
adult fecundity and survival from egg to questing larva. The number of fed nymphs at time
τ is given by
Z tnf
γn N̂ (T )M
Nf (τ ) =
(
1 − e−(γn M +µn )x dx + (1 − e−(γn M +µn )ln )
ln (γn M + µn ) 0
Z τ −tnf
e−(γn M +µn )x dx)
0

If we define

φl =
φn =

γl M
(
ll (γl M + µl )

Z

σ n γn M
ln (γn M + µn )

tlf

1 − e−(γl M +µl )x dx + (1 − e−(γl M +µl )ll )

tl0

Z

τ −tlf

e−(γl M +µl )x dx),

0

Z
(

tnf

1 − e−(γn M +µn )x dx + (1 − e−(γn M +µn )ln )

0

Z
0
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τ −tnf

e−(γn M +µn )x dx)

The maps for L̂(T + 1) and N̂ (T + 1) can be written as

L̂(T + 1) =

σn φn N̂ (T )
1 + αφn N̂ (T )

,

N̂ (T + 1) = σl φl L̂(T )

The equilibrium population size L̂∗ is then

L̂(T + 2) =
L̂(T + 2) =
L̂∗ =

σn φn N̂ (T + 1)
1 + αφn N̂ (T + 1)
σn σl φn φl L̂(T )
1 + ασl φn φl L̂(T )

σn σl φn φl L̂∗

1 + ασl φn φl L̂∗
σ n σ l φn φl − 1
L̂∗ =
ασl φn φl

,

)

)

Similarly for N̂ ∗

N̂ (T + 2) = σl φl L̂(T + 1)
N̂ (T + 2) =
N̂ ∗ =

σn σl φn φl N̂ (T )
1 + αφn N̂ (T )

σn σl φn φl N̂ ∗

1 + αφn N̂ ∗
σn σl φn φl − 1
N̂ ∗ =
αφn

The stability of these equilibrium points is found by considering the biennial maps of the
tick life cycle
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dL̂(T + 2)
dL̂(T )

L̂(T )=L∗

dL̂(T + 2)
dL̂(T )

L̂(T )=L∗

=−
=

σn σl φn φl
(1 + ασl φn φl L̂∗ )2

1
σ n σ l φn φl

This system is stable for σn σl φn φl > 1. σn , φn , and φl are always less than 1. Therefore, the
stability of the tick demographic equilibrium depends on maintaining σl φn φl <

1
σn .

Figures in the Chapter 2 assume both tick life-stages are at equilibrium by using L∗
and N ∗ for the sizes of emerging tick cohorts at the beginning of the season. (L̂(T ) =
L∗ , N̂i (T ) + N̂u (T ) = N ∗ ).

A.2. Appendix 1B
In Appendix 1B we derive analytical solutions for Equations (2a-2g) from Chapter 2.
Equations (2a-2g) assume that the host population is at equilibrium, (M = k(1 −

µm
b )).

We

put these equations again in Appendix 1B:
dLq
= L̂(T )gl (t, tl0 , ll ) − Lq (γl M + µl ),
dt
dLif
= βml γl Lq Mi ,
dt
dLuf
= γl Lq (M − βml Mi ),
dt
dNiq
= N̂i (T )gn (t, tn0 , ln ) − Niq (γn M + µn ),
dt
dNuq
= N̂u (T )gn (t, tn0 , ln ) − Nuq (γn M + µn ),
dt
dNf
= γn M (Niq + Nuq ),
dt
dMi
= βnm γn Niq (M − Mi ) − µm Mi .
dt
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(B.1a)
(B.1b)
(B.1c)
(B.1d)
(B.1e)
(B.1f)
(B.1g)

The system (B.1a-g) is solved analytically by describing tick emergence using a uniform
distribution

g• (t, t•0 , l• ) =





0





1

l•






0

t < t•0
t•0 ≤ t ≤ t•f
t•f < t

where t•0 denotes the start of emergence, l• denotes the length of emergence and t•f denotes
the end of emergence (t•0 + l• = t•f ). The season begins with the emergence of the nymphs
(tn0 = 0). Larval emergence, tl0 can begin concurrently with nymphal emergence (tl0 = 0)
or have a start time that is offset relative to nymphs (tl0 > 0).
To solve for the within-season dynamics we first find the time-dependent solutions for
questing and fed nymphs. Emerging nymphs are split by their infection status (N̂i (T ) and
N̂u (T )) which was determined by whether they were infected during their bloodmeal as
larvae in the previous season.





Niq (t) =

Nuq (t) =

Nf (t) =

N̂i (T )
ln (γn M +µn ) (1

− e−(γn M +µn )t )

0 ≤ t ≤ tnf

(B.2a)



Niq (tnf )e−(γn M +µn )t
tnf < t



 N̂u (T ) (1 − e−(γn M +µn )t ) 0 ≤ t ≤ tnf
ln (γn M +µn )

(B.2b)



Nuq (tnf )e−(γn M +µn )t
tnf < t

R


 γn M (N̂i (T )+N̂u (T )) tnf (1 − e−(γn M +µn )s )ds

0 ≤ t ≤ tnf

R


Nf (tnf ) t−tnf e−(γn M +µn )s ds
0

tnf < t

ln (γn M +µn )

0
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(B.2c)

We then use Niq (t) to find the solution for mouse infection dynamics:

Mi (t) =




 γn βnm N̂i (T )M Mi1 (t, N̂i (T ))
ln (γn M +µn )

0 ≤ t ≤ tnf

(B.2d)



 γn βnm N̂i (T )M Mi2 (t, N̂i (T )) tnf < t
ln (γn M +µn )

(B.2d) depends on the activity of questing nymphs and is split by whether nymphs are
emerging, Mi1 (t) for 0 ≤ t ≤ tnf or have finished emerging, Mi2 (t) for tnf < t < τ .
−µn t−

e−(γn M +µn )M γn βnm N̂i (T )(1+e−(γn M +µn )t (γn M +µn )t)
ln (γn M +µn )2

Mi1 (t, N̂i (T )) = e
Z t
−e−(γn M +µn )γn βnm N̂i (T )+(γn M +µn )(γn βnm N̂i (T )+ln µm (γn M +µn ))s
(−1+e−(γn M +µn )s )
ln (γn M +µn )2
−e
ds
0
−µ t+

e−(γn M +µn )t γn βnm Niq (tnf )

−

γn βnm Niq (tnf )

γn M +µn
γn M +µn
Mi2 (t, N̂i (T )) = e n
(e
Mi1 (tnf , N̂i (T ))+
Z t −e−(γn M +µn )s γn βnm N (t )
iq nf
−(γn M −µm +µn )s
γn M +µn
γn βnm Niq (tnf )M
e
)

0

We next find the time-dependent solutions for questing and fed larvae, where L̂(T ) denotes
the emerging larval cohort. We use the solution for Mi (t) to split fed larvae by whether they
became infected while feeding on a mouse.
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0





t < tl0

L̂(T )
−(γl M +µl )t ) t ≤ t ≤ t
(B.2e)
l0
lf
ll (γl M +µl ) (1 − e






Lq (tlf )e−(γl M +µl )t
tlf < t < t




0
t < tl0




R
R
(B.2f)
Lif (t) = γl βml L̂(T ) ( tlf 1 − e−(γl M +µl )x x Mi (s + tl0 )dsdx
tl0 ≤ t ≤ tlf
tl0
0
l
(γ
M
+µ
)

l
l
l



R
R


γl βml Lif (tlf ) t−tlf e−(γl M +µl )x x Mi (s + tlf )dsdx tlf < t
0
0




0
t < tl0




R tlf
R
ˆ )
γl L(T
−(γl M +µl )x x (M − β M (s + t ))dsdx t ≤ t ≤ t
Luf (t) =
(
1
−
e
ml i
l0
l0
lf
0
ll (γl M +µl ) tl0




R
R


γl Luf (tlf ) t−tlf e−(γl M +µl )x x (M − βml Mi (s + tlf ))dsdx
tlf < t
0
0

Lq (t) =

(B.2g)

The total number of fed infected larvae by the end of the season, Lif (τ ), fed uninfected
larvae by the end of the season, Luf (τ ) and total fed larvae by the end of the season Lf (τ )
are given by
Z tlf
Z x
γl βml L̂(T )
−(γl M +µl )x
Lif (τ ) =
(
1−e
Mi (s + tl0 )dsdx+
ll (γl M + µl ) tl0
0
Z τ −tlf
Z x
−(γl M +µl )ll
−(γl M +µl )x
(1 − e
)
e
Mi (s + tlf )dsdx)
0

0

Z tlf
Z x
γl L̂(T )
−(γl M +µl )x
Luf (τ ) =
(
1−e
1 − βml Mi (s + tl0 )dsdx+
ll (γl M + µl ) tl0
0
Z τ −tlf
Z x
−(γl M +µl )ll
−(γl M +µl )x
(1 − e
)
e
1 − βml Mi (s + tlf )dsdx)
0

0

Z tlf
Z τ −tlf
γl L̂(T )M
−(γl M +µl )x
−(γl M +µl )ll
(
Lf (τ ) =
1−e
dx + (1 − e
)
e−(γl M +µl )x dx)
ll (γl M + µl ) tl0
0
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Note that both Lif (τ ) and Luf (τ ) are dependent on N̂i (T ) through the transmission dynamics
of Mi (t).
The total number of fed nymphs by the end of the season is given by

σn γn (N̂i (T ) + N̂u (T ))M
Nf (τ ) =
(
ln (γn M + µn )
Z τ −tnf
e−(γn M +µn )x dx)

Z

tnf

1 − e−(γn M +µn )x dx + (1 − e−(γn M +µn )ln )

0

0

We can also write Lif (τ ), Luf (τ ) and Nf (τ ) in terms of the total number of emerging ticks
for a given season, L̂(T ), N̂i (T ), and N̂u (T ).

Lif (τ ) =φli (N̂i (T ))L̂(T ),
Luf (τ ) =φlu (N̂u (T ))L̂(T ),
Nf (τ ) =φn N̂ (T ).

Where φn denotes the fraction of emerging nymphs that feed over a season as calculated
from within-season dynamics and φli (N̂i (T )) and φlu (N̂i (T )) are functions of N̂i (T ) that
denote the fraction of emerging larvae that feed and become infected or remain uninfected
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respectively, as calculated from within-season dynamics.
γl βml
φli (N̂i (T )) =
(
ll (γl M + µl )

Z

tlf

−(γl M +µl )x

Z

x

1−e

−(γl M +µl )ll

(1 − e

Mi (s + tl0 , N̂i (T ))dsdx+
0

tl0

Z

τ −tlf

e

)

−(γl M +µl )x

Mi (s + tlf , N̂i (T ))dsdx),
0

0

γl
φlu (N̂i (T )) =
(
ll (γl M + µl )

Z

tlf

(1 − e
φn =

−(γl M +µl )x

Z

x

1 − βml Mi (s + tl0 , N̂i (T ))dsdx+

1−e

0

tl0

−(γl M +µl )ll

x

Z

Z

τ −tlf

−(γl M +µl )x

Z

x

1 − βml Mi (s + tlf , N̂i (T ))dsdx),
e
)
0
0
Z tnf
1 − e−(γn M +µn )x dx + (1 − e−(γn M +µn )ln )
(

σ n γn M
ln (γn M + µn ) 0
Z τ −tnf
e−(γn M +µn )x dx).
0

Discrete annual maps of each population can then be written as

L̂(T + 1) =

σn φn N̂ (T )
1 + αφn N̂ (T ))

,

N̂i (T + 1) = σl φli (N̂i (T ))L̂(T ),
N̂u (T + 1) = σl φlu (N̂i (T ))L̂(T ),

To check the stability of tick populations, consider the biennial maps

L̂(T + 2) =

σn σl φn φl L̂(T )
1 + ασl φn φl L̂(T )

N̂i (T + 2) =
N̂u (T + 2) =

,

σl σn φn φli (N̂i (T ))N̂ (T )
1 + αφn N̂ (T )

,

σl σn φn φlu (N̂i (T ))N̂ (T )
1 + αφn N̂ (T )

Infection status does not impact demographic rates. Therefore the larval equilibrium size L̂∗
and total nymphal equilibrium size N̂ ∗ in the infection subsystem are identical to the result
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found above in Appendix 1A that ignores infection. N̂i∗ and N̂u∗ are both stable for the same
conditions given in Appendix 1A because they are upper bounded by N̂ ∗ (N̂i∗ + N̂u∗ = N̂ ∗ ).
Assuming the stability conditions in Appendix 1A are met, the nontrivial solutions for N̂i∗
and N̂u∗ are unique because φli , φlu < 1 and the transmission terms are 0 < βnm , βml < 1.
N̂i∗ =

σl σn φn φli (N̂i∗ )N̂ ∗

N̂u ∗ =

1 + αφn N̂ ∗

,

σl σn φn φlu (N̂i∗ )N̂ ∗
1 + αφn N̂ ∗

A.3. Appendix 1C
In Appendix 1C we derive R0 to study how phenology impacts thresholds for parasite
persistence. R0 is computed as the number of infected nymphs that emerge in year T + 1
produced by a single infected nymph that emerged in year T in an otherwise uninfected
population. Specifically, we consider the stability of the disease-free equilibrium when a
rare infected nymph is introduced into the tick population, solved by setting L̂∗ = L̂(T ),
N̂ ∗ = N̂u (T ) − 1, and N̂i (T ) = 1 in equations (2.6) and (2.8).
Three distinct cases of phenological patterns are relevant to this system: (1) Emergence
of both tick stages overlap and larvae finish emerging before nymphs finish emerging (2)
Emergence of both tick stages overlap and nymphs finish emerging before larvae finish
emerging (3) Nymph emergence ends before larvae emergence begins. Each case needs to be
analyzed separately to account for the time dependent differences in the dynamics.
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Using Case 1 as an example to sketch our derivation:
N̂i (T + 1) = σl φli (N̂i )L̂∗
Z tlf −tl0
σl γl βml L̂∗ γn βnm N̂i (T )M
1 − e−(γl M +µl )x
N̂i (T + 1) =
(
ll (γl M + µl ) ln (γn M + µn ) 0
Z x
Z tnf −tlf
Z x
−(γl M +µl )x
Mi1 (s + tlf , N̂i (T ))dsdx
e
Mi1 (s + tl0 , N̂i (T ))dsdx +
0
0
0
Z x
Z τ −tnf
−(γl M +µl )(x+tnf −tlf )
Mi2 (s, N̂i (T ))dsdx)
e
+
0

0

Z tlf −tl0
σl γl βml
γn βnm M
1 − e−(γl M +µl )x
(
l
(γ
M
+
µ
)
l
(γ
M
+
µ
)
n
N̂i (T )
l l
l n n
0
Z x
Z x
Z tnf −tlf
−(γl M +µl )x
Mi1 (s + tlf , N̂i (T ))dsdx
Mi1 (s + tl0 , N̂i (T ))dsdx) + (
e
0
0
0
Z x
Z τ −tnf
e−(γl M +µl )(x+tnf −tlf )
Mi2 (s, N̂i (T ))dsdx)
+

R0 =

N̂i (T + 1)

=

L̂∗

0

0

for N̂i (T ) = 1, parasites persist in phenological scenarios where N̂i (T + 1) ≥ 1. Parasite
fitness is maximized when peak larval activity coincides with peak host prevalence.
When R0 > 1, the number of infected nymphs, N̂i reaches a stable T-periodic equilibrium

N̂i∗ = N̂ ∗ − N̂u∗
N̂i∗ for a given phenological scenario can be found by solving for the value of N̂i that satisfies
R0 = 1. Again, using Case 1 as an example:
Z tlf −tl0
Z x
γl βml L̂∗
γn βnm M
(
1 − e−(γl M +µl )x
Mi1 (s + tl0 , N̂i∗ )dsdx)
ll (γl M + µl ) ln (γn M + µn ) 0
0
Z tnf −tlf
Z x
γn βnm M
+ Lq (tlf )
(
e−(γl M +µl )x
Mi1 (s + tlf , N̂i∗ )dsdx
ln (γn M + µn ) 0
0
Z τ −tnf
Z x
+
e−(γl M +µl )(x+tnf −tlf )
Mi2 (s, N̂i∗ )dsdx)

1 = σl (Lf (τ ))

0

0
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If the total tick population is stable (see Appendix 1A), N̂i∗ is upper bounded by N̂ ∗ and is
therefore stable as well.

A.4. Appendix 1D
In Appendix 1D we demonstrate that tick phenological patterns can alter tick equilibrium
population sizes and impact R0 . Not accounting for the impact of phenology on betweenseason tick population demography by assuming constant tick populations each year leads
to over or under estimates of tick demography (Figure 1) and parasite fitness (Figures 2,3).
Our model in contrast accounts for the feedback between vector demography and parasite
fitness by considering both within-season transmission and vector population dynamics (see
Appendix 1B and 1C) and between-season vector demography (see Appendix 1A and 1B).
Mouse density impacts R0 (Figure 4); the error in R0 estimate when not accounting for
population dynamics is especially high when mouse density is low.
R0 is a function of the equilibrium larval population size, L̂∗ , which is in turn determined
by tick phenology (see equation (A.3) in Appendix 1A).

R0 =

N̂i (T + 1)
N̂i (T )

= σl φli (N̂i )L̂∗

The ecological feedback between tick phenology, tick demography and R0 is ignored if a
constant L̂ is assumed for all phenological patterns.

R0nc = σl φli (N̂i )L̂

where R0nc refers to the fact that R0 is “not corrected.”
The relative error between R0 and R0nc is calculated as
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R0nc −R0
.
R0

A.5. Appendix 1E
In Appendix 1E we present numerical simulations of B. burgdorferi fitness using the Gamma
distribution to describe tick emergence instead of the stricter Uniform distribution. These
simulations demonstrate that the shape of the distribution does not significantly change the
qualitative results presented in Chapter 2. We also present numerical simulations where
we relax the assumption that mouse population sizes are the same across seasons. These
simulations demonstrate that mouse population size does not alter the results qualitatively.
A.5.1. Gamma distributed tick emergence
A more natural tick emergence function follows the Gamma distribution:

g• (t, λ• , φ•) =




0

t < t•0

λ• t φ• −1 ( 1 )−φ•


λ•
e t

Γ(φ• )

t•0 ≤ t

where emergence begins at t = t•0 , φ• is the shape parameter and λ• is the scale parameter.
We vary λ• in Figures 5 and 6 to alter tick emergence width. Figures 5 and 6 show how R0
varies as a function of the time between the start of nymphal and larval emergence (tl0 ), the
larval emergence width parameter (λl ) and the nymphal emergence width parameter (λn ).
Larval emergence is sometimes bimodal (Brunner and Ostfeld 2008), we thus also model
larval emergence using the following distribution:

gl (t, λl , φl) =




0

t < tl0

eλl (t−tl0 ) tφl −1 ( λ1 )−φl
eλl (t−tl0 −10) tφl −1 ( λ1 )−φl


l
l
1/5
+
4/5
Γ(φl )
Γ(φl )

tl0 ≤ t

Figures 7 and 8 show how R0 varies as a function of the time between the start of nymphal
and larval emergence (tl0 ), the larval emergence width parameter (λl ) and the nymphal
emergence width parameter (λn ) when larval emergence is bimodal.
A.5.2. Variable mouse density
The main mammalian host of B. burgdorferi , Peromyscus leucopus, often has variable
density from year to year, (Ostfeld et al. 1996b). We relax the assumption that mouse
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density is constant across years by simulating how randomly varying mouse density from
one year to the next impacts parasite fitness given different phenological patterns. These
results are shown in Figure 9.

A.6. Appendix 2A
In Appendix 2A we find analytical solutions for equations (1a-c) from chapter 3 to study
parasite fitness given different host phenological patterns.

ds
= ŝg(t, tl ) − µs(t) − αs(t)v1 (t),
dt
dv1
= −δv1 (t),
dt
dv2
= αβe−µτ s(t − τ )v1 (t − τ ) − δv2 (t).
dt

(A.1a)
(A.1b)
(A.1c)

with initial conditions: s(0) = 0, v1 (0+ ) = v2 (0− ), v2 (τ ) = 0.

(A.1a-c) is solved analytically by describing host emergence using a uniform distribution

g(t, tl ) =




1

0 ≤ t ≤ tl



0

tl < t

tl

To solve the dynamics during the host’s activity period, we first find the analytical solution
for v1 (t):
v1 (t) = v̂e−δt

We then use v1 (t) to find the time-dependent solution for s(t). We can then plug the
time-dependent solution for s(t) to find the time-dependent solution for v2 (t). Only parasites
that infect hosts from 0 < t < T −τ have enough time to kill hosts and release progeny before
the end of the season. For τ < T − tl , parasites that infect hosts during host emergence
(0 < t ≤ tl ) have time to kill hosts and release progeny before the end of the season as well
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as some parasites who infect hosts after host emergence has ended (t > tl ). For τ > T − tl ,
only some parasites that infect hosts during host emergence (0 < t ≤ tl ) have time to kill
hosts and release progeny before the end of the season. Thus, two separate solutions are
required depending on whether τ is greater or less than T − tl . We first consider the case
where τ < T − tl :

s(t) =



αv̂e−δt R
αv̂e−δu

 ŝ e(−µt+ δ ) t e(µu− δ ) du 0 < t < tl
tl
0


αv̂e−δ(t+tl ) (−1+eδt )

)
s(tl )e(−µ(t−tl)−
δ
tl ≤ t < T

R

−µτ
αv̂e−δu R
αv̂e−δx

 αβe v̂ŝ e−δ(t−τ ) t−τ e(−µu+ δ ) u e(µx− δ ) dxdu
τ < t < tl
tl
0
0
v2 (t) =
R

αv̂e−δ(u+tl ) (−1+eδu )

−δtl −µu
e−δ(t−tl −τ ) (v2 (tl ) + αβe−µτ v̂s(tl ) t−tl −τ e−
δ
du)tl ≤ t < T
0

where s(tl ) and v2 (tl ) are the densities of s and v2 when the emergence period of s ends.

For τ > T − tl , only some of the parasites that infect hosts from 0 < t < tl have enough time
to kill hosts and release progeny before the end of the season. v2 (t) are thus only produced
from infections that occurred from 0 < t < tl . The solution for v2 (t) in this case is
αβe−µτ v̂ŝ −δ(t−τ )
v2 (t) =
e
tl

Z

t−τ

−δu

e

(−µu+ αv̂eδ

0

)

Z

u

e(µx−

αv̂e−δx
)
δ

dxdu

τ <t<T

0

A parasite introduced into a naive host population persists or goes extinct depending on
the host emergence period length and season length. The stability of the parasite-free
equilibrium when τ < T − tl is determined by the production of v2 resulting from infection
of s given by

v2 (T ) = e

−δ(T −tl −τ )

(v2 (tl ) + αβe

−µτ

Z
v̂s(tl )
0
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T −tl −τ

e−

αv̂e−δ(u+tl ) (−1+eδu )
−δtl −µu
δ

du)

When τ > T − tl , the stability of the parasite-free equilibrium is determined by
αβe−µτ v̂ŝ −δ(T −τ )
v2 (T ) =
e
tl

Z

T −τ

−δu

(−µu+ αv̂eδ

e
0

)

Z

u

e(µx−

αv̂e−δx
)
δ

dxdu

0

The parasite-free equilibrium is unstable and the parasite will persist in the system if the
density of v2 produced by time T is greater than or equal to v̂ = v1 (0) = 1 introduced at
the beginning of the activity period of s (i.e. v2 (T ) ≥ 1, modulus is greater than unity).
This expression is a measure of a parasite’s fitness when rare for different host phenological
patterns given τ > T − tl .

A.7. Appendix 2B
In Appendix 2B we find analytical solutions for equations 2a-e from Chapter 3 to study the
evolution of parasite virulence given different host phenological patterns.

ds
= ŝg(t, tl ) − µs(t) − αs(t)v1 (t) − αm s(t)v1m (t),
dt
dv1m
= −δm v1m (t),
dt
dv2m
= αm βm e−µτm s(t − τm )v1m (t − τm ) − δm v2m (t).
dt
dv1
= −δv1 (t),
dt
dv2
= αβe−µτ s(t − τ )v1 (t − τ ) − δv2 (t),
dt

(B.1.a)
(B.1.b)
(B.1.c)
(B.1.d)
(B.1.e)

with initial conditions: s(0) = 0, v1m (0+ ) = v2m (0− ), v2m (τ ) = 0, v1 (0+ ) = v2 (0− ), v2 (τ ) = 0.
m subscripts refer to the invading mutant parasite and its corresponding traits.

Again, separate solutions for (B.1.a-c) are required depending on whether τ and τm are
greater or less than T − tl . The length of τ relative to T and tl determines v̂ ∗ while the
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length of τm relative to T and tl determines the within-season dynamics of the mutant
parasite. The solutions to all cases can be found in the code on Github (see “Code and
data availability” in Chapter 3 for the link). We first show the solution to the case when
τm < T − tl :
v1m (t) = v1m (0)e−δm t
0<t<T

−δm t
∗ −δt
∗ −δu
α v
(0)e−δm u

) R t (µu−( αv̂ eδ
+ m 1mδ
))
 ŝ e(−µt+ αv̂ δe + αm v1mδ(0)e

m
m
e
du 0 < t < tl
tl
0
s(t) =
−δ
(t−t
)
δ
t
−δ(t−t
)
∗
δt
m
l (−1+e m )
l (−1+e )
α v
(0)e
(αv̂ e


+ m 1m
)
δ
δm
s(tl )e(−µ(t−tl )−(
tl ≤ t < T

αm v1m (0)e−δm u
R
αv̂ ∗ e−δu

−µτ
)

δm
 αm βm e m v1m (0)ŝ e−δm (t−τm ) t−τm e(−µu+ δ +

tl
0




αm v1m (0)e−δm x
R
αv̂ ∗ e−δx

))

δm
 u e(µx−( δ +
dxdu
τm < t < tl
0
v2m (t) =


e−δm (t−tl −τm ) (v2 (tl ) + αm βm e−µτm v1m (0)s(tl )





R t−tl −τm − αm v1m (0)e−δm (u+tl ) (−1+eδm u ) − αv̂∗ e−δ(u+tl ) (−1+eδu ) −δm tl −µu


δm
δ
e
du) tl ≤ t ≤ T
0

When τm > T − tl , the solution for v2m (t) is
Z
αm βm e−µτm v1m (0)ŝ −δm (t−τm ) t−τm (−µu+ αv̂∗ eδ−δu + αm v1mδ(0)e−δm u )
m
e
v2m (t) =
e
tl
0
Z u
αm v1m (0)e−δm x
αv̂ ∗ e−δx
))
δm
e(µx−( δ +
dxdu
τm < t < T
0

The invasion fitness of a rare mutant parasite is given by the density of v2m produced by
the end of the season. When τm < T − tl , the mutant parasite invades in a given host
phenological scenario if the density of v2m produced by time T is greater than or equal to
the initial v1m (0) = 1 introduced at the start of the season (v2m (T ) ≥ 1), following

v2m (T ) =e−δm (T −tl −τm ) (v2 (tl ) + αm βm e−µτm v1m (0)s(tl )
Z T −tl −τm α v (0)e−δm (u+tl ) (−1+e−δm u )
αv̂ ∗ e−δ(u+tl ) (−1+eδu )
m 1m
−
−δm tl −µu
δm
δ
e−
du)
0

111

When τm > T − tl , the mutant parasite invades in a given host phenological scenario if
the density of v2m produced by time T is greater than or equal to the initial v1m (0) = 1
introduced at the start of the season (v2m (T ) ≥ 1), following
Z
αm βm e−µτm v1m (0)ŝ −δm (T −τm ) T −τm (−µu+ αv̂∗ eδ−δu + αm v1mδ(0)e−δm u )
m
e
v2m (T ) =
e
tl
0
Z u
αm v1m (0)e−δm x
αv̂ ∗ e−δx
))
δm
e(µx−( δ +
dxdu
0

We use v2m (T ) to find optimal virulence for a given host phenological scenario by finding
the trait value that maximizes v2m (T ). That is, the virulence trait, τ ∗ , that satisfies

∂v2m (T )
∂τm

τm =τr

∂ 2 v2m (T )
2
∂τm

τm =τr

=0

(B.2)

<0

(B.3)

For all phenological patterns, we found that τ ∗ is uninvadable i.e. condition (B.3) is satisfied.

For certain phenological patterns, τm switches from T − tl < τm to T − tl > τm as it evolves.
When tl is small, optimal virulence, τ ∗ , is short relative to T and tl . Thus when tl is short,
τ ∗ times parasite-induced death to begin after all hosts have finished emerging (i.e. the
solution where T − tl > τm is required to find τ ∗ ). For large tl , the value of τ ∗ that optimizes
parasite fitness initiates parasite-induced host death before all hosts have finished emerging
(i.e. the solution where T − tl < τm is required to find τ ∗ ). We found the value of tl that
requires a switch from the solution for T − tl > τm to the solution for T − tl < τm to find τ ∗
numerically using Mathematica. We switched which solution we used to find τ ∗ when the
value of τ ∗ that satisfied (B.2) no longer met the inequality. For example, for long tl , the
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solution for T − tl > τm returned T − tl < τ ∗ . When this occurred we switched to using the
solution for T − tl < τm to find τ ∗ .

To study the impact of mechanistic trade-offs between transmission and virulence on virulence
evolution, we assume that the number of parasites produced at host death is a function of
the time between infection and host death (β(τ )). This is done in Figures 3A and 3B where
a mechanistic trade-off is assumed to exist between τ and β in (B.2). The same approach as
described above is used to determine which solution correctly specifies τ ∗ .

A.8. Appendix 3A
In Appendix 3A we find analytical solutions for equations 1a-c from Chapter 4 to study
parasite fitness given different host phenological patterns.

ds
= ŝ(n)g(t, tl ) − (t) − αs(t)v1 (t),
dt
dv1
= −δv1 (t),
dt
dv2
= αβe−µτ s(t − τ )v1 (t − τ ) − δv2 (t).
dt

(A.1a)
(A.1b)
(A.1c)

with initial conditions: s(0) = 0, v1 (0+ ) = v2 (0− ) = v̂(n), v2 (τ ) = 0.

(A.1a-c) is solved analytically by describing host emergence using a uniform distribution

g(t, tl ) =




1

0 ≤ t ≤ tl



0

tl < t

tl

We then use v1 (t) to find the time-dependent solution for s(t). We can then plug the
time-dependent solution for s(t) to find the time-dependent solution for v2 (t). Only parasites
that infect hosts from 0 < t < T −τ have enough time to kill hosts and release progeny before
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the end of the season. For τ < T − tl , parasites that infect hosts during host emergence
(0 < t ≤ tl ) have time to kill hosts and release progeny before the end of the season as well
as some parasites who infect hosts after host emergence has ended (t > tl ). For τ > T − tl ,
only some parasites that infect hosts during host emergence (0 < t ≤ tl ) have time to kill
hosts and release progeny before the end of the season. Thus, two separate solutions are
required depending on whether τ is greater or less than T − tl . We first consider the case
where τ < T − tl :

s(t) =



αv̂(n)e−δt R t
αv̂(n)e−δu

)
(µu−
)
 ŝ(n) e(−µt+
δ
δ
e
du 0 < t < tl
tl
0


αv̂(n)e−δ(t+tl ) (−1+eδt )

)
s(tl )e(−µ(t−tl)−
δ
tl ≤ t < T

R

αv̂(n)e−δu R u
αv̂(n)e−δx
−µτ

(µx−
)
)
 αβe v̂(n)ŝ(n) e−δ(t−τ ) t−τ e(−µu+
δ
δ
e
dxdu

tl
0
0







τ < t < tl
v2 (t) =
−δ(u+t
)
δu
l (−1+e )
R

αv̂(n)e

−δtl −µu
e−δ(t−tl −τ ) (v2 (tl ) + αβe−µτ v̂(n)s(tl ) t−tl −τ e−
δ
du)

0







tl ≤ t < T

where s(tl ) and v2 (tl ) are the densities of s and v2 when the emergence period of s ends.

For τ > T − tl , only some of the parasites that infect hosts from 0 < t < tl have enough time
to kill hosts and release progeny before the end of the season. v2 (t) are thus only produced
from infections that occurred from 0 < t < tl . The solution for v2 (t) in this case is
αβe−µτ v̂(n)ŝ(n) −δ(t−τ )
v2 (t) =
e
tl

Z

t−τ
(−µu+

e

αv̂(n)e−δu
)
δ

0

Z

u

e(µx−

αv̂(n)e−δx
)
δ

dxdu τ < t < T

0

Within-season dynamics are coupled to recurrence equations that describe host and parasite
between-season dynamics. The total population of new parasites at the end of the season,
v2 (T ), gives rise to next season’s starting parasite population, i.e. v1 (0+ ) = v2 (0− ) = v̂(n).
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A parasite introduced into a naive host population persists or goes extinct depending on the
length of the host emergence period and season length. For τ < T − tl , the stability of the
parasite-free equilibrium is determined by the production of v2 resulting from infection of s
given by

−δ(T −tl −τ )

v̂(n + 1) = v2 (T ) =e
Z

u

e

αβe−µτ v̂(n)ŝ(n) −δtl
(
e
tl

αv̂(n)e−δx
)
(dx−
δ

Z

tl

e(−µu+

αv̂(n)e−δu
)
δ

0

dxdu + αβe−µτ v̂(n)s(tl )

0

Z

T −tl −τ

e−

αv̂(n)e−δ(u+tl ) (−1+eδu )
−δtl −µu
δ

du)

0

For τ > T − tl , the stability of the parasite-free equilibrium is determined by the production
of v2 resulting from infection of s given by

αβe−µτ v̂(n)ŝ(n) −δ(T −τ )
v̂(n + 1) = v2 (T ) =
e
tl

Z

T −τ

e

(−µu+

αv̂(n)e−δu
)
δ

Z

0

u

e(µx−

αv̂(n)e−δx
)
δ

dxdu

0

The parasite-free equilibrium is unstable and a single parasite introduced into the system at
the beginning of the season will persist if the density of v2 produced by time T is greater
than or equal to v̂ = v1 (0) = 1 (i.e. v2 (T ) ≥ 1, modulus is greater than unity). This
expression is a measure of a parasite’s fitness when rare given different host phenological
patterns.
The total population of uninfected hosts at the end of the season, s(T ), reproduce and give
rise to next season’s host cohort, given by the map

ŝ(n + 1) =

σs(T )
1 + ρs(T )

where σ is host fecundity and ρ is the density dependent parameter.
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ŝ(n) (−µtl + αv̂(n)e−δtl ) (−µ(T −tl)− αv̂(n)e−δT (1−eδ(T −tl ) ) )
δ
δ
ŝ(n + 1) = s(T ) =
e
e
tl

Z

tl

e(µu−

αv̂(n)e−δu
)
δ

du

0

We can find the values of v̂∗ and ŝ∗ numerically that satisfy
Z
Z
αβe−µτ ŝ∗ −δtl tl (−µu+ αv̂∗e−δu ) u (µx− αv̂∗e−δx )
δ
δ
e
e
dxdu+
1 =e
(
e
tl
0
0
Z T −tl −τ
αv̂∗e−δ(u+tl ) (−1+eδu )
−δtl −du
δ
e−
αβe−µτ s(tl )
du)
0
Z
1 (−µtl + αv̂∗e−δtl ) (−µ(T −tl)− αv̂∗e−δT (1−eδ(T −tl ) ) ) tl (µu− αv̂∗e−δu )
δ
δ
δ
e
e
du
1= e
tl
0
−δ(T −tl −τ )

If we define v(T ) = x(v̂∗, ŝ∗) and s(T ) = y(v̂∗, ŝ∗), we can write the Jacobian for the
between-season stability analysis as


∂x(v̂,ŝ)
 ∂v̂

J=

∂y(v̂,ŝ)
∂v̂



∂x(v̂,ŝ)
∂ŝ 
∂y(v̂,ŝ)
∂ŝ



We cannot solve this model further analytically as the partial derivatives w.r.t. v̂ are
transcendental. We are however able to find the eigenvalues of this Jacobian numerically.
The leading eigenvalue is complex conjugate. The real part of the leading eigenvalue is
less than one when the system dynamics are stable and greater than 1 when the system
dynamics are cycling. This suggests that a Neimark-Sacker bifurcation drives the system to
cycle (Strogatz 2018).

A.9. Appendix 3B
In Appendix 3B we find analytical solutions for equations 2a-e from Chapter 4 to study
the evolution of parasite virulence given different host phenological patterns. Note that we
primarily used numerical simulations in Chapter 4 to determine the outcome of parasite
evolution as this analytical solution only holds when host and resident parasite populations
are at a stable equilibrium when the mutant is introduced.
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ds
= ŝ∗ g(t, tl ) − µs(t) − αs(t)v1 (t) − αm s(t)v1m (t),
dt
dv1m
= −δm v1m (t),
dt
dv2m
= αm βm e−µτm s(t − τm )v1m (t − τm ) − δm v2m (t).
dt
dv1
= −δv1 (t),
dt
dv2
= αβe−µτ s(t − τ )v1 (t − τ ) − δv2 (t),
dt

(B.1.a)
(B.1.b)
(B.1.c)
(B.1.d)
(B.1.e)

with initial conditions: s(0) = 0, v1m (0+ ) = v2m (0− ), v2m (τ ) = 0, v1 (0+ ) = v2 (0− ), v2 (τ ) = 0.
m subscripts refer to the invading mutant parasite and its corresponding traits. ŝ∗ is the
equilibrial host density determined in part by the resident parasite.

Again, separate solutions for (B.1.a-c) are required depending on whether τ and τm are
greater or less than T − tl . The length of τ relative to T and tl determines v̂ ∗ while the
length of τm relative to T and tl determines the within-season dynamics of the mutant
parasite. The solutions to all cases can be found in the code on Github (see “Code and
data availability” in Chapter 4 for the link). We first show the solution to the case when
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τm < T − tl :
v1m (t) = v1m (0)e−δm t
0<t<T

∗ −δu
αm v1m (0)e−δm t R
α v
(0)e−δm u
αv̂ ∗ e−δt

) t (µu−( αv̂ eδ
+ m 1mδ
))

δm
 ŝ∗ e(−µt+ δ +
m
e
du 0 < t < tl
tl
0
s(t) =
α v
(0)e−δm (t−tl ) (−1+eδm t )
(αv̂ ∗ e−δ(t−tl ) (−1+eδt )


+ m 1m
)
δ
δm
s(tl )e(−µ(t−tl )−(
tl ≤ t < T

∗ −δu
α v
(0)e−δm u

αm βm e−µτm v1m (0)ŝ∗ −δm (t−τm ) R t−τm (−µu+ αv̂ eδ
+ m 1mδ
)


m
e
e

t
0

l



αm v1m (0)e−δm x
R
αv̂ ∗ e−δx

))

δm
 u e(µx−( δ +
dxdu
τm < t < tl
0
v2m (t) =



e−δm (t−tl −τm ) (v2 (tl ) + αm βm e−µτm v1m (0)s(tl )





αm v1m (0)e−δm (u+tl ) (−1+eδm u )
αv̂ ∗ e−δ(u+tl ) (−1+eδu )
R


−
−δm tl −µu
 t−tl −τm e−
δm
δ
du) tl ≤ t ≤ T
0

When τm > T − tl , the solution for v2m (t) is
Z
αm βm e−µτm v1m (0)ŝ∗ −δm (t−τm ) t−τm (−µu+ αv̂∗ eδ−δu + αm v1mδ(0)e−δm u )
m
e
e
v2m (t) =
tl
0
Z u
αm v1m (0)e−δm x
αv̂ ∗ e−δx
))
δm
dxdu
τm < t < T
e(µx−( δ +
0

The invasion fitness of a rare mutant parasite is given by the density of v2m produced by
the end of the season. When τm < T − tl , the mutant parasite invades in a given host
phenological scenario if the density of v2m produced by time T is greater than or equal to
the initial v1m (0) = 1 introduced at the start of the season (v2m (T ) ≥ 1), following

v2m (T ) =e−δm (T −tl −τm ) (v2 (tl ) + αm βm e−µτm v1m (0)s(tl )
Z T −tl −τm α v (0)e−δm (u+tl ) (−1+e−δm u )
αv̂ ∗ e−δ(u+tl ) (−1+eδu )
m 1m
−δm tl −µu
−
δm
δ
du)
e−
0

When τm > T − tl , the mutant parasite invades in a given host phenological scenario if
the density of v2m produced by time T is greater than or equal to the initial v1m (0) = 1
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introduced at the start of the season (v2m (T ) ≥ 1), following
Z
αm βm e−µτm v1m (0)ŝ∗ −δm (T −τm ) T −τm (−µu+ αv̂∗ eδ−δu + αm v1mδ(0)e−δm u )
m
e
v2m (T ) =
e
tl
0
Z u
αm v1m (0)e−δm x
αv̂ ∗ e−δx
))
δm
e(µx−( δ +
dxdu
0

We can use v2m (T ) to find optimal virulence for a given host phenological scenario by finding
the trait value that maximizes v2m (T ). That is, the virulence trait, τ ∗ , that satisfies

∂v2m (T )
∂τm

τm =τr

∂ 2 v2m (T )
2
∂τm

τm =τr

=0

(B.2)

<0

(B.3)

We primarily used numerical simulation to determine parasite evolutionary endpoints as
the analytical solution does not reliably predict the invasion fitness of rare mutant parasites
invading populations with cycling dynamics.

A.10. Appendix 4A
In Appendix 4A we describe the numerical methods used to generate PIPs and to find
evolutionary attractors and repellors in Chapter 5. Code written for the numerical analysis
is available upon request.
We follow the same approach as previous work (MacDonald et al. 2021; MacDonald and
Brisson 2022b) and define mutant invasion fitness as the density of mutant parasites produced
by the end of the season (vm (T )) in the environment set by the resident parasite at equilibrium
density v̂ ∗ . The mutant parasite invades if the density of vm produced by time T is greater
than or equal to the initial vm (0) = 1 introduced at the start of the season (vm (T ) ≥ 1). Note
that the mutant will not coexist with the resident strain when vm(T ) > 1 given that there
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is an evolutionary repellor in between the two ESS’s instead of an evolutionary branching
point (Metz et al. 1992; Geritz et al. 1998; Waxman and Gavrilets 2005).
It is not possible to derive an algebraic expression for mutant invasion fitness in this study
as it was in previous studies. To generate PIP plots for pairs of resident’s with virulence
(τr ) and mutant’s with virulence (τm ) we instead numerically find the density of vm (T ) after
one season in an environment set by vr . As in the previous analytical approach (MacDonald
et al. 2021; MacDonald and Brisson 2022b), vm (T ) = 1 corresponds to a neutral mutant,
vm (T ) > 1 corresponds to a mutant-resident pair in which the mutant parasite can invade
and replace the resident, vm (T ) < 1 corresponds to a mutant-resident pair that drives the
mutant parasite extinct.
We use a similar approach to locate virulence trait values (τ ) that correspond to evolutionary
attractors and repellors. We again numerically find vm (T ) after one season in an environment
set by vr . Values of τ corresponding to attractors and repellors prevent small effect mutants
with higher and lower virulence from invading. That is, when resident virulence is τr ,
mutants with τm = τr + 0.01 and τm = τr − 0.01 cannot invade. We determine which points
are attractors and repellors if there is more than one virulence trait value that prevents
mutant invasion. Repellors are always found in between two attractors. To determine their
location we find the value of τ in between the two attractors that corresponds to a minimum
for vm (T ).
To determine which attractor is the global attractor we find the attractor that competitively
excludes all others. Mutant parasites with the value of τ corresponding to the global attractor
can invade a population of resident parasites with the value of τ corresponding to non-global,
local attractors (vm (T ) > 1). Resident parasites with the value of τ corresponding to the
global attractor also prevent invasion of a mutant parasite with the value of τ corresponding
to non-global, local attractors (vm (T ) < 1).
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Appendix 4B
In Appendix 4B we present a plot (Figure 10) that demonstrates that the high virulence
ESS occurs at maximal virulence when virulence evolution is not constrained by a trade-off
between transmission and virulence.
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Figure 1: Equilibrium larval population sizes (L̂∗ ) decrease at low mouse densities when
larval activity begins much later than nymphal activity. M = k(1 − µm /b) is the mouse
population size, tl0 is the offset between when nymphs and larvae begin emerging, γl and
γn are the contact rates between larvae and mice and nymphs and mice respectively. The
first row shows that if γl and γn are high, large tl0 decreases L̂∗ slightly when nymphal and
larval emergence is broad (ll and ln ). The second row shows that if γl and γn are low, large
tl0 decreases L̂∗ more strongly, especially when nymphal and larval emergence is broad (ll
and ln ). Note that contour colors are not the same across plots. All other parameter values
are shown in Table 1.
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Figure 2: The difference between R0 that takes into account L̂∗ (black line) and R0nc
that assumes constant L̂ irregardless of phenology (gray line) is most dramatic for large
offset between nymphal and larval activity, low contact rates between ticks and mice
(γl = 0.002, γn = 0.004) and low mouse density (M = 20). The difference between R0
and R0nc is negligible for higher contact rates (γl = 0.004, γn = 0.008) and higher mouse
density (M = 45). L̂ was calculated using the equation (A.3) for L̂∗ when nymphal and
larval phenology is synchronous (tl0 = 0). As the offset between nymphal and larval activity
increases, L̂∗ and L̂ diverge driving differences in estimates for R0 and R0 nc.
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Figure 3: The relative error between R0 and R0nc increases as the offset between larval and
nymphal emergence increases. This error is exacerbated for low host density and low contact
rates between ticks and mice because fewer ticks successfully feed by the end of the season
which drives lower equilibrium tick sizes. M = k(1 − µm /b) is the mouse population size, γl
and γn are the contact rates between larvae and mice and nymphs and mice respectively.
All other parameter values are shown in Table 1.
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Figure 4: R0 decreases as mouse density increases because of dilution. R0 decreases when
larval actvity begins much later than nymhpal activity because of mouse turnover.
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Figure 5: The basic reproductive number, R0 , of B. burgdorferi is greatest when larval
emergence begins shortly after nymphal emergence such that larvae are active during the
peak in mouse infection prevalence. The left hand panel depicts R0 as a function of the
time between the start of nymphal and larval emergence (tl0 ), and the larval emergence
width parameter (λl ), and the letters indicate the parameters for the within-season dynamics
on the right hand panels. (A) Concentrated larval emergence (large λl ) coupled with a
slight difference between when nymphs and larvae begin emerging (tl0 < 35) increases the
probability that questing larvae feed on mice recently infected by nymphs (tl0 = 20, λl = 0.55).
(B ) Greater differences between when nymphs and larvae begin emerging (tl0 > 35) results
in lower mouse-to-larvae transmission rates as many mice infected by nymphs die and are
replaced by mice born uninfected such that larvae are likely to feed on uninfected mice
(tl0 = 50, λl = 0.55). (C ) Synchronous emergence (tl0 = 0) can also reduce B. burgdorferi
fitness when larval emergence duration is long (small λl ) as many larvae feed after infected
mice have died (tl0 = 5, λl = 0.2). R0 is calculated assuming tick emergence is Gamma
distributed. λn = 0.5, φl = φn = 10, L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see Appendix 1A). All
other parameter values are shown in Table 1.
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Figure 6: The basic reproductive number, R0 , of B. burgdorferi is greatest when larval
emergence begins shortly after nymphal emergence such that larvae are active during
the peak in mouse infection prevalence. The left hand panel depicts R0 as a function
of the time between the start of nymphal and larval emergence (tl0 ), and the nymphal
emergence width parameter (λn ), and the letters indicate the parameters for the withinseason dynamics on the right hand panels. (A) Concentrated nymphal emergence (large λn )
coupled with a slight difference between when nymphs and larvae begin emerging (tl0 < 25)
increases the probability that questing larvae feed on mice recently infected by nymphs
(tl0 = 20, λn = 0.55). (B ) Greater differences between when nymphs and larvae begin
emerging (tl0 > 25) results in lower mouse-to-larvae transmission rates as many mice infected
by nymphs die and are replaced by mice born uninfected such that larvae are likely to feed
on uninfected mice (tl0 = 50, λn = 0.55). (C ) Synchronous emergence (tl0 = 0) can also
reduce B. burgdorferi fitness when nymphal emergence duration is long (small λn ) as many
larvae feed before nymphs infect mice (tl0 = 5, λn = 0.2). R0 is calculated assuming tick
emergence is Gamma distributed. λl = 0.5, φl = φn = 10, L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see
Appendix 1A). All other parameter values are shown in Table 1.
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Figure 7: The basic reproductive number, R0 , of B. burgdorferi is high when larvae emerge
shortly after nymphs emerge so that larvae are active when mouse infection prevalence is
high, despite bimodal larval emergence. The left hand panel depicts R0 as a function of
the time between the start of nymphal and larval emergence (tl0 ), and the larval emergence
width parameter (λl ), and the letters indicate the parameters for the within-season dynamics
on the right hand panels. (A) Concentrated larval emergence (large λl ) coupled with a
slight difference between when nymphs and larvae begin emerging (tl0 < 30) increases the
probability that questing larvae feed on mice recently infected by nymphs (tl0 = 20, λl = 0.65).
(B ) Greater differences between when nymphs and larvae begin emerging (tl0 > 30) results
in lower mouse-to-larvae transmission rates as many mice infected by nymphs die and
are replaced by mice born uninfected such that larvae are likely to feed on uninfected
mice (tl0 = 50, λl = 0.65). (C ) Synchronous emergence (tl0 = 0) can also reduce B.
burgdorferi fitness when larval emergence duration is long (small λl ) as many larvae in
the first peak feed before nymphs infect mice and many larvae in the later peak feed
after infected mice have died (tl0 = 5, λl = 0.2). R0 is calculated assuming nymphal
emergence is Gamma distributed and larval emergence has a bimodal Gamma distribution.
λn = 0.5, φl = φn = 10, L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ −1 (see Appendix 1A). All other parameter
values are shown in Table 1.
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Figure 8: The basic reproductive number, R0 , of B. burgdorferi is high when larvae emerge
shortly after nymphs emerge so that larvae are active when mouse infection prevalence is
high, despite bimodal larval emergence. The left hand panel depicts R0 , in this case as
a function of the time between the start of nymphal and larval emergence (tl0 ), and the
duration of nymphal emergence period (λn ), and the letters indicate the parameters for the
within-season dynamics on the right hand panels. (A) Concentrated nymphal emergence
(large λn ) coupled with a slight difference between when nymphs and larvae begin emerging
(tl0 < 25) increases the probability that questing larvae feed on mice recently infected by
nymphs (tl0 = 10, λn = 0.55). (B ) Greater differences between when nymphs and larvae
begin emerging (tl0 > 25) results in lower mouse-to-larvae transmission rates as many mice
infected by nymphs die and are replaced by mice born uninfected such that larvae are likely
to feed on uninfected mice (tl0 = 50, λn = 0.55). (C ) Synchronous emergence (tl0 = 0) can
also reduce B. burgdorferi fitness when nymphal emergence duration is long (small λn ) as
many larvae feed before nymphs infect mice (tl0 = 5, λn = 0.2). R0 is calculated assuming
nymphal emergence is Gamma distributed and larval emergence has a bimodal Gamma
distribution. λl = 0.5, L̂ = L̂∗ , N̂i = 1, N̂u = N̂ ∗ − 1 (see Appendix 1A). All other parameter
values are shown in Table 1.
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Figure 9: Nymphal infection prevalence (%Ni ) is highest when larval emergence is
concentrated and begins slightly after nymhpal emergence depsite mouse density varying
from one year to the next. This is the same qualitative result as shown in Figures 3 and 4
in the main text. %Ni was calculated by taking the geometric mean of nymphal infection
prevalence across 180 seasons when mouse density, M , randomly varied between 20 and 120
mice. All other parameter values are shown in Table 1.
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N H Ogden, M Bigras-Poulin, K Hanincová, A Maarouf, C J O’Callaghan, and K Kurtenbach.
Projected effects of climate change on tick phenology and fitness of pathogens transmitted
by the North American tick Ixodes scapularis. Journal of Theoretical Biology, 254(3):
621–632, October 2008.
NH Ogden, M Bigras-Poulin, CJ O’callaghan, IK Barker, LR Lindsay, A Maarouf, KE SmoyerTomic, D Waltner-Toews, and D Charron. A dynamic population model to investigate
effects of climate on geographic range and seasonality of the tick ixodes scapularis.
International journal for parasitology, 35(4):375–389, 2005b.
Nicholas H Ogden, Genevieve Pang, Howard S Ginsberg, Graham J Hickling, Russell L
Burke, Lorenza Beati, and Jean I Tsao. Evidence for geographic variation in life-cycle
processes affecting phenology of the lyme disease vector ixodes scapularis (acari: Ixodidae)
in the united states. Journal of Medical Entomology, 55(6):1386–1401, 2018a.
Nicholas H Ogden, Genevieve Pang, Howard S Ginsberg, Graham J Hickling, Russell L
Burke, Lorenza Beati, and Jean I Tsao. Evidence for geographic variation in life-cycle
processes affecting phenology of the lyme disease vector ixodes scapularis (acari: Ixodidae)
in the united states. Journal of medical entomology, 55(6):1386–1401, 2018b.
Richard S Ostfeld, Kirsten R Hazler, and Obed M Cepeda. Temporal and spatial dynamics of
ixodes scapularis (acari: Ixodidae) in a rural landscape. Journal of Medical Entomology,
33(1):90–95, 1996a.
Richard S Ostfeld, Clive G Jones, and Jerry O Wolff. Of mice and mast. BioScience, 46(5):
323–330, 1996b.
Richard S Ostfeld, Michael C Miller, and Kirsten R Hazler. Causes and consequences of
tick (ixodes scapularis) burdens on white-footed mice (peromyscus leucopus). Journal of
Mammalogy, 77(1):266–273, 1996c.
Richard S Ostfeld, Taal Levi, Felicia Keesing, Kelly Oggenfuss, and Charles D Canham.
Tick-borne disease risk in a forest food web. Ecology, 99(7):1562–1573, July 2018.
JS Park. Cyclical environments drive variation in life-history strategies: a general theory of
cyclical phenology. Proc Biol Sci, 286(1898):20190214, 2019.
Lisa A Patrican. Absence of lyme disease spirochetes in larval progeny of naturally infected
ixodes scapularis (acari: Ixodidae) fed on dogs. Journal of Medical Entomology, 34(1):
52–55, 1997.
Stephanie Pau, Elizabeth M. Wolkovich, Benjamin I. Cook, T. Jonathan Davies, Nathan J. B.
Kraft, Kjell Bolmgren, Julio L. Betancourt, and Elsa E. Cleland. Predicting phenology
by integrating ecology, evolution and climate science. Global Change Biology, 17(12):
3633–3643, 2011.

139

Sara H Paull and Pieter TJ Johnson. Experimental warming drives a seasonal shift in the
timing of host-parasite dynamics with consequences for disease risk. Ecology letters, 17
(4):445–453, 2014.
J Penuelas. Phenology: Responses to a Warming World. Science, 294(5543):793–795, October
2001.
Joseph Piesman, James G Donahue, Thomas N Mather, and Andrew Spielman. Transovarially
acquired lyme disease spirochetes (borrelia burgdorferi) in field-collected larval ixodes
dammini (acari: Ixodidae). Journal of medical entomology, 23(2):219–219, 1986.
E Post, M C Forchhammer, N C Stenseth, and T V Callaghan. The timing of life-history
events in a changing climate. Proceedings of the Royal Society B: Biological Sciences, 268
(1462):15–23, January 2001.
James A Powell and Barbara J Bentz. Connecting phenological predictions with population
growth rates for mountain pine beetle, an outbreak insect. Landscape Ecology, 24(5):
657–672, 2009.
Janet Prevéy, Mark Vellend, Nadja Rüger, Robert D Hollister, Anne D Bjorkman, Isla H
Myers-Smith, Sarah C Elmendorf, Karin Clark, Elisabeth J Cooper, Bo Elberling, et al.
Greater temperature sensitivity of plant phenology at colder sites: implications for
convergence across northern latitudes. Global Change Biology, 23(7):2660–2671, 2017.
Shiyun Qiu, Xiao Xu, Shuangshuang Liu, Wenwen Liu, Jing Liu, Ming Nie, Fuchen Shi,
Yihui Zhang, Jacob Weiner, and Bo Li. Latitudinal pattern of flowering synchrony in an
invasive wind-pollinated plant. Proceedings of the Royal Society B, 285(1884):20181072,
2018.
S E Randolph. Tick ecology: processes and patterns behind the epidemiological risk posed
by ixodid ticks as vectors. Parasitology, 129(7):S37–S65, 1999a.
S E Randolph. Tick ecology: processes and patterns behind the epidemiological risk posed
by ixodid ticks as vectors. Parasitology, 129(7):S37–S65, 1999b.
S E Randolph. Tick ecology: processes and patterns behind the epidemiological risk posed
by ixodid ticks as vectors. Parasitology, 129(7):S37–S65, 1999c.
S E Randolph, R M Green, M F Peacey, and D J Rogers. Seasonal synchrony: the key to
tick-borne encephalitis foci identified by satellite data. Parasitology, 121 ( Pt 1):15–23,
July 2000.
Sarah E Reece, Kimberley F Prior, and Nicole Mideo. The life and times of parasites:
rhythms in strategies for within-host survival and between-host transmission. Journal of
biological rhythms, 32(6):516–533, 2017.
Carly Rozins and Troy Day. The industrialization of farming may be driving virulence
evolution. Evolutionary Applications, 10(2):189–198, 2017.

140

A Sasaki and HCJ Godfray. A model for the coevolution of resistance and virulence in
coupled host–parasitoid interactions. Proceedings of the Royal Society of London. Series
B: Biological Sciences, 266(1418):455–463, 1999.
Tino Schott, Snorre B Hagen, Rolf A Ims, and Nigel G Yoccoz. Are population outbreaks in
sub-arctic geometrids terminated by larval parasitoids? Journal of Animal Ecology, 79
(3):701–708, 2010.
Malcolm D Schug, Stephen H Vessey, and Andrew I Korytko. Longevity and Survival
in a Population of White-Footed Mice (Peromyscus leucopus) . American Society of
Mammologists, 72(2):360–366, May 1991.
Lisa E Schwanz, Maarten J Voordouw, Dustin Brisson, and Richard S Ostfeld. Borrelia
burgdorferi has minimal impact on the lyme disease reservoir host peromyscus leucopus.
Vector-borne and zoonotic diseases, 11(2):117–124, 2011.
Jeffrey Shaman and Melvin Kohn. Absolute humidity modulates influenza survival,
transmission, and seasonality. Proceedings of the National Academy of Sciences, 106
(9):3243–3248, 2009.
Theobald Smith. Some problems in the life history of pathogenic microorganisms. Science,
20(520):817–832, 1904.
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