The phenotypic consequences of individual mutations are modulated by the wild-type genetic background in which they occur. Although such background dependence is widely observed, we do not know whether general patterns across species and traits exist, nor about the mechanisms underlying it. We also lack knowledge on how mutations interact with genetic background to influence gene expression, and how this in turn mediates mutant phenotypes. Furthermore, how genetic background influences patterns of epistasis remains unclear. To investigate the genetic basis and genomic consequences of genetic background dependence of the scalloped E3 allele on the Drosophila melanogaster wing, we generated multiple novel genome-level datasets from a mapping-by-introgression experiment and a tagged RNA gene expression dataset. In addition we used whole genome re-sequencing of the parental lines-two commonly used laboratory strains-to predict polymorphic transcription factor binding sites for SD. We integrated these data with previously published genomic datasets from expression microarrays and a modifier mutation screen. By searching for genes showing a congruent signal across multiple datasets, we were able to identify a robust set of candidate loci contributing to the background-dependent effects of mutations in sd. We also show that the majority of background-dependent modifiers previously reported are caused by higher-order epistasis, not quantitative non-complementation.
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Introduction
Geneticists often strictly control their organisms' wild-type genetic backgrounds when experimentally dissecting genetic pathways. Although this tight control is necessary to avoid faulty inferences caused by confounding variables (e.g., BURNETT et al. 2011) , it can often paint an incomplete or even incorrect picture; no genetic pathway or network exists in a vacuum. Instead, these networks occur in the context of all the alleles in the genome, which usually vary among individuals. There is substantial evidence that wild-type genetic background almost always modulates the phenotypic effects of mutations (e.g., MCKENZIE et al. 1982; THREADGILL et al. 1995; ATALLAH et al. 2004; MILLOZ et al. 2008; CHANDLER 2010; DOWELL et al. 2010; GERKE et al. 2010) . The influence of wild-type genetic backgrounds also extends to interactions among mutations (REMOLD and LENSKI 2004; DWORKIN et al. 2009; WANG et al. 2013b) , altering patterns of epistasis, and these complex interactions are likely widespread (CHARI and DWORKIN 2013) . Alleles that influence many mutant phenotypes segregate in most natural populations, representing a potential source of cryptic genetic variation (POLACZYK et al. 1998; FÉLIX 2007; VAISTIJ et al. 2013) . In many cases, this cryptic variation has been described phenomonologically, or via the partitioning of genetic variance components (GIBSON et al. 1999; DWORKIN et al. 2003; MCGUIGAN et al. 2011) .
However, its genetic basis remains poorly understood (DWORKIN et al. 2003; DUVEAU and FÉLIX 2012) .
If our aim is to understand how a specific perturbation to a genetic network (e.g., a particular mutation) influences the phenotype outside a laboratory setting-a goal shared by multiple disciplines, from the genetics of disease to evolutionary biologythen we must go beyond simply characterizing the phenotypic consequences of background-dependent effects. That is, we need to understand both the causes and consequences of this genetic background dependence of mutational effects (CHANDLER et al. 2013) . For instance, one study showed that specific quantitative trait nucleotide (QTN) alleles in naturally occurring yeast (Saccharomyces cerevisiae) isolates have complex phenotypic effects depending on both genetic background and environmental 5! context (GERKE et al. 2010) . However, to make predictions about how a particular QTN may influence trait variation in a novel genetic (or environmental) context requires a more mechanistic understanding of how the QTN allele interacts with the genetic background to influence phenotypes, whether at the level of gene expression, cellular changes, morphology, behavior, etc. (XU et al. 2013) . This goal may involve mapping the background modifier loci to identify the genes and alleles responsible for the background dependence (e.g., CHANDLER 2010; DUVEAU and FÉLIX 2012) , and testing which genes are mis-expressed (and how severely) as a result of the mutation in different genetic backgrounds (e.g., DWORKIN et al. 2009) . Only with such data will we be able to identify common patterns across traits, taxa, and mutations.
Accomplishing these goals will require tractable models. Such models should provide the ability to examine specific mutations across multiple wild-type backgrounds and genomic resources to facilitate the analysis of the modifiers. One such system is the fly (Drosophila melanogaster) wing. Several mutations affecting wing development have background-dependent phenotypic effects (ALTENBURG and MULLER 1920; NAKASHIMA-TANAKA 1967; SILBER 1980; DWORKIN and GIBSON 2006; DEBAT et al. 2009), with selectable variation present in natural populations (THOMPSON 1975; CAVICCHI et al. 1989 ). In one dramatic example, the scalloped E3 (sd E3 ) mutation causes a moderately reduced, blade-like wing in the background of one common lab wild-type strain, Samarkand (hereafter, SAM), but a much more severely diminished wing in another common background, Oregon-R (ORE) (Figure 1 ; DWORKIN et al. 2009 ). These two parental strains are commonly used wild-types for Drosophila research, one primarily in molecular biology (ORE), and the other (SAM) in quantitative genetics, aging, and studies of recombination (HOFMANOVA 1975; HOFMANN et al. 1987; LYMAN et al. 1996; LYMAN and MACKAY 1998; LEIPS and MACKAY 2002; MACKENZIE et al. 2011 ). More recently it was used as the common line for an advanced intercross design for the Drosophila synthetic population resource (KING et al. 2012) . Thus, identifying sequence polymorphisms and differences in gene expression between these two strains will facilitate studies of background dependence in other Drosophila traits.
The sets of genes whose expression is altered in wing imaginal discs by the sd E3 6! mutation in each genetic background are largely non-overlapping, and partially independent from those genes that are differentially expressed between the two genetic backgrounds in a wild-type context (DWORKIN et al. 2009 ). The mechanisms underlying this background dependence, however, are poorly understood. Nevertheless, sd itself is well studied, making it a good system for investigating the mechanisms underlying background-dependent expression. SD encodes a TEA family transcription factor (TF) that forms heterodimers with multiple TF partners to regulate at least three biological processes (CAMPBELL et al. 1992; GUSS et al. 2013) . Its best known role is in wing development, where SD interacts with the Vestigial (VG) protein (HALDER et al. 1998; PAUMARD-RIGAL et al. 1998; SIMMONDS et al. 1998; BRAY 1999; VARADARAJAN and VIJAYRAGHAVAN 1999; GUSS et al. 2001; HALDER and CARROLL 2001) . In particular SD-VG regulates the expression of a number of genes influencing specification of cell fates as well as overall tissue growth in the wing imaginal disc (GUSS et al. 2001; HALDER and CARROLL 2001) . Recently SD has been shown to be an important transcriptional cofactor with Yorkie (YKI), mediating hippo signaling to regulate growth and polarity of tissues (ZHAO et al. 2008; GOULEV et al. 2008; WU et al. 2008; ZHANG et al. 2008; 2009; REN et al. 2010; DOGGETT et al. 2011; NICOLAY et al. 2011; ZHANG et al. 2011; POON et al. 2012; CAGLIERO et al. 2013; KOONTZ et al. 2013; SIDOR et al. 2013) . Finally, SD plays a role in the development of odorant and gustatory neurons in the adult (CAMPBELL et al. 1992; SHYAMALA and CHOPRA 1999; RAY et al. 2008) , although the details of how it acts as a transcriptional regulator are less well known in this context.
Like other quantitative traits, the penetrance and expressivity of a mutation probably have a complex genetic basis. Indeed, in one high-throughput screen for conditionally essential genes in yeast, four or more modifier loci were necessary to explain the background dependence of numerous conditionally lethal gene deletions (DOWELL et al. 2010) . These background polymorphisms may also have multifactorial consequences, such as pleiotropic effects on other unrelated traits (DUVEAU and FÉLIX 2012) . In the case of our Drosophila wing model system, preliminary mapping efforts suggested the presence of a major-effect modifier on chromosome arm 2R near (but not in) vg. Yet the genetic background polymorphisms responsible for this background 7! dependence remain unknown (DWORKIN et al. 2009 ). Unfortunately, due to the typically complex genetic basis of background dependence, fine mapping these modifier loci to specific polymorphisms, or even genes, remains challenging (ZHANG et al. 2013 ).
However, we may be able to gain additional insight by integrating data from a variety of approaches. For instance, gene expression studies can identify genes whose expression is affected by a focal mutation in a background-dependent manner (DWORKIN et al. 2009; 2011) , providing a complementary set of candidate loci. Then, using whole-genome re-sequencing to search for polymorphic transcription factor binding sites (TFBS) could help explain these background-dependent effects on gene expression.
The primary goal of this current study was to identify the genomic regions that contribute to the genetic background effects of sd E3 . To do so, we integrated data from a variety of experimental sources to identify a robust set of candidate genes mediating the background dependence of the sd E3 mutation. These sources included: (i) replicated introgression lines to map the loci contributing to background dependence; (ii) wholegenome re-sequencing of the introgression and parental lines to predict polymorphic SD transcription factor binding sites; (iii) expression profiling from a digital gene expression experiment and two existing microarray experiments; (iv) the results of a previously published screen for dominant modifiers of the sd E3 phenotype. Despite earlier work suggesting that there may be a single modifier of large effect (DWORKIN et al. 2009 ), our mapping results indicate that this background dependence has a complex basis, encompassing several genomic regions each containing multiple candidate genes.
Nevertheless, the additional data help narrow the list of candidates. In particular, patterns of allele-specific expression and SD binding site predictions suggest that cisregulatory variants are not a major contributor to this background dependence. Finally, we extend recent results demonstrating that the majority of genetic interactions with sd E3 are background dependent (CHARI and DWORKIN 2013) , to determine whether these are the result of quantitative non-complementation or higher-order genetic interactions.
Our results demonstrate that the majority of tested background-dependent modifiers cannot be explained simply by variation at the locus interacting with scalloped, ruling out 8! simple quantitative non-complementation. Overall, our results lay the foundation for more detailed investigations into the mechanisms underlying genetic background dependence, and suggest that this approach should be useful for dissecting other complex phenotypes.
Materials & Methods
Mutations and wild-type strains: As described in detail in DWORKIN et al. (2009) , we introgressed the sd E3 allele into the SAM and ORE wild-type strains via backcrossing for over 20 generations (each marked with w -to facilitate the introgression). Each wild-type strain (both with and without the sd E3 mutation) was tested (using 8-10 molecular markers across the genome) to rule out contamination. Results from whole genome resequencing (see below) were consistent with these initial results.
Generating short-and long-wing backcross lines for mapping: To map the loci underlying the background dependence of the sd E3 mutant phenotype, we used a phenotypic selection-based backcross procedure to introgress genomic regions that harbor the short-wing alleles into an otherwise long-wing genome ( Figure 2 ). We generated a total of five independent backcross lines by crossing ORE w sd E3 flies to SAM w sd E3 flies, and crossing the F1s together. From the F2s, we selected flies with both long-wing (SAM-like) and short-wing (ORE-like) phenotypes. These flies were backcrossed to ORE w sd E3 and SAM w sd E3 flies, respectively, and the process was repeated. 12 cycles of backcrossing (24 generations) were completed for the short-wing backcross lines, and 20 cycles (40 generations) for the long-wing lines, with twenty flies of each parent strain used for backcrossing each generation (CHARI and DWORKIN 2013) . We generated four independent short-wing replicates. Only one long-wing replicate remained at the final generation, as maintaining the long-wing phenotype while backcrossing to ORE w sd E3 was problematic because inheritance patterns broke down over successive generations: specifically, the long-wing phenotype ceased being dominant (ID, unpublished data). and ΔLLR scores to the 1000 other genes with the most similar GC content.
To complement these genome-wide binding site analyses, we also investigated the sequences of two known SD binding sites that were previously experimentally verified, in the genes cut and salm (GUSS et al. 2001; HALDER and CARROLL 2001) , by extracting all sequence read data that mapped to those sites (using the mpileup command in samtools).
Digital gene expression:
We used digital gene expression (MORRISSY et al. 2009) We appended the NlaIII restriction site recognition sequence to the start of each sequence read and mapped sequence tags (unique reads) to the consensus ORE and SAM transcriptome sequences using bwa, allowing up to two mismatches (11%) per sequence. Sequences that mapped equally well to multiple genes were discarded from further analyses. All sequences that mapped to a single coding gene were included in analyses comparing wild-type flies to mutant flies. All sequence tags mapping to a single coding gene specifically in SAM or ORE were used in analyses of allelic imbalance. In cases in which either the SAM or ORE allele was missing from the sequence reads (i.e., only one of the two alleles was transcribed), we examined the SAM and ORE genome sequences to check for mutations in the NlaIII restriction sequence, because such a mutation would cause the mutation-bearing allele to be absent from our dataset even if it was being expressed. These cases were excluded from analyses of allelic imbalance.
To identify genes that are differentially regulated between wild-type and sd E3 mutant flies, we used the edgeR Bioconductor package for R v. 3.0.8 (ROBINSON et al. 2010) , using the exactTest() function, after estimating tagwise dispersions; all mapped reads were included in this analysis. We then computed q-values using the qvalue library (STOREY and TIBSHIRANI 2003) . To test for allelic imbalance in genes in which 12! sequence tags could be confidently assigned to either SAM or ORE, we compared binomial models using likelihood ratio tests. The null model assumed an equal probability (0.5) of a sequence read being derived from either SAM or ORE. The first alternative model allowed that probability to differ from 0.5, but was constrained to be the same in both wild-type and mutant flies. To identify genes in which the sd E3 mutation alters the level of allelic imbalance, we also tested a second alternative model, in which the probability that a given sequence read was derived from SAM or ORE differed between wild-type and mutant flies.
Microarrays:
We compared the results of our DGE experiment to two similar microarray experiments: one using Drosophila Genome Research Center arrays (DWORKIN et al. 2009 ), and one using a custom Illumina array (DWORKIN et al. 2011) . Raw array data are available at NCBI GEO (GSE26706: GSM657471-!GSM657487 & GSE13779:
GSM346787-!GSM346810). Briefly, genome-wide expression levels were quantified in wing discs of wandering third instar larvae with both wild-type and mutant (sd E3 )
genotypes, and both the SAM and ORE backgrounds. For each gene, we asked whether expression is influenced by genotype (wild-type vs. sd E3 ), genetic background (SAM vs. ORE), or an interaction between the two. For the DGRC dataset, we logtransformed and normalized the data and fitted mixed models using the sample genotype, genetic background, and their interaction as fixed effects, and array as a random effect, using the lmer function in R. For the Illumina dataset, we again logtransformed and normalized the data, and fitted linear models (using the lm function), with genotype, background, and their interaction as predictor variables.
Modifier mapping:
We examined results from a prior study that screened two large autosomal deletion libraries (Exelixis and DrosDel) for dominant, background-dependent modifiers of the sd E3 phenotype. Details are published elsewhere (CHARI and DWORKIN 2013) . Briefly, we crossed males carrying each deletion to be tested to females carrying the sd E3 allele in either the SAM or ORE background. We analyzed the wing phenotypes of the male offspring, which were hemizygous for sd E3 , heterozygous for the deletion of 13! interest, and heterozygous for one of the two backgrounds (Supplementary Figure 4) .
As a control, we crossed SAM and ORE flies to the progenitor strains used to generate the deletion lines. We then scored wing phenotypes using a semi-quantitative scale (1-10; CHARI and DWORKIN 2013, TANAKA 1960) , and used linear models to test for effects of each deletion, the genetic background, and their interaction on the wing phenotype.
Deletions showing a significant interaction term were considered background-dependent modifiers. The raw data for the modifier mapping and for the subset of deletions used for the backcross-selection can be obtained from the Dryad Digital Repository (http://dx.doi.org/10.5061/dryad.4dt7c).
Gene ontology analyses:
Using the sets of candidate genes from the expression, deletion modifier screen, binding site analysis, and mapping data, we tested for overrepresentation of gene ontology categories using WebGestalt (WANG et al. 2013a ) with the enrichment test tool. We performed analyses for individual datasets (using the appropriate reference gene list), as well as a combined analysis in which candidate genes were identified by searching for genes showing a congruent signal across multiple datasets (with the full Ensembl Drosophila gene list as the reference). We used a Benjamini-Hochberg FDR, with a minimum of 3 genes per category. Given that for many genes we had only partial information (e.g., for some genes we had no or incomplete expression data, while for genes on the X chromosome, we had no modifier data) this list is incomplete. However, it still provides a useful view of the types of genes represented, and whether different subsets of biological processes are affected by the main genotypic effects of the sd E3 allele and by its interactions with other loci. We also verified our results using the BioProfiling.de tool (ANTONOV 2011), which is a super-set of the analysis done by WebGestalt.
Results
Backcross mapping identifies genomic regions contributing to variation in the sd E3 phenotype: While the wings of the wild-type SAM and ORE flies are qualitatively 14! similar, the effects of the sd E3 mutation differ dramatically in each background ( Figure   1 ). To identify regions of the genome associated with the long-and short-wing sd E3 phenotypes, we backcrossed SAM or ORE sd E3 flies to the alternate background while selecting for short-and long-wing phenotypes, respectively, each generation (Figure 2 ).
Backcrossing was repeated for 12 cycles (24 generations) for the short-and 20 cycles (40 generations) for the long-wing backcrosses. This procedure is expected to introgress the ORE alleles that contribute to a short-wing phenotype into an otherwise SAM background, and vice versa. After backcrossing, we obtained one long-wing and four short-wing lineages phenotypically similar to sd E3 in the "pure" SAM and ORE wildtype backgrounds (Figure 3 ), despite a predicted >95% replacement of the genetic background ( Figure 4A ).
To identify genomic regions harboring polymorphisms modulating genetic background effects, we used whole-genome re-sequencing of the parental and backcross strains to identify which genomic regions introgressed. While there were over 504,000 putative polymorphisms identified between the ORE, SAM, and the reference genome, we utilized only 92,006 SNPS that met our criteria (see Methods). We full results). Of these, 131 were common to both genetic backgrounds, 16 were SAMspecific, and 16 were ORE-specific. Genes predicted to be SD targets in at least one of the two backgrounds showed significant overlap with genes identified as being misexpressed in sd E3 flies in one of three gene expression datasets (the DGRC dataset;
see Integrating multiple datasets… below); however, the degree of overlap was not especially strong (using a more relaxed significance threshold to increase the total strength of the signal in the data, observed overlap = 16 genes out of 10380 common to both datasets, of which 146 were differentially expressed in DGRC at q ≤ 0.05 and 535 were significant in the binding prediction analysis at p ≤ 0.05; p = 0.004 in a randomization test).
In addition, we also searched for genes that showed evidence of differential affinity
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for SD between the SAM and ORE genomes by identifying genes with exceptional differences in LLR scores computed using the SAM and ORE sequences, regardless of whether or not the gene was predicted to be a significant SD target in our first analysis.
Using this method, we identified 149 genes predicted to show differential affinity for SD (p ≤ 0.01), although only 37 of these were predicted to be significant SD binding targets
We also manually checked two experimentally verified SD binding sites (GUSS et al. 2001; HALDER and CARROLL 2001) Table 6 ). Genes showing evidence of allelic imbalance were not enriched for any GO categories after adjustment for multiple comparisons.
We identified 29 genes showing evidence of a difference in the level of allelic imbalance between wild-type flies and sd E3 mutant flies (q ≤ 0.001; Table 2 ). There was no more overlap than expected by chance between these genes and genes showing evidence of differences in SD binding affinity between SAM and ORE (p = 0.52 using a randomization test, again with a more liberal significance cutoff; observed overlap = 11 genes out of 1063 common to both datasets, of which 156 were significant in the DGE dataset at p ≤ 0.01 and 71 were significant in the binding prediction dataset at p ≤ 0.05).
Similarly, these genes did not show any more overlap than expected by chance with the this background dependence is due to higher-order epistasis, the phenotype will also depend on alleles present at other locations in the genome, not just alleles uncovered by the deletion.
We can therefore test for quantitative non-complementation by comparing the genotypes and phenotypes of flies carrying a deletion of interest and the sd E3 mutation in (i) a pure SAM or ORE parental background, versus (ii) an introgression background.
Specifically, if flies from these two cases exhibit the same modification of the wing phenotype, but are hemizygous for different alleles at the deletion locus, then alleles elsewhere in the genome must be influencing how the deletion modifies sd E3 's effects, and we can rule out a "simple" two-way interaction (Supplementary Figure 4) . Similar
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logic applies for the situation in which the lineages have distinct phenotypes but the same allele opposite the deletion. For ~80% of the deletions tested, at least one cross between a backcross and the deletion provided evidence that second-order epistasis is insufficient to explain the background dependence of the modifier's effects (Table 3) .
Thus, the majority of modifier loci are background dependent because of third-or higher-order epistasis between the focal mutation, the modifier, and additional loci elsewhere in the genome.
Integrating multiple datasets generates a robust set of candidate loci: We also took advantage of several additional datasets. First, we used two previously published microarray datasets comparing gene expression profiles between wild-type and sd
E3
flies in both the SAM and ORE genetic backgrounds to identify genes whose expression levels are influenced by sd genotype, genetic background, and their interaction (DWORKIN et al. 2009; 2011) . Second, we examined the results of the screen for autosomal dominant modifiers of the sd E3 mentioned earlier (CHARI and DWORKIN 2013).
To identify candidate genes for further study, we searched for genes displaying a common signal in multiple datasets: (i) those falling within a region showing evidence of introgression in the short-wing backcross lines; (ii) genes occurring within modifier deletions or background-dependent modifier deletions; (iii) differentially expressed genes in the microarray and DGE datasets (specifically, genes whose transcript levels were influenced by sd genotype, a genotype-by-background interaction in the microarray datasets, or genotype-dependent allelic imbalance in the DGE dataset); (iv) genes predicted to show differential affinity for SD binding between SAM and ORE.
Because significant but incongruent effects in independent expression datasets (e.g., up-regulation in sd E3 flies in one dataset, and down-regulation in another dataset) could be a cause for concern, we also "flagged" genes showing evidence of such inconsistency. We then plotted all of these sources of data on a common set of axes ( Figure 6 , Supplementary Figure 5 ) and selected a set of robust candidates supported by multiple independent data types, including multiple expression datasets. At this stage, we used liberal cutoffs to identify "significant" genes (q < 0.05 for most datasets; 20! p < 0.05 for SD binding and the Illumina microarray dataset; and short-wing allele frequency ≥ 0.6 for the mapping-by-introgression dataset), because we were interested only in those genes showing a consistent signal across multiple datasets.
By integrating all these results, we generated a set of "high confidence"
candidates ( Figure 6) for both the main and background-dependent interaction effects. There was also modest enrichment of microtubule associated genes for genotypic effects, and RAS GTPases and intracellular membrane-bounded organelle genes for the interaction effects, although it is currently unclear whether these distinctions reflect a true difference among the types of gene products that mediate background dependence.
Discussion
The genomic context in which an allele finds itself can profoundly influence that allele's phenotypic consequences. Here, we have integrated genomic data from multiple experiments to examine how that context modulates the phenotypic effects of a specific mutation, the scalloped E3 allele, on the Drosophila melanogaster wing. Although these datasets did not always yield a congruent signal, we were able to identify several strong candidate regions likely to be involved in mediating the background dependence of this allele's effects on wing development. Importantly, each dataset in isolation yielded a large set of candidates; only by examining these disparate sources together were we able to identify a robust and practical set of candidates for more focused study. Figure 7) . We therefore think this hypothesis is unlikely to explain the large introgression blocks.
Mapping by introgression:
In a few instances, the same allele became fixed in both short-and long-winged backcross lines, even though alternate alleles were expected to be selected in these contrasting treatments. These loci may have been influenced by unintended selection for alleles influencing viability, rather than for wing phenotypes. Indeed, such unanticipated genetic effects have been observed in other studies (e.g., SEIDEL et al. 2008; ROSS et al. 2011; KING et al. 2012) . Moreover, there was some inconsistency among introgression lines. We therefore propose that studies intending to map trait variation using an introgression-and-resequencing approach (e. Here, we extend that finding by providing evidence that these modifiers' background dependence is, in most cases, due to higher-order epistasis-interactions between the focal mutation (in this case, sd E3 ), the modifier itself (in this case, a deletion), and alleles elsewhere in the genome. This finding is consistent with growing evidence that higherorder epistasis is prevalent (WEINREICH et al. 2013) , and that what may initially seem to be a two-way interaction is often a more complex interaction involving additional loci or environmental influences (WHITLOCK and BOURGUET 2000; GERKE et al. 2010; WANG et al. 2013b; LALIĆ and ELENA 2013) . To our knowledge this is the first attempt at combining such genetic and genomic data to infer the order of epistatic interactions (or at least to rule out lower-order interactions). While this approach can only be used for 
Binding site analyses:
Using the whole-genome sequence data for SAM and ORE, we identified a large number of predicted SD binding sites. More relevant for this study, we also identified a moderate number of genes whose regulatory elements are predicted to bind SD differentially between the SAM and ORE genetic backgrounds. Nearly all of these await experimental validation. In addition, binding predictions were only weakly correlated with expression differences. This result should not be too surprising, as the set of genes whose expression changes in the presence of the sd E3 mutation includes both direct and indirect targets of SD. Nevertheless, two validated targets of SD binding were picked by our approach as predicted targets of SD regulation. While one of these was manually found to contain three polymorphisms in the SD binding site, this differential SD binding affinity was missed by our analysis. Moreover, while exploring different binding site prediction methods, we also found that results were highly dependent upon the approach used as well as on the choice of specific position weight matrix (not shown).
Combined, these observations suggest that current binding site prediction approaches may not be specific or sensitive enough to produce completely reliable sets of candidate regulation targets on their own. Even so, they still seem to possess enough predictive power that, when combined with other sources of data, they can strengthen the evidence for the involvement of some genes in a biological process of interest. For instance, several of the candidate genes that were already strongly supported by other sources of data were also predicted to be SD binding targets or to possess polymorphic SD binding sites (Table 4) .
Gene expression: Though the direction of effects was mostly consistent, the same genes were not always identified as "significant" in independent expression datasets.
These differences may be explained by the unique technologies used with different biases, as well as distinct experimental designs. For example, the DGE experiment could only measure the abundance of transcripts containing the restriction sequence 24! (CATG), may have been subject to biases in mapping reads to the reference genome, and our ability to detect background-dependent expression was contingent on the presence of SNPs in our sequence reads derived from SAM-ORE hybrid flies. The microarray datasets, on the other hand, used only flies with either a pure SAM or ORE background, and each array could only measure the expression of the specific transcripts complementary to the arrays' probes, which may also have been influenced by polymorphisms between the SAM and ORE sequences and the probe sequences.
Allelic imbalance: There was very little overlap between genes showing evidence of allelic imbalance in SAM/ORE hybrid flies, genes showing evidence of backgrounddependent expression levels in pure SAM and ORE flies, and genes containing polymorphic predicted scalloped binding sites. The lack of overlap between the first two sets of genes is not surprising, because allelic imbalance must be due to cis-regulatory variation, whereas expression differences between pure SAM and ORE flies may be due to either cis-or trans-regulatory differences. Moreover, our ability to detect allelic imbalance in the DGE dataset was limited by our ability to identify SNPs in our relatively short sequence tags, and by a lack of statistical power for low-abundance transcripts.
The comparison between genes showing allelic imbalance and genes predicted to have polymorphic SD binding sites is further hindered by imperfect binding site predictions, and because TFBS can reside quite far from the gene they regulate. The lack of strong congruence between these datasets is therefore also unsurprising.
Interestingly, a large proportion of genes displaying evidence of allelic imbalance showed differences between the wild-type and mutant genotypes: many of the genes showing evidence of allelic imbalance in wild-type flies did not show allelic imbalance in mutant flies, and vice versa ( Figure 5, Supplementary Figure 3) . Nevertheless, there did not appear to be any consistent bias in the expression of one background's alleles over the other, nor did there to appear to be any change in the overall degree of allelic imbalance between wild-type and sd E3 flies ( Figure 5, Supplementary Figure 3) . The latter finding is somewhat surprising, given that we might expect reduced SD levels in sd E3 flies to minimize the impact of polymorphic SD binding sites on the expression of 25! SD target genes. However, this analysis was also limited by small sample size; we only had polymorphic sequence tags for a handful of genes, and many of these were expressed at low levels. Larger-scale RNA-seq experiments with longer reads capable of distinguishing alleles will be able to shed more light on this matter. Combined, though, the overall picture that emerges from the binding site and allelic imbalance analyses suggests that cis-regulatory variants between SAM and ORE contribute little to the background dependence of the sd E3 phenotype, and that variation in trans-acting factors may be more important.
Candidate genes: We identified several loci for further study (Table 4) . This list contains a number of genes for which a role in wing phenotypes is logical based on prior , vg, sbb, bi/Omb, dlg1, ban) , suggesting that our approach is selecting a reasonable list of candidate genes. The presence of several genes with little or no experimental evidence for a function in wing development (e.g., msk, obst-B) shows that this strategy is also capable of detecting novel candidates. This is a key point if our goal is to develop a detailed, unbiased picture of the genetic networks underlying phenotypic variation.
Conclusions
The genetic basis of variation in the penetrance and expressivity of mutations is likely to be complex. Dissecting the genetic basis of this background dependence will require an integrative approach, because precisely mapping alleles with small quantitative effects is difficult, even in well developed model species like Drosophila melanogaster. Drawing on data from multiple experiments with distinct approaches, we have identified a robust set of candidate genes for further investigation as possible factors underlying the background dependence of scalloped E3 's variable phenotypic effects on the D. melanogaster wing. This approach should prove useful in understanding how genetic background interacts with specific mutations to influence organismal phenotypes.
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