The main objective of this paper is to non-parametrically estimate the quantiles of a conditional distribution in the censorship model when the sample is considered as an α-mixing sequence. First of all, a kernel type estimator for the conditional cumulative distribution function (cond-cdf) is introduced. Afterwards, we estimate the quantiles by inverting this estimated cond-cdf and state the asymptotic properties when the observations are linked with a single-index structure. The pointwise almost complete convergence and the uniform almost complete convergence (with rate) of the kernel estimate of this model are established. This approach can be applied in time series analysis.
Introduction
Estimating quantiles of any distribution allows one to build con dence ranges with applications in numerous elds, such as chemistry, geophysics, medicine and meteorology. Furthermore, statistics for functional random variables are important in their own right. Numerous multivariate statistical techniques, mainly parametric in the functional model terminology, have been extended to functional data and we recommend the interested reader to Ramsay and Silverman ( [39] and [40] ) or Bosq [10] . Recently nonparametric methods considering functional variables have been studied with very interesting practical motivations dealing with environmetrics, (see Damon and Guillas [15] , Fernández et al. [17] , Aneiros et al. [3] ), chemometrics (see Ferraty and Vieu [23] ), meteorological sciences (see Besse et al. [8] , Hall and Heckman [34] ), speech recognization (see Ferraty and Vieu [24] ), radar range pro le (see Hall et al. [33] , Dabo-Niang et al. [14] ) and medical data (see Gasser et al. [30] ).
On the other hand, the single index model is a powerful tool to incorporate multivariate regressors into a regression model, thus ensuring some exibility, while avoiding the "curse of dimensionality".
For functional regressors, the single functional index model is a very simple approach for reducing dimensionality by assuming that a functional explanatory variable acts on a scalar response only through its production on one functional direction. This model was rst introduced by Ferraty et al. [21] for regression problems, and since then has received a lot of attention.
For example, Aït Saidi et al. [1] studied the single functional index model for functional time series data; Aït Saidi et al. [2] proposed to estimate the unknown functional index via the cross-validation technique. Ferraty et al. [20] proposed a new estimator of this parameter based on the idea of functional derivative estimation.
Chen et al. [13] introduced a new technique for estimating the link function nonparametrically, and they proposed multi-index modeling using an adaptive linear projections approach.
Attaoui et al. [4] dealt with the single index via its conditional density and established the pointwise and the uniform almost complete convergence of the kernel density estimator.
Their results were extended to the α-mixing case by Ling et al. [37] . Recently Attaoui [5] established the a.co. of the kernel conditional density and the mode estimators for α-mixing data. For the same data, Attaoui [6] investigated the strong uniform convergence rate and the asymptotic normality of the conditional density estimator in the single index model, and gave an approach to estimate this functional parameter.
In a recent survey of semiparametric FDA, we refer to Goia and Vieu [31, 32] where the authors gave a methodology to approximate the unknown regression operator semiparametrically through a single index approach.
Our purpose in this work is to investigate nonparametrically the estimation of the conditional distribution of a scalar response variable Y, given a functional Hilbertian explanatory variable X, when the observations are linked with a single index relationship.
In the censoring case, instead of observing the lifetime T, we observe the censored lifetime of items under study. That is, assuming that (T i ) i≥ is a stationary sequence of lifetimes which satisfy some kind of dependency and (C i ) i≥ is a sequence of i.i.d censoring rv with common unknown continuous df G, where Y i = min{T i , C i } and δ i = T i ≤C i .
To ensure the identi ability of the model, we suppose that (T i ) i are independent of (C i ) i . Let {(Y i , δ i , X i )} be a sequence of strictly stationary random vectors where X i≥ is valued in in nite dimensional semi-metric vector space, and Y i is real valued. To follow the convention in biomedical studies and as indicated before, we assume that (C i ) i≥ and {(X i , T i ) i≥ } are independent; this condition is plausible whenever the censoring is independent of the patients modality. Furthermore this condition permits to get an unbiased Kernel estimator. Along this paper we assume that τ G < ∞ where τ G := sup{t : G(t) < } and let τ be a positive real number such that τ < τ G .
The model and the estimates . The functional nonparametric framework
Consider a random pair (X, T) where T is valued in R and X is valued in some in nite dimensional Hilbertian space H with scalar product < ·, · >. Let (X i , T i ) i= ,...,n be the statistical sample of pairs which are identically distributed like (X, T), but not necessarily independent. Henceforward, X is called functional random variable f.r.v. . Let x be xed in H and let F(θ, t, x) be the conditional cumulative distribution function (cond-cdf) of T given < θ, X >=< θ, x >, speci cally:
Saying that, we are implicitly assuming the existence of a regular version for the conditional distribution of T given < θ, X >. Now, let ζ θ (γ, x) be the γ-order quantile of the distribution of T given < θ, X >=< θ, x >.
From the cond-cdf F(θ, ·, x), the general de nition of the γ-order quantile is given as:
In order to simplify our framework and to focus on the main interest of our paper (the functional feature of < θ, X >), we assume that F(θ, ·, x) is strictly increasing and continuous in a neighborhood of ζ θ (γ, x). This ensures that the conditional quantile ζ θ (γ, x) is uniquely de ned by:
Next, in what follows, we assume only smoothness restrictions for the cond-cdf F(θ, ·, x) through nonparametric modelling (Section 2.4). We suppose also that (X i , T i ) i∈N is an α-mixing sequence, which is one among the most general mixing structures. The α-mixing condition together with the functional approach allow to deal with continuous time processes (see Section 4 for instance).
In our in nite dimensional purpose, we use the terminology functional nonparametric, where the word functional referees to the in nite dimensionality of the data and where the word nonparametric referees to the in nite dimensionality of the model. Such functional nonparametric statistics are also called doubly in nite dimensional (see Ferraty and Vieu [25] , for more details). We also use the terminology operational statistics since the target object to be estimated (the cond-cdf F(θ, ·, x)) can be viewed as a nonlinear operator.
. The estimators
The kernel estimator Fn(θ, ·, x) of F(θ, ·, x) is presented as follows:
where K is a kernel function, H a cumulative distribution function and h K = h K,n (resp. h H = h H,n ) a sequence of positive real numbers. Note that using similar ideas, Roussas [42] introduced some related estimates but in the special case when X is real, while Samanta [43] produced the previously mentioned asymptotic study. As a by-product of (2.1) and (2.2), it is easy to derive an estimator ζ θ,n (γ, x) of ζ θ (γ, x):
Such an estimator is unique as soon as H is an increasing continuous function. Such an approach has been largely used in the case where the variable X is of nite dimension (see e.g Whang and Zhao, [47] , Cai [12] , Zhou and Liang [48] or Gannoun et al. [29] ).
Estimation of the quantile function when the data are censored is an important problem in medicine. This problem is usually modeled by considering a positive variable C called censorship, and the observed random variables. In the censored framework, the observed random variables are the triplets (T i , δ i , X i ) where Y i = min(T i , C i ) and δ i = I T i ≤C i , where both of Y i and C i are expected to exhibit some kind of dependence which ensures the identi ability of the model. In the following we will use the notations F X and f X to describe the conditional distribution function and the conditional density C knowing the covariate X.
In biomedical case studies, it is assumed that C i and (T i , X i ) are independent, this condition is plausible whenever the censoring is independent of the patient's modality.
Our kernel type estimator of the conditional distribution F(θ, ., X) adapted for censored samples is based on "a pseudo-estimator" of F(θ, ., X) given by equations (2.4), (2.5) and (2.6).
Such censorship models have been amply studied in the literature for real or multi-dimensional random variables, and in nonparametric frameworks the kernel techniques are particularly used (see Tanner and Wong [45] , Padgett [38] , Lecoutre and Ould-Saïd [36] and Van Keilegom and Veraverbeke [46] , for a necessarily non-exhaustive sample of literature in this area).
The objective of this paragraph is to adapt these ideas under a functional random variable X, and build a kernel type estimator of the conditional distribution F(θ, ·, X) adapted for censored samples. Thus we can reformulate the expression (2.2) as follows:
In practiceḠ(·) = − G(·) is unknown, hence it is impossible to use the estimator (2.4). Then, we replacē G(·) by its Kaplan and Meier (1958) estimateḠn(·), given bȳ
where 
.
Assumptions on the functional variable
Let Nx be a xed neighborhood of x and let B θ (x, h) be the ball of center x and radius h, namely B θ (x, h) = {f ∈ H : < | < x − f , θ > | < h} and S R is a xed compact of R + . Assume that, (C i ) i≥ are independent and let us consider the following hypotheses:
) i∈N is an α-mixing sequence whose the coe cients of mixture verify:
• (H0) can be interpreted as a concentration hypothesis acting on the distribution of the f.r.v. X, while (H2) concerns the behavior of the joint distribution of the pairs (X i , X j ). Indeed, this hypothesis is equivalent to assume that, for n large enough for some positive constant C
. This is one way to control the local asymptotic ratio between the joint distribution and its margin. Note that the upper bound increases with a. In other words, the stronger the dependence, the more restrictive (H2) us. The hypothesis (H1) speci es the asymptotic behavior of the α-mixing coe cients.
. The nonparametric model
As is standard in nonparametric estimation, we suppose that the cond-cdf F(θ, ·, x) veri es some smoothness constraints. Let b and b be two positive numbers; such that:
where, for any positive integer l, F (l) (θ, z, x) denotes its lth derivative (i.e.
Let us note that (H3) is used for the proof of the almost complete convergence of ζ θ (γ, x) whereas (H4) and (H5) are needed to establish the rate of convergence.
Asymptotic study
This part of paper is devoted to the theoretical analysis. We begin by giving the almost complete convergence (a.co.) of the estimated conditional quantile ζ θ (γ, x). After that, we will focus on the rate of convergence. Concerning notation, C and C will denote generic constants. Moreover, from now on, h H (resp. h K ) is a sequence which tends to with n.
. Pointwise almost complete convergence
Let us begin with the statement of an almost complete convergence property ¹. To this end, we need some assumptions concerning the kernel estimator F(θ, ·, x) :
where, for all l ∈ N * , H (l) (t) = 
. . , n are strongly mixing with arithmetic coe cient of order a > , and ∃β > such that
1 Recall that a sequence (Sn) n∈N of random variables is said to converge almost completely to some variable S, if for any ϵ > , we have n P(|Sn − S| > ϵ) < ∞. This mode of convergence implies both almost sure and in probability convergence (see for instance
Bosq and Lecoutre, [11] ).
(ii) s
Remark 3.1.
• (H7) ensures the existence of ζ θ (γ, x), while (H6) ensures its uniqueness.
• (H0)-(H5) and (H8) are standard assumptions for the distribution conditional estimation in single functional index model, which have been adopted by Bouchentouf et al. [9] for i.i.d case.
• (H9) is a technical condition for our results.
• (H10) is similar to analysis in Ferraty and Vieu [27] , and it shows the in uence of covariance structure on the convergence rate. s n,l and s n,k will be de ned below.
First observe that (2.6) can be rewritten as:
Proposition 3.1. Under conditions (H0)-(H4), (H7)-(H9), and assume that (H6)-(i) and (H10)-(i) are satis ed, then we have
where s n = max{s n, ; s n, }
Proof. Consider now, for i = , . . . , n, in what follows, we denote:
and
The proof is based on the following decomposition, valid for any t ∈ S R :
Finally, the proof of this proposition is a direct consequence of the following intermediate results.
Lemma 3.1. Assume that either (H6)-(i) is satis ed together with under conditions (H7)-(H8) and if
we have
log log n n , for l ≥
The following lemma shows the asymptotic bias term of F N (θ, t, x) and F D (θ, x) as n tends to in nity.
Lemma 3.2. Under hypotheses (H0), (H4) and (H6)-(i), we have as n
The following result deals with the variance term of the right-hand side of (3.3) which is expressed by: sup
the same arguments will be used with a slight di erence.
Lemma 3.3. Under the assumptions of Proposition 3.1 and if
log log n n
We conclude the proof of Proposition 3.1 by making use of (3.3), in conjunction with lemmas 3.1, 3.2 and 3.3.
The proof of these results will be collected in Section 5. 
Proof of Theorem 3.1. The proof is based on the pointwise convergence of F(θ, ·, x).
First of all, note that because of (H6)-(i) and (H7), F(θ, ·, x) is a continuous and strictly increasing function. So we have:
This leads us to write
since (2.1) and (2.9) and is implying that
Moreover, we have
The consistency of ζ θ (γ, x) follows then immediately from Proposition 3.1 and the following inequality
. Pointwise almost complete rate of convergence
In this section we study the rate of convergence of our conditional quantile estimator ζ θ (γ, x). Because this kind of result is stronger than the previous one, we have to introduce some additional assumptions. As is standard in conditional quantiles estimation, the rate of convergence can be linked with the atness of condcdf F(θ, ·, x) around the conditional quantile ζ θ (γ, x). This is one reason why we introduced hypotheses (H4) and (H5). But a complementary way to take this local shape constraint into account is to suppose that:
Because we focus on the local behavior of F(θ, ·, x) around ζ θ (γ, x) via its derivatives, that leads us to consider the successive derivatives of F(θ, ·, x) and subsequently some assumptions on the successive derivatives of the cumulative kernel H:
Proposition 3.2. Suppose that the hypotheses (H0)-(H2), (H4)-(H9) are satis ed and if
Then we have
s n log n n .
Theorem 3.2. Put s n = max{s n, ; s n, }, and assume that either (H10)-(i) is satis ed together with hypotheses (H0)-(H9) and (H11)-(H12), we have
where
Proof of Theorem 3.2. The proof is based on the Taylor expansion of F(θ, ·, x) at ζ θ (γ, x) and on the use of (H11):
where, for all t ∈ R,
, and where min( x) ). Suppose now that we have the following result.
Because of Theorem 3.1, Proposition 3.2 and (H11), we have:
then we derive
Now, comparing the convergence rates given in Proposition 3.1 and 3.2, we get
Thus, rst part of Lemma 3.3 with lemmas 3.4 and 3.5 allow us to get the stated result.
Lemma 3.4. Under the hypotheses (H0) and (H5)-(H8) we have
sup t∈S R |F (l) (θ, t, x) − E( F (l) N (θ, t, x)| = O h b K + h b H ,
Lemma 3.5. Under the assumptions of Proposition 3.2, we have
sup t∈S R | F (l) N (θ, t, x) − E( F (l) N (θ, t, x)| = Oa.co.   s n, log n n   ,
Uniform almost complete convergence and rate of convergence
In this section we derive the uniform version of Theorems 3.1 and 3.2. The study of the uniform consistency is a crucial tool for studying the asymptotic properties of all estimates of the functional index if it is unknown. In the multivariate case, the uniform consistency is a standard extension of the pointwise one, nevertheless, in the studied case, it requires some additional tools and topological conditions (see Ferraty et al. [19] ). Consequently, coupled with the conditions introduced previously, we need the following results. Firstly, consider
with x k (resp. θq) ∈ H and rn , d
are sequences of positive real numbers which tend to in nity as n goes to in nity and suppose that d
are the minimal numbers of open balls with radius rn in H, which are required to cover S H and Θ H .
. Conditional quantile distribution estimation
In this subsection we will investigate the uniform almost complete convergence of our estimator (2.3), to this end, we need to state the following assumptions (A1) There exists a di erentiable function ϕ(·) such that ∀x ∈ S H and ∀θ ∈ Θ H ,
(A2) The kernel K satis es (H3) and the Lipschitz condition holds 
And let
, 
either (H10)-(ii) is satis ed together with under hypotheses (H0)-(H3) and (H6)-(H9), (A1)-(A4), we have
Proof of Theorem 4.1. The proof of the theorem can be completed by using the following results. 
Lemma 4.1. Under the conditions (H0)-(H3) and (H6)-(H9), we have
sup θ∈Θ H sup x∈S H sup t∈S R F(θ, t, x) − E F N (θ, t, x) = O h b K + O h b H . (4.3)1. sup θ∈Θ F sup x∈S F F D (θ, x) − E F D (θ, x) = Oa.co.   max{s n, ; s n, ; s n, } log d S F n d Θ F n n   , 2. sup θ∈Θ H sup x∈S H sup t∈S R F N (θ, t, x) − E F N (θ, t, x) = Oa.co.   max{s n, ; s n, ; s n, } log d S F n d Θ F n n   + Oa.co.   log d S F n d Θ F n nϕ(h K )   .
Theorem 4.2. Under hypotheses (H0)-(H3), (H6)-(H10), (A1)-(A2) and (A5)-(A6), we have
where s n = max{s n, ; s n, ; s n, ; s n, }
Proof. Obviously, the proof of these results, can be deduced from the decomposition (7.2) and the following intermediate results which are only uniform version of Proposition 3.2. 
Lemma 4.3. Under the conditions (H0)-(H3) and (H6)-(H9), we have
Lemma 4.5. Under the assumptions of Theorem 4.1, we have: 
where s * n = max{s n, ; s n, ; s n, }
Simulation study
To study the behavior of our conditional quantiles estimator, in this section we consider two examples of simulation. First, we compare our model CESIM (functional single index model with censored data in mixing case) with that of NPFDA (non-parametric functional data analysis) and in the latter, knowing the distribution of the regression model (the distribution is known and usual), we look to the behavior of our estimator of the conditional distribution function with respect to this distribution.
Example 5.1. Let us consider the following regression model where the covariate is a curve and the response is a scalar:
where ϵ i is the error supposed to be generated by an autoregressive model de ned by
with (η i ) i a sequence of i.i.d. random variables normally distributed with a variance equal to . .
The functional covariate X is supposed to be a di usion process de ned on [ , π/ ] and generated by the following equation:
where W is an α-mixing process generated by W i = W i− +ϵ, i = , . . . , and ϵ i are i.i.d N ( , ) (standard normal distribution) independently from W i (the standard normal W is independently generated). We carried out the simulation with a 100-sample of the curve X which is represented by the following graph above. Here is a nonlinear regression function is considered such that
On the other hand, n i.i.d. random variables (C i ) i are simulated through the exponential distribution E ( . ) .
Given X = x, T N (R (x) , . ), and thus, the conditional median, the conditional mode and the conditional mean functions will coincide and will be equal to R (x), for any xed x. The computation of our estimator is based on the observed data (X i , Y i , δ i ) i= ,...,n where Y i = min (T i , C i ); δ i = I {T i ≤C i } and the single index θ which is unknown and has to be estimated.
In practice this parameter can be selected by cross-validation (see Aït Saidi et al. (2008)).
In this passage it may be that one can select the real-valued function θ (t) among the eigenfunctions of the covariance operator E (X − EX ) < X , · > H where X (t) is a di usion processes de ned on a real interval [a, b] and X (t) its rst derivative (see Attaoui & Ling (2016) ). So for a chosen training sample L, by applying the principal component analysis (PCA) method, the computation of the eigenvectors of the covariance operator estimated by its empirical covariance operator: |L| i∈L (X i − EX ) t (X i − EX ), will be the one best approximation of our functional parameter θ. Now, let us denote θ * the rst eigenfunction corresponding to the rst higher eigenvalue, which will replace θ during the simulation step.
In practice, some tuning parameters have to be xed: the kernel K(·) is chosen to be the quadratic function (Figure 1) , we choose the distance in H as:
In the following graphs, the covariance operator for L = { , ..., } gives the discretization of the eigenfunctions θ i (t) (presented by continuous curves). First, we show two eigenfunctions θ , θ (Figure 2 ), next we show twenty eigenfunctions θ , ..., θ (Figure 3 ). Finally, in Figure 4 , we give all the 215 eigenfunctions θ i (t).
Now to simplify the implementation of our methodology, we take the bandwidths h H ∼ h K = h, where h will be chosen by the cross-validation method on the k-nearest neighbors (see Ferraty and Vieu, 2006, p. 102) and we denote by θ * the rst eigenfunction corresponding to the rst higher eigenvalue of the empirical covariance operator:
In this simulation, we divide our sample of size into two parts. The rst one from to will be used to make the simulation and the second from to will serve us for the prediction. We follow the following steps:
Step . Simulate the response variables Y i .
Step . For each j in the test sample J = , . . . , ,we compute:Ŷ j =t α,θ * X j andŶ j =t α,θ * X j , where
Finally, we present the results by plotting the predicted values against the true values and compute the sum of squared residuals (SSR):
We see that the sum of squared residuals (SSR) of our method (Censored-Single-Index-Mixing-Method) is less than the one of the Non-Parametric-Functional-Data-Analysis (NPFDA). This is con rmed by the following graphs, when we compare the conditional quantile by censored single index mixing methods (CFSIM) against the conditional quantile by nonparametric functional data analysis (NPFDA) ( Figure 5 and Figure 6 ). Our estimator is consequently acceptable. To make a decision, we choose another example (5.2) in which the distribution of the model is known and standard. 
where (ϵ i ) i are i.i.d and ϵ i N ( , ). We keep the values of θ * and (X i ) i= ,..., of the previous example (θ is replaced by θ * ).
According to this model, it is clear that, when X = x, Y N( |< θ, x >| , ). After the calculation of the errors, we nd for our method an error SSR = .
, the NPFDA method
gives an error SSR = .
, while the real error (knowing that Y N |< θ, x >| , ) is equal to SSR = .
− . This con rms once again that our estimator is much better than that of the NPFDA case. So, in the context of censored data, our estimator is much preferable. 
Fn(t, x)
Consider the curves generated in the following way:
where W i = W i− + ϵ and ϵ and standard normal distribution (ϵ ∼ N( , )) and (W ∼ N( , )). We carry out the simulation with a 200 sample of the curves X(t) (see Figure 7 ). The scalar response is de ned as
). We also simulate n i.i.d rv C i , i = , . . . , n with the exponential distribution E( , ).
Noting that the computation of these estimators are based on the observed data (X i , Y i , δ i ) i= ,...,n , where
On the other hand, taking into account the smoothness of the curves X i (t), we choose the semi-metric in H:
Then, we choose the quadratic kernel de ned by :
and the distribution function H(.)
The bandwidths h H ∼ h K =: h are automatically selected by cross-validation method based on the Knearest neighbours ( [27] ).
In the second part of the simulation studies, we simulate the single functional index model as follows. First, we choose the functional parameter θ. For a training sample L = { , . . . , } , the best approximation of θ is to estimate the eigenfunctions of the covariance operator [6] . Figure 8 show the discretization of all the eigenfunctions θ i (t).
Taking θ * the rst eigenfunction corresponding to the rst higher eigenvalue, and compute the inner product < θ * , X >, . . . , < θ * , X >. Then simulate the response variables Y i = r(< θ * , X i >) + ϵ, where r(< θ * , X i >) = exp( (< θ * , X i > − . )) and generate independently the variables ε , . . . , ε . In our simulation, sample sizes are n=200, which are subdivided into two parts, one is a learning sample of 150 observations and the other 50 observations are a test sample.
Then using the learning sample to compute the estimator of Y i = ζ θ * (γ, x) and Y ni = ζ (γ, x) for j={151,. . . ,200}. Figure 9 shows the results by plotting the true values versus the predicted values for the MSE in complete data for both estimators.
Finally, to show how the di erent censored rates (CRs) a ect the prediction results, we present some CRs and their corresponding MSE, which are de ned as :
For each explicit value of CRs and n, we carried out 100 independent replications of the experiment, and then computed the average of the mean squared error. These quantities are presented in Table ( Example 5.4. This example aims to illustrate our study of forecasting via the conditional quantile. More precisely, we will compare our model CFSIM (2.6) (censored functional single index model) with CNPFDA (5.4) (censored nonparametric functional data analysis) in censored data.
We consider a di usion process on the interval [ , ]: 
are independent from a i and b i , which is generated by standard normal distribution (b ∼ N( , )). We carry out the simulation with 200 samples of the curves X(t); see Figure 10 .
The scalar response is de ned as
). We also simulate n i.i.d rv C i , i = , .., n with the exponential distribution E( , ).
Noting that the computation of these estimators are based on the observed data (
On the other hand, taking into account of the smoothness of the curves X i (t),
we choose the semi-metric in H:
Then, we choose the quadratic kernels de ned by :
and the distribution function H(.) The bandwidths h H ∼ h K =: h are automatically selected by cross-validation method on the K-nearest neighbours ( [27] ).
In the second part of the simulation study, we simulate the single functional index model as follows. First, we choose the functional parameter θ. So for a training sample L = { , . . . , }, the best approximation of θ is to estimate the eigenfunctions of the covariance operator [6] . Figure 11 shows the discretization of all the eingenfunctions θ i (t) respectively. Taking θ * as the rst eigenfunction corresponding to the rst higher eigenvalue, and computing the inner product < θ * , X >, . . . , < θ * , X >, we then simulate the response variables Y i . In our simulation, sample sizes are n=200, subdivided into two parts, one a learning sample of 150 observations and the other 50 observations are a test sample.
Then using the learning sample to compute the estimator of
Finally we show the results by plotting the true values versus the predicted values for the MSE under censored data for both estimators with di erent censored rate (CR) 2.6 and 5.2 which are de ned as :
respectively.
Remarks on the single index
It is well known that one of the main advantages of the single index model is its ability to deal with the problem of high dimensional data. A straightforward example is the optimal convergence rate of type O(n − k/( k+p) ) for the estimation of a k-times di erentiable regression function, this rate goes to zero dramatically slowly if k is small compared to the dimension p of the explanatory variable (X ∈ R p ). In this regard, Gaï as and Lecué [28] showed that the optimal rate of convergence of regression function in the single index model, is of order
), thereby answering a conjecture of Stone [44] . The same idea was adopted in the abstract metric spaces by the choice of the semi-metric increasing the probability measure concentration of the explanatory variable in small balls (see Ferraty and Vieu [27] ), Section 13.2). Among this family of semi-metrics, one can consider the semi-metric induced by the functional single index estimate.
In the classical nonparametric multivariate regression context the rst problem appearing is the so-called curse of dimensionality caused by the sparsity of data in high dimensional spaces.
One possibility to circumvent this problem is to impose additional assumptions on the regression function, in order to reduce the e ect of the dimensionality of the regressor variables.
. About the Functional Single Index Estimate
Besides using the pseudo-maximum likelihood method proposed by Attaouti et al. (2011) to estimate θ, the cross-validation method presented by Aït-Saïdi et al. [2] ) for the estimation of θ in the single functional index regression model would be the rst natural candidate method for choosing θ in this case.
The second potential approach to estimate θ may be the wild bootstrap method, which was shown by Ferraty et al. [19] to estimate the functional nonparametric regression operator. Thus, the theoretical justi cation and practice have been established.
Among the interesting aspects of our study is to show how the conditional density estimate can be used to derive an estimate of the functional single index if the latter is unknown. The leave-out-one-curve crossvalidation procedure was adapted by Aït Saidi et al. [2] to estimate the single index. Recently, Hall and Müller [35] proposed a method for estimating functional derivatives and Ferraty et al. [20] adopted this technique to estimate the parameter θ. Alternatively, this parameter can be estimated via the pseudo-maximum likelihood method which is based on the preliminary estimation of the conditional density of Y given X by where
Note that, this method has been studied by Delecroix et al. [16] in the real case where they showed that this technique has minimal variance among all estimators. The asymptotic optimality of this procedure in functional statistic, is an important prospect of the present work.
As an application, this approach can be used for answering the semi-metric choice question. Indeed, it is well known that, in nonparametric functional statistic, the projection-type semi-metric is very important for increasing the concentration property. The functional index model is a particular case of this family of semimetric, because it is based on the projection on one functional direction. So, the estimation procedures of this direction permit us to compute adaptive semi-metrics in the general context of nonparametric functional data analysis. Finally, the theoretical justi cation and practice should be established.
. Concluding Remarks
Single-index models and varying coe cient models are powerful tools for dimension reduction and semiparametric modeling because they can e ectively avoid the "curse of dimensionality". Both models largely relax some restrictive assumptions on linear and nonparametric models. Specially, the single-index model is usually treated as the rst step of the famous projection pursuit regression. The single-index model has also been extensively used in the projection pursuit regression.
For example, rstly the motivation of this model also comes from an analysis of environmental data, consisting of daily measurement of pollutants and other environment factors. Of interest is to examine the association between the levels of pollutants, two environment factors (temperature and relative humidity) and the total number of daily hospital admissions for respiratory problems.
Secondly, single-index models cannot re ect the additivity of covariates, while the performance of varying coe cient models can be poor if the varying coe cient contains moderate or high dimensional covariates.
In standard multivariate regression, the single-index model is a good compromise between nonparametric and parametric regression models when one wishes to regress a response variable on several real-valued explanatory ones. It assumes the existence of a latent one-dimensional explanatory variable which allows us to explain the response through a nonparametric regression model.
In addition, the latent explanatory variable is supposed to be a linear combination of the explanatory variables. The vector of the linear combination is called a "single index". Such models are useful tools for interpreting some situations. This is particularly the case in econometrics where single-index models and various extensions have been intensively studied.
Single-index models, or projection pursuit regression, have proven to be an e cient way of coping with the high dimensional problem in nonparametric regressions. The idea is restricting the general multivariate regression function to a special form.
For the functional single-index models, the literature is closely limited, and only a few theoretical results have been obtained until now.
For the past two decades, the single-index model, a special case of projection pursuit regression, has proven to be an e cient way of coping with the high dimensional problem in nonparametric regression. Here we deal with single index modeling when the explanatory variable is functional. More precisely, we consider the problem of estimating the conditional density of a real variable Y given a functional variable X when the explanation of Y given X is done through its projection on one functional direction.
The single-index approach is widely applied in econometrics as a reasonable compromise between nonparametric and parametric models. Such kind of modeling is intensively studied in the multivariate case.
In practice, this study has great importance, because it permits us to construct a prediction method based on the conditional mode estimator. Moreover, in the case where the functional single index is unknown, our estimate can be used to estimate this parameter via the pseudo-maximum likelihood estimation method. Noting that the estimation of the functional single-index has great interest on the semi-metric choice in nonparametric functional data analysis but it has been not considered in this paper.
Proofs of technical lemmas
In order to highlight the main contribution of our paper (i.e. α-mixing and functional variables) some details are voluntarily omitted.
Proof of Lemma
In conjunction with the SLLN and the LIL on the censoring law (see Deheuvels and Einmahl (2000)),
hypotheses (H2), (H7) and log log n n
Proof of Lemma 3.2. The asymptotic behavior of the bias term is standard, in the sense that it is not a ected by the dependence structure of the data. We have
integrating by parts and using the fact that H is a cdf and the use a double conditioning with respect to T , we can easily get
we can write, because of (H3) and (H6)-(i):
Combining this last result with (7.1) allows us to achieve the proof. 
Thus, we have the following decomposition:
On the one hand, as the rst and the third terms can be treated in the same manner, we deal only with rst term. Making use of (H6)-(i) we get
Using ln = n −ς− / we obtain
log n log n n / and note that, because of (H6)-(i), we have
Thus, for n large enough, we have
Following similar arguments, we can write B ≤ B .
Concerning B , let us consider ε = ϵ s n, log n n . Since for all ϵ > , we have that
The application of Fuk-Nagaev's inequality (see Proposition A.11-ii of Ferraty and Vieu [27] ) with r = (log n) and q = a + , we get that Proof of Lemma 3.4 . Using the same arguments in the proof of Lemma 3.2, replacing F(θ, t, x) (resp. F(θ, t, x)) with F (l) (θ, t, x) (resp. F has zero mean and satis es Ξ i (θ, t, x) ≤ Ch −l H ϕ − θ,x (h K ). Now, we show that because H (l) is bounded. Indeed, it can be found that F • Concerning Ψ and Ψ ; by conditions (H6)-(ii) and (A6), boundness of K, we obtain Similar to the deduce of (7.9), it yields Ψ = Oa.co. Then the proof of Lemma 4.5 can be completed.
