Existence and uniqueness are proved for a class of Hamiltonian nonlinear differential equations of second order with a Caputo fractional derivative of order ]0,2͓. For noninteger the rate of convergence of solutions to a critical point is algebraic. For 0Ͻр1 a non-negative dissipation function is constructed. For ϭ2 the equation is Hamiltonian. The solution is an analytic function of for 0 ϽϽ1 and for 1ϽϽ2. Numerical studies of nonlinear pendulum and the Duffing equation with a fractional derivative term replacing the usual damping show striking differences between ordinary differential and fractional differential equations.
I. INTRODUCTION
Fractional time derivatives have been considered in connection with anomalous diffusion, [1] [2] [3] [4] [5] [6] [7] nonexponential relaxation ͑cf. references in Refs. 8 and 9͒, viscoelasticity and poroelasticity [10] [11] [12] [13] [14] 9, 15 as well as damping in finite-dimensional mechanical systems. [16] [17] [18] A very interesting application of ordinary fractional differential equations in mechanics is Basset's problem. 8 The purpose of this paper is a study of the effects of fractional derivative terms in nonlinear Hamiltonian systems. Papers on nonlinear fractional differential equations are scarce. A numerical study of chaos in a nonlinear equation of order 2Ͻр3 in Ref. 19 demonstrates changes of the attractor structure for varying . A very particular nonlinear problem involving fractional derivatives is considered in Ref. 20 .
A distinctive feature of fractional differential equations as opposed to ordinary differential equations is an algebraic rate of convergence of trajectories to critical points. This property entails a nodelike behavior of critical points where a corresponding ordinary differential system would have stable focus.
We consider fractional differential equations of the form
where D denotes the fractional derivative in the sense of Caputo ͑Sec. II͒ of order , with 0 Ͻр2. For Cϭ0 Eq. ͑1͒ is Hamiltonian with the Hamiltonian function H͑u,v ͒ϭ where V(u) is a primitive function of F(u). In particular the following cases will be studied numerically:
͑ Duffing oscillator 21, 22 ͒, ͑3͒
͑ Duffing twin well͒, ͑4͒
V͑u ͒ϭK͑ 1Ϫcos u ͒ ͑ nonlinear pendulum͒ ͑5͒
with K,AϾ0. Equation ͑3͒ can be viewed as an approximation of ͑5͒.
The following initial-value problem ͑IVP͒ for Eq. ͑1͒ will be considered here:
For 0Ͻр2 the IVP ͑1͒, ͑6͒ has a C 2 solution u defined on an interval ͓0,T͔ with TϾ0. The assumption that the fractional derivative is defined in the Caputo sense is essential. The solution is not C 2 smooth if the Caputo fractional derivative is replaced by the Riemann-Liouville fractional derivative.
For 0Ͻр1 the second term in Eq. ͑1͒ results in dissipation in a weak sense defined in Sec. IV. Numerical tests show that for 1ϽϽ2 the solutions exhibit a weakly dissipative behavior for some initial data and escape to infinity in the remaining cases. The temporal evolution of the energy E(t)ϭH(u(t),v(t)) is a superposition of a monotone decay to the minimal value and an oscillation. Local maxima of E(t) correspond to the zeros of Du(t) and, in some cases, of D u. In order to examine dissipativity of Eq. ͑1͒ we define a function D͑t ͒ªCDu͑ t ͒D u͑t ͒. ͑7͒
Equation ͑1͒ implies the identity
The function D(t) can be identified as the energy dissipation rate provided every solution of the IVP ͑1͒, ͑6͒ satisfies a weak dissipation condition
Note that the total accumulated dissipation is non-negative but the dissipation D(t) can change sign.
For some values of and some initial conditions the dissipation condition ͑9͒ is not satisfied. In particular, in the limit →2Ϫ the function D becomes an additional kinetic energy rate
In the limit →2Ϫ the differential operator in Eq. ͑1͒ tends to (1ϩC)D 2 and Eq. ͑1͒ is Hamiltonian with a new Hamiltonian function
In this case Eq. ͑1͒ has one-parameter families of periodic solutions and the function D(t) oscillates periodically changing sign. In the limit →1ϩ the function D(t) depends explicitly on the initial velocity:
where v 0 ϭDu(0ϩ). The first term of ͑12͒ is the ordinary dissipation rate, while the second term can be taken into account by redefining the Hamiltonian
so that Eq. ͑1͒ reduces to Duϭv, DvϭϪ‫ץ‬H 1 /‫ץ‬uϪCv. An appropriate definition of the fractional derivative is also required for dissipativity. The Riemann-Liouville fractional derivative D RL ͑Sec. II͒ has the property D RL 1 0, which would entail that dissipation does not vanish for a system in equilibrium. Furthermore, it will be shown that for 0Ͻр1 and Cу0 the dissipation condition is satisfied provided the fractional derivative is understood in the sense of Caputo, but it is not satisfied for the Riemann-Liouville fractional derivatives.
For noninteger the solution of the IVP ͑1͒, ͑6͒ tends to the equilibrium at an algebraic rate ͑for ϭ1 the convergence is exponential͒. This entails that for large t the velocity decreases much faster than u and in the phase space the trajectory approaches the equilibrium horizontally ͑Sec. VII and Appendix A͒.
In Sec. V we show that the solution u () of the problem ͑1͒, ͑6͒ is an analytic function of in ͔0, 1͓ and ͔1, 2͓ with values in the Banach space C(͓0,T͔).
The Caputo and Riemann-Liouville fractional derivatives involve time convolutions over an interval ͓0,t͔. Since it would be difficult to give a physical justification of a memory extending to a fixed time in the past it is implicitly assumed that the system was at rest uϭ0 for tϽ0.
II. BASIC FACTS FROM FRACTIONAL CALCULUS
For our purposes fractional integrals are defined by a generalization of the Cauchy formula for a repeated indefinite integral
where If is a primitive function of f:
and I n denotes the nth power of I. For an arbitrary real number Ͼ0 and a sufficiently regular function f on R,
For arbitrary complex numbers , Eq. ͑16͒ can be expressed in terms of the distribution
in the form
where f ϩ (t)ª(t) f (t) and (t) is the Heaviside step function. The convolution ͑denoted by the asterisk͒ is understood in the distributions sense. For real ϾϪ1 the distribution t ϩ is defined by the formula
For other values of the distribution t ϩ is defined either by analytic continuation or by regularization of divergent integrals. 23 The distribution is an entire function of the exponent . The distributions satisfy the identities D ϭ ϩ1 and
For an arbitrary Ͼ0 the Riemann-Liouville fractional derivative 24, 25 of order is defined by
where l is the smallest integer greater or equal than . The Caputo derivative 26, 27 is defined by the
with the same restriction on l. For Ͻ0 we shall set D ªI Ϫ . Substituting the definition ͑18͒ in ͑21͒ it is readily seen that
It is obvious that the Riemann-Liouville fractional derivative is an entire function of its exponent. For the Caputo derivative integration by parts yields a more complicated expression:
where the integer l has the same meaning as before. The regularization, implicit in the definition of , eliminates potentially divergent contributions from the integration limit at ϭt. From Eq. ͑24͒ it is clear that the Caputo derivative is a left continuous function of its order with discontinuities at integer values of .
The Laplace transform of a Caputo fractional derivative 4 is a straightforward generalization of the Laplace transform of an integer-order derivative:
An analogous formula for the Riemann-Liouville fractional derivative involves initial values of fractional derivatives of f at tϭ0. This indicates that Caputo fractional derivatives are more appropriate for formulating initial-value problems. Equation ͑25͒ follows from the identity
From Eq. ͑26͒ it is clear that s ␥ у0 for real sу0. Since Ϫ␥Ϫ1 (t)ϵ0 for tϽ0, the function s ␥ is defined on the Riemann sheet ϪϽarg sϽ with a cut along the negative real axis.
III. EXISTENCE, UNIQUENESS, AND CONTINUOUS DEPENDENCE ON DATA
Uniqueness, existence, and continuous dependence on data for the initial-value problem ͑1͒, ͑6͒ will be proved by reduction to a functional-differential system of equations in the sense of Hale and Verduyn Lunel:
where f is a continuous function defined on an open subset of RϫC, C denotes the space of continuous functions on a fixed interval ͓0,R͔ with the sup norm,
denotes the history of U at time, t, and Uϭ͓u,v͔ T . In our case the functional f (t,U t ) does not depend on the values of the function U(t) prior to tϭ0. Consequently, the function U(t) can be replaced by the continuous function
U͑t ͒ for tу0 We shall assume that the function F(u) is uniformly Lipschitz continuous on compact subsets of R.
The cases 0Ͻр1 and 1ϽϽ2 will be considered separately. For 0Ͻр1 the initial-value problem ͑1͒, ͑6͒ can be reduced to the initial-value problem for the functional-differential equation
Duϭv, ͑30͒
DvϭϪC Ϫ* vϪF͑ u ͒, with the initial data u(0)ϭu 0 , v(0)ϭv 0 . Continuity of the right-hand side of ͑30͒ with respect to the history v t in the sup norm follows from the fact that Ϫ1 ϭ␦ and Ϫ L 1 (͓0,T͔) if Ͻ1. This is sufficient to guarantee existence of solutions ͑Ref. 29, Chapter 2͒. Since F(u(t)) is a Lipschitz-continuous function of u:͓0,T͔→R the solutions of the IVP for Eq. ͑30͒ are unique. The Banach closed graph theorem 30 implies continuous dependence on data. We are ready to prove the existence theorem for 0Ͻр1: Let t͓0,T͔. For any two solutions U (1) (t),U (2) (t) of the same IVP ͑1͒, ͑6͒ we have
where M denotes the Lipschitz constant of f on a bounded subset of R ϩ ϫC containing
with ␥ϭMTЈϽ1, which is a contradiction unless U (1) (t)ϭU (2) (t) for 0рtрTЈ. Repeating the same argument successively for the intervals ͓(nϪ1)TЈ,nTЈ͔, uniqueness is proved for the segment ͓0,T͔.
Since u,vC, the solution uC 1 . Since L 1 , the function Ϫ* v is continuous. Equation ͑30͒ implies that uC 2 . Continuous dependence on initial data follows from existence and uniqueness by the Banach closed graph theorem. 30 We now turn to the uniqueness theorem for 1ϽϽ2.
Theorem 2: Let 1ϽϽ2 and suppose that the function F(x) is uniformly Lipschitz continuous on finite segments of R.
The problem (1) , (6) 
The function h is completely monotone.
The superscript in parentheses indicates the order of the derivative.
Proof of Lemma 3:
The function g(x)ª1/(1ϩx) is completely monotone, while s ⑀ is nonnegative and its first derivative is completely monotone provided 0Ͻ⑀Ͻ1. By Bernstein's theorem 32, 33 this proves that the function K(t) is integrable and non-negative. Causality follows from the fact that H(s) is holomorphic in the right-half of the complex s-plane.
This finishes the proof.
Proof of Lemma 4:
To begin with we note that hу0, hЈϵgЈqЈр0.
Proceeding by recursion, we assume that
where N n,l ,m n,l,r are some positive integers and all the terms in the sum on the right-hand side are non-negative. The (nϩ1)st derivative is then
On account of the assumptions about h (n) and the hypothesis of the lemma (Ϫ1) nϩ1 h (nϩ1) у0. Lemma 5: Let 0Ͻ⑀Ͻ1, ⑀ϭ2Ϫ and
The operator ⍀ defined by the equation
satisfies the identity
where h is an arbitrary twice-differentiable function on ͓0,T͔.
Proof: Extend h to a Laplace transformable function on R ϩ . The Laplace transform of L is C/(Cϩs ⑀ ). The Laplace transform of the left-hand side of Eq. ͑39͒ is
͓use Eq. ͑25͔͒. The result applies to an arbitrary continuous function h defined on an interval ͓0,T͔. , respectively. Proof of Theorem 2: Let uC(͓0,T͔) be a solution of Eq. ͑1͒ with the initial data ͑6͒. Applying the operator ⍀ to Eq. ͑1͒ we conclude that u satisfies the equation
Remark 1: By Lemma 3 and Karamata's Tauberian theorem
32 ͐ 0 t K()dϳt ⑀ /⌫(⑀ϩ1) for t
→0, which indicates that K(t) is unbounded for t→0ϩ. K(t) can be expressed in terms of the Mittag-Leffler function E
which can be reduced to a first-order system by introducing the variable vϭDu.
Since LL 1 and F(x) is uniformly Lipschitz continuous on finite intervals of the real line, we have for arbitrary u 1 ,u 2 C(͓0,T͔) mapping ͓0,T͔ to a finite interval I:
͑42͒
where ʈ•ʈ denotes the sup norm on ͓0,T͔ and C 1 is the Lipschitz constant for F on I. 
The Laplace transform of L is C/(Cϩs ⑀ ), which shows that expression ͑44͒ is C/s, the Laplace transform of the right-hand side of Eq. ͑43͒.
Lemma 8: For every function f such that f (t)ϭ0 for tϽ0 and f ͉R ϩ C ϱ the following identity is satisfied:
Proof of the lemma: We have 
IV. DISSIPATION
For ϭ1 the function D is non-negative provided Cу0.
In the case 0ϽϽ1 a weaker result will be obtained. 
with an equality if Du()ϭ0 for almost all ͓0,t͔. 
where 
ªCDu(t)D RL (t). The first term on the right-hand side is non-negative. For →1Ϫ the accumulated dissipation tends to
C ͫ ͵ 0 t Du͑ ͒ 2 dϩu͑0ϩ ͒Du͑ 0ϩ ͒͑ t ͒ ͬ .
(t)ϭ͓u(t),Du(t)͔
T , t͓0,T͓, where u(t) is the solution of ͑1͒, ͑6͒, is contained in ⍀ and the function U(t),t͓0,T͓ is bounded in the sup norm. Consider t, tϩ⌬͓0,T͓ for some TϾ0 and let M be the L 1 norm of Ϫ restricted to ͓0,T͔. The function U is uniformly continuous on ͓0,T͔ since
and by the Ascoli-Arzelà theorem the trajectory ͕U(t)͉0рtϽT͖ is contained in a compact set of 
V. ANALYTIC DEPENDENCE ON
In this section we shall assume that the function F is analytic. The operator on the left-hand side of Eq. ͑1͒ is an analytic function of in ͔0, 1͓ and in ͔1, 2͓. We shall show that the solution u is defined over ͓0,T͔. The problem defines a mapping from U into VªC(͓0,T͔)ϫC(͓0,T͔). In order to prove that this mapping is analytic we shall apply the implicit function theorem for holomorphic functions. 34 The IVP ͑1͒, ͑6͒ can be formulated in the operator form
G͑U, ͒ϭ0, ͑50͒
where the mapping G:VϫU→V is defined by
with f 1 (t,U)ϭU 2 (t) and
where U 0 ϭ͓u 0 ,v 0 ͔ T , the subscripts ''1'', ''2'' denote the components of U,f, and the function L(t) is defined by Eq. ͑37͒. The Fréchet derivative of G with respect to the first argument is
where ␦ f denotes the Fréchet derivative of f (s,U s ) with respect to the history:
The operator G is an analytic function of both arguments. By the implicit function theorem, 35 u () C is an analytic function of U. A series expansion of the solution in powers of (Ϫ 0 ) can be formally constructed by a series expansion of the fractional differential operator. Series expansions of D u can be obtained by applying the series expansions of ,ϭϪϪ1, ϭkϪ ͑Ref. 23͒ to Eq. ͑24͒.
VI. A NEGATIVE RESULT FOR RIEMANN-LIOUVILLE DERIVATIVES
Solutions of Eq. ͑1͒ with the fractional derivative in the sense of Riemann-Liouville
are not C 2 smooth and their second-order derivatives are unbounded at t→0. Existence and uniqueness for Eq. ͑58͒ can be proved rather easily by reducing it to the functional differential equations of neutral type:
with a stable operator ⌬,
In order to show that the solution of Eq. ͑1͒ is not C 2 smooth, we shall need a lemma.
Lemma 11: Let , Ͼ0, f (t)ϭt g(t)/⌫(ϩ1) and suppose that g(t) is an analytic function, possibly with a branching point at 0, g(t) 0.
The limit lim t→0ϩ D RL f (t) is finite for ϭ and
Proof: Suppose that g(t)ϭaϩbt ϩ...,Ͼ0, a 0. From Eqs. ͑23͒ and ͑20͒,
which implies the assertion of the lemma. 
Proof: For every integer kϽр we have D k f (0ϩ)ϭ0, hence Eq. ͑61͒ follows from ͑24͒ and ͑21͒.
Equation ͑24͒ implies that D 1ϭ0 and
Hence, applying D to u expressed in the form ͑60͒, it is obvious that D u(0ϩ) is finite.
VII. NUMERICAL EXAMPLES: NONLINEAR PENDULUM AND DUFFING EQUATIONS WITH FRACTIONAL-ORDER DAMPING
For Cϭ0 the Duffing equation ͑1͒ with the potential ͑3͒ ͑nonlinear oscillator͒ or ͑4͒ ͑twin well͒ has a one-parameter family of periodic solutions that can be expressed in terms of Jacobian elliptic functions. 21, 22 The classical Duffing equation has a dissipation term C Du, which corresponds to the limit ϭ1Ϫ in Eq. ͑1͒. In this section the results of a numerical investigation of the solutions of the Duffing equation with fractional values of ]0,2͓ are presented.
The numerical algorithm involves a symplectic integrator for the Hamiltonian part 36 plus a finite-difference approximation of the dissipation term:
and X n () denotes X () evaluated at the nth grid point. For 1ϽϽ2 the identity
has been applied. Numerical evaluation of X () is based on the formula
valid for 0ϽϽ1. The Riemann-Liouville fractional derivative can be approximated by finite differences using its alternative definition as a Grünwald-Letnikow derivative. 25 In fact
where the limit is understood in the L p (͓0,T͔) topology with pу1, TϾ0 and f is assumed to belong to the range of the fractional integral I in L p (͓0,T͔) ͑Ref. 25, Theorems 20.6 and 13.2͒. The symbol ͓x͔ denotes the integer part of x ͑the largest integer nрx).
In particular, a function f belongs to
and g(t) is uniformly Hölder continuous on ͓0,T͔ with a Hölder exponent Ͼ and ϪϽϽ1. These conditions are satisfied for f ϭu,v, where uC(͓0,T͔) is a solution of ͑1͒, ͑6͒ and vϭDu. Indeed, for 0ϽϽ1 Eq. ͑30͒ implies that Du,Dv are uniformly bounded on ͓0,T͔. For 1Ͻ Ͻ2 Eq. ͑40͒ implies that Du,Dv are uniformly bounded on ͓0,T͔. This proves Eq. ͑66͒ for f ϭu,v.
In the numerical tests reported below the values of the parameters are Kϭ1.2, Aϭ1, Cϭ1.
In Fig. 1͑a͒ the phase portrait of the solution of ͑1͒ for the nonlinear pendulum with ϭ0.5 and the initial data u 0 ϭ1, v 0 ϭ0 is shown. The Hamiltonian and the velocity are shown in Fig.  1͑b͒ . An ordinary damped pendulum (ϭ1Ϫ) would spiral down to the equilibrium. The equilibrium would thus be a stable focus. The memory effect for ϭ0.5 leads to a more complex behavior: An initial spiraling goes over into a slow linear decay with one or two small loops. The small loops are unrelated to the Hamiltonian. In particular they do not encircle the equilibrium. Figure 2 shows that the equilibrium has a nodelike appearance. This fact is a consequence of the fact that the ultimate decay rate of the solution for noninteger is algebraic: u(t)ϳAt Ϫ␥ , v(t) ϳϪ␥At Ϫ␥Ϫ1 for t→ϱ ͑Appendix A͒. The Hamiltonian does not decrease monotonely, as would be the case for the ordinary dissipation →1Ϫ. In accordance with Theorem 9 for tϾ0 the Hamiltonian does not exceed its initial value. Additionally, an asymptotic decay to 0 is apparent in Fig. 1͑b͒ . Local maxima of H(t) correspond to the zeros of the velocity.
The corresponding case of ϭ1.5 is shown in Fig. 3͑a͒ . The trajectory initially spirals down to the equilibrium but in the final stage the convergence is monotone and slow ͓Fig. 3͑b͔͒.
The numerical solution for ϭ1.0001 with the initial data u 0 ϭ1, v 0 ϭ0 is shown in Fig. 4 . The extreme cases of ϭ1.999 are illustrated in Fig. 5 for the Duffing oscillator and in Fig. 6 for the Duffing twin well (u 0 ϭ1, v 0 ϭ0). for large times ͑Appendix B͒. For the values of the parameters used in the case under consideration Eq. ͑B4͒ yields the estimate T sw ϳ46 000.
Unbounded solutions can appear for 1ϽϽ2. For the nonlinear pendulum the solutions are unbounded if v 0 0 and 1ϽϽ cr . In this case the pendulum rotates with an oscillating velocity. In Fig. 7 the trajectories for u 0 ϭ0, v 0 ϭ1, and ϭ1.001, 1.2, 1.33, and 1.3325 are shown. The critical value cr of lies between 1.33 and 1.3325. Theoretical investigation of the effect of on the boundedness of the solution for 1ϽϽ2 is beyond the scope of this paper.
VIII. CONCLUSIONS
Hamiltonian ordinary differential equations of the Duffing and damped nonlinear pendulum types have been embedded in a one-parameter family of equations with the damping term replaced by a fractional derivative of order ͔0, 2͔.
The fractional derivative causes energy decay for 0Ͻр1 and for some initial data if 1 ϽϽ2. For initial data with Du(0) 0 and 1ϽϽ cr the solution escapes to infinity. For noninteger the decay rate is algebraic, while for ϭ1 the decay rate is exponential. For ϭ2 the equation is Hamiltonian with a modified mass.
Well-posedness of the nonlinear IVP ͑1͒, ͑6͒ has been proved. which has no solutions. ͓Applying a generalized Rouché's theorem it can be additionally shown that G(s) has exactly one pair of complex-conjugate simple zeros in the left half-plane of P ͑Ref. 16͒.͔ The Bromwich contour for the inverse Laplace transformation coincides with the imaginary axis. We shall deform it to the Hankel contour encircling the cut Im sϭ0, Re sϽ0 ͑Fig. 8͒ adding the contributions of the poles in the left half of the s plane. Substituting s ϭe Ϫi on the lower branch of the Hankel contour and s ϭe i on the upper branch, with ranging from 0 to ϱ, the solution u(t) of ͑A1͒, ͑6͒ assumes the following form:
with ␤ k Ͼ0 and 
APPENDIX B: AN ESTIMATE OF THE TRANSITION TIME BETWEEN EXPONENTIAL AND ALGEBRAIC DECAY FOR Ä2À⑀
Close to the equilibrium point u ϱ the nonlinear term F(u) can be replaced by (uϪu ϱ ), with ϭFЈ(u ϱ ). For simplicity we shall set u ϱ ϭ0. The exponential decay rate ␤ 1 and frequency ␣ 1 of the oscillating term are given by the zero s 0 ϭϪ␤ 1 ϩi␣ 1 of the function s 2 ϩCs ϩ. For ϭ2 Ϫ⑀,⑀Ӷ1, the decay rate ␤ 1 ϭO͓⑀͔. The frequency and decay rate can be estimated from Ϫ͑␣ 
