The Anick automorphism of free associative algebras by Umirbaev, Ualbai
ar
X
iv
:m
at
h/
06
07
02
9v
1 
 [m
ath
.R
A]
  2
 Ju
l 2
00
6
The Anick automorphism of free associative algebras
U.U.Umirbaev
Eurasian National University,
Astana, 010008, Kazakhstan
e-mail: umirbaev@yahoo.com
Abstract
We prove that the well-known Anick automorphism (see [3, p. 343]) of the free
associative algebra F < x, y, z > over an arbitrary field F of characteristic 0 is wild.
Mathematics Subject Classification (2000): Primary 16W20, 14R10, 14R15; Secon-
dary 17A36, 17A50.
Key words: free associative algebras, polynomial algebras, automorphism groups.
1 Introduction
Let Bn = F < y1, y2, . . . , yn > be the free associative algebra with free generators
y1, y2, . . . , yn over a field F , and let AutBn be the automorphism group of Bn. Let
φ = (f1, f2, . . . , fn) denote an automorphism φ of Bn such that φ(yi) = fi, 1 ≤ i ≤ n. An
automorphism
σ(i, α, f) = (y1, . . . , yi−1, αyi + f, yi+1, . . . , yn),
where 0 6= α ∈ F, f ∈ F < y1, . . . , yi−1, yi+1, . . . , yn >, is called elementary. The
subgroup TA(Bn) of AutBn generated by all elementary automorphisms is called the tame
automorphism group, and the elements of this subgroup are called the tame automorphisms
of Bn. Nontame automorphisms of Bn are called wild.
In 1968 P.Cohn [1] proved that the automorphisms of free Lie algebras with a finite set
of generators are tame. It is well known [4, 9, 10, 11] that the automorphisms of polynomial
algebras and free associative algebras in two variables are tame. It was recently proved
in [14, 15, 18] that the well-known Nagata automorphism (see [12])
σ = (x+ (x2 − yz)z, y + 2(x2 − yz)x+ (x2 − yz)2z, z)
of the polynomial algebra F [x, y, z] over a field F of characteristic 0 is wild.
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In the case of free associative algebras the question about the existence of wild auto-
morphisms was open and was formulated in [5, Problem 1.74] as a problem of P.Cohn.
The best known candidate to be nontame was the Anick automorphism (see [3, p. 343])
δ = (x+ z(xz − zy), y + (xz − zy)z, z)
of the algebra F < x, y, z >.
It is well known [16] that the Nagata and the Anick automorphisms are stably tame.
This paper is devoted to prove that the Anick automorphism δ of the free associative
algebra F < x, y, z > over a field F of characteristic 0 is wild. In fact, we prove that the
Anick automorphism δ induces a wild automorphism of the free metabelian associative
algebra in three variables.
The paper is organized as follows. In Section 2 we recall the definition of Fox deriva-
tives of free associative algebras and formulate the main technical result of the paper
(Theorem 2.1). It was proved by P.Cohn [2] that the matrix
(
∂δ(x)
∂x
∂δ(y)
∂x
∂δ(x)
∂y
∂δ(y)
∂y
)
=
(
1 + z′ ⊗ z 1⊗ z2
−(z′ ⊗ 1)2 1− z′ ⊗ z
)
is not a product of elementary matrices over the polynomial algebra F [z′⊗1, 1⊗z]. From
this fact we deduce that the Anick automorphism δ is wild.
In Section 3 we begin to study automorphisms of the free metabelian algebra C with
free generators z1, z2, z3. A description of defining relations of the tame automorphism
group TA(A) of the polynomial algebra A = F [x1, x2, x3] was given in [20]. Using this
result, we get a characterization of tame automorphisms of C modulo the tame automor-
phisms of A (Theorem 3.1).
In Section 4 we study the Jacobian matrices of tame automorphisms of the free
metabelian associative algebra C. Given properties of these matrices imply the proof
of Theorem 2.1.
The results of this paper were first published in [19].
2 Main results
First we recall the definition of Fox derivatives of free associative algebras (see, for
example [6]). LetD be an arbitrary associative algebra (with unit 1) over F . We denote by
D′ the algebra anti-isomorphic to D and the corresponding anti-isomorphism we denote
by ′ : D → D′. The algebra U(D) = D′ ⊗F D is called the universal multiplicative
enveloping algebra of D. Let ID be the kernel of the mapping
λ : D′ ⊗F D → D, λ(
∑
f ′i ⊗ gi) =
∑
f ′igi.
Then the mapping
∆ : D → ID, ∆(f) = f
′ ⊗ 1− 1⊗ f, f ∈ D,
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is called the universal derivation of D [6]. Note that
∆(fg) = ∆(f)(1⊗ g) + ∆(g)(f ′ ⊗ 1), f, g ∈ D.
Let us consider the free associative algebra Bn = F < y1, y2, . . . , yn >. In this case
IBn is a free right U(Bn)-module [6] with free generators
∆(yi) = y
′
i ⊗ 1− 1⊗ yi, 1 ≤ i ≤ n.
Then the Fox derivatives ∂f
∂yi
of an arbitrary element f ∈ Bn can be uniquely defined by
the formula
∆(f) =
n∑
i=1
∆(yi)
∂f
∂yi
.
Note that the Fox derivatives ∂f
∂yi
also can be defined as a linear map
∂
∂yi
: Bn → U(Bn), 1 ≤ i ≤ n,
such that
∂yj
∂yi
= δij ,
∂fg
∂yi
=
∂f
∂yi
(1⊗ g) +
∂g
∂yi
(f ′ ⊗ 1), (1)
where δij is Kronecker symbol.
For every f ∈ Bn we put
∂(f) =
(
∂f
∂y1
,
∂f
∂y2
, . . . ,
∂f
∂yn
)t
,
where t means transposition. If ϕ is an endomorphism of Bn, then the matrix
J(ϕ) = (∂(ϕ(y1)), ∂(ϕ(y2)), . . . , ∂(ϕ(yn)))
is called the Jacobian matrix of ϕ. For arbitrary endomorphisms ϕ and ψ we have
J(ϕψ) = J(ϕ)ϕ(J(ψ)). (2)
Consequently, J(ϕ) is invertible over U(Bn) if ϕ is an automorphism. The converse
statement is also true [6, 13].
Let us consider automorphisms of the algebra B = F < y1, y2, y3 >. For an arbitrary
automorphism ϕ of B we put
J2(ϕ) =

 ∂ϕ(y1)∂y1 ∂ϕ(y2)∂y1
∂ϕ(y1)
∂y2
∂ϕ(y2)
∂y2

 .
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Consider the homomorphism
pi : B = F < y1, y2, y3 >−→ A = F [x1, x2, x3], pi(yi) = xi, 1 ≤ i ≤ 3.
Note that the kernel R of the homomorphism pi is the commutator ideal of B. If θ =
(f1, f2, f3) ∈ AutB, then obviously pi(θ) = (pi(f1), pi(f2), pi(f3)) ∈ AutA. We say that the
automorphism pi(θ) is induced by θ.
If φ : D → H is a homomorphism of associative algebras, then the homomorphism
U(D)→ U(H) defined as f ′ ⊗ g 7−→ φ(f)′ ⊗ φ(g) we will also denote by φ.
We now consider the homomorphism
ν : B −→ F [y3], ν(y1) = ν(y2) = 0, ν(y3) = y3.
Note that U(F [y3]) = F [y
′
3 ⊗ 1, 1⊗ y3] is a polynomial algebra in 2 variables.
By eij denote the standard matrix units. A matrix Eij(d) = E + deij, where i 6= j
and d ∈ D, is called an elementary matrix over D. By E2(D) we denote the subgroup of
SL2(D) generated by all elementary matrices.
Our main technical result is the following
Theorem 2.1 Assume that ϕ is a tame automorphism of the free associative algebra
B = F < y1, y2, y3 > over an arbitrary field F of characteristic 0 such that pi(ϕ) = id.
Then
ν(J2(ϕ)) ∈ E2(U(F [y3])).
We prove this theorem in Section 4. Now we give some essential corollaries.
Corollary 2.1 The Anick automorphism
δ = (x+ z(xz − zy), y + (xz − zy)z, z)
of the free associative algebra F < x, y, z > over a field F of characteristic 0 is wild.
Proof. We have
ν(J2(δ)) = J2(δ) =
(
1 + z′ ⊗ z 1⊗ z2
−(z′ ⊗ 1)2 1− z′ ⊗ z
)
.
It is well known [2] that ν(J2(δ)) /∈ E2(F [z
′ ⊗ 1, 1⊗ z]). Put δσ = ψ, where
σ = σ(1, 1,−y)σ(2, 1,−xz2)σ(1, 1, y).
We can immediately check that
pi(ψ) = id, ν(J2(ψ)) = ν(J2(δ))ν(δ(J2(σ))), ν(δ(J2(σ))) ∈ E2(F [z
′ ⊗ 1, 1⊗ z]).
Consequently, ν(J2(ψ)) /∈ E2(F [z
′ ⊗ 1, 1 ⊗ z]). It follows from Theorem 2.1 that ψ /∈
TA(B). Therefore δ /∈ TA(B), i.e., δ is wild. ✷
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Corollary 2.2 Let ϕ = (f, g, z) be an automorphism of the free associative algebra
F < x, y, z > over a field F of characteristic 0 such that degx,y f, degx,y g ≤ 1. Then ϕ is
tame if and only if
J2(ϕ) ∈ GL2(F )E2(F [z
′ ⊗ 1, 1⊗ z]).
Proof. Assume that the matrix J2(ϕ) satisfies the condition of the corollary. Without loss
of generality we can suppose that
J2(ϕ) ∈ E2(F [z
′ ⊗ 1, 1⊗ z]).
Since degx,y f, degx,y g ≤ 1, to each elementary matrix of E2(F [z
′ ⊗ 1, 1⊗ z]) corresponds
an elementary transformation of the first two coordinates of ϕ. Applying elementary
transformations corresponding to a decomposition of J2(ϕ), we can get (x+a(z), y+b(z), z)
from ϕ. Consequently, ϕ is tame.
Now, assume that ϕ is tame. Then ϕ induces a tame automorphism of A. Since
degx,y f, degx,y g ≤ 1, it is not difficult to find a tame automorphism ψ = (f
′, g′, z) such
that pi(ϕψ) = id, degx,y f
′, degx,y g
′ ≤ 1, and
J2(ψ) ∈ GL2(F )E2(F [z
′ ⊗ 1, 1⊗ z]).
We have also J2(ϕψ) = J2(ϕ)ϕ(J2(ψ)). Using Theorem 2.1, we obtain
J2(ϕψ) ∈ GL2(F )E2(F [z
′ ⊗ 1, 1⊗ z]).
Consequently, J2(ϕ) satisfies the condition of the corollary. ✷
3 A characterization of tame automorphisms
Let us remind that the variety of associative algebras defined by the identity
[x, y][z, t] = 0
is called metabelian [17]. This important variety of algebras are playing the role of the
metabelian groups in combinatorial group theory. In [17] there were introduced and inves-
tigated the Jacobian matrices of endomorphisms of free metabelian associative algebras.
Let us denote by Cn the free metabelian associative algebra (with unit 1) with the
set of free generators Z = {z1, z2, . . . , zn} and by An = F [x1, x2, . . . , xn] the polynomial
algebra in the variables x1, x2, . . . , xn. By C denote the free metabelian associative algebra
with free generators z1, z2, z3.
It was proved in [17] that every automorphism of the polynomial algebra An can be
lifted to an automorphism of the algebra Cn. Then C has wild automorphisms since the
algebra A has them. Note that the Anick automorphism δ induces a tame automorphism
of A. Later we see that δ induces a wild automorphism of C.
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The tame automorphism group TA(Cn) of Cn is generated by all elementary automor-
phisms
σ(i, α, f) = (z1, . . . , zi−1, αzi + f, zi+1, . . . , zn), (3)
where 0 6= α ∈ F, f ∈ F < z1, . . . , zi−1, zi+1, . . . , zn >.
The following relations between elementary automorphisms are known [20]:
σ(i, α, f)σ(i, β, g) = σ(i, αβ, βf + g); (4)
σ(i, α, f)−1σ(j, β, g)σ(i, α, f) = σ(j, β, σ(i, α, f)−1(g)), (5)
where i 6= j and f ∈< Z \ {zi, zj} >;
σ(i, α, f)(ks) = σ(j, α, (ks)(f)), (6)
where 1 ≤ k 6= s ≤ n, (ks) = σ(s,−1, zk)σ(k, 1,−zs)σ(s, 1, zk), and zj = (ks)(zi).
However the relations (4)–(6) may fail to be a full system of defining relations of the
group TA(Cn). It was proved in [20] that the relations (4)–(6) are defining relations of
the tame automorphism group TA(A) with respect to the generators (3).
Consider the homomorphism
τ : C −→ A = F [x1, x2, x3], τ(zi) = xi, 1 ≤ i ≤ 3.
Note that the kernel I = Ker τ of the homomorphism τ is the commutator ideal of C.
According to [8], elements of the type
zj1zj2 . . . zjk [zizi1 ]zi2 . . . zis ,
where j1 ≤ j2 ≤ . . . ≤ jk and i > i1 ≤ i2 ≤ . . . ≤ is, is a basis of I.
If θ = (f1, f2, f3) ∈ AutC, then τ
∗(θ) = (τ(f1), τ(f2), τ(f3)) ∈ AutA. It is easy to
check that the map
τ ∗ : AutC −→ AutA
is a group homomorphism. We denote by T the restriction of τ ∗ to TA(C), i.e.,
T : TA(C) −→ TA(A), T (θ) = τ ∗(θ), θ ∈ TA(C).
Obviously, any automorphism of the form
σ(i, α, f), α = 1, f ∈ I, (7)
is contained in Ker T .
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Theorem 3.1 Let F be a field of characteristic 0. Then the kernel of the homomorphism
T : TA(C) −→ TA(A),
as a normal subgroup of the group TA(C), is generated by all automorphisms of the form
(7).
Proof. Let N be a normal subgroup of TA(C) generated by all elements of the form (7).
Since N ⊆ Ker T , the homomorphism T induces the group homomorphism
µ : G = TA(C)/N −→ TA(A).
We show that µ is an isomorphism. Every element f ∈ C has a unique representation
in the form f = f0 + f1, where f0 is a linear combination of the words z
i
1z
j
2z
k
3 and f1 ∈ I.
We have
σ(i, α, f) = σ(i, α, f0)σ(i, 1, f1).
Since σ(i, 1, f1) ∈ N , the group G is generated by all elements of the form
σ(i, α, f0)N, f ∈ C. (8)
Consequently, µ establishes a one to one correspondence between the set of generators
(8) of the group G and the set of generators (3) of the group TA(A). Of course, the
relations (4)–(6) are also true for the elementary automorphisms of C. They induce the
same relations for the elements (8). According to [20], the relations (4)–(6) are defining
relations of the group TA(A) with respect to the generators (3). Then there exists a
homomorphism
ω : TA(A) −→ G
which is inverse to µ on the set of generators. Consequently, µ is an isomorphism. ✷
For every ϕ ∈ AutC we denote by ϕ the induced automorphism of A, i.e. ϕ = τ ∗(ϕ) ∈
AutA.
Corollary 3.1 Let ϕ be a tame automorphism of the algebra C such that ϕ = id. Then
ϕ = φσ11 φ
σ2
2 . . . φ
σk
k ,
where φi are automorphisms of the form (7), σi ∈ TA(C), and a
b = b−1ab is the group
conjugation.
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4 Jacobian matrices of tame automorphisms
Let us recall the definition of Fox derivatives for the free metabelian algebra C [17].
Consider the homomorphism
ε : B −→ C, ε(zi) = yi, 1 ≤ i ≤ 3.
Note that Ker(ε) = R2, where R is the commutator ideal of B.
Now consider the mappings
pi
∂
∂yi
: B −→ U(A), 1 ≤ i ≤ 3.
It follows from (1) that R2 ⊆ Ker(pi ∂
∂yi
). Then for any element f ∈ C Fox derivatives ∂f
∂zi
can be well defined as ∂f
∂zi
= pi( ∂g
∂yi
), where ε(g) = f and 1 ≤ i ≤ 3. Note that ∂f
∂zi
∈ U(A)
and U(A) is a polynomial algebra in six variables.
For any endomorphism ϕ of the algebra C the Jacobian matrix J(ϕ) and the matrix
J2(ϕ) can be defined as in Section 2. Instead of (2), in this case for arbitrary endomor-
phisms ϕ and ψ of the algebra C we have
J(ϕψ) = J(ϕ)ϕ(J(ψ)). (9)
The Jacobian matrix J(ϕ) is invertible over U(A) iff ϕ is an automorphism [17].
The commutator ideal I of the algebra C has a right U(C)-module structure with
respect to the action
m · (f ′ ⊗ g) = fmg, m ∈ I, f, g ∈ C.
Since I2 = 0, this action induces a right U(A)-module structure on I. If f ∈ I, then f
can be written in the form
f = [z1, z2] · f12 + [z1, z3] · f13 + [z2, z3] · f23, fij ∈ U(A). (10)
Using (1), we can easily get
∂f
∂z3
= ∆(x1)f13 +∆(x2)f23. (11)
We denote by ei the vector-row of length 3 whose ith component is 1 and the others
are 0, 1 ≤ i ≤ 3.
Lemma 4.1 Let ϕ be an automorphism of the algebra C of the type (7) and let ψ ∈ AutC.
Then
J(ψϕψ−1) = E + ut · v,
where u = (u1, u2, u3), v = (v1, v2, v3), ui, vi ∈ U(A).
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Proof. Assume that ϕ = σ(i, 1, f), where f ∈ I. Then J(ϕ) = E + ∂(f) · ei. We have
J(ψϕψ−1) = J(ψ)ψ(J(ϕ)ϕ(J(ψ))) = J(ψ)ψ(J(ϕ))ψ(J(ψ))
= J(ψ)ψ(J(ϕ))J(ψ)−1 = E + J(ψ)ψ(∂(f)) · ψ(ei)J(ψ)
−1.
Put ut = J(ψ)ψ(∂(f)), v = ψ(ei)J(ψ)
−1. ✷
For an arbitrary automorphism ϕ of C we put
J2(ϕ) =

 ∂ϕ(z1)∂z1 ∂ϕ(z2)∂z1
∂ϕ(z1)
∂z2
∂ϕ(z2)
∂z2

 .
We now consider the homomorphism
η : A −→ F [x3], η(x1) = η(x2) = 0, η(x3) = x3.
Lemma 4.2 Let ϕ ∈ AutC and ϕ = id. Then
η(J(ϕ)) =
(
η(J2(ϕ)) ∗
0 1
)
Proof. We have ϕ = (z1 + f1, z2 + f2, z3 + f3), where fi ∈ I. It follows from (11) that
η( ∂fi
∂z3
) = 0. ✷
For every 0 6= λ ∈ U(A) by Uλ(A) denote the localization of U(A) with respect to
{λi}i≥0. Note that Uλ(A) is the subalgebra of the quotient algebra Q(U(A)) generated
by U(A) ∪ {λ−1}.
By diag(α, β) denote the diagonal square matrix with the diagonal entries α, β. Now
we put Sλ = E2(Uλ(A)) · diag(λ, 1). It is easy to check that
E12(a) · diag(λ, 1) = diag(λ, 1) · E12(
a
λ
), E21(a) · diag(λ, 1) = diag(λ, 1) · E21(λa),
diag(λ, 1) = E12(1) · E21(−1) · E12(1) · diag(1, λ) · E12(−1) · E21(1) · E12(−1).
From here we get
Sλ = E2(Uλ(A)) · diag(1, λ) = diag(λ, 1) · E2(Uλ(A)) = diag(1, λ) · E2(Uλ(A)). (12)
Lemma 4.3 Let ϕ be an automorphism of C of the form (7) and let ψ ∈ T (C). Then
λ = det(J2(ψϕψ
−1)) 6= 0, J2(ψϕψ
−1) ∈ Sλ.
Proof. Since ψϕψ−1 = id, it follows that det(J(ψϕψ−1)) = 1. By Lemma 4.2, we have
η(λ) = 1, i.e. λ 6= 0.
Assume that ϕ = σ(i, 1, f), where f ∈ I. Then
J(ϕ) = E + ∂(f) · ei.
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If i = 3, then J2(ϕ) = E. Since f does not contain zi, the ith component of ∂(f) is
0. Consequently, if i ≤ 2, then the matrix J2(ϕ) is elementary. Since det(J2(ϕ)) = 1, the
statement of the lemma is valid for ϕ.
We have
σ(i, α, g) = (1i)σ(1, α, (1i)(g))(1i)
if i > 1. Since
(1i) = σ(1,−1, 0)σ(1, 1, zi)σ(i, 1,−z1)σ(1, 1, zi),
the relations (4) and (5) give
σ(i, α, g) = σ(1, 1, zi)σ(i, 1, z1)σ(1, α, (1− α)zi − (1i)(g))σ(i, 1,−z1)σ(1, 1, zi).
Therefore we can assume that ψ is a product of the automorphisms
σ(1, α, g), Xij(β) = σ(j, 1, βxi), 1 < j, i 6= j. (13)
Consider ψ = ψ1ψ2 . . . ψk, where ψi, 1 ≤ i ≤ k, are automorphisms of the form (13). We
now begin an induction on k. Above we have checked that the lemma is true if k = 0.
Assume that the statement of the lemma is valid for
ϕ1 = ψ2 . . . ψkϕ(ψ2 . . . ψk)
−1,
i.e. J2(ϕ1) ∈ Sλ, where λ = det(J2(ϕ1)). By Lemma 4.3, we have
J(ϕ1) = E + u
t · v,
where u = (u1, u2, u3), v = (v1, v2, v3). Then
J2(ϕ1) = E + (u1, u2)
t · (v1, v2) ∈ Sλ.
Consequently, ψ1(J2(ϕ1)) ∈ Sµ, where µ = ψ1(λ) = det(ψ1(J2(ϕ1))).
Put
ψ1(u) = (b1, b2, b3) = b, ψ1(v) = (c1, c2, c3) = c,
P = ψ1(J2(ϕ1)), Q = J2(ψ1ϕ1ψ
−1
1 ).
Then
P = E + (b1, b2)
t · (c1, c2).
Since ϕ1 = id, it follows that
J(ψ1ϕ1ψ
−1
1 ) = J(ψ1)ψ1(J(ϕ1))J(ψ1)
−1 = E + J(ψ1)b
t · cJ(ψ1)
−1.
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We first consider the case when ψ1 = σ(1, α, g). We have
∂(ψ1(z1)) = (α, a2, a3)
t, J(ψ1) = (∂(ψ1(z1)), e
t
2, e
t
3).
An immediate calculation gives
Q = E + (αb1, a2b1 + b2)
t · (α−1(c1 − c2a2), c2) + (αb1, a2b1 + b2)
t · (−α−1c3a3, 0).
Hence
Q1 = E + (αb1, a2b1 + b2)
t · (α−1(c1 − c2a2), c2)
= diag(α, 1) ·E21(a2) · P · E21(−a2) · diag(α
−1, 1).
It follows from (12) that Q1 ∈ Sµ. By (12), we can also assume that Q1 = P1D, where
P1 ∈ E2(Uµ(A)), D = diag(1, µ). Then
Q = P1(D + P
−1
1 (αb1, a2b1 + b2)
t · (−α−1c3a3, 0)).
We have
D + P−11 (αb1, a2b1 + b2)
t · (−α−1c3a3, 0) =
(
λ1 0
λ2 µ
)
.
It follows from (12) that
D + P−11 (αb1, a2b1 + b2)
t · (−α−1c3a3, 0) ∈ Sν ,
where ν = λ1µ = det(Q). Since µ|ν, we have Uµ(A) ⊆ Uν(A) and E2(Uµ(A)) ⊆
E2(Uν(A)). Consequently, Q ∈ Sν .
We now assume that ψ1 = Xij(β), j > 1, i 6= j. We have J(ψ1) = Eij(β). Suppose
that i = 1. If j = 2, then
Q = E + (b1 + βb2, b2)
t · (c1, c2 − βc1) = E12(β) · P · E12(−β) ∈ Sµ.
If j = 3, then
Q = E + (b1 + βb3, b2)
t · (c1, c2) = P + (βb3, 0)
t · (c1, c2).
By (12), we can assume that P = DP1, where P1 ∈ E2(Uµ(A)), D = diag(1, µ). Then
Q = (D + (βb3, 0)
t · (c1, c2)P
−1
1 )P1 ∈ Sν , µ|ν, ν = det(Q).
Suppose that i = 2. Then j = 3 and
Q = E + (b1, b2 + βb3)
t · (c1, c2) = P + (0, βb3)
t · (c1, c2).
By (12), in this case we can assume that P = DP1, where P1 ∈ E2(Uµ(A)), D = diag(µ, 1).
Hence
Q = (D + (0, βb3)
t · (c1, c2)P
−1
1 )P1 ∈ Sν , µ|ν, ν = det(Q).
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Now suppose that i = 3. Then j = 2 and
Q = E + (b1, b2)
t · (c1, c2 − βc3) = P + (b1, b2)
t · (0,−βc3).
Put P = P1D, where P1 ∈ E2(Uµ(A)), D = diag(µ, 1). Then we have
Q = P1(D + P
−1
1 (b1, b2)
t · (0,−βc3)) ∈ Sν , µ|ν, ν = det(Q).
Thus J2(ψϕψ
−1) = Q ∈ Sν . ✷
Lemma 4.4 Let ϕ be an automorphism of C of the form (7) and let ψ ∈ T (C). Then
η(J2(ψϕψ
−1)) ∈ E2(U(F [x3])).
Proof. Assume that det(J2(ψϕψ
−1)) = λ. By Lemma 4.2, we have η(λ) = 1. Con-
sequently, the homomorphism η extends to a homomorphism of the algebra Uλ(A) to
U(F [x3]). Moreover, we have η(Sλ) ⊆ E2(U(F [x3])). Now Lemma 4.3 gives our state-
ment. ✷
Theorem 4.1 Assume that ϕ is a tame automorphism of C such that ϕ = id. Then
η(J2(ϕ)) ∈ E2(U(F [x3])).
Proof. According to Theorem 3.1, we have
ϕ = θ1θ2 . . . θs, θi = ψiϕiψ
−1
i ,
where ϕi is an automorphism of the form (7) and ψi is a tame automorphism. Since
θi = id, applying (9) we have
J(ϕ) = J(θ1)J(θ2) . . . J(θs).
Lemma 4.2 implies that
η(J2(ϕ)) = η(J2(θ1))η(J2(θ2)) . . . η(J2(θs)).
By Lemma 4.4, we have η(J2(θi)) ∈ E2(U(F [x3])). Hence η(J2(ϕ)) ∈ E2(U(F [x3])). ✷
Using this theorem and the same discussions as in the proof of Corollary 2.1, we get
Corollary 4.1 The Anick automorphism δ induces a wild automorphism of the algebra
C over a field F of characteristic 0.
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Proof of Theorem 2.1. Since ϕ = (f1, f2, f3) is a tame automorphism of the algebra
B = F < y1, y2, y3 > and pi(ϕ) = id, it follows that
ψ = ε∗(ϕ) = (ε(f1), ε(f2), ε(f3)) ∈ TA(C)
and ψ = id. By Theorem 4.1 we have
ν(J2(ψ)) ∈ E2(U(F [x3])).
Consider the isomorphism
ρ : F [y3] −→ F [x3], ρ(y3) = x3.
Then ρν = ηε. Consequently,
(ρν)(J2(ϕ)) = ρ(ν(J2(ϕ))) = η(ε(J2(ϕ))) = η(J2(ψ)) ∈ E2(U(F [x3])).
We have proved that
ν(J2(ϕ)) ∈ E2(U(F [y3]))
since ρ is an isomorphism. ✷
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