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Classical lattice Yang-Mills calculations provide a good way to understand different nonequilib-
rium phenomena in nonperturbatively overoccupied systems. Above the Debye scale the classical
theory can be matched smoothly to kinetic theory. The aim of this work is to study the limits of
this quasiparticle picture by determining the plasmon mass in classical real-time Yang-Mills theory
on a lattice in three spatial dimensions. We compare three methods to determine the plasmon mass:
a hard thermal loop expression in terms of the particle distribution, an effective dispersion relation
constructed from fields and their time derivatives, and the measurement of oscillations between
electric and magnetic field modes after artificially introducing a homogeneous color electric field.
We find that a version of the dispersion relation that uses electric fields and their time derivatives
agrees with the other methods within 50%.
I. INTRODUCTION
The classical field approximation is commonly used to
study time-dependent phenomena in gauge-field theory.
In the weak coupling limit g  1, it is justified for modes
that have a nonperturbatively high occupation number
f ∼ 1/g2 for gluonic states. This happens in thermal
systems for relatively infrared modes for which the Bose-
Einstein occupation number increases as f ∼ T/k. Here
the classical approximation can be used for the “electric”
modes with p ∼ gT , while the dominant modes p ∼ T
must be described as fully quantum fields, or as classical
particles.
In high-energy collisions of hadrons, on the other hand,
the physics of gluon saturation leads to the emergence
of a semihard dominant transverse momentum scale Qs
at which the occupation numbers are large. In this
case, plasma instabilities [1–3] have been argued to dom-
inate the early stage of isotropization towards a ther-
mal plasma [4–8]. This picture has been confirmed both
in Boltzmann-Vlasov [9–13] and also in purely classical
Yang-Mills (CYM) simulations [14–16]. More recently
classical field simulations have also been used to under-
stand the creation of CP-violating fluctuations in the
early stages of a heavy-ion collision [17, 18]. The growth
rate of the plasma instabilities is parametrically given by
the Debye or plasmon mass scale.
The Debye or plasmon mass in this context is a well-
defined quantitative concept in hard-thermal-loop (HTL)
perturbation theory. In the HTL case there is a clear
separation of scales at weak coupling, with most of the
energy of the system residing in modes with p ∼ T , where
the occupation numbers are of order 1. The power count-
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ing is very different in the overoccupied case considered
in heavy-ion collisions, where the energy resides in modes
p ∼ Qs with occupation number f ∼ 1/g2. In the CYM
calculation the coupling constant scales out completely,
and the small value of g does not introduce a scale sep-
aration between the dominant modes p ∼ Qs and the
Debye or plasmon scale. It is clear from the previous
works (e.g. [14, 15, 17–19]), however, that the Debye or
plasmon scale nevertheless also exists in the classical the-
ory. Indeed the behavior of the classical fields seems to
be remarkably well described by a kinetic theory descrip-
tion [20] in terms of quasiparticle degrees of freedom. The
purpose of this paper is to study this picture in more de-
tail to understand to what extent an overoccupied clas-
sical gauge theory system can be understood in a quasi-
particle picture.
In particular, the aim of this paper is to develop and
compare numerical methods to determine the plasmon
mass in a strongly occupied, nonequilibrium, dynamical
system of gauge fields. In HTL theory it is of the same
order as the Debye mass (these two quantities differ by a
constant factor). However, what we are studying here are
time-dependent oscillations of gauge fields (plasmons),
not the Debye screening of static color charges. Therefore
we use henceforth the term “plasmon mass” which more
accurately describes the aim here. We will compare sys-
tematically three methods of extracting a plasmon mass:
extracting from a HTL-approximation formula in terms
of an integral over the quasiparticle number distribution,
extracting from the oscillation frequency of a homoge-
nous chromoelectric field, and extracting from compar-
ing correlators of Coulomb-gauge fields and their time
derivatives, which we refer to as the “dispersion rela-
tion” (DR) method. In this paper we will focus on a
three-dimensional isotropic system, for which the com-
parison to a thermal one is most straightforward. We
plan to return to strongly anisotropic systems exhibiting
plasma instabilities in future work, taking advantage of
the methods developed here.
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FIG. 1: Different methods of defining particle number dis-
tribution. Here fωE+A stands for a particle distribution ex-
tracted using Eq. (13) with a massive dispersion relation,
while the others are extracted assuming a massless disper-
sion relation. The two other distributions (fA and fE) are
obtained by assuming equal distribution of electric and mag-
netic energy in each mode, which allows us to assume that
two terms contribute equally and use only the other multi-
plied by 2. The rough location of the plasmon mass scale has
also been indicated.
We will first discuss the initial setup of our real-time
lattice calculation in Sec. II and the three methods for de-
termining the plasmon mass in Sec. III. We then test the
dependence of the results on the infrared and ultraviolet
cutoffs present in the lattice calculation in Sec. IV and
then on the physical parameters of our system, the time
and occupation number, in Sec. V, before concluding in
Sec. VI.
II. NUMERICAL METHOD AND INITIAL
CONDITIONS
A. Equations of motion in the temporal gauge
All numerical simulations in this paper are done by
using the SU(2) gauge group for numerical convenience.
We do not expect a qualitative difference in the dynam-
ics between SU(2) and SU(3) [16, 21]. The equations of
motion used are given by the standard Wilson action on
a three-dimensional lattice
S = −β0
∑
x,i
(
1
N
ReTr
(
0,ix
)
− 1
)
(1)
+ βs
∑
x,i<j
(
1
N
ReTr
(
i,jx
)
− 1
)
, (2)
where β0 =
2Nγ
g
2 , βs =
2N
g
2
γ
, γ = asat
and Ux,i are the link
matrices defined as
Ux,i = exp (iasgAi (x)). (3)
The plaquette is defined as i,jx ≡ Ux,iUx+i,jU†x+j,iU†x,j
and can be related to the exponential of the field strength
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FIG. 2: Particle number distribution at the initial time and
at t∆ = 57, showing also the analytical form of the initial
distribution.
tensor. The spatial lattice spacing is as and the tempo-
ral one at. We use the standard normalization for the
generators of SU(2), i.e. Tr
(
tatb
)
=
1
2
δab.
When we extract the physical fields from our simula-
tions we use the following definitions:
Eai (x) =
2
asatg
ImTr(tai,0x ) (4)
Bai (x) = −
εijk
a2sg
ImTr
(
taj,kx
)
(5)
F aµν(x) =
2
aµaνg
ImTr (taµ,νx ) (6)
Aaµ(x) =
2
aµg
ImTr
(
taUx,µ
)
, (7)
where aµ refers to the lattice spacing in the µ direction.
One can easily verify that the rhs approaches the contin-
uum counterpart of the lhs when we take lattice spacings
to zero. Varying the action (2) with respect to the spatial
links gives the equations of motion for the electric field
Ej(t, x) = Ej(t− at, x) +
at
2ia3sg
∑
k
(
j,kx −k,jx
− 1
N
Tr
(
j,kx −k,jx
)
+j,kx −
(
j,kx
)†
− 1
N
Tr
(
j,kx −
(
j,kx
)†))
, (8)
where j,kx = Ux,jU†x+j−k,kU
†
x−k,jUx−k,k. The links can
be updated on the next time step by using the defini-
tion of the electric field on the lattice and the following
decomposition (which holds for a SU(2) matrix)
i,0x =
√
1−
(asatg
2
Ea
)2
1 + iasatgE
ata. (9)
3The temporal plaquette in the temporal gauge is just a
product of link matrices at two different time steps, so
we can easily solve for the link at the next time step.
Varying the action (2) with respect to temporal links
gives a nondynamical constraint, which is the non-
Abelian analogue of the Gauss’s law in classical electro-
dynamics∑
j
(
Ej(x)− U†x−j,jEj(x− j)Ux−j,j
)
= 0. (10)
This constraint is also conserved by the discretized equa-
tions of motion.
B. Quasiparticle distribution
There is no unique way to determine a quasiparticle
distribution from a given classical field configuration (see
also the discussion in Ref. [20]). Here we start by gauge
transforming the fields to Coulomb gauge in order to
eliminate the gauge degrees of freedom. We utilize a
Fourier-accelerated algorithm for the gauge fixing [22],
and we have also checked that increasing the gauge fix-
ing precision does not change the observed quasiparticle
spectrum. If it is valid to describe the system as a col-
lection of weakly interacting quasiparticles, the energy
density of the system is given in terms of this quasipar-
ticle spectrum by
 = 2
(
Nc
2 − 1
)∫ d3k
(2pi)
3ω (k) f (k) . (11)
On the other hand, the total energy of the system is given
by the Yang-Mills Hamiltonian
H =
∫
d3xTr
(
EiE
i +BiB
i
)
. (12)
If we now keep only the quadratic terms in the fields and
equate these two we find an expression for the quasipar-
ticle spectrum
f (k) =
1
2
1
2
(
N2c − 1
) 1
V
(
|EC (k)|2
ω (k)
+
k2
ω (k)
|AC (k)|2
)
.
(13)
Here the dispersion relation is given by ω (k). Unless
otherwise stated, we assume a massless linear dispersion
relation while extracting the quasiparticle spectrum and
refer to this (massless) quasiparticle spectrum as f . We
can also use a massive dispersion relation (with a plas-
mon mass extracted as discussed later in Sec. III B), for
which we will use the notation fω. Because the mass in-
creases ω(k) in the denominator, this reduces the esti-
mate for the infrared occupancies. The data obtained is
then averaged, if large statistical fluctuations are present,
to smoothen the fluctuations and then interpolated using
cubic splines.
If we assume that electric and magnetic modes carry
an equal amount of energy (as is the case in a free theory
in a time-averaged sense), we can replace the sum of the
electric or magnetic field energies by only one of them
multiplied by 2. A comparison of these different methods
is shown in Fig. 1. We find that the different expressions
become inequivalent below the Debye scale.
Unless otherwise stated, we use Eq. (13) with a mass-
less dispersion relation when referring to the quasiparticle
spectrum, as we do not need to assume an equal distri-
bution of energy between electric and magnetic modes.
One must, however, keep in mind the significant ambigu-
ity from the precise definition of the number distribution
in what follows.
C. Initial conditions
We sample our initial condition from the following dis-
tribution
〈
Aai (k)A
b
j (p)
〉
=
V n0
g2∆
exp
(
−k2
2∆2
)
δijδ
ab δ
(3) (k + p) (2pi)
3
V
.
(14)
Here V is the lattice volume and ∆ is the dominant mo-
mentum scale. Although the momentum distribution is
not exactly the same as in the early stages of a heavy-ion
collision (in particular we only consider isotropic systems
here), ∆ should be thought of as analogous to the satura-
tion scale Qs [23]. Our initial condition contains purely
magnetic energy, which is the most straighforward way
to satisfy Gauss’s law. Otherwise the main reason for
choosing the Gaussian form (14) is that it has a very clear
dominant momentum scale ∆, and behaves well both in
the ultraviolet and infrared. We will measure e.g. mo-
menta and times relative to this scale. The quasiparticle
spectrum corresponding to the initial condition is
f (k, t = 0) =
n0
g2
k
∆
exp
(
−k2
2∆2
)
. (15)
Thus the normalization parameter n0 controls the typi-
cal occupation number at the momentum scale ∆, and
should be & 1 for the classical approximation to be
valid for describing these degrees of freedom. This ini-
tial momentum distribution is the same as that used in
Refs. [24, 25]. It is also close to the theta function used
in Refs [26, 27] in the sense of being very strongly cut
off in the UV. For a more realistic initial condition for
heavy-ion collisions see e.g. [28, 29]. The particle num-
ber distribution at the initial condition and later at a
typical time scale used in our simulation (t∆ = 57) are
shown in Fig. 2. The initial deviation from the analytical
curve is most likely caused by the fact, that the initial
links are obtained by using equation (3), and the gauge
fields are extracted from the links using (7) which are
inverse operations only in the limit as → 0.
4We do not expect the late-time behavior of the system
to be strongly influenced by our choice of initial condi-
tion, as can be seen from Fig. 2, since the time evolution
will rapidly alter the initial occupation number distribu-
tion. All results in this work have been obtained from
one simulation unless otherwise stated. Within one sim-
ulation we average over many momentum modes, which
generates plenty of statistics especially on larger lattice
sizes.
III. METHODS FOR EXTRACTING THE
PLASMON MASS
A. Uniform electric field
The first method we use is to introduce a spatially ho-
mogenous chromoelectric field on top of the original field
and then measure the oscillation frequency between the
electric and magnetic field energy, as described in [20].
The spatially homogenous field corresponds to introduc-
ing a plasma oscillation in the zero mode. The drawback
of this method is that it is destructive; i.e., adding the
homogenous field will perturb the values given by the
other methods later, rendering them useless in the re-
maining simulation. It is also computationally expensive
compared to the other methods: one has to run the sim-
ulation for possibly thousands of time steps to obtain a
single estimate for the dispersion relation at a specific
momentum. Introducing the spatially uniform electric
field also explicitly breaks Gauss’s law (10), and one has
to restore it by hand, which we do here using the algo-
rithm described in Ref. [30].
Figure 3 shows a typical oscillation that takes place
after we have introduced the uniform electric field. The
magnitude of the added uniform electric field has been
chosen in such a way that it increases the total energy
of the system by approximately 10 %. The reason for
this is that we do not want to perturb the system too
much, and on the other hand one needs to introduce a
sufficiently strong electric field in order to get a signal
clean enough for the extraction of the plasmon mass. As
we can see the oscillation is well parametrized by a fit
of the form a + b cos2 (ωt) e−γt. The ability to extract a
damping rate simultaneously with the mass from this fit
is an additional advantage of this method.
We have also studied the sensitivity of our results on
the amount of energy added into the system when intro-
ducing the uniform electric field. When the introduced
energy lies between 3 % and 30 % of the total energy of
the system the change in the observed ω
2
pl/∆2 is approxi-
mately within 5 %. For the damping rate the change is
approximately 25 %. As we will find, the damping rate
is roughly 2 orders of magnitude smaller than the plas-
mon mass, so this larger uncertainty will not affect our
determination of the plasmon mass.
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FIG. 3: Oscillating dimensionless energy density in the chro-
moelectric (E) and - magnetic fields (B) after the addition
of the homogenous chromoelectric field. The plasmon mass
given by the fit is ω
2
/∆2 ≈ 0.14 and the corresponding damp-
ing rate is γ
2
/∆2 ≈ 0.002, which is consistent with the damping
rate extracted using the dispersion relation method. In order
to simplify the fitting procedure, we have removed all energy
data prior to adding the spatially uniform electric field. Thus
we start counting the time from this point on. The physi-
cal time (Nstepsat∆) elapsed before introducing the uniform
electric field is 60 here.
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2
/∆2 = 0.256.
B. Dispersion relation
In order to extract the dispersion relation we gauge
transform the fields into the Coulomb gauge. The stan-
dard approach has been to use
ω2 (k) =
〈
|Eai (k)|2
〉
〈
|Aai (k)|2
〉 , (16)
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FIG. 5: Dependence of the plasmon mass on the system size
(i.e. the infrared cutoff of the calculation). DR stands for
dispersion relation, HTL for hard-thermal-loop resummed ap-
proximation and UE for the uniform electric field. The differ-
ent values for as∆ correspond to different UV cutoffs. When
we keep as∆ fixed, we find that our results do not depend on
the infrared cutoff. In the key the data points are arranged
pairwise in such a way, that the upper one corresponds to
as∆ = 0.3 and the lower one to as∆ = 0.5.
as in [19] in (2+1)-dimensional gauge theory. This has
also been used in three-dimensional gauge theory, for ex-
ample [25]. As we can see from Fig. 4 it turns out this
gives a very small value for the plasmon mass, and thus it
does not agree with other methods at least in the three-
dimensional case.
Because we are imposing the Coulomb gauge, we are
eliminating the longitudinal component of the gauge po-
tential Ai. However, there are still longitudinally polar-
ized oscillations present in the system. Their magnetic
part is hidden in the nonlinear terms in the gauge poten-
tial, but they are present in the electric field correlator.
Thus if one wants to have same number of degrees of
freedom in the numerator and denominator, one should
project out the longitudinal components of the electric
field to study the purely transverse dispersion relation.
To do this, we can separate the longitudinal and trans-
verse modes by using the standard projection operators
P ijT = δ
ij − p˜
ip˜j
p˜2
(17)
P ijL =
p˜ip˜j
p˜2
, (18)
where p˜ is given by
p˜i =
2
as
sin
(pias
2
)
. (19)
Here pi is the lattice momentum (here) defined as pi =
pini
Li
, with ni integers from 0 to Li−1, and Li number of
points on the lattice in the i direction.
On the lattice one must be careful with the projection
mentioned above. The electric field resides on the link
and is naturally centered at x+ ıˆ/2. Its “physical” Fourier
transform should thus be defined as
Ei (k) =
∫
dnxE (~x) e−i
~k·(~x+ıˆ/2) (20)
= eik·
ıˆ/2
∫
dnxE (~x) e−i
~k·~x, (21)
This additional phase will not contribute when we take
the absolute value of the field squared as in Eq. (16), but
when decomposing the field into transverse and longitu-
dinal projections these phase factors need to be taken
into account.
Equation (16) yields an estimate for the plasmon mass
that is far from what we would expect based on the other
methods. Armed with the transverse and longitudinal
projectors, we can use another estimate for the dispersion
relation using the time derivative of the electric field,
ω2T,L (k) =
〈∣∣∣E˙aT,L,i (k)∣∣∣2〉〈∣∣EaT,L,i (k)∣∣2〉 , (22)
where the dot stands for the time derivative. Assum-
ing a wave with time dependence eiωt−γt, this expression
actually gives us ω2 + γ2. We can also extract the damp-
ing rate and dispersion relation separately from the data
using the following expressions
ω2 (p) =
〈(
ReE˙
)2〉
〈
(ReE)
2
〉 −
∣∣∣∣∣∣
〈
ReEReE˙
〉
〈
(ReE)
2
〉
∣∣∣∣∣∣
2
(23)
γ2 (p) =
∣∣∣∣∣∣
〈
ReEReE˙
〉
〈
(ReE)
2
〉
∣∣∣∣∣∣
2
. (24)
It turns out (given sufficient statistics) that the expres-
sion (23) converges to approximately the same value as
Eq. (22). We observe numerically that the damping rate
given by (24) is negligible compared to the plasmon mass,
and thus we can safely use Eq. (22) to estimate the fre-
quency ω2T,L (k). In the following we denote as the “dis-
persion relation” plasmon mass the result of a fit of the
form ω2 = ω2pl+ak
2 (with two free parameters ω2pl and a)
to the numerical dispersion relation. When performing
this fit, the values which we get for the slope are close to
unity, which is the value we would physically expect.
C. HTL resummed approximation
We emphasize that in the case of strong occupation
numbers of particles at the dominant momentum scale
∆, it is not obvious that a HTL-like separation of scales
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is a valid picture. If this is the case, however, we should
be able to get the plasmon mass from the integral
ω2pl =
4
3
g2Nc
∫
d3k
(2pi)
3
f (k)
k
. (25)
On the lattice the integral is discretized by the standard
replacement ∫
d3k
(2pi)
3 →
∑
k
1
V
, (26)
where k runs over the modes available on the lattice. This
method is also widely used in the literature, see, e.g., [17,
31, 32]. While estimating the mass scale using (25) one
can use different definitions for the particle distribution,
as discussed in Sec. II B. However, it turns out that this
has only a small effect on the values of the mass scale,
less than 10% for the cases considered in this paper.
IV. LATTICE CUTOFF DEPENDENCE
Next we move to study the dependence of the different
methods on the IR and UV cutoffs provided by the lat-
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FIG. 8: Dependence of plasmon mass (scaled by the occupa-
tion number n0) on the occupation number n0 for the different
methods of evaluating the plasmon mass scale.
tice size L and spacing as. In the IR, we would expect
the number distribution to thermalize to f(k) ∼ 1/k,
yielding a finite plasmon mass at least in the HTL ap-
proximation (25). On the other hand, our initial Gaus-
sian occupation number is very suppressed in the UV,
and until the system has time to reach a classical ther-
mal equilibrium, we would expect the plasmon mass to
be independent of the lattice UV cutoff. On the lattice,
the shortest wavelength we can have i.e., the UV cutoff,
is ∼ as. Correspondingly, the longest wavelength or IR
cutoff is given by L. Varying either one of these while
keeping the other (and the momentum scale ∆) fixed will
reveal us how our results depend on these cutoffs.
From Figs. 5 and 6 we can see the numerical results
for the cutoff dependencies. As Fig. 5, shows we find no
(or very insignificant) infrared cutoff dependence. The
HTL resummed approximation and the uniform electric
field methods seem to be completely infrared safe. The
dispersion relation method does not show a significant IR
cutoff dependendence, although its statistical accuracy is
worse than that of the other methods.
However, this is not the case for the ultraviolet cut-
off, as can be seen from Fig. 6. It seems that the
hard-thermal-loop resummed approximation has a non-
negligible ultraviolet cutoff dependence. Once again the
uniform electric field method seems to be completely ul-
traviolet safe along with the dispersion relation. In order
to better understand the behavior of the HTL approx-
imation, we have studied the dependence of the quasi-
particle distribution on the lattice cutoffs. The results
can be seen in Fig. 7, where the integrand of the HTL
formula Eq. (25), is shown. We see that some non-trivial
phase space effect takes place: as we increase the ultra-
violet cutoff (which happens when we decrease as∆), we
find a reduction in the occupation numbers in the in-
frared and an increase in the ultraviolet. Out of these
two effects the dependence of the occupancy in the IR
on the UV cutoff is the more important one for the value
of the integral (25). A possible interpretation of this ob-
servation is that the opening up of new UV phase space
7 0.25
 0.5
 1
 10  100
(tΔ
)2
/7
ω p
l2
/(n
0Δ
2 )
tΔ
1283
n0=0.1
n0=0.5
n0=1
n0=2
n0=3
n0=5
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0  2  4  6  8  10  12  14  16  18
ω p
l2
/(n
0Δ
2 )
tΔ
1283
n0=0.1
n0=0.5
n0=1
n0=2
n0=3
n0=5
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power law, as proposed in [20], and that the simulations with larger occupation numbers settle faster into this asymptotic
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in the continuum limit allows more energy to be trans-
ferred from the IR to the UV, decreasing the occupancy.
However, it seems that in the continuum limit the HTL
resummed approximation approaches the result given by
the uniform electric field method, as we can read from
Fig. 6.
The plasmon masses given by the dispersion relation
method are nicely cutoff independent, but are consis-
tently higher that the other two methods by a factor of
50%. This could point to a very significant fraction of
the electric field energy in the IR residing in some non-
plasmon modes that do not propagate but are instead
damped extremely quickly and are, therefore, not seen in
the oscillations of the uniform electric field (the “Landau
cut”). At this stage, however, we do not have a clear in-
terpretation for the surprisingly large difference between
the mass gap in the dispersion relation and the other
plasmon mass estimators.
V. DEPENDENCE ON TIME AND
OCCUPATION NUMBER
We then move to study the dependence of the plasmon
mass scale on more physical parameters of the simulation;
the initial typical occupation number n0 and time. Fig-
ure 8 shows the dependence of the plasmon mass scale
on the initial occupation number at fixed physical time
t∆ (the initial particle distribution is given by equation
(15) and the parameter n0 determines its overall normal-
ization). The relation between the different methods for
determining ωpl can be seen to be independent of n0.
The value of n0 controls the strength (or absence) of the
scale separation between the plasmon scale ω2pl ∼ n0 and
the hard scale ∆. Thus, the validity of the HTL pic-
ture should be regained in the limit n0 → 0. However,
even in the larger n0 results, we see no clear indication
of the breakdown of the HTL calculation of the plasmon
mass scale, although the ambiguity related to the differ-
ent definitions of the quasiparticle distribution discussed
in Sec. II B grows larger.
We find that at a fixed time the plasmon mass squared
increases less than linearly with the initial occupation
number n0, while generically a linear dependence would
be expected. While this could in principle result from
some nontrivial nonlinear effect, the more likely expla-
nation is provided by the different time dependence for
different n0.
The dependence of the plasmon mass (obtained us-
ing the HTL method) on the scaled time t∆ is shown
in Fig. 9 in both early and late times. It seems that af-
ter initial transient behavior the observed time evolution
is qualitatively independent of occupation number, and
the plasmon mass scale seems to decrease like a power
law. The asymptotic behavior seems to be consistent
with t−2/7, which was proposed in [20] based on a ki-
netic theory analysis of the cascade of energy towards
the UV. The duration of the initial transient behavior
depends strongly on n0: for large occupation numbers
the asymptotic behavior sets in faster. This provides a
natural explanation for the less-than linear dependence
of the plasmon mass at large t∆ on the initial occupation
n0 observed in Fig. 8. For larger n0 the system has spent
a larger fraction of its history in the ω2pl ∼ t−2/7 regime,
leading to a smaller ω2pl/n0 at a fixed t∆.
We have also studied the time dependence of the plas-
mon mass using methods other than the HTL resummed
approximation. The results are shown in Fig. 10. We
find that while the UE and HTL methods are in agree-
ment when it comes to the asymptotic behavior (i.e. the
t2/7 power law), the result from the DR method suffers
from too-large fluctuations and a strong dependence on
the details of the fit to make a firm conclusion. The
difference between the UE and HTL methods seems to
persist, but we expect it to disappear in the continuum
limit as was previously observed for a fixed t∆. The plot
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FIG. 10: Comparison of the observed time dependence of
plasmon mass using all three methods. For the dispersion
relation the numbers 1 and 3 indicate the largest value of
k
2
/∆2 included in the dispersion relation fit. The momentum
scale used here was ∆ = 0.3 and n0 = 1. We find that the
late-time behavior is consistent with a t
−2/7
power law for all
methods considering the large uncertainty in the DR method.
shows the result of the DR method using two different
upper limits for the fit range in k used in the disper-
sion relation method. The value of the plasmon mass
has a strong dependence on this limit. The dispersion
relation method also requires much more statistics than
the other methods. In Fig. 10 the results from the UE
and HTL methods have been obtained from a single run,
but the results for the DR method have been averaged
over 20 runs. In spite of this, the statistical fluctuations
are still larger than in the HTL method. While drawing
firm conclusions from the DR results is thus difficult, it
does seem to agree better with the other methods in the
asymptotical time limit, when the ω2pl ∼ t−2/7 decrease
reintroduces a clearer separation between the two mass
scales ωpl and ∆.
VI. CONCLUSIONS AND OUTLOOK
Based on the results in this paper we consider that the
uniform electric field method is the most reliable one to
extract the plasmon mass, as it seems to be insensitive to
the ultraviolet and infrared cutoff effects. In the future
it would be interesting to determine a full dispersion re-
lation ω(k) with this method by extracting a coordinate-
dependent electric field with a specific k. However, the
better reliability of the UE method comes with a price:
it comes with a great computational cost when compared
to the other methods, since it requires one to evolve the
system for thousands of time steps further in time before
one can reliably extract the plasmon mass scale.
It seems that hard-thermal-Loop approximation can be
brought into an agreement with the uniform electric field
method when the results are extrapolated to the con-
tinuum limit. The continuum extrapolation is relatively
well controlled here since we are working with a very
UV-suppressed spectrum of particles. With a power-law
spectrum reaching the continuum limit would be more
difficult. An important conclusion from the agreement
between the UE and HTL methods is that the kinetic
theory description in terms of weakly interacting quasi-
particles seems indeed to be a valid way to understand
the overoccupied classical gauge field system, even quan-
titatively. This was not obvious a priori, although also
earlier numerical studies have pointed in this direction.
The dispersion relation method tends to give larger
(of the order of 50 %) values for the plasmon mass when
compared to the other methods, and at present we have
no clear interpretation of this difference. The dispersion
relation method also requires more statistics to converge
to a stable value, while for the UE and HTL methods
one can get a very good estimate from a single configu-
ration on the lattice sizes 1283 . . . 3843 used here. The
dispersion relation method also has a non-negligible de-
pendence on time and on the details of the fit procedure,
which must be interpreted carefully if one wishes to use
this method. The disagreement of the dispersion rela-
tion method with the two others points to a limitation
with the quasiparticle picture in the overoccupied classi-
cal system. While the hard modes do generate a plasmon
mass scale that can be estimated from the HTL formula,
the behavior of the modes at this plasmon scale is more
complicated than merely a collection of massive quasi-
particles, at least when the separation between the hard
and plasmon scales is not large.
Generalizing our results to the expanding case is
not straightforward without performing actual simula-
tions. The reason is that expansion inevitably leads to
anisotropy, and instead of one clear momentum scale ∆
we end up having two separate characteristic momen-
tum scales, one in the longitudinal and one in the trans-
verse direction. An important future development will
be to use these same methods to analyze a purely two-
dimensional and strongly anisotropic systems closer to
the physical situation in a heavy-ion collision. The HTL
calculation of the polarization tensor can be extended
to the case of an anisotropic momentum distribution of
hard modes, but not to a purely two-dimensional system
(i.e. the infinitely anisotropic limit). It would be inter-
esting to study these extremely anisotropic systems using
this classical field setup, and we plan to return to this in
future work.
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