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Ground state cooling of micromechanical oscillators in the unresolved sideband regime
induced by a quantum well
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We theoretically demonstrate the ground state cooling of a mechanical oscillator in an optome-
chanical cavity in presence of a quantum well, in the unresolved-sideband regime. Due to the
presence of the quantum well, the cavity response gets modified and leads to asymmetric heating
and cooling processes. The cooling rate of the mechanical resonator can potentially be enhanced by
tuning the cavity-field detuning. It is demonstrated that, even when the cavity is in the unresolved-
sideband regime, the effective interaction of the exciton and mechanical modes can bring the system
back to effective resolved-sideband regime. Time evolution of the mean phonon number in the me-
chanical resonator is studied using the quantum master equation. The average phonon occupancy
in the mechanical resonator tends to zero with time, exhibiting dynamic controllability of cavity
dissipation.
PACS numbers: 42.50.Wk, 07.10.Cm, 42.50.Lc
I. INTRODUCTION
In recent years, the field of cavity optomechanics has
been subjected to rapid exploration in terms of both the-
ory and experiment [1-6]. The basic principle of coupling
through radiation pressure force, as predicted in [7-9] can
lead to Kerr type nonlinearity between the optical and
mechanical modes [10-11]. The optomechanical interac-
tion between optical and mechanical modes is not only
a tool for readout of mechanical motion [12], but it also
triggers the possibility of observing fundamental quan-
tum effects in mesoscopic systems. Owing to the inherent
nonlinearity, cavity optomechanics is a strong candidate
for futuristic aspects of achievement of standard quan-
tum limit [13], continuous variable entanglement of opti-
cal and mechanical modes [14], nonclassical state genera-
tion [15], quantum state transfer between different modes
[16], optomechanically induced transparency [17], quan-
tum nondemolition measurements [18] etc.
For observing quantum effects in optomechanical sys-
tems, ground state cooling of the mechanical oscillator
is an essential condition [19, 20]. In an optomechanical
system, the light scattered from the movable end mir-
ror gives rise to Stokes and anti-Stokes sidebands. Dur-
ing the Stokes process, the mirror absorbs a quantum of
energy from the cavity optical field, leading to heating
of the mirror; whereas during the anti-Stokes process,
the cavity field absorbs energy from the mirror resulting
in cooling of the mirror. To obtain an effective cooling
of the mechanical mirror, cooling rate should be higher
than the heating rate. Therefore, in analogy to the laser
cooling of ions in the strong binding regime [21], conven-
tional cavity cooling of mechanical oscillators requires the
condition of resolved-sideband regime, where the cavity
mode decay rate is lower than the mechanical oscillator
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resonance frequency [19, 22]. However, in practical situ-
ations, for typical mechanical oscillators of frequency in
the range of kHz-MHz; fulfilling this condition is a chal-
lenging task, that poses serious constraints experimen-
tally. To relax this requirement, few different approaches
have been suggested such as cooling using dissipative cou-
pling [23-24], coupling with high-Q auxiliary cavity [25],
hybrid atom- optomechanical systems [26], optomechan-
ically induced transparency [27]. Here, in this paper,
we consider the cavity cooling of a micromechanical mir-
ror, with a quantum well (QW) having lower exciton de-
cay rate, placed inside the optomechanical cavity. This
type of solid-state systems has their own advantages over
atomic cavity systems. Engineerable emission frequency,
fixed position and potential for integration with cavities
and waveguides using developed semiconductor fabrica-
tion techniques [28] make them unique tool for exploring
optomechanics further [6, 29]. The same type of sys-
tems has been studied in the context of nonlinear effects
like bistability and squeezing of the output field [30].
It is also predicted in such a system that the interac-
tion between the exciton and mechanical modes through
the cavity field may lead to entanglement between the
two [31]. We explore the aspect of ground state cooling
of the mechanical oscillator in the unresolved-sideband
regime. In this regime, by coupling the mechanical os-
cillator to a quantum well placed at the anti-node of the
cavity field, one can modify the noise spectrum. This il-
lustrates mode structuring around the sidebands, due to
the inhibition of the heating process while enhancing the
cooling process through quantum interference. In order
to study the cooling process in the mechanical oscillator,
we use an effective exciton-phonon interaction model that
is analogous to dark mode formation, which has been
studied extensively in optomechanics, in connection to
state transfer protocols[32]. The dark mode in optome-
chanics is similar to coherent-population trapped state
or the dark state in atomic physics [33]. The similar-
ity to the so-called stimulated Raman adiabatic passage
2FIG. 1. (Color online) An optomechanical cavity containing
a Quantum Well (QW) placed at the antinode of the cavity
field.
(STIRAP) is also notable. In fact, STIRAP protocols are
also studied extensively in the context of state transfer in
optomechanical and electromechanical systems [32]. The
paper is organized as follows. In Section II we describe
the Hamiltonian of the system and derive the quantum
Langevin equations for the system operators. Section III
is devoted to the analysis of cooling of the mechanical
oscillator, followed by conclusion of our work in Section
IV.
II. MODEL AND THEORY
We consider an optomechanical cavity containing a
QW as shown schematically in Fig. 1. The movable end
mirror has resonance frequency ωm, effective mass m and
decay rate γm. The cavity is driven by an intense pump
laser of frequency ωl, which exerts a radiation pressure
force on the movable end mirror. The Hamiltonian of the
system is given by (in the unit of ~ = 1)
H = Hfree +Ho−m +Ho−d +Hdrive (1)
The first term Hfree in Eq. (1) describes the free Hamil-
tonian of the system, given by Hfree = ωcc
†c+ ωdd
†d+
ωmb
†b, where, ωc, ωd and ωm are the resonance frequen-
cies of the cavity optical field, the QW excitons and the
mechanical oscillator respectively. Since we are deal-
ing with quasi-resonant coherent excitation, higher lying
exciton states of the QW are neglected. The optome-
chanical interaction between the cavity mode and the
mechanical oscillator is described by the second term,
Ho−m = gOMc
†c
(
b† + b
)
. Here gOM is the single-
photon optomechanical coupling strength between the
cavity field and the mechanical oscillator. The third
term in Eq. (1) accounts for the coupling between the
cavity mode and the exciton mode in the QW, given
FIG. 2. (Color online) Level diagram for the linearized Hamil-
tonian [Eq. (4)] and different coupling routes in displaced
frame where |nc, nd, nb〉 denotes the state with nc number of
photons, nd number of excitons and nb number of phonons.
The solid, red curve A(B) denote the cooling process due
to energy swapping (counter-rotating-wave interaction). The
dashed, purple curve C(D) denote the heating process due
to energy swapping (quantum backaction). The energy swap-
ping due to exciton-cavity coupling is denoted by solid curves
E and F .
by Ho−d = g
(
c†d+ d†c
)
, with interaction strength g.
The last term represents the pump laser driving, given
by Hdrive = εp
(
c†e−iωlt + ceiωlt
)
, with pump laser fre-
quency ωl and amplitude εp =
√
kcPin
~ωl
; Pin and kc being
the input power and cavity decay rate respectively. In
the frame rotating with the input laser frequency ωl, one
can obtain the Hamiltonian of the system as follows:
H = −∆cc†c−∆dd†d+ ωmb†b+ gOMc†c
(
b† + b
)
+g
(
c†d+ d†c
)
+ εp
(
c† + c
)
(2)
where, ∆c = ωl−ωc and ∆d = ωl−ωd are the detunings
of the cavity mode and the exciton mode respectively.
The time evolution of the system operators are given by
nonlinear Heisenberg-Langevin equations:
c˙ =
(
i∆c − kc
2
)
c− igOMc
(
b† + b
)−
igd− iεp −
√
kccin(t) (3a)
d˙ =
(
i∆d − kd
2
)
d− igc−
√
kddin(t) (3b)
b˙ =
(
−iωm − γm
2
)
b− igOMc†c−√γmbin(t) (3c)
where, kc, kd and γm are the decay rates of the optical
mode, exciton mode and the mechanical mode respec-
tively. cin, din and bin are the corresponding input vac-
uum noise operators with zero mean value and nonzero
correlation functions given by:
〈
cin (t) cin
† (t′)
〉
= δ(t −
3ω/ω
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FIG. 3. (Color online) Plot of noise spectrum SFF vs. normal-
ized frequency ω/ωm for ∆
′
c = kc (red solid), ∆
′
c = −kc (blue
dashed). Other parameters are ∆d = 0.5ωm, γm = 10
−5ωm,
kc = 10
4ωm, kd = ωm, g = 100ωm, G = 50ωm and nth = 10
4.
t′),
〈
din (t) din
† (t′)
〉
= δ(t − t′),
〈
bin (t) bin
† (t′)
〉
=
(nth+1)δ(t− t′),
〈
b†in (t) bin (t
′)
〉
= nthδ(t− t′) [35]. nth
is the environmental thermal phonon number given by,
nth = [exp
(
ℏωm
kBT
)
− 1]
−1
, where kB is Boltzmann con-
stant and T is the environmental temperature.
III. COOLING OF THE MECHANICAL
OSCILLATOR
Assuming a strong driving condition, Eqs. (3a)-(3c)
can be linearized around the steady state mean values
by expressing the system operators to be comprising of
the mean value, OS , and a small fluctuating term, δO:
O = OS + δO. Then the linearized Hamiltonian of the
system is given by:
HL = −∆′cδc†δc−∆dδd†δd+ ωmδb†δb+G
(
δc† + δc
)
(
δb† + δb
)
+ g
(
δc†δd+ δd†δc
)
(4)
where, G = gOMcS is the enhanced optomechanical cou-
pling strength due to the driving optical field and ∆′c =
∆c − gOM (bs + b†s) is the modified cavity detuning. Fig.
2 displays the level diagram of the linearized Hamilto-
nian and all the coupling routes among states denoted
by |nc, nd, nb〉 in the displaced frame; where nc, nd and
nb are the photon, exciton and phonon numbers respec-
tively. Different kinds of cooling and heating processes
may occur due to the optomechanical interaction [34].
The cooling processes associated with energy swapping
and counter-rotating-wave interaction are illustrated by
solid (red) curves A and B respectively. The heating pro-
cesses are denoted by the dashed (purple) curves, cor-
responding to swap heating (C) and quantum backac-
tion heating (D). The energy swapping due to the ex-
tra exciton-cavity coupling is shown by curves E and F.
In order to achieve efficient mechanical motion cooling,
one needs to enhance the cooling effect while suppressing
the heating. The Langevin equations for the fluctuation
terms in the linearized Hamiltonian are given by:
δ˙c =
(
i∆′c −
kc
2
)
δc− iG (δb† + δb)− igd−√kccin(t)
(5a)
δ˙d =
(
i∆d − kd
2
)
δd− igδc−
√
kddin(t)
(5b)
δ˙b =
(
−iωm − γm
2
)
δb− iG(δc† + δc)−√γmbin(t)
(5c)
Eqs. (5a)-(5c) can be solved in the frequency domain to
obtain the expression for δ˜b (ω) as follows:
δ˜b (ω) =
√
γmb˜in (ω)− i
√
kcA (ω)−
√
kdB (ω)
iω − i [ωm +Σ(ω)]− γm2
(6)
where,
A (ω) = G[χ (ω) c˜in (ω) + χ
∗ (−ω) c˜in† (ω)]
B (ω) = gG[χ (ω)χd (ω) d˜in (ω)− χ∗ (−ω)
χ∗d (−ω) d˜in
†
(ω)]
Here, Σ (ω) = −iG2[χ (ω) − χ∗ (−ω)] is
the optomechanical self-energy, where χ (ω) =[
{χc (ω)}−1 + g2χd (ω)
]−1
is the total response function
of the optomechanical cavity with the QW. χc (ω) =[−i (ω +∆′c) + kc2 ]−1, χd (ω) = [−i (ω +∆d) + kd2 ]−1
and χm (ω) =
[−i (ω − ωm) + γm2 ]−1 are the response
functions of the optical mode, the exciton mode and the
mechanical mode respectively. The radiation pressure
force, in an optomechanical system, arising due to
the interaction term, Hint , is given by F = − δHintδx .
Using this, the radiation pressure force for our system
is estimated as F = −G [δc† + δc]/xZPF , where,
xZPF is the zero-point fluctuation of the mechanical
oscillator. The quantum noise spectrum is calculated
using: SFF (ω) =
∫
dteiωt 〈F (t)F (0)〉 [6]. The spectral
density, in our system is calculated to be:
SFF (ω) =
G2|χ (ω)|2
x2ZPF
[
kc + kdg
2|χd (ω)|2
]
(7)
The cooling rate of the mechanical resonator is given by
A− = SFF (ωm)x
2
ZPF while the heating rate is given
by A+ = SFF (−ωm)x2ZPF . Due to the dynamical back-
action induced by the radiation pressure force, the spring
4∆'
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FIG. 4. (Color online) Plot of steady-state cooling limit as function of (a) ∆′c/ωm, with κd = ωm and nth = 10
4. The red solid
line denotes the final phonon number in the mechanical oscillator for a generic optomechanical cavity, whereas the blue dotted
line shows the phonon number in presence of the QW in the cavity; (b) nth with ∆
′
c = 10
4ωm. Other unspecified parameters
are: γm = 10
−5ωm, kc = 10
4ωm, g = 100ωm, G = 50ωm, ∆d = 0.5ωm.
constant (and thereby the effective oscillation frequency)
and the damping rate of the mechanical oscillator get
modified. The extra damping of the mechanical oscil-
lator due to the optomechanical interaction is given by,
γOM = A−−A+ = −2ImΣ(ωm) and the mechanical fre-
quency shift is given by, δωm = ReΣ(ωm). In Fig. 3,
we have plotted the noise spectrum for different values of
modified cavity-field detuning in the unresolved-sideband
regime. It is worthwhile to mention that in our calcula-
tions we have used realistic parameters inspired from a re-
cent experimental work [36]. In a generic optomechanical
cavity, in the unresolved-sideband regime, the noise spec-
trum reduces to SFF (ω) =
G2|χ(ω)|2
x2
ZPF
kc. This gives rise to
a Lorentzian curve illustrating equal heating and cooling
rates of the mechanical resonator.Nevertheless, the noise
spectrum for the system considered here as depicted in
Fig. 3, shows asymmetric Fano lineshapes that arise as a
result of interference between resonant and nonresonant
processes [23]. This indicates that the presence of the
QW modulates the cavity profile to show asymmetry in
cooling and heating processes. For ∆′c = kc, there is an
increase in cooling rate while the heating rate is reduced,
and for ∆′c = −kc, the opposite happens. Therefore, by
tuning the cavity-field detuning, the cooling rate of the
mechanical resonator can potentially be enhanced while
reducing the heating rate. This is possible due to the
interaction of the high-Q QW with the mechanical mode
through the cavity field. Intuitively, the asymmetry in
cooling and heating rates can be pictured as a outcome
of quantum interference. As can be observed from Fig. 2,
due to the presence of the exciton-cavity coupling g, there
are two different pathways leading to the same cooling or
heating process. Therefore, one can harness the interfer-
ence to overpower the heating effect while enhancing the
cooling effect.
In the highly unresolved regime, kc ≫ ωm and for
kc ≫ (kd, γm), ∆′c ≫ ∆d, the three-mode system can be
reduced to a two-mode system by considering the cavity
mode as perturbation. Integrating Eqs. (5a)-(5c), we get
the time dependent form of the operators as follows:
δc (t) = δc (0) exp
(
i∆′ct−
kc
2
t
)
+ exp
(
i∆′ct−
kc
2
t
)
∫ t
0
[−iGδb† (τ) − iGδb (τ)− igδd(τ)−
√
kccin(τ)]×
exp
(
−i∆′cτ +
kc
2
τ
)
dτ
(8a)
δd (t) = δd (0) exp
(
i∆dt− kd
2
t
)
+ exp
(
i∆dt− kd
2
t
)
∫ t
0
[−igδc(τ)−
√
kddin(τ)]exp
(
−i∆dτ + kd
2
τ
)
dτ
(8b)
δb (t) = δb (0) exp
(
−iωmt− γm
2
t
)
+ exp
(
−iωmt− γm
2
t
)
∫ t
0
[−iGδc† (τ)− iGδc(τ) −√γmbin(τ)]
exp
(
iωmτ +
γm
2
τ
)
dτ
(8c)
Now considering the effect of the cavity mode as pertur-
bation, the expressions for the time dependent exciton
mode and mechanical mode operators are approximated
to be as follows:
δd (t) ∼= δd (0) exp
(
i∆dt− kd
2
t
)
+Din(t) (9a)
δb (t) ∼= δb (0) exp
(
−iωmt− γm
2
t
)
+Bin(t) (9b)
where the effect of the cavity mode is included in the
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FIG. 5. (Color online) (a) Contour plot of mechanical steady-state cooling limit as function of normalized optomechanical
coupling G and the exciton-cavity coupling g. Other parameters used are: γm = 10
−5ωm, kc = 10
4ωm, kd = ωm, nth = 10
4,
∆′c = 10
4ωm and ∆d = 0.5ωm. (b) Plot of phonon occupancy limit as a function of normalized effective parameters keff and
Geff for γmnth = 10
−9ωm.
noise terms Din(t) and Bin(t) . Substituting Eqs. (9a)
and (9b) back into Eq. (8a) and under the assumptions
|∆′c| ≫ ∆d, kc ≫ (kd, γm) , we obtain:
δc (t) ∼= − iG
[
δb (t) + δb† (t)
]
−i∆′c + kc2
− igδd (t)−i∆′c + kc2
+
δc (0) exp
(
i∆′ct−
kc
2
t
)
+ Cin(t) (10)
And substituting δc (t) into Eqs. (5b) and (5c), we get
the equation for the exciton mode as:
δ˙d =
(
i∆d − kd
2
)
δd
+ig

 iG
[
δb (t) + δb† (t)
]
−i∆′c + kc2
+
igδd (t)
−i∆′c + kc2


−
√
kddin (t)− ig[δc (0) exp
(
i∆′ct−
kc
2
t
)
+ Cin(t)]
(11)
Comparing this with the generic single-cavity optome-
chanical system, we can derive the parameters for the
effective exciton-mechanical mode interaction as ∆eff =
∆d − η2∆′c, keff = kd + η2kc, Geff = ηG, where η =
g/
√
∆′2c +
(
kc
2
)2
that can be approximated to η = g/∆′c
for ∆′c ≫ kc. Analogous to the single cavity optome-
chanical system, the steady-state cooling limits are ap-
proximated as neff = nclassical + nquantum [34, 37].
Here, nclassical =
4G2eff+k
2
eff
4G2
eff
keff
γmnth ≈ keff4|Geff |2 γmnth is
the classical steady-state cooling limit and nquantum =
k2eff+8G
2
eff
16(ω2m−4G
2
eff
)
≈ k
2
eff
16ω2m
is the quantum limit of cooling for
effective resolved sideband (keff ≪ ωm) and the effective
weak coupling regime (Geff < keff ). In Figs. 4(a)-4(b)
the variations of steady-state cooling limit as function
of normalized cavity detuning and the thermal phonon
number are shown. As seen from Fig. 4(a), ground state
cooling is not possible for a generic optomechanical cav-
ity in the unresolved-sideband regime. Nevertheless, in
case of the QW coupled system, ground state cooling
can be achieved for a range of high cavity detuning near
104ωm. For large detuning, dark modes with respect to
the low-Q cavity mode (c) are formed via linear combi-
nation of the mechanical mode (b) and high-Q exciton
mode (d). This dark-mode is responsible for an effec-
tive cooling [32]. It is worth to be noted that in case of
a single optomechanical cavity without the QW, cooling
occurs in the red detuned regime only. But, with the
QW inside the cavity, the damping is significantly en-
hanced in the blue-detuned regime as illustrated in Fig.
3. The effective detuning term ∆eff contains both ∆
′
c
and ∆d. Hence, it is possible to tune these blue-detuned
terms to get a red-detuned ∆eff at high value of ∆
′
c,
that results in cavity cooling. Fig. 4(b) depicts the vari-
ation of the steady-state cooling limit as a function of the
bath phonon number for different values of kd. The plots
show that, for ground state cooling of the mechanical res-
onator, high values of bath phonon number is tolerable.
For example, for kd = ωm, the maximum tolerable bath
phonon number is approximately equal to 37×103. It is
also to be noted that more bath phonon number is tol-
erable for ground state cooling with lower decay rate of
the QW excitons.
It is important to have an idea about the optimum
range of the optomechanical coupling G and the exciton-
cavity coupling g to be used for efficient mechanical
mode cooling. These couplings are fixed by the mate-
rial at the fabrication stage. Though the optomechan-
ical coupling G also depends on the input laser power,
it is difficult to tune the couplings at a later stage.
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FIG. 6. Color online) Time evolution of the mean phonon
number in the mechanical resonator in presence of the QW,
starting from nth = 10
4. Parameters considered are kc =
104ωm, kd = ωm, ∆
′
c = 10
4ωm, ∆d = 0.5ωm, γm = 10
−5ωm,
g = 100ωm and G = 50ωm.
Fig. 5(a) demonstrates the optimal range of g and G.
The optimum value of g can be found out analytically
by maximizing the cooling rate, that is found to be
g =
√
(
∆′c+ωm
∆d+ωm
)(kd2 )
2 + (∆′c + ωm)(∆d + ωm). For the
stability of the system, the effective coupling must fol-
low Geff < ωm/2, as observed from the quantum limit
of cooling. Therefore, the condition for the optomechan-
ical coupling G and the exciton-cavity coupling g sim-
plifies to gG < ωm
√
∆′2c +
(
kc
2
)2
/2 . For ∆′c
∼= κc, the
requirement for the approximate value of the couplings
give gG < ωmκc/2. In Fig. 5(b), the variation of the
steady-state cooling limit as function of effective param-
eters keff and Geff , is shown. It illustrates that ground
state cooling of mechanical motion may be achieved un-
der the stability condition for Geff and for the range of
keff < 4ωm, as indicated by the quantum limit of cool-
ing.
In order to study the time evolution of the mean
phonon number in the mechanical resonator, we use the
master equation approach. The quantum master equa-
tion of the system reads:
ρ˙ = i [ρ,HL] +
kc
2
(
2δcρδc† − δc†δcρ− ρδc†δc
)
+
kd
2
(
2δdρδd† − δd†δdρ− ρδd†δd
)
+
γm
2
(nth + 1)
(
2δbρδb† − δb†δbρ− ρδb†δb
)
+
γm
2
nth(2δb
†ρδb− δbδb†ρ− ρδbδb†) (12)
We use the covariance approach to find out the time evo-
lution of the mean phonon number nb (t) = 〈δb†δb〉(t)
[34]. For this, we solve a linear system of differential
equations ∂t 〈oˆioˆj〉 = Tr (ρ˙oˆioˆj) =
∑
m,n µm,n 〈oˆmoˆn〉,
where, oˆi, oˆj , oˆm, oˆn are one of the operators: δb
†, δc†,
δd†, δb, δc and δd; and µm,n are the corresponding coeffi-
cients. Solving these, we can find out the mean values of
all the time-dependent second-order moments: 〈δb†δb〉,
〈δb†δc〉, 〈δb†δd〉, 〈δc†δc〉, 〈δc†δd〉, 〈δd†δd〉, 〈δb2〉, 〈δbδc〉,
〈δbδd〉, 〈δc2〉, 〈δcδd〉 and 〈δd2〉. In Fig. 6 we show the
time evolution of the mean phonon number. The envi-
ronmental phonon number is assumed to be 104. The
cavity is considered to be in highly unresolved sideband
regime. Initially the phonon number in the mechanical
oscillator is equal to the environmental phonon number.
All other second order moments are initially zero. The
plot shows that with increasing time, the average phonon
occupancy in the mechanical resonator is cooled down to
below 1. This indicates ground state cooling of the res-
onator mode in the highly unresolved sideband regime.
IV. CONCLUSION
In conclusion, we have studied the sideband cooling of
a mechanical resonator in an optomechanical cavity con-
taining a quantum well. It is worthwhile to note that such
semiconductor structures, with well-developed semicon-
ductor fabrication techniques, are easily integrable with
cavities and waveguides making them a unique tool for
exploiting optomechanics. The exciton and mechanical
modes are not coupled directly, but their interaction with
the cavity optical field gives rise to an indirect coupling
between them. This specific configuration of the sys-
tem can lead to cooling of the mechanical oscillator in
the unresolved sideband regime. Due to the presence of
the high-Q element in the cavity, the noise spectrum is
modified and leads to asymmetric cooling and heating
rates. Even when the cavity is in the highly unresolved-
sideband regime, the effective interaction between the ex-
citon and mechanical modes can bring the system back
to effective resolved-sideband regime. Hence the require-
ment of the resolved-sideband condition for cooling is re-
laxed significantly. The cooling rate of the mechanical
resonator can be enhanced by tuning the cavity-field de-
tuning. The time evolution of the mean phonon number
in the mechanical resonator is studied using the quan-
tum master equation. It is found that, with increasing
time, the average phonon occupancy in the mechanical
resonator tends towards zero exhibiting dynamic control-
lability of cavity dissipation. This might open up the
possibility of manipulation of semiconductor integrated
mechanical systems in the quantum mechanical regime.
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