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Seznam uporabljenih kratic
kratica anglesˇko slovensko
HOG histogram of oriented gradi-
ents
histogram usmerjenih gradien-
tov
CN color names barvne znacˇilke
FFT fast Fourier transformation hitra Fourierova transforma-
cija
CSR channel and spatial reliability
DCF discriminative correlation fil-
ter
diskriminativni korelacijski fil-
ter
EAO expected average overlap pricˇakovano povprecˇno prekri-
vanje
FPS frames per second sˇtevilo slik na sekundo
MRF Markov random field nakljucˇno polje Markova

Povzetek
Naslov: Ucˇinkovita implementacija sledilnika CSR-DCF
Avtor: Andrej Muhicˇ
V diplomski nalogi smo predstavili problem vizualnega sledenja poljubnemu
objektu skozi sekvenco slik. Opisali smo diskriminativni korelacijski filter,
ki predstavlja temeljno orodje za izgradnjo nasˇega sledilnika. Osredotocˇili
smo se na metodo CSR-DCF, ki korelacijske filtre izboljˇsa z uporabo ma-
ske in kanalskih utezˇi. Maska dolocˇa, kateri piksli so pomembni za ucˇenje
filtra. Izracˇuna se jo na podlagi barvnega ujemanja ter prostorske zaneslji-
vosti, utezˇi pa dolocˇajo diskriminativno mocˇ posameznega kanala. Sledilnik
je na lestvici VOT med najboljˇsimi, vendar je njegova glavna pomanjklji-
vost neucˇinkovita implementacija v jeziku Matlab. Ker smo zˇeleli, da bi
bil sledilnik sˇiroko dostopen ter da bi omogocˇal boljˇso izrabo procesorske
mocˇi, smo ga implementirali v programskem jeziku C++ in ga vkljucˇili v
prosto dostopno knjizˇnico OpenCV. S pomocˇjo ogrodja za testiranje krat-
korocˇnih sledilnikov VOT smo izvedli analizo razlicˇnih parametrov sledilnika
in primerjavo z originalno implementacijo v jeziku Matlab. Priˇsli smo do
zakljucˇka, da nasˇa implementacija dosezˇe primerljive rezultate ob viˇsji hitro-
sti delovanja. Trenutno je sledilnik najboljˇsi med vsemi sledilniki v knjizˇnici
OpenCV, o cˇemer govori tudi dejstvo, da je dosegel prvo mesto v kategoriji
realnocˇasovnih sledilnikov na lestvici VOT2017.
Kljucˇne besede: racˇunalniˇski vid, vizualno sledenje, detekcija, korelacijski
filtri, sledilnik.

Abstract
Title: An efficient implementation of the CSR-DCF tracker
Author: Andrej Muhicˇ
In this thesis we addressed the problem of visually tracking an object in
a sequence of images. We described the discriminative correlation filter,
which is a building block for our tracker. We also described the CSR-DCF
method, that improves correlation filters by using a binary mask and channel
weights. The mask determines which pixels are important for filter learning,
and is calculated based on appearance likehood and spatial likehood, whereas
channel weights determine the discriminative power of each channel. The
tracker is one of the best on the VOT challenge, but its main drawback is the
inefficient implementation in Matlab. We wanted to make the tracker widely
accessible and have it run more efficiently. That is why we implemented it
using C++ programming language and added it to OpenCV library. We
used VOT framework to test the effects of different parameters on the speed
and accuracy of this tracker, and to compare the original implementation
in Matlab to ours. We concluded that our implementation produces similar
results while running at a higher speed. The tracker is currently the best in
OpenCV library, and was ranked first among realtime trackers on VOT2017.
Keywords: computer vision, visual tracking, detection, correlation filters,
tracker.

Poglavje 1
Uvod in motivacija
Vizualno sledenje objektom je ena izmed sposobnosti ljudi in zˇivali, ki se
nam pogosto zdi samoumevna, vendar pa ta predstavlja velik problem v
racˇunalniˇstvu. Sledenje objektom lahko apliciramo v robotiki, samovozecˇih
vozilih, video nadzoru, interakciji med cˇlovekom in racˇunalnikom itd., zato
se znanstveniki na podrocˇju racˇunalniˇskega vida zˇe vrsto let trudijo razviti
sledilnike, ki bi omogocˇili samodejno sledenje poljubnemu objektu v neki
sekvenci slik. Pri sledenju se soocˇamo z razlicˇnimi problemi, saj se tarcˇi po-
ljubno spreminja oblika, barva in velikost, pogosto pa jo tudi zakrije kaksˇen
drug predmet. Poleg tega pride tudi do megljenja in premikanja kamere,
kar sˇe dodatno otezˇi delo. Nacˇini sledenja objektom in strojna oprema ter
kolicˇina podatkov za ucˇenje se s cˇasom razvijajo in izpopolnjujejo, zato lahko
na tem podrocˇju iz leta v leto vidimo boljˇse rezultate. Razlicˇne metode
razlicˇno uspesˇno uspesˇno resˇujejo dolocˇene tipe problemov. Na primer sle-
dilniki, ki delujejo na podlagi opticˇnega toka [40, 37], pogosteje odpovejo ob
megljenju slike od ostalih sledilnikov. Poleg natancˇnosti in robustnosti je
izredno pomembna tudi hitrost delovanja, saj so pocˇasni sledilniki v praksi
pogosto neuporabni. Kljub velikemu zanimanju in izjemnemu napredku vi-
zualno sledenje sˇe vedno ostaja odprt problem na podrocˇju racˇunalniˇskega
vida [23, 24, 35, 6, 39].
Sledilnike lahko kategoriziramo na vecˇ nacˇinov. Locˇimo jih na krat-
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korocˇne, kjer se tarcˇa redko popolnoma zakrije za daljˇsi cˇas, in dolgorocˇne, pri
katerih mora sledilnik prepoznati in ponovno locirati tarcˇo tudi po daljˇsem
zakritju. Sledilnik, predstavljen v tej diplomski nalogi, spada med krat-
korocˇne holisticˇne sledilnike na podlagi diskriminativnih korelacijskih filtrov
[5].
Holisticˇni sledilniki predstavijo objekt, kateremu sledimo z eno regijo,
zato so preprostejˇsi za izdelavo, poleg tega pa imajo manjˇse sˇtevilo prostih
parametrov. Kljub preprostejˇsi implementaciji so zmozˇni robustnega in na-
tancˇnega sledenja, vendar imajo pogosto tezˇave pri zakrivanju tarcˇe in pri
velikih spremembah velikosti tarcˇe [24]. Cˇeprav lahko v nekaterih primerih
dokaj natancˇno dolocˇimo matematicˇni model objekta, kateremu sledimo (na
primer pri prepoznavanju in sledenju obrazov [38]), nas obicˇajno bolj zanima
sledenje poljubnemu objektu, za katerega pred zacˇetkom sledenja ne poznamo
nobenih posebnih znacˇilnosti. Taki sledilniki si vizualni model dolocˇajo in
popravljajo kar med samim sledenjem (angl. online learning). Diskrimi-
nativni korelacijski filtri [11] si na podlagi sprotnega ucˇenja shranjujejo zˇe
znane podatke, objekt pa se locˇi od ozadja z iskanjem idealne korelacije med
trenutno sliko in temi filtri.
Kar nekaj razlicˇnih sledilnikov, osnovanih na podlagi diskriminativnih
korelacijskih filtrov, je prosto dostopnih, vendar pa med njimi manjka imple-
mentacija, ki bi omogocˇala robustno sledenje v realnem cˇasu. Med njimi naj-
demo tudi sledilnik CSRDCF [30], ki ga odlikujeta izredna natancˇnost in ro-
bustnost. Njegova glavna pomanjkljivost pa je neucˇinkovita implementacija
v jeziku Matlab. Cilj te diplomske naloge je analizirati sledilnik CSRDCF,
nato pa ga ucˇinkovito implementirati v jeziku C++ in ga narediti lahko do-
stopnega sˇiroki razvojnoraziskovalni skupnosti.
Zaradi popularnosti in obsezˇnosti vizualnega sledenja se je pojavilo vecˇ
razlicˇnih nacˇinov za testiranje in rangiranje sledilnikov. V diplomski nalogi
smo za evalvacijo uporabili protokol VOT1 (angl. Visual Object Tracking),
ki zajema zelo razlicˇne in zahtevne probleme.
1http://www.votchallenge.net
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1.1 Sorodna dela
V zadnjih letih opazˇamo veliko zanimanje za podrocˇje vizualnega sledenja,
kar se pozna tudi v sˇtevilu razlicˇnih idej, ki resˇujejo ta problem. Med krat-
korocˇnimi sledilniki, ki delujejo na podlagi zˇe preizkusˇenih metod strojnega
ucˇenja, le da so prirejene za sprotno posodabljanje, najdemo: strmensko
ucˇenje (angl. boosting) [15], metode podpornih vektorjev (angl. support vec-
tor machine) [1], nakljucˇnih gozdov (angl. random forests) [34] ter take, ki
se bolj podrobno ukvarjajo s problemi, povezanimi s sledenjem: MILTracker
[2] (angl. Multiple Instance Learning Tracker) in Struck [16]. Za nas so
predvsem pomembni sledilniki, ki temeljijo na diskriminativnih korelacijskih
filtrih (angl. Discriminative Correlation Filters) [5, 18, 30].
Korelacijski filtri imajo svoje zacˇetke v osemdesetih letih s cˇlankom He-
sterja in Casasenta [19]. Na podrocˇju sledenja so postali popularni s sledil-
nikom MOSSE [5], ki je ob svojem izidu leta 2010 dosegel izjemne rezultate
tako v natancˇnosti kot tudi hitrosti. Za matematicˇni model tarcˇe uporabi
adaptivne korelacijske filtre, pridobljene iz sivinskih slik. Na podlagi tega
dela se je razvilo sˇe mnogo drugih sledilnikov, ki sˇe izboljˇsajo rezultate. Eni
to storijo tako, da uporabijo drugacˇne znacˇilke, na katerih se ucˇi filter, drugi
pa izboljˇsajo sam nacˇin ucˇenja filtra. V cˇlanku [18] za ucˇenje filtra namesto
sivinskih slik uporabijo znacˇilke HOG [7], cˇlanek [8] pa uvede znacˇilke na
podlagi dolocˇanja barv (angl. Color Names). Yang Li in Jianke Zhu v svo-
jem sledilniku [27] pokazˇeta, da se znacˇilke HOG in CN odlicˇno dopolnjujejo,
saj se natancˇnost sledilnika z uporabo vecˇ razlicˇnih tipov znacˇilk povecˇa. V
drugo kategorijo spada sledilnik KCF [18], ki s pomocˇjo jedrnih funkcij iz-
boljˇsa rezultate, obenem pa ohrani visoko hitrost delovanja. Danelljan in
ostali so v svojem sledilniku [12] uporabili korelacijske filtre za dolocˇanje
velikosti tarcˇe. Z uporabo globalnega barvnega histograma, ki dolocˇa zane-
sljivost posameznih pikslov, je sledilnik Staple (angl. Sum of Template And
Pixel-wise Learners) [4] sˇe izboljˇsal lokalizacijsko sposobnost korelacijskih
filtrov. Zˇe prej omenjeni sledilnik CSR-DCF [30], ki spada med diskrimina-
tivne korelacijske filtre z eno regijo, z uporabo maske in kanalskih utezˇi (angl.
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channel weights) izboljˇsa ucˇenje korelacijskih filtrov, obenem pa uporablja
vecˇ razlicˇnih tipov znacˇilk. Ob zakrivanju tarcˇe ima mnogo izmed zgoraj
omenjenih sledilnikov probleme, saj je celotna tarcˇa predstavljena kot ena
regija. Zato tu program izgubi tarcˇo, poleg tega pa si pokvari podatke o vi-
zualnem modelu dejanskega objekta. Sledilniki [32, 29, 28] tarcˇo razdelijo na
vecˇ delov (angl. part based), kar omogocˇa boljˇse sledenje objektu, ko je vecˇji
del tarcˇe zakrit. Omenimo sˇe sledilnika CCOT [13] in ECO [9], ki omogocˇata
ucˇenje filtrov na podatkih razlicˇnih velikosti.
1.2 Prispevki diplomskega dela
Glavni cilj diplomskega dela je izdelati hitro in robustno implementacijo sle-
dilnika CSRDCF [30], ki je prosto dostopna splosˇnim uporabnikom, saj je
originalna implementacija2 omejena na sisteme, ki podpirajo okolje Matlab.
Izdelamo tudi analizo parametrov za lazˇjo izbiro prednastavljenih vrednosti.
1.3 Struktura diplomskega dela
Diplomska naloga je razdeljena na pet poglavij. Poglavje 1 na kratko pred-
stavi podrocˇje, na katero se nanasˇa naloga. V Poglavju 2 pregledamo teo-
reticˇne osnove korelacijskih filtrov in samo delovanje sledilnika CSRDCF [30].
V Poglavju 3 opiˇsemo implementacijo sledilnika in za to potrebno program-
sko opremo. V Poglavju 4 se osredotocˇimo na eksperimentalno evalvacijo. V
Poglavju 5 diplomsko delo zakljucˇimo s sklepnimi ugotovitvami in razpravo
glede mozˇnih izboljˇsav.
2Dostopno na: https://github.com/alanlukezic/csr-dcf
Poglavje 2
Teoreticˇna podlaga
V tem poglavju smo si najprej pogledali znacˇilke HOG [7] in CN [36], nato
pa delovanje korelacijskih filtrov. Na koncu smo predstavili sˇe novosti, ki jih
je vpeljala metoda CSR-DCF [30]. Poglavje temelji na originalnih cˇlankih
[30, 5, 32], zato je ta del v veliki meri podoben omenjenim cˇlankom, izpusˇcˇeni
pa so dokazi in podrobnejˇsi opisi metod.
2.1 Histogrami orientiranih gradientov
Histogrami orientiranih gradientov so pogosto uporabljen tip opisnika na
podrocˇju racˇunalniˇskega vida. Sprva so bili namenjeni detekciji pesˇcev v
slikah [7], ker pa se je izkazalo, da so izjemno uporabni tudi na drugacˇnih
primerih, so se hitro zacˇeli uporabljati tudi v drugacˇne namene. Intuitivno
opisnik modelira strukturo nekega objekta z izdelavo histogramov pogostosti
posameznih smeri na sliki. V nasˇem sledilniku smo uporabili znacˇilke fHOG
[14], ki dajejo podobne rezultate kot tiste, ki so opisane v originalnem cˇlanku
[7], obenem pa delujejo hitreje.
Izracˇun znacˇilk lahko v osnovi razdelimo na tri korake. V prvem koraku
na vhodni sliki I izracˇunamo njen gradient
∇I(i, j) = [Ix(i, j), Iy(i, j)], (2.1)
kjer Ix(i, j) in Iy(i, j) dolocˇata odvod slike v tocˇki (i, j) po osi x in y. Na
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podlagi gradienta lahko nato izracˇunamo smer spreminjanja intenzitete v
tocˇki (i, j)
ϕ(i, j) = arctan(Iy(i, j)/Ix(i, j)), (2.2)
in velikost te spremembe
|∇I(i, j)| =
√
Ix(i, j)2 + Iy(i, j)2. (2.3)
V naslednjem koraku zaokrozˇimo smeri gradientov na sledecˇ nacˇin:
N(i, j) = round(n
ϕ(i, j)
pi
) mod n, (2.4)
kjer je n sˇtevilo kosˇev v histogramu. Histograme ustvarimo po celicah (obicˇajno
velikosti 8 × 8 pikslov), kjer posamezen piksel prispeva vrednost |∇I(i, j)|
v kosˇ N(i, j). V zadnjem koraku histograme vseh sosednjih sˇtirih celic
zdruzˇimo v tako imenovane bloke, histograme znotraj bloka nato normalizi-
ramo s pomocˇjo L1 ali L2 norme. Normalizirane histograme nato zaporedno
zdruzˇimo v opisnik HOG.
2.2 Znacˇilke Color Names
Imena barv (angl. color names) so jezikovne oznake, ki jih ljudje pripiˇsemo
dolocˇenim barvam. Berlin in Kay [3] sta v jezikovni sˇtudiji ugotovila, da
ima anglesˇcˇina enajst osnovnih barvnih izrazov, to so cˇrna, modra, rjava,
siva, zelena, oranzˇna, roza, vijolicˇna, rdecˇa, bela in rumena. V cˇlanku [36] so
avtorji, ustvarili preslikavo, ki pikslom, podanim z vrednostmi RGB, pripiˇse
jezikovno barvno oznako. Prednost te metode je, da razlicˇne odtenke barv
oznacˇimo z isto besedo, poleg tega lahko z njo opiˇsemo tudi akromaticˇne
barve, kot so cˇrna, siva in bela.
Znacˇilke Color Names so definirane kot vektor, ki vsebuje verjetnosti
imena barv neke regije R
CN = [p(cn1|R), p(cn2|R), ..., p(cn11|R)], (2.5)
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posamezne verjetnosti pa so podane z
p(cni)|R) = 1|R|
∑
x∈R
p(ni|f(x)). (2.6)
Tu ni pomeni i -to barvo, x je koordinata piksla v regiji R, f(x) podaja
vrednosti piksla v barvnem prostoru L*a*b* in p(ni|f) verjetnost, da je piksel
i -te barve.
Verjetnosti p(ni|f) so bile izracˇunane na podlagi slik, ki so bile pridobljene
z iskalnika Google ob iskanju razlicˇnih imen barv.
2.3 Korelacijski filtri
Korelacijske filtre [5] lahko v sledilnikih uporabimo za modeliranje objektov
na sliki. Na prvi sliki dolocˇimo okno (manjˇsi del slike), ki zajema tarcˇo, na
podlagi katerega nato ustvarimo filter. Nato pa na vsaki naslednji sliki v
okolici lokacije tarcˇe najdemo novo okno, ki nam ob korelaciji s filtrom vrne
najvecˇji odziv. Center okna dolocˇa novo lokacijo tarcˇe obenem pa z njim
posodobimo filter.
Naj bo f slika, ki vsebuje tarcˇo, in naj bo h temu primeren filter. S
simbolom ? oznacˇimo krizˇno korelacijo, odziv med podlogo oziroma filtrom
in sliko lahko torej zapiˇsemo kot
g = h ? f . (2.7)
Tu g predstavlja rezultat, ki ima v optimalnem primeru vrednosti povsod
enake nicˇ, razen na obmocˇju, kjer se nahaja tarcˇa. Problem je najti tak filter
h, ki nam pri izracˇunu korelacije med filtrom in vhodno sliko vrne mocˇan
odziv le v primeru, ko slika vsebuje iskani objekt.
Za hitro delovanje takega sledilnika najprej izracˇunamo hitro Fourierovo
transformacijo slike F = F(f) in filtra H = F(h). Spomnimo se konvolu-
cijskega teorema, ki pravi, da je Fourierova transformacija konvolucije dveh
signalov f in h enaka zmnozˇku po komponentah njunih Fourierovih transfor-
macij
F(f ∗ h) = F(f)F(h), (2.8)
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z uporabo konvolucijskega teorema in povezave med konvolucijo in krizˇno
korelacijo lahko (2.7) v frekvencˇni domeni zapiˇsemo kot
G = H F. (2.9)
S simbolom  tu oznacˇimo mnozˇenje po komponentah, (.) pa predstavlja
konjugacijo elementov.
Za primer ucˇenja filtra si poglejmo algoritem MOSSE [5]. Kot vhodne
podatke imamo ucˇne slike fi in zˇelene rezultate gi (angl. labels). Elementi
matrike gi so obicˇajno dolocˇeni z dvodimenzionalno Gaussovo porazdelitvijo,
ki ima vrh (pricˇakovano vrednost) v centru tarcˇe. Filter, ki najbolj zajame
vse ucˇne primere, algoritem MOSSE dobi tako, da minimizira vsoto kva-
dratov napak med dejanskim rezultatom korelacije in zˇelenim (optimalnim)
rezultatom
min
H
∑
i
|Fi H−Gi|2. (2.10)
Eksplicitna resˇitev minimizacije (2.10) je sledecˇa
H =
∑
i Gi  Fi∑
i Fi  Fi
. (2.11)
2.4 Metoda CSR-DCF
V Poglavju 2.3 smo predstavili korelacijske filtre, ki za delovanje in ucˇenje
uporabljajo zgolj en kanal (sivinsko sliko). Delovanje lahko izboljˇsamo tako,
da iz slike izlusˇcˇimo razlicˇne znacˇilke, ki podrobneje modelirajo vizualno po-
dobo objekta. S tem povecˇamo sˇtevilo kanalov, ki jih sledilnik lahko uporabi
za ucˇenje in sledenje, kar se odrazˇa v vecˇji natancˇnosti delovanja.
Na voljo imamo Nc razlicˇnih kanalov f = {fd : fd ∈ Rw×h}d=1:Nc , ki jih
dobimo z vhodne slike I sˇirine w in viˇsine h. Nasˇa naloga je naucˇiti njim
prirejene korelacijske filtre h = {hd : hd ∈ Rw×h}d=1:Nc . Z njimi lahko potem
dolocˇimo lokacijo objekta tako, da poiˇscˇemo najvecˇji element v matriki
g˜(h) =
Nc∑
d=1
fd ? hd, (2.12)
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ki predstavlja skupen odziv vseh kanalov.
Optimalne korelacijske filtre h poiˇscˇemo tako, da minimiziramo napako
med idealnim odzivom g ∈ Rw×h, ki je ponovno definiran kot 2-D Gaussova
funkcija s centrom v sredini tarcˇe, in skupnim odzivom korelacij med filtri in
ucˇnimi kanali:
ε(h) = ‖g˜(h)− g‖2 + λ‖h‖2. (2.13)
Za lazˇji zapis uporabimo oznako aˆ = vec(F(a)), ki predstavlja Fourierovo
transformacijo matrike a ∈ Rw×h preoblikovano v vektor dimenzije aˆ ∈
RD×1, kjer je D = w · h. Podobno z diag(aˆ) oznacˇimo D × D matriko,
ki ima po diagonali elemente vektorja aˆ. Enacˇbo (2.13) lahko torej zapiˇsemo
tudi na sledecˇi nacˇin
ε(h) = ‖
Nc∑
i=1
diag(fˆi)hˆi − gˆ‖2 + λ
Nc∑
i=1
‖hˆ‖2. (2.14)
Eksplicitna resˇitev za d -ti kanal je sledecˇa
hˆd =
diag(fˆd)gˆ∑Nc
i=1 diag(fˆi)fˆi + λ
, d = 1, ..., Nc, (2.15)
deljenje pa je izvedeno po komponentah.
V (2.15) opazimo, da imamo v imenovalcu ulomka sesˇtevek avtokorelacij
vseh razlicˇnih kanalov. To pa pomeni, da v primeru, ko imamo vecˇ razlicˇnih
tipov znacˇilk, na skupen odziv v veliki meri vpliva magnituda posameznega
kanala, ne glede na dejansko diskriminacijsko mocˇ tega kanala. Temu se
izognemo tako, da ucˇenje posameznih filtrov popolnoma locˇimo:
ε(h) =
Nc∑
i=1
‖fi ? hi − g‖2 + λ‖hi‖2. (2.16)
2.4.1 Ucˇenje korelacijskih filtrov z uporabo maske
Naj bo matrika m ∈ {0, 1}w×h maska, ki dolocˇi piksle, ki so nepomembni
oziroma nezanesljivi za ucˇenje filtra. Vpeljimo dualno matriko hc in omejitev
hc −m h ≡ 0, (2.17)
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ta nam poda naslednji optimizacijski problem (angl. augmented Lagrangian)
L(hˆc,h, lˆ|m) = ‖diag(fˆ)hˆc − gˆ‖2 + λ
2
‖hm‖2+
[ˆlH(hˆc − hˆm) + lˆH(hˆc − hˆm)] + µ‖hˆc − hˆm‖2,
(2.18)
kjer je lˆ kompleksen Lagrangeov multiplikator, µ > 0 in hm = (m  h).
Optimizacijski problem lahko iterativno minimiziramo s pomocˇjo metode
ADMM (angl. Alternating Direction Method of Multipliers), ki ob vsaki
iteraciji izracˇuna
hˆi+1c = arg min
hc
L(hˆc,hi, lˆi|m), (2.19)
hˆi+1 = arg min
h
L(hˆi+1c ,h, lˆi|m). (2.20)
Optimalno vrednost matrike hˆc v minimizacijskem problemu (2.19) dobimo
takrat, ko je vrednost kompleksnega gradienta, glede na spremenljivko hˆc,
enaka nicˇ
∇
hˆc
L ≡ 0. (2.21)
S F oznacˇimo D × D matriko diskretne Fourierove transformacije, tako da
xˆ = F(x) = √DFx in M = diag(m). Parcialni kompleksni gradienti za
vsak cˇlen enacˇbe (2.18) so
∂
∂hˆc
[(
diag(fˆ)hˆc − gˆ
)T(
diag(fˆ)hˆc − gˆ
)]
=
∂
∂hˆc
[
hˆTc diag(fˆ)
Hdiag(fˆ)hˆc − hˆTc diag(fˆ)H gˆ − gˆHdiag(fˆ)hˆc + gˆH gˆ
]
=
diag(fˆ)Hdiag(fˆ)hˆc − diag(fˆ)gˆ, (2.22)
∂
∂hˆc
[
λ
2
(
Mh
)T (
Mh
)]
= 0, (2.23)
∂
∂hˆc
[ˆ
lH
(
hˆc −
√
DFMh
)
+ lˆH
(
hˆc −
√
DFMh
)]
= lˆ, (2.24)
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∂
∂hˆc
[
µ
(
hˆc −
√
DFMh
)T (
hˆc −
√
DFMh
)]
= µ
(
hˆc −
√
DFMh
)
. (2.25)
Z uporabo enacˇb (2.4.1), (2.23), (2.25) lahko (2.21) spremenimo v:
hˆc =
diag(fˆ)gˆ + µhˆm − lˆ
diag(fˆ)Hdiag(fˆ) + µ
. (2.26)
Podobno storimo, da dobimo optimalno matriko h:
∇hL ≡ 0. (2.27)
Parcialni kompleksni gradienti za vsak cˇlen enacˇbe (2.18), glede na spremen-
ljivko h, so:
∂
∂h
[(
diag(fˆ)hˆc − gˆ
)T(
diag(fˆ)hˆc − gˆ
)]
= 0, (2.28)
∂
∂h
[
λ
2
(
Mh
)T (
Mh
)]
=
∂
∂h
[
λ
2
hHMMh
]
. (2.29)
Ker smo m definirali kot binarno masko, lahko matricˇno mnozˇenje MM
poenostavimo v M, t.j.
∂
∂h
[
λ
2
hHMMh
]
=
λ
2
Mh, (2.30)
∂
∂h
[ˆ
lH
(
hˆc −
√
DFMh
)
+ lˆH
(
hˆc −
√
DFMh
)]
= −
√
DMFH lˆ, (2.31)
∂
∂h
[
µ
(
hˆc −
√
DFMh
)T (
hˆc −
√
DFMh
)]
= −µ
√
DMFHhˆc + µDMh.
(2.32)
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Cˇe zdruzˇimo enacˇbe (2.30), (2.31), (2.32), dobimo
Mh = M
√
DFH (ˆl + µhˆc)
λ
2
+ µD
, (2.33)
z uporabo inverzne Fourierove transformacije (F−1(xˆ) = 1√
D
FH xˆ) lahko
enacˇbo (2.33) zapiˇsemo kot
m h = m F
−1(ˆl + µhˆc)
λ
2D
+ µ
. (2.34)
Elementi matrike m so lahko le ena ali nicˇ, zato elementov iz matrike h, ki
so na istih mestih kot nicˇle v matriki m, ne moremo tocˇno dolocˇiti, saj bi
to pomenilo deljenje z nicˇlo. Ker pa v zacˇetni definiciji problema, iˇscˇemo
take filtre, ki zadosˇcˇajo pogoju h ≡ h m. Dobimo lahko priblizˇno resˇitev
z enacˇbo:
h = m F
−1(ˆl + µhˆc)
λ
2D
+ µ
. (2.35)
Enacˇbi (2.35) in (2.26) uporabimo v vecˇ iteracijah:
hˆi+1c =
fˆ  gˆ + (µhˆim − lˆi)
fˆ  fˆ + µi
, (2.36)
hˆi+1 =
mF−1(ˆli + µihˆi+1c )
λ
2D
+ µi
, (2.37)
kjer je µ0 = 5, β = 3; µ
i+1 = βµi, deljenje matrik pa je izvedeno po
komponentah. Lagrangeov multiplikator lˆ pa je ob vsaki iteracij posodobljen
na naslednji nacˇin:
lˆi+1 = lˆi + µ(hˆi+1c − hˆi+1). (2.38)
2.4.2 Segmentacijska maska
Med samim delovanjem si sledilnik s pomocˇjo barvnih histogramov c =
{cf , cb} modelira razliko med ozadjem in ospredjem v okolici tarcˇe. To upo-
rabimo za dolocˇanje zanesljivosti posameznih pikslov pri ucˇenju filtrov. Z
yi = [y
c
i ,y
x
i ] oznacˇimo opazˇanje i -tega piksla v ucˇni regiji, kjer je y
c
i barva
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in yxi lokacija. In naj bo mi ∈ {0, 1} nakljucˇna spremenljivka, ki oznacˇuje,
ali piksel pripada ozadju ali objektu. Skupna verjetnost, da opazimo yi, je
podana z
p(yi) =
1∑
j=0
p(yi|mi = j)p(mi = j) =
=
1∑
j=0
p(yci |mi = j)p(yxi |mi = j)p(mi = j).
(2.39)
Apriorno verjetnost p(mi = j) izracˇunamo iz razmerja med velikostjo ospredja
in ozadja pri ekstrakciji histogramov. Cˇlen p(yci |mi = j), ki podaja barvno
zanesljivost, je izracˇunan po Bayesovem pravilu iz barvnih histogramov za
ospredje in ozadje c = {cf , cb}. Preostali cˇlen pa dolocˇa prostorsko zaneslji-
vost, to pomeni, da bojo piksli blizu sredine najverjetneje vsebovali objekt
ne glede na deformacijo objekta, piksli, ki pa so bolj oddaljeni od sredine,
pa imajo enako verjetnost, da vsebujejo objekt ali ozadje. To spremembo
verjetnosti, ki je neodvisna od sprememb objekta, modeliramo z
p(yxi |mi = j) = k(x;σ), (2.40)
kjer je k(x, σ) modificirano jedro Epanechnikov-a k(r, σ) = 1 − (r/σ)2, pa-
rameter σ je enak manjˇsi izmed stranic pravokotnika, ki predstavlja velikost
tarcˇe, parameter r pa je oddaljenost piksla od srediˇscˇa objekta. Vrednosti so
omejene na interval od [0, 5, 0, 9], t.j.
k(r, σ) =

0, 5, cˇe k(r, σ) < 0, 5
0, 9, cˇe k(r, σ) > 0, 9
k(r, σ), sicer.
(2.41)
V praksi verjetnosti p(yi|mi) vsebujejo veliko kolicˇino sˇuma (glej Sliko 2.1),
zato uporabimo metodo opisano v cˇlanku Kristana in ostalih [22], da dosezˇemo
vecˇjo konsistenco pri dolocˇanju razreda posameznega piksla.
Ker za ucˇenje korelacijskega filtra zˇelimo uporabiti le tiste piksle, ki jih
lahko smatramo kot zanesljive, vrednosti maske m nastavimo tako, da so
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enke na mestih, kjer je posteriorna verjetnost, da piksel pripada tarcˇi, vecˇja
od 0,5. Da se izognemo slabim klasifikacijam pri nenadnih korenitih spre-
membah objekta, dolocˇimo minimalen procent pikslov, ki morajo pripadati
ospredju/tarcˇi (imajo vrednost 1). V primeru, da to sˇtevilo ni dosezˇeno,
uporabimo splosˇno masko.
Slika 2.1: Postopek izdelave matrike prostorske zanesljivosti. Barva v grobem
dolocˇa verjetnost: modra - 0,0, zelena - 0,5, rumena - 1,0. Od leve proti
desni: 1.) vhodna slika s podano tarcˇo 2.) apriorna prostorska verjetnost,
3.) verjetnost na podlagi barvnega modela, 4.) posteriorna verjetnost po
regularizaciji na podlagi nakljucˇnih polij Markova, 5.) maskirana vhodna
slika. Slike so vzete iz originalnega cˇlanka [30].
2.4.3 Dolocˇanje zanesljivosti kanalov
Sledilnik CSR-DCF vpelje sˇe eno novost, to so ocene zanesljivosti razlicˇnih
kanalov, podane z vektorjem utezˇi w = {w˜d}d=1:Nc . Uporabimo jih ob loka-
lizacijskem koraku:
g˜ =
Nc∑
i=1
fd ? hd · w˜d. (2.42)
Zanesljivost posameznega kanala je sestavljena iz dveh komponent:
wd = w
(lrn)
d . w
(det)
d , (2.43)
w
(lrn)
d predstavlja zanesljivost kanala, ki jo izracˇunamo ob ucˇenju filtrov,
w
(det)
d pa predstavlja zanesljivost kanala ob detekciji. Vrednosti so normali-
zirane, tako da velja
∑Nc
d=1wd = 1.
V koraku, ko se dolocˇa lokacijo objekta, se izracˇuna
w
(det)
d = max(1− ρ(max2)d /ρ(max1)d , 0, 5), (2.44)
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kjer sta ρ
(max1)
d in ρ
(max2)
d najvecˇja dva lokalna maksimuma odziva korelacije
med znacˇilko fd in filtrom hd. S tem nagradimo znacˇilnice, ki so enotno
glasovale za eno lokacijo.
Da ne bi zmotno zanemarili doprinosa kanala, ki ima dejansko lahko veliko
diskriminacijsko mocˇ, ampak ima zgolj to nesrecˇo, da se v okolici sledenega
objekta nahaja sˇe en podoben objekt, vrednost w
(det)
d navzdol omejimo z 0,5.
V fazi ucˇenja filtrov se dolocˇa w
(lrn)
d . Kanal z veliko razlocˇevalno mocˇjo
fd ustvari tak filter hd, da se rezultat korelacije med njima skoraj popolnoma
prilega idealnemu odzivu g, medtem ko se kanal s sˇibko diskriminativno
mocˇjo temu ne prilega (glej Sliko 2.2). Zato ima w
(lrn)
d preprosto definicijo:
w
(lrn)
d = max(fd ? hd). (2.45)
fd =
fd ? hd =
Slika 2.2: Levo primer kanala z veliko diskriminativno mocˇjo, desno primer
kanala z majhno diskriminativno mocˇjo. Slike so vzete iz originalnega cˇlanka
[30].
2.4.4 Delovanje sledilnika CSR-DCF
Sledilnik deluje v dveh korakih, najprej tarcˇo lokalizira, nato pa posodobi
model. Postopek je opisan v Algoritmu 1. Za dolocˇitev velikosti objekta
poskrbi metoda DSST (angl. Discriminative Scale Space Tracking) [12], ki
z uporabo korelacijskih filtrov dolocˇi trenuten faktor velikosti (angl. scale
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factor). Z njim se pomnozˇi originalna velikost tarcˇe, da dobimo novo regijo,
ki jo zajema tarcˇa.
Algoritem 1 Delovanje sledilnika CSR-DCF
Vhodni podatki: Slika It, pozicija objekta v prejˇsnji sliki pt−1, faktor ve-
likosti v prejˇsnji sliki st−1, barvni histogrami ct−1, vektor zanesljivosti
znacˇilk wt−1
Rezultat: Nova pozicija objekta p, nov faktor velikosti st, posodobljen mo-
del sledilnika
Lokalizacija in ocena velikosti objekta:
1.) Dolocˇi se nova pozicija objekta pt: izracˇunajo se korelacije med
filtri ht−1 in znacˇilkami trenutne slike I na prejˇsnji poziciji tarcˇe pt−1,
rezultati se utezˇijo z vektorjem zanesljivosti wt−1. Utezˇene rezultate se
sesˇteje skupaj v matriko g˜, lokacija maksimalnega elementa dolocˇi novo
pozicijo pt
2.) Dolocˇijo se nove utezˇi w(det)
3.) Na podlagi nove lokacije pt se dolocˇi nov faktor velikosti
Posodobitev modela:
1.) Ekstrakcija novih histogramov ozadja in ospredja c˜(fg), c˜(bg)
2.) Posodobitev histogramov: c
(fg)
t = (1− ηc)c(fg)t−1 + ηc c˜(fg),
c
(bg)
t = (1− ηc)c(bg)t−1 + ηc c˜(bg)
3.) Izracˇun maske m
4.) Izracˇun novih trenutnih filtrov h˜ z uporabo m
5.) Izracˇun novih ucˇnih utezˇi w˜(lrn) na podlagi h˜
6.) Izracˇun trenutnih skupnih utezˇi: w˜ = w˜(lrn)  w˜(det)
7.) Posodobitev filtra: ht = (1− η)ht−1 + ηh˜
8.) Posodobitev utezˇi: wt = (1− ηc)wt−1 + ηcw˜
Poglavje 3
Implementacija
3.1 Programski jezik C++
C++ je splosˇno namenski programski jezik, ki izhaja iz jezika C in podpira
vecˇ razlicˇnih programskih paradigm. Prvicˇ se je pojavil leta 1985, ustvaril
pa ga je Bjarne Stroustrup. Sodi med enega izmed bolj priljubljenih jezikov,
saj ponuja izvrstno razmerje med hitrostjo razvijanja in izvajanja programa.
Glavne prednosti so mozˇnost objektnega programiranja, virtualne funkcije,
predloge itd.
3.2 Knjizˇnica OpenCV
OpenCV1 (angl. Open Source Computer Vision Library) je odprtokodna
knjizˇnica, izdana pod licenco BSD, ki vsebuje osnovne in napredne funkcije s
podrocˇja racˇunalniˇskega vida. Deluje na vecˇ razlicˇnih platformah (Windows,
Linux, Mac OS, Android, iOS, ...), vecˇina knjizˇnice je napisana v program-
skem jeziku C++ s poudarkom na hitri in ucˇinkoviti kodi.
Knjizˇnica je razdeljena na tri enote: opencv, opencv contrib in extras.
Glavni del, imenovan opencv, vsebuje najbolj pomembne in preizkusˇene mo-
dule. Vkljucˇuje najrazlicˇnejˇse funkcionalnosti, kot so: branje slik ali videov
1https://opencv.org/
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v razlicˇnih zapisih, podpora za delo z matrikami, funkcije za glajenje slik,
izracˇun znacˇilnic HOG, hitro Fourierovo transformacijo itd. V opencv contrib
se nahajajo moduli, ki sˇe niso dovolj preizkusˇeni, da bi se vkljucˇili v glavni
del. Zadnji izmed delov extras vkljucˇuje raznorazne slike, videe in ostale
podatke za potrebe testiranja.
3.3 Matlab
Matlab (angl. matrix laboratory) je zaprtokoden programski paket in jezik,
namenjen numericˇni analizi in hitremu razvoju algoritmov. Vsebuje eno-
stavno in hitro racˇunanje z matrikami ter dobro podporo za izris in vizuali-
zacijo rezultatov. Osnovna funkcionalnost je razsˇirjena s pomocˇjo paketov,
kot so: paket za statistiko in strojno ucˇenje, paket za procesiranje signalov,
paket za racˇunalniˇski vid itd. Izvajanje C/C++ kode je omogocˇeno preko
MEX (angl. Matlab Executable).
Originalna implementacija sledilnika CSR-DCF je razvita v okolju Ma-
tlab, preko MEX pa se izvaja del prevedene kode, ki uporablja knjizˇnico
OpenCV.
3.4 Implementacija sledilnika CSR-DCF
V tem diplomskem delu smo celoten sledilnik CSR-DCF razvili v jeziku C++,
za delo z matrikami in razlicˇnimi metodami racˇunalniˇskega vida smo upora-
bili programsko ogrodje OpenCV. Ker modul za vizualno sledenje zˇe vsebuje
nekatere druge sledilnike (KCF [18], MILTracker [2], Struck [16], ...), smo se
pri integraciji v OpenCV zgledovali po njih. Za samo izdelavo sledilnika smo
si pomagali z originalno implementacijo.
Osnovni gradnik vsakega programa, ki uporablja OpenCV, je podatkovni
tip Mat, ki deluje kot obicˇajna matrika v matematicˇnem pomenu besede.
S tem podatkovnim tipom so predstavljene slike, filtri, maske, kompleksne
matrike itd. Za delovanje sledilnika so kljucˇne naslednje funkcionalnosti, ki
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jih ponuja knjizˇnica OpenCV:
1. branje slik v razlicˇnih formatih,
2. spreminjanje velikosti slike,
3. izracˇun DFT in inverzne DFT,
4. izracˇun znacˇilk HOG,
5. podpora za izris in
6. hitro delovanje matricˇnih operacij.
Zasnova za splosˇni sledilnik je dokaj preprosta. Dolocˇena je z virtualnim
razredom sˇtirih funkcij, ki jih mora sledilnik implementirati. Funkcija init se
klicˇe ob zagonu programa in poda prvo sliko v sekvenci ter mejni pravokotnik
tarcˇe (angl. bounding box ). Naslednja funkcija je update, ki se klicˇe za vsako
naslednjo sliko v zaporedju. Kot parameter dobimo trenutno sliko, funkcija
pa za odgovor potrebuje novo lokacijo mejnega pravokotnika. V primeru,
da tarcˇe ni, ali je nismo prepoznali, lahko to javimo s praznim odgovorom.
Ostaneta sˇe dve funkciji, ena za branje in ena za pisanje prostih parametrov
sledilnika.
Sliki 3.1 in 3.2 graficˇno povzameta delovanje sledilnika, ki je v grobem
razdeljen na sˇtiri enote oziroma datoteke, to so:
1. trackerCSRT,
2. trackerCSRTScaleEstimation,
3. trackerCSRTSegmentation in
4. trackerCSRTUtils.
V trackerCSRT, ki je prvi in glavni del, je implementirana zasnova za sledil-
nik, ki smo jo opisali v prejˇsnjem odstavku. Poleg tega se v tem delu zgodi
sˇe lokalizacija objekta ter posodobitev filtrov in utezˇi. Enota trackerCSRT-
ScaleEstimation implementira algoritem za dolocˇanje velikosti objekta. V
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trackerCSRTSegmentation se nahaja koda za izracˇun barvnih histogramov
in dolocˇanje maske. Zadnji del, imenovan trackerCSRTUtils, pa je zbirka
pomozˇnih funkcij, ki se uporabljajo po kodi.
Slika 3.1: Potek inicializacije in posodabljanja sledilnika.
Omenimo sˇe nekaj posebnosti nasˇe implementacije. Po lokalizaciji objekta
se z uporabo algoritma DSST [10] dolocˇi sˇe velikost tako, da na sliki v okolici
tarcˇe dolocˇimo podokna, ki jih nato skrcˇimo ali razsˇirimo na primerno skupno
velikost. Nato na njih izracˇunamo znacˇilnice fHOG [14]. Ker so izracˇuni na
razlicˇnih podoknih med sabo neodvisni, lahko ta del izvajamo vzporedno.
Poleg tega lahko paraleliziramo sˇe izracˇun novih filtrov, ki je racˇunsko najbolj
zahteven del nasˇega sledilnika. Filtri za posamezno znacˇilko so do dolocˇanja
nove pozicije tarcˇe, popolnoma neodvisni drug od drugega, zato lahko tudi
ta del preprosto izvajamo paralelno. Dodali smo tudi vecˇ razlicˇnih okenskih
funkcij, ki smo jih testirali v Poglavju 4.3.2. Za hitrejˇse izvajanje smo uvedli
sˇe naslednje spremembe:
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Slika 3.2: Potek lokalizacije.
1. Realna in kompleksna sˇtevila so v originalni implementaciji predsta-
vljena s plavajocˇo vejico z dvojno natancˇnostjo, v nasˇi implementaciji
pa z enojno natancˇnostjo.
2. Racˇunanje zanesljivosti posameznih kanalov ob detekciji w
(det)
d , ki smo
ga dolocˇili v (2.44), se izpusti.
3. Pri spreminjanju velikosti slike se v originalni verziji uporablja kubicˇna
interpolacija, v nasˇem primeru pa je to linearna interpolacija.
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Poglavje 4
Eksperimentalna evalvacija
4.1 Podatkovna zbirka
Testiranje sledilnika se je izvajalo na sekvencah VOT20181 (angl. Visual
Object Tracking) [24], ki so namenjene ocenjevanju programov za kratkorocˇno
sledenje. Na razpolago smo imeli sˇestdeset razlicˇnih sekvenc, ki zajemajo
razlicˇne probleme pri sledenju, kot so sprememba osvetlitve, sprememba ve-
likosti objekta ter razmerja med sˇirino in viˇsino objekta, hitro premikanje
objekta in hitro premikanje kamere, sprememba barve objekta, prisotnost
sˇuma in megljenja. Poleg samih slik smo imeli sˇe tekstovno datoteko, v
kateri so za vsako sliko zapisane koordinate najmanjˇsega orientiranega pra-
vokotnika, ki zajema tarcˇo. Primere sekvenc vidimo na Sliki 4.1.
4.2 Evalvacijski protokol
Na temo evalvacije sledilnikov je napisanih kar nekaj cˇlankov, ki so povzeti v
cˇlanku [21]. V temu delu smo se osredotocˇili na nekatere nacˇine vrednotenja
sledilnikov.
Natancˇnost ob cˇasu t nam pove, kako dobro regija ATt , ki jo predvidi
1http://www.votchallenge.net/
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Slika 4.1: Primeri sekvenc VOT2018.
sledilnik, prekriva dejansko regijo tarcˇe AGt in je definirana kot:
φt =
AGt ∩ ATt
AGt ∪ ATt
. (4.1)
Robustnost nam pove kolikokrat je sledilnik izgubil tarcˇo, tj. φt = 0. Ob
izgubi tarcˇe sledilnik preskocˇi naslednjih Nskip = 5 slik v sekvenci. S tem
se obicˇajno izognemo takojˇsnji ponovni izgubi tarcˇe. Za tem sledi obdobje
Nburnin = 10 slik, ki ga ne sˇtejemo v racˇunanje povprecˇne natancˇnosti, saj
je prekrivanje takoj za ponovno inicializacijo obicˇajno zelo veliko. Naj bo
Nrep sˇtevilo ponovitev izvajanja sledilnika na neki sekvenci, potem je Φt(i, k)
natancˇnost k -te ponovitve ob cˇasu t i -tega sledilnika. Povprecˇna natancˇnost
sledilnika na neki sliki v sekvenci je potem Φt(i) =
1
Nrep
∑Nrep
k=1 Φt(i, k). Pov-
precˇno natancˇnost i -tega sledilnika na celotni sekvenci pa izracˇunamo kot
ρA(i) =
1
Nvalid
Nvalid∑
k=1
Φj(i). (4.2)
Tu Nvalid oznacˇuje sˇtevilo vseh uposˇtevanih slik. Formulo za povprecˇno ro-
bustnost pa lahko zapiˇsemo z enacˇbo:
ρR(i) =
1
Nrep
Nrep∑
k=1
F (i, k), (4.3)
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kjer s F (i, k) oznacˇimo sˇtevilo ponovnih inicializacij i -tega sledilnika v k -ti
ponovitvi poskusa. Skupen rezultat na vecˇ sekvencah je utezˇeno povprecˇje
rezultatov na posamezni sekvenci, kjer za utezˇ vzamemo dolzˇino posamezne
sekvence.
V VOT2013 [26] in VOT2014 [25] se je za ocenjevanje sledilnikov upora-
bilo povprecˇje robustnosti in natancˇnosti. Od leta 2015 naprej pa se upora-
blja pricˇakovano povprecˇno prekrivanje (angl. average expected overlap). Na
sekvenci dolzˇine Ns pozˇenemo sledilnik in ga v vsakem primeru pustimo tecˇi
do konca, cˇetudi vmes izgubi tarcˇo. V takem primeru naslednja enacˇba poda
oceno natancˇnosti sledilnika na sekvenci:
ΦNs =
1
Ns
Ns∑
i=1
Φi. (4.4)
Cˇe imamo vecˇ razlicˇnih sekvenc dolzˇine Ns, lahko iz tega izracˇunamo pov-
precˇno pricˇakovano prekrivanje ΦˆNs = 〈ΦNs〉. Obravnavamo pa lahko sˇe vecˇ
razlicˇnih dolzˇin sekvenc Ns = 1 : Nmax, ki jih lahko zdruzˇimo v krivuljo pov-
precˇnega pricˇakovanega prekrivanja v odvisnosti od dolzˇine zaporedja slik.
Koncˇna ocena sledilnika je podana kot povprecˇna vrednost krivulje na nekem
intevalu [Nlo, Nhi]
ΦNs =
1
Nhi −Nlo
Nhi∑
i=Nlo
ΦˆNs . (4.5)
4.3 Primerjava z referencˇno implementacijo
V tem poglavju smo testirali delovanje sledilnika z razlicˇnimi parametri in
naredili primerjavo z originalno implementacijo. Za testiranje smo uporabili
osebni racˇunalnik s procesorjem Intel Xeon 1231v3, 16 GB notranjega po-
mnilnika in graficˇno kartico NVIDIA GeForce 970 GTX. Eksperimente smo
izvajali na operacijskem sistemu Fedora 25, za prevajanje programov pa smo
uporabili prevajalnik GCC s polno optimizacijo (-O3). Za lazˇji zapis nasˇo
implementacijo poimenujemo CSRDCF++.
Delovanje sledilnika je mogocˇe izboljˇsati z razlicˇnimi parametri, ki jih
26 Andrej Muhicˇ
lahko spremenimo na podlagi nasˇih potreb. To pa obenem predstavlja pro-
blem, saj lahko v praksi preizkusimo res majhen delezˇ vseh mozˇnih kom-
binacij, poleg tega pa se optimalni parametri pogosto razlikujejo glede na
tip problema. V Poglavju 4.3.1 smo preverili, kako se sledilnik obnasˇa pri
razlicˇnem sˇtevilu ADMM iteracij, v Poglavju 4.3.2 smo opisali, kaj se zgodi,
cˇe zamenjamo okensko funkcijo. Na koncu pa smo v Poglavju 4.3.3 opazovali
sˇe razlicˇne velikosti predloge. Za testiranje smo uporabili platformo VOT,
ker zajema res veliko sˇtevilo razlicˇnih sekvenc in je zato dober pokazatelj, ali
so izbrani parametri primerni za splosˇno sledenje. Poglavje smo zakljucˇili s
primerjavo obeh implementacij sledilnika.
4.3.1 Sˇtevilo iteracij ADMM
V tem poglavju smo testirali vpliv sˇtevila iteracij ADMM na natancˇnost
in hitrost delovanja sledilnika CSRDCF++. Sˇtevilo iteracij je v CSRDCF
omejeno na sˇtiri, tukaj pa smo preizkusili vrednosti od 1 do 8.
Grafe pricˇakovanega prekrivanja v odvisnosti od dolzˇine sekvenc za vsako
izmed testiranih vrednosti smo prikazali na Sliki 4.2, na Sliki 4.3 pa smo pri-
kazali graf pricˇakovanega povprecˇnega prekrivanja v odvisnosti od sˇtevila
iteracij. Opazili smo, da se prekrivanje izboljˇsuje, dokler ne dosezˇemo sˇtirih
iteracij, zatem pa ima sˇtevilo iteracij negativen ucˇinek na delovanje sledil-
nika. Vpliv sˇtevila iteracij na hitrost delovanja je prikazan na Sliki 4.4, kjer
vidimo ocˇiten linearen padec hitrosti. Do primerov, ko hitrost pade oziroma
naraste, cˇeprav bi moralo biti obratno, pride zaradi drugacˇnih izracˇunov ve-
likosti objekta. Opazovali smo tudi, ali ima hitrost vpliv na natancˇnost in
robustnost nasˇega sledilnika, kar nam prikazuje Slika 4.5. Na abscisni osi smo
uporabili rezultate analize hitrosti ob razlicˇnem sˇtevilu iteracij ADMM, na
ordinatni osi pa smo prikazali vrednosti EAO. Iz grafa lahko vidimo, da v tem
primeru pocˇasnejˇse delovanje sledilnika ne pomeni tudi vecˇje natancˇnosti.
Sledilnik je najbolj zanesljiv v primeru sˇtirih iteracij ADMM, obenem pa
sˇe vedno deluje s sprejemljivo hitrostjo, zato je to tudi optimalna vrednost
za sˇtevilo iteracij.
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Slika 4.2: Grafi pricˇakovanega prekrivanja v odvisnosti od dolzˇine sekvence
pri razlicˇnem sˇtevilu iteracij ADMM.
Slika 4.3: Graf EAO za razlicˇno sˇtevilo iteracij ADMM.
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Slika 4.4: Graf hitrosti sledilnika za razlicˇno sˇtevilo iteracij ADMM.
Slika 4.5: Graf vpliva hitrosti na EAO ob razlicˇnem sˇtevilu iteracij ADMM.
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4.3.2 Okenske funkcije
Ob inicializaciji sledilnika se izracˇuna dvodimenzionalna okenska funkcija
(angl. window function), s katero pomnozˇimo signal (v nasˇem primeru znacˇilke
izracˇunane na podlagi vhodne slike). S tem dosezˇemo, da so vrednosti okoli
robov enake nicˇ, tiste blizˇje centru pa ohranjajo svoje vrednosti. Tako se
deloma izognemo nepravilnostim ob izracˇunu korelacij.
Kot prednastavljena okenska funkcija (angl. window function) se upora-
blja Hannovo2 [33] okno. V nasˇi implementaciji je mozˇna sˇe uporaba okna
Cˇebiˇseva3 [17] in okna Kaiser-Bessel4 [20] (glej Sliko 4.6).
Slika 4.7 nam prikazuje, kako se spreminja povprecˇna vrednost krivulje
EAO v odvisnosti od parametra αcheb. Slika 4.8 podobno, le da smo tu upo-
rabili okno Kaiser-Bessel ter spreminjali vrednost parametra αkaiser. Opazili
smo, da ob priblizˇno optimalnih vrednostih ne presezˇemo rezultatov Hanno-
vega okna. Hitrost delovanja se ni spremenila, ker je sˇtevilo operacij, ki jih
izvede sledilnik, enako za vsa okna.
2https://www.mathworks.com/help/signal/ref/hann.html
3https://www.mathworks.com/help/signal/ref/chebwin.html
4https://www.mathworks.com/help/signal/ref/kaiser.html
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Slika 4.6: Primerjava okenskih funkcij v cˇasovni (zgoraj) in frekvencˇni domeni
(spodaj). Po vrsti si okna sledijo v zaporedju: Hann, Cˇebiˇsev, Kaiser-Bessel.
Slika 4.7: Graf vrednosti EAO sledilnika v odvisnosti od parametra αcheb.
Diplomska naloga 31
Slika 4.8: Graf vrednosti EAO sledilnika v odvisnosti od parametra αkaiser.
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4.3.3 Velikost predloge
Naslednji parameter nam dolocˇa velikost samega filtra. Delu slike v okolici
tarcˇe, ki se uporabi za detekcijo ali pri ucˇenju filtra, smo spremenili velikost
tako, da je njena povrsˇina enaka kvadratu velikosti predloge. S tem smo zago-
tovili, da so vse matrike pri ucˇenju in detekciji enake velikosti. Na Slikah 4.9
in 4.10 vidimo, da ima velikost predloge velik vpliv na hitrost in natancˇnost.
S slik lahko sklepamo, da je optimalna velikost predloge okoli 200. Cˇe pa je
hitrost kljucˇnega pomena, pa so primernejˇse predloge z velikostjo okoli 130.
Slika 4.9: Graf vrednosti EAO sledilnika v odvisnosti od velikosti predloge.
Podobno kot smo storili na grafu, ki ga prikazuje Slika 4.5, nam Slika 4.11
prikazuje vpliv hitrosti na EAO, le da se tukaj hitrosti in EAO spremijajo
zaradi velikosti predloge. Tukaj opazimo, da pri vecˇji hitrosti delovanja izgu-
bimo natancˇnost. Manjˇsa hitrost pa ne pomeni nujno tudi vecˇje natancˇnosti.
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Slika 4.10: Hitrost sledilnika v odvisnosti od velikosti predloge.
Slika 4.11: EAO v odvisnosti od hitrosti sledilnika (ob razlicˇnih velikostih
predloge).
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4.3.4 Primerjava CSRDCF in CSRDCF++
Kot lahko vidimo na Sliki 4.15, je povprecˇno prekrivanje pri obeh implemen-
tacijah skoraj enako, kar nam potrjuje pravilnost ponovne implementacije.
Nasˇ sledilnik se v povprecˇju na vsaki sekvenci zmoti 1,33-krat. Predvsem ve-
liko tezˇav imamo, ko se predmet popolnoma zakrije, kot na primer v sekvenci
frisbee. Ali v primerih kot je sekvenca hand, kjer sledilnik med sledenjem roko
zamenja za obraz. Do napak pride predvsem zaradi barvne podobnosti pred-
metov, saj barvni histogrami slabo dolocˇijo, kaj je v ozadju in kaj v ospredju
(glej Sliko 4.12). Poleg tega pogosto pride do napak, ko se razmerje med
sˇirino in viˇsino objekta hitro spreminja, npr. v sekvenci zebrafish1, kar je
prikazano na Sliki 4.13.
Slika 4.12: Primer napacˇnega sledenja na sekvenci hand. Z rdecˇo je oznacˇen
objekt, ki mu sledimo, z zeleno pa rezultat sledilnika.
Slika 4.13: Primer hitrega spreminjanja razmerja med sˇirino in viˇsino na
sekvenci zebrafish1. Z rdecˇo je oznacˇen objekt, ki mu sledimo, z zeleno pa
rezultat sledilnika.
Povprecˇna natancˇnost sledilnika je 0,46, s tem da je najvecˇja na sekvenci
ball1 z natancˇnostjo 0,80 in najmanjˇsa na sekvenci drone1 z natancˇnostjo
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0,15. Zanimivo je, da kljub zelo majhnemu prekrivanju na tej sekvenci tarcˇe
nikoli ne izgubimo popolnoma. Cˇeprav sledilnik zelo dobro dolocˇa lokacijo
tarcˇe, pa obenem dokaj slabo predvidi velikost tarcˇe in zato javlja prevelik
mejni pravokotnik. Mozˇna resˇitev za to bi bila, da dovolimo vecˇje in hitrejˇse
spreminjanje velikosti tarcˇe.
Slika 4.14: Graf natancˇnosti (os y) in robustnosti (os x) implementacije sle-
dilnika CSRDCF++ (rdecˇ krog) in CSRDCF (rumen krizˇec) ter ostalih sle-
dilnikov.
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Slika 4.15: Graf pricˇakovanega prekrivanja v odvisnosti od dolzˇine sekvence.
Z rdecˇo je oznacˇena implementacija v jeziku C++, z rumeno pa v Matlab.
Podobnost med obema implementacijama v standardnem eksperimentu je
ocˇitna.
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4.3.5 Sledenje v realnem cˇasu
Ker je hitrost delovanja sledilnikov pomembna za uporabo v prakticˇne na-
mene, so v VOT2017 vpeljali posebno kategorijo za sledenje v realnem cˇasu.
Zacˇetni pogoji so enaki kot pri standardni kategoriji. Program za testiranje
kot vhodni podatek poda sliko ter lokacijo in velikost tarcˇe, nato pa pocˇaka
na odgovor sledilnika. V primeru, da sledilnik ne odgovori v pravem cˇasu,
se uporabi rezultat s prejˇsnje slike. Frekvenca, ki dolocˇa realni cˇas, je dvaj-
set slik na sekundo, kar pomeni da lahko sledilnik pri vsaki sliki za izracˇun
porabi najvecˇ 1/20 sekunde. Cˇe sledilnik izgubi tarcˇo, se izvede standardni
postopek ponovne inicializacije [23].
Tukaj se opazi najvecˇjo razliko med implementacijama, saj originalna im-
plementacija deluje pocˇasneje od dolocˇene hitrosti za realni cˇas. To obcˇutno
znizˇa natancˇnost in robustnost sledilnika. Pri nasˇi implementaciji bistvenih
razlik ni, saj sledilnik v povprecˇju deluje s hitrostjo okoli 40 slik na sekundo.
To pomeni, da so rezultati zelo podobni tistim v standardnem eksperimentu
(glej Sliko 4.16). Do spremembe v rezultatih pride le v sekvenci motocorss2,
saj tam sledilnik deluje s hitrostjo 16 slik na sekundo. Razlog za pocˇasno
delovanje je velikost slik in velikost tarcˇe.
Sledilnik EAO (standard) FPS EAO (realni cˇas)
CSRDCF++ 0,26 40,03 0,26
CSR-DCF 0,26 9,44 0,1
KCF 0,13 63,98 0,13
MIL 0,12 6,1 0,07
struck2011 0,1 14,89 0,09
Tabela 4.1: Tabela rezultatov na standardnem eksperimentu in eksperimentu
za sledenje v realnem cˇasu.
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Slika 4.16: Krivulje povprecˇnega prekrivanja pri sledenju v realnem cˇasu. Ker
nasˇa implementacija v povprecˇju deluje s frekvenco 40 slik na sekundo, se
rezultat, v primerjavi s standardnim eksperimentom na Sliki 4.15, spremeni
zelo malo. Z rdecˇo je oznacˇena implementacija v jeziku C++, z rumeno pa
v Matlab.
Poglavje 5
Sklepne ugotovitve
V diplomskem delu smo opisali delovanje korelacijskih filtrov in metodo CSR-
DCF [30]. Problem na tem podrocˇju je pomanjkanje prosto dostopnih sle-
dilnikov na podlagi korelacijskih filtrov, ki bi omogocˇali robustno sledenje v
realnem cˇasu, zato smo za resˇitev tega problema sledilnik CSRDCF [30] po-
novno implementirali, tokrat v jeziku C++. Sledilnik CSRDCF++ je sposo-
ben robustnega in natancˇnega sledenja, obenem pa na obicˇajnem procesorju
tecˇe hitreje kot v realnem cˇasu.
V Poglavju 4.3.1 smo analizirali vpliv sˇtevila iteracij ADMM na hitrost
ter natancˇnost sledilnika in ugotovili, da je sledilnik najbolje deluje v pri-
meru sˇtirih iteracij. V Poglavju 4.3.2 smo analizirali vpliv uporabe razlicˇnih
okenskih funkcij in ugotovili, da se najbolje obnese okenska funkcija Hann.
V Poglavju 4.3.3 smo preucˇili parameter, ki dolocˇa velikost predloge. Priˇsli
smo do zakljucˇka, da se obicˇajno najbolj obnesejo vrednosti okoli 200, cˇe
pa namesto natancˇnosti zˇelimo vecˇjo hitrost, pa zadosˇcˇajo vrednosti okoli
130. Na koncu smo v Poglavju 4.3.4 in Poglavju 4.3.5 primerjali obe imple-
mentaciji. Sledilnik CSRDCF++ je po natancˇnosti primerljiv z originalno
implementacijo CSRDCF, obenem pa je zmozˇen sledenja v realnem cˇasu.
Tekom razvoja je bil sledilnik vkljucˇen v modul za vizualno sledenje
knjizˇnice OpenCV in, je dosegel prvo mesto na VOT2017 [23] v skupini
realnocˇasovnih sledilnikov.
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5.1 Nadaljnje delo
Kljub uspesˇnim rezultatom sledilnika lahko sˇe vedno najdemo prostor za
izboljˇsave tako v hitrosti kot tudi natancˇnosti in principu delovanja. Ker
sledilnik trenutno nima podpore za samodejno reinicializacijo, predpostavlja,
da tarcˇe nikoli ne izgubi. Natancˇnost in robustnost bi lahko izboljˇsali tako,
da bi na podlagi skupnega odziva preverjali, ali je tarcˇo izgubili. V tem
primeru bi poskusili uporabiti metodo za ponovno detekcijo objekta [31].
Sledilnik se lahko pohitri na vecˇ nacˇinov, glavni je paralelizacija sˇe kaksˇnega
drugega dela kode, kot na primer: pretvarjanje znacˇilk v Fourierov prostor,
posodabljanje filtrov, mnozˇenje znacˇilk z okensko funkcijo itd. V primeru
vecˇjih slik bi lahko racˇunsko najzahtevnejˇse dele izracˇunali s pomocˇjo graficˇne
kartice. Sˇe ena izmed zanimivih mozˇnosti za pohitritev bi bila uporaba ana-
lize glavnih komponent (angl. principal component analysis), s katero bi
zmanjˇsali sˇtevilo razlicˇnih kanalov. V primeru majhnega vpliva te metode
na natancˇnost sledilnika bi jo lahko uporabili ob izvajanju na procesorjih z
omejeno racˇunsko mocˇjo.
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