In this paper, we present the design and implementation of a network throughput prediction and optimization service for many-task computing in widely distributed environments. This service uses multiple parallel TCP streams to improve the end-to-end throughput of data transfers. A novel mathematical model is used to decide the number of parallel streams to achieve best performance. This model can predict the optimal number of parallel streams with as few as three prediction points. We implement this new service in the Stork data scheduler, where the prediction points can be obtained using Iperf and GridFTP samplings. Our results show that the prediction cost plus the optimized transfer time is much less than the unoptimized transfer time in most cases.
INTRODUCTION
In a widely distributed many-task computing environment, data communication between participating clusters may become a major performance bottleneck [1] . Today, many regional and national optical networking initiatives such as LONI, ESNet and Teragrid provide high speed network connectivity to their users. However, majority of the users fail to obtain even a fraction of the theoretical speeds promised by these networks due to issues such as sub-optimal TCP tuning, disk bottleneck on the sending and/or receiving ends, and processor limitations. This implies that having high speed networks in place is important but not sufficient. Being able to effectively use these high speed interconnects is becoming more and more important to achieve high performance many-task computing in a widely distributed setting.
The end-to-end performance of a data transfer over the network depends heavily on the underlying network protocol used. TCP is the most widely adopted transport protocol, however its AIMD behavior to maintain fairness among streams sharing the network prevents TCP to fully utilize the available network bandwidth. This becomes a major problem especially for wide-area high speed networks where both bandwidth and delay properties are too large which also results in a large amount of time to reach up to the point where the bandwidth is fully saturated. There has been different implementation techniques both in the transport and application levels to overcome the poor network utilization of the TCP protocol. In the transport layer, different variations of TCP have been implemented [21, 10, 8] to utilize high-speed networks but there is not a single adopted protocol to replace it. In the application level, other techniques are found just by using the existing underlying protocol. Opening parallel streams is one way of doing that and is highly used in many application areas.
Parallel streams are able to achieve high throughput by behaving as a single large stream that is the combination of n streams and gets an unfair share of the available bandwidth [15, 12, 3, 7, 5, 9, 13] . However, for low-speed networks, using too many streams reaches the network to a congestion point and after that point, it only causes a drop in the performance. For high-speed networks, the parallel streams decrease the time to reach optimal saturation of the network. Yet, not to cause additional processing overhead, we still need to find the optimal parallelism level where the achievable throughput becomes stable. Unfortunately, it is difficult to predict this optimal point and it is variable over some parameters which are unique in both time and domain. Hence the prediction of the optimal number of streams is very difficult and cannot be done without obtaining some parameters regarding the network environment such as available bandwidth, RTT, packet loss rate, bottleneck link capacity and data size.
The computational methods used in today's large scale highly parallel and data-dependent applications has lacked the sufficient handling of data. As applications have become more data-intensive, grew in size and the necessity for parallelization to provide both high-performance and high-throughput increased, it has become more important to pay a special attention to the scheduling of data. Although there are few novel methodologies to handle data such as data-aware schedulers or high-level data planners for efficient placement and scheduling of data (e.g. Stork scheduler, SRMs), the applied methods are high-level and prioritize the efficiency and scalability of the whole application rather than lowlevel single improvement of each data placement task. We believe that a service that will enhance the data transfer speed of each single data placement task will bring a significant improvement over the whole application's performance that consists of many tasks that are both compute and datadependent.
In this study, we present the design and implementation of a service that will provide the user with the optimal parallel stream number and a provision of the estimated time and throughput information for a specific data transfer. A user using this service only needs to provide the source and destination addresses and the size of the transfer. To the best of our knowledge, none of the existing models can give as accurate results as ours with a comparable prediction overhead and we believe that our service is unique in terms of the input requirements, and the practical results it produces.
The current version of our prediction and optimization service supports sampling with Iperf and GridFTP, however we plan to extend it to be a more generic tool. Also it is embedded to the Stork data scheduler as a service that will improve the performance of each data transfer job submitted to it. We submitted a large number of jobs with the request for optimized transfers and have seen that the overall finish time of the optimized jobs was far less than the non-optimized version.
In Section 2, we present the related work regarding our design goals. In Section 3, we discuss the design of our prediction and optimization service as well as the problems faced during implementation; and we provide a detailed explanation of the mathematical models we have developed. Section 4 presents the implementation details; and in Section 5 we discuss the results of the experiments conducted. Finally in Section 6, we discuss the conclusions made.
RELATED WORK
The studies that try to find the optimal number of streams are so few and they are mostly based on approximate theoretical models [6, 14, 2, 4, 11] . They all have specific constraints and assumptions. Also the correctness of the proposed models are mostly proved with simulation results only. Hacker et al. claim that the total number of streams behaves like one giant stream that transfers in capacity of total of each streams' achievable throughput [6] . However, this model only works for uncongested networks. Thus, it cannot provide a feasable solution for congested networks. Another study [4] declares the same theory but develops a protocol which at the same time provides fairness. Dinda et al. [14] model the bandwidth of multiple streams as a partial second order equation and require two different throughput measurement of different stream numbers to predict the others. However, this model cannot predict the optimal number of parallel streams necessary to achieve best transfer throughput. Yet in another model [2] , the total throughput always shows the same characteristics depending on the capacity of the connection as the number of streams increases and 3 streams are sufficient to get a 90% utilization. A new protocol study [11] that adjusts sending rate according to calculated backlog presents a model to predict the current number of flows which could be useful to predict the future number of flows.
All of the models presented have either poor accuracy or they need a lot of information to be collected. Unfortunately, users do not want to present this information or have no idea what to supply to a data transfer tool. They need a means to make a projection of their data transfer throughput and must gather the information to optimize their transfer without caring about the characteristics of an environment and the transfer at hand. For individual data transfers, instead of relying on historical information, the transfers should be optimized based on instant feedback. In our case, this optimization is achieving optimal number of parallel streams to get the highest throughput. However, an optimization technique not relying on historical data in this case must not cause overhead of gathering instant data that is larger than the speed up gained with multiple streams for a particular data size. Gathering instant information for prediction models could be done by using network performance measurement tools [16, 17, 22, 23, 24] or doing a miniature version of the transfer.
In our service, we propose to use Iperf [23] and GridFTP [19] to gather the sampling information to be fed into our mathematical models. Both of the tools are widely adopted by the Grid community and convenient for our service since they both support parallel streams. With GridFTP, it is also very convenient to perform third-party transfers. By using our mathematical models and the instant sampling information, we provide a service that will give the optimal parallel stream number with a negligible prediction cost.
DESIGN ISSUES OF THE OPTIMIZATION SERVICE
The optimization service presented in this study takes a snapshot of the network throughput for parallel streams through sampling. The sampling data could be generated by using a performance prediction tool or an actual data transfer protocol. Due to the differences in the implementation of different data transfer or prediction tools, the throughputs achieved in the same network using different tools could be inconsistent with each other. For this reason, the choice of the tool to perform sampling could result in slight differences in the optimized parameters as well. At the current Figure 1 : Design sketch stage, we have implemented the optimization service based on both Iperf and Globus. In the future, it can simply be modified to accommodate other data transfer protocols and prediction tools. Figure 1 demonstrates the structure of our design and presents two scenarios based on both GridFTP and Iperf version of the service. Site A and site B represent two machines between which the user wants to transfer data. For the GridFTP version, those machines should have GridFTP servers and GSI certificates installed. For the Iperf version, those machines should have Iperf servers running as well as a small remote module (T ranServer) that we have implemented to perform third-party Iperf sampling. Optimization server is the orchestrator machine designated to perform the optimization of TCP parameters and store the resultant data. It also has to be recognized by the sites since the thirdparty sampling of throughput data will be performed by it. Client/User represents the terminal that sends out the request of optimization to the optimization server. All of them are connected via WAN or LAN.
Sketch of the Optimization Service
When a user wants to transfer data between site A and site B, the user will first send a request to the optimization server. The optimization server will process the request from the user within a short time and respond to the user with the optimal parallel stream number to do the transfer. At the same time, the optimization server will estimate the optimal throughput that can be achieved and the time needed to finish the specified transfer between sites A and B. This information is also returned back to the user.
Integration with Stork Scheduler
Stork is a batch scheduler specialized in data placement and movement [18] . Optimization of end-to-end data transfer throughput is an important issue for a scheduler like Stork, especially when moving large size of data across wide-area networks. Figure 2 presents the optimization service integrated with the Stork scheduler.
In this implementation, Stork is extended to support both estimation and optimization tasks. A task is categorized as an estimation task, if only estimated information regarding to the specific data movement is reported without the actual transfer. On the other hand, a task is categorized as optimization if the specific data movement is to be done according to the optimized estimation results. Henceforth this service is named as EOS(Estimation and Optimization Service) in short.
Stork inherits ClassAds structure from Condor [20] batch scheduler which are used for submission of jobs. We extend ClassAds with more fields and classify them as estimation or transfer by specifying the dap type field. If it is an estimation type, it will be submitted directly to EOS, otherwise it will be submitted to the Stork server. Since an estimation task takes much shorter time than an optimization task, distinguishing the submission path by different task types enables an immediate response to the estimation tasks. Optimization field is added to ClassAds in order to determine if the specified transfer will adopt the optimization strategy supplied by EOS. If optimization is specified as Y ES, then the transfer is done by using the optimized parameters acquired from EOS, otherwise, it will use the default value. Another important field added to ClassAds is use history. This option enforces EOS to search from Figure 2 : EOS adopted by Stork the database which keeps the optimized parameters for the previous transfers of one specified source and destination pair. If there is such a record, then Stork will use the history information to perform transfers, otherwise, EOS should first perform optimization and store the information into the database, then provide Stork with the optimized parameters. Below is an example submission file to Stork server for a transfer with optimization:
[ dap_type = transfer; stork_server = "oliver1.loni.org"; opt_server = "oliver1.loni.org"; src_url = "gsiftp://eric1.loni.org/default/scratch/test.dat"; dest_url = "gsiftp://qb1.loni.org/work/default/scratch/dest.dat"; optimization = "YES"; arguments = "-b 128K -s 10M"; output = "tran.out"; err = "tran.err"; log = "tran.log"; x509proxy = "default"; ]
Prediction Scheme
We have developed two mathematical models to predict the aggregated throughput of parallel streams that could make accurate predictions based on only 3 samplings of different parallelism levels. The development of these models start from the foundations of the Mathis throughput equation:
In this equation, the achievable throughput (T h) depends on three parameters: round trip time (RT T ), packet loss rate (p) and maximum segment size (M SS). The maximum segment size is in general IP maximum transmission unit (MTU) size -TCP header. Round trip time is the time it takes for the segment to reach the receiver and for a segment carrying the generated acknowledgment to return to the sender. The packet loss rate is the ratio of missing packets over total number of packets and c is a constant. Of M SS, RT T , and p variables, packet loss is the most dynamic one while M SS is the most static one.
According to the study in [6] , an application opening n connections actually gains n times the throughput of a single connection, assuming all connections experiencing equal packet losses. Also the RT T s of all connections are equivalent since they most likely follow the same path. In that case, Equation 1 is rearranged for n streams as:
However this equation accepts that packet loss is stable and does not increase as the number n increases. At the point the network gets congested, the packet loss rate starts to increase dramatically and the achievable throughput starts to decrease. So it is important to find that point of knee in packet loss rate.
Dinda et al [14] model the relation between n, RT T and p as a partial second order equation by using two throughput measurements of different parallelism levels. This approach fails to predict the optimal number of parallel streams necessary to achieve the best transfer throughput. Instead of modeling the throughput with a partial order two equation, we increase the sampling number to three and either use a full second order equation or an equation where the order is determined dynamically. For the full second order model, we define a variable p n :
According to Equation 3, we derive:
In order to obtain the values of a , b and c presented in Equation 4 , we need the throughput values of three different parallelism levels (T hn 1 , T hn 2 , T hn 3 ) which can be obtained through sampling or past data transfers .
T hn 3 = n 3 p a n
By solving the following three equations we could place the a ,b and c variables to Equation 4 to calculate the throughput of any parallelism level.
In the second model, we define p n as an equation of order c which is unknown and can be calculated dynamically based on the values of the samples:
After we calculate the optimal number of parallel streams, we can calculate the maximum throughput corresponding to that number. The optimization server needs to get at least three suitable throughput values of different parallelism levels through sampling to be able to apply the models. When the requests from the users come, the optimization server will initiate data transfers between the expected source and destination supplied by the user. This procedure terminates when the optimization server determines that it has obtained sufficient sampling data for an accurate prediction.
IMPLEMENTATION TECHNIQUE
In this section, we present the implementation details of our service design. Depending on whether we choose to use Globus GridFTP or Iperf, the implementation slightly differs because while GridFTP supports third-party transfers, Iperf works as a Client/Server model. Considering the differences of the two categories of data transfer tools, we will discuss the implementation of optimization server based on both GridFTP and Iperf. The implementation technique used for these two data transfer tools can be applied to other data transfer tools no matter it supports third-party transfers or not.
The implementation of optimization service based on tools supporting third-party transfers is simply a typical Client/Server model. We have a client module running on the user site and an optimization server module running on one of the machines that is part of the Grid. On the other hand, the implementation of optimization service for data transfer tools not supporting third-party transfers such as Iperf, we need an extra module running on the remote source and destination sites to invoke the tool. The client module of the service is embedded into Stork client application and the requests are done by using ClassAdds. The server module on the other hand is independent of the Stork server and able handle requests coming both from Stork client and Stork server.
Optimization Server Module
The implementation of the optimization server module is more complicated than that of the client side module. The server should support multiple connections from thousands of clients simultaneously. The processing time for each client should be less than a threshold. Otherwise the user would prefer to perform the data transfer using the default configurations since the time saved by using optimized parameters cannot compensate the time waiting for the response from the optimization server.
There is a slight difference on the implementation based on tools supporting third-party transfers and those do not. In common, the optimization server keeps listening to the request from clients at a designated port. When a new request arrives, it accepts the connection and forks a child process to process that request. Then the parent process continues to listen to new connections leaving the child process to respond to the client's request.
The child process is responsible for sampling data transfers between the remote sites and get the data pairs (throughput and number of parallel streams) from them. Then it will analyze the data and generate an aggregate throughput function with respect to the number of parallel streams. Finally it will calculate the maximum aggregate throughput with respect to the optimal number of parallel streams and send back the information to the client. Algorithm 1 presents the outline of the optimization server.
At step 13 in Algorithm 1, the performing of sampling transfers is different on data transfer tools that support thirdparty transfers and tools that does not support third-party transfers. For the implementation based on GridFTP, the child process is able to invoke globus-url-copy command to control the data transfers between the remote sites. However, for the implementation based on Iperf, the child process belonging to the optimization server has no privilege to control the data transfers between the remote sites. We need an extra module running on the remote sites that can be connected by the optimization server. So the optimization server plays dual roles. When a request comes from the client it acts as a server and when it asks the remote module to start Iperf transfers it acts as a client.
Algorithm 1
The optimization server implementation 1: create a socket to be connected by the client 2: bind the socket to an empty port 3: listen to this port 4: while true do 5: if a new connection request arrives then 6:
the optimization server accepts the connection from the client program 7:
processId ← f ork() 8: if processId = parent processId then 9:
back to listening to the designated port 10:
else {in the child process} 11:
Child : close the listening port 12:
Child : receive the request information from the client 13:
Child : perform sampling transfers 14:
Child : build a mathematical model and process the sampling results 15:
Child : send back the optimized parameters to the clients 16:
Child : close the connection 17:
Child 
Quantity Control of Sampling Data Transfers
The time interval between the arrival of a request from the client and an optimized decision made for the corresponding request mainly depends on the time consumed on the sampling data transfers. The cost of application of the mathematical model on the sampling data and derivation of optimal parameters is negligible, around several milliseconds on a 2.4Ghz CPU. However, each sampling data transfer takes nearly 1 second based on the sampling size. At least 3 sampling data transfers are required because of the property of the mathematical model we propose. However relying only on 3 measurements makes the models susceptible to the correct selection of the three parallelism levels.
We propose to find a solution to satisfy both the time limitation and the accuracy requirements. Our approach doubles the number of parallel streams for every iteration of sampling, and observe the corresponding throughput. While the throughput increases, if the slop of the curve is below a threshold between successive iterations, the sampling stops. Another stopping condition is if the throughput decreases compared to the previous iteration before reaching that threshold. Algorithm 2 presents the outline of the sampling method.
Algorithm 2 Sampling data transfers 1: threshold ← α 2: streamN o1 ← 1 3: throughput1 is the throughput corresponding to streamN o1 4: repeat 5: streamN o2 ← 2 * streamN o1 6:
throughput2 is the throughput corresponding to streamN o2 7:
slop ← throughput2−throughput1 streamN o2−streamN o1
8: streamN o1 ← streamN o2 9:
throughput1 ← throughput2 10: until slop < threshold Let n be the number of parallel streams with respect to the maximum aggregated throughput of the underlying network. According to our exponentially increasing scheme,the total sampling time s is equal to the logarithm of n, i.e, s = log n. For example, if the optimal parallel number of streams is less than 32, we only need less than 5 sampling iterations.
EXPERIMENTAL RESULTS
Our experiments has two categories. In the first category, we measure the accuracy of the optimization service as a stand-alone application and tested in various environments by changing parameters such as the sampling and file size. In the second category, we decided to measure the scalability of our approach in terms of many-task-computing and conducted the experiments in the form of job submissions to the Stork data scheduler.
Optimization Service as a Stand-alone Application
In these experiments, requests are sent to the optimization service and the optimized results based on the prediction of the service are compared to actual data transfers performed with GridFTP. Our testbed consists of 256-processor clusters in the LONI network with 1Gbps interface and workstations on the DSL lab at LSU with 100Mbps interfaces. We range the sampling size and file size parameters and conducted tests for 1Gbps and 100Mbps interfaces for GridFTP version and for 1Gbps interface with Iperf version of our service. We evaluate our results based on three metrics. First we compare the throughput of a default transfer for a specific file size and the throughput obtained with an optimized transfer. Second we add the overhead of the optimization cost to the time of the optimized transfer and compare it to the time of the non-optimized transfer. We do this to see if the optimization cost does not surpass the time gained by optimizing the transfer. Finally we compare the throughput of an actual optimized transfer and the estimated throughput given by our optimization service. Figure 3 shows the averaged results of tests run on LONI machines with 1Gbps interface. The file size is ranged in 1200  1100  1000  900  800  700  600  500  400  300  200  100  0  4  3  2 For all of the cases, the optimized throughput reaches up to 900Mbps while the transfers done with default configurations stays in 100Mbps at most. As the sample size is increased the optimized throughput also increases until 25 MB, after that point increasing the sample size does not affect the optimized throughput. In all of the cases the total transfer time including the overhead of the optimization service does not surpass the time of the nonoptimized transfers and for large file sizes it is even negligible. For 256MB file transfer using a 100MB sample size is not wise and we also know that 20MB sample size is enough to get maximum throughput optimization. Since our service tries to estimate the instant throughput it can predict more accurate results comparing to actual optimized data transfer throughput as the sample size increases.
In the second test case, we conducted transfers between a Linux workstation in DSL lab with a 100Mbps interface and a cluster in LONI network. Figure 4 presents the results obtained from GridFTP optimization service. The file size and sample size ranges are decreased to [100MB-256MB-512MB] and [1M-8M] respectively. Increasing the sample size did not cause a significant change in the optimized throughput which could reach up to 23 Mbps at most. In all of the cases the total transfer time including the optimization overhead did not surpass the non-optimized time and as the file size is increased the optimization cost became negligible. The estimated throughput gave promising accuracy for larger sample sizes.
In the final test case, we tested our optimization service based on Iperf with 1Gbps interface over the LONI network.
Iperf accepts the transfer duration as a parameter, hence we decided to range the sampling size in the rage [1] [2] [3] [4] seconds. Increasing the sample size did not have a significant effect on the optimized throughput and we could get up to 900Mbps throughput with optimized parameters while the default configurations reached up to 100 Mbps. The tool overhead is negligible for the file sizes of 1GB-10GB and since 1 second is enough to get the highest throughput, the optimization service gives promising results for the 256MB file size case as well. The estimated throughput is very accurate comparing to actual optimized throughput. The results obtained with Iperf is more stable comparing to GridFTP and does not saturates much.
The optimization service gives good results and the overhead is negligible for most of the cases while the total overhead does not surpass the non-optimized time in almost all of the cases. A small sample size is enough to reach the maximum throughput that can be obtained and further increasing the sample size does not have an effect on the optimized throughput. The estimated throughput is very accurate with larger sample sizes.
Optimization Service as part of the Stork Scheduler
In this section, we designed our experiments to measure the efficiency of the optimization service when it is embedded to a data-aware scheduler and the requests are done by the jobs submitted and the actual transfers are done by the scheduler itself. Two LONI clusters with 1Gbps are used for this experiment. head of the service and prevention of overlapping the jobs, we submit the jobs sequentially and wait for the previous job to finish.
In Figure 6 .a the total transfer time is presented based on the number of jobs submitted. This time includes overhead of the optimization as well as of the scheduler and includes the submission time of the first job and the finish time of the last job. A range of random size files are transferred and the optimized time is much less than the non-optimized time and this gap between them gets larger as the number of jobs increases. In Figure 6 .b, the total throughput is calculated based on the total time and total amount of data sent. While a non-optimized reach up to 250Mbps throughput an optimized throughput achieve 450 Mbps and the optimized throughput increases as the number of jobs increases.
We have also made a detailed analysis of the job transfer time and queue waiting time to see the overhead of the optimization service. Figure 7 .a presents the average transfer time of the job which is the difference between the time the job is picked up from the queue for transfer and the time it is removed from the queue. According to the figure, the optimized time is twice as faster than the non-optimized time and the transfer time decreases as the number of jobs increases. The queue waiting time is the difference between the time the job is submitted and the time it is picked up from the queue. This also includes the optimization cost as well. Figure 7 .b shows that the queue waiting time of the non-optimized version is less however the difference is negligible considering the time gain in the optimized transfer in Figure 6 .a. The last figure (Figure 7 .c) presents the average throughput excluding the optimization overhead. The optimized throughput could reach up to 700 Mbps while the non-optimized throughput stays at 300Mbps. Notice that the optimized throughput increases as the number of jobs increases. This suggests that the optimization brings more gain in terms of throughput and time for large number of jobs.
Another important parameter to be analyzed is the file size. For a total of 500 jobs, Figure 8 .a shows that the gap between the non-optimized and optimized average transfer times increases as the file size increases. The throughput of the non-optimized transfers increases as the file size increases but it stabilizes after 512MB at 300Mbps. On the other hand, the throughput of the optimized transfers is highest at 1GB file size and able to achieve around 800Mbps throughput. For larger file sizes the throughput decreases to 650Mbps for optimized transfers. Overall, our optimization service improves the time and throughput of data transfer jobs significantly.
CONCLUSION
This study describes the design and implementation of a network throughput prediction and optimization service for many-task computing in widely distributed environments. This involves the selection of prediction models, the quantity control of sampling and the algorithms applied using the mathematical models. We have improved an existing prediction model by using three prediction points and adapting a full second order equation or an equation where the order is determined dynamically. We have designed an exponentially increasing sampling strategy to get the data pairs for prediction. The algorithm to instantiate the throughput function with respect to the number of parallel streams can avoid the ineffectiveness of the prediction models due to some unexpected sampling data pairs. 
