This paper explores some variations of the classical Aubin-Lions lemma. These variations are the following. First we give a sufficient condition to pass to the limit into a product which is quite similar in its formulation to the compensated compactness results of Murat and Tartar, but stated with Aubin-Lions-like assumptions. We deduce from this result a general Aubin-Lions lemma concerning some degenerate parabolic equations. Eventually, we state and prove an Aubin-Lions lemma in the case of non-cylindrical domains, including the case of "incompressible" estimates (i.e. with divergence-free test functions).
Introduction
In the study of nonlinear evolution equations, the Aubin-Lions lemma is a powerful tool allowing to handle the nonlinear terms, when dealing with some kind of approximation process or asymptotic limit. Perhaps one of the most general (and used) reference for the Aubin-Lions(-Simon) lemma is the paper of Simon [17] . Let us mention also a recent paper [5] by Chen et. al. dealing with discrete-in-time versions of this result, which presents a nice and quite complete overview of the existing literature concerning the generalizations of this lemma.
We intent in this work to revisit this classical result through a few variations, having in mind mainly two types of applications : degenerate parabolic equations and incompressible Navier-Stokes equations, the latter being considered in a moving domain. These two types of situations are particular examples for which the usual Aubin-Lions lemma may not be applied directly, because the estimates associated to these equations do not fall into the scope of its usual assumptions.
Of course, these equations have already been well studied in the literature as well as the difficulties arising from their nonlinearities. Hence, the novelty of this work does not concern so much the results for their own sake (except one or two improvements) but the strategies of proof which, as far as we know, are new. In this way, we hope to give simple arguments that could possibly be reused in different contexts.
Let us now describe the structure of this paper. In Section 2 we introduce some notations that we will use in the sequel. Section 3 is devoted to results reminiscent of the celebrated compensated compactness phenomenon exhibited by Murat and Tartar in [15, 18] (see also [11] ). These results are not (as far as we know) consequences of the compensated compactness theory, but share this common feature : nonlinearities are handled without insuring strong convergence for one of the sequences. The first Lemma of this Section is directly inspired from an argument exposed by DiPerna and Lions in [8] and was already used by the author and some collaborators in a recent paper [3] dealing with a fluid/kinetic coupling. We explore here this result in some more general situations, one of them allowing to handle one of the nonlinearities arising in [13] in the study of an hydrodynamic limit, in dimension 2. The first result of Section 3 is also used in Section 4 where we state and prove an Aubin-Lions Lemma using estimates of degenerate type, replacing the usual strong estimate on the space variable by a weaker one. This result may have some applications to several parabolic degenerate equations, such as the porous medium equation for instance (see [9, 19] ). Possible extensions to the case of discretized evolutions equations may be possible, as it was studied in [1, 5] for instance. It may also be useful for some cross-diffusion systems with convex cross-diffusion coefficients, and will soon be used in this context, to generalize the study done in [7] . Eventually, in Section 5 we focus on compactness issues in non-cylindrical domains, that is when the space variable domain depends on the time variable. The statement and proof of an Aubin-Lions lemma in this context is known at least since the 70s: in [10] , such a lemma is introduced for the study of the incompressible Navier-Stokes on a non-cylindrical domain. We here use a totally different approach, the main difference being that our proof applies in both the cylindrical and the noncylindrical cases, whereas the proof of [10] use the cylindrical case to treat the non-cylindrical one. Our proof takes it simpler form in the classical framework of the Aubin-Lions lemma and is a bit more involved in the case of "incompressible" estimates, that is with divergence-free test functions. Section 5 is totally independent of Sections 3 and 4. The last result obtained in Section 5 has been partially tailored for the study of a fluid/kinetic coupling in a moving domain, and will soon be used in this context by the author and some collaborators. Finally, because some properties of divergence-free vector fields are used in Section 5 we recall and give in Section 5 some results in this direction that we prove in the Appendix Section 6.
Notations
When O is some ( The norm of a vector space X will always be denoted }¨} X , with an exception for the L p spaces for which we will often use the notation }¨} p if there is no ambiguity.
Vectors and vector fields are written in boldface. We omit the exponent for the functionnal spaces constituted of vector fields: we denote for instance L 2 pOq instead of L 2 pOq d the set of all vector fields O Ñ R d whose norm is square-integrable. Eventually, in all this study the symbols 9 P and : P will respectively mean "is bounded in" and "is relatively compact in".
Weak convergence of a product
The first result of this Section is directly inspired from an argument used [8] (in the L 8 {L 1 framework). It was already stated and proved in [3] (in a periodic setting), but we reproduce it here with the proof, for the sake of completeness and give also two other variants. Let us first treat the case without boundary, in order to use freely the convolution in the x variable. Since this work is motivated by evolution equations, t represents here the time variable and I is some Proof. Fix N P N and denote
By a standard diagonal argument, it suffices to prove, up to a subsequence, that pa n b n q n á ab in the vague topology of M pO N q, that is, against C 0 c pO N q test functions. Consider a sequence pϕ k q k of nonnegative even mollifiers (in space only) :
where ϕ is some smooth even nonnegative function with support in the unit ball of R d . In the sequel the convolution ‹ has to be understood in the space variable x only.
Let us follow the following routine to conclude the proof.
Step 1. We have clearly
Step 2. Since pB t b n q n 9 P L 1 pR; H´mpR d qq, we get easily by Rellich-Kondrachov's and Ascoli's theorem pb n ‹ ϕ k q n : P C 0 pI; C 0 pB Nso that, we can choose (but we don't write it explicitly) a common (diagonal) extraction such as, for all fixed k, pb n ‹ ϕ k q n converges uniformly on O N to b ‹ ϕ k . Because of the weak convergence assumed for pa n q n , we eventually get, for all fixed k,
Step 3. We shall use the following "commutator Lemma", the Proof of which is rather close to the usual Friedrichs Lemma (both being key elements of [8] ), the only difference is that no differential operation is involved here, but the convergence holds uniformly in n. 
The assumption on pB t b n q n is obviously useless here.
Proof. Since pa n q n 9 P L q pR; W 1,p pR dand α ă p ‹ , we have
uniformly in n. We now follow [8] and write the following equality for the commutator
whence thanks to Fubini's Theorem, integrating on
which yields the desired uniform convergence, and concludes the Proof of Lemma 3.2.S
uniformly in n. Indeed, since ϕ k is even, we may write
and the right-hand side tends to 0 with the desired uniformity because pa n b n q n is bounded in L
1
, and pθ ‹ ϕ k´θ q k goes to 0 in L
8
(θ is uniformly continuous ).
Step 5. Write
Fix θ P C 0 c pO N q, multiply the previous equality by θ and integrate over O N . In the right-hand side, line number i P t1, 2, 3, 4u corresponds to the Step i proven previously. We choose first k to handle (uniformly in n) all the lines of the right-hand side, except the second one. Then, we choose the appropriate n to handle the second line, thanks to
Step 2. This concludes the Proof of Lemma 3.1.I t is worth noticing that in the proof of lemma 3.1, the only step in which the assumption p∇ x a n q 9 P L q pI; L p pR dis crucial is Step 3, for the treatment of the "commutator". In fact one can easily relax this assumption in the following way. If X denotes some abstract functionnal space of the x variable, a sufficient condition on pa n q n (to handle Step 3) is that }τ h a ná n } L q pI;Xq goes to 0 with h, provided that pb n q n 9 P L q 1 pI; X 1 q. Bearing this in mind, one may for instance prove the following lemma Lemma 3.3 : Consider a non-empty segment I Ă R and two sequences pa n q n and pb n q n weakly converging in L 1 pIˆR 2 q to a and b. Assume that pa n q n 9 P L q pI; H 1 pR 2and that p|b n | log |b n |q n 9 P L q 1 pI; L 1 pR 2and pB t b n q n 9 P L 1 pI; H´mpR 2for some m P N. Proof. Let us sketch the proof briefly. As before we work on B N for the x variable and without more precision }¨} p will denote the L p pB N q norm. Consider the two convex functions Φ : R`Q x Þ Ñ e x´x´1 and Ψ : R`Q x Þ Ñ p1`yq logp1`yq´y. For any measurable function f : R 2 Ñ R such as Φp|f |q P L 1 pB N q we recall the Luxembourg gauge }f } Φ :" inf a ą 0 : }Φp|f |{aq} 1 ď 1 ( , and define in a similar way }¨} Ψ . It is straightforward to check that Φ and Ψ are convexconjugate of one another, and satisfy the Young inequality xy ď Φpxq`Ψpyq. One may then deduce the following generalized Hölder inequality, that is for all measurable functions f and g such as Φp|f |q P L 1 pB N q and Ψp|g|q P L 1 pB N q,
For more details on the previous inequality, Luxembourg gauge and Orlicz spaces, see [2] for instance. Since pa n q n 9 P L q pI; H 1 pR 2 qq, we deduce from the Moser-Trudinger inequality (see again [2] ) that pe αa 2 n q n 9 P L q pI; L 1 loc pR 2 qq, for a positive constant α small enough (in fact α ă 4π). In particular, using (3) and the bound p|b n | log |b n |q n 9
This estimate is sufficient to reproduce all Steps of the proof of Lemma 3.4, except the third one, and as mentionned before, only Lemma 3.2 has to be examined.
The Moser-Trudinger inequality aforementionned is based on the following fact : there exists a universal constant C such as, for all p ă 8, and all
(see again [2] for more details). Using this, and expanding the series defining Φ, one may show easily the following Proposition 
Remark 3.4 : This Proposition is directly linked with the standard compact embeddings and
properties of Orlicz spaces, see [2] for more details.
The proof of Lemma 3.3 follows then using the previous estimate and inequality (3) in the expression giving the commutator (2).T he bounds assumed in Lemma 3.3 are not coming from nowhere. There are for instance the one obtained for the density of particles and the fluid velocity in the hydrodynamic limit studied by Goudon, Jabin and Vasseur in [13] (in dimension 2). We hence recover by compactness one of the nonlinear limit (in fact the easier one) explored in [13] . Let us mention that in [13] the authors used a relative entropy method, whence a passage to the limit only under the assumption of preparation of the data, an assumption that we obviously do not need to apply Lemma 3.3. An other difference is that our method is always global (in time) whereas the relative entropy method is usually limited by the existence of regular solutions for the limit system ; but of course, in dimension 2, global regular solutions for the density-dependent incompressible Navier-Stokes are known to exist (see [6] ), so that the two approaches rejoin on that point.
Let us conclude this section by giving a version of Lemma 3.1 in the case of a bounded domain Ω using a simple localization argument: Lemma 3.4 : Let q P r1, 8s and p P r1, ds, I Ă R a non-empty segment and Ω Ă R d a smooth and bounded open set. Consider two sequences pa n q n 9 P L q pI; W 1,p pΩqq and pb n q n 9 P L q 1 pI; L α 1 pΩqq respectively weakly or weakly´‹ converging in these spaces to a and b. Assume that α ă p ‹ .
If pB t b n q n 9 P L 1 pI; H´mpΩqq for some m P N then, up to a subsequence, we have the following weak´‹ convergence in M pIˆΩq ( i.e. with C 0 pIˆΩq test functions) :
Remark 3.5 : It will be clear from the proof below that the weak convergence (4) holds in fact narrowly in the x variable, in the sense that C 0 pI; C 0 b pΩqq test functions are allowed. Proof. First notice that, since α 1 ą pp ‹ q 1 , we have by Sobolev embedding pa n b n q n 9 P L 1 t pL r x q for some r ą 1, whence uniform absolute continuity in the x variable, in the sense that
where E denotes any measurable subset of Ω and µ the Lebesgue measure on R d . Now, we just pick a sequence of functions pθ k q k P DpΩq bounded by 1, and equaling this value on a sequence of compact sets K k such as µpΩzK k q ď 1{k.
When k is fixed, the sequences pθ k a n q n and pθ k b n q n (extended by 0 outside Ω) verifies all the assumptions of Lemma 3.1, whence (up to a subsequence) the expected weak convergence for the product pθ 2 k a n b n q n in M pIˆΩq´‹. We eventually get (4) by writting, for any test
since the second term of the r.h.s. is going to 0 with 1{k uniformly in n, and one may extract diagonally allong the k's to handle the first term of the r.h.s.4
An Aubin-Lions Lemma for estimates of degenerate type
The goal of this section is to state and prove a compactness result of Aubin-Lions type in the case where the compactness on the space variable is not known on the sequence itself, but on some function of it. Let us state the precise result and give a few comments about possible applications.
Lemma 4.1 :
Consider I Ă R a non-empty segment and Ω Ă R d a smooth and bounded open set. Consider also a function Φ P C 1 pR, Rq such as tx P R : Φ 1 pxq " 0u is finite, with |Φ 1 | lower bounded by a positive value near˘8. If pa n q n 9 P L 2 pIˆΩq, pB t a n q n 9 P L 1 pI; H´mpΩqq and p∇ x Φpa nn 9 P L 2 pIˆΩq then pa n q n : P L 2 pIˆΩq. The assumptions of Lemma 4.1 are directly linked with the estimates of the equation of porous medium B t u´∆ x u m " 0 (in the case of fast diffusion m ą 1) and more generally may be useful to some types of parabolic degenerate equations :
where Apt, xq satisfies some uniform coercivity condition. Indeed if, for instance, SpecpA`tAq is lower bounded by λ ą 0 uniformly in pt, xq, then, if Ψ is a anti-derivative of Φ, one gets easily ż
which, under appropriate growth condition on Φ will lead to the assumptions used in Lemma 4.1. Typically, for the porous medium case Φpxq " x m with m ą 1, the previous estimate gives directly the L 2 estimate on the gradient, and u P L 8 pI; L m`1 pΩqq whence both the L 2 estimate for u and the L 1 pI; H´mpΩqq estimate for its time-derivative. As far as we know, the strategy used in the literature to treat this degenerate case is usually quite different of the one we will present below, and often relies on the equation's structure, see [19] and [9] for instance. Another example of applications concerns reaction/cross-diffusion systems which are often use to model population dynamics (see [7] and the references therein). These systems, though quite simple in appearance, are challenging because few estimates are known about them: L 2 estimates are obtained thanks to Duality Lemmas (see [7] for more details), and estimates on the gradient may be obtained thanks to (hidden) entropy structure. In a coming work, the author and collaborators will carry on the study started in [7] towards convex/concave system which lead to estimates similar to the ones studied in Lemma 4.1.
Proof of Lemma 4.1. Let us first explain why the usual Aubin-Lions lemma do not apply here.
On each points where Φ 1 vanishes there is a loss of information about the compactness in the space variable x for pa n q n : we may write
whenever a n does not meet the set of critical points and expect an estimate for p∇ x a n q n , but when a n approaches a critical point, the estimate degenerates. Replacing pa n q n by a truncation like βpa n q where β is some smooth function erasing the critical values is of course a natural strategy. In this way, βpa n q will indeed have compactness in the space variable x through a nice control of its gradient but, all the information on the time variable will be lost : B t βpa n q " β 1 pa n qB t a n does not -generally -give a good bound, since we have only pB t a n q n 9 P L 1 pI; H´mpΩqq and we cannot expect β 1 pa n q 9 P L 8 pI; H m pΩqq (m is arbitrarly large). But using Lemma 3.4, we may hope to pass weakly to the limit in a n βpa n q, an expression which is not far from being quadratic in a n .
Let us now write this in detail. All the coming facts and their proofs are true up to some (countable number of) extractions that we don't mention in the sequel. Denote by pz i q 1ďiďN the set of critical points of Φ. Take ε ą 0 small enough so that the intervalls J ε i :" rz i´ε , z i`ε s do not overlap, and denote by J ε the reunion of these intervalls. We may find a function
Now fix ε ą 0 and write, for a n R tz i :
Since β 1 ε P L 8 pRq and |Φ 1 | is lower bounded by a positive value outside J ε , we have (with a bound depending on ε)
On the other hand, if a n P J ε i , then by definition β 1 ε pa n q " Φ 1 pa n q, so that
At the end of the day we obtained p∇ x β ε pa nn 9 P L 2 pIˆΩq. Using pa n q n 9 P L 2 pIˆΩq and (5) we get pβ ε pa nn 9 P L 2 pIˆΩq. Let us denote by a and a ε the corresponding weak limits. Since pB t a n q n 9 P L 1 t pI; H´mpΩqq we may use Lemma 3.4 with 1 P C 0 pIˆΩq as a test function and get ż IˆΩ a n β ε pa n q ÝÑ
But because of (5), we have
whence by weak lower semicontinuity
Now we may eventually write ż
whence, using pa n q n 9 P L 2 pIˆΩq, the Cauchy-Schwarz inequality and (6)
where we changed the constant C (still independent of n and ε). Using (7) we have, changing C again,
which allows to get the strong convergence of pa n q n towards a.5
Aubin-Lions Lemma in non-cylindrical domains
A time/space domain is called cylindrical whenever it may be written IˆΩ where Ω is some subset of R d and I some intervall of R. In the study of PDEs these type of domain are used for evolution problems with a fixed spatial domain. If one wishes to consider the case of time-dependent or moving spatial domain, one has to consider a family of domains pΩ t q tPI , representing the motion of the spatial domain and the corresponding non-cylindrical time/space domainΩ
The study of PDEs in non-cylindrical domains leads to the following difficulty: functions f : pt, xq Þ Ñ f pt, xq defined onΩ may not anymore be seen as functions of the time-variable t with value in a fixed space of functions of the x variable. Typically, this forbids the use of spaces such as L p pr0, T s; Bq. An annoying consequence of this fact is that the classical Aubin-Lions lemma, which is of great help in nonlinear evolution equations, is not true in the non-cylindrical case, for its own statement is already problematic: it manipulates functions r0, T s Ñ B, where B stands for a general abstract space, see for instance [17] for very generalized versions of this result. The proof of this lemma in the cylindrical case relies strongly on this structure since the first step is generally to invoke the Arzela-Ascoli theorem to get some compactness in C 0 pr0; T s; Xq with X a sufficiently large space. As far as we know, the precise proof of a compactness Lemma "à la Aubin-Lions" in the case of a non-cylindrical domain, was first written in [10] , for the treatment of the incompressible Navier-Stokes equations in moving domain. The method of proof (which was reused in the framework of fluid/structure interaction, see [4] for instance) uses the idea that, under appropriate regularity conditions, the non-cylindrical domainΩ is close to a finite union of cylindrical domains on which one could then use the usual Aubin-Lions Lemma. We intent here to give another proof which, starting from natural estimates for evolution equations, gives strong compactness, without using the usual Aubin-Lions lemma. In particular, the method applies in the case of cylindrical domains and gives hence a new proof of the Aubin-Lions lemma (but not in a framework as general as in [17] ). It avoids also the "slicing" step for the non-cylindrical domain, which leads in [10] to intricate assumptions for the regularity of the motion of the domain whereas our assumptions seem simpler in their formulation (see the following section).
Assumptions and main notations
We assume that the family pΩ t q t is given by the motion of a Lipschitz, connected and bounded reference domain Ω Ă R d : @t P r0, T s, Ω t :" A t pΩq, where for all t, A t :
The regularity of the motion is described through the function Θ : pt, xq Þ Ñ A t pxq, for which we assume the following
From now on we extend Θ to R by its value in 0 for t ď 0 and in T for t ě T . A1 implies in particular the existence of two positive constants α, β ą 0 such as @pt, yq P r0, T sˆΩ, α ď JpΘqpt, yq ď β,
where JpΘq is the Jacobian JpΘq : pt, yq Þ Ñ | det ∇ y A t |pt, yq. Furthermore, by uniform continuity, one has for any ε ą 0, for |h| small enough
In the sequel we will work on the setΩ
If A is a connected open set of R d , and ε ą 0 we introduce A ε :" tx P A : dpx, A c q ą εu, and will often perform the following abuse of notation A´ε to denote
A´ε :" A`Bp0, εq.
One checks easily that the set operations T σ : A Þ Ñ A σ thus defined for σ P R are all nondecreasing for the inclusion order and verify T σ 1˝T σ 2 " T σ 1`σ2 , wirh T 0 " Id. Eventually we will make the following abuse of notations
Classical framework
The assumptions of the following result are the direct generalization of the usual framework in which the Aubin-Lions Lemma is frequently invoked : strong estimate (positive Sobolev) for the space variable, weak estimate (negative Sobolev) for the time variable. Since the domain is non-cylindrical, we translate the weak assumption into its variationnal formulation (9) . Though this result may clearly be generalized, we intentionnally state it in a rather particular case, to show the simplicity of the argument used.
Lemma 5.1 : Let 1 ď p ă 8 and pf n q n a sequence of functions such as pf n q n 9 P L p pΩq and p∇ x f n q n 9 P L p pΩq. We assume the existence of a constant C ą 0 and an integer N P N such as, for any test function ψ P DpΩq,
Then, pf n q n : P L p loc pΩq.
Remark 5.1 : The proof below applies both in the cylindrical and the non-cylindral case.
The statement would still be true replacing the assumption on the gradient by some uniform equicontinuity in the x variable. In fact in this latter form, we recover Kruzhkov's lemma (see [14] and also [1] 
for a more recent presentation). The proof of Kruzhkov used also the uniform approximation by convolution, but Kruzhkov used it to obtain then uniform equicontinuity in the time variable, and the proof below is a bit different. However we will use Kruzhkov's strategy in the more intricate case of Navier-Stokes' estimates (see Section 5.4).
Proof. It suffices to prove that for each m P N, pf n q n : P L p pΩ 1{m q : the Lemma will then follow by a diagonal extraction. We recall the sequence pϕ ℓ q ℓ of nonnegative even mollifiers (in space only) : ϕ ℓ pxq :" ℓ d ϕpℓxq, where ϕ is some smooth even nonnegative function with support in the unit ball of R d . In the sequel the convolution ‹ has to be understood in the space variable x only. For ℓ ě 2m (and we will assume this from now on), f n ‹ ϕ ℓ is well-defined inΩ 1{m and for any ψ P DpΩ 1{m q, ψ ‹ ϕ ℓ P DpΩq. Since p∇ x f n q n 9 P L p pΩq we have the standard estimate
Since pf n q n 9 P L p pΩq, we have, pf n ‹ ϕ ℓ q n 9 P L p pΩ 1{m q and p∇ x f n ‹ ϕ ℓ q n 9 P L p pΩ 1{m q. For the time derivative we just write for all ψ P DpΩ 1{m q, using the fact that ϕ ℓ is even,
Now (since ℓ is large enough), we have ϕ ℓ ‹ψ P DpΩq and it is hence an admissible test-function for the estimate (9) . Eventually, for any ψ P DpΩ 1{m q, we have
from which we deduce by duality that pB t pf n ‹ ϕ ℓn 9 P L 8 pΩ 1{m q. We in particular obtain that, for any fixed ℓ, pf n ‹ ϕ ℓ q n 9 P W 1,p pΩ 1{m q whence pf n ‹ ϕ ℓ q n : P L p pΩ 1{m q by Rellich-Kondrachov's theorem. We then extract diagonally (without reindexing) in order to have, for any ℓ, the convergence of pf n ‹ ϕ ℓ q n , in L p pΩ 1{m q. Now we may conclude by writting for any n, q P N
When ℓ is fixed, since pf n ‹ ϕ ℓ q n is converging in L p pΩ 1{m q, the second term of the r.h.s. goes to 0 in L p pΩ 1{m q when minpn,Ñ`8. The two other ones go both to 0 in the same space as ℓ Ñ`8, uniformly in n, q thanks to (10) 
Since pf n q n 9 P L p pΩq and p∇ x f n q n 9 P L p pΩq, we hence deduce the following bound
Now compute, by Hölder inequality
where µ d is the d-dimensionnal Lebesgue measure. In Lemma 5.1 we obtained an extraction of pf n q n strongly converging on each L p pΩ ε q. We may hence conclude directly thanks to the following Proposition, the proof of which we postpone in the Appendix Section 6.P 0, uniformly in t P r0, T s.
Divergence-free vector fields
Let us recall/give a few results concerning solenoidal vector fields (see [12] for a general introduction to the subject). We start with vector fields depending only on x and will treat after the case of vector fields defined on a non-cylindrical domain.
For any open set O we denote by D div pOq the set of divergence-free test function with support in O and by L 2 div pOq the subspace L 2 pOq vector fields having a vanishing (weak) divergence.
Since Ω is Lipschitz we can equip H 1{2 pBΩq with the norm
and denote by H´1 {2 pBΩq its topological dual. We recall that in this case (see [12] ), there exists a normal trace operator, that we denote by γ n , extending the operator C 0 pΩq Q v Þ Ñ v¨n P C 0 pBΩq, where n is the outward unit normal defined on the boundary BΩ, into a linear map
There is a dual estimate for the L 2 div pΩq norm, but one has to take into account the normal trace. More precisely, we have the following result, the proof of which we postpone to Section 6.
Lemma 5.2 : Denote by
The previous results may of course be adapted to the case of divergence-free (in x) vector fields defined onΩ. As before (with a slight abuse of notation) D div pRˆR d q is the set of all ϕ P DpRˆR d q such as for, for all t P R, ϕptq : x Þ Ñ ϕpt, xq P D div pR d q and D div pΩq is the subspace of D div pRˆR d q constituted of functions having a compact support inΩ. L 2 divx pΩq and L 2 divx,0 pΩq are then respectively the closure of D div pRˆR d q and D div pΩq in L 2 pΩq. The definition of the normal trace is a bit tedious. Since, thanks to (12) , for all t P r0, T s the operator norm of γ t n : L 2 div pΩ t q Ñ H´1 {2 pBΩ t q is not greater than 1, one has, for all ϕ P D div pRˆR d q,
, which allows to define a "normal" trace operator on L 2 div pΩq, the quotes refering to the fact that the normal vector is here orthogonal to BΩ t in R d and not to BΩ in R d`1 . This normal trace lies in the space denoted H´1 {2 x pBΩq, defined as the completion of C 8 pBΩq for the norm
This normal trace operator will be denoted by γ p n in the sequel. As for the stationnary case L 2 div pΩq vector fields have a dual estimate for their norm, which is basically the integration in time of (13), the only point being to check the time dependence of the Poincaré-Wirtinger constant :
Proposition 5.3 : There exists a positive constant C
A Ω ą 0 depending only on Ω and the family of diffeomorphisms pA t q t such as for all t P r0, T s and all v P H 1 pΩ t q having a vanishing mean-value
Remark 5.3 :
The dependence of the Poincaré-Wirtinger constant with respect to the domain of study Ω is a difficult subject which has led to numerous articles (see for instance the recent paper [16] and the reference therein) ; the literature thus covers quite widely our case, but we give in Section 6 a rather short and elementary proof in this particular case.
Using Lemma (5.2) at each time t with the previous constant and integrating in time we end up with the following result. 
Navier-Stokes estimates
As explained in the introduction, this work has been partially tailored for an application to the Navier-Stokes incompressible equations, in moving domain. Lemma 5.1 previously proved in Section 5.2 may not be invoked directly. Indeed, the weak formulation of the incompressible Navier-Stokes equations is in general established with divergence-free test functions (because of the pressure). The usual framework for the incompressible Navier-Stokes is hence the following : we have a sequence of vector fields satisfying the following bounds pu n q n 9 P L 2 div pΩq, p∇ x u n q n 9 P L 2 pΩq ; instead of (9), one has, for some constant C ą 0, and any test-function
If one then tries to reproduce the nice and simple proof of Lemma 5.1, there is an issue when trying to get the time compactness for the convolution product pu n ‹ ρ ℓ q n . The obstruction is in fact present in both the cylindrical and the non-cylindrical case and may be understood without the time variable. For all u P L 2 div pΩq, let
The prickle is here : N is only a semi-norm, this is a direct consequence of the dual estimate obtained in Lemma 5.2. Now the problem is more clear: with an estimate such as (14) only one part of the L 2 norm of pB t u n ‹ ρ ℓ q n will be controlled, the other one being handled by the normal trace on the boundary. Let us mention that with boundary conditions on u n , one may handle the normal trace of pB t u n q n , but the use of the convolution operator ruins this estimate for pB t u n ‹ ρ ℓ q n , making the coming analysis necessary, even with boundary conditions. The bounds of the next lemma corresponds (in the non-cylindrical case) to the usual estimates of the incompressible Navier-Stokes equations :
x q, the equation giving an estimate on B t u n (rephrased in (15) ). Another information is usually known when working with a sequence of approximate solutions of the Navier-Stokes equation and it is the one given by the boundary condition. Denote by H pΩq is the set of elements v P L 2 pΩq such as ∇ x v P L 2 pΩq. Let us consider the case of the (rather unphysical) boundary conditionγu n " 0. The main part of [10] is written in this framework, but with an assumption on the motion of the boundary stronger than A1.
Lemma 5.4 :
Consider a sequence pu n q n P L 2 div pΩq satisfying for all n P N,γu n " 0. Assume that pu n q n , p∇ x u n q n 9 P L 2 pΩq, and p1Ωu n q n 9 P L 8 pR; L 2 pR d qq. Eventually, assume the existence of a constant C ą 0 and an integer N ą 0 such as for all divergence-free test function ψ P D div pΩq,
Then pu n q n : P L 2 pΩq. Proof. We first extend u n by 0 outsideΩ, and sinceγu n " 0, this extension is continuous from H 1 x pΩq to L 2 pR; H 1 pR dwhence the following bound pu n q n 9 P L 2 pR;
The compactness pu n q n : P L 2 pΩq may hence be deduced from the weaker one pu n q n : P L 2 loc pΩq. Since p∇ x u n q n 9 P L 2 pRˆR d q, it is sufficient, thanks to Riesz-Fréchet-Kolmogorov's Theorem, to prove local uniform equi-continuity in time
where λ s is the time-translation operator λ s u n pt, xq :" u n pt´s, xq. For δ ą 0, introduce the orthogonal projection
As before, ϕ ε is the mollifier (in space only) ϕ ε pxq :" ε´dϕpε´1xq, with ϕ P DpR d q a nonnegative even function with a support in the unit ball (and integral 1). Since u n vanishes outsidê Ω, u n ‹ ϕ ε vanishes outsideΩ´ε.
Proof. Because of Lemma 5.3
Since the normal trace operator γn has a norm not greater than 1, and since u n ‹ ϕ ε vanishes outsideΩ´ε, one gets, using Hölder inequality for the last line,
where µ d`1 denotes the pd`1q-dimensionnal Lebesgue measure. Since pu n q n 9 P L q pΩq, q ą 2 and µ d`1 pΩ´2 ε zΩ 3ε q ÝÑ εÑ0 0 (by dominated convergence), we get Fact 5.1.1
The assumed regularity on the motion allows to prove the following Proof. Fix ε ą 0. By uniform continuity, there exists η ą 0 such as for all 0 ă δ ď η and all t ě 0, Ω t´δ Ď Ω t ε . Since the set operation A Þ Ñ A σ is nondecreasing for the inclusion (see the definition in subsection 5.1), we deduce easily Ω t´δ 2ε Ď Ω t ε . Now consider ψ P DpΩ 2ε q. If pt, xq RΩ ε , then x R Ω t ε , whence x R Ω t´δ 2ε because of the previous inclusion. We eventually get pt´δ, xq RΩ 2ε , that is, by assumption, ψpt´δ, xq " 0 which means also λ δ ψpt, xq " 0 and we have proved Supp λ δ ψ ĂΩ ε .E stimate (15) together with the standard properties of the convolution operator allows to prove, for any fixed ε ą 0, the existence of some positive constant C ε ą 0 such as
Proof. For any pair pv, Φq P DpRˆR 3 q 2 , we have xλ´sv´v, Φy "´s
where the bracket is simply the inner product of L 2 pRˆR d q. By density, we may use this formula with v " u n ‹ ϕ ε and Φ P D div pΩ 2ε q. Because of Fact 5.2 we know that for s small enough, for any Φ P D div pΩ 2ε q, one has λ sσ Φ P D div pΩ ε q. Estimate (16) is hence usable with the test function ψ :" λ sσ Φ. The conclusion follows using the duality formula of Lemma 5.3. Now let us conclude the proof of Lemma 5.4. As mentionned, it suffices to prove that
For this purpose, we write
and we proceed line by line, in the L 2 pΩ 2ε q norm. The first and last lines are handled in the same way, thanks to the bound on the gradient in the space variable p∇ x u n q n 9 P L 2 pΩq and the usual estimate
These two terms may hence be made arbitrarly small with ε, independently of n (and s). Fact 5.1 allows to treat simultaneously the second and fourth lines in the same way. Once ε has been fixed to handle all the previous lines, the third one is lastly handled by Fact 5.3.1
To conclude, let us notice that one can easily adapt the compactness result of Lemma 5.4 to the case of a nonhomogeneous boundary condition. Indeed, as far as (strong) compactness is concerned, one can always substract to u n a suitable extension of its boundary value which will not affect the compactness properties (if this extenstion is regular enough). Strengthening a little bit the assumption A1, one may in this way obtain a similar compactness result with the standard Dirichlet condition for u n :γu n "γw, where w :" 9 A t pA´1 t pxqq.
Appendix
We give here the proof of Proposition 5. ż Ω wpxq¨ϕpxqdx.
It remains to estimate }w´Pw} 2 for which one can solve the Neumann-Laplacian problem ∆v " 0, on Ω, ż Ω v " 0, B n v " γ n w on BΩ.
The previous boundary problem is well posed and the variational formulation gives directly, }∇v} 2 2 ď }γ n w} H´1 {2 pBΩq }γv} H 1{2 pΩq , whence }∇v} 2 2 ď }γ n w} H´1 {2 pBΩq }v} H 1 pΩq ď b 1`C 2 Ω }γ n w} H´1 {2 pBΩq }∇v} 2 , so that eventually }∇v} 2 2 ď p1`C Ω q}γ n w} H´1 {2 pBΩq . We hence have w´∇v P L 2 div,0 pΩq and since the orthogonal projection minimizes the distance we get }w´Pw} 2 ď p1`C Ω q}γ n w} H´1 {2 pΩq .
The desired estimate (13) follows then directly for w P D div pR d q, and we may extend it by density to u P L
Proof of Proposition 5.3. Recall that assumption A1 implies (8).
Let's proceed as in the usual proof for the Poincaré inequality and argue by contradiction : the opposite statement would imply for all n P N the existence of t n P r0, T s and v n P H 1 pΩ tn q (with vanishing mean-value), satisfying }v n } L 2 pΩt n q " 1 and }∇v n } L 2 pΩt n q ă 1{n. Consider then w n : Ω Ñ R defined by w n pyq :" v n pA tn pyqq. By a straightful change of variable we have, using (8) We hence deduce pw n q n 9 P H 1 pΩq, whence pw n q n : P L 2 pΩq by Rellich's theorem. Up to some extraction, we hence have the weak in H 1 pΩq and strong in L 2 pΩq convergences of pw n q n towards some w P H 1 , and also the convergence pt n k q k Ñ t 0 P r0, T s. Since }∇w n k } L 2 pΩq goes to 0, we get to see that w is constant. Since each of the v n 's have a vanishing mean-value, we have ż
and we hence get w " 0 at the limit, since JpΘq ě α ą 0. This contradicts the inequality }w n } L 2 pΩq ě β´1 {2 and the strong convergence in L 2 pΩq established above.A cknowledgements
