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Abstract
A labeling of a graph is a function f from the vertex set to some subset of the natural numbers.
The image of a vertex is called its label. We assign the label jf(u)−f(v)j to the edge incident
with vertices u and v: In a k-equitable labeling the image of f is the set f0; 1; 2; : : : ; k− 1g: We
require both the vertex labels and the edge labels to be as equally distributed as possible, i.e.,
if vi denotes the number of vertices labeled i and ei denotes the number of edges labeled i; we
require jvi− vjj61 and jei− ejj61 for every i; j in f0; 1; 2; : : : ; k−1g: Equitable graph labelings
were introduced by I. Cahit as a generalization for graceful labeling. We prove that every tree
is 3-equitable. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
In 1964, Ringel conjectured that K2n+1; the complete graph on 2n+ 1 vertices, can
be decomposed into 2n + 1 isomorphic copies of a given tree with n vertices [4]. In
1967, Rosa introduced -labelings as a tool to attack Ringel’s conjecture [1]. This
labeling was called graceful by Golomb, and now this is the term most widely used.
A graceful labeling of a graph with e edges and vertex set V is an injective function
f :V ! f0; 1; 2; : : : ; eg with the property that the resulting edge labels are also distinct
where an edge incident with vertices u and v is assigned the label jf(u) − f(v)j:
A graph that admits a graceful labeling is called a graceful graph. If a tree on n
vertices is graceful then K2n+1 can be decomposed to isomorphic copies of this tree.
The Ringel{Kotzig conjecture that states that every tree is graceful has been around
for three decades. Many papers focused on the problem, but very few general results
are known. For an excellent survey on this and other graph labeling problems see [3].
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In 1995, Cahit introduced the idea of k-equitable labeling, a generalization of grace-
ful labeling [5]. In a k-equitable labeling we distribute the labels f0; 1; 2; : : : ; k − 1g as
evenly as possible among both the vertices and the edges. More precisely, the number
of vertices labeled i and the number of vertices labeled j dier by at most one and
the same holds for the edge labels. A graph that can be labeled k-equitably is called
a k-equitable graph. Notice that a graph on e edges is graceful if and only if it is
(e + 1)-equitable. Cahit proved that every tree is 2-equitable and that every tree with
fewer than ve end vertices is 3-equitable [5]. It seems to be widely believed that
Cahit also proved that every caterpillar is 3-equitable, but the proof has never been
published. (A caterpillar is a tree with the property that the removal of the end vertices
results in a path.) Szaniszlo proved that every path is k-equitable for any k [6]. No
other general result is known about equitability of trees, though Cahit conjectured that
every tree is k-equitable for any k.
In this paper we prove that every tree is 3-equitable.
2. Some useful facts
The rst easy observation we make is that in a 3-equitable labeling the vertex labels
0 and 2 play the same role. If a labeling is 3-equitable then switching every 0 vertex
label to a 2 label and vice versa will result in another equitable labeling. In the proof
we will construct a labeling through several steps. We will use the fact that in a rst
approximation we can choose the vertices labeled one and then decide on the distribu-
tion of the even labels later. This permits the use of proper 2-colorings along the way.
Lemma 1. If the vertices of a tree are properly 2-colored black and white and there
are more black vertices than white vertices then there is at least one end vertex
colored black.
Proof. We’ll prove the equivalent statement: If there are only white end vertices then
at least half of the vertices are white. Suppose this statement is not true. Let T be a
minimal counter example. Then T has only white end vertices. Remove from T every
end vertex and every vertex that is adjacent to an end vertex. The remaining forest will
have only white end vertices, and since T was minimal, each tree in the forest will
have at least half the vertices colored white. We only need to show that we removed
at least as many white vertices as black vertices. But this is clearly true since every
removed black vertex was adjacent to at least one white end vertex in T: Hence T had
at least as many white vertices as black vertices.
Denition 1. A tree is balanced if in a proper 2-coloring the number of vertices of
dierent colors dier by at most one.
We will use the fact that in many trees there are large balanced subtrees. We will
label such a subtree rst and then the rest of the tree. But rst we need to establish
the existence of these subtrees.
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Lemma 2. Let T be a tree on n vertices with p end vertices. Let b denote the number
of vertices in the largest balanced subtree of T . Then p+ b>n.
Proof. If the tree is balanced, then we are done. If T is not balanced, then we have at
least one end vertex of the majority color, say black. Delete all the black end vertices
of T one by one. In the resulting tree every end vertex is white, so now the white
vertices are in majority. But then during the process we have to have a balanced subtree
at some point.
Lemma 3. A balanced tree has a balanced subtree of any smaller size.
Proof. Let T be a balanced tree properly colored black and white. It is sucient to
show that we can remove an end vertex to get a smaller balanced tree. If the number
of black and white vertices is the same in T then remove any end vertex. If there is
a majority color then remove an end vertex of this color. The resulting graph in both
cases is clearly balanced.
We plan to show that a tree can be labeled 3-equitably if it has either many end
vertices or a large balanced subtree. If the tree has many end vertices, the proof relies
on the fact that every tree is 2-equitable [2].
Lemma 4. If in a tree with n vertices; there are at least b n=3c end vertices; then it
is 3-equitable.
Proof. Let T be a tree with n vertices and at least b n=3c end vertices. Label b n=3c
of the end vertices 1. The rest of T is a tree, hence it has a 2-equitable labeling. In the
2-equitable labeling change every 1 vertex label to a 2 label. This labeling is clearly
a 3-equitable labeling of T .
3. Labeling algorithms
If a tree does not have many end vertices then it has to have a large balanced subtree.
We construct labelings for such trees. The construction will be dierent depending on
the number of vertices mod 3. Let n denote the number of vertices.
Case 1: n= 3m
If the number of vertices is divisible by 3 then each vertex label has to be used the
same number of times. Among the edge labels one of the labels have to appear one
less time than the other two. We start with some colorings of certain vertices.
Note that if the tree does not have many end vertices then it has a balanced subtree
of order m+ 1: Let H denote such a balanced subtree. Color every vertex in H blue.
(Blue will stand for vertices that we want to label either 0 or 2 later on.)
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We want to label the remaining 2m − 1 vertices. Before we decide on labels, rst
color the remaining vertices blue and red in the following fashion: At each step we
color two vertices.
If an unlabeled 2-path is connected to a red vertex, color the adjacent vertex red,
color the other blue. (Red will stand for the vertices that we want to label 1 later.)
If an unlabeled 2-path is connected to a blue vertex, color the adjacent vertex blue,
color the other vertex red.
If two end vertices are each connected to a vertex of the same color (not necessarily
the same vertex), color one of them red, the other blue.
If this is not possible any more then there is only one uncolored end vertex left.
This vertex might be connected to a red or a blue vertex.
At each coloring step we create a red{blue edge and another edge that is either
red{red or blue{blue. Make the last edge blue{blue or red{red. (We will refer to this
step later in the algorithm, we might have to come back and revise our choice here.)
So far we created m or m − 1 red vertices depending on the last color used. We
also created m − 1 edges between blue and red vertices. Denote by r the number of
red{red edges. Note that 06r6m− 1.
Label every red vertex 1. This will create m−1 edges labeled 1, since every blue{red
edge will turn into a 1 edge label. It also means that every red{red edge will have 0
as a label, and we have freedom among the blue{blue edges, they can turn into edges
labeled either 0 or 2.
In the next step we create r edges labeled 2. To do this, nd a balanced subtree of
H of size r: Properly color the vertices of this small tree with colors 0 and 2, these
colors will correspond to the required labels for these vertices. This coloring creates r
edges that have 2 as labels.
We already decided the label for r + r + (m − 1) edges and (r + 1) + m or
(r + 1) + (m − 1) vertices, depending on whether we colored the last vertex in the
rst part of the algorithm red or blue. We need to decide the label for the remaining
3m− 1− (2r + m− 1) = 2m− 2r edges.
Now the part of the graph that has no label yet is a rooted forest where every ver-
tex is colored blue. The roots are connected to vertices that are already labeled. Now
label those roots that are not connected to vertices labeled 0, or 2. The only thing we
need to be careful about in this process is to keep the balance between the 0 and 2
vertex labels. The rest of the tree can be labeled similarly to the rst part of the algo-
rithm. I.e., if an unlabeled 2-path is connected to a vertex labeled 2, label the adjacent
vertex 2, label the other vertex 0. If an unlabeled 2-path is connected to a vertex
labeled 0, label the adjacent vertex 0, label the other vertex 2. If two end vertices are
each connected to a vertex of the same label (not necessarily the same vertex), label
one of them 0, the other 2.
At each step we created two new edge labels, one of them is a 0; the other
is a 2. Hence the number of edges labeled 0 and the number of edges labeled 2
are the same at each step of the algorithm after the labeling of the balanced
subtree.
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If we run out of the vertices after repeating these steps then we have the same number
of edges labeled 0 and 2, m − 1 edges labeled 1; and the number of 0 and 2 vertex
labels are within one of each other. Unfortunately, we might have m−1 vertices labeled
1 and m+1 vertices labeled 0 or 2; say 2: If this is the case then we created m−1 red
vertices at the rst part of the algorithm. This means that the last vertex we colored
blue instead of red creating a blue{blue edge. Now go back to this step and create a
blue{red edge instead by using a red vertex. This way the number of red{red edges
does not change and we can continue the algorithm by choosing the same balanced
subtree to be labeled as before. The only dierence is that the number of edges with
label after the labeling of the balanced subtree is (3m− 1)− (r+ r+m)=2m− 2r− 1;
an odd number. Now when we get stuck at the end of the algorithm we have only one
vertex to label, and the number of vertices labeled 0 and 2 are not the same. We can
use the minority label for the last vertex.
If we do not run out of vertices then we have the following situation: We needed to
label an even number of edges, so if we still have any blue vertices left, we must have
two blue vertices, one of them connected to a vertex labeled 0, the other to a vertex
labeled 2. Recall again, that at the beginning of the labeling we made a choice for the
last red or blue vertex. We created an edge dierent from 1 there. If we used a blue
vertex to do that, then we still need to use a 1 for a vertex label. We also have only
m− 1 edges labeled 1, so adding another edge labeled 1 does not cause any problem.
Before labeling the last two vertices, we have m−1 of any of the three edge labels, so
we can choose any two to be used at this point. Also, the number of 0 and 2 vertex
labels is balanced, one of them used one less than the other. Label one of the last two
vertices using the minority label, label the other vertex 1.
If we are stuck with two blue vertices and used a red vertex to create a red{red edge
in the rst part of the algorithm then we used m 1’s for vertex labels which means
that we also labeled m−1 vertices 2 and m−1 vertices 0: We need to use both vertex
labels at the end creating two dierent edge labels. This cannot be done. To solve this
problem we need to have a closer look at the rst coloring of the tree with blue and
red colors.
We will show that after this step we have one of the following two cases: a blue
end vertex connected to a red vertex or a degree 2 blue vertex connected to both a
red and a blue vertex.
Once we have one of these two cases, this is how we can use them to nish the
labeling:
If a degree 2 red vertex is connected to both a red and a blue vertex then after the
rst red{blue coloring change the middle vertex to a blue vertex. Instead of a red{red
and a red{blue edge we’ll have a blue{blue edge and a blue{red edge. We also labeled
only m−1 vertices 1. Hence at the end we can assign the label 1 to the last end vertex
we need to label.
If we have a blue end vertex connected to a red vertex, we note the label the blue
vertex gets. Before labeling the last two vertices we can change the label of this vertex
leaving a vertex label in minority and assign the minority label to the last two vertices.
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This will leave the 0 and 2 vertex labels balanced and will create a 0 and a 2 edge
label at the last step.
Here is the promised argument that will nish up the case of a tree with 3m vertices.
Claim 1. After coloring every vertex of H blue at least one of the remaining rooted
trees will have a vertex at least distance 3 away from the root.
Proof. Note that if every vertex is at most distance 2 away from the root in a rooted
tree then at least half of the non root vertices are end vertices. Counting the vertices
shows that 2m of the vertices are non root vertices and there are less than m end
vertices.
Claim 2. After the rst use of the algorithm when every vertex is colored red or blue
we have one of the following cases:
(i) a blue end vertex connected to a red vertex or
(ii) a degree 2 blue vertex connected to both a red and a blue vertex.
Proof. Let us look at a rooted tree with the required property. The root is colored blue
and it has at least a 3-path connected to the root. Color the vertex of this 3-path that
is adjacent to the root blue, color the next adjacent vertex red. (The interesting part of
the graph without all the incident edges is now blue{blue{red{?)
If this red vertex is of degree 2 then we can color the remaining vertex of the 3-path
red during the algorithm. (If it is an end vertex then we can color it with red. If it is
connected to something else, then it is the rst vertex on a 2-path connected to a red
vertex and it will be colored red.)
If this red vertex is not of degree 2 then it is at least of degree 3 and it is adjacent to
at least two other vertices. If both of these vertices are end vertices then our algorithm
colors one of them blue the other one red, and we have a blue end vertex connected
to a red vertex. We need to consider what happens if one of the 2 adjacent vertices
is not an end vertex. (The interesting part of the graph without all the incident edges
is ?{red{?{? where the red vertex is connected to at least one blue vertex from the
path.) Look at the red{?{? part of this picture.
If the rst not colored vertex is of degree two or the second is of degree one then we
are done by the coloring red{red{blue. Thus the only trouble we can have is if there
is at least a 3-path connected to the red vertex where the rst vertex of the path is of
at least degree 3. Color the rst vertex of the path red and one of the adjacent vertices
that is not part of the 3-path blue. This is a legal step in our coloring algorithm which
leaves us with a red{?{? picture again. We can continue this process and eventually
one of these not colored vertices will have the required degree.
Case 2: n= 3m+ 1
If the tree we plan to label 3-equitably has 3m + 1 vertices then every edge label
has to appear m times. On the other hand we have some exibility with the vertex
labels. We can freely choose a label that will appear m+ 1 times while the other two
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labels will appear m times. The method of the labeling is very similar to the previous
case. We again start with nding a balanced subtree of order m + 1: We color all its
vertices blue and follow with our algorithm to color the rest of the tree red and blue.
In this case we need to color then label the remaining 2m vertices. This process is
either successful leaving the same amount of red{blue and other edges or we are left
with two end vertices connected to two dierently colored vertices at the end. If this
is the case then create a blue{blue and a red{red edge in the last step. This means
that we colored m vertices red and created m − 1 red{blue edges. This will give us
the exibility to use a 1 label at the end of the labeling process which will assure that
neither of the 0 or 2 vertex labels becomes majority.
The dicult case occurs when we color m + 1 vertices red in this rst part of the
algorithm. Fortunately the same argument as at the end of Case 1 enables us to change
a label and be able to use an extra 1 for a vertex label at the last step.
Case 3: n= 3m+ 2
Remove an end vertex of the graph and label the remaining tree on 3m+1 vertices
3-equitably. Note which vertex label is in majority in this labeling. Now reattach the
removed vertex and assign one of the other two labels to it. This will clearly leave the
vertex labels evenly distributed. Also, there was an equal distribution of edge labels
in the 3-equitable graph on 3m+ 1 vertices, so any new edge label can be introduced
leaving the new graph 3-equitable.
4. Open questions
The conjecture that every tree is k-equitable for any k seems to be very dicult.
Unfortunately our argument very much depends on the symmetry of the labels in
3-equitable labelings, so it does not seem to be likely that it would be easy to generalize
for higher k values. Probably a new approach is needed for deciding the 4-equitability
of trees. Of course, the most interesting question is whether every tree is e+1 equitable,
where e is the number of edges in the tree. As we mentioned before this question is
equivalent to the question of gracefulness of trees. Though the conjecture that every tree
is graceful has been widely accepted, no signicant progress has been made towards
the solution in the last three decades.
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