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Categorical data is one of the most common data type in practice and it has been 
widely applied in medical science, sociology, pedagogy and other domains. And 
experts of many circles focus attention on contingency table analysis since it is a very 
effective method dealing with categorical data. However, it is imperative that people 
need to handle multidimensional contingency table with the development of internet 
technology and the arrival of big data era.  
In the statistical analysis of contingency tables, the most important part is to 
judge the correlation between different kinds of variables. We could have independent 
test and variance analysis by using statistical software in order to find the variable 
dependence relation. But there is a more general method which is based on 
constructing model that reflects the interrelationship between variables. Log-linear 
model and logistic regression model are most popular mathematical model to process 
contingency table. During the construction of the model, choosing variables is very 
important. Although the traditional variables selection methods， like stepwise 
regression with AIC/BIC, are effective, they maybe exist some disadvantages about 
instability of the model or large operation among super multivariable selection. In 
1996, a person named Tibshirani, came up with a new method, and we call it Lasso. 
People could take variables selection and parameter estimation at the same time by 
this method and its extensions.  
Inspired by this, we firstly introduce the application of log-linear model and 
logistic regression model for contingency table, and then tries to combine Lasso with 
these models so that we could construct a more reasonable model in order to explain 
the correlation between these variables perfectly. As a result of simulation and 
application, Lasso-Logistic model can be applied to data of contingency table, but it is 
not fine for contingency tables whose has sparse variables. What’s more, for 
contingency table with group structure variables, selected variables are difficult to 















whole Group. Lasso-logline model for contingency table variable selection is good at 
selecting more sparse model than the traditional method, but at the cost of the 
goodness of fit. This article aims at providing a new idea of mode for variables 
selection when the scholars are dealing with data about multidimensional contingency 
tables. Thirdly, we use Lasso-Logistic method to do empirical study on effects of 
listed corporation financial indicators in order to forecast the financial condition in 
three years. And the fitness and robustness of the model setted by this way are proved 
acceptable. This further prove the well application of Lasso method in contingency 
table classification variables. 

















第一章 绪论.............................................................................................. 1  
1.1 研究背景与理论基础 ................................................................................. 1  
1.1.1 研究背景 ........................................................................................... 1  
1.1.2 理论基础 ........................................................................................... 3  
1.2 国内外文献综述 ......................................................................................... 8  
1.3 内容框架与创新点 ................................................................................... 10  
1.3.1 内容框架 ......................................................................................... 10  
1.3.2 创新点 ............................................................................................. 12  
第二章 列联表分析方法分类................................................................ 14  
2.1 非模型分析法 ........................................................................................... 14  
2.1.1 独立性检验 ..................................................................................... 14  
2.1.2  G2的分割 ........................................................................................ 14  
2.2 模型分析法 ............................................................................................... 15  
2.3 本章小结 ................................................................................................... 20  
第三章 基于对数线性模型的列联表分析............................................ 21  
3.1 列联表的对数线性模型介绍 ................................................................... 21  
3.1.1 二维列联表的对数线性模型 ......................................................... 21  
3.1.2 三维列联表的对数线性模型 ......................................................... 22  
3.1.3 四维列联表的对数线性模型 ......................................................... 25  
3.2 对数线性模型的检验与参数估计 ........................................................... 29  
3.2.1 对数线性模型的检验 ..................................................................... 29  
3.2.2 对数线性模型的参数估计 ............................................................. 30  
3.3 本章小结 ................................................................................................... 31  
第四章 基于 Logistic 回归模型的列联表分析 .................................... 32  















4.1.1 模型介绍 ......................................................................................... 32  
4.1.2 含有二水平以上的名义变量的处理方法 ..................................... 32  
4.1.3 Logistic 回归模型的参数估计 ........................................................ 33  
4.1.4 Logistic 回归模型的检验 ................................................................ 33  
4.2 Logistic 回归模型的实证应用 ................................................................. 34  
4.3 Logistic 回归模型与对数线性模型的关系 ............................................. 35  
4.4 本章小结 ................................................................................................... 37  
第五章 基于 Lasso 方法的列联表变量选择 ........................................ 38  
5.1 Lasso 方法原理 ......................................................................................... 38  
5.1.1 惩罚函数的构造 ............................................................................. 38  
5.1.2 惩罚参数的选取 ............................................................................. 39  
5.2 Lasso 与 Logistic 模型 ............................................................................. 40  
5.2.1 Lasso 方法与 Logistic 回归模型的结合 ......................................... 40  
5.2.2 Lasso-Logistic 模型模拟实验 .......................................................... 41  
5.2.3 Lasso-Logistic 模型实例分析 .......................................................... 42  
5.2.4 针对 Logistic 模型的 Group-Lasso 方法 ....................................... 45  
5.2.5 针对 Logistic 模型的 Group-Bridge 方法 ...................................... 49  
5.3 Lasso 与对数线性模型 ............................................................................. 52  
5.3.1 Lasso 与对数线性模型的结合 ........................................................ 52  
5.3.2 Lasso-Logline 模型模拟实验 .......................................................... 54  
5.3.3 Lasso-Logline 模型实例分析 .......................................................... 55  
5.4 基于 Lasso-Logline 模型的列联表可压缩性讨论 ................................. 57  
5.5 本章小结 ................................................................................................... 60  
第六章 上市公司财务状况影响指标的实证研究................................ 62  
6.1 指标初选 ................................................................................................... 62  
6.2 数据准备 ................................................................................................... 62  
6.3 实证分析 ................................................................................................... 64  















6.3.2 基于 Group Lasso 的组变量选择 ................................................... 66  
6.3.3 基于 Group Bridge 的双层变量选择 ............................................. 68  
6.4 模型的拟合效果和稳健性检测 ............................................................... 70  
6.5 本章小结 ................................................................................................... 71  
第七章 结论与展望................................................................................ 72  
7.1 研究结论 ................................................................................................... 72  
7.2 未来研究展望 ........................................................................................... 73  
参考文献.................................................................................................. 75  

















Chapter 1 Introduction ............................................................................ 1  
1.1 Resarch Background and Theoretical Basis ............................................ 1  
1.1.1 Resarch Background ........................................................................... 1  
1.1.2 Theoretical Basis ................................................................................. 3  
1.2 Literature Review ...................................................................................... 8  
1.3 Framework and Innovations ................................................................... 10  
1.3.1 Framework ........................................................................................ 10  
1.3.2 Innovations ........................................................................................ 12  
Chapter 2 Classification of Contingency Table Analysis Methods .... 14  
2.1 Non-model Analysis ................................................................................. 14  
2.1.1 Independence Test ............................................................................. 14  
2.1.2 Segmentation of  G2  ........................................................................ 14  
2.2 The model analysis ................................................................................... 15  
2.3 Conclusion ................................................................................................ 20  
Chapter 3 Contingency Table Analysis Based on Log-linear Model . 21  
3.1 Introduction of Log-linear Model ........................................................... 21  
3.1.1 Log-linear Model of 2-way Contingency Table ................................ 21  
3.1.2 Log-linear Model of 3-way Contingency Table ................................ 22  
3.1.3 Log-linear model of 4-way Contingency Table ................................ 25  
3.2 Test and Parameter Estimation of Log-linear Model ........................... 29  
3.2.1 Test of Log-linear Model .................................................................. 29  
3.2.2 Parameter Estimation of Log-linear Model ...................................... 30  
3.3 Conclusion ................................................................................................ 31  
Chapter 4 Contingency Table Analysis Based on Logistic Model ..... 32  
4.1 Logistic Model .......................................................................................... 32  
4.1.1 Model Introduction ........................................................................... 32  















4.1.3 Parameter Estimation of Logistic Model .......................................... 33  
4.1.4 Test of Logistic Model ...................................................................... 33  
4.2 Application of Logistic Model ................................................................. 34  
4.3 Relationship between Logistic Model and Logline Model ................... 35  
4.4 Conclusion ................................................................................................ 37  
Chapter 5 Variable Selection Based on Lasso Method ....................... 38  
5.1 Theory Introduction of Lasso Method ................................................... 38  
5.1.1 Construction of Penalized Function .................................................. 38  
5.1.2 Selection of Penalized Paremeter ..................................................... 39  
5.2 Lasso Method and Logistic Model .......................................................... 40  
5.2.1 Lasso-Logistic Model ....................................................................... 40  
5.2.2 Simulation of Lasso-Logistic Model ................................................ 41  
5.2.3 Application of Lasso-Logistic Model ............................................... 42  
5.2.4 Group-Lasso to Logistic Model ........................................................ 45  
5.2.5 Group-Bridge to Logistic Model ...................................................... 49  
5.3 Lasso Method and Log-linear Model ..................................................... 52  
5.3.1 Lasso-Logline Model ........................................................................ 52  
5.3.2 Simulation of Lasso-Logline Model ................................................. 54  
5.3.3 Application of Lasso-Logline Model ................................................ 55  
5.4 The Compressibility of Contingency Table Based on Lasso-Logline .. 57  
5.5 Conclusion ................................................................................................ 60  
Chapter 6 Empirical Study on Effects of Listed Corporation 
Financial Indicators ............................................................................... 62  
6.1 Initial Choice of Indicators ..................................................................... 62  
6.2 Data Preparation ...................................................................................... 62  
6.3 Empirical Study ....................................................................................... 64  
6.3.1 Single-variables Selection Based on Lasso ...................................... 65  















6.3.3 Bi-level Variable Selection Based on Group Bridge ......................... 68  
6.4 Test of Model’s Fitting Effect and Robustness ...................................... 70  
6.5 Conclusion ................................................................................................ 71  
Chapter 7 Conclusions and Future Studies ......................................... 72  
7.1 Research Conclusiuons ............................................................................ 72  
7.2 Future Studies .......................................................................................... 73  
References ............................................................................................... 75  























































































































































① 渐进正态性： 1ˆ ~ ( , ( ))N Iθ θ θ− ； 
② 渐近一致性: ˆlim( )P θ θ= ； 
③ 无偏性: ˆ( )E θ θ= ； 
④ 渐近有效性：均方误差 2ˆ ˆ( ) ( )MSE Eθ θ θ= − 小； 
⑤ 不变性：如果θ̂ 是θ 的 MLE， ( )g θ 是关于参数θ 的连续函数，则 ( )g θ 的
极大似然估计为 ˆ( )g θ 。  
（2） 皮尔森 2χ 检验 
该检验由英国数学家 Pearson 提出，其基本思想是，如果独立性假设H0成
立，则观测频数应该等于理论频数，即： ij ij i jn n nπ π π+ += = 。因此二维列联表
独立性检验的 2χ 检验统计量就是： 
 
2 2
2 ( ) ( )ij ij ij i j
i j i jij i j








= =∑∑ ∑∑  （1.1） 
在样本量确定后， ij ijn nπ− 越大， 2χ 越大，从而否定 0H 的也就可能性越大。 
三维列联表的独立性检验 2χ 检验统计量为： 
 
2
2 ( )ijk ijk
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