We introduce a regularized risk minimization procedure for regression function estimation. The procedure is based on median-of-means tournaments, introduced by the authors in [10] and achieves near optimal accuracy and confidence under general conditions, including heavy-tailed predictor and response variables. It outperforms standard regularized empirical risk minimization procedures such as lasso or slope in heavy-tailed problems.
Introduction

Empirical risk minimization, regularization
Regression function estimation is a fundamental problem in statistics and machine learning. In the most standard formulation of the problem, (X, Y ) is a pair of random variables in which X, taking values in some general measurable space X , represents the observation (or feature vector) and one would like to approximate the unknown real value Y by a function of X. In other words, one is interested in finding a function f : X → R such that f (X) is "close" to Y . As the vast majority of the literature, we measure the quality of f by the risk
which is well defined whenever f (X) and Y are square integrable, assumed throughout the paper. Clearly, the best possible function is the regression function m(X) = E(Y |X). However, in statistical problems, the joint distribution of (X, Y ) is unknown and the regression function is impossible to compute. Instead, a sample D N = ((X 1 , Y 1 ), . . . , (X N , Y N )) of independent copies of the pair (X, Y ) is available (such that D N and the pair (X, Y ) are independent).
where, for q ≥ 1, we use the notation f − g Lq = (E |f (X) − g(X)| q )
1/q
and also
A closely related, though not equivalent, measure of performance is the excess risk, defined by the conditional expectation
The goal of a statistical learning problem is to find a learning procedure that achieves a good accuracy with a high confidence. In particular, for r > 0 and δ ∈ (0, 1), we say that a procedure performs with accuracy parameter r with confidence 1 − δ in the class F (e.g., for the mean squared error) if
(sometimes one only considers P f N − f * L 2 ≤ r ≥ 1 − δ). High accuracy and high confidence (i.e., small r and small δ) in the given class are obviously conflicting requirements. The achievable tradeoff has been thoroughly studied and it is fairly well understood. We refer the reader to Lecué and Mendelson [7] , Lugosi and Mendelson [10] for recent accounts.
The most standard approach for a learning procedure is empirical risk minimization (erm), also known as least squares regression in which
(where we assume that the minimum is achieved). One may show (see, e.g., Lecué and Mendelson [7] ) that unless the function class and target are sub-Gaussian 1 , then empirical risk minimization is far from achieving the optimal accuracy/confidence tradeoff. The reason for the suboptimal behaviour of empirical risk minimization is that outliers distort the empirical means unless the problem is very close to being Gaussian. Thankfully, learning procedures that can tackle heavy-tailed problems exist, as it was recently pointed out by Lugosi and Mendelson [10] with the introduction of the median-of-means tournament.
A common problem that all learning procedures encounter is that of overfitting, which occurs when the underlying class is too big relative to the (random) information at the learner's disposal. A standard way of dealing with learning problems involving classes that are too large is giving priority to functions in the class according to some prior belief of "simplicity". For example, in regularized risk minimization, one selects a norm Ψ defined on a vector space E containing F. A small value of Ψ(f ) is interpreted as simplicity and simple functions are given priority by way of adding a penalty term to the empirical risk that is proportional to Ψ(f ). In particular, for some regularization parameter λ > 0, a regularized risk minimizer selects
and the term Ψ(f ) is sometimes called the penalty.
Just as the tournament procedure from [10] outperforms empirical risk minimization (in fact, the tournament procedure attains the optimal tradeoff between accuracy and confidence under minimal assumptions), the regularized tournament which we present here, outperforms regularized risk minimization. Since regularized procedures require the minimization of a functional that has the empirical mean as a component, they suffer from the same disadvantages as empirical risk minimization. Therefore, the accuracy/confidence tradeoff exhibited by regularized risk minimization is suboptimal once one leaves the sub-Gaussian realm, and deteriorates further if the problem is more heavy-tailed. In contrast, we show that the regularized tournament attains the optimal accuracy/confidence tradeoff under rather minimal conditions and, in particular, in heavy-tailed problems.
The paper is organized as follows. In Section 2 we introduce a new regularized "tournament" procedure in a quite general framework and illustrate how it works on an important specific case, the tournament lasso (see Section 2.1). In Section 3 the main general performance bound is presented for the regularized tournament procedure under certain specific choice of the parameters of the procedure. The proof of the main result is detailed in Section 4. Finally, in Section 5 two examples are worked out. The first is a "tournament" version of lasso (introduced in Section 2.1) and the second is the tournament slope, a generalized version of tournament lasso.
The procedure
Let us now describe the regularized tournament procedure. Recall that the learner is given a closed and convex class of functions F ⊂ L 2 (µ) and a regularization function Ψ which is assumed to be a norm on span(F).
An underlying assumption is that F can be naturally decomposed to a hierarchy of subclasses, that is, there is a finite decreasing collection of subsets of F, denoted by (
The idea is that the sets F ℓ capture some notion of 'complexity': the larger ℓ is, the simpler the functions in F ℓ are. An important example of a hierarchy, discussed below in detail, is based on the notion of sparsity in R d relative to a fixed orthonormal basis (
t i e i , has at most s nonzero coefficients. For the class of linear functionals
Given a hierarchy (F ℓ ) K ℓ=1 , the first, second and third phases of the procedure are performed on each one of the subclasses F ℓ separately and the procedure returns subclasses H ℓ ⊂ F ℓ consisting of functions whose statistical performance is good enough to be considered as candidates for selection. The fourth and final phase compares the candidates selected from each class F ℓ and selects one of them, as we describe below.
The first three stages of the procedure use independent data. In order to accommodate this, one needs to split the available data into three independent parts. For simplicity of the presentation, we assume that these parts have equal size, each containing N samples. (Thus, the total sample size is 3N rather than N but this change of convention only affects the constants in the bounds that we do not make explicit in any case.)
The first phase: constructing the 'referee' in F ℓ
The goal of the first phase is to get a data-dependent estimate of L 2 (µ) distances between elements in F ℓ . Its output is a (data-dependent) function DO ℓ : F ℓ × F ℓ → {0, 1}, which takes the value 1 when two functions in F ℓ are far-enough, in the following sense. This first step uses unlabeled samples only. (1) fix well-chosen parameters ρ ℓ and r ℓ,1 ;
and set d ℓ (f, h) to be the median of {v j : 1 ≤ j ≤ n 1 };
The second phase: ℓ-elimination
This first phase is used as input to the second phase. The latter is a comparison of the statistical performance of any two functions f and h in F ℓ using a sample (X i , Y i ) 2N i=N +1 . The idea is to define 'statistical matches' between any two functions f, h ∈ F ℓ , with each match designed to determine which function out of the two is more suited for our needs. Because the 'matches' are based on a random sample, a reliable comparison is impossible when the two functions are 'too close'. This is where the output of the first phase comes into the frame. The random binary function DO ℓ tells the learner when f and h are too close (when DO ℓ (f, h) = 0) and in such cases, the outcome of the statistical match between f and h is useless.
More accurately, the second phase is defined as follows:
and, for each ℓ = 1, . . . , K, the output DO ℓ of the first phase, Then
(1) let λ ℓ and n ℓ,2 be well-chosen parameters, and set ρ ℓ as in the first phase;
for the majority of the blocks I j ; (4) denote by
The output of the second phase is the sequence of classes H ′ ℓ ⊂ F ℓ . Each H ′ ℓ consists of the set of functions that were superior to all the other 'competitors' in the ℓ-tournament, at least in 'matches' that were considered reliable by DO ℓ . We will show that if f * ∈ F ℓ then functions in H ′ ℓ are 'close' in L 2 (µ) to f * .
The third phase: ℓ-champions league
The third phase in the procedure is a further selection process, this time conducted among the set of 'winners' of the ℓ-elimination tournament.
. For each ℓ = 1, . . . , K, let H ′ ℓ be the outcome of the second phase. Then (1) let n ℓ,2 be as above, and set r ℓ,3 to be a well-chosen parameter;
This further selection process improves the outcome of the ℓ-elimination phase: instead of just ensuring that the functions are close to f * , the ℓ-champions league selects functions whose risk is close to the risk of f * .
The fourth phase: naming a winner
The outcome of the first three phases results in data-dependent choices H ℓ ⊂ F ℓ (and obviously at this point there is no way of knowing that the sets H ℓ are nonempty). All the functions in each one of the H ℓ 's are in some sense the best estimators one can find within F ℓ , taking into account its size and the data at the learner's disposal. Naturally, the larger F ℓ is, the larger the error one will incur by selecting an estimator in it. Therefore, in the final stage the aim is to find the smallest class in the hierarchy in which a good estimator still exists.
Definition 2.4. Given the classes (H
The first three phases are the key components of the procedure. Out of the three, the first one is an adaptation of the distance oracle used in [10] and which had been introduced in [14] ; the third component is essentially the same as the champions league stage in the tournament procedure from [10] .
The truly new component is the second phase. Its analysis combines ideas from [8] (which focused on regularized risk minimization in 'sparse' problems) and from [10] . As it is the main novelty in this article we present it in detail and only sketch the arguments needed in the analysis of the other components. Naturally, at this point there are no guarantees that this procedure performs well, let alone that it is close to optimal. That requires some assumptions on the class F, the hierarchy (F ℓ ) K ℓ=1 and the regularization function Ψ. Moreover, the parameters that each phase requires as inputs have to be specified for the procedure to make any sense. All these issues are explored in what follows. Before we dive into technicalities, and to give the reader a feeling of how the regularized tournament looks like in a familiar situation, let us describe the tournament version of the lasso.
The tournament lasso
Consider the following standard setup: Let X be an isotropic random vector in R d (that is, for every t ∈ R d , E t, X 2 = t 2 2 , where · 2 denotes the Euclidean norm in R d ). Let Y be the unknown target random variable and set t 0 to be the minimizer in R d of the risk functional t → E( X, t − Y ) 2 . For the sake of simplicity we assume that Y = t 0 , X + W for W that is mean-zero, square integrable and independent of X.
In sparse recovery problems one believes that t 0 is supported on at most s coordinates with respect to the standard basis in R d -or at least it is well approximated by an s-sparse vector-, but one does not know that for certain. The lasso procedure (introduced in [18] ) selects t ∈ R d that minimizes the regularized empirical squared-loss functional
for a well chosen regularization parameter λ, and
The problem with the lasso is that when either the class members t, X or the target Y are heavy-tailed, the tradeoff between the accuracy with which the lasso performs and the confidence with which that accuracy is attained is far from optimal. That suboptimal tradeoff is what the tournament lasso aims to remedy.
For the time being we assume that for every t ∈ R d and for
where the last inequality holds because X is isotropic). The random variable W is assumed to be square-integrable. The natural class of functions in this context is F = { t, · : t ∈ R d } and the hierarchy is given in terms of the sparsity of t: we set, for ℓ = 1, . . . , K = ⌈log 2 d⌉ + 1,
Let us go through the four phases of the tournament lasso.
The first phase
For the definition of the 'referee' DO ℓ one requires to specify three parameters: ρ ℓ , r ℓ,1 and n 1 . First, let n 1 ∼ L N , meaning that the cardinality of each block is a constant, depending only on L and which we denote by m 1 . Thus,
. . , C 4 (L) denote appropriately chosen constants whose value depends only on L. (The precise form may be extracted from the analysis but it is of secondary importance for our purpose.) Next, set s = d/2 ℓ−1 . If s ≥ C(L)N/ log(ed/N ) then the class F ℓ for the corresponding ℓ is too large and no useful statistical information can be derived from the sample. In that case, we set r ℓ,1 , ρ ℓ = ∞, and in particular, DO ℓ ≡ 0. Otherwise, when s < C 0 (L)N/ log(ed/N ), set
and
Consider r ℓ ≥ r ℓ and set r ℓ,1 = r ℓ . The first phase is performed as follows: given (X i ) N i=1 , then for any t 1 , t 2 supported on at most d/2 ℓ−1 coordinates, let
• Set DO ℓ (t 1 , t 2 ) = 1 if either
Remark 2.5. Since X is isotropic, the L 2 (µ) distance coincides with the ℓ 2 distance. Thus, DO ℓ can be chosen as a deterministic function:
However, when X is not isotropic, the first phase of the procedure is truly required, which is why we ignored the simpler option that is available in the isotropic case.
The ℓ-elimination phase
The elimination phase in the tournament lasso requires two parameters, λ ℓ and n ℓ,2 as inputs, as well as the outcomes of DO ℓ obtained in the first phase. Recalling the choices of r ℓ,1 from (2.1) and ρ ℓ from (2.2), we set
where c 1 , c 2 and c 3 are constants that depend only on L. Let (I j ) be the natural partition on {1, . . . , N } to n ℓ,2 disjoint blocks of equal cardinality, denoted by m ℓ,2 . It follows that given the sample (
for a majority of the blocks I j . Therefore, H ′ ℓ consists of all t 1 ∈ R d that satisfy t 1 ≻ t 2 for any t 2 ∈ F ℓ such that DO ℓ (t 1 , t 2 ) = 1.
The ℓ-champions league phase
The ℓ-champions league phase receives as input the set H ′ ℓ produced in the second phase. Let n ℓ,2 and r be as in (2.3) and set
The fourth phase
Given the classes (H ℓ ) K ℓ=1 , ℓ 1 is the largest integer ℓ such that j≤ℓ H j = ∅. We select t to be any element of j≤ℓ 1 H j .
The following theorem, proved in Section 5.1, summarizes the performance of the tournament lasso. 
then with probability at least
we have
Theorem 2.6 shows that the tournament lasso attains the optimal accuracy/confidence tradeoff even though f * (X) − Y can be heavy-tailed. In fact, the estimate is what one would expect in the most friendly of scenarios: if X were a sub-Gaussian random vector (i.e., linear forms exhibiting a ψ 2 − L 2 norm equivalence with constant L rather than an L p − L 2 moment equivalence going only up to p ∼ log d), and f * (X) − Y were a Gaussian random variable, independent of X. The lasso does not come close to such an accuracy/confidence tradeoff under the weak moment assumption of Theorem 2.6.
s is the best accuracy parameter one can hope for even if the learner knows that t 0 is s-sparse and X and W are Gaussian. The difference between the performance of the tournament lasso and the standard lasso can be seen in the confidence with which this accuracy is attained. In the situation described in Theorem 2.6, the standard lasso performs with that accuracy parameter only with constant confidence, because all that we assume on W is that it is square-integrable. In contrast, the tournament lasso attains the accuracy (2.5) with the optimal exponential probability estimate (2.4).
The tournament lasso does not require prior information on the degree of sparsity of t 0 to be carried out, but its success does depend on having a large-enough sample and on that r is in the right range. The former is a constraint that any recovery procedure faces while the latter is easily achieved by running the procedure for r j = r 0 /2 j for a large initial value of r 0 , followed by a standard validation argument at each step.
The one item that does require extra attention is that an upper estimate on W || L 2 is used in the choice of parameters of the tournament lasso. At times one is simply given that information; this is often the case in signal processing problems, where the nature of the 'noise' is known to the learner. If not, one may use the data-dependent procedure from [16] which holds for more general noise models: it leads to upper and lower estimates on f * (X) − Y L 2 that are sharp up to absolute multiplicative constants and under minimal assumptions.
Of course, proving Theorem 2.6 requires some work, and the choice of parameters used in the first three phases has to be clarified. We explain the choice in the general case in the next two sections and return to the example of the tournament lasso in Section 5.
The main result
In the general setup we study, we merely assume a rather weak fourth-moment assumption. More precisely, we work under the following conditions.
and assume that, for some constant L > 0,
may easily be replaced by a combination of two assumptions: that for every
Also, in the case of independent additive noise, that is, when Y = f 0 (X) + W where f 0 ∈ F and W that is mean-zero, square-integrable and independent of X, the assumption that f * − Y L 4 ≤ σ 4 may be replaced by the weaker one, that W L 2 ≤ σ for a known constant σ.
The necessary modifications to the proofs are straightforward and we do not explore this observation further. Also, as noted previously, we refer the reader to [16] for a data-dependent procedure of estimating f * −Y L 2 which may be easily modified to an estimate on f * −Y L 4 . Since that is not the main focus of this paper we do not pursue it further and instead assume that the learner has access to σ 4 or to σ.
Complexity parameters of a class
The choice of parameters r ℓ,1 , r ℓ,3 and ρ ℓ depends on a certain notion of "complexity" of the underlying class. More accurately, there are geometric parameters that measure the metric entropy of "localizations" of the class as well as the oscillation of various natural random processes indexed by those localizations.
The complexity is measured in terms of four parameters, depending both on the class F and the distribution of (X, Y ). The four play an essential role in describing the optimal performance of learning procedures and for detailed discussion on the meaning we refer to Mendelson [12, 13] and Lugosi and Mendelson [10] .
Before we define the four parameters we need some notation. Denote the unit ball in
In a similar fashion for the norm Ψ used as a regularization function, let B = {f : Ψ(f ) ≤ 1}, set ρB = {f : Ψ(f ) ≤ ρ} and
In what follows we make two important modifications to the definitions of the complexity parameters used in [12, 13, 10] . First, just like in the above-mentioned articles, we are interested in "localized" classes. However, because regularized procedures are affected by two norms, Ψ and L 2 (µ), the localization has to be with respect to both of them. Therefore, the "localization" of F, centred in h and of radii ρ, r > 0 is defined by
The second minor modification is that each complexity parameter is associated with the 'worse case' centre h ∈ F ′ for some fixed F ′ ⊂ F, and not necessarily with the whole of F.
Two of the four parameters are defined using the notion of packing numbers.
The first relevant parameter λ Q is defined as follows with appropriate numerical constants κ and η:
While κ and η are adjustable parameters, we are mainly interested in the behaviour of λ Q as a function of ρ. The way one selects ρ is clarified later.
The reason behind the choice of λ Q comes from high-dimensional geometry: if the class F h,ρ,r ⊂ L 2 (µ) is 'less complex' than an N -dimensional Euclidean ball of radius ∼ r, then it can be covered by exp(cN ) balls of radius ∼ r. Thus, λ Q captures the smallest radius for which there is still a chance that F h,ρ,r resembles in some sense a subset of a ball of radius ∼ r in R N . The hope is that for such a choice of radius r, at least part of the metric structure of F h,ρ,r is reflected in a typical random set {(u(X i )) N i=1 : u ∈ F h,ρ,r }. In more statistical terms, the hope is that a sample of cardinality N provides the learner with enough information to "separate" class members that are far enough, and the distance at which a sample of cardinality N no longer suffices is λ Q .
The next parameter, denoted by λ M , is also defined in terms of the packing numbers of the localization F h,ρ,r , though at a different scaling than λ Q . Definition 3.4. Fix h ∈ F and ρ > 0. Let κ > 0, 0 < η < 1, and define
For the remaining two complexity parameters, let (ε i ) N i=1 be independent, symmetric {−1, 1}-valued random variables that are independent of (X i ,
3)
and for F ′ ⊂ F set r E (κ, ρ) = sup h∈F ′ r E (κ, h, ρ).
The idea behind r E is similar to the one behind λ Q . r E (κ, h, ρ) is the smallest radius for which the expected supremum of the process u →
Finally, suppose that the distribution of (X, Y ) is such that Y − f * (X) L 4 ≤ σ 4 for a known constant σ > 0. The "complexity" of F relative to centres in F ′ and radius ρ is
Here c 1 , c 2 are appropriate positive numerical constants. ("Appropriate" means that r * (F, F ′ , ρ) satisfies Propositions 4.1, 4.4 and 4.7 below). The existence of such constants is proved in [10] when F ′ = F, i.e., when any function in F is a 'legal choice' of a centre, and under Assumption 3.1. In that case, the constants depend only on the value of L. When F and F ′ are clear from the context, we simply write r * (ρ) for r * (F, F ′ , ρ).
Properties of the hierarchy
After the complexity parameters are set in place, let us identify the conditions on the hierarchy (F ℓ ) K ℓ=1 that are needed in the analysis of the regularized tournament.
Recall that F is a (convex) subset of a normed space (E, Ψ); E is also a subspace of L 2 (µ), though the norms Ψ and · L 2 (µ) may have nothing to do with each other. Let B Ψ * and S Ψ * denote the unit ball and unit sphere in the dual space to (E, Ψ), respectively. Therefore, B Ψ * consists of all the linear functionals z ∈ E * for which sup {x∈E:Ψ(x)=1} |z(x)| ≤ 1. A linear functional z * ∈ S Ψ * is a norming functional for f ∈ E if z * (f ) = Ψ(f ).
Definition 3.7. Let Γ f (ρ) ⊂ S Ψ * be the collection of functionals that are norming for some
where the inner infimum is taken in the set
Let us examine ∆ ℓ (ρ ℓ , r ℓ ) and explain its meaning for some fixed values ρ, r > 0. Note that ∆ ℓ (ρ, r) ≤ ρ. Indeed, Γ f (ρ) ⊂ S Ψ * and if z ∈ S Ψ * and Ψ(h − f ) ≤ ρ then
The interesting situation is when one can ensure a reverse inequality, that is, that ∆ ℓ (ρ, r) is proportional to ρ, say ∆ ℓ (ρ, r) ≥ (4/5)ρ. Such a lower estimate on ∆ ℓ implies the following. Let f ∈ F ℓ and h ∈ F for which Ψ(h − f ) = ρ and f − h L 2 ≤ r. It follows that there is some z ∈ S Ψ * and v ∈ B f (ρ/20) such that z is norming for v and
A lower bound on the term Ψ(h) − Ψ(f ) plays an essential role in the study of the elimination phase of the regularized tournament, when one has to compare
Obviously, ensuring that ∆ ℓ (ρ, r) ≥ (4/5)ρ becomes simpler when the set Γ f (ρ) is large. In the extreme case, when ρ > 30Ψ(f ), then B f (ρ/20) contains a nontrivial Ψ-ball around 0; thus, Γ f (ρ) = S Ψ * and ∆ ℓ (ρ, r) = ρ. The other extreme is if ρ is very small and one is left only with the functionals that are norming for f itself. Intuitively, the right choice of ρ ℓ is the smallest one for which, for r ℓ = r * (F, F ℓ , ρ ℓ ), one has ∆ ℓ (ρ ℓ , r ℓ ) ≥ 4ρ ℓ /5.
(2) (ρ ℓ ) K ℓ=1 is decreasing and r ℓ = r * (F, F ℓ , ρ ℓ );
We allow the choice of ρ ℓ = r ℓ = ∞ for ℓ = 1, . . . , ℓ 0 . In such cases the compatibility condition is to be verified from ℓ 0 + 1 onward.
We are now ready to specify the parameters used in the definition of a regularized tournament.
• Let α, β, m 1 , θ 1 and θ 2 be well chosen constants that depend only on the norm equivalence constant L from Assumption 3.1, and assume that one has access to the value σ 4 from that assumption.
• Assume further that (F ℓ , ρ ℓ ) K ℓ=1 is a compatible sequence, let r ℓ be as in Definition 3.8 and set r ℓ > r ℓ .
We set the following choice of parameters:
First phase: Let ρ ℓ as above, and set With these choices set in place, let us formulate the main result of this article. , we have
Discussion
The main message of Theorem 3.9 is that the regularized tournament procedure achieves essentially the best performance that can be expected even under strong assumptions of sub-Gaussian distributions. The regularized procedure yields (almost) the optimal accuracyconfidence tradeoff for any accuracy parameter r ≥ r ℓ * : it behaves as if it "knew" the location of f * in the hierarchy without actually knowing it. Indeed, the accuracy/confidence tradeoff established in Theorem 3.9 is essentially the best possible for any learning procedure taking values only in F ℓ * . We emphasize that Theorem 3.9 is quite general though finding the adequate parameters of the procedure requires additional work. For the "tournament" version of lasso and slope we work out the details in Section 5 under certain assumptions (such as isotropic design vector X and approximately sparse linear regression function) for illustration. Some of these assumption may be weakened but we prefer to keep the presentation as simple as possible. Related work. The sensitivity of empirical risk minimization (or least squares regression) to heavy-tailed distributions has been pointed out and several proposals of robust regression function estimates have been made that avoid this sensitivity. We refer to Audibert and Catoni [1] , Hsu and Sabato [4] , Lerasle and Oliveira [9] , Minsker [17] , Brownlees, Joly, and Lugosi [3] , Lugosi and Mendelson [10] for a sample of the literature. This paper mostly builds upon the methodology of median-of-means tournaments, developed in [10] , (see also Lugosi and Mendelson [11] ). Here we extend this methodology to the analysis of regularized robust risk minimization similarly to how the paper of Lecué and Mendelson [7] analyzes standard regularized risk minimization. The analysis of the lasso and slope procedures of [7] was extended and generalized by Bellec, Lecué, and Tsybakov [2] . In an independent parallel work to ours, and building on the arguments developed in [10] , Lecué and Lerasle [5] point out a connection of median-of-means tournaments to Le Cam's estimators, develop a version of lasso-the so-called mom-lasso-and prove a performance bound quite similar to Theorem 2.6.
Analyzing the four phases
The first phase -the ℓ-distance oracle
At each stage ℓ = 1, . . . , K of the procedure, one initially uses a modification of the distance oracle from [10] .
The ℓ-distance oracle is a data-dependent procedure that provides information on the distances between functions. It is used for any pair f, h ∈ F, and aims at determining if 1 . Note that Ψ is a known norm and therefore, Ψ(f − h) is known for any pair f, h ∈ F but f − h L 2 needs to be (crudely) estimated.
Recall that we work under Assumption 3.1, and that DO ℓ is defined as follows: we split {1, . . . , N } to n = n 1 disjoint blocks (I j ) n j=1 , each one of cardinality m = N/n. For a sample
and functions f and h, let w = (|f (
where Med m (w) is a median of the n values 1 m i∈I j |(f − h)(X i )|. The behaviour of Φ described below has been established in Mendelson [14] (see also Lugosi and Mendelson [10] ): Proposition 4.1. Let F satisfy Assumption 3.1. There exist constants m, 0 < α < 1 < β, and κ, η and c, all of them depending only on L, for which the following holds.
• For 1 ≤ ℓ ≤ K and ρ > 0, let r > r * (F, F ℓ , ρ), where r * is defined relative to the constants κ and η).
• Let n = N/m and fix f ∈ F ℓ . Then, with probability at least 1 − 2 exp(−cN ), for any h ∈ F that satisfies Ψ(f, h) ≤ ρ,
The proof of Proposition 4.1 is a direct outcome of Proposition 3.2 from [10] , applied to the set F ∩ B f (ρ) for a fixed centre f ∈ F ℓ and we shall not present it here.
Based on Proposition 4.1, our choice of parameters in the first phase is clear. Recall that for r ℓ > r ℓ = r * (F, F ℓ , ρ ℓ ) and
Thanks to Proposition 4.1, it follows that for a fixed centre f ∈ F ℓ (which is selected as f * in what follows), with probability at least 1 − 2 exp(−cN ) if h ∈ F, and
Remark 4.2. Although Proposition 4.1 is formulated for a designated single centre f , it is straightforward to extend it to any centre in F and obtain a uniform distance oracle that holds for any pair f, h ∈ F.
The second phase-ℓ-elimination
Recall the definition of a regularized match between f and h: first, the ℓ-distance oracle defined above uses the first part of the sample
to determine the value of DO ℓ (f, h). If DO ℓ (f, h) = 0, the match is abandoned.
Each match that is allowed to take place by the ℓ-distance oracle is played using the second part of the sample, C 2 = (X i , Y i ) 2N i=N +1 . The sub-sample is partitioned to n = n ℓ,2 blocks (I j ) n j=1 of cardinality m = N/n where recall that n is chosen as
for a well-chosen constant θ 1 that depends only on the equivalence constant L from Assumption 3.1. We also set
with the choices of both constants θ 1 and θ 2 specified below. The key definition in the elimination stage is the choice of a winner in a 'statistical match' between two functions in F ℓ . The idea behind the elimination round is to 'exclude' functions that are far from f * (without knowing the identity of f * , of course). To that end, it suffices to show that, if f * ∈ F ℓ , then with high probability, f * wins all the matches it takes part in. Indeed, that implies that H ′ ℓ is nonempty, and that all the matches between f * and any h ∈ H ′ ℓ must have been abandoned; therefore, DO ℓ (f * , h) = 0, that is,
Definition 4.3. The function f defeats h (denoted by
The next theorem describes the outcome of the ℓ-elimination phase. Its proof may be found in Section 4.1. 
Proof of Proposition 4.4-highlights
To explain why this elimination phase preforms well even when F is very large, define, for each block I j (j = 1, . . . , n),
Note that the regularized empirical excess risk of h on block I j is B λ h,f * (j). Consider the ℓ-th stage of the regularized tournament. The assertion of Proposition 4.4 is that, if f * ∈ F ℓ , then it is a winner of all the elimination phase matches it participates in. Hence, Proposition 4.4 is proved once we ensure that for the right choice of λ = λ ℓ , with high probability, if h ∈ F and DO ℓ (f * , h) = 1 then B λ h,f * (j) is positive for most of the blocks I j . To that end, observe that
which is the natural decomposition of the empirical excess risk functional into its quadratic and multiplier components. Setting
The first observation we require is a version of a deterministic result from [8, Theorem 3.2] (see the appendix for the proof).
Lemma 4.5. Let f * ∈ F ℓ and h ∈ F for which either
for some C > 0. Assume further that 5) and if also h − f * L 2 ≥ r then
Thanks to Lemma 4.5 (which is proved in the appendix), all that is required to prove Proposition 4.4 is to verify that with the requested probability, (4.5) and (4.6) hold uniformly in h and on a majority of the blocks I j , provided that f * ∈ F ℓ ; thus f * defeats any function in h ∈ F that satisfies either
The fact that we have the required control over coordinate blocks is formulated in the following lemma. Its proof may be found in the appendix. Lemma 4.6. There exists an absolute constant c and a constant C 1 = C 1 (L, τ ) for which the following holds. Let f * ∈ F ℓ . For 0 < τ < 1, with probability at least 1 − 2 exp(−cτ 2 n), for every h ∈ B f * (ρ) that satisfies f − f * L 2 ≥ r ℓ , we have
Moreover, for every
It follows from Lemma 4.6 that if τ < 1/4 then with probability at least 1 − 2 exp(−cτ 2 n), for every h as in Lemma 4.5, conditions (4.5) and (4.6) hold for C = C 1 and r = r ℓ on the majority of the blocks I j . Hence, setting τ = 1/10, on an event with probability at least 1 − 2 exp(−cn), f * wins all the matches it participates in and that are allowed to take place by the ℓ-distance oracle, as we require.
The third phase-ℓ-champions league
Once Proposition 4.4 is established, we turn to the third phase, aimed at selecting a set of "winners". In order to do that, we run the champions league tournament defined in Definition 2.3, performed in each one of the sets H ′ ℓ . (This is the same procedure used in [10] .) The crucial point is that if f * ∈ F ℓ then H ′ ℓ satisfies the necessary conditions for a champions league tournament: that f * ∈ H ′ ℓ and all the functions h ∈ H ′ ℓ have a mean-squared error at most ∼ r ℓ .
Recall that the ℓ-champions league consists of matches that use the third part of the sample
be the partition of {2N + 1, . . . , 3N } to n blocks, for the same value of n = n ℓ,2 as in the ℓ-elimination phase, given in (4.
on more than n/2 of the blocks I j , and the set of winners H ℓ consists of all the "champions" in H ′ ℓ that win all of their home matches.
The outcome of the ℓ-champions league phase is as follows: 
Proposition 4.7 is an immediate outcome of Proposition 3.8 from [10] for H = H ′ ℓ and using the fact that f * ∈ H ′ ℓ and that if h ∈ H ′ ℓ then h − f * L 2 ≤ (β/α) r ℓ . Combining all these observations, Corollary 4.8 describes the outcome of the first three phases in the regularized tournament procedure, for each member of the hierarchy. with respect to (X i , Y i ) 3N i=1 , the set of winners H ℓ satisfies:
• f * ∈ H ℓ , and
Selection of a final winner
Once the first three phases are completed, their outcome is K sets H ℓ consisting of stage winners. Of course, some of these sets may be empty. However, for those indices ℓ for which f * ∈ F ℓ , with high probability the set H ℓ contains at least f * . In order to select the final "winner", let ℓ 1 be the largest integer 1 ≤ ℓ ≤ K for which j≤ℓ H j = ∅ and that the procedure returns any h ∈ j≤ℓ 1 H j .
Clearly, on a high-probability event, ℓ 1 ≥ ℓ * . On this event, the selected function h belongs to H ℓ * . Moreover, recalling that ( r ℓ ) K ℓ=1 is decreasing,
which completes the proof of Theorem 3.9.
Examples
In what follows we present two examples: a tournament version of lasso, and also, a tournament version of another popular sparse recovery procedure-slope.
Here we use a stronger moment assumption than Assumption 3.1 because that allows us to give explicit estimates on the parameters ρ ℓ and r ℓ . 
the value of the constant c 1 is given in Theorem 5.2.
In other words, Assumption 5.1 means that linear forms satisfy a sub-Gaussian moment growth, but only up to a rather low exponent-logarithmic in the dimension of the underlying space. This moment assumption is a sufficient and almost necessary condition for the celebrated basis pursuit procedure to have a unique minimizer (see [6] ), and as such, it is a natural assumption when studying such sparsity-driven bounds. Note that even with Assumption 5.1 replacing Assumption 3.1, the fact that the 'noise' ξ = f * (X) − Y may only be in L 4 means that there is not hope that
exhibits a fast tail decay, even in the extreme case when |T | = 1. This indicates why regularized risk minimization can only perform with a rather weak accuracy/confidence tradeoff in such situations. On the other hand, (5.1) suffices to obtain bounds on the expectation of empirical and multiplier processes, as long as the indexing set has enough symmetries, and a suitable bound on the expectation suffices for the analysis of regularized tournaments.
is K-unconditional with respect to the basis {e 1 , . . . , e d } if for every x ∈ R d and every permutation of {1, . . . , n},
and if y ∈ R d and
There are many natural examples of K-unconditional spaces, most notably, all the ℓ p spaces. • ξ ∈ L q 0 for some q 0 > 2,
• an isotropic random vector X ∈ R d that satisfies
are independent copies of (X, ξ) then
Therefore, as long as V is sufficiently symmetric and linear forms exhibit a sub-Gaussian moment growth up to p ∼ log d, the expectations of empirical and multiplier processes indexed by V behave as if X were the standard Gaussian vector and ξ were independent of X. In the cases we are interested in the indexing sets have enough symmetries, and since ξ ∈ L 4 , the conditions of Theorem 5.2 hold for q 0 = 4.
The tournament lasso
In this section we prove Theorem 2.6, the performance bound of the "tournament lasso" procedure.
The proof of Theorem 2.6 follows from Theorem 3.9, combined with explicit estimates on the parameters ρ ℓ , r ℓ,1 and r ℓ,2 , as we now show.
Note that for any h = t 0 , · and every ρ, r > 0,
where B d p is the unit ball of the normed space (R d , p ). Hence, for a fixed radius ρ the parameters r E and r M are defined using the fixed-point conditions
and E sup
respectively. The indexing set V ρ,r = ρB d 1 ∩ rB d 2 is invariant under coordinate permutations and sign reflections, and therefore satisfies the conditions of Theorem 5.2. Hence, an upper bound on r E follows if
while for an upper estimate on r M it suffices to ensure that
Equations (5.4) and (5.5) cannot be improved; they are tight bounds on (5.2) and (5.3) when, for example, X = (g 1 , . . . , g d ) and ξ is a Gaussian variable that is independent of X. The added value in (5.4) and (5.5) is that if r satisfies these inequalities then, necessarily, max{λ Q , λ M } ≤ r (for a well chosen constant κ). This is an immediate consequence of Sudakov's inequality, which implies that for some absolute constant c > 0, for any T ⊂ R d and any ε > 0,
Thus, when applied to the definition on λ Q one obtains log M(ρB
that is, it suffices that ℓ * (ρB
which is precisely the type of condition in (5.4).
With those estimates in hand, we are now able to explain the choice of parameters ρ ℓ , r ℓ,1 , r ℓ,2 and λ ℓ for the tournament lasso. This requires several observations that have been established in [8] .
First, the requirement that ∆(ρ, r) ≥ 4ρ/5 forces some constraint on the choice of ρ and r. To simplify things, assume that t 0 = argmin t∈R d E( X, t − Y ) 2 is supported on I ⊂ {1, . . . , d} and that |I| ≤ s. Recall that by the definition of ∆(ρ, r), the fact that Ψ(t) = t 1 and since X is isotropic, it suffices to consider vectors t ∈ R d for which t − t 0 1 = ρ and t − t 0 2 ≤ r. For such t,
and since |I| ≤ s,
On the other hand, there is a functional z that is norming for both t 0 and P I c t = i∈I c t i e i ; hence,
as long as s (ρ/r) 2 . This shows that, as long as the ratio ρ/r is larger than the square-root of the degree of sparsity of vectors we are interested in, ∆(ρ, r) ≥ (4/5)ρ as our procedure requires. A similar observation is true if t 0 is not sparse, but rather well approximated by an s-sparse vector (see [8] for a detailed argument).
Set k = (ρ/r) 2 and assume without loss of generality that k is an integer. We also restrict ourselves to values 1 ≤ k ≤ d, intuitively because the above implies that (ρ/r) 2 should capture the degree of sparsity. Recall that
(see, e.g. [8] for the standard proof). Hence, (5.4) becomes
We consider only the case N ≤ Cd, which is the more interesting range in sparse recoverywhen the number of given linear measurements is significantly smaller than the dimension of the underlying space. An argument following the same path may be used when N ≥ Cd and we omit it.
It follows from a rather tedious computation that (5.6) holds provided that 8) and it follows from (5.7) that
s ≤ c(L)N/ log (ed/N ), and that
Therefore, to have a 'legal' choice of ρ and r, we must have
This naturally leads to the choices made in Section 2.1: set
to be the set of vectors that are 'well-approximated' by d/2 ℓ−1 sparse vectors. For every ℓ let
If the reverse inequality holds, set
and for that choice ρ ℓ , the required value of r ℓ is
Finally, let r ℓ ≥ r ℓ and recall that λ ℓ ∼ L r 2 ℓ /ρ ℓ . Applying Theorem 3.9, these choices complete the proof of Theorem 2.6.
The tournament slope
As a second example, we present and analyze a "tournament" version of the regularized risk minimization procedure slope. slope is defined using a set of non-increasing weights (
Clearly, slope is a generalized version of lasso, as the latter is given by the choice
Just like the lasso, most of the known results on the performance of slope hold only when both the random vector X and the target Y have well behaved tails.
The tournament slope we present below is defined for the penalty
, where β i ≤ C log(ed/i). We obtain the following performance bound: 
the tournament slope produces t that satisfies
The estimate corresponds to the optimal accuracy/confidence tradeoff any procedure can attain even if the learner knows that t 0 is s-sparse. Moreover, in the heavy-tailed situations we study here, the performance of slope is significantly weaker than in Theorem 5.3.
The argument we use here is similar to the one used for the tournament lasso, and so we skip most of the details.
In tournament slope one selects β i ≤ c 0 log(ed/i) and therefore the corresponding indexing set is contained in V ρ,r = ρB ∩ rB For every 1 ≤ ℓ ≤ log 2 K let s = d/2 ℓ−1 . There is a nontrivial choice of ρ and r only when s L N/ log(ed/N ); otherwise, ρ = r = ∞ as one would expect. When s L N/ log(ed/N ), we follow the computation in [8] and set
Finally, fix r ℓ ≥ r ℓ and set r ℓ,1 , r ℓ,2 ∼ L r ℓ , λ ℓ ∼ L r 2 ℓ /ρ. Applying Theorem 3.9 for these choices completes the proof of Theorem 5.3.
A Additional proofs
The proofs of Lemma 4.5 and Lemma 4.6 are, in fact, the same as in [8] and [10] , respectively. The minor modifications to the original proofs are presented in this appendix solely for the sake of completeness and not in full detail.
Proof of Lemma 4.5
The proof of Lemma 4.5 follows the same path as that of Theorem 3.2 in [8] . Let us begin by examining ( * ) = Q f,f * (j) + M f,f * (j) + λ(Ψ(f ) − Ψ(f * )) in the set {f ∈ F : Ψ(f − f * ) = ρ}. If Ψ(f − f * ) = ρ one should consider two cases. First, if f − f * L 2 ≥ r then by the triangle inequality for Ψ, and since Q f,f * (j) ≥ C f − f * 2
, we have
If, on the other hand, f −f * L 2 ≤ r, then Q f,f * (j) ≥ 0 and M f,f * (j) ≥ −(C/4)r 2 . Therefore, In other words, if λ is chosen to satisfy both (A.2) and (A.5), f ∈ F and Ψ(f − f * ) = ρ, it follows that Q f,f * (j) + M f,f * (j) + λ(Ψ(f ) − Ψ(f * )) > 0 .
Next, if Ψ(f − f * ) > ρ, there are θ ∈ (0, 1) and h ∈ F that satisfy Ψ(h − f * ) = ρ and θ(f − f
Applying Assumption 3.1, it is evident that
and thus
where we use the fact that n/N ≤ √ θr/σ 4 and select t = Cr 2 /8 and θ = θ(τ, L). Therefore,
and with probability at least 1 − 2 exp(−cτ 2 n), The rest of the argument is identical to the proof of Lemma 5.1 from [10] : let H be a maximal separated subset of F ∩ B f * (ρ) ∩ D f * (r) with respect to the L 2 norm, of cardinality exp(cτ 2 n/2), and with the following property: for any f ∈ F ∩ B f * (ρ) ∩ D f * (r) there is h ∈ H for which f − h L 2 ≤ ε and E(f * (X) − Y )(f (X) − h(X)) ≥ 0; (A.7)
here ε denotes the mesh of the net. The existence of such a separated set is established in [10] (see Lemma 5.3) , and one may show that the mesh ε is a small proportion of r. By (A.6), we have that with probability at least 1 − 2 exp(−cτ 2 n/2), for every h ∈ H j : M h,f * (j) ≥ −(C/8)r For every f ∈ F ∩ B f * (ρ) ∩ D f * (r) let πf ∈ H be as in (A.7), and at the heart of the proof of Lemma 5.4 in [10] is that with probability at least 1 − 2 exp(−c 1 τ 2 n), Combining (A.8) and (A.9), there is an event of probability at least 1 − 2 exp(−c 2 τ 2 n) on which for any f ∈ F ∩B f * (ρ)∩D f * (r) there is a set of coordinate blocks (I j ) j∈J , of cardinality |J| ≥ (1 − τ )n and for j ∈ J,
