In this paper, we study the existence and uniqueness of mild solutions to semilinear backward stochastic evolution equations driven by the cylindrical I -Brownian motion and the Poisson point process in a Hilbert space with non-Lipschitzian coefficients by the successive approximation.
Introduction and notation
Let K and H be two real separable Hilbert spaces, W be a cylindrical I -Wiener process on some complete probability space (Ω , F, P) with value in K (see Da Prato and Zabczyk [5] and Knoche and Frieler [10] ). Assume that L 2 := L 2 (K; H ) is the family of Hilbert-Schmidt operators from K to H .
Suppose that (U, E, n(du)) is a σ -finite measurable space. Given a stationary Poisson point process ( p t ) t 0 with quasi-left continuous path, which is defined on (Ω , F, P) with values in U and with characteristic measure n (see Ikeda and Watanabe [9] or Gong [7] ). Let N p (t, du) be the counting measure of p t such thatN p (t, A) := E(N p (t, A)) = tn(A) for A ∈ E. Definẽ N p (t, du) := N p (t, du) − tn(du), the Poisson martingale measure generated by p t . Set L 2 (U ; H ) := f : U → H f ∈ E/B(H ) and U f (u) 2 n(du) < +∞ .
Let F t be the complete reference family generated by W and N p , i.e. the usual augmentation of the σ -algebra σ (W s , N p (s, A), s t, A ∈ E).
Fix T > 0; M T and P T denote the σ -algebra of progressive measurable subsets and predictable subsets of [0, T ] × Ω , respectively. Define Consider the following H -valued semilinear backward stochastic evolution equations (BSEEs) with jumps:
Here S t is a C 0 -semigroup with the infinitesimal generator A on H and the following conditions are satisfied: 
Backward stochastic differential equations (BSDEs) have important applications in stochastic control, financial markets (see El Karoui, Peng and Quenez [6] ) and partial differential equations (PDEs). The equation for the adjoint process in infinite dimensional optimal stochastic control is a linear version of Eq. (1.1). For finite dimensional spaces, a continuous BSDE was investigated by Pardoux and Peng [17] , and later they developed the theory and applications of continuous BSDEs in a series of papers. Tang and Li [24] then applied the idea of Peng to get the first result on the existence of an adapted solution to a BSDE with Poisson jumps. Using this result, they generalized the general maximum principle of Peng for the continuous SDE system to the case of SDEs with Poisson jumps.
Note that Peng and Pardoux established the existence and uniqueness of the solution under the uniformly Lipschitzian condition, and their method depends heavily on Itô's formula and cannot be applied directly to our situation. On the other hand, it is too strong to require uniformly Lipschitzian continuity in applications, e.g. in dealing with quasilinear parabolic partial differential equations. So it is important to find some conditions weaker than the Lipschitzian one under which the BSEE has a unique solution. Later, in 1995, Mao [16] proved a new theorem on the existence and uniqueness of the adapted solution to a semilinear BSDE under a weaker non-Lipschitzian condition similar to the one in Yamada and Watanabe [27] . In 1997, Situ [18] derived an existence result for the adapted solution to BSDEs with jumps, with bounded random stopping time as its terminal time and with non-Lipschitzian coefficients.
In the study of the following classical one-dimensional BSDE: [29] (see also Zhou [28] ) gave a result on Eq. (1.1) which is similar to that of [16] . In the present paper, solutions to BSDEs which have Poisson jumps in a Hilbert space are discussed; e.g. Situ and Huang [20, 21] , Situ and Xu [22, 23] and Situ [19] . In particular, [22, 23] obtained an existence and uniqueness result for mild solutions to Eq. (1.1) under the uniformly Lipschitzian assumption with the help of an extension of the martingale representation theorem.
On the other hand, we should also bring the reader's attention to the paper of Taniguchi [25] , in which he proved the existence and uniqueness of solutions to the time homogeneous Markovian continuous SDEs under a quite weak non-Lipschitzian assumption for coefficients by the successive approximation. His result contains most of the well known results of [26, 27] . Later, Cao, He and Zhang [4] considered non-Markovian SDEs on a Hilbert space and driven by the cylindrical Wiener process and the Poisson point process by using Taniguchi's method.
Motivated by [25, 8, 16, 29, 22, 23, 4] , in this paper we consider Eq. (1.1), under a nonLipschitzian assumption, and prove the existence and uniqueness of mild solutions by the successive approximation. Thus our result generalizes those of Zhou and Cao, Situ and Xu and other well known results.
The paper is organized as follows. In Section 2, we first formulate our main result. And then we prepare several lemmas and prove the main result by successive approximation in Section 3. Finally, in Section 4, an example is provided to illustrate our result.
Statements of the main result
To state our main result, let us propose the standing hypotheses: (H1) There exists a function
Theorem 2.1. Assume (H1) and (H2) hold; then Eq. (1.1) has a unique solution.
As an immediate application we obtain the following remarks, which include the results of Zhou and Cao [29] , Situ and Xu [22, 23] and Mao [16] . Here we give an extension of Bihari's inequality (see Bihari [3] ) which is used in Remark 2.3. 
, where h * (t) = sup t s T |h(s)|. In particular, we have:
Proof. Firstly we assume
f (t). By Itô's formula or differential formula, we can obtain
. Secondly, for a general non-negative function h(t), now fix t ∈ [0, T ]; ∀r ∈ [t, T ], we have
, take r = t we can deduce the desire.
, where λ is a non-negative function such that T 0 λ(s) ds < +∞, and γ : R + → R + is a continuous non-decreasing function such that γ (0) = 0 and 0 + 1 γ (x) dx = +∞. Thanks to Bihari's inequality (Lemma 2.2), we know that (2c) holds. Moreover if we further assume that γ (x) or
then σ, b, f satisfy conditions (H1) and (H2), where 
where δ ∈ (0, 1) is sufficiently small. 
Proof of main result
where
Then Eq. (3.1) has a unique solution. Furthermore, ∀t ∈ [0, T ], the following two inequalities hold:
where M = sup 0 t T S t .
In order to prove our main result, secondly, we now construct a successive approximation sequence using a Picard type iteration with the help of Lemma 3.1:
(3.5)
We need to prepare a series of lemmas, which are necessary for proving Theorem 2.1.
Under hypotheses (H1) and (H2), there exists an x t satisfying
for some x T 0, K > 0, and ∀t ∈ [0, T ],
we must prove that ∀n ∈ N, Eq. (3.5) has a unique solution (X n , Y n , F n ). By using (3.3), (3.4), (1a) and (1b), we can get
From (1.1), we know ∀t ∈ [T − 2η, T − η],
In the same way as above, we can obtain 8) and (3.8) plus (3.7) (by taking
By using a similar procedure we can conclude ∀t ∈ [0, T − kη],
(3.7), (3.9) and (3.10) imply that (3.10) holds for all t ∈ [0, T ]. Taking the left limit on the two sides of (3.10), we derive
By (1c), there is an x t satisfying
= E ξ 2 x T x t , By (2b) and the induction, we obtain that if E X n−1 t 2
Apparently, (1a), (1b) yield
and (A2 ), (A4 ) hold. Applying Lemma 3.1 we can conclude that Eq. (1.1) has a unique solution
The proof is then complete.
In the same way as above, we have the following lemma, so we only give a brief sketch of the proof here.
where K is the same constant as in Lemma 3.2.
Proof. By using (3.3), (3.4), (2a) and (2b), we can obtain
whereC is the same as in Lemma 3.2. The rest of the proof is similar to that of Lemma 3.2 totally.
At last we can now start to prove our main result, Theorem 2.1. By (3.6), (3.12), (2a) and Fatou's lemma, we see that
By (2c), we immediately get Z t ≡ 0, which implies that 
