Abstract-This brief provides a formulation and solution for the problem of optimizing power flows in polyphase power systems with significant source (line) impedance. An optimal solution considering significant line impedance has already been obtained in recent works. Unfortunately, it relies on network and load parameters that are not easy to determine during operation. This motivates our interest in a suboptimal, easy to implement solution that relies only on the measurements of the load voltage and current, so as to allow precise control of power delivered to the compensated load as well as the real power flowing out of the compensator, while reducing line losses to within a few percent of the theoretical minimum. Our compensator tracks variations in both network and load conditions, continuously adjusting its current so as to reduce the power dissipated in the line impedance, for both linear and nonlinear loads. Properties of the adaptive compensation procedure are illustrated for an asymmetrical three-phase induction motor supplied with unbalanced nonsinusoidal voltages.
Adaptive Near-Optimal Compensation in Lossy Polyphase Power Systems I. INTRODUCTION I N THIS brief, we develop an adaptive procedure for power compensation in systems with significant equivalent source impedance. We consider a realistic scenario involving general polyphase systems with harmonics, and our near-optimal procedure does not require extensive knowledge of system parameters.
Significant source impedance is common in spatially extended networks, such as those in rural and suburban areas. It is also present in the emerging class of microgrids that combine distributed sources and loads. Variations in the equivalent source impedance are also increasingly common due to more frequent switching of components in transmission and distribution systems that include distributed energy resources.
The effects of source impedance on power transfer are twofold: it reduces the efficiency of the energy transfer and it may lead to instabilities due to resonances and other unexpected interactions between the impedance and the system components [1] . In addition, large source impedance and unbalance may complicate local control of power electronic converters [2] . The role of compensation in power system efficiency optimization is to reduce the power consumption of the Thevenin equivalent source (or "line") impedance, so that most of the source power is delivered to the load (see Fig. 1 ). A classical result by Fryze [3] states that when the voltage drop across the line impedance is negligible in comparison with the load voltage, i.e., when v s (t) − v(t) v(t) , then the smallest possible source current i s (t) (in rms) is the so-called "Fryze current"
where P (u) load is the original real (average) power delivered to the load without compensation (uncompensated load), and v denotes the rms value of a waveform v(t).
However, when the source impedance becomes significant (namely, a few percent of the load impedance, or higher), the traditional Fryze current is no longer the smallest (by rms) line current that supplies the same real power to the load as the original load current. In that case, every adjustment in the compensator current results in a change of voltage load, which, in turn, requires further adjustments in the compensator current. Furthermore, the theoretically optimal compensator, as derived in [4] and [5] , depends on both the equivalent source impedance and the current-voltage characteristic of the load. Such information is usually difficult to obtain, especially in view of the time-varying nature of network parameters. The knowledge of the achievable (optimal) system compensation is important in all electric energy systems, as it establishes limits of technical performance that can be used as a yardstick for ranking different compensation methods.
The compensation setup that we consider is similar to the one addressed in [6] . However, our solution does not require the knowledge of all network parameters, as we achieve robustness through adaptation. This may prove advantageous in applications, as the behavior of actual systems often 1063-6536 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. includes significant parameter variations at different frequencies and at different operating conditions [7] . Our solution points out to need for real-time collaboration and coordination between the electric energy supplier (e.g., a utility) and loads in the sense that optimal compensation requires adjustments of both load current (commonly considered the purview of the customer [8] ) and of the source voltage (typically the domain of the supplier). Our findings are consistent with results reported in [9] and [10] that stress the need for collaborative control in efficiency-optimized energy networks. Other related references include loss minimization with unified power quality conditioners [11] (please note that only the shunt converter is assumed in our development), loss minimization with PV generation [12] , harmonic power compensation [13] , control of shunt active filters using source current [14] , and control of microgrids [15] , [16] . In this brief, we introduce an adaptive near-optimal compensation scheme that relies only on the measurements of the load voltage and current or, equivalently, on the phasor description of these waveforms. A preliminary version of this scheme was introduced in [17] . Our compensator (implemented, for example, as a shunt active filter, possibly with some energy storage) tracks variations in both network and load conditions, continuously adjusting the polyphase waveform i comp (t) so as to reduce the power dissipated in the source impedance, for both linear and nonlinear loads. A diagram detailing the requirements of hardware for a real-time implementation of our adaptive compensator is shown in Fig. 2 .
To be specific, this compensation algorithm allows precise control of P comp , the real power flowing out of the compensator, as well as P cload , the real power delivered to the compensated load (i.e., P cload = P load − P comp ), while reducing P line , the power dissipated in the source impedance, to within a few percent of its theoretical minimum. Our adaptive compensation scheme maintains P comp ≈ 0 at all times, and converges, under steady-state network and load conditions, to P comp = 0. 1 In addition, the algorithm can be adaptively steered to adjust P cload to any desired value up 1 Alternatively, one can prescribe any desired (nonzero) value for P comp . to P nom , the nominal power that would be delivered to the load in the absence of any line/source impedance.
The heart of our adaptive compensation scheme is the concept of quadrature Fryze compensation (quad-Fryze for short), which was introduced in [4] . The objective of a quad-Fryze compensator is to adjust i comp (t), so that the compensated load is linear and time-invariant with a currentvoltage characteristic given by
where α and β are real-valued coefficients and H{·} represents the Hilbert transform of a signal. We call this compensation method "quadrature Fryze," because the Hilbert transform imparts a 90°phase delay to v(t). It was demonstrated in [4] that the performance of this (implicit) compensation scheme is often very close to the theoretical optimum even in the presence of significant source impedance. The two parameters α and β in (1) can be used to control the values of P comp and P cload . Our adaptive compensation algorithm adjusts these two control parameters to achieve the prescribed P comp and P cload values, relying in the process only on dynamic phasor information about the load current and voltage (see Section IV). We evaluate the performance of our adaptive compensation scheme by comparing it with the theoretical optimum, using results from [5] . In particular, we use the universal performance bound, as well as several cross-sectional curves (Fig. 3 ) obtained by imposing a constraint on the value of P comp . The construction of such optimal performance curves requires the explicit knowledge of network and load parameters (see details in Section III). Each cross-sectional curve describes the theoretical minimum for P line as a function of P cload for a prescribed level of P comp . Naturally, our primary interest in steady state is the cross-sectional curve for P comp = 0 (the dotted line in Fig. 3 ). The universal performance bound (solid line in Fig. 3 ) describes the theoretical minimum for P line as a function of P cload , with no constraints on P comp . Thus, this bound is the lower boundary for all cross-sectional curves: points below this boundary are not feasible for the given (polyphase) source voltage and impedance.
Since our adaptive quad-Fryze compensator does not rely on load characteristics, it can be used with both linear and nonlinear loads. However, our method of performance evaluation employs theoretical (cross section) bounds, which can be conveniently determined only for linear loads. For this reason, we use a linear load example to demonstrate that our adaptive compensator achieves nearly optimal performance. We have, nevertheless, successfully applied the same compensator also in nonlinear settings [19] .
The remainder of this brief is organized as follows. In Section II, we formulate the adaptive compensation problem using concepts and results from [4] and [18] . The most important of these concepts are the quad-Fryze compensator and optimal performance curves, which are introduced in Section III. We demonstrate in Section IV that the performance of our adaptive compensation algorithm remains close to optimum both during the convergence stage and in steady state. Finally, we provide concluding remarks in Section V.
II. PROBLEM FORMULATION
The Hilbert space terminology of [18] is used here to formulate our objectives and derive our results. Thus, v(t) and i (t) are row vectors representing polyphase load voltage and current, respectively, which we view as elements in a Hilbert space of n-phase, T -periodic, and square-integrable waveforms, with the inner product represented by
where the superscript denotes transposition. This inner product can also be evaluated in terms of the Fourier coefficients X l and Y l of the polyphase waveforms x(t) and y(t), namely
where the subscript H indicates conjugate transpose, and X is a one-sided phasor array, viz
consisting of the row-vector Fourier coefficients
and similarly for the phasor array Y, which represents the waveform y(t). The behavior of the power delivery system of Fig. 1 is determined by the current-voltage characteristic of the load and the (frequency domain) circuit equations
where Z s is a complex-valued matrix representing the linear time-invariant source impedance, and I, I s , I comp , V, and V s are the phasor arrays associated with the polyphase waveforms
, and v s (t), respectively. These circuit equations establish a one-to-one correspondence between the source current I s and the compensator current I comp (when we consider a fixed V s and Z s ). This is straightforward to establish for a linear load, where I = VY, with the matrix Y representing the load admittance. Indeed, from (4), we can get
In the linear case, nonsingularity of the matrix (I +Z s Y) is the only condition needed to ensure one-to-one correspondence between I s and I comp . The performance of any compensator, including the one we introduce in this brief, can be evaluated in terms of three real (average) power quantities.
1) The power P line dissipated in the equivalent source impedance, viz
2) The power P cload delivered to the compensated load, viz
3) The power P comp flowing out of the compensator, viz
Notice that our expressions use I s , rather than I comp , as the independent variable. In view of the one-to-one relation between I comp and I s , different compensator settings correspond to different choices of I s . In particular, both the quad-Fryze compensator of [4] and the theoretically optimal compensator of [5] are described in terms of the desired I s [recall, e.g., (1)]. This facilitates getting analytical results, but makes it rather difficult to implement these compensators. Our main objective is to construct an adaptive compensation algorithm that is easy to implement (and hence specifies I comp directly), relies only on the phasor arrays I and V corresponding to the load, and converges to a steady state that is very near the theoretical optimum. This means we wish to achieve in steady-state prescribed values of P cload and P comp (usually P comp = 0), while reducing P line to almost its theoretical minimum. Moreover, our adaptive algorithm should be able to track changes in the line (and the load) characteristics.
III. OPTIMAL PERFORMANCE BOUNDS
In order to evaluate the performance of our adaptive compensation scheme in the presence of nonnegligible source impedance, we shall use the concept of optimal performance curves, originally introduced in [5] . Evaluation of these theoretical benchmarks relies on explicit knowledge of load and network parameters. The optimal source current for a linear load, derived in [5] via a Lagrange multiplier method, is
where the superscript 1/2 indicates a matrix (e.g., Cholesky) square root, and ν and λ are the Lagrange multipliers. Also A cross-sectional curve defines the smallest possible value of P line , as a function of P cload , for all compensators that achieve a prescribed value of P comp . A specific cross-sectional curve (e.g., for P comp = 0) is obtained by a search over (ν and λ). The family of all possible cross-sectional curves (for all possible values of P comp ) is bounded from below by the universal performance bound
where
This boundary curve (solid line in Fig. 3 ) corresponds to the smallest P line that can be achieved for a prescribed P cload , with no constraints imposed to the value of P comp . It can also be determined directly from (9) by setting λ = 0. Notice that the universal performance bound does not rely on load information, and thus applies to any (even nonlinear) load.
As an example, consider the case of a three-phase induction machine rated at 25 hp, supplied from an unbalanced source (variations of roughly 10% in magnitude and phase, with no zero sequence) that contains the fundamental and fifth harmonic (numerical values are provided in Appendix A). We observe that the smallest P line achievable with a lossless compensator (dotted line in Fig. 3 ) is 1, 418 W and the corresponding P cload = 18, 660 W. If we attempt to supply the rated power to the load, which in our example corresponds to P cload = 22, 750 W, then it is necessary to compromise on the power loss in the source impedance, i.e., P line has to be increased to 2, 376 W.
Our proposed adaptive compensation scheme is based on the concept of quad-Fryze compensation [4] . The quad-Fryze current-voltage relation (1) translates into the frequencydomain (i.e., phasor-array) relation
The steady-state phasor relation (11) implies, in conjunction with (4) , that the voltage across the load is given by
for the most general (e.g., nonlinear) load. The values of P line , P comp , and P cload associated with a quad-Fryze compensator can be evaluated via (12) and expressions (6)- (8) . Thus
for any load. Also, for a linear load
These expressions allow us to determine the quad-Fryze equivalent of the cross-sectional curves: these define the P line − P cload tradeoff achieved by a quad-Fryze compensator with a prescribed value of P comp .
The results for our induction machine example indicate that the performance of the (steady state) quad-Fryze compensator is almost indistinguishable from the theoretical optimum (see Fig. 4 , solid curves represent quad-Fryze solutions while dashed curves represent optimal solutions), i.e., less than 3% of difference between quad-Fryze and optimal P line values when 0.60P nom ≤ P cload ≤ P nom for all P comp . Notice that the best match between quad-Fryze and optimal curves is around the minimum point of the cross-sectional curves.
The basic challenge is to implement the quad-Fryze compensator, i.e., to find I comp such that I s = γ V is achieved, without knowing Z s or the load characteristics. We can rely, however, on our ability to determine (IandV), the load current and voltage phasor arrays, whenever needed. In Section IV, we present an adaptive version of the quad-Fryze compensator that uses only (IandV) information.
IV. ADAPTIVE NEAR-OPTIMAL COMPENSATOR
The adaptive algorithm that we introduce in this brief aims to enforce the quad-Fryze constraint I s = γ V in steady state. This is achieved by a repeated application of the compensation rule
Each time we change the current supplied by the compensator, i.e., from I comp (k) to I comp (k+1), the load current and voltage experience a transient and eventually stabilize at a new set of values {I(k + 1), V(k + 1)}. Once the transient has died off, we can apply (14) again to set I comp to a new value. Thus, iteration (14) generates a sequence {I, V} of load current-voltage pairs that converges (under mild technical constraints) to an equilibrium point of (14) . This equilibrium is
so that we achieve our objective of implementing quad-Fryze compensation for a prescribed value of γ .
The rate of convergence is determined by the voltage drop across the line impedance: higher values of the relative voltage drop V s − V / V s result in slower convergence. When this relative voltage drop is negligible, our iteration (14) converges in a few steps (ideally in a single step). We now turn to study the conditions for convergence of our iterative adjustment procedure (14) .
A. Equilibrium and Convergence
The dynamics of the compensator-load system can be described in terms of two maps.
1) The iteration (14) , which maps {I(k), V(k)} into a new compensator current I comp (k + 1).
2) The response of the network (including the load), which maps I comp (k + 1) into a new current-voltage pair
This closed-loop feedback system is said to be in equilibrium if setting the compensator current according to (14) results in no transients and no change in the load current and voltage. Thus, equilibrium is characterized by I comp = I − γ V or, equivalently, I s ≡ I − I comp = γ V, which corresponds to quad-Fryze compensation. Notice that for a fixed γ , this is unique, because we know from Section III that the condition I s = γ V is satisfied by a single set of voltages and currents determined by V = V s (I + γ Z s ) −1 . Recall that the collection of the equilibrium points as a consequence of the implementation of the quad-Fryze policy for predetermined values of γ describes a curve that is nearly optimal as seen in Fig. 4 . We turn now our discussion to the convergence analysis of our adaptive compensator. When the load is linear, we can use (5b) to establish a simple expression for the network response, viz (15) which, combined with (14), results in a linear difference equation for the load voltage, viz
and
A detailed derivation is provided in Appendix B. This can be further simplified to
which admits the explicit solution (k) = (0)A k . It is well known that (k) −→ 0 if and only if, all the eigenvalues of A are strictly within the unit circle, namely, max{|λ i (A)|} < 1. For the case when γ = α + jβ is fixed, this condition defines a region of permissible αandβ values (see Fig. 5 ). Notice that the range of potentially useful (α, β)-values that we discussed in [17, Fig. 3] , namely, 0.30 ≤ α ≤ 0.46 and −0.50 ≤ β ≤ 0.30, is well within this convergence region. Our next step is to propose an adaptive adjustment of α that will produce a prescribed value of P comp (most often P comp = 0) using only I(k), V(k), and β values. Once the desired value of P comp has been achieved we shall turn to obtain a desired value of P cload by adjusting β. During this process, we rely only on relations that involve I and V (and γ ), but nothing else.
B. Adaptive Adjustment of α
The complex scalar γ in our iterative procedure (14) can be used to control the steady-state values of both P comp and P cload , as suggested by our preliminary analysis in Section III. We propose to use an adjustable value of α given by
with the objective of enforcing a prescribed value on P comp (which constitutes a priority over enforcing P cload in this step). This expression is motivated by the observation that in steady state
which follows from (8) and (13a). This means that our adaptive algorithm is, in fact
with α(k) given by (18) . This (nonlinear) recursion has the same unique equilibrium point as (14) , namely, I s (∞) = γ (∞)V, so that [recall (8) and (13a)]
where we also used (18) with k = ∞.
C. Adjustment of β
We now turn to select a value for the parameter β in (19) so as to achieve the desired level of P cload in equilibrium. When the line and load parameters Z s and Y are known, we can determine the explicit relation between P cload and β (Fig. 6 ). Because this relation is smooth and monotone increasing (in the range of β values that ensure stable operation), one can use a variety of search procedures to determine the correct β for a desired P cload value. However, our objective is to develop a procedure for adjusting β that does not rely on knowledge of either Z s or Y. Since our goal is to rely on measurable quantities-namely, I, I s , and V-we opt to use an "equation free" iterative approach, such as the secant method, viz
(20a) For computational convenience, we use here normalized P cload values, vizP
so thatP cload,i is the normalized value of P cload achieved with β i . Notice that the recursion (20) is initialized with a choice of β 0 and β 1 . Since the choice of β 0 determines I comp (1) and the transient depends on the jump 0 → I comp (1), we should aim to minimize this jump. Thus, we select β 0 as
which results in
This optimal β 0 value is independent of our choice for α(0). A further reduction of I comp (1) can be achieved by setting
which differs from the value dictated by (18) for k = 0 (when P comp,desired = 0). Thus, when β = β 0 , (18) should be used only for k ≥ 1. Next, we observe from Table I and Fig. 4 that P line is nearly minimal for P comp = 0 when β = 0, so that a good choice for β 1 will be β 1 = 0. In summary, our adaptive compensation algorithm operates in two time scales. 2 achieved when (19) has converged. Once the value of β is changed from β i to β i+1 , the system is no longer in equilibrium: the value of α has to be readjusted using (18) and (19) until a new equilibrium is achieved, with a new value of P cload , as well as new load current and voltage, and a new value of P line . Table I shows the sequence of steady state α, P line , P cload , and P comp values associated with β i for i = 0, 1, 2, 3, 4. Notice that the steady state α i (∞) values are practically independent of the β i values. In addition, notice that the desired P cload is achieved after five adjustments of β, while P comp = 0 is maintained. The gradual adjustment process achieved by our adaptive algorithm is shown in Fig. 7 , which shows both steady-state points (shown by '•' marks) and transient points. A solid line connects the various points, defining a trajectory in the (P line and P cload ) plane. Notice that the steady-state points lie exactly on the quad-Fryze cross-sectional curve corresponding to P comp = 0, while the transient points do not. Thus, P line achieves its near-optimal value in the ith segment only when α i (k) has converged. During the transient stage of α i (k) adjustment, P line can be quite different from its optimal value.
The convergence trajectory starts under the conditions of an uncompensated load (black circle in Fig. 7 ): in the absence of the compensator, the power loss in the source impedance of our example is 1, 940 W, and the power delivered to the load is 16 066 W. The second steady-state point, achieved with β 1 = 0, lies very near the minimum of the crosssectional curve. Notice that β (and P cload ) keep increasing during the subsequent β-search steps, but eventually oscillate up and down until convergence is achieved with P cload (∞) = P cload,desired = 22 750 W, where it is clear that our ability to enforce a desired value for P cload (in this example P cload,desired = P nom ) comes at the expense of an increase in P line . Since the increase in P line may be unacceptable, one should monitor both the decrease in (P nom − P cload ) and the increase in P line . The process of β-adjustment can be stopped when the relative increase in P line above its minimal value exceeds a set threshold, say 10%.
D. Transient Behavior
During the transient stage of α(k) convergence, all three power quantities-P line , P comp , and P cload -undergo a transient while α(k) is being adjusted. The transient behavior of P line and P cload is evident in Fig. 7 (solid line) . However, in order to observe the transient in P comp , we will use a separate P comp versus P cload plot (Fig. 8, dashed line) . Notice that P comp experiences a significant overshoot at the beginning of each adaptation stage, right after the value of β is changed (namely, from k = 0 to k = 1). This overshoot violates our objective of maintaining P comp (k) ≈ P comp,desired throughout the adaptation process. In particular, notice that in our example, with P comp,desired = 0, there is one instant in which the compensator is required to supply nearly 1600 W. Changing β results in a step-change in I comp which, in turn, causes jump transients in P comp .
We propose to reduce such transients by splitting the change in β value into a sequence of "ministeps." This results in a suppression of the transient (Fig. 8, solid line) , and a much smoother adaptation trajectory (Fig. 9 , solid line): it is evident from the convergence trajectory in the (P line and P cload ) plane that the reduction of P comp overshoots results in smoother adaptation, as compared with the one in Fig. 7 . In addition, we observe that the adaptive algorithm very nearly achieves the theoretical optimum (dashed line) after the first segment of the trajectory, even during adaptation transients.
E. Computational Cost
We implement a single "macro" β-adjustment step (i.e., changing from β i to β i+1 ) as a sequence of (typically 10-100) ministeps. In each ministep, we readjust β, then run the α-iteration (18) and (19) several times, until convergence is achieved. Thus, the total computational cost of a typical macro β-adjustment step is 2N p + 8N p N α = 2N p (1 + 4N α ) real multiplications, where: 1) N p is the length of the voltage phasor array V and 2) N α is the number of α-iteration steps for a single (macro) β-adjustment step. In our example, N p = 6, corresponding to first and fifth (three-phase) harmonic phasors, and N α varies from step to step, with an average value of N α = 60. Thus, the average cost of a single β-adjustment step is approximately 3000 real multiplications. This computational cost is a nonissue for modern DSPs, whose capabilities start at thousands of MIPS: the calculations required for a single macro β-adjustment step can be completed in a fraction of a millisecond.
The complete compensator adjustment process consists of several (macro) β-adjustment steps. For instance, our example requires five such steps (see Table I ). Thus, the time required to regain steady-state operation following a step change in load characteristics is still a tiny fraction of a second.
V. CONCLUSION
Our adaptive procedure scheme for load compensation in an (unbalanced) polyphase power system relies only on instantaneous (dynamic) phasors obtained from measurements of the load voltage and current. It achieves nearly optimal performance even when the source impedance is not negligible in comparison with the load impedance. We used the notion of cross-sectional curves derived from the theoretically optimal performance bounds of [4] and [5] , to demonstrate the near optimality of our compensation scheme.
Our adaptive compensation scheme converges to a "quad-Fryze" steady-state mode of operation, in which the compensated line current i s (t) is a linear combination of the load voltage v(t) and its Hilbert transform H{v(t)}. In the domain of phasors, this relation is I s = (α + jβ)V. We adjust the values of the control parameters α and β to achieve prescribed values for P comp and P cload , respectively. In particular, for P comp = 0, our results show that the steady-state value of α is almost completely independent of the prescribed value of P cload . Consequently, we control the value of P cload by varying the value of β.
During the transient stage of our adaptation procedure, the value of P comp may deviate significantly from its desired steady-state value. We have outlined a technique for reducing such transient oscillations, and have demonstrated its ability to maintain manageable behavior during adaptation.
We notice that the optimal compensation scheme of [4] and [5] can be implemented only with the explicit knowledge of both the equivalent source impedance Z s and the current-voltage characteristic of the load. Such information is usually difficult to obtain, especially in view of the time-varying nature of network parameters and the presence of nonlinear loads. In contrast, our adaptive algorithm relies solely on readily available local current and voltage measurements. Nevertheless, further reduction of overall network losses may be achieved by sharing such local information across a network of collaborating spatially separated adaptive compensators.
APPENDIX A NUMERICAL VALUES OF THE CASE OF STUDY
The numerical values of the load compensation example used in this brief are Notice that the phasors array V s and the matrices Y and Z s consist of only the first and fifth harmonic components. The remaining components in this example are all zero.
APPENDIX B DERIVATION OF DIFFERENCE EQUATION (16)
Using the linear load relation I = VY, we can deduce from (14) that the compensator current during the adaptation process is given by
Combining the compensator current setting (23) with the network response (15) results in a new load voltage
The equilibrium point is given by [recall (12) ]
which allows us to rewrite (24a) in the form of a linear difference equation for the load voltage, viz
where we used the identity 
