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Abstract— Dense image alignment from RGB-D images re-
mains a critical issue for real-world applications, especially
under challenging lighting conditions and in a wide baseline
setting. In this paper, we propose a new framework to learn
a pixel-wise deep feature map and a deep feature-metric
uncertainty map predicted by a Convolutional Neural Network
(CNN), which together formulate a deep probabilistic feature-
metric residual of the two-view constraint that can be minimised
using Gauss-Newton in a coarse-to-fine optimisation frame-
work. Furthermore, our network predicts a deep initial pose for
faster and more reliable convergence. The optimisation steps are
differentiable and unrolled to train in an end-to-end fashion.
Due to its probabilistic essence, our approach can easily couple
with other residuals, where we show a combination with ICP.
Experimental results demonstrate state-of-the-art performance
on the TUM RGB-D dataset and 3D rigid object tracking
dataset. We further demonstrate our method’s robustness and
convergence qualitatively.
I. INTRODUCTION
Dense image alignment [1] using the photometric residual
has been widely applied in 2D tracking [2], 3D object track-
ing [3], optical flow [4], and SLAM [5]. In visual SLAM, it
leads to two types of estimator designs: sparse [6] and dense
type [5]. There has been an argument that dense methods
that utilise information from all image pixels should exhibit
better performance in terms of robustness and accuracy.
However, this is not necessarily the case in reality, as inves-
tigated in [7], especially compared to performance achieved
by systems using the indirect sparse residual formulation
(reprojection error) [8].
One reason is that lighting change and reflection in real
scenes break the brightness constancy assumption [4] com-
monly used in dense image alignment. Thus the resulting
dense photometric residual cannot be well explained by the
Gaussian distribution assumed in the Gauss-Newton scheme,
which is in contrast to reprojection error minimisation that
may still work robustly as long as sparse feature matches may
be established. Secondly, the photometric residual considers
only very local color consistency, which requires a good
initialisation close to the global minimum. This leads to a
poorer estimation accuracy when the baseline gets larger.
On the contrary, the keypoint reprojection residual models
a global constraint as established using a sparse feature
descriptor leading to better convergence properties.
In this paper, we are trying to address these issues by
replacing raw intensity image alignment with deep feature
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3D alignment from two views
Fig. 1. We propose a probabilistic feature-metric tracking method that
estimates dense feature and uncertainty maps from a pair of RGB-D images
to optimise the relative pose between them. Our method can handle strong
lighting changes and large motion scenario by leveraging features that are
robust to lighting changes, e.g. on the desk surface, and predicting high
uncertainties on areas that the network cannot handle, e.g. for the strong
lighting changes near the pens.
map alignment. Different from the existing learning-based
feature-metric alignment [9], [10], [11], [12], [13], we ar-
gue that the feature-metric residual should incorporate not
simply the feature difference but also the corresponding
uncertainty. Predictions from neural networks inherently are
uncertain, which can be estimated [14]. Secondly, and also
importantly, SLAM has most successfully been posed as
a probabilistic problem, where uncertainty of the residuals
has to be known [15], in particular when fusing different
sensors and residuals. We will show how our feature-metric
residuals can be combined with geometric ICP residuals
using uncertainties to further improve results. The proposed
probabilistic feature-metric residuals are minimised using
coarse-to-fine Gauss-Newton optimisation. To ensure that
the learned feature-metric cost landscape is suitable for the
Gauss-Newton optimisation, we unroll the iterative optimisa-
tion steps and train the whole pipeline end-to-end. To handle
the initialisation issue in the wide baseline case, we include
training pairs with varied baselines and propose to replace
the identity initialisation with a predicted initial pose from a
pose network. This can improve the system convergence by
bringing the initialisation into the convergence basin of the
correct minimum. As shown in Fig. 1, the proposed method
can handle large motion and strong illumination variance.
The learned features are robust to lighting changes in most
regions, e.g. reflection on desk surface, and the uncertainty
map (red means high uncertainty) can downweigh the region,
e.g. pens, where the feature predictions are uncertain. In
summary, we make the following contributions:
1) We propose a dense probabilistic feature-metric resid-
ual, where a CNN predicts both a feature and uncer-
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tainty map used for non-linear least-squares minimisa-
tion to estimate the relative camera or object pose.
2) In our CNN architecture, we propose a coupled fea-
ture encoder and pose predictor network, which com-
bines the learning-based initial pose prediction and
the learned features/uncertainties for pose optimisation,
and train them together end-to-end.
3) We further demonstrate how our proposed probabilistic
feature-metric residual can easily lend itself to integra-
tion with other residuals, where a classic ICP residual
is showcased.
We evaluate our proposed method on the TUM RGB-D
SLAM dataset [16] and MovingObjects3D rigid motion
dataset [10]. We provide ablation studies to validate each
contribution component. We further provide a qualitative
evaluation on the convergence basin and demonstrate the
robustness under strong lighting changes.
II. RELATED WORK
Feature-metric Alignment: To relax the brightness
constancy constraint in direct image alignment, several recent
works have exploited the feature-metric alignment by utilis-
ing features from neural networks. [17], [9] replace image
intensity with high-dimensional features extracted from a
pre-trained neural network for tracking and show a better
robustness than using image intensity. However, the pre-
trained features are not naturally consistent across different
views and the redundancy in the pre-trained very high-
dimensional features means a high cost of memory and
computation time.
[12] proposes to learn a robust feature descriptor suitable
for estimating dense correspondence in different lighting
conditions and viewpoints using the contrastive loss [18].
[13] combines the contrastive loss with a Gauss-Newton loss,
which includes a 2-dimensional pixel position uncertainty, to
train dense features. However, both of these works generate
a feature map good for correspondence matching rather than
alignment. The composed residuals do not necessarily fit well
with the least square optimisation used for pose estimation.
This is why [12] requires a RANSAC step for refinement
and [13] is only used for re-localisation.
Recently, some methods start to explore how to combine
the feature map learning more tightly with the least-square
optimisation of camera tracking, based on the differentiable
property of iterative optimisation. [19] learn feature maps
for 2D image tracking in the Lucas-Kanade framework.
[11] propose feature-metric bundle adjustment for 3D re-
construction. [20] propose to use feature maps for depth
prediction and pose estimation. However, these works only
consider a spatial correlation in feature generation, ignoring
the temporal correlation in input image pairs. Quite related to
our work, [10] propose a spatio-temporal feature encoder by
concatenating two views for the network input and further
propose an m-estimator network and damping network for
pose optimisation. However, different from ours, none of
these works exploit feature-metric uncertainty in their set-
tings, nor combine a pose predictor to boost convergence.
Deep Pose Prediction: A different way to estimate pose
from a pair of images is to leverage CNN predictions
directly [21], [22]. Learning a direct mapping from input
images to 6D relative pose skips potential convergence issues
of least-squares optimisation. However, it requires a large
number of model parameters and a vast amount of training
data, while not necessarily generalising to new scenes.
To improve accuracy and generalisation, some recent
works include coarse-to-fine estimation [23] and iterative
refinement [24] to estimate a relative transformation. Despite
some shared weights in iterations, these works still come
with a much larger model capacity (i.e. parameter number)
than the ones using optimisation – even those with learned
features – and do not necessarily show an advantage in
terms of pose accuracy. To better leverage both types of
approaches, we propose a coarse-to-fine optimisation using
learned features and uncertainties, plus a direct pose predic-
tion on the coarsest layer serving as an initial guess, which
takes the output from the coarsest level two-view encoder as
an input to make it compact.
Uncertainty Learning: Safety considerations have
prompted recent works on uncertainty estimation of deep
learning, as discussed in [14] and applied to several
tasks [25]. [26] propose to estimate the photometric and
depth uncertainties and include them in the training loss
to improve the depth predictions. [23] propose to estimate
both depth and pose uncertainty in their depth and pose
prediction networks. Most of these works, if not all, model
the uncertainty based on the difference between the pre-
diction and the ground truth values. In contrast to these
works, we do not have ground truth feature maps available
in the training. Instead, we formulate the uncertainty in the
probabilistic feature-metric residual and learn it implicitly as
part of the least-squares optimisation. The learned features
and uncertainties should lead to a better optimised pose via
training back-propagation.
III. METHOD
Fig. 2 shows an overview of our system. For a pair of
RGB-D frames, frame A F−→A and frame B F−→B, our aim is
to estimate its relative transformation TAB = (CAB ,ArAB ) ∈
(SO(3)×R3), from F−→B to F−→A. We represent TAB in twist
coordinates ξ by TAB (ξ ) = exp(ξ AB). Each frame has a
depth map D and a color image I. The network components
in our whole system are denoted as φ , with the two-
view spatio-temporal encoder φθ , the feature encoder φF ,
the uncertainty encoder φσ , and the pose network φT . The
weights are shared across the two views for φθ , φF , and φσ .
The architecture details of all our network components can
be found in the subsection III-E.
To extract the spatial and temporal correlation between
two frames, we first concatenate the input colour and depth
image along the feature channel and feed them through the
two-view spatio-temporal encoder pyramid network:
WiA = φθ ({IA,DA,IB,DB}), WiB = φθ ({IB,DB,IA,DA}),
(1)
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Fig. 2. Overview of our proposed deep probabilistic feature-metric tracking method. For two views, we input image A and image B, by concatenating
them as {A, B} and {B, A}, respectively, to our two-view encoder pyramid network. At each pyramid level, we extract the output from the two-view
encoder and feed it into the feature encoder and uncertainty encoder separately to extract dense feature and uncertainty maps. Then we optimise the pose by
minimising the proposed probabilistic feature-metric residual, which is initialised by the pose from the coarser level. On the coarsest level, we concatenate
the outputs of the two views from the two frames and run through the pose network to obtain an initial pose prediction.
where WiA and W
i
B are the outputs of the two-view encoder
at level i, i ∈ 1,2,3,4, for frame A and B respectively and
{,} is the concatenation operation. On each pyramid level,
we extract the dense feature and uncertainty maps by feeding
the two-view encoder outputs into the feature encoder branch
and the uncertainty encoder branch:
FiX = φF(W
i
X ), σ
i
X = φσ (W
i
X ), (2)
where X ∈ A,B. i will be omitted later when we explain
operation on the same pyramid level. Different from [10]
which averages the output features map into one single
channel, we maintain a same high-dimensional feature map
at different pyramid levels. This choice is motivated by the
hypothesis that higher dimensionality should lead to higher
discriminative power of the features – which we support in
the experimental section.
A. Probabilistic Feature-metric Residual for Pose Estimation
In probabilistic estimation that assumes an underlying
Gaussian distribution of the residuals, we equivalently min-
imise the weighted least squares, with the inverse covariance
matrix acting as the weight. Given the dense feature and
uncertainty maps on two views and an estimated pose ξ AB,
we propose a probabilistic feature-metric residual as an
uncertainty-normalised feature difference:
r f (ξ AB) =
r f (ξ AB)
σ f (ξ AB)
=
FA[uA(ξ AB)]−FB[uB(ξ 0)]√
σ2A[uA(ξ AB)]+σ
2
B[uB(ξ 0)]
, (3)
where uA and uB are a pair of pixel correspondences on
the two frames. uB(ξ 0) means uB is perturbed under zero
transformation ξ 0. r f is the feature difference between the
correspondences on the feature map and σ f is the joint
uncertainty estimate for the correspondence that we obtain
as a combination from the individual uncertainties. Note
that this assumes isotropic uncertainty w.r.t. each feature
dimension – a simplification we chose (for speed) that may
be revisited. Eq. 3 encourages the feature map from two
different views to be as similar as possible while downweighs
the features that the network is uncertain about from the
either view with the predicted uncertainties. As shown in
example Fig. 1, the trained features are robust to moderate
lighting, reflection and view perspective variances and the
trained uncertainties handle the uncertain features caused
by the extreme lighting changes (lower right corner). The
dense correspondence lookup is implemented via warping
from frame B to frame A through ξ AB, which can be defined
as:
uA(ξ AB) = pi(TAB (ξ )pi
−1(uB,DB[uB])), (4)
where [.] represents the pixel lookup (including bilinear
interpolation). pi and pi−1 denote the projection function
to the image plane and the back-projection function to 3D
(homogeneous) coordinates, respectively. By inserting Eq. 3
into a Lucas-Kanade framework [1], we formulate the pose
estimation problem of an optimal pose ξ ∗ as:
ξ ∗ = argmin
ξ
1
2 ∑
uB∈U
rTf (ξ )r f (ξ ), (5)
i.e. summing all residuals over non-occluded pixels in B,
U , which can be iteratively solved by e.g. the Gauss-
Newton method. To speed up the computation, we choose
the inverse compositional formulation [27] that updates poses
by applying the incremental pose on frame B. It allows for a
more efficient computation of the feature-metric Jacobians.
In each iteration, the pose is updated by ∆ξ as:
ξ k+1 = ξ k ◦∆ξ−1, (6)
∆ξ = −(JTf J f )−1(JTf r f ). (7)
J f is the Jacobian of the probabilistic feature-metric residual
r f w.r.t. the relative pose ξ AB:
J f =
∂r f
∂ξ AB
=−
(
∇FB
σ f (ξ AB)
+
r f (ξ AB)σB∇σB
σ3f (ξ AB)
)
∂uB
∂ξ 0
, (8)
where ∇FB and ∇σB are the gradients of the feature maps and
uncertainty maps along the two pixel dimensions in frame B,
respectively. Under this formulation, only the components of
σ f (ξ ) and r f (ξ ) need to be re-evaluated in each iteration,
which can be shared when computing the residuals in Eq. 3.
All the other components in Eq. 8 can be pre-computed to
speed up the computation.
B. A Probabilistic Combination with ICP Residual
As an uncertainty-driven residual, our proposed residual
can be naturally combined with other residuals. For example,
we can combine it with an ICP residual to add a more
geometric constraint. The combined residual equation is:
ξ ∗ = argmin
ξ
rTf (ξ )r f (ξ )+wgr
T
g (ξ )Σ
−1
g rg(ξ ), (9)
where rg and Σg are the ICP residual and uncertainty,
respectively, and wg is the weight for ICP residual. The
above equation is still iteratively solved via the Gauss-
Newton method. The detailed definitions of the ICP resid-
ual and Jacobian can be found in [28]. As there are no
regularisation terms in Eq. 3, our learned uncertainty is a
scale-free parameter. When combining with other residuals
of different magnitudes, we need to scale them properly
before fine-tuning to bootstrap the training. The scale of ICP
weight wg is chosen (as wg = 0.01) such that the individual
Chi-square errors are of similar magnitude, after which the
joint ICP/feature-metric training will scale the features and
feature-metric uncertainties to be best balanced with the ICP.
C. Coarse-to-fine Optimisation and Initialisation
The cost functions in Eq. 5 and 9 can be optimised
in a coarse-to-fine way using damped Gauss-Newton op-
timisations, which is applied on 4 pyramid levels, with a
fixed number of rolled-out iterations, i.e. 3, on each level.
Coarse-to-fine optimisation methods are sensitive to coarse-
level estimation, where the incorrect estimations will be
propagated to finer levels and the iterative optimisation may
get stuck in a wrong local minimum, especially in a wide-
baseline setting. To tackle this issue, we train a pose network
to bootstrap the optimisation by predicting an initial relative
pose on the coarsest level, instead of using a conventional
identity pose initialisation. To make the network compact,
the concatenated outputs from the coarsest-level two-view
encoder on the two frames serve as the inputs to our pose
prediction network:
ξ 0 = φT ({W1A,W1B}). (10)
To account for the multi-modal information on the coarse
level, the deep initial pose network outputs K pose hy-
potheses, which are parameterised as 3 Euler angles and 3D
translation vectors, and a respective confidence probability
for each hypothesis. The final predicted pose is the weighted
average of all hypotheses.
D. Training Setup
The predicted initial pose and the estimated poses per
pyramid level are compared to the ground truth pose and
the resulting gradients in the optimisation are used for back-
propagation to update all the learning weights. To balance
influence of rotation vs. translation, we use the 3D End-
Point-Error (EPE) as the training loss: given the ground truth
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Fig. 3. The architecture of our two-view encoder. It is composed of basic
convolutional blocks (blue) and average pooling operations (yellow). The
basic convolutional block is grouped by a convolutional layer and followed
by a BatchNorm layer, and a ELU layer. [In, Out, K, D] represents [Input
channel, Output channel, Kernel size, Dilation] with stride always being 1.
relative transformation TAB (ξ ) and the estimated/predicted
pose TAB (ξ i), the loss is composed as:
L =
1
|V | ∑i∈I ∑Bv∈V
‖TAB (ξ )Bv−TAB (ξ i)Bv‖22 , (11)
where V is the set of backprojected 3D points Bv in the
frame B, I = {0,1,2,3,4} denotes the pyramid levels, ξ 0
is the predicted pose from the pose network and the other
ξ i are the estimated poses at the final iteration of Gauss-
Newton optimisations on the respective pyramid level. This
formulation enables the network to learn both feature and
uncertainty representations in an end-to-end fashion, without
the need for a ground truth feature map or ground truth
correspondences, and without requiring an explicit definition
of the uncertainty model. We set the feature map channels
to be 8. Note that the uncertainty is defined as a scalar
value. We unroll the Gauss-Newton optimisation and train all
the models together from scratch using ADAM [29] for 30
epochs, with a learning rate initialized at 0.0005 and reduced
at epochs [5, 10, 20]. When combining the ICP residual, we
do a further fine-tuning for 10 epochs.
E. Implementation Details
Fig 3 shows the architecture of our two-view encoder
which takes the input from a pair of RGB-D images and
extracts spatio-temporal correlation information from that. It
is constructed into a 4-level pyramid architecture, where each
level outputs a higher-dimension information. The architec-
ture is modified from [10], however, we do not perform an
average operation to extract feature maps. Instead, we send
the outputs to the feature encoder and the uncertainty encoder
to estimate the feature and uncertainty maps.
Fig 4 shows the architecture of our feature encoder on each
pyramid level. It takes the input from the two-view encoder
and predicts an 8-dimensional feature map.
Fig 5 shows the architecture of our uncertainty encoder
on each pyramid level. It takes the input from the two-view
encoder and predicts a 1-dimensional uncertainty map. We
assume the output from the 1 by 1 convolutional layer is
a logarithmised uncertainty and we use the exponentiation
operation to recover the true uncertainty. The output is
truncated to avoid gradient explosion.
Fig. 6 shows the architecture of our pose network to
predict an initial pose on the coarsest level of the coarse-
to-fine Gauss-Newton optimisation. It takes the input from a
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Fig. 4. The architecture of our feature encoder. On each pyramid level,
it is a basic convolutional block that is group by a 1 by 1 convolutional
layer, a BatchNorm layer, and a ELU layer. [In, Out, K, D] represents [Input
channel, Output channel, Kernel size, Dilation] with stride always being 1.
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Fig. 5. The architecture of our uncertainty encoder. On each pyramid
level, it is composed by a basic convolutional block, followed by a 1 by 1
convolutional layer and a truncated exponential operation.
concatenation of the outputs of the two frames from the two-
view encoder at the coarsest level. Similar to [23], the initial
pose network also predicts multiple pose hypotheses and then
fuse the them together using their respective confidences.
Here, we choose the hypotheses number to be 16. The pose
is parameterised with 3 Euler angles and a 3-dimensional
translation vector.
IV. EXPERIMENTS
A. Quantitative Evaluation and Discussion
We first evaluate our method on the TUM RGB-D SLAM
dataset [16]. A natural extension is to apply it to 3D rigid
object motion estimation, which we test on the MovingOb-
jects3D dataset [10].
DeepIC [10] is chosen as our main baseline method,
which learns dense feature map for pose optimisation. To
have a fair comparison, we use the same experimental setting
as theirs. We randomly subsampled frames B at intervals
{1,2,4,8} relative to frame A from TUM RGB-D dataset [16]
and {1,2,4} from MovingObjects3D dataset [10] to generate
various motion magnitudes and tracking difficulties as the
training pairs. A comparison to this approach would show the
importance of the uncertainty prediction and the initial pose
prediction in our proposed method. We further implemented
DeepIC+P, an augmented variant of DeepIC [10], with our
pose prediction network to initialise their optimisation. A
comparison to it would further verify the contribution of our
proposed probabilistic feature-metric loss.
To have a comparison to deep pose prediction methods
that directly predict a relative transformation from two views,
we implemented a coarse-to-fine PoseNet, similar to the
tracking part in DeepTAM [23]. It is implemented on four
pyramid levels for coarse-to-fine pose refinements, where the
predicted pose from a coarser pyramid level would be used
to bootstrap the prediction on a finer level. The network
architecture is similar to our pose network but with different
[In: 256, Out: 256, K: 3, D:2]
[In: 256, Out: 256, K: 3, D:2]
1D Conv block:
[In: 256, Out: 128, K: 1, D:1]
Concatenate view features
from the coarsest level
{𝐖𝑨𝟏,𝐖𝑩𝟏}
[B, 256, H, W] 1D Conv:
[In: 128, Out: 112, k: 1, D:1]
[B, 256, HXW]
Avg on all pixels
Pose hypothesis
[B, 16, 6]
Pose Confidence
[B, 16, 1]
Softmax
Predicted pose
[B, 6][B, 256, H, W]
Reshape
[B, 112]
Split
Weighted average
Fig. 6. The architecture of our pose network for initial pose prediction.
weights on different pyramid levels. A comparison to it
would show a benefit of our learning-based optimisation
approach for pose estimation. We further included the itera-
tive refinement idea from [24] to the coarse-to-fine PoseNet
approach. The iterative PoseNet has 3 iteration refinements
on each pyramid level. All the learning-based comparison
approaches are trained end-to-end using the loss in Eq. 11.
For the non-learning approaches, we compare our method
to the pure geometric Point-to-Plane ICP method [28], which
is essentially robust to illumination changes. We also include
an RGB-D VO method [30] in the camera motion evaluation.
A comparison to these approaches would show benefits of
learning-based approaches, in terms of larger convergence
basin and better accuracy, even under challenging lighting
conditions.
To reveal the contribution of each component, we provide
a detailed ablation study. We denote our system component,
dense feature map, dense uncertainty map, deep initial pose
prediction as F, U, P, respectively. We select the following
settings. Ours (F): We replace the uncertainty prediction
with an identity uncertainty and disable the pose prediction
with an identity pose initialisation. Ours (F+P): We replace
the uncertainty prediction with an identity uncertainty. Ours
(F+U): We disable the pose prediction and only use the
proposed probabilistic feature-metric residual for alignment.
Ours (F+U+P): A full version of our probabilistic feature-
metric tracking system. Ours+ICP: A combination of the
probabilistic feature-metric and ICP residuals. All these
combinations are implemented in coarse-to-fine iterations.
The evaluation metrics are the 3D EPE loss in Eq. 11 and
relative pose error (RPE) metrics defined in TUM RGB-D
dataset [16].
TUM RGB-D Dataset: We use the same setting
as DeepIC [10], where sequences ‘fr1/360’, ‘fr1/desk’,
‘fr2/360’, and ‘fr2/pioneer360’ are used for testing and the
remaining sequences are split into training (first 95% of each
sequence) and validation (last 5%). Images are transformed
to a resolution of 160×120, with depth values outside of
0.5m to 5.0m being ignored. Table I summarises the results
on the TUM RGB-D dataset. Our method outperforms all
the other state-of-the-art learning-based approaches, as well
as the non-learning RGB-D VO, and ICP methods, from
small baselines to large baselines. Compared with all ablation
variants, our full version (F+U+P) achieves the best perfor-
mance. The addition of uncertainty estimation complements
the high-dimensional feature-metric alignment to improve the
tracking accuracy. The predicted initial pose further improves
the accuracy by bringing the estimation close the correct
Method 3D EPE (cm) / RPE translation (cm) / RPE rotation (Deg)KF 1 KF 2 KF 4 KF 8
ICP [28] 2.53/1.25/0.75 5.12/2.57/1.47 13.21/5.73/3.70 28.80/10.54/7.89
RGB-D VO [30] 2.31/1.03/0.55 4.38/2.81/1.39 12.67/5.95/3.99 31.13/13.83/9.20
Coarse-to-fine PoseNet [23] 1.88/1.91/0.80 3.08/3.76/1.42 5.82/7.30/2.76 15.43/13.16/5.73
Iterative PoseNet [23], [24] 1.76/1.86/0.84 2.70/3.61/1.53 4.75/7.28/2.73 12.74/13.12/5.23
DeepIC [10] 1.31/0.69/0.45 1.57/1.14/0.63 2.53/2.09/1.10 11.03/5.88/3.76
DeepIC+P, adapted from [10] 1.26/0.69/0.44 1.46/1.13/0.60 2.32/2.68/1.10 8.20/5.06/3.73
Ours (F) 1.25/0.67/0.44 1.49/1.14/0.60 2.50/2.78/1.14 11.70/12.20/4.37
Ours (F+P) 1.24/0.65/0.44 1.42/1.04/0.57 2.04/2.06/0.81 7.35/6.71/2.89
Ours (F+U) 1.23/0.58/0.41 1.40/0.86/0.50 2.33/1.99/0.87 13.24/12.92/4.59
Ours (F+U+P) 1.23/0.57/0.40 1.38/0.80/0.48 1.71/1.22/0.64 5.48/4.89/2.12
Ours+ICP 1.22/0.54/0.40 1.33/0.76/0.47 1.78/1.26/0.66 4.82/4.57/2.00
TABLE I
RESULTS ON OUR TEST SPLIT IN TUM RGB-D DATASET. KF DENOTES THE FRAME INTERVALS.
minimum, especially in the large motion scenarios. After
fine-tuning the probabilistic combination with ICP loss, it can
be seen the performance is further improved in most cases
(except KF 4 where the performance drops a bit), showing
the validity of the probabilistic combination.
We have further developed a prototype visual odometry
system, where the camera pose is estimated by our proposed
method. Despite being a pure frame-to-frame tracking system
without components of keyframing and loop closure optimi-
sations, drift caused by incremental misalignment qualita-
tively remains small. The qualitative results can be found in
the supplementary video.
MovingObjects3D Dataset: MovingObjects3D dataset
contains 6 different catogories of objects moving in front
of the camera under various illumination changes. We follow
the dataset setting, where the categories of ‘boat’ and ‘motor-
bike’ are used as the testing set and the other categories are
split into training (first 95% sequences of each category) and
validation (last 5%), to test tracking performance for unseen
objects. For the non-learning-based ICP [28] approach, we
provide ground truth object masks for them to test their
optimal performances. For the learning-based approaches, we
reply on those systems to distinguish the object motion from
the background, given the ground truth object and camera
motions. Table II reports the results, which again shows
the superior performance of our method and confirms the
contribution of each proposed component.
Figure 7 visualises our tracking result on the test split
of MovingObjects3D dataset. As can be seen, our proposed
method can provide good alignment for objects under large
motion and lighting changes. A combination with ICP can
provide a further refinement in the pose estimation.
Ablation Study on the Choice of Channel Dimension:
As examined in [9], multi-dimensional feature map from
network can improve tracking robustness. In Table I and II,
Ours (F), with higher-dimension features, outperforms [10]
in most cases, even without uncertainty or pose predictions.
On the other hand, a higher dimension of feature maps
usually bring a higher computational cost. In this part, we
experimentally evaluate the effect of the channel dimension
of the feature map and the uncertainty map. We fix the
uncertainty channel to be 1 when we vary the feature
(a) Frame A (b) Frame B (c) Ours (d) Ours+ICP
Fig. 7. Qualitative results on MovingObjects3D dataset. Object motion
between the frame A and frame B is estimated using our proposed method
(c) and a further combination with ICP (d). The object is warped from frame
A to B using the estimated motion for visualization. The ground truth object
boundaries in A and B are colored in red and color, respectively. Black
regions in the warped image are caused by occlusion.
channels and fix the feature channel to be 8 when we vary
the uncertainty channels between 1 and the same feature
channel, i.e. 8. Table III summarises accuracy and inference
time on the TUM RGB-D dataset [16]. Note that the accuracy
increases when we increase the channel dimension of feature
map, albeit with diminishing gains at dimensions higher
than 8. When we increase the channel dimension of the
uncertainty map, the accuracy very slightly increases for
small baselines and slightly decreases for large baselines,
validating the original choice of scalar uncertainty prediction.
In addition to accuracy, the increase of channel dimen-
sion in either feature or uncertainty map dimension would
increase the GPU memory usage and reduce the inference
speed. As a compromise of all these factors, we choose the
feature dimension to be 8 and the uncertainty dimension to
be 1 in all our other experiments.
Model Size and Computation Time: Our system im-
plemented in PyTorch has 1.83M learnable parameters. The
average forward inference time for a pair of RGB-D image
in the resolution of 160×120 on a GTX 1080 platform is
7.29ms. After integrating ICP, it is 9.84ms (i.e. +35%) on
the same platform.
We also studied the effect of the input image resolution.
With increased resolution (256×192), accuracy slightly im-
proves on the small baselines, i.e. KF 1 and 2, however,
slightly deteriorates on KF 4 and 8 while the computation in-
creases to 15.29ms (i.e. +111%). Therefore, we set 160×120
as main setting for training and testing.
Method 3D EPE (cm) / RPE translation (cm) / RPE rotation (Deg)KF 1 KF 2 KF 4
ICP [28] 3.31/9.75/2.74 9.63/19.72/8.31 19.98/41.40/16.64
Coarse-to-fine PoseNet [23] 2.62/10.10/4.14 5.01/20.19/8.29 9.63/38.96/16.02
Iterative PoseNet [23], [24] 2.55/10.08/4.14 4.96/20.16/8.28 9.60/38.91/16.00
DeepIC [10] 2.91/9.73/3.74 5.94/19.60/7.41 12.96/38.39/14.71
DeepIC+P, adapted from [10] 2.66/9.78/3.76 5.14/19.72/7.67 9.90/38.50/15.17
Ours (F) 2.52/9.34/3.57 5.04/18.90/7.26 10.49/37.19/14.39
Ours (F+P) 2.64/9.59/3.64 5.14/19.42/7.43 9.97/37.01/14.32
Ours (F+U) 2.20/8.62/3.43 4.53/17.90/7.19 9.86/36.18/14.50
Ours (F+U+P) 2.17/8.44/3.22 4.47/17.86/6.91 9.26/36.443/14.22
Ours+ICP 1.93/7.84/2.93 4.12/16.94/6.29 8.93/35.39/13.14
TABLE II
RESULTS ON OUR TEST SPLIT OF MOVINGOBJECTS3D DATASET.
Map C 3D EPE (cm) / RPE translation (cm) / RPE rotation (Deg) Time(ms)KF 1 KF 2 KF 4 KF8
F
U=1
1 1.23/0.58/0.41 1.37/0.83/0.50 1.86/1.48/0.74 8.15/6.09/2.93 5.41
3 1.23/0.57/0.40 1.36/0.78/0.48 1.72/1.24/0.64 5.92/5.05/2.20 6.25
8 1.23/0.57/0.40 1.38/0.80/0.48 1.71/1.22/0.64 5.48/4.89/2.12 7.29
16 1.22/0.57/0.40 1.35/0.78/0.48 1.66/1.21/0.62 5.72/4.94/2.22 11.67
U
F=8
1 1.23/0.57/0.40 1.38/0.80/0.48 1.71/1.22/0.64 5.48/4.89/2.12 7.29
8 1.22/0.55/0.40 1.37/0.79/0.49 1.74/1.35/0.67 6.15/5.58/2.38 9.13
TABLE III
ABLATION STUDY OF THE CHANNEL DIMENSION EFFECT ON OUR TEST SPLIT IN TUM RGB-D. F, U, C ABBREVIATE THE FEATURE MAP,
UNCERTAINTY, AND THE CHANNEL DIMENSION. TIME IS THE AVERAGE INFERENCE TIME FOR A PAIR OF INPUT RGB-D IMAGES (SIZE 160×120).
Fig. 8. Visualisation of cost landscape of x and y translation for the feature-
metric loss on the coarsest level. From left to right: input, cost landscape
3D, and 2D projection of cost landscape.
B. Qualitative Evaluation and Discussions
Convergence Basin: To analyse the effect of the initial
pose prediction in our system, we perform a cost landscape
visualisation experiment. Since ξ is a 6D vector, it is compu-
tationally infeasible to sample cost on all possible pose com-
ponents and also difficult to visualise the 6D cost landscape.
Therefore, we choose to fix the rotation and z-translation
components and only sample the pose combinations at the
x and y translations around the ground truth pose. Fig. 8
shows one example on our test split from the TUM RGB-
D dataset using the an interval of 8 frames. It can be seen
that our pose prediction network brings the estimation into
the convergence basin near the global minimum otherwise
the conventional identity pose initialisation would lead the
optimisation to a wrong local minimum.
Challenging Illuminations: Uncertainty prediction is sig-
nificant for deploying neural network on robotic applications.
DeepIC [10] proposed a learned robust cost function m-
estimator to downweigh the residual outliers. To evaluate
our learned uncertainty and also to compare to DeepIC’s
learned m-estimator, we captured sequences using an RGB-
In
pu
tA
In
pu
tB
Ours uncertainty on BDeepIC m-estimator
DeepIC Ours
Fig. 9. Qualitative evaluation in challenging lighting. Notice our uncertainty
estimation is more sensitive to the lighting changes than the learned m-
estimator in DeepIC (higher value is in red and lower value is in blue).
D camera while we were waving a flashlight to create
illumination changes. The collected sequences contain both
local and global lighting, reflection, and shading variances
across the images. Since we don’t have ground truth poses
on these frames, we warp the point cloud from one frame
to another using the estimated transformation between them
and visualise the 3D pointcloud alignment of the two views.
We test it using the weights trained from the TUM RGB-
D dataset without fine-tuning. Fig. 9 shows one example. It
can be seen our method provides more robust pose estimation
under those lighting changes. This is partially because our es-
timated uncertainty can more reliablely capture illumination
variance, e.g. on the book and desk surface, than DeepIC’s
m-estimator. Please refer to the supplementary video for
more results and details.
V. CONCLUSION
We presented a deep probabilistic feature-metric two-
frame RGB-D tracking method by combining the power of
deep learning for feature learning, uncertainty estimation and
pose prediction in a learning-based optimisation framework.
It enables our method compact and outperform the state of
the art methods on camera motion and rigid object motion es-
timation benchmarks. Challenging experiments have shown
an accurate and robust performance under large motion and
strong lighting change scenarios, which is significant and
currently lacking, in real-world robotic applications. We
further showcased how our proposed residual can easily be
combined with commonly used ICP residual in practice.
Continuing from here, we would like to explore how to better
combine the probabilistic feature-metric residuals with other
residuals. Also, we aim to apply our tracking method to full
dense SLAM systems, including object-level and dynamic
SLAM systems.
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