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Abst rac t - - In  [1,2], we considered an approach of global formulation of one-step integrators of 
arbitrary order on a self-adjusting rational approximant by introducing the constants CJ 8), 8 
1, 2, 3,... ,  j ---- 2, 3,..., j - s >_ 1. In the present consideration, we motivate a study of this approach 
to derive a class of one-step methods of variable order and variable stepsize. © 2001 Elsevier Science 
Ltd. All rights reserved. 
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1. INTRODUCTION 
Our interest is on the numerical solution of the IVP 
y '=f (x ,y ) ,  y (a )=y0eR m, xe[a ,b ] ,  y(x)  eR  m, (1.1) 
which may be singular, but whose solution we have assumed to have continuous derivatives to 
the order desired. The singularities arises from unbounded Jacobian J, J = tovj Ji,j-~l(1)m. Con- 
ventional methods (LMM, RKM) fail woefully near the singular points because (1.1) violates 
the requirement of the existence and uniqueness theorem on whose basis the algorithms are for- 
mulated. Some algorithms designed for this class of IVPs (1.1) are based on rational functions 
because of their smooth behaviour in the vicinity of singularities compared to polynomial func- 
tions. These schemes include those of Van Niekerk [3], Luke et al. [4], Lambert  and Shaw [5], 
Fatunla [6,7], Otunta  and Ikhile [1,2], and others. Throughout,  we assume that  the solution has 
derivatives to the order desired. Specifically, Luke et al. [4] approximated the solution of the 
IVP  (1.1) as 
y(x) ~ F~,u(x) = P~(x) 
1 + Qu(x)" (1.2) 
The zeros of y(x) are therefore the roots of P~(x), 
P~(~j) --= 0, ~j • [a,b], j -- 1(1)#. (1.3) 
This work is in part the author's Ph.D. thesis. The author emains grateful to F.O. Otunta who concluded his 
supervision after the death of his first supervisor, S.O. Fatunla in May, 1995. The author remains indebted. 
Thanks to the University of Benin authority for the financial support. 
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The poles/singularities/discontinuities are the zeros of the denominator 
I+Q, (~ j )=o,  x ie [a ,b ] ,  j= l (1 )u .  (1.4) 
2. COEFF IC IENTS FOR STUDYING 
ONE-STEP  RAT IONAL METHODS 
Otunta and Ikhile [1,2] considered a methodology for formulating one-step methods of any 
desired order based on rational functions. The analysis has a broader application and facilitates 
the derivation of new formulas. To motivate the methodology, we consider for the solution of the 
IVP (1.1), the rational approximant 
y(x )~A+ x_,,-z,x,P~, (  k - l>0 ,  K>0,  (2.1) g ' 
i+ E b~ ~ 
j--1 
where 
K 
pK(x) = ~ aS ,  
j=O 
which is a variant of [4] or [1,2]. 
one-step scheme 
Yn+l = A + XnTl£~K-l(Xn+l) K > 1, 
1 + E bj~'n÷i 
j ---1 
for the IVP (1.1), and we consider the case for which l > O. 
K > 1, (2.2) 
Based on the interpolant (2.1), we consider the variable-order 
k - l _> O, (2.3) 
The scheme is component applicable to systems of IVPs of (1.1) and easily implemented in
variable step mode, requiring no LU-decomposition to be an explicit method. But, we adopt 
fixed stepsize strategy for the scalar case of (1.1) in this derivation. We shall indicate later how 
variability in stepsize can be achieved. 
To facilitate the derivation of order conditions, we will define the constants 
~(r) 
v j  , j - r>O,  j=2 ,3 ,4 , . . . ,  r=1,2 ,3 , . . . .  (2.4) 
constants C)8)s are the coefficients of xJ, j = 1, 2, 3 , . . . ,  in the product defined by The 
j=l j=(s+l) 
T 
K-~ (~(q-1)h. 
c(q) = /_~ Vr - j  v3, 
j=l 
C j(8) ~j , s = 1,2,3,4, . . . ,  (2.5) 
r=(q+l ) (1 )g(q+l ) ,  CJ ° )=b j .  (2.6) 
To obtain the coefficients of the scheme (2.3), we compare its Taylor series expansion with 
jEN 
N = {0, t, 2,. . .  }. (2.7) 
After writing (2.3) as 
Yn+l -~ A + xn+IPK_ I (Xn+I)  1 + E( -1 ) J  brxrn+l , 
j=l 
(2.8) 
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and adopt ing the ideas of Otunta  and Ikhile [2], we have the order equations 
bo = O, A = Yn, Xn+lao = hy~, 
2. I t  h Yn 
x~+~(a1-b~) -  2! ' 
:r,n+ 1 a2 - -  b2ao -- albl + aoC (1) hayS' 
3! ' 
4 Xn+l (a3 -a lb2-a2b  I -Gob 3 +aoC(l' +ale2  (1) --a0 C(2,) -- h4y i4) 
4! ' 
5 ( - ~(2) 
X~+l a4 - a3bl - a2b2 - alb3 - aob4 + aoC~ x) + alC(31) + tt2t~ 2
- -aoC (2) -a lC (2)+ ao 0(3)) hSy (5) = ~ ' 
(2.9) 
xK-I+I ( K-I K--l-1 K-l-2 
,~+, aK-l - E bI':-l-iai + E C(K)I-J E "(') - -  ~k_ l _ ia i  
i=o i=o i=o 
K-l-3 K-I--4 
+ E .-. ,(3) L'k-l-iai E .-,(4) - t.,k_l_iai +.. .  + (--1) K - l -1  
i=o i=o 
1 ) hK_l+ly(K_l+l) 
× ~ c~'F,"5 ~)ai + (-~)"-~aoC~_-, ~-~ 
i=o = ~:7¥~ ' 
K~÷I K-l K-l-1 
,~K-l+2 __ bK_l_j+laj ~-~ r,(1) f.?(2) ~n+l + 2.., ¢-,k_,_j+~ai - 2.., ~R-l- j+laj 
x, i =o i =o i =o 
K-l-2 K-l-3 
-[- E / - , (3 )  ~'k- l - t+z aj E .,,(4) - ~k_l_i+lai +""  4-  (--1) K- /  
i =0 i =0 
1 
x E ''~(K-/- 1) l,--.L ] tLOL~K_I+I) ~.k_l_j+la i + [ I\K-I+I_ t.-v(K-l) 
j=O 
hK-l+2y(K-l+2) 
(K  - l + 2)! ' 
xK+I ( K K-1 K-2 
o+,  - Eo - bl+ E - E +. . .  
\ j=o j=o j=o 
1 ) hK+ly(K+l )
+ (-1)t"-1 ~ c~_5 ~ ~j + (-1)K~oC~K-~ = 
j=o (K  + 1)! ' 
K+I K K-1 
..,.K+2 ~ r.v(1) t.'~(2) 
~n+l  -- E aK-j+lbj + ~ ~k_j+laj - ~k_j+lai +. . .  
i=o i=o i=o 
1 ) hK+2y(K+2 ) 
+ (--1)K E c(K-5+)laj + (--1)K + 'aoC(KK+)I = -~'~ ~'~)1' 
j=O 
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z2K-,+l ( 2K-~ 2s:-l-~ 2K-1-2 
n+l  -- E a2K- l - jb j  "t- E tJ2K-t-JaJ'-'(x) E fI(2) - ~ K-t- jaJ  
\ j=0 j=0 j=0 
1 h~K-l+ly~ 2K-~+1) 
"4- " -4- ( - -1)  2K- t -1  ~ ,.-,,(2K-/-2) • 2_tJ~K_t_j aj + r l~2K-I a c(2K-I-1)| 
j=0 -~-- j 0 2/~-t ] (2K - l + 1)! 
The above equations are to determine the method parameters b = {bi, b~, b3,•.•, bK} and a = 
{ao, a l , . . . ,  ag-1} for the variable-order scheme (2.3) and with the simple understanding that 
(bj,%), j = I(1)K, q = 0(1)K -  l, (2.10) 
(bj, aq) = (0, 0), otherwise. 
These coefficients C(~), s = 1, 2,•. . ,  r = 2, 3, 4 , . . . ,  facilitate a generalization of rational one- 
step schemes of arbitrary order. In fact, one of the beauties of the constants CJ i), j - i > 0, is 
that the local truncation error (lte=) of the scheme (2.3), which is 
/ 2K- /+ l  2K-l 
_ ~2K- t+2 | _  Y[y(x);h] - '~n+l  ~ E a2K-t-j+lbj + E C2~:-~-j+laj 
j=0 j=0 
2K- l - j+ l  l 
- -  ~.~ aj -4-''' q- (--1) 2K-1 ~(2K- I -1 )  /" ~ ,-.'2K_l_j+l,~,3 
j=o j=0 
h2k_t+2~ (2K-t+2) (h2K-t+3) [ 1~2K--/+1~ p(2K-1)  n /~n 
- + o , 
(2.11) 
can be obtained arbitrarily for value of K and l in terms of them, implying in this case that 
the attainable order of the scheme is at least p = 2K - l + 1. We have assumed that Yn+l and 
y(xn+l) are the computed and theoretical solutions of (1.1), respectively, and xn = nh, with the 
solution y(x) having derivatives to an order as high as possible, and h is the stepsize which is 
allowed to be a variable by some desired criteria like 
[ TOL]  1/p  
h~+l = a [~ j  h~, h0 = h. 
Lte~ is an estimate of the local truncation error in y~. The stepsize h is changed by the above 
formula according to whether the previous solution attains the tolerable error bound, TOL, 
prescribed by the user and a E (0, 1) is usually a safety parameter chosen to minimize the 
frequency of changing the stepsize too often. In general, an explicit computation of the C~ 8) 
shows they satisfy the following rules• 
If C~ 8) = Cs,t(b), then b = {bl,b2,... ,bt-s} or b = {bbb2,. . .  ,bK} according to 1 < l - s < q 
or l - s > q, respectively. What we really have in mind is that 
0, 
¢2~.,(b), 
/<S+I ,  S> I, l=S,  
l< l - s<q,  I~={bl ,b2 , . . . ,b t_s} ,  
l -  S > q, b = {bl,b2,...,bK}, 
(2.12) 
and more, so from (2.6), we inductively have the following lemma. 
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LEMMA 2.1.1. For b0 = 0, then 
p 
C(1) ~-~ E bp_jbj ,  
3=1 
) C (s) = C~_j_qbq bj, r s  
j=l  \q=l  
3.  SOLUBIL ITY  OF  
p = 2(1)2K, Ms = S(1)SK, (2.13) 
rs = (S+ 1) (1 )K(S+ 1), S = 3(1)q. 
THE ORDER CONDIT IONS 
(2.14) 
An explicit computat ion of the C (s) as functions of bj shows that  an equation in (2.9) can be 
writ ten as a linear combination of all others before it. Thus, we have 
A = yn, 
hymn 
a 0 = 
xn+l (3.1) 
aj = (-~-i)!x~,~_,b,-13 ~n.+_l + ~ bj, bo = 1, bj -- bj, j = l (1 )g ,  
i=l \ Xn+l ] 
and we obtain the b = (bl, b2,..., bg} from the system of equations 
Ab = -C ,  (3.2) 
where 
A = [Aij]i,j=l(1)K, 
C = {C1, C2,. . . ,  Cg} T, (3.3) 
b = {b l ,b2 , . . . ,bE}  T , 
with 
0, K- l+ i - j+ l  <_O, l>_l, 
Ai j  = hK- l+ i - j+ ly(nK- l+ i - J+ l )  
1M yK_l+i~_ 1 ~ otherwise, 
(K  - l + i + - J . - -n+l (3.4) 
hK-l+~+ ly(K-l+~+ l ) 
Ci = 
I MxK_I+i+ 1 • (K - l+ i+ j. ,~+1 
For a unique solution of (3.2), 
f~ = det(A)  # 0; (3.5) 
otherwise, it is a likely indication of a singularity/discontinuity or an intolerable stepsize. The 
stepsize is adjusted to bypass it. The local truncat ion error (2.11) takes the new form 
.~2K_/÷2¢.~T k h2g-l+2y(n2k-l+2) (h2g_l+3) 
N[y(x ) ;h ]=y(xn+l ) -yn+l=~n+l  ~ u-  (2K- I+2) !  +o  
4. TABULAR REPRESENTATION OF  RAT IONAL SCHEMES 
A pictorial representation of rational methods (2.3) is the table in Figure 1, where p = r -- 
2K  - l + 1 is the order. 
More compactly, we have Figure 1 as 
0 a T A 0 . . .  0 O1)  
Xn+l C Yn , C = 0 . . .  0 . (4.1) 
o S T o cP  ) . . . . . . . . .  "-1) 
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A 
Xn+l  
2 
Xn+l  
X~+l 
4 
Xn+l  
X~+l 
aK- l ,aK- l -1 ,  • • • ,a l ,aO 
C2( 1 ) 
C3(1)~(2) v 3 
C4(11~(2)~(a1 
"-~4 "~4 
c~ ~) c~)  ... c~-,) 
bK,  bK- t ,  . • • b2, bl 
0 
hy" 
2 t! h Yn 
2F 
2.  Ill h Yn 
3! 
h4y(4) 
4~ 
h~y(~') 
r! 
0 
Figure 1. Tabular representation f (2.3). 
This allows for a convenient compact presentation of rational scheme (2.3), where 
T 2 3 r 
Xn+l  (Xn+l, .. , Xn+l) 
a = (ag- l ,  aK - l -1  . . . .  , al, ao) T, (4.2) 
---- (bg ,bK-1 , . . . ,b2 ,  b l )  T, 
and Yn is the Nordsick vector 
h Yn h y ,  (4.3) 
Y~= ' 2 ! '  3! " "  7., j 
5. VARIABLE-ORDER NONLINEAR METHODS 
To appreciate the constants C~ ~) , we consider a specialization of (2.1) to derive a variable order, 
variable stepsize method. When we specialize the interpolant in (2.1), we have that 
Ax 
y(x) ~ S + K (5.1) 
1 + ~ bjxJ 
j= l  
In the sense of (2.3), we have the variable-order, variable stepsize method 
Ax,~+l = (n + 1)h, (5.2) Yn+l  ~ B -5 k ' Xn+l  
1+ E i b jXn+l  
j= l  
of o rderp  = k+l .  
solving the resultant order equations in (2.9) to have that 
B = y, ,  
A-  hny' 
Xn+l  
2 tt -hny  n 
b l -  2!Ax2+ 1, 
_h J+ ly ( J+D j -1  
bj --- (J -~- )- -n+l  "~- s=l 1 ,A~ ~+~ E(-ir+~cJ~) 
The method parameters B, A, and b -- {bl, b2 . . . . .  bk} are obtained by 
(5.3) 
j = 2(1)K. 
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For k = 1, the method is 
of order p = 2. For k = 2, 
2hn (y~)2 
Yn+l -- Yn = 2y~n _ ~, .,,,, (5.4) 
hn (y~)3 
Yn+l = Yn + (y~)2 _ hnygy~n/2 _ h2 ,,, , nYn yn/6 + h 2 (y~)2/4' 
(5.5) 
of order p = 3. Method (5.2) is nicely represented in Figure 2. 
b~ 
b~ 
b~ 
b~ 
y,, A* h ' = nYn 
C~ 1) _ C~ 2) ... 
62 (1) 
c (1) 
b; = ~'n+lbj A* = Xn+lA  
2!A* 
3. ttt 
-hny  n 
3[A* 
~3 (4) 
- -~nYn 
4!A* 
_hK+l~ (K+I) n own 
(K + 1)[A* 
Figure 2. Tabular representation f (5.2). 
However, there is more elegance in the matrix formulation 
Yn+l = Yn + 
hy~ 
1 + eTb * (5.6) 
of method (5.2), where 
b* = (b~, b~,..., b~¢) T , 
b '=C*e- (~Sy~)T ,  e=(1 ,1 ,1 , . . . ,1 )  T, 
h2y~ h3-yn" h K+ ly(K+l) ~ T 
v=\  ""  ] '  
(5.7) 
with 
i 0 -.. 0 [ 
0 .-- 0 C0(1)~ 
c*= o o c~ (a) - c~ (2) , 
C;~ 1) -C~ 2) ... ( -1)  K C~ K-I)/ 
(5.8) 
C* = X :+IC  , Xn+l  ~. [x2 ~.3 . . .  x Kq-I~T C*(1) = (1~+lX ,+1m(1)  The benefit of this ~. n+l , ' °n+l ,  , n-}-I I , 3 x-- / n+lV j  • 
formulation is that a variation of the dimension of C* symbolises a very flexible means of order 
variation. 
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-1 
Figure 3. Stability plot of ~k(z) for method (5.2). 
Table la. Performance of some existing algorithms on (7.1), h = 0.05, 0 < x < 1, 
/Error/. 
x 
where  
Fatunla [7] 
Theoretical 
Solution P=I  P=2 P=3 P=4 P=5 P----9 
0.00 1.000000000 
0.10 1.223048880 
0.20 1.508497647 
0.30 1.895765123 
0.40 2.464962757 
0.50 3.408223442 
0.60 5.33185223 
0.65 1.340436575 
0.70 11.681373800 
0.75 28.238252850 
0.80 -68.479668346 
0.90 -6.87629546 
1.00 -4.588037825 
1.228 (-2) 
2.99 (-2) 
5.580 (-2) 
1.045 (-1) 
2.134 (--1) 
5.562 (-1) 
1.160 (0) 
3.092 (0) 
2.903 (1) 
3.776 (1) 
1.166 (0) 
3.421 ( -1) 
8.277 (--4) 
1.894 ( -3)  
3.520 ( -3)  
6.473 ( -3)  
1.312 (--2) 
3.405 ( -2)  
6.664 (--2) 
1.762 ( -1)  
1.074 (--1) 
8.284 (0) 
1.952 (--1) 
2.34 ( -1)  
2.298 ( -4)  
5.507 (--4) 
6.726 ( -4)  
1.754 ( -3)  
4.206 ( -3)  
8.379 (--3) 
2.016 ( -2)  
1.181 (-1) 
7.037 (-1) 
6.093 (--3) 
9.291 (-3) 
5.93 ( -5)  
5.434 (--5) 
1.681 ( -4)  
2.238 (--4) 
7.541 (--4) 
1.509 (--3) 
3.322 (--3) 
1.893 ( -2)  
1.282 ( -1)  
2.108 (--2) 
1.610 ( -2 )  
2.303 (--5) 
2.408 ( -5)  
7.234 (-5) 
1.272 (-4) 
2.338 (--4) 
7.849 (--4) 
4.902 ( -3)  
2.622 (--2) 
6.158 (--3) 
1.054 ( -2)  
6. STABIL ITY  PLOT 
Now, the  stabi l i ty  funct ion  #(z)  for (5.2) is 
y~+l = uk(z)y~,  
uk(z )  = 1 + k 
1 + ~ wjzJ 
j= l  
, z = hA, 
1.337 ( -6 )  
4.552 (--6) 
1.04 ( -5)  
7.349 (--5) 
1.017 (--4) 
1.585 (--2) 
4.204 ( -1 )  
2.127 (0) 
(6.1) 
(6.2) 
Table lb. 
/Error/.  
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X 
0.00 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.65 
0.70 
0.75 
0.80 
0.90 
1.00 
Theoretical 
Solution 
1.000000000 
1.223048880 
1.508497647 
1.895765123 
2.464962757 
3.408223442 
5.33185223 
1.340436575 
11.681373800 
28.238252850 
-68.479668346 
-6.87629546 
-4.588037825 
Van Niekerk [3] 
P=I  P=2 
1.0 (-4) 2.0 (-6) 
4.0 (-4) 8.0 (-7) 
1.0 (--3) 2.0 (--5) 
2.0 (-3) 5.0 (-5) 
Lambert 
and Shaw [5] 
8 (-8) 
8 (-7) 
4 (-7) 
7 (-7) 
Luke 
et at. [4] 
2 (-4) 
5 (-4) 
1 (--3) 
2 (--3) 
5.0 (-3) 
1.0 (2) 
3.0 (-3) 
7.0 (-2) 
5.0 (-1) 
1.0 (-4) 
5.0 (-4) 
1.0 (-3) 
3.0 (-3) 
2.0 (-2) 
(-6) 5 (-3) 
(-6) 1 (-2) 
(-6) 2 (-2) 
(-5) 8 (-2) 
(-2) 4 (-1) 
Formula 
(2.4.12) 
2.420 (-7) 
2.893 (-7) 
6.972 (-7) 
1.601 (-6) 
3.970 (-6) 
1.562 (-5) 
2.803 (-5) 
6.866 (-5) 
4.867 (-4) 
2.828 (--3) 
5.382 (--5) 
1.8o7 (-5) 
Table 2. Performance of (5.2) on the IVP (7.1); /Error/,  h = 0.05. 
K=I  K=2 K=3 K=4 X 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.65 
0.7 
0.75 
0.8 
0.9 
1.0 
2.07655 (-4) 
5.44973 (--4) 
1.1146 (-3) 
2.3532 (--2) 
5.2413 (--2) 
1.4653 (-2) 
2.95206 (--2) 
7.95206 (-2) 
4.8962 (--1) 
3.27142 (0) 
5.7645 (-2) 
1.84178 (-2) 
3.5 (-8) 
9.1 (-8) 
1.9 (-7) 
3.93 (-7) 
8.76 (-7) 
2.541 (-6) 
4.952 (-6) 
1.3356 (--5) 
8.3117 (--5) 
5.2088 (-4) 
9.554 (-6) 
3.061 (-6) 
5.5605 (--5) 
1.9037 (-4) 
5.4881 (--4) 
1.6591 (--3) 
6.088 (--3) 
3.4149 (--2) 
1.110895 ( - I )  
5.535921 (-1) 
6.833O (0) 
110.847 (2) 
7.10314 (1) 
8.0668 (1) 
5.9164 (-5) 
2.0374 (-4) 
5.9237 (-4) 
1.81395 (-3) 
6.7976 (-3) 
3.96384 (--2) 
1.33202 (-1) 
6.92879 (-1) 
8.4934 (0) 
9.88989 (1) 
4.9314 (1) 
5.18712 (1) 
Table 3. 
X 
1 
2 
5 
10 
20 
100 
Performance of (5.~ on the IVP (7.2); /error/, h = 0.01. 
K=I  K----2 K=3 
5.6578 (-7) 
4.12205 (-7) 
1.6565 (-7) 
7.52938 (--8) 
2.683059 (--8) 
3.77435 (-9) 
3.5599 (-7) 
4.08539 (--7) 
3.02912 (--7) 
1.61802 (-7) 
7.74664 (--8) 
6.76569 (--9) 
3.5599 ( '7 )  
4.08539 (--7) 
3.02912 (--7) 
1.61802 ( -7)  
7.7466 (-8) 
6.765 (--9) 
obtained by applying (5.2) on the test problem 
y~ = Ay, Re(A) < 0. 
The explicit nature of ~K(z) is resolved in the context of a particular method. However, this 
function suggests that the stability characteristics of method (5.2) are expected to deteriorate as 
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Table 4. Performance of (5.2) on the IVP (7.2); /error/, h = 0.01. 
X 
1 5.7320 (-5) 
2 4.14385 (-5) 
5 1.82204 (-5) 
10 7.9958 (-6) 
20 3.168999 (-6) 
100 3.13166 (-7) 
K=I  K=2 K=3 
3.761987 (-5) 
4.32847 (-5) 
3.012338 (-5) 
1.688614 (-5) 
8.0107188 (-6) 
1.002474 (--6) 
3.792304 (-5) 
4.42829 (-5) 
3.083059 (-5) 
1.723051 (-5) 
8.149941 (-6) 
1.015684 (-6) 
Table 5. Performance of (5.2) on the IVP (7.3). 
K = 3, h = 0.001 
x 
5.0 
10.0 
20.0 
Yl Y2 
0.6740031 (-2) 0.6734809(-2) 
0.4541872 (-4) 0.453586 (-4) 
0.20611085 (-8) 0.2056989 (-8) 
K=2 
5.0 0.6740031 (-2) 
10.0 0.4541872 (-4) 
20.0 0.2061108 (--8) 
0.6734809 (--2) 
0.4535386 (--4) 
0.2056989 (-8) 
K=I  
5.0 0.6740021 (-2) 
10.0 0.4541872 (-4) 
20.0 0.2061131 (-8) 
0.6734833 (-2) 
0.45354207 (-4) 
0.2057011 (-8) 
Table 6. Performance of Cash [9], h = 0.1. 
CBD Scheme EBD Scheme 
x Yl y2 Yl Y2 
5.0 0.64528 (-2) 0.6893465 (-2) 0.673793 (-2) 0.6737977 (-2) 
10.0 0.9031082 (-1) 0.6385428 (-1) 0.4539983 (-4) 0.450011 (-4) 
20.0 -21672.865 -1096.9431 0.2061162 (-8) 0.2061154 (-8) 
X Theoretical Solution [yl ----- [12] 
5.0 0.673794 ( -2)  
10.0 0.4539993 ( -4)  
20.0 0.2061154 (-8) 
k increases indefinitely, for 
lira [/zg(z)l = 1, (6.3) 
Izl-,oo 
a proper ty  that  suggests osci l latory behaviour at infinity, typical  of the t rapezo ida l  rule. In fact, 
for k = 1,2, the methods are A-stable, and the performance on our test  problems in these two 
instances is impressive. The stabi l i ty  plot is given in F igure 3. 
7. NUMERICAL  EXPERIMENT 
In what  follows, we present some numerical  results on some problems. 
PROBLEM 1. 
y '= l+y2,  y (0 )= i ,  h=0.05 ,  0<x<l .  (7.1) 
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See Table 1 for the purpose of comparing with existing results of Fatunla [6], Van Niekerk [3], 
and Lambert and Shaw [5]. Interestingly, note that for k = 1,2, the scheme appears quite 
impressive as we have remarked earlier, ~pecially in the neighbourhood of the singular point 
x = Ir/4. 
PROBLEM 2 [8]. 
y' = _y3 - - .1  (7.2) 
2 ' y(O) = 1, y (x )  = x/1 + x 
Again, these results in Tables 3 and 4 compare with the graphical results of Tam [8]. 
PROBLEM 3 [9]. 
y~ = -ay l  + f~Y2 + (a + fl - 1)e -t,  
yl  = #y~ + ~y2 + (~ - # - 1)~', 
yl(t) = y2(t) = e -~, 
y l (0 )= l ,  
y=(0) = 1, 
t e [0,201, f l - -1,  c~=1. 
(7.3) 
Compare these with results of Table 6 to see the relative improvements over those results of 
Cash [9], although a restrictive stepsize has been employed." 
PROBLEM 4 [10,11]. Consider the celebrated Van der Pol's equation 
- 5 (1 -y2)  Y, y (O)= , O<x<l .  (7.4) 
Table 7a. Performance of (5.2) and various methods on the IVP (7.4). 
h 
0.0125 1.8694388 
0.025 1.8694389 
0.05 1.8994380 
0.1 1.8705973 
Yl 
Fatunla [10] Aashekpelokhai [12] Norelli [11] Integrator, K = 2 (5.2) 
0.0125 1.8694388 
0.025 1.8694389 
0.05 1.8994380 
0.1 1.8705973 
1.8694389 
1.8694387 
1.8694846 
1.8695057 
1.8694389 
1.8694387 
1.8694846 
1.8695057 
1.8692929 
1.8691420 
1.8688365 
1.8682119 
1.8692929 
1.8691420 
1.8688365 
1.8682119 
1.86966552 
1.87024893 
1.87213397 
1.87757840 
K=I  
1.86934576 
1.86937097 
1.87020864 
1.87481214 
Table 7b. Performance of (5.2) and various methods on the IVP (7.4). 
Y~ 
Fun. Eval. Fatunla [10] Aashekpelokhai [12] Norelli [11] Integrator, K = 2 (5.2) 
80 
40 
20 
10 
80 
40 
20 
10 
--0.14823588 
--0.14823587 
--0.14823599 
--0.14810294 
--0.14823588 
-0.14823587 
--0.14823599 
--0.14812267 
--0.1482358 
-0.1482358 
-0.1482296 
-0.1482267 
-0.1482358 
--0.1482358 
-0.1482296 
--0.1482267 
-0.149526 
--0.149729 
--0.150108 
--0.150755 
-0.149526 
-0.149729 
-0.150108 
-0.150755 
-0.148204777 
-0.1481248 
-0.1478670 
-0.1471280 
K=I  
--0.1482486. 
--0.1482451 
--0.1481301 
--0.1484933 
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The Jacobian is dependent on x, precisely on yl(x),  and hence, the eigenvalues also depend on 
this. We give the solution of this system at x -- 1. This follows in Table 7. 
As can be seen, the results of our scheme on the Van der Pol's compare with those of Fatunla [10] 
and others, although the theoretical solution of this IVP (7.4) is yet unknown. 
8. CONCLUSION 
In this presentation, we considered a variant one step rational nonlinear method of Otunta 
and Ikhile [2] in an approach of globally formulating rational methods of arbitrary order. In the 
forthcoming Part II of this report, we present results of a more general nature. Further than that, 
we are currently investigating an extrapolating code based on (5.2). In fact, we are encouraged 
by some useful preliminary results, and we hope to report our success or failure in this regard. 
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