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Determining both the source of a wave and its speed in
a medium from boundary measurements
Christina Knox∗ Amir Moradifam †
Abstract
We study the inverse problem of determining both the source of a wave and its
speed inside a medium from measurements of the solution of the wave equation on
the boundary. This problem arises in photoacoustic and thermoacoustic tomography,
and has important applications in medical imaging. We prove that if the solutions of
the wave equation with the source and sound speeds (f1, c1) and (f2, c2) agree on the
boundary of a bounded region Ω, then∫
Ω
(c−22 − c
−2
1 )ϕdy = 0,
for every harmonic function ϕ ∈ C(Ω¯), which holds without any knowledge of the
source. We also show that if the wave speed c is known and only assumed to be
bounded then, under a natural admissibility assumption, the source of the wave can
be uniquely determined from boundary measurements.
1 Introduction
Consider the wave equation{
utt − c
2∆u = 0 in R3 ×R+
u(x, 0) = f(x), ut(x, 0) = 0 for x ∈ R
3,
(1)
where Ω ⊂ R3 is a simply connected bounded region and the wave speed c ∈ L∞(R3) satisfies
c ≥ c0 > 0 in Ω, and supp(1 − c) ⊂⊂ Ω. The function f(x) ∈ L
∞(R3) represents the source
of the wave and is assumed to be compactly supported in Ω, i.e. supp(f) ⊂⊂ Ω. In this
paper we study the inverse problem of recovering the pair (f, c) from the measurements of
the solution of the wave equation on ∂Ω given by the measurement operator
Λf,c(x, t) = u(x, t), (x, t) ∈ ∂Ω× R+. (2)
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This problem naturally arises in thermoacoustic (TAT) and photoacoustic (PAT) tomogra-
phy, both of which have significant potential in clinical applications and biology [6, 11, 12,
12, 20, 21].
Unique determination of the source function f and the wave speed c has been studied
by many authors and several interesting results have been obtained. However, most of the
results in the literature have been concerned with determination of f or c from the knowledge
of Λf,c under the assumption that the other one is known. When the sound speed is known,
smooth, and non-trapping, then the source f can be uniquely recovered [1, 5, 7, 8, 13, 16, 19].
The recovery of a smooth sound speed when f is known is studied in [19]. A stability estimate
is obtained in [15] for the recovery of the source f when there is a small error in the variable
sound speed. In practice the sound speed inside the medium is often unknown [10]. It has
been observed that even replacing a sound speed with small variation by its average value
can significantly distort the reconstruction of f [8]. One suggested solution is to additionally
perform an ultrasonic transmission tomography (UTT) to recover the sound speed [10]. Thus
from both a theoretical and practical point of view it would be advantageous to know whether
both the sound speed and the source term can be uniquely recovered from Λf,c. This is an
open problem that we tackle in this paper.
The first result for the recovery of a unknown sound speed was in [8] where the authors
proved that a constant sound speed can be uniquely recovered using range support conditions.
It is shown via a connection to the transmission eigenvalue problem in [4] that if the sound
speed is radial then both f and c can be recovered uniquely. In [14] H. Liu and G. Uhlmann
showed that under additional assumptions on the wave speed and the source term both can
be uniquely recovered simultaniously. In [18] the authors proved that when both the sound
speed and source are unknown the linearized problem is unstable.
In this paper, inspired by Liu and Uhlmann’s approach in [14], We prove that if c−2 is
harmonic in ω ⊂ R3 and identically 1 on ωc, where ω is a simply connected region, then
a non-trapping wave speed c can be uniquely determined from the solution of the wave
equation on boundary of Ω ⊃⊃ ω without the knowledge of the source. We also show that
if the wave speed c is known and only assumed to be bounded then, under an admissibility
assumption (see Definition 2 below), the source of the wave can be uniquely determined from
boundary measurements. Indeed we prove Theorem 1.1 and Theorem 1.2 below. To state
the main results let us set the stage with two definitions.
Let u(x, t) be the solution of the wave equation (1) and for (x, k) ∈ R3 × R+ define the
temporal Fourier transform of the function u(x, t) by
uˆ(x, k) :=
1
2π
∫ ∞
0
u(x, t)eiktdt. (3)
Following [14], let us define an admissible pair for a source and wave speed.
Definition 1 Let 0 < c0 < c ∈ L
∞(Ω) and f ∈ L∞(Ω). We say that the pair (f, c) is
admissible if there exists ǫ > 0 such that uˆ(x, k) ∈ H1loc(R
3) for all k ∈ (0, ǫ).
Indeed if u(x, t) decays fast enough in time such that uˆ(x, k) ∈ H1loc(R
3), then (f, c) is
admissible. Note that the admissibility assumption above is a weak form of the non-trapping
assumption on the sound speed. As pointed out in [14], if the sound speed c is smooth and
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non-trapping then (f, c) is admissible, but not vice versa. See [4, 19] and the references
cited therein for more details. Throughout the paper we shall assume that the pair (f, c) is
admissible.
Now we are ready to state the main results.
Theorem 1.1 Let (f1, c1) and (f2, c2) be two admissible pairs such that
Λf1,c1(x, t) = Λf2,c2(x, t) ∀(x, t) ∈ ∂Ω× R+.
Then
C∗ :=
∫
Ω
c−21 (x)f1(x)dx =
∫
Ω
c−22 (x)f2(x)dx.
If C∗ 6= 0, then ∫
Ω
(c−22 − c
−2
1 )ϕdy = 0, for all harmonic functions ϕ. (4)
In particular, if (c−22 −c
−2
1 ) is harmonic in a simply connected region ω ⊂⊂ Ω and identically
zero on ωc, then c1 ≡ c2 in Ω.
Note that if (4) holds for every smooth function ϕ, then it will imply c1 = c2. Indeed
Theorem (1.1) is an step towards simultaneous recovery of the sound speed and the source in
the wave equation. It should be compared to the stronger results in [19] where the authors
prove uniqueness of the sound speed from the knowledge of the source f and under the
assumption that the domain Ω is foliated by strictly convex hypersurfaces with respect to
the Riemannian metric g = c−2dx.
Theorem 1.2 Let 0 < c0 < c ∈ L
∞(Ω) for some c0 > 0, and (f1, c) and (f2, c) be admissible
pairs. If
Λf1,c(x, t) = Λf2,c(x, t) ∀(x, t) ∈ ∂Ω × R+,
then f1 = f2.
Theorem 1.2 should be compared to the uniqueness results in [1] and [16] where the
authors assume that the sound speed is smooth. Models with discontinuous sound speed
arise in thermoacoustic and photoacoustic tomography in order to understand the effect of
sudden change of the sound speed in the skull in imaging of the human brain [17]. The results
in [17] assume that the sound speed is smooth but allow for jumps across smooth surfaces.
In [16] and [17] the authors only require the knowledge u(x, t) on ∂Ω× [0, T ] for some finite
time T > 0 while Theorem 1.2 assumes the knwoeledge of the solution on ∂Ω × (0,∞).
Explicit reconstruction formulas for such problems have been also developed in [1, 16, 17].
2 Uniqueness of the wave speed
In this section we present the proof of Theorem 1.1. Let us first develop a few basic facts
about solutions of the wave equation (1) and gather some known results which will be used
in our proofs.
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The temporal Fourier transform uˆ, define in (3), satisfies the elliptic partial differential
equation
∆uˆ(x, k) +
k2
c2(x)
uˆ(x, k) =
ik
2π
f(x)
c2(x)
, (x, k) ∈ R3 × (0, ǫ), (5)
which is well-posed under the classical Sommerfeld radiation condition
lim
|x|→∞
|x|
(
∂uˆ(x, k)
∂|x|
− ikuˆ(x, k)
)
= 0. (6)
Note also that under the temporal Fourier transform the measurement operator becomes
Λˆf,c(x, k) = uˆ(x, k), (x, k) ∈ R
3 × (0, ǫ). (7)
We shall need the following lemma proved by Liu and Uhlamm in [14].
Lemma 2.1 ([14]) Let uˆ(x, k) ∈ H1loc(R
3) be the solution to (5)-(6). Then uˆ(x, k) is
uniquely given by the following integral equation
uˆ(x, k) = k2
∫
R3
(
c−2(y)− 1
)
uˆ(y, k)Φ(x− y)dy −
ik
2π
∫
R3
f(y)
c2(y)
Φ(x− y)dy, x ∈ R3. (8)
Moreover, as k → 0, we have
uˆ(x, k) = −
ik
2π
∫
Ω
f(y)
c2(y)
Φ0(x− y)dy +
k2
8π2
∫
Ω
f(y)
c2(y)
dy +O(k3). (9)
Here
Φ(x) :=
eik|x|
4π|x|
for |x| 6= 0
is the fundamental solution of −∆− k2 and Φ0 is the fundamental solution of −∆.
Define the space
A := {v ∈ L2(Ω) :
∫
Ω
gϕdx = 0 for all harmonic functions ϕ ∈ C(Ω¯)}.
We shall frequently use the following two lemmas.
Lemma 2.2 Let g ∈ L2(Ω) and suppose w ∈ H1(Ω) satisfies{
−∆w = g in Ω
w = 0 on ∂Ω.
(10)
Then ∂w
∂ν
= 0 on ∂Ω if and only if g ∈ A.
Proof. Let ϕ ∈ C(Ω¯) be harmonic in Ω and w ∈ H2(Ω) be the solution of (10). By
integration by parts one can show that
−
∫
∂Ω
ϕ(y)
∂w
∂ν
dS =
∫
Ω
g(y)ϕ(y)dy.
Hence ∂w
∂ν
= 0 on ∂Ω if and only if g ∈ A. 
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Lemma 2.3 For g ∈ L∞(R3) with compact support in Ω define
w(x) :=
∫
R3
g(y)Φ0(x− y)dy =
∫
Ω
g(y)Φ0(x− y)dy. (11)
Then
−∆w = g in R3
in the weak sense. Moreover if w = 0 on Ωc, then for any harmonic function ϕ on R3 we
have ∫
R3
g(y)ϕ(y)dy =
∫
Ω
g(y)ϕ(y)dy = 0.
Proof. Since w = 0 and ∂w
∂ν
= 0, the result follows from Lemma 2.2. 
For g ∈ L2(Ω) we will denote the solution of (10) by ∆−1(g). Note that if g ∈ L∞(R3)
has compact support in Ω and w defined by (11) vanishes on Ωc, then w = ∆−1(g).
Proof of Theorem 1.1. By Lemma 2.1 we have
uˆ(x, t) = −
ik
2π
∫
Ω
f(y)
c2(y)
dyΦ0(x− y)dy +
k2
8π2
∫
Ω
f(y)
c2(y)
dy +O(k3). (12)
For i = 1, 2 define
wi(x) := lim
k→0
uˆi(x, k)
k
= −
i
2π
∫
Ω
fi(y)
c2i (y)
Φ0(x− y) =
i
2π
∆−1(
fi(y)
c2i (y)
).
Then w := w2 − w1 satisfies
∆w =
i
2π
(
f2(y)
c22(y)
−
f1(y)
c21(y)
)
,
and w = ∂w
∂ν
= 0 on ∂Ω. Therefore it follows from Lemma 2.2 that∫
Ω
(
f2(y)
c22(y)
−
f1(y)
c21(y)
)
ϕ(y)dy = 0, (13)
for every harmonic function ϕ. On the other hand we have
∆(uˆ2(x, k)− uˆ1(x, k)) +
k2
c22(x)
uˆ2(x, k)−
k2
c21(x)
uˆ1(x, k) = −
ik
2π
(
f2(x)
c22(x)
−
f1(x)
c21(x)
)
, (14)
for (x, k) ∈ R3× (0, ǫ). Multiplying both sides of the above equation by a harmonic function
ϕ, using (13) and the fact that uˆ2 − uˆ1 ≡ 0 on Ω
c, and integrating by parts we get
1
k
∫
Ω
(
uˆ2(y, k)
c22(y)
−
uˆ1(y, k)
c21(y)
)
ϕdy = 0, ∀k ∈ (0, ǫ). (15)
Since uˆ2(x, k) = uˆ1(x, k) for all (x, k) ∈ ∂Ω× (0, ǫ), it follows from (12) that∫
Ω
c−21 f1dy =
∫
Ω
c−22 f2dy. (16)
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Combining this with (15) and Lemma 2.1 we have
i
2π
∫
Ω
(
(
∫
Ω
c−22 (z)f2(z)Φ0(y − z)dz
c22(y)
−
∫
Ω
c−21 (z)f1(z)Φ0(y − z)dz
c22(y)
)
ϕ(y)dy
−
k
8π2
∫
Ω
c−21 (y)f1(y)dy
∫
Ω
(c−22 (y)− c
−2
1 (y))ϕ(y)dy +O(k
2) = 0, (17)
for all k ∈ (0, ǫ). Thus
∫
Ω
(∫
Ω
c−22 (z)f2(z)Φ0(y − z)dz
c22(y)
−
∫
Ω
c−21 (z)f1(z)Φ0(y − z)dz
c22(y)
)
ϕ(y)dy (18)
and ∫
Ω
(c−22 − c
−2
1 )ϕdy = 0 (19)
for any harmonic function ϕ, provided C∗ 6= 0. Finally note that if (c−22 − c
−2
1 ) is harmonic,
then letting ϕ = (c−22 − c
−2
1 ) in (19) implies c1 ≡ c2. 
Corollary 2.4 If c1 ≥ c2 or c1 ≤ c2 in Ω, then c1 ≡ c2.
Proof. Let ϕ ≡ 1 in Ω. Then by Theorem 1.1 we have∫
Ω
c−22 (x)dx =
∫
Ω
c−21 (x)dx,
and the result follows immediately. 
See [4] for another proof of Corollary 2.4.
Remark 2.5 Note that uˆ1 and uˆ2 can be represented as
uˆi(y, k) =
∞∑
n=1
pin(y)k
n, for (y, k) ∈ R3 × (0, ǫ), i = 1, 2
(see Proposition 3.1). If uˆ1(y, k) = uˆ2(y, k) for (y, k) ∈ ∂Ω× (0, ǫ), then
p1n(y) = p
2
n(y), ∀y ∈ ∂Ω and ∀n ∈ N. (20)
The proof of Theorem 1.1 only uses (20) for n = 1, 2. One may expect to combine the con-
dition (20) for n ≥ 2 and the equality (15) to prove that the sound speed can be uniquely de-
termined from boundary measurements, without any major assumptions on the sound speed.
This strongly suggests that Λf,c could uniquely determine both the source and the sound speed
in general. The authors believe that the measurement operator Λf,c can uniquely determine
both the sound speed c and the source f . However, the higher order terms turn out to be
complicated and the authors were not able to prove the complete result.
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3 Uniqueness of the source
In this section we prove that if c1 = c2 = c ∈ L
∞, then the source function f can be uniquely
recovered from the knowledge of Λf,c(x, t) on ∂Ω × R+. Throughout this section we shall
assume that c1 = c2 = c ∈ L
∞(R3).
By Lemma 2.1, uˆ2 − uˆ1 satisfies the following integral equation
(uˆ2 − uˆ1)(x, k) = k
2
∫
Ω
(c−2(y)− 1)(uˆ2 − uˆ1)(y, k)Φ(x− y)dy
−
ik
2π
∫
Ω
c−2(y)(f2 − f1)(y)Φ(x− y)dy. (21)
We shall need the following lemma.
Lemma 3.1 Let g have compact support in Ω and g ∈ L∞(R3). Suppose that w defined by
(11) vanishes on Ωc. Then∫
Ω
g(y)|x− y|ndy = −n(n + 1)
∫
Ω
∆−1(g)(y)|x− y|n−2dy (22)
for all x ∈ R3.
Proof. The proof follows from Lemma 2.3 and integration by parts. 
For every g ∈ L∞(R3) with compact support in Ω define
Lg(x) := ∆−1(c−2g)(x), x ∈ R3.
Proposition 3.1 For every n ∈ N there exists functions pm(x), m = 1, 2, ..., n, such that
(uˆ2 − uˆ1)(x, k) =
n∑
m=1
pm(x)k
j +O(kn+1), (23)
as k → 0. Moreover if u2(x, k)− u1(x, k) = 0 for all x ∈ Ω
c, then
pn(x) =
{
−i
2pi
L
n+1
2 (f2 − f1)(x) if n is odd
0 if n is even.
(24)
Proof. By Lemma 2.1, (23) holds for n = 1, 2. Suppose it holds for all j ≤ n. Then there
exists functions pm(x), m = 1, 2, ..., n, such that
(uˆ2 − uˆ1)(x) =
n∑
m=1
pm(x)k
j +O(kn+1) as k → 0.
Plugging this expression for uˆ2 − uˆ1 into equation (21) and expanding Φ we find that
(uˆ2 − uˆ1)(x) =
n∑
m=1
pm(x)k
j + pn+2(x)k
n+2 +O(kn+3) as k → 0,
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where
pn+2(x) =
n∑
m=0
im
4πm!
∫
Ω
(c−2 − 1)(y)pn−m(y)|x− y|
m−1dy
−
in+2
8π2(n+ 1)
∫
Ω
c−2(y)(f2 − f1)(y)|x− y|
ndy.
To prove (24) we proceed by strong induction. First notice that pm ≡ 0 on Ω
c for all m ∈ N.
By Lemma 2.1, (24) holds when n = 0, 1, 2. Suppose (24) holds for all j ≤ n + 1. First
assume that n is odd. Using the integral equation (21) and the induction hypothesis we
compute that
pn+2(x) =
n−1∑
m=0
m even
im+1
8π2m!
∫
Ω
(1− c−2)(y)L
n−m+1
2 (f2 − f1)(y)|x− y|
m−1dy
−
in+2
8π2(n+ 1)
∫
Ω
c−2(y)(f2 − f1)(y)|x− y|
ndy.
For even m with m ≤ n− 1 define
qm(x) :=
im+1
8π2m!
∫
Ω
(1− c−2)(y)L
n−m+1
2 (f2 − f1)(y)|x− y|
m−1dy,
and
r(x) := −
in+2
8π2(n + 1)!
∫
Ω
c−2(y)(f2 − f1)(y)|x− y|
ndy.
Then
pn+2(x) =
n−1∑
m=0
m even
qm(x) + r(x).
It follows from the induction hypothesis and Lemma 3.1 that
q2(x) =
−i
8π22!
∫
Ω
(1− c−2)(y)L
n−1
2 (f2 − f1)(y)|x− y|dy
=
−i
8π22!
∫
Ω
L
n−1
2 (f2 − f1)(y)|x− y|dy
+
i
8π22!
∫
Ω
c−2(y)L
n−1
2 (f2 − f1)(y)|x− y|dy
=
−i
8π22!
∫
Ω
L
n−1
2 (f2 − f1)(y)|x− y|dy
−
i
8π2
∫
Ω
∆−1(c−2(y)L
n−1
2 (f2 − f1))(y)|x− y|
−1dy
=
−i
8π22!
∫
Ω
L
n−1
2 (f2 − f1)(y)|x− y|dy −
i
8π2
∫
Ω
L
n+1
2 (f2 − f1)(y)|x− y|
−1dy.
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Thus we have
(q0 + q2)(x) =
−i
8π2
∫
Ω
c−2(y)L
n+1
2 (f2 − f1)(y)|x− y|
−1dy
−
i
8π22!
∫
Ω
L
n−1
2 (f2 − f1)(y)|x− y|dy
=
−i
2π
∫
Ω
c−2(y)L
n+1
2 (f2 − f1)(y)Φ0(x− y)dy
−
i
8π22!
∫
Ω
L
n−1
2 (f2 − f1)(y)|x− y|dy
= −
i
2π
L
n+3
2 (f2 − f1)(x)−
i
8π22!
∫
Ω
L
n−1
2 (f2 − f1)(y)|x− y|dy.
Similarly by Lemma 3.1 we get
q4(x) =
i
8π24!
∫
Ω
(1− c−2)(y)L
n−3
2 (f2 − f1)(y)|x− y|
3dy
=
i
8π24!
∫
Ω
L
n−3
2 (f2 − f1)(y)|x− y|
3dy +
i
8π22!
∫
Ω
L
n−1
2 (f2 − f1)(y)|x− y|dy.
Hence
(q0 + q2 + q4)(x) = −
i
2π
L
n+3
2 (f2 − f1)(x) +
i
8π24!
∫
Ω
L
n−3
2 (f2 − f1)(y)|x− y|
3dy.
We can continue this process in general. Let m be even with m ≤ n− 3 and suppose
(q0 + q2 + ...+ qm−2 + qm)(x) = −
i
2π
L
n+3
2 (f2 − f1)(x) +
im+1
8π2m!
L
n−m+1
2 (f2 − f1)(y)|x− y|
m−1dy.
Then by Lemma 3.1
qm+2(x) =
im+3
8π2(m+ 2)!
∫
Ω
(1− c−2)(y)L
n−m−1
2 (f2 − f1)(y)|x− y|
m+1dy
=
im+3
8π2(m+ 2)!
∫
Ω
L
n−m−1
2 (f2 − f1)(y)|x− y|
m+1dy
+
im+3
8π2m!
∫
Ω
L
n−m+1
2 (f2 − f1)(y)|x− y|
m−1dy.
Noting that im+3 = −im+1 we get that
(q0 + q2 + ... + qm + qm+2)(x) = −
i
2π
L
n+3
2 (f2 − f1)(x)
+
im+3
8π2(m+ 2)!
∫
Ω
L
n−m−1
2 (f2 − f1)(y)|x− y|
m+1dy.
Repeating the above process until m = n− 1 we obtain
(q0 + q2 + ...+ qn−3 + qn−1)(x) = −
i
2π
L
n+3
2 (f2 − f1)(x)
+
in
8π2(n− 1)!
∫
Ω
L(f2 − f1)(y)|x− y|
n−2dy.
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In addition by Lemma 3.1
r(x) =
in+2
8π2(n− 1)!
∫
Ω
L(f2 − f1)(y)|x− y|
n−2dy.
Hence
pn+2(x) = −
i
2π
L
n+3
2 (f2 − f1)(x).
This finishes the proof for the case that n is odd.
Now suppose n is even. With an argument similar to the one in the case when n was
odd we can show
pn+2(x) =
1
8π2
∫
Ω
c−2(y)L
n
2 (f2 − f1)(y)dy.
By the induction hypothesis for j = n+ 1 we have
pn+1(x) = L
n+2
2 (f2 − f1)(x) = 0, ∀x ∈ Ω
c.
Hence
∆−1(c−2L
n
2 (f2 − f1)) = L
n+2
2 (f2 − f1)(x) = 0 ∀x ∈ Ω
c,
and it follows from Lemma 2.3 that∫
Ω
c−2(y)L
n
2 (f2 − f1)(y)ϕdy = 0,
for every harmonic function ϕ. Letting φ ≡ 1 we get
pn+2(x) =
∫
Ω
c−2(y)L
n
2 (f2 − f1)(y)dy = 0.
Hence pn+2(x) = 0. 
Theorem 3.2 Suppose c1 = c2 = c and that u1, u2 be solutions of the wave equation (1)
with u1(x, 0) = f1 and u2(x, 0) = f2. If
u2(x, t) = u1(x, t) for all (x, t) ∈ Ω
c × R+,
then ∫
Ω
Fnϕc
−2dx = 0, (25)
for all n ≥ 0 and all harmonic functions ϕ, where F0 = f2 − f1 and
Fn = ∆
−1(c−2Fn−1), n ≥ 1. (26)
Proof. The proof follows directly from Proposition 3.1, Lemma 2.2, and the observation
that Fn = pn. 
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Lemma 3.3 Let g ∈ L2(Ω) satisfy ∫
Ω
c−2gϕdx = 0, (27)
for all ϕ ∈ C(Ω¯) harmonic in Ω. Suppose c0 < c ∈ L
∞(Ω) for some c0 > 0. If
λg = ∆−1(c−2g) in Ω (28)
for some λ > 0, then g ≡ 0.
Proof. It follows from Lemma 2.2 that g|Ω =
∂g
∂ν
= 0. Note that
−∆g =
c−2
λ
g in Ω.
Since c ∈ L∞(Ω), by elliptic regularity g ∈ C1,α(Ω) for any α ∈ (0, 1). Hence we can extend
g to a function g˜ ∈ C0,α(R3) by defining g˜ = 0 on Ωc. Let
w(x) :=
1
λ
∫
R3
c−2(y)g˜(y)Φ0(x− y)dy =
1
λ
∫
Ω
c−2(y)g(y)Φ0(x− y)dy.
Since c−2g˜ ∈ L∞(R3), it follows from elliptic regularity that w ∈ C1,α(R3) and it satisfies
−∆w =
c−2
λ
g˜.
Furthermore since g ∈ A, w = 0 on Ωc. Thus w = g˜ and hence g˜ ∈ C1,α(R3) solves
−∆g˜ =
c−2
λ
g˜, in R3
and g˜ = 0 on Ωc. Hence it follows from the unique continuation results in [9] (see Theorem
6.3 ) that g˜ ≡ g ≡ 0 in Ω.

Lemma 3.4 Let H be defined by
H := {v ∈ L2(Ω, c−2dx) : c−2v ∈ A and c−2Ln(v) ∈ A ∀n ∈ N}.
Then H is a Hilbert space equipped with the inner product
〈v, w〉|H =
∫
Ω
vwc−2dx.
Proof. The linearity of L gives that H is a subspace. It remains to verify that H is closed.
Suppose vn converges to v in L
2(Ω, c−2dx) and vn ∈ H. It is easy to show that c
−2v ∈ A.
We claim that wn := Lvn converges to w := Lv in L
2(Ω, c−2dx). Since
−∆(wn − w) = c
−2(vn − v) in Ω, wn = 0 on ∂Ω,
we have
‖ wn − w ‖H2(Ω)≤ C ‖ c
−2(vn − v) ‖L2(Ω)→ 0,
(See the Remark after Theorem 4 in section 6.3 of [3]) and hence wn converges to w in
L2(Ω, c−2dx). Moreover, c−2Ln(w) = c−2Ln+1(v) ∈ A for all n ≥ 0. Thus w ∈ H and the
proof is complete. 
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Lemma 3.5 The linear operator L : H → H is a non-negative, self-adjoint, and compact
operator.
Proof. It follows from integration by parts that
〈Lv, v〉H =
∫
Ω
∆−1(c−2v)c−2v =
∫
Ω
|∇∆−1(c−2v)|2 ≥ 0,
and hence L is non-negative. Similarly,
〈Lv, w〉H =
∫
Ω
∆−1(c−2v)wc−2dx =
∫
Ω
c−2v∆−1(c−2w)dx = 〈v, Lw〉H,
and hence L is self-adjoint. To show that L is compact we need to to prove that L(BH) has
compact closure in the strong topology, where BH is the unit ball inH (see [2]). Let vn ∈ BH.
We need to show that {wn} := {L(vn)} has a subsequence that converges in L
2(Ω, c−2dx).
Since
−∆wn = c
−2vn, wn = 0 on ∂Ω,
we have
‖ wn ‖H2(Ω)≤ C ‖ c
−2vn ‖L2(Ω)≤ C.
Thus wn is bounded in H
2(Ω) and hence wn has a subsequence, denoted by wn again,
that converges weakly in H2(Ω). Therefore wn converges strongly in L
2(Ω, c−2dx) to some
w ∈ L2(Ω, c−2dx) and thus L is compact. 
Proposition 3.2 Let Fn be defined by (26) and suppose∫
Ω
Fnϕc
−2dx = 0, (29)
for all n ≥ 0 and all harmonic functions ϕ ∈ C(Ω). Then F0 ≡ 0 in Ω.
Proof. It follows from Lemma 3.4 and Lemma 3.5 that L has an orthonormal basis of
eigenfunctions en ∈ H with corresponding eigenvalues λn ≥ 0, where λn ≥ λn+1 and λn → 0
as n→∞. Suppose F0 6≡ 0. Then there exists constants αj ∈ R such that
F0 =
∞∑
j=1
αjej . (30)
Let ϕ ∈ C(Ω) be harmonic in Ω. Then (29) implies
∫
Ω
(
∞∑
j=1
λnjαjej(x)
)
ϕc−2dx = 0, ∀n ≥ 0. (31)
Now let
λ∗ = max{λj : αj 6= 0}.
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Dividing equality (31) by λn∗ yields∫
Ω
(
m∑
j=1
αjej
)
ϕc−2dx+
∫
Ω
(
∞∑
j=m+1
(
λj
λ∗
)n
αjej
)
ϕc−2dx = 0, ∀n ≥ 0,
where L(ej) = λ∗ej , j = 1, 2, ...m. We observe that∣∣∣∣∣
∣∣∣∣∣
∞∑
j=m+1
(
λj
λ∗
)n
αjej
∣∣∣∣∣
∣∣∣∣∣
2
L2(Ω,c−2dx)
=
∞∑
j=m+1
∣∣∣∣∣∣(λjλ∗
)n
αjej
∣∣∣∣∣∣2
L2(Ω,c−2dx)
≤
(
λm+1
λ∗
)n ∞∑
j=m+1
αj → 0,
as n→∞. Thus ∫
Ω
gc−21 ϕdx = 0, for every harmonic functions ϕ,
where g satisfies L(g) = ∆−1(c−21 g) = λ∗g. By Lemma 3.3 we have g =
m∑
j=1
αjej ≡ 0 in Ω,
which is a contradiction. Thus F0 ≡ 0 and the proof is complete. 
Note that Proposition 3.2 also implies H = {0}, where H is the Hilbert space defined
in the statement of Lemma 3.4.
Proof of Theorem 1.2. The proof follows directly from Theorem 3.2 and Proposition
3.2. 
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