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ABSTRACT 
 Unmanned Aerial Vehicles (UAV) are becoming increasingly important in 
military operations, and tactical resupply for the United States Marine Corps (USMC) is 
one such example of an area that is calling for the benefits offered by UAVs as resupply 
vehicles. This study considers a generic multicopter as a delivery system designed to 
travel to multiple USMC units in one trip by minimizing energy consumption in the 
presence of severe time-varying wind. Pontrayagin’s Maximum Principle and other 
known optimal control theories are used to formulate the trajectory optimization task as a 
boundary value problem. The goal for the algorithm is to take in a set of boundary 
conditions as well as the weather forecast (in the form of three-dimensional wind, valid 
for the duration of the mission) as necessary information for determining the optimal 
airspeed and bank angle that should be commanded to the system in order to send it along 
an energy-optimal route. The objective is achieved by applying an energy-performance 
model of a multicopter to a Boundary Value Problem (BVP) solver developed in 
MATLAB and analyzing the energy-optimality of the result. Multiple principles of 
optimal control theory are used throughout the solving process to predict certain 
conditions for optimality and determine the level of success of the results. 
v 
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At multiple stages of global conflict, it will be increasingly necessary for United States
Marine Corps (USMC) troops to deploy in an expeditionary fashion in different types of
terrain, thus requiring a higher level of stealth and faster resupplying logistics. Unmanned
Aerial Vehicles (UAVs) help support this mission by leaving behind a smaller footprint and
offering the advantage of intelligent autonomy. The fact that many of these drones, some of
which will be multicopter systems, will have to prioritize between multiple drop-off sites as
well as battle against environmental conditions (time-varying three dimensional weather and
terrain) presents many challenges. While optimal control models for fixed-wing UAVs have
been well-developed, achieving the same goal for a multicopter system requires additional
work due to the fact that its flight dynamics and energy expenditure are quite different.
In the envisioned battle-space logistics, the goal of the UAV is to successfully travel to
multiple required destinations while utilizing constrained energy. In addition to this task,
the system should also be able to calculate optimal routes to and from each destination that
harvest environmental weather energy, predominantly wind, in such a way to minimize fuel
consumption whilst staying within the dynamic constraints of the aircraft. The specific goal
of this thesis is to create an energy expense model of the multicopter and use it as a basis
to formulate and solve the corresponding Boundary Value Problem (BVP) for its energy-
optimal routing. The BVP should be robust to the variations of the boundary conditions and
the parameters of a generic multicopter in diverse wind conditions.
In this thesis study, two unique algorithms are applied in solving the BVP of a typical
delivery profile in order to produce a diverse solution set. The solutions will then be
compared to promote a better understanding of the overall problem and offer insight into
the determination of the most efficient solving method.
1.1 Background Information
The application of dynamic optimization theory can greatly benefit the task of optimal
guidance of the multicopter UAV in various military applications. The vehicles to be used
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for re-supply operations are relatively small, and thus have limited fuel and payload capacity. 
Considering a finite energy density of various sources (liquid fuels, compressed hydrogen, 
modern Li-Po materials) immediately constraints the envelop of operation. Therefore, not 
only the choice of the fuel, but also the actual mission control become interdependent 
and important factors of real life operation of UAVs. Additionally, the UAV must travel to 
multiple destinations and shape its path depending on which drop-off sites claim the highest 
priority. Considering these constraints, route determination for this mission is paramount, 
and the use of dynamic optimization theory helps to affirm that each flight will burn the 
least amount of energy possible. If a re-supply UAV gets slotted for a route that contains 
seven destinations, but it runs out of fuel after passing through the sixth drop-off site, the 
personnel at that last location must wait an entire delivery cycle before receiving their 
supplies. A truly optimal route that takes advantage of wind and minimizes energy-use 
can significantly affect the framework of USMC logistics. Additionally, a minimal-energy 
algorithm benefits companies who use multi-rotor UAVs for commercial purposes, such as 
agriculture, transportation, and long-endurance flights.
1.2 Literature Review
A fundamental aspect of the multicopter’s optimal control problem is the energy expenditure 
model for a generic rotary UAV. In order for the algorithm to be able to solve for an optimal 
route, it must have an idea of how much power will be consumed during flight a s a 
function of relevant control inputs. The technical paper “Energy Minimization for Wireless 
Communication with Rotary-Wing UAV” by Yong Zeng, Jie Xu, and Rui Zhang [1] derives 
such an expression that can be directly applied to the problem formulation for this study. 
The paper details what features of a rotary UAV contribute to its power consumption during 
level flight a s well a s t he s ignificant eff ect of  two co ntrol va riables, ai rspeed an d pitch 
angle. Appendix B also expands on the need to consider the profile, induced, and parasite 
components of energy consumption and how they can be properly modeled in the overall 
expression.
The paper “Smooth Trajectory Optimization in Wind: First Results on a Full-Scale He-
licopter” by Vishal Dugar, Sanjiban Cloudhury, and Sebastian Scherer [2] develops an 
algorithm to solve for an optimal path of an autonomous helicopter in the presence of wind, 
similar to the problem at hand. It also puts forth a set of dynamic equations to describe the
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motion of the rotary vehicles and takes into account real-life constraints, such as a flight 
path corridor to be followed (in order to keep the aircraft out of restricted airspace). The 
authors also discuss how their solution is further refined by applying velocity optimization 
to enhance the airspeed control at specific points and spline fitting to smooth sections that 
introduce jerk limits. While the current task does not necessarily have to produce a solution 
that is as polished, the work in [2] can still be referenced in the steps of developing the 
dynamic model of the system and analyzing the effect of wind on the optimal path.
Lastly, the thesis written by Capt Adam Jatho, USMC [3] directly deals with the 
optimization of UAV delivery flight paths in support of Marine Corps logistic operations. 
While it is oriented towards the multiple vehicle routing problem of directing the UAVs 
along a multi-node path while prioritizing amongst the given nodes, the paper also touches 
on the formulation of the mission’s BVP. Capt Jatho’s work serves as the basis for further 
optimization by considering a new class of multicopter UAVs. The paper provides a skeleton 
for how the BVP should be structured — it lays out the dynamic equations, minimal energy 
cost function, and Hamiltonian for the flight of a  UAV in the presence of wind. However, 
this implementation is specific to a  fixed-wing UAV. Multicopters possess a different set 
of dynamic equations and energy profile, presenting a new challenge for the logistics task. 
Nevertheless, [3] provides strong contextual background on what ultimately needs to be 
accomplished for this thesis.
1.3 Boundary Value Problems
A boundary value problem models the motion of any system through a finite state space 
from an initial state to a final s tate. The g oal o f t he BVP i s t o o ptimize t he dynamical 
motion of the given system with respect to any constraints that pertain to the problem. Some 
common features of a simulation that might be subject to minimization in a BVP are time 
spent, energy expended, distance travelled, thrust applied, and force exerted. In addition to 
constraints, boundary conditions, and knowledge of the optimization cost, a BVP must also 
contain a set of differential equations to describe the dynamic and kinematic motion of the 
system. For this thesis study, the only parameter subject to optimization for the BVP is the 
energy expenditure of the multicopter.
3
1.4 System Analysis
While a BVP solves for optimal trajectories between each unit during flight, this algorithm
is only one part of the UAV’s logistics mission planning. Figure 1.1 shows the functions of
the system as it engages in its mission profile.
Figure 1.1. Multicopter UAV System Block Diagram.
The picture of a quad-rotor on the bottom left area of the figure represents an example of 
what a generic multicopter for this mission might look like and refers to the “Dynamic 
Modeling” aspect of the system. The dynamics equations for a generic multicopter UAV are 
known and included in this picture. The Coupled Ocean/Atmosphere Mesoscale Prediction 
System (COAMPS) Weather Forecast [4] is the model that provides real-time weather data 
to ultimately be fed to the BVP solver. It contains wind vectors that will serve as inputs 
to the optimal control problem. The delivery profile refers to the “Higher-Level Tasking” 
of the multicopter’s mission - to deliver supplies to units at different locations along an 
optimal route. For each individual mission, the delivery profile will t ell t he UAV which 
units it must deliver supplies to and which claim the highest priority. This profile is crucial 
for the UAV to determine the optimal path, and which drop-off sites should be visited first. 
While developing an algorithm for this “Multiple Traveling Salesman Problem” is beyond
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the scope of this thesis, it is still important to recognize that it is part of the greater mission
of the UAV. The digital map provides coordinates of the delivery sites in order for the UAV
to be able to “check them off” as it arrives at each one. The multicopter also has a GPS to
provide a footprint of themulticopter’s ground track and an IMUon board to provide heading
with respect to due North. This information is fed to the localization system, which gives
a full estimation of the UAV’s position and heading in the inertial frame. The “Trajectory
Tracking Control” essentially serves as a correcting mechanism to bring the UAV back on
its desired path, should it veer off for any reason. The rotor thrust represents the “Low-Level
Actuator Control” of the system. A multicopter must alter its path by varying the amount
of thrust provided to each of its motors, thus commencing a roll maneuver. Ultimately, this
entire mission will be initiated by a Marine on the ground, or even multiple units within
reasonable distance of each other, requesting any type of resupply.
1.5 Implementation of the VRP Solver
The Vehicle Routing Problem (VRP) solver analyzes the delivery profile holistically and
is responsible for carrying out the task of creating an optimal delivery route with multiple
nodes. The onboard algorithm then develops a cost matrix of all possible combinations
for the order of units to visit during its mission. This cost matrix assigns a certain penalty
to each combination of flight paths depending on their energy-cost of travel and level of
priority. For each of these multi-node journeys generated by the VRP solver, the BVP
solver is responsible for providing the energy cost and the corresponding energy-optimal
trajectory between the nodes. Due to the fact that the VRP solver requires a large amount
of calculations for all possible optimal trajectories that must be continuously updated as the
weather changes, it is crucial that the BVP solver executes its task with fast computation
time. By working in conjunction with the VRP algorithm, the BVP solver then deals with
the actual “Trajectory Planning” portion of the problem. It takes the wind vectors from the
COAMPS forecast and the current dynamical state as inputs and solves for a minimal-energy
route between each node in the delivery profile. The approach to developing an algorithm
that solves the BVP in a timely manner is the main focus of this thesis and is discussed in
the next chapter.
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The approach to solving the BVP involves determining the dynamics of the vehicle states
and power expenditure of a generic multicopter and incorporating this information into a
numerical solver. TheBVP is formulated and solved using two distinct numerical approaches
in MATLAB. The first method uses a subprogram called DIDO, which is able to iterate
through the feasible solution space without the need to define the optimal controls in
analytical form. The second involves the application of MATLAB’s internal BVP-solving
functions, 1{?42 and 1{?52, which is a more complex procedure that requires the analytical
expressions of the optimal speed to fly and bank angle controls. The benefits of both
approaches are analyzed and the optimality of the solutions are compared in the following
chapters.
2.1 Introduction of System Dynamics and Coordinate
Frames
The system dynamics are derived by analyzing the relationship among the UAV’s Euler
angles and the velocity vectors in the presence of wind. The following kinematic diagram,
Figure 2.1, describes the steady state flight of amulticopter in the horizontal plane at constant
altitude. Two coordinate frames, body and inertial, are in place to help connect the wind
influence with the optimal guidance that is solved in an inertial North-East-Down (NED)
frame.
Figure 2.1 shows how the heading of the multicopter relates to both the body frame and
inertial frame. The inertial frame is defined as the NED frame, where the x-axis points
due North, the y-axis points due East, and the z-axis points toward nadir, completing the
right-handed orthogonal triad. The body frame is oriented about the multicopter and its
instantaneous heading - the x-axis points out of the “nose” (most multicopters do not have
physical noses but the term is used for visualization purposes), the y-axis points out of the
“right wing”, and the z-axis points out of the “belly” of the multicopter, completing the
orthogonal triad.
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Figure 2.1. Kinematics of a Generic Multicopter Flight in the 2D Plane. 
Adapted from [5]
Coordinate Frames
1 = body frame
8 = inertial frame, defined by North-East-Down triad
The anglek is the body heading of themulticopter with respect to dueNorth; it is assumed to
be driven by the onboard autopilot according to the provided reference and themeasurements
of onboard IMU and GPS. It can be observed in Figure 2.1 that this angle also represents
a yawing Euler angle between the inertial and body frames. In turn, the angle j is the
difference between the ground speed vector + and due North; it is assumed to be given by
the onboard GPS. The angle j is the crab angle - the difference between the +̄0 and the +̄
directions.
In the case of fixed-wing UAV it represents the aircraft maneuver required to compensate the
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lateral components of wind during flight. This is due to the fact that the wind causes fixed-
wing aircraft, which are not symmetrical about their lateral axes, to drift in an unwanted
direction. Pointing the nose slightly in the direction from which the wind is blowing allows
the fixed-wing aircraft to maintain its airspeed vector.
Multicopter UAVs, on the other hand, are typically symmetrical about both their longitudinal
and lateral axes - this eliminates the need to crab in the presence ofwind. Rather,multicopters
orient their heading toward the desired direction and command the proper bank to account
for the wind. Considering this fundamental difference between fixed-wing and multicopter
UAV flight dynamics as well as the fact that the onboard GPS can provide a footprint of the
multicopter’s ground track in the inertial frame, the ground heading angle does not need
to be modeled for this problem. Figure 2.2 helps to visualize the three Euler angles of a
multicopter and how they relate to the optimal control problem.
Figure 2.2. Euler Angles for a Generic Multicopter. Source: [6]
In Figure 2.2, the pitch angle \ controls the forward motion of the multicopter and the bank 
angle q controls the lateral motion of the system. Within the scope of the this project we 
assume that the lifting force from all rotors acts parallel to the z-axis of the multicopter (in 
the body frame), and the yaw control is managed by the autopilot altering the rotational and 
directional speed of the individual rotors, typically using the differential control. Since the
9
typical pitch angles of a heavy-lifting multicopter are likely to be within 10-15 degrees, the
2>B() of this angle will be close to 1 and the B8=() approximated by the angle itself. The
lateral bank angle q follows the desired control reference as the multicopter is required to
bank in order to change the lateral direction of flight.
2.2 Problem Assumptions
As stated in Section 2.1, the value of the total forward inclination angle that combines the
longitudinal “pitch” and the lateral “bank” angles is small, therefore allowing its longitudinal
power-loss effect to be controlled by the autopilot while keeping the lateral effect accounted
for by the optimal control task. For multicopters that are designed to fly with great speeds
and minimize time-of-flight, a relatively large forward pitch angle is required to attain the
proper airspeed. However, the UAV in this mission is not prioritizing speed, but rather
energy consumption, and will only use small pitch angles to reach its desired airspeed,
which is not to exceed 20 </B. Additionally, the power requirements of the multicopter
during flight are broken up into different components, but with the assumption that there is
an autopilot on board, the multicopter should be able to conduct the constant altitude turns
without losing energy efficiency to attitude maintenance. While multicopters rarely have
airspeed sensors onboard, we assume that it is always possible to calibrate the forward flying
speed vs the pitch angle in a no-wind environment that naturally represents the longitudinal
airspeed control of the autopilot. It is also assumed that the autopilot has the ability to
maintain desired airspeed and align the nose of the aircraft in the direction of the flight path
while conducting a maneuver. As touched on in Section 2.1, the autopilot is also capable
of inducing a yawing maneuver in either direction by the altering the direction and speed
of any of the motors. Essentially, the assumption of the onboard autopilot allows the goal
of minimal energy consumption to be achieved by controlling the airspeed and bank angle
throughout the trajectory. For this problem formulation, it is assumed that the multicopter
only moves in 2-D space (x-y for body frame and N-E for inertial frame), meaning that
the effects of wind in the z-direction are not considered. The assumption was also stated in
Section 2.1 that the onboardGPS has the capability to provide a footprint of themulticopter’s
ground track with respect to the inertial frame. Therefore, the ground heading angle j does
not need to be modeled for this problem.
Overall, the practical objective of the energy optimal control problem is to find the path that
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requires minimum energy expenditure for the route when it is followed with the optimal
airspeed. The trajectory at the hardware implementation level will be discretized by a set
of way-points, and along with the optimal airspeed they will be followed by a commercial
autopilot.
2.3 Definition of State and Control Variables
Three state variables are used to describe the movement of the multicopter throughout its
delivery mission. Displacement in the G and ~ direction provide exact coordinates of the
UAV, and the multicopter heading angle k specifies the direction the vehicle is travelling
with respect to due North. The trajectories of these three state variables offer an accurate
determination of the system’s behavior during flight.
State Variables
x = distance in the direction of the “nose” of the multicopter (meters, 8)
y = distance in the direction for the “right wing” of the multicopter (meters, 8)
k = multicopter heading, a.k.a. one of the Euler angles (radians, 8)
The state variables are examined in the inertial frame in order for the system dynamics to
remain compatible with the onboard GPS readings. The control variables are the physical,
aerodynamic contributions to the motion of the multicopter and are referred to in the body
frame.
Control Variables
q = bank angle (deg, 1)
+0 = airspeed (m/s, 1)
Design Limits
−30◦ < q < 30◦
4 </B < +0 < 20 </B
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The UAV’s bank angle, q and commanded airspeed, +0, are co-dependent on each other 
and significantly affect the trajectories of the state variables. The onboard autopilot sets a 
forward pitch angle (and thus a commanded airspeed calibrated to that maneuver) and the 
processing unit follows the optimal bank angle reference to minimize energy consumption 
in the given conditions. For this thesis study and to model the specifications of a  generic 
multicopter, design limits of 30 degrees and 20 m/s are applied to the model; these numbers 
are certainly notional and merely represent an envisioned operational range. The procedure 
of how the system shall determine the optimal values of these controls is one of the primary 
challenges of this boundary value problem.
2.4 State Dynamics Equations
The textbook Small Unmanned Aircraft by Randal Beard and Timothy McLain [5] provides 
multiple high-fidelity design models for UAVs with autopilot capabilities. While the book 
is oriented towards fixed-wing UAVs, its kinematic and design models can be applied to the 
flight of a generic multicopter with appropriate modifications.
A high-fidelity flight performance model intended for the flight behavior of a generic 
multicopter was obtained from [5] for the application of this study. By applying the 
problem assumptions listed in Section 2.2 to these equations, which can be referred to in 
Appendix C, a proper medium-fidelity model was developed to fit the task. Equations (2.1) 
and (2.2) demonstrate that the velocities in the G and ~-direction of the inertial frame are 
written in terms of the airspeed and heading, and the turn rate is a function of both controls, 
airspeed and bank angle:
¤G = +0 · cosk +,G (G, ~, C) (2.1)
¤~ = +0 · sink +,~ (G, ~, C) (2.2)
¤k = 
+0
· tan q (2.3)
Equations (2.1) and (2.2) show that the wind vector may be a function of the position of
the multicopter in 2-D space as well as time. In the operational environment, the COAMPS
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forecast [4] will provide a tabulated data set of wind vectors for the UAV’s given flight 
corridor. The directions and magnitudes of the wind vectors in this profile of data will vary 
greatly as wind envelopes may change with geographic location. Due to this unpredictability 
of the weather forecast in an effort to verify the solution to the optimal control problem, a 
simple wind gradient pattern will be chosen, shown by Equations (2.4) and (2.5):
,G (G, ~, C) = −ℎ~·~ (2.4)
,~ (G, ~, C) = 0 (2.5)
where ℎ~ is a constant parameter. Equations (2.4) and (2.5) state that the wind vector at any
point in time only blows in the x-direction, and that it is only a function of the position in
the y-direction. A visual representation of this wind gradient is provided in Figure 2.3.
Figure 2.3. Wind Gradient To Be Used for Dynamical Equations. Source: [7]
The specific choice of this wind gradient allows the solution to be further verified by  the 
fact that the multicopter should choose a path that takes advantage of tailwind and avoids 
headwind, making the solution-validation process straightforward and convenient. Thus, 
Equations (2.1) and (2.2) can be viewed as such:
¤G = +0 · cosk − ℎ~·~ (2.6)
¤~ = +0 · sink (2.7)





¤G2 + ¤~2 (2.8)
Knowing the effect of wind on airspeed helps to understand the behavior of another state
variable, multicopter heading (k). The relationship between wind velocity, airspeed, and
ground speed vectors can be written as such in Equation (2.9):
+̄0 = +̄ − +̄| (2.9)
The turn rate modeled by Equation (2.3) assumes that the UAV is equipped with an autopilot
that implements a feedback loop that completely eliminates the non-zero crab angle during
the flight in cross-wind conditions. The application of this assumption in deriving Equation
(2.3) can be found in Appendix A.
2.5 Co-state Variables
With the 3 degree-of-freedom dynamic model established in Section 2.4, the following







A co-state vector is useful in modeling the system in that it connects all of the state variables
to common units of interest. In this boundary value problem, the co-states serve to balance
the state variables as the total cost to fly, or the multicopter’s power loss, varies in different
wind conditions.
2.6 Cost Functional Modeling
An equation for the running power consumption of the multicopter during its 2-D flight
must be integrated into the cost function of the BVP. Only scenarios where resupply is
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not an emergency are being considered, so time is not a primary concern in the problem. 
Therefore, an endpoint cost, or a parameter for the final time, is not included. The power 
consumption of the system serves as the running cost and shall be integrated with respect 
to time in the problem. The following derivation of the energy expenditure model is based 
on the actuator disk and blade element theory that is provided in the Rotary-Wing UAV 
research paper by Zeng, et al [1]. Figure 2.4 helps to visualize the longitudinal forces acting 
on the UAV point mass as the power equation is derived with respect to these forces. The 
full-length derivation of the required power for flight can also be referred to in Appendix B.
Figure 2.4. Longitudinal Forces Acting on the Multicopter. Source: [1]
By drawing relationships between the thrust, weight, and bank angle, the final equation for
the required power in horizontal flight is written as such in Equation (2.11):
%A4@ (+0, q) = %0(1 +
3+20
Ω2'2
)︸            ︷︷            ︸
profile
+ %8 sec q(
√













0︸       ︷︷       ︸
parasite
(2.11)
This equation for required power serves as the cost functional for the task formulation and
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is parameterized by +0 and q. Further analysis of the Equation (2.11) suggests that the
required power is comprised of the sum of three individual factors - profile power, induced
power, and parasite power. When the multicopter is drifting with wind in a hovering state,
or when +0 = 0 and q = 0, the equation for required power is simplified to Equation (2.12):
%ℎ>{4AA4@ = %0 + %8 (2.12)
It makes sense that there should be no losses due to parasite power when the multicopter is





Before solving the trajectory optimization problem in the MATLAB environment,
Pontryagin’s Maximum Principle (PMP) is applied to the multicopter’s flight dynamics
and power consumption model in a typical mission profile to reveal certain conditions that
must be met in order to achieve an optimal solution. These conditions for optimality help
to determine the general behavior of the state and co-state variables that characterize an
energy-optimal flight path.
3.1 Necessary Conditions for Optimality
The mission profile given to the multicopter is a 20-kilometer flight in the East direction in
the presence of the wind environment discussed in Figure 2.3. Considering that there are
no time bounds to the problem, the boundary value problem is formulated as following:

State: x ∈ R3
Control: u ∈ R2




Subject To: ¤G = +0 · cosk +,G





C 5 = 5 A44
(G0, ~0, k0) = (0, 0, 0)
(G 5 , ~ 5 , k 5 ) = (20:<, 0, 0)
−30◦ < q < 30◦
4 </B < +0 < 20 </B
In the state space, the UAV begins its flight at the origin and is slated to terminate when it
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has reached its target exactly 20 kilometers in the East direction. Its task is to choose the
optimal commanded airspeed +0 and bank angle q, both within the system’s physical limits
and along the path that will minimize energy consumption throughout the trajectory.
3.1.1 Construction of the Hamiltonian
The construction of a Hamiltonian is a method in optimal control theory for expressing the
cost function in terms of the control variables and its connection to the dynamics of the
system. PMP states that the Hamiltonian can be examined to help anticipate trends in the
optimal solution. As seen in Equation 3.1, the Hamiltonian connects each co-state to its
corresponding state dynamic equation.
 (_, G, ~, k) = %0(1 +
3+20
Ω2'2
) + %8 sec q(
√

















3.1.2 Analysis of the Co-States
Optimal Control theory also states that the Hamiltonian can be used to analyze the behav-
ior of the co-state variables, as shown through the Adjoint Equations and Transversality
Condition.
The Adjoint Equations, shown by Equation (3.2) through (3.4) provide expressions for the
time rate-of-change of each of the co-states.
¤_G (C) = −
m
mG
= −_G ·1,1 − _~·2,1 (3.2)
¤_~ (C) = −
m
m~
= −_G ·1,2 − _~·2,2 (3.3)
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¤_k (C) = −
m
mk
= _G ·+0 · sink − _~·+0 · cosk (3.4)
The variable  represents a Jacobian that is formed by taking the partial derivatives of
the wind vector with respect to the three components that determine the wind strength -


















This generalized form of representing the Jacobian matrix allows different wind environ-
ments to be packaged into the same problem formulation. Since the wind case used for this
mission is time invariant, the values of 1,3 and 2,3 are zero. Therefore, the specific wind
case shown in Equations (2.4) and (2.5) allows the Jacobian to be simplified to the following







By applying the elements of this Jacobian to Equations (3.2) through (3.4), the Adjoint
Equations can be written as such:









¤_k (C) = −
m
mk
= _G ·+0 · sink − _~·+0 · cosk (3.9)
The application of the Adjoint Equations to this task formulation provides a comprehensive
expectation of what the solution co-state trajectories should look like in order to satisfy the
goals of the problem.
The Transversality conditionmay also reveal the general positioning of the co-state variables
at the end of the simulation. It is formed by first considering the Endpoint Lagrangian, an
equation that accounts for all known boundary conditions at the final time. The Endpoint
Lagrangian, shown by Equation (3.10) is used in the formula to arrive at Equations (3.11)
through (3.13) that provide the final values for the co-states.
® = a1(G 5 − G 5 ) + a2(~ 5 − ~ 5 ) + a3(k 5 − k 5 ) (3.10)












The final values of all three co-state variables should be three unique constants.
3.1.3 First Order Necessary Conditions of Optimality
The first order necessary condition, or Hamiltonian Minimization Condition (HMC), might
be the most important piece of information developed by applying PMP. Expressions for
the optimal airspeed and bank angle that minimize energy consumption can be established
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by taking the first order derivative of the Hamiltonian with respect to each control, as shown
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sec2 q) = 0
(3.15)
Both of the controls are coupled in these equations, meaning that they depend on each other
throughout the trajectory. For a software package such as DIDO that is able to iterate through
possible values of the controls during the solving process, defining an explicit expression
for each of the controls is not necessary. MATLAB’s internal BVP solver, however, does
not allow as much flexibility with defining these conditions in the problem space. The
relationship between the optimal airspeed and the power required to fly, as well as the effect
of wind direction on the commanded airspeed, are analyzed in Equation (3.14) to provide an
accurate expression for +0. By assuming that the airspeed will always be much greater than
the induced velocity during hover, {0, a first-order Taylor Series approximation is applied
to the third term in Equation (3.14) to eliminate the presence of bank angle in that term.
Additionally, it is assumed that the power required for horizontal flight does not depend
on the rotor inclination angle. These steps help to simplify Equation (3.14) and create an
expression for optimal airspeed that is dependent on the power required for level flight and











+ Λ = 0 (3.16)
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where Λ is equal to the term _Gcos k +_~sin k. It can therefore be observed that the airspeed 
to minimize energy consumption is dependent on the power required for forward flight (in 
zero-wind conditions) and the magnitude and direction of wind, respectively. When the 
multicopter flies in conditions where there is no wind present or it is constant, the term Λ 
becomes equal to 0 and the energy-optimal airspeed is characterized solely by the modified 
terms for required power. The relationship between the optimal airspeed and wind effects, 
+0
∗ (Λ), is analyzed over a wide range to gain a better understanding of how the multicopter 
might alter its commanded airspeed in varying wind conditions. It was discovered that 
a positive Λ depicted a headwind and a higher commanded airspeed while a negative Λ 
illustrated a tailwind, calling for a lower airspeed. This relationship confirmed t hat the 
process of simplifying the expression for optimal airspeed in the HMC conditions was 
valid. The fact that optimal bank angle q was coincidentally removed from the equation did 
not decrease the fidelity of the control. The polynomial curve was fitted and implemented in 
the BVP-solving algorithm. It can also be observed in Equation (3.16) that the solution for 
optimal airspeed is of third order, which is an accurate characterization of how the airspeed 
of the vehicle should react in a varying wind environment.
Now that the expression for optimal airspeed has been made explicit, Equation (3.15) can 
be modified accordingly so that MATLAB’s BVP solver can read it without any numerical 
issues. The current expression for the optimal bank angle is too complex (the order of 
the polynomial is too high to provide a sensible array of values) and must be adjusted 
without sacrificing accuracy. The same assumption of the required power’s independence 
from rotor inclination angle was applied to the pitch angle of the multicopter. The rotary 
power consumption theory laid out in [1] was also used to include thrust as a variable in 
the induced power portion of the cost function, allowing Equation (2.11) to be rewritten as 
such:
%A4@ (+∗0 , q, )) = %0(1 +
3+∗20
Ω2'2
)︸            ︷︷            ︸
profile
+ (1 + 1
cos q






0︸        ︷︷        ︸
parasite
(3.17)
In Equation (3.17), {80 is the mean induced velocity of the multicopter that also accounts
for the rotor thrust, ) . By referencing the free body diagram of the multicopter in Figure
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2.4, recall that the rotor thrust is equal to the weight of the vehicle divided by the cosine
component of the bank angle, ) = <cos q . However, with the assumption that thrust is not
sensitive to rotor inclination angle, the total thrust in this equation can be calculated from
the optimal speed to fly along the longitudinal axis. Essentially, this allows thrust to be
written as a function of the optimal airspeed that has already been calculated, ) (+∗0 ) and
further simplify the required power in Equation (3.17). This equation is used to derive the
corresponding Hamiltonian, resulting in the following first-order necessary condition for










Resolving equation (3.18) with respect to q shows that the bank angle depends mainly on





A scaling term ℎ2>=C will be added to the equation at the “continuation” stage to improve
the convergence speed of the BVP algorithm. The details of the “continuation approach”





3.1.4 Hamiltonian Value Condition
The Hamiltonian Value Condition (HVC) provides that the Hamiltonian at the final time of
the simulation is equal to the partial derivative of the Endpoint Lagrangian with respect to
any time-constricted terms, as shown in Equation (3.21).





Recall from Equation (3.10) that the Endpoint Lagrangian depends on the final state con-
ditions and is absent of a final time parameter. Since time minimization is not a parameter
in the trajectory optimization problem, it is expected that the Hamiltonian at the final time,
 (C 5 ) should be equal to zero.
3.1.5 Hamiltonian Evolution Condition
The Hamiltonian Evolution Condition (HEC) is constructed by taking the partial derivative
of the minimized Hamiltonian, , with respect to time. Equation (3.22) shows that when the








This procedure proves that the minimized Hamiltonian, H, is constant as a function of time.
These two pieces of information reported in Sections 3.1.4 and 3.1.5 provide the expected
trajectory of the Hamiltonian during the simulation. Since the minimized Hamiltonian
should stay constantwith time and terminatewith a value of zero, its trajectory should display
as a straight line along the x-axis. By applying Pontryagin’s Maximum Principle to the
boundary value problem before attempting to reach a solution, the process of exposing red
flags and sub-optimal features becomes more apparent. The necessary conditions outlined
by PMP serve as a compass when implementing the boundary value problem into a software
program and also help to authenticate the optimality of the solution.
3.2 Problem Scaling
Once given the delivery profile, the UAV must process the optimal trajectory algorithm
onboard before flying its course, and must continuously do so in order to search for routes
that offer a higher amount of potential energy savings. Computation time can be significantly
decreased by scaling the problem space down to amuchmoremanageable size forMATLAB
or any software program to search through. The process of applying scaling to an optimal
control problem should not skew the trajectories of the state dynamics equations, but rather
map them to a smaller space to shorten the time to reach the solution. The solution should
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then be “deconstructed” by applying the same scaling factors that were used to initialize the
problem formulation. For this problem formulation, a canonical-based approach is taken in
scaling the multicopter’s system dynamics. Arbitrary factors for velocity and acceleration









The terms * and )* are used to represent “distance units” and “time units”, respectively,
in order to distinguish between variables that are calculated in the engineering and canonical
form. These scaling factors are then applied to the velocity triad in order to arrive at values





B20;4 = +B20;4)B20;4 = * (3.26)
Since angles are depicted in radians for this problem formulation, it does not make sense to
subject k and q to scaling because the domain for these variables is already small. Feeding
scaled values to trigonometric operations would also further skew the data. Thus, all relevant
variables are able to be compressed by the four scaling factors shown in Equations (3.23) -
(3.26) to create a new set of fully-scaled state and co-state dynamics equations, displayed
by Equations (3.27) to (3.32).
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¤̃G = +̃0 cosk + ,̃G (3.27)
























¤̃_k (C) = −
m̃
mk
= _G+̃0 sink − _~+̃0 cosk (3.32)
Any variable that is marked with a tilde (~) symbol signifies that it has been scaled properly.




After the problem formulation was fully analyzed and the conditions for optimality in the
solution were defined, the mission was simulated using the DIDO software and BVP-solving
environment in MATLAB. The solutions produced from both methods are verified by the
requirements laid out in Section 3.1 and are also compared with each other in order to
strengthen their validity.
4.1 Mechanics of the Software Algorithms
The DIDO software package is used to solve the BVP by defining a valid search space for
the state and control variables. DIDO has the ability to examine time-discrete solutions
within the search space that both satisfy the boundary conditions and minimize the cost
function. The BVP-solving functions in MATLAB apply a method known as collocation to
iterate through potential solutions. Instead of building a search space for the state and control
variables, the problem formulation is fed into the algorithm by defining a time horizon for the
simulation that is divided into a certain number of nodes. Themulticopter’s system dynamics
equations,mission-specific boundary conditions, and an initial guess for the state trajectories
must also be provided to the solver. The algorithm then processes this information as a set
of ordinary differential equations (ODEs) and solves them simultaneously through each
discrete step in the time horizon. Since there are no time bounds in the mission and the final
time of the simulation is unknown, this value is also solved for by first creating an initial
guess, then deconstructing the guess with solution-extracted parameters. In addition to the
BVP solving technique, a method known as continuation is used to increase the effectiveness
of the BVP solver and verify the expected behavior of the solution.
4.2 Continuation Algorithm
Unlike DIDO, the BVP solver approaches the problem with a predefined search space. The
initial guess, therefore, is prone to inaccuracy and can inhibit the algorithm from converging
on a solution. Amethod known as continuation helps to overcome the difficulty of producing
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a feasible guess at the solution and increases the overall effectiveness of the route-finding
task [8]. The process involves running the algorithm a single time and saving the solution set
to be used as the initial guess for each subsequent run. For the multicopter’s flight task, the
first run of the simulation is conducted in a non-wind environment, and the solution set from
that first run is applied to the initial guess of the second. This process is repeated until the
solver runs in an environment where the wind matches the full magnitude of that which is
provided in the mission profile. This incremental adjustment of the wind magnitude is also
applied in the optimal control for the bank angle, Equation (3.20). As the strength of wind
increases, the banking input to the system should also increase proportionally. Employing
continuation in this manner ensures a positive trend of initial guesses and provides a
proper sense of direction for the algorithm in wind environments that range from mild and
predictable to turbulent and erratic. The technique also leads to a faster computation time
in that it removes unnecessary guesses at the solution that may be far off.
4.3 Overview of the Optimal Control Solution
This section provides an overview of the key properties of the optimal trajectory obtained
by both DIDO and the BVP solver in MATLAB. The following figures connect the set
of assumptions made towards the task formulation with the physical interpretation of the
optimal trajectory and two control laws of the airspeed and bank angle. The discussion
highlights the functions performed by the autopilot when it is given the trajectory and the
airspeed as two fundamental references to follow. It should not be confusing that the optimal
bank angle is omitted as the knowledge of trajectory and the speed uniquely identifies the
“missing” bank control.
The scenario describes an optimal flight between the boundary conditions which are distant
at 100 <. The wind is time invariant and follows the definition given in Equation (2.4) and
(2.5). The resulting trajectory is presented in Figure 4.1. The scale of axes is chosen equal
to highlight the minimal curvature and symmetric shape of the resulting path. Despite the
insignificant magnitude of wind, the trajectory goes through the area of tailwind with higher
intensity thus demonstrating the energy harvesting effect.
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Figure 4.1. Multicopter Optimal Trajectory for 100 Meter Flight.
It can also be observed in Figure 4.1 that the heading of the multicopter points primarily east
throughout its trajectory; an exclusive tailwind is the dominating vectoral wind component
during flight. While the vehicle does turn south to take advantage of the higher magnitude
of tailwind in that region, it does not fly through a crosswind and the optimal trajectory is
not much longer in distance than a path that follows the shortest Great Circle route. Figure
4.2 illustrates the nature of the optimal airspeed and the bank angle.
29
Figure 4.2. Control Variable Trajectories for 100 Meter Flight.
In Figure 4.2, both the airspeed and bank angle during the 100 < flight behave as expected
and adhere to aerodynamic laws. While the change in airspeed is minimal, the shape of the
time history represents the act of harvesting wind energy by decreasing the commanded
airspeed in stronger tailwind regions. When the multicopter does encounter minimal cross-
winds when turning in and out of its most southerly flight path, the autopilot increases
the airspeed accordingly. The UAV also flies faster through crosswind regions in order to
arrive at the maximum tailwind section in a shorter amount of time. Similarly, the time
history of the bank angle commanded by the autopilot follows a practical trend. For this
short flight, the vehicle initiates its trajectory by banking to the right, which is shown by
the negative value. As the multicopter begins to enter the complete tailwind region, its right
bank decreases until it must turn the other direction to reach the final coordinates. Although
a left banking maneuver properly sends the UAV back north to the target, another right bank
is required to satisfy the requirement of 0◦ for the final heading angle. The switching of the
bank angle sign from negative to positive and then positive back to negative delineates two
coordinated turn maneuvers during the trajectory.
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4.4 Optimal Solution Produced by DIDO
The DIDO software solved the BVPwith the conditions set forth in Section 3.1 and provided
an array of the solution states, co-states, and controls throughout time. In Figure 4.3, the
axes are not scaled because the deflection in the North-South direction is small compared to
the distance traveled. Representing the trajectory in this manner allows clear visualization
of the turning points along the flight path.
Figure 4.3. Multicopter Optimal Trajectory Produced by DIDO Software
Package.
Figure 4.3 displays the multicopter’s trajectory that minimizes energy consumption during
its flight from the origin to 20 kilometers due East. The green arrows depict the strength
and direction of the wind field in the scenario. The UAV immediately flies “south” to take
advantage of energy savings in the tailwind region, as the wind in the easterly direction
increases in magnitude the more south the UAV flies. It is expected that the flight path is
symmetrical in nature, given that the wind field is mirrored about the x-axis. It should also
be noted that the onboard autopilot points the nose of the multicopter in the direction of
the airspeed vector, thus eliminating the necessity to crab in crosswind. This wind gradient
offers multiple levels of verification to the solution by analyzing the shape of the trajectory
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in conjunction with that of the controls. Figure 4.4 shows the inputs to the airspeed and
bank angle from the DIDO solution.
Figure 4.4. Control Variable Trajectories from DIDO Solution. (a) Airspeed,
m/s (b) Bank Angle, deg.
In Figure 4.4, both the airspeed and bank angle display trends that match the multicopter’s
trajectory. The commanded airspeed does not surpass the system’s 20 m/s ceiling and the
bank angle never exceeds the physical design limit of 30 degrees on each side. The autopilot
can be seen to increase the airspeed once entering crosswind regions and holds it until
required to turn back to the final position. This shows that even in sections where the
speed of the tailwind is around 10 </B, DIDO still found it necessary to maintain airspeed
in order to minimize fuel consumption. Additionally, the bank angle shown in the figure
is the exclusive lateral roll commanded by the autopilot. The aerodynamic concept that
describes the physical relationship between bank angle and airspeed also holds in Figure
4.4. When an aircraft flies with a relatively slower airspeed, a greater bank angle is required
to conduct the same magnitude turning maneuver than if it was flying faster. This banking
in response to airspeed follows the same trend displayed in Figure 4.2. At the start of the
route, the multicopter recognizes the advantage of flying south and immediately turns that
32
way, initiating a large bank angle to the right. Once the vehicle is heading in the proper
direction, the magnitude of the bank input starts to relax. While the behavior of the flight
path and control trajectories make visual sense, it is difficult to determine true optimality
of the solution from these two figures. The goal of the task is to minimize the cost function
over time while meeting the necessary conditions discussed in Section 3.1, so a further
analysis of the results is required in the solution-validation process. A plot of the so-states
is shown in Figure 4.5 to help support this verification procedure.
Figure 4.5. Co-state Trajectories from DIDO Solution.
Figure 4.5 illustrates the solved co-state trajectories from DIDO and strengthens the validity
of the algorithm by satisfying the conditions outlined in Section 3.1.The slope of _G is zero,
which complies to the information provided in Equation (3.1.2). Because this characteristic
of _G is met, Equation (3.1.2) states that the slope of _~ should be some negative constant,
meaning that its trajectory should display a downward, linear trend. As Equation (3.1.2)
suggests, the co-state _k is a function of both _G and _~ and should therefore be second
order in nature. In addition to meeting the conditions of the Adjoint Equations, the co-state
trajectories satisfy the Transversality Conditions in that all three of their final values are
equal to unique constants. In order to further analyze the efficiency of the DIDO solution,
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Figure 4.6 compares the optimal solution with a second route that has the potential to offer
increased energy savings.
Figure 4.6. Comparison of Optimal and Sub-Optimal Energy Consumption
from DIDO Solution.
Figure 4.6 shows the UAV’s cumulative energy consumption over time for two different
scenarios. The first, represented by the solid curve, is the energy corresponding to the
optimal trajectory shown in Figure 4.3. The second case, illustrated by the dashed line,
describes a vehicle that ignores the presence of wind and takes the shortest Great Circle
route to the given target, also flying with an airspeed designed to minimize power loss in
no-wind conditions. For this “wind-ignorant” route, the bank angle is set to zero (since there
is no need to turn when flying in a straight line without wind) and the airspeed is set to a
constant value that minimizes the required power. Not only does the optimal route burn less
energy than the wind-ignorant route, but it also requires a shorter travel time. The benefits
of increased ground speed obtained in the tailwind region explain the significantly shorter
time-of-flight provided by the optimal trajectory. While the multicopter does consume
energy at a faster rate throughout its flight, the airspeed of the vehicle is supplemented
by a substantial amount of wind speed in the same, vectoral direction. By analyzing the
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relationship between time, distance traveled, and ground speed in Equation (4.1), it is clear
that a substantial increase in speed over ground leads to a shorter time-of-flight.





The strength of the wind as implemented in the task formulation by Equations (2.4) and
(2.5) is controlled by the size of the constant parameter. A specific value of this parameter
is applied to the algorithm in order to ensure that the speed of the wind does not exceed 30
</B, which is somewhat unrealistic for multicopter flight conditions but allows convenient
visual analysis of the influence of wind. This environment is used to clearly demonstrate
that the consideration of wind leads to consistent energy savings throughout time.
4.5 Optimal Solution Produced by the BVP SolverMethod
in MATLAB
MATLAB’s BVP solver is just as efficient in producing a solution for the same optimal
control task of flying 20 :< in the presence of wind. The opportunity to compare the
results generated via the BVP solving method with those from DIDO add an extra layer
of verification to both techniques. Although the mechanisms that each of the algorithms
apply are quite different, the BVP solver method should produce a similar solution set in
order to achieve optimality. Figure 4.7 shows the optimal trajectory in the 2-D frame that is
produced from the problem formulation in Section 3.1. The axes are once again not set to
scale in order to allow easy interpretation of the trajectory.
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Figure 4.7. Multicopter Optimal Trajectory produced by MATLAB’s BVP
Solver.
In Figure 4.7, the multicopter also flies south to gain access to stronger tailwinds and
follows a symmetrical trajectory, thus adhering to the wind gradient. While the UAV’s path
exhibits a slightly larger amount of deflection to the south than that from the DIDO solution,
the two routes are still similar in nature. The difference between these two trajectories is
explained by the BVP solver’s strict protocol for formulating the control trajectories. Recall
from Section 4.1 that DIDO has the power to iterate through possible control trajectories
that minimize the cost function without having to provide an initial structure or set of
equations for these variables. Adversely, the BVP solver requires an explicit representation
of the control variables in the algorithm that is derived from the minimization condition of
PMP. Therefore, a difference in the controls among the DIDO and BVP solver methods is
inevitable. The appropriate procedure for comparing the solution sets of the two methods
should be to ensure that the state, co-state, and control trajectories follow the same expected
trends and satisfy the necessary conditions for optimality. Figure 4.8 shows the airspeed
and bank angle time histories during flight.
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Figure 4.8. Control Variable Trajectories from BVP Solver. (a) Airspeed, m/s
(b) Bank Angle, deg.
In Figure 4.8, both the airspeed and bank angle stay within their design limits and follow
the same flow as that which is displayed in Figure 4.4. The UAV commands a higher
airspeed in the beginning of the route and slowly decreases it as the vehicle moves into
stronger tailwinds. At the very beginning and end of the route, a larger bank angle to the
right (negative) is required to match the vehicle’s low airspeed and turn in the presence of
crosswinds. For a majority of the trajectory the bank angle remains near to zero, except
for the middle section of the route where the UAV must turn in and out of the straight
tailwind region. This specific behavior of the control trajectories shows that the algorithm
immediately recognizes where to fly in order to reduce its immediate energy consumption,
and wastes no time orienting and flying to the appropriate area. In order to further verify that
the BVP solver method using continuation offers a consistent, energy-optimal solution, more
analysis of the result and its satisfaction of Pontryagin’s Maximum Principle is conducted.
An examination of the co-states in Figure 4.9 is conducted to reference PMP.
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Figure 4.9. Co-state Trajectories from BVP Solver.
The co-state solution displayed in Figure 4.9 also matches the behavior in Figure 4.5 and
meets both the standards of the Adjoint Equations and Transversality Condition. The sharper
nature of the _k time history concurs with the faster response of the control input behavior.
The same comparison of energy consumption of the optimal trajectory and the shortest
Great Circle route is produced in Figure 4.10.
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Figure 4.10. Comparison of Optimal and Sub-Optimal Energy Consumption
from BVP Solver.
Figure 4.10 shows that the required energy for the solved trajectory is much lower than
that of a Great Circle route. The lower values of commanded airspeed throughout the flight
also help to explain the fact that the vehicle consumes energy at a slower rate than it does
in the simulation run by DIDO. Additionally, it can be seen that the energy consumption
required by the BVP solver is much less than that of DIDO. This lower energy requirement
is attributed to the fact that the airspeed is throttled back in the tailwind region to take
advantage of the increased ground speed. The same strength in wind gradient is applied to
this solving method and contributes to a significant decrease in time-of-flight.
Providing energy-optimal solution sets that satisfy the necessary conditions established
by PMP with two unique methods opens the door for trade studies in regards to onboard
compatibility. While it took DIDO an average of 30-60 seconds to run the algorithm on
an Intel core i7 processing unit, the BVP solver required approximately 2-4 seconds to
run the entire continuation scheme on the same system. DIDO also requires a predefined
search space for the state and control trajectories which must be adjusted manually as
boundary conditions and wind environments will vary with each delivery package. In
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MATLAB’sBVP-solving environment, the boundary conditions are read in conjunctionwith
the system dynamics equations to define the problem space. This protocol supplemented by
the continuation method provides the capability to solve different BVPs without depending
on manual, user adjustments. In consideration of the given trade studies, it is much more
practical to run the BVP solver onboard the multicopter, as the algorithm is expected to
frequently update the system with new wind conditions and potential route adjustments.
4.6 Numerical Analysis of Energy Efficiency
With the BVP solver as the algorithm of choice to be implemented onboard the system,
it is important to further verify its ability to produce truly optimal results. One such way
to analyze the energy efficiency of the continuation method is by running the same task
formulation with a variance of control inputs to search for an altered trajectory that might
provide additional energy savings. As the applied model describes a wind strength that
increases in magnitude with displacement away from the x-axis, a neighboring trajectory
that turns farther south to fly in a stronger tailwind region has the potential to minimize
energy consumption to a higher degree. Similarly, a route that flies closer to the x-axis may
save more energy by requiring smaller turning maneuvers. These two neighboring routes
are compared with the solution generated in Figure 4.10 to allow visual analysis in Figure
4.11.
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Figure 4.11. Comparison of Optimal Energy Consumption from BVP Solver
with Alternate Solutions.
In Figure 4.11, it is evident that the trajectory of the optimal solution requires less energy
usage than both of the alternate routes. The curve depicted as 2><?1 represents a trajectory
that stays relatively closer to the x-axis with smaller control inputs. Conversely, the route
labeled as 2><?2 employs larger control inputs and flies farther south than the solution
trajectory. Amore detailed numerical analysis of comparable trajectories and their respective
energy requirements is shown in Figure 4.12.
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Figure 4.12. Variance of Optimal Energy Consumption from BVP Solver.
Figure 4.12 displays the resulting energy consumption of running the algorithm with all
possible combinations of control inputs within a 25% variance from the optimal airspeed
and bank angle solutions. Any variance away from the solution provided by the BVP solver
leads to an instant increase in energy expended throughout the flight, proving that the
trajectory is indeed the most efficient option. While the penalty for altering the airspeed
from the solution is transparent, the effects of varying the bank angle is difficult to observe.
This is due to the fact that the commanded bank angle is near to zero during a majority of
the trajectory; thus, a variance in such a small number leads to smaller penalties in energy
consumption.
4.7 Introduction of Time-Variance to the Wind Environ-
ment
The effectiveness of the BVP solver algorithm is further tested by employing it in a time-
varying wind environment. Nearly the same problem formulation is given to the software
with the addition of time-dependency in the wind model,
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,G (G, ~, C) = −(0C + 1)~ (4.2)
,~ (G, ~, C) = 0 (4.3)
where 0 and 1 are both user-defined coefficients to modify the strength of wind with respect
to time and displacement from the x-axis. Figure 4.13 shows the resulting BVP solver
trajectory to the problem formulation discussed in Section 3.1.
Figure 4.13. Multicopter Optimal Trajectory Produced by MATLAB’s BVP
Solver in Time-Varying Wind.
The flight path in Figure 4.13 shows that the algorithm also possesses the capability to pro-
cess a time-varying wind in the delivery package. The green arrows represent the magnitude
of the wind speed to change locally; that is, as time increases in the simulation the larger
effect of wind is applied to the equation based on the multicopter’s exact location. The vehi-
cle turns south to fly in the tailwind region as expected, but the trajectory is asymmetrical,
unlike that which is displayed in Figure 4.7. The system realizes that the strength of wind
increases with flight time, and therefore makes a greater effort to enter the tailwind region
in the beginning of the route in order to take advantage of this specific wind pattern. The
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time histories of the control inputs are also shown in Figure 4.14.
Figure 4.14. Control Variable Trajectories from BVP Solver in Time-Varying
Wind. (a) Airspeed, m/s (b) Bank Angle, deg.
The commanded airspeed and bank angle in the time-varying wind environment correspond
to the turning maneuvers in the flight path. The airspeed decreases and reaches its low point
at an earlier point in the trajectory, due to the multicopter experiencing stronger tailwinds
with time. The same energy-oriented analysis of the time-varying wind solution is employed
to prove true optimality, shown in Figure 4.15.
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Figure 4.15. Variance of Optimal Energy Consumption from BVP Solver in
Time-Varying Wind.
Although increasing the airspeed in the beginning of the trajectory to enter the tailwind
region earlier presents a possible decrease of overall energy usage, doing so has the opposite
effect. While a simple, time-independent wind field creates transparency in the solution-
verification process, an environment that changes throughout time provides a more realistic
scenario for the system. The ability of the BVP solver to produce an exact trajectory that
minimizes energy expenditure in the presence of time-varying wind speaks to the accuracy
of the algorithm’s process in determining the proper control inputs.
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This study proves that the application of dynamic optimization theory to the objective of
minimizing a multicopter UAV’s energy expenditure during flight significantly changes the
approach to tactical resupply for the USMC. By integrating an algorithm with the capability
of harvesting energy from wind onboard the system, the UAV optimizes its use of fuel
throughout the entire flight.
By packaging critical information from the delivery profile and an accurate model of the
multicopter system into a logical and readable structure, the algorithm solves for the exact
optimal trajectory for flight. The solver ultimately interprets the mission as a boundary
value problem with the goal of minimizing the cost function ( required energy), throughout
the flight. While multicopter UAVs share some similarities with those of the fixed-wing
type, their flight dynamics and power consumption contain many technical differences. The
energy expenditure model for a generic multicopter UAV is dependent on the instantaneous
airspeed and the total pitch angle of the system. This power model, along with a set of dy-
namic equations to describe the state of the system, are used in conjunction to formulate the
boundary value problem read by the onboard algorithm. Two different methods of solving
this problem in the software environment, DIDO and MATLAB’s BVP solving functions,
were analyzed and their results compared. While both techniques were successful in devel-
oping optimal solutions, the BVP solver method offers a much faster computation time and
is more compatible with the autonomous system. An algorithm that applies continuation to
the BVP solver produces a consistent optimal solution in different environments and can
be confidently implemented onboard a multicopter UAV in that it satisfies the necessary
conditions set forth in dynamic optimization theory.
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5.2 Future Work
While the algorithm developed in this study that utilizes both collocation and continuation is
fully verified in the discussed problem space, its overall robustness can be improved in order
to harden the system in more extreme and unpredictable environments. The next steps are
to work towards full operational readiness of the solver by increasing the complexity of the
wind environment and range of the boundary conditions without sacrificing computation
time. The state space should also be expanded into the 3rd dimension and include wind
blowing in all directions as processed from the updated weather forecast file. In addition
to improvements in the software element of the system, the hardware components onboard
should be prepared in a manner to provide readable data to the BVP solver algorithm.
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APPENDIX A:
Derivation of Multicopter Heading Angle
Collaboration with ENS Shawn Lee, USN, was done in order to understand the derivation
and justification of this dynamical equation. Recall the equation for the wind triangle,




cos j cos W













where W is the flight path angle, the angle from the horizontal plane to the ground speed
vector. W0 is the angle from the horizontal plane to the airspeed vector. ,# , , , and ,
are the wind velocity components in the North, East, and Down direction, respectively.
Considering the 2-D task where the altitude is constant, the flight path angle W as well as
wind , in the Down direction are assumed zero. By taking the time derivative of both
sides of this equation and cancelling out terms that go to 1 or 0, the following expression is
yielded:
¤+ sin j + ¤j+ cos j = ¤+0 sink + ¤k+0 cosk (A.2)
Isolating the equation in terms of both ¤+ and ¤k then yields:
¤+ =
¤+0 cosk −+0 ¤k sin j
cos j










¤j tan j (A.4)




tan(j − k) +
+ ¤j
+0 cos(j − k)
(A.5)
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The known equation for j¤ is given by Beard and McLain in [5]:
¤j = 
+
tan q cos(j − k) (A.6)
By plugging Equation A.6 into the previous equation and assuming that airspeed is constant





It is important to realize that this equation holds true in the presence of wind.
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APPENDIX B:
Derivation of Required Power
The following derivation of the energy expenditure model is based on the actuator disk and 
blade element theory that was provided in the Rotary-Wing UAV research paper by Zeng, 
et al [1]. The source categorizes the power requirement into 3 separate contributions: a 
blade profile power, induced power, and parasite power. The actuator theory states that the 
torque coefficient, @2, is a contributing factor to the required power for cruise flight and can 








where X is the profile drag coefficient, ` is the advance ratio, : is an incremental correction
factor to induced power, and _8 is the mean induced velocity normalized by tip speed. Ω is
the blade angular velocity in rad/s. {80 is the mean rotor induced velocity in forward flight.
C2 is the thrust coefficient which can be written as a function of the thrust generated by
the multicopter. +̂ is the forward speed normalized by tip speed and is equal to `. 30 is the
fuselage drag ratio. The advance ratio, mean induced velocity normalized by tip speed, and














where +0 is the airspeed, ) is the thrust of the multicopter, d is the air density, B is the
rotor solidity ratio,  is the rotor disc area, ' is the rotor radius. By substituting Equations
B.3-B.5, a new expression of the thrust coefficient as a function of airspeed and thrust is
yielded:



















The equation for hovering power also defines two constants that are used in this derivation,











Substituting Equations B.8 and B.9, as well as the Equation B.5 into the required power
equation yields the following:
%(+0) = %0(1 +
3+20
Ω2'2
) + %8 (
√












It is known that the thrust-to-weight ratio is  = )
,
. By referencing the balance of these
two forces in Figure 2.4, the following relationship must hold in a constant altitude flight:
) cos q = , (B.11)
where the angle q is the total inclination angle of the multicopter. Since the longitudinal
component of q angle is typically small for the ‘not racing drones’, the thrust in the longitu-
dinal direction will be equal to weight, therefore leading to  = 1. However, the multicopter
will still experience significant ‘bank’ angles in the lateral direction (roll maneuver) in order
to change the direction of flight. Therefore, the lateral pitch angle, also known as bank angle,
will still need to be included in the cost function to minimize the energy expenditure of the
multicopter. Using the relationship from the previous equation, the following expression for
the parameter  is derived:
 = B42(q) (B.12)
This leads to the final equation for the required power in horizontal flight that can be written
as a function of two control variables, airspeed and bank angle:
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%(+0, q) = %0(1 +
3+20
Ω2'2
) + %8 sec q(
√












This equation for required power in horizontal maneuvering flight implements the cost
functional of the minimum energy trajectory optimization task and is parameterized by two
controls +0 and q.
Further analysis of the Equation (2.11) suggests that the required power is comprised of the
sum of three individual factors - profile power, induced power, and parasite power. When
the multicopter is drifting with wind in a hovering state, or when +0 = 0 and q = 0, the
equation for required power is simplified to the following:
%ℎ>{4AA4@ = %0 + %8 (B.14)
It makes sense that there should be no losses due to parasite power when the multicopter is
hovering and that the required power to maintain this state is only dependent on the profile
and induced elements.
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The following kinematic guidance model has been adopted from the textbook "Small
Unmanned Aircraft" by Randal Beard and Timothy McLain to represent the kinematics
of a generic multicopter flying in the presence of wind:
¤G = +0 · 2>Bk · 2>B\ +,G (C.1)
¤~ = +0 · B8=k · 2>B\ +,~ (C.2)
¤I = + · B8=\ +,I (C.3)
¤\ = 
+
(= · 2>Bq − 2>B\) (C.4)






· C0=q · 2>B(j − k) (C.7)
This truth model possesses 7 degrees of freedom. The states G, ~, and I represent the
multicopter’s position in the inertial frame. It can be observed that the change in position
of the multicopter is dependent on its airspeed, pitch angle, roll angle, and wind vector.
The pitch rate, ¤\, is a function of the multicopter’s ground speed (+), load factor (=), pitch
angle and bank angle. The roll rate, ¤q is controlled by the onboard autopilot and depends
on a feedback control loop. The multicopter heading angle, k, is measured in the body
frame and is a function of the airspeed and bank angle. The ground heading angle, j, is
measured in the inertial frame and therefore dependent on the ground speed and bank angle.
It is important to note that the baseline kinematic model in this work excludes the vertical
states and controls that makes the task feasible to solve within the constraints of the onboard
micro-controller. The vertical position state I and the pitch angle \ are eliminated from the
model with the assumption of working in the 2-D plane.
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APPENDIX D:
Formulation of Scaling Problem









































k̃ = k (D.10)
q̃ = q (D.11)
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D.3 Scaling of the state dynamics equations
Original State Equations
¤G = +0 cosk +,G (G, ~)






































D.4 Scaling of the Co-State Dynamics Equations
Original Co-State Equations


















¤_k (C) = −
m
mk











This scaling of the wind is applied to all of the parts of the Jacobian that are included in
the equations of the co-states, since they are all partial derivatives of a velocity term with
respect to a distance term. It is shown below that a distance unit divided by a velocity unit
can also be written as a time unit.




















¤̃_k (C) = −
m̃
mk
= _G+̃0 sink − _~+̃0 cosk (D.17)
D.5 Scaling of the boundary conditions and the Hamilto-
nian
Scale Boundary Conditions













, k 5 ) (D.19)
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The Hamiltonian needs to be scaled by scaling all of its individual variables.
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D.6 MATLAB code implementation of the scaled state dy-
namics
The following MATLAB code represents the formulation of the state dynamics in the BVP
solver. The provided script is function that creates that set up the dynamical equations in
their scaled form to be solved in the algorithm.
1 function dydx = odeFcn(x, y, T)
2 % This function reads the system dynamics of the multicopter as a
3 % set of differential equations and integrates them with respect
4 % to the provided time vector.
5
6 % Author: Matthew Modelo
7 % Date Created: 15 February 2021
8 % Date Last Edited: 18 May 2021
9
10 % Canonical Scaling Factors
60
11 V_scale = 8.058;
12 A_scale = 9.807;
13 T_scale = V_scale/A_scale;
14 D_scale = V_scale*T_scale;
15 P_scale = (D_scale^2/T_scale^3);
16
17 % fuel consumption model
18 d0 = UAV.d0; % fuselage drag ratio (unitless)
19 rho = UAV.rho; % air density (kg/m^3)
20 R = UAV.R; % rotor radius (m)
21 A = UAV.A; % rotor disc area (m^2), A = pi*R^2
22 Omega = UAV.Omega; % blade angular velocity (rad/s)
23 Δ = UAV.Δ; % profile drag coefficient (unitless)
24 k = UAV.k; % incremental correction factor to induced power ...
(unitless)
25 m = UAV.m; % mass of multicopter (kg)
26 s = UAV.s; % rotor solidity, ratio of total blade area to total ...
disc area (unitless)
27 n = UAV.n; % number of rotors (unitless)
28 P_0 = ((Δ/8)*(rho*D_scale^3)*s*(A/D_scale^2)*...
29 ((Omega*T_scale)^3)*((R/D_scale)^3)); % profile power, W
30 P_i = ((1 + k)*((m*(g/A_scale))^(3/2))...
31 /sqrt(2*rho*A*D_scale)); % induced power, W
32 v_o = (sqrt((m*(g/A_scale))/(2*rho*A*D_scale))); %induced ...
velocity, m/s
33
34 % Redefine states and co-states for readability
35 xvec = y(1);
36 yvec = y(2);
37 psi = y(3);
38 lx = y(4);
39 ly = y(5);
40 lpsi = y(6);
41
42 % Call the wind function using the time scale
43 [Wx, Wy, J] = Wind_Model( Vw, h, Sc, xvec*D_scale, yvec*D_scale, ...
x.*abs(T)*T_scale);
44
45 % Optimal airspeed:
46 % This calls an external function that evaluates the optimal
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47 % airspeed across the range of Lambda
48 Va = va_opt( UAV.Vopt_coef, lx.*cos(psi) + ly.*sin(psi) );
49
50 % Now calculate Vin0 in order to find the optimal bank angle
51 Tr = m*(g); %thrust in the longitudinal plane
52 Vin0 = sqrt( sqrt( (Tr/(4*rho*A))^2 + (Va).^4./4 ) - (Va).^2./2); ...
% eq[65]
53
54 % Expressions for optimal bank angle, phi
55 % Derivation from 'optbank_1stordercond.mlx'
56 phi = -asin(lpsi./(Va.*Vin0.*m*(h/40))); %eqn solve method
57
58 % Maximum bank angle for the system is 10 degrees
59 phi( phi > phi_lim) = phi_lim;
60 phi( phi < -phi_lim) = -phi_lim;
61
62 % Scale the airspeed for the dynamics
63 Va = Va./V_scale;
64
65 % Dynamcis Equations (SCALED)
66 x_dot = Va.*cos(psi) + Wx./V_scale;
67 y_dot = Va.*sin(psi) + Wy./V_scale;
68 psi_dot = ((g/A_scale)./Va).*tan(phi);
69 lx_dot = (-lx.*J(1,1) - ly.*J(2,1))*T_scale;
70 ly_dot = (-lx.*J(1,2) - ly.*J(2,2))*T_scale;
71 lpsi_dot = lx.*(Va).*sin(psi) - ly.*(Va).*cos(psi);
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D.7 MATLAB code implementation of the scaled bound-
ary conditions and Hamiltonian
The following MATLAB code illustrates the implementation of the scaled boundary con-
ditions and Hamiltonian into the algorithm. The provided script is a function that scales the
boundary conditions and all terms in the Hamiltonian before providing the information in a
final package to be read by the algorithm.
1 function res = BC(ya, yb ,T)
2 % This function defines the necessary boundary conditions to be met
3 % in the task.
4
5 % Author: Matthew Modelo
6 % Date Created: 15 February 2021
7 % Date Last Edited: 18 May 2021
8
9 % Canonical Scaling Factors
10 V_scale = 8.058;
11 A_scale = 9.807;
12 T_scale = V_scale/A_scale;
13 D_scale = V_scale*T_scale;
14 P_scale = (D_scale^2/T_scale^3);
15
16 % fuel consumption model (IN SCALED UNITS)
17 d0 = UAV.d0; % fuselage drag ratio (unitless)
18 rho = UAV.rho; % air density (kg/m^3)
19 R = UAV.R; % rotor radius (m)
20 A = UAV.A; % rotor disc area (m^2), A = pi*R^2
21 Omega = UAV.Omega; % blade angular velocity (rad/s)
22 Δ = UAV.Δ; % profile drag coefficient (unitless)
23 k = UAV.k; % incremental correction factor to induced power ...
(unitless)
24 m = UAV.m; % mass of multicopter (kg)
25 s = UAV.s; % rotor solidity, ratio of total blade area to total ...
disc area (unitless)
26 n = UAV.n; % number of rotors (unitless)
27 P_0 = ((Δ/8)*(rho*D_scale^3)*s*(A/D_scale^2)*...
28 ((Omega*T_scale)^3)*((R/D_scale)^3)); % profile power, W
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29 P_i = ((1 + k)*((m*(g/A_scale))^(3/2))...
30 /sqrt(2*rho*A*D_scale)); % induced power, W
31 v_o = (sqrt((m*(g/A_scale))/(2*rho*A*D_scale))); %induced ...
velocity, m/s
32
33 Va = UAV.Va; % Nominal airspeed of the vehicle
34
35 % Optimal airspeed and tf
36 Va_f = va_opt( UAV.Vopt_coef, yb(4)*cos(yb(3)) + yb(5)*sin(yb(3)));
37
38 % Initial Conditions
39 x_0 = ya(1);
40 y_0 = ya(2);
41 psi_0 = ya(3);
42 lx0 = ya(4);
43 ly0 = ya(5);
44 lpsi0 = ya(6);
45
46 % Final Conditions
47 x_f = yb(1);
48 y_f = yb(2);
49 psi_f = yb(3);
50 lx_f = yb(4);
51 ly_f = yb(5);
52 lpsi_f = yb(6);
53
54 % Call the wind function to determine the state of the wind at the
55 % final condition
56 [Wx,Wy,¬] = Wind_Model(Vw, h, Sc, x_f*D_scale, y_f*D_scale, ...
abs(T)*T_scale);
57
58 % Now calculate Vin0 in order to find the optimal bank angle
59 Tr = m*(g); %thrust in the longitudinal plane
60 Vin0 = sqrt( sqrt( (Tr/(4*rho*A))^2 + (Va_f)^4/4 ) - (Va_f)^2/2); ...
% eq[65]
61
62 % Expressions for optimal bank angle at tf, phi
63 % Derivation from 'optbank_1stordercond.mlx'
64 phi_f = -asin(lpsi_f/(Va_f*Vin0*m*(h/40))); %eqn solve method
65
64
66 % Physical limit for bank angle
67 phi_f( phi_f > phi_lim) = phi_lim;
68 phi_f( phi_f < -phi_lim) = -phi_lim;
69
70 % Scale the airspeed for the Hamiltonian
71 Va_f = Va_f/V_scale;
72
73 % Build the Hamiltonian at final time, tf
74 Profile_f = P_0*(1 + ...
(3*Va_f^2)/(((Omega*T_scale)^2)*((R/D_scale)^2)));
75 Induced_f = P_i*sec(phi_f)*(sqrt((sec(phi_f)^2) + ...
(Va_f^4)/(4*(v_o^4)))...
76 - (Va_f^2)/(2*(v_o^2)))^(1/2);
77 Parasite_f = (1/2)*d0*rho*s*A*(Va_f^3)*D_scale;
78
79 P_f = n*(Profile_f + Induced_f + Parasite_f);
80
81 Hf = P_f + ...
82 lx_f*(Va_f*cos(psi_f) + Wx(end)/V_scale) + ...
83 ly_f*(Va_f*sin(psi_f) + Wy(end)/V_scale) + ...
84 lpsi_f*(((g/A_scale)/Va_f)*tan(phi_f));
85
86 % Definition of boundary conditions that must be met
87 res = [x_0 - IC(1)
88 y_0 - IC(2)
89 psi_0 - IC(3)
90 x_f - FiC(1)
91 y_f - FiC(2)
92 psi_f - FiC(3)
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