Abstract-Network activity has become an essential part of daily life of almost any modern person or company. At the same time the number of network threats and attacks of various types in private and corporate networks is constantly increasing. Therefore, the development of effective methods of intrusion detection is an urgent problem at the present day. In this paper we propose a new approach to intrusion detection in computer networks based on the use of neural networks ensembles. This approach can be implemented in distributed intrusion detection systems (IDS) which better meets the challenges of the present time, in contrast to the traditional use of neural networks in hostbased IDS. In the paper the basic steps of the neural networks ensembles designing are described and some of the methods to complete these steps are expounded. Peculiarities of using neural networks ensembles to solve classification problems are discussed. Then the basic scheme of neural networks ensemble approach to intrusion detection systems is proposed. Conditions and results of the experimental investigation of the proposed approach on a number of classification problems are presented, including the problem of classifying probe attacks. Possible development of the proposed approach and areas for future research are discussed in the end.
INTRODUCTION
Nowadays the network activity plays an important role in almost every modern person or company life and business. Ensuring of the information security in private and corporate networks becomes an important challenge due to the increasing role of the information exchange over computer networks. Despite the fact that today there are some widely used intrusion detection system (IDS), increasing demands on the efficiency of such systems and the steadily increasing the intensity of information exchange over computer networks require continued improvement of IDS and methods they use. In this regard the urgent problem is the development of the effective methods and systems to detect anomalies and intrusions in networks and the improvement of the existing methods and systems in which they are used.
There is the limited although fairly large range of technologies and methods used in IDS. Their description can be found in [1] . In particular neural networks, fuzzy logic classifiers and genetic algorithms are data-mining technologies which are widely used in classification-based IDS. There are some disadvantages of such methods but IDS developers suppose that such methods are still promising and reasonably popular, e.g., [2] [3] [4] . That is why the development of more effective variants of such methods is the urgent scientific problem.
Traditionally artificial neural networks have been used in host-based intrusion detection systems that monitor deviations from the normal functioning of the system or network. The important advantages of artificial neural networks, which owe their relatively high efficiency, are their robustness to the inaccuracies in the data and their ability to discover knowledge without any a priori information about the dependencies in the original dataset [1] . However, the effectiveness of such "traditional" approach is limited due to a number of short comings of the neural network technology and the multiply increasing volume of data transfer in networks and increasing information exchange speed.
We suppose that one of the ways to improve the efficiency of the neural network-based IDS is the developing distributed neural network-based IDS. Such distributed systems increase the load (amount of traffic) in computer networks but they allow avoiding some drawbacks of host-based IDS. In particular, the computational load associated with the work of the intrusion detection system is uniformly distributed over the network. That is why the servers load decrease significantly and performance of IDS increases. Distributed scheme allows IDS to work adequately (with sufficient performance) in today's fast speeds computer networks. Distributed intrusion detection scheme with the use of neural networks requires a significant adaptation of the neural network approach because a way to distribute neural networks over computer networks nodes is unobvious.
In this paper we propose the neural network ensemble approach as a basis for a distributed intrusion detection systems. This approach assumes that "agents" (relatively simple neural network classifiers) are functioning in each node of the computer network. In the most cases, these agents independently identify an anomalous activity and detect intrusions. In the case of "boundary" situations (single classifier "doubts to decay") which defined by a prespecified threshold value, the agent obtains the solution from the ensemble stored on the server. The basic idea of such distributed multi-agent intrusion detection system is described in Section 2 in more detail. In Section 3 the results of the experimental study on some classification problems and on the "KDD'99 Cup" problem are presented. In the end open challenges and future research directions are discussed.
II. TECHNIQUE OVERVIEW

A. Neural Network Ensembles
Neural network ensemble is an approach based on joint usage of many trained neural networks for solving one problem [5] . It has been shown that generalization ability of neural network system can be improved by cooperation of a number of component neural networks which forms an ensemble. Application of a neural networks ensemble means that a number of neural networks are constructed and trained and then their individual solutions are used to form a common solution. Since [5] was published this technology has been improved and successfully applied in different fields such as face and character recognition, medical prognosis and seismic signal classification.
In general, neural networks ensemble constructing consists of two major steps. The first step is to design and train a number of component networks. The second step is to find a proper way to combine the component neural networks solutions. The first step is equivalent to multiple solution of the problem occurring while forming of intelligent systems based on the use of only one neural network. The complexity and resource consumption of this problem depends on the "deepness" of network configuration during the formation of an artificial neural network. In the simplest case (or rather -in most cases) developers limited to setting only the weights for some a priori given neural network structure. Such choice must be justified by some known characteristics of the problem but often developers do not go beyond to some arbitrary structure with "sufficient" complexity. Fairly large number of different variations of the algorithms for setting of neural networks weights is developed. Perhaps the best known algorithm is the back-propagation algorithm [6] . Promising methods with proven high effectiveness in a number of problemsevolutionary optimization techniques such as genetic algorithms -are also used for setting neural networks weights [7] . Genetic algorithm was used to set neural networks weights in our experimental study.
The more general case of neural networks design also involves the formation of a network structure i.e. determining the number of networks layers, the number of hidden units (neurons) in each layer and type of activation functions in each hidden unit. The necessity to configure the structure of the neural network may be motivated by several factors. When using the neural networks ensemble approach the most obvious reason is that the joint use of neural networks with different structures greatly increases the ability of generalizing all system in general.
Due to the complexity of the neural networks structure designing problem, the development and application of effective methods for solving this problem in an automated mode are very important. There are several well-known methods used for the formation of structures of neural networks, in particular, the method of "optimal brain surgery" and others. Recently approaches which utilize a genetic algorithm and its various modifications have become to be widely used to design neural networks structures. Despite the fact that in many cases this approach is extremely effective it includes time-consuming and not formally described stage which is the setting of the genetic algorithm parameters. Generally success of the genetic algorithm applying strongly depends on the quality of its parameters setting. Therefore a new method which is based on a probability estimation evolutionary algorithm was developed to effectively implement this step of neural networks ensembles design. Proposed approach (named PGNS: Probability Generator for Networks Structures) -allows to design structures of neural networks in automatic mode. PGNS has a relatively small number of adjustable parameters. This is why it is relatively easy to adapt PGNS for each specific task. This neural network design paradigm based on estimated probability of the presence of certain kind neurons on the neural network hidden layers. By including of these estimated probabilities into our approach we can process the information about an optimal structure of the neural network in terms of mathematical statistics. This helps us to generate "good" neural networks. "Good" neural networks means that they are simple and have good generalization ability.
In details the PGNS approach is described in [8] and [9] . The results of statistical research on the effectiveness of the PGNS approach can be found in [9] . Overall the implementation of the first step is similar for solving any kind of problems: modeling, prediction and classification problems while different approaches are used for different kind of problems in the second step of an ensemble design process.
B. Neural networks ensembles for modeling and time-series forecasting problems
For modeling and time-series forecasting problems the most common approaches to evaluate the ensemble prediction are simple and weighted averaging. Such approaches are simple and obvious. However, they use a rigidly fixed structure to evaluate ensemble prediction and this fact is the cause of one of their disadvantages which is low adaptability and flexibility. It is obvious that the efficiency of the solution at this step can be significantly improved by adaptive selection of method for ensemble prediction evaluation. We develop another approach that utilizes basic operators of genetic programming for constructing program. This program (formula) shows how to evaluate an ensemble prediction using component networks predictions. It involves different operations and math functions to combine the component networks predictions. It also automatically chooses component networks which are important for obtaining an efficient solution. This approach seems to be more flexible and adaptive than simple or weighted averaging or voting. So efficiency and accuracy of solutions obtained can increase significantly. We named this approach Genetic Programming based ENsembling (GPEN).
The GPEN algorithm is similar to the original genetic programming approach. It includes the following steps: The ensemble prediction generated by the GPEN is a function of the component neural networks predictions:
Here o is the ensemble prediction,
n is the number of networks in the ensemble (or the preliminary pool).
Proposed approach has several advantages. The main are:
The GPEN method allows generating formulas for calculating the ensemble prediction more flexibly. These formulas define ways how to calculate ensemble predictions due to individual predictions of the neural networks which forms the ensemble.
The GPEN method allows executing "fine" tuning of neural networks interaction in the ensemble due to the inclusion of evolutionary algorithms for setting numerical coefficients in the method.
The GPEN automatically chooses the input variables of ensemble model (outputs of component networks), which are probably the most important. Although such selection procedure is absent in explicit form. If maximum number of the neural networks in the ensemble or maximum number of hidden units in all the networks are limited then special limitation procedures may be introduced in explicit form by modifying fitness function in the GPEN approach. For example, such procedures may be useful while designing neural networks systems with limited memory.
It is important that the proposed comprehensive evolutionary approach for neural networks ensembles design (it consists of PGNS and GPEN) doesn't rule out the possibility of the use of any of the specialized methods for neural networks training such as boosting, bagging and other similar methods. Similarly in the case of constructing an iterative procedure based on the proposed approach the objective function can be modified when designing and training component neural networks for example in accordance with the scheme of the negative correlation learning or other similar methods.
A more detailed description of the approach and results of experimental studies can be found in [8] .
C. Neural networks ensembles for classification problems
As for classification problems the most popular approaches are based on the plurality voting or the majority voting [10] , [11] . Here the main challenges are the selection of ensemble members from preliminary pool formed during the first step and evaluating of their weight coefficients. Approach to effectively respond these challenges is the approach based on the use of genetic algorithm to select ensemble members from a set of neural networks and to evaluate their weight coefficients. The number of networks in an ensemble either fixed (based on the requirements, for example, to complexity of the ensemble or its decision-making performance) or left "floating" and is selected during process of ensembles prediction designing. This method is automated and puts minor requirements for a priori specification of parameters that characterize the ensemble. The developer (researcher) while using this approach may manipulate such parameters as maximum number of ensemble members, the minimum value of weights at which the ensemble prediction will take into account single neural network decision and a way to account neural networks predictions when voting. In general the approach can be developed and modified, for example, through the introduction of a multistage voting and other modifications. In our experimental study we used the approach with fixed-size neural networks ensembles with single-stage voting. Results of the experimental study are discussed in Section 2.
D. The idea of developing of the distributed IDS based on neural networks ensemble 1) Designing of neural networks ensemble members
The purpose of this phase is to form a set of sufficiently effective neural networks which can operate as individual agents in most cases (that is independently detecting of anomalous activities/intrusions). Designing of the structures and training of neural networks are performed using abovedescribed methods similar to the case if neural networks were used in the host-based IDS. In general the total number of neural networks is assumed to be equal to the number of nodes in the computer network in which we suppose to place agents. In the case of too many of these nodes (and correspondingly too many neural networks) computer network nodes can be combined into homogeneous groups according to some criteria. In this case single neural network is designed for each group and a priori knowledge specific for each group may be considered.
2) Neural networks ensemble design
The purpose of this stage is to create a neural network ensemble classifier based on neural networks formed at the previous stage. Using the approach described in Section 2A ensemble of neural networks and a way to evaluate ensemble classifier solutions are formed with a glance of ensuring sufficient intrusion detection efficiency. Later neural networks ensemble classifier can be modified in accordance with changing conditions of operation (for example, the emergence of new attacks types, etc.) using algorithms that are applied to its construction. The parameters of the neural network ensemble classifier are stored on the server or distributed on several main nodes of computer networks.
3) Distribution of ensemble members on network nodes. Independent operation of the individual agents
Obviously the calculation of the neural networks ensemble solution requires more time and computational resources in comparison with the evaluation of the solution using single neural network from the ensemble. In addition each of the neural networks which forms the ensemble in most cases provides sufficient intrusion detection efficiency. Therefore single neural networks formed during the first stage are supposed to work partially independently in nodes of computer network (as "independent agents"). At step 3 neural networks are distributed to nodes in the computer network either in an arbitrary order or with a priori information if it was used in the first stage. Thereafter single neural network operates individually in each node in some cases and in some cases individual agent-network appeals to the neural network ensemble classifier.
4) Appeal to the neural network ensemble classifier
Appeal to the neural network ensemble classifier occurs when a single agent (classifier) is "not confident" in its prediction. The threshold of "confidence" is given as a numerical value that characterizes the range of values at the output of the single neural network classifier. This threshold characterizes the emergence of the uncertainty situation, i.e. an agent can't identify a class for specific pattern with sufficient level of confidence. The idea is that if such situations emerge then single neural network classifier should appeal to the ensemble classifier and use it prediction to provide "highlyconfident" classification. Because of some neural networks ensemble classifier properties discussed above there are more reasons to trust ensemble classifier decision in these situations than to solution obtained using a single agent. Threshold value which characterizes the emergence of uncertainty should be selected on the basis of the specific implementation of the neural networks classifiers. In the study its value was determined empirically but this issue requires further investigation. For example, for a situation with two classes and the implementation of the neural network classifier as a multilayer perceptron with one neuron in output layer and output value evaluated as following:
 If the first class (normal functioning of the system), the output value o= -1.
 If the second class (anomalous activity), the output value o=1.
In this case the following rule can be used:  If |o|<0.5 then agent must appeal to ensemble classifier.
 Otherwise, agent provides the classification itself.
Obviously if |o|<0.5 it means the emergence of situation of uncertainty. In general the threshold value is chosen for a specific intrusion detection system. For example the following conditions can be taken into account: the requirements for background network load, the load on the server (obviously less the threshold the more likely there will be data transfers between individual agents and the server with an ensemble classifier) and other specific requirements for network infrastructure. The basic idea of a confidence threshold use is showed in Figure 2 . The choice of the threshold to appeal to the neural network ensemble classifier is one of the areas for further research.
5) Adaptation of individual agents and the whole neural networks ensemble classifier
It is obvious that the proposed ensemble scheme for IDS should not lose one of the major advantages of systems based on neural networks: adaptability and learning ability during IDS functioning. Improvement of an information exchange mechanism is one of the directions for further research in this area.
III. NUMERICAL EXPERIMENTS
A. Classification problems from machine learning repository
To evaluate the efficiency of the neural network ensemble classifiers designed by using the approach proposed in Section 1 a number of numerical experiments was carried out. In our experimental study we used three well-known classification problems from Machine Learning Repository [12] . The information on the data sets used in our experiments is presented in Table 1 . In our experiments to investigate the efficiency we perform 5-fold cross validation on each data set, where 5 neural network ensembles are trained using proposed approach in each fold. As a measurement of the effectiveness, we used the average value of the reliability of the classification, which was calculated as the ratio of correctly classified patterns to the total number of patterns in the test sample. We use ANOVA tests to test the statistical robustness of the results obtained using the proposed approach.
Concerning two-stage neural networks ensemble design procedure we can enumerate the following essential parameters of the proposed method: the preliminary pool size is equal to 20, the ensemble size was set to 5, the used neural network topology is the multilayer perceptron, the maximum number of layers in neural networks is equal to 3, the maximum number of units on hidden layers is equal to 5.
The experimental study results of the proposed approach, as well as the results obtained in other studies and collected in [13] , are presented in Table 2 . Results of numerical experiments show that the proposed approach effectiveness is not lower than the effectiveness of the most of other methods (except modern ensemble fuzzy classifier approach). It shows promising results on Liver Disorder problem but we need more information about conditions and amount of computational resources used for obtaining solutions by other competitive approaches.
B. PROBE attacks detection
The proposed approach was tested on a dataset "KDD'99 Cup", also hosted in the Machine Learning Repository. The objective was to detect PROBE attacks. To evaluate the approach effectiveness all patterns relevant to PROBE attacks were marked as referring to the first class, the other patterns were marked as belonging to the second class. We used the following attributes in our experimental study : 1, 3, 5, 8, 33, 35, 37, 40 . The choice of these attributes has been made empirically based on analysis of related works and their description can be found in [14] . Development and description of a formal procedure for selecting the attributes for the proposed approach are the directions for further research.
The same scheme of statistical study as for the problems discussed above was used to assess effectiveness. In order to objectively evaluate the effectiveness of the approach, the results were compared with the results on this task published for other approaches and collected in [15] . The comparison results are shown in Table 3 . The results obtained using the proposed approach show that the reliability of detection of PROBE attacks increased in comparison with almost all the competing approaches included in our research. Only approach, having a higher reliability of detection and a low number of false positives, was the PSO-RF approach [15] . It should be taken into account that the parameters which we used for our method were faintly tuned during short preliminary study. They are unlikely to be optimal, and we hope that in future we can get even better results by proper tuning of these parameters. It is also worth mentioning that the results for other methods are taken from third-party open-source, in which the performance characteristics of the methods in terms of required computational resources and time are not given.
In the future we plan to investigate the effectiveness of the approach on the problems of detecting other types of attacks which are given in the "KDD'99 Cup" data set. Performance of the proposed approach in real networks is a subject for further investigation and it is closely associated with the attempt to develop a model of the functioning of computer networks in terms of hazards.
IV. SUMMARY
A new approach for the intrusion detection for the distributed classification-based IDS is presented in this paper. This approach is based on the using ensembles of neural networks. The basic scheme for the utilizing of neural network ensembles in computer networks concerning intrusion detection is proposed. The main ideas of a neural network ensemble approach for solving classification problems are described. We present the results of an experimental study that compares the effectiveness of the proposed approach and other methods. These results show that proposed ensemble approach allows us to solve considered classification problem no worse than some well-known methods, for which the results obtained and published by their authors. The statistical robustness of the results obtained using the proposed approach was confirmed by ANOVA tests which were used to process received evaluation of performance.
We evaluated the effectiveness of the collective neural network approach concerning the problem of detecting the network attacks, namely PROBE attacks. The study was carried out on a known dataset "KDD'99 Cup", which is used in the most similar experimental studies. For comparison, the results of other methods were also given. Overall the results allow us to conclude that the neural network ensemble approach demonstrates the reliability of the classification on the average between the results of some of the best (two) methods. The ratio of false-positives is also quite low. Thus settings of the neural network ensemble method were selected empirically during the short preliminary study. All this suggests that the proposed method is promising and further studies determining the best parameters and the effective modifications are appropriate. We suppose that open challenges and promising directions for future research are also:
 Creating of the model for simulation of the distributed IDS based on the neural network ensembles in computer networks with the different topologies, number and type of nodes, etc.
 The development and investigation of more effective mechanisms for the exchange of "knowledge" between the individual ensemble members as well as between the ensemble members and the ensemble as a whole.
 The formalization of the methodology of selecting a threshold value for deciding on the need of appeal of a single agent to the neural networks ensemble.
 The development and investigation of more effective methods for evaluating the ensemble decisions for the classification problems, modeling problems, etc.
 Development and research of effective methods for selecting the attributes to solve classification problems.
We hope that in the near future we will be able to effectively respond to these challenges and finally to provide effective integrated solution for distributed IDS based on the neural network ensembles. In addition we plan further development of our approach for classification problems and the use it for solving the modern large-scale problems.
