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1. INTRODUCTION 
In [I] the author considered various methods for obtaining upper bounds 
on the eigenvalues of integral equations of the type 
W) = 1” K(x,y)f(y) dY* (1.1) 
J -a 
where K is real, symmetric, and in L, on the square c, - a < X, y < a. 
Analysis of some of the numerical results obtained in that paper suggests that 
the “shape” of the curve x considered as a function of a should be describ- 
able in terms of quite general properties of K. 
We shall show, in fact, that under appropriate conditions on K certain 
functions of xi are convex. Here A, denotes the largest positive eigenvalue of 
(1.1). Similar theorems are obtained for sums of eigenvalues with stronger 
hypotheses being imposed on K. Once convexity is established further 
information on eigenvalue bounds becomes available. Our arguments have 
been suggested by those used in [2]. 
While results may be obtained for kernels of the general kind described 
above, we shall specialize here to those of displacement type: 
K = K(I x --y I). w 
All numerical results in [l] are for these displacement kernels. 
In Section 2 we study the largest positive eigenvalue of (1.1) assuming K to 
be non-negative. These ideas are extended in Section 3 to sums of eigenvalues 
under much stronger hypotheses. In both sections convexity theorems are 
* Work done in part under National Science Foundation Grant GP 5965 at the 
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established. Numerical results are given in Section 4. These indicate that 
the current study can often help to provide excellent eigenvalue bounds. The 
last section includes remarks on possible directions for further research. 
2. THE LARGEST EIGENVALUE 
The following theorem is completely trivial and we omit the proof. 
THEOREM 1. Let &(a), i = 1, 2,... be the ez@nvalues of 
WfW = Ja WI x -Y Of(Y) dy, (2-l) 
--u 
and call X,(s) the corresponding eigenvalues of 
Then 
W.04 = 1’ W I JC -Y IV(r) dr. 
1 
hi(S) = ii) s -I S 
i = 1, 2,... . 
(2.2) 
(2.3) 
In [1] most results were obtained in terms of x. In this paper it is more 
convenient to use A. 
THEOREM 2. Let K(u) be non-negative and twice d$j%rentiable for 
0 < u < 2s. Suppose g(s) is a twice dzjkmntiable function on 0 < s < s,, 
such that 0 <g(s) < S and 
$ K(g(s) u) >, 0, o<u<2, 0 < s < so. (2.4) 
Then A, , the largest eigenvalue of (2.2)) is such that h,(g(s)) is a convexfunction 
of SforO <s <sso. 
PROOF. We first note that h,(s) is positive (unless K = 0) and that the 
corresponding normalized eigenfunction r+~i(x, S)can be chosen non-negative. 
The Rayleigh-Ritz principle hence applies and for any #(x) such that 
we have 
s 
1 
-1 v(x) dx = l 
(2.5) 
WB/l j-l K(sIx-YYI)~(x)~(Y)~~~Y~ 
-1 -1 
(2.6) 
equality holding when 1c, 3 yi(x, s). 
332 WING 
Using Taylor’s theorem we can write for 0 < s, s1 < so , 
~(‘m I x - Y I) = mz(Sl) I x - Y I) 
+ k”MSl) I * - Y I) g’(s1) I x - Y I (s - 4 
+$K(g(i),c-y&p, (2.7) 
where 0 < S < so . The last term is non-negative by hypothesis. Since 
q&r, s) is also non-negative we obtain from (2.6) and (2.7) 
+g’(%) (s - d /yl IL1 K’Md I x -Y I) I x --Y I P&,gh)) 
or 
x Vlb g(s1)) cf2c 45 Gw 
where 
%(h) =g'h) jy ,yl Q&l) I x -Y I) I x --Y I n(x,g(s,))~l(Y,g(s,)) f&x dY. 
(2.10) 
From (2.9) we see that h,(g(s)) lies always above or on the line 
Y = um) + (s - $1) 4%) 
and that it touches at s = sr . Hence for each s, , 0 < sr < s,, , this is a line 
of support. Since A&(s)) is a continuous function Of s, 0 < s < s, (see [33), 
the convexity is established. 
Under the hypotheses of Theorem 2 the following corollaries hold: 
COROLLARY 1. &(g(s))/g(s) is cmwex as afumtion ofs. 
COROLLARY 2. if K’ < 0 then X&(s)) is decreasing ;f g’(s) > 0 and 
increasing if g’(s) < 0. 
COROLLARY 3. At a11 points where (dlds) &(g(s)) edits we have 
(d/4 M&)) = 44. 
(Corollaries 2 and 3 may readily be established by other means. In fact, 
it is not hard to show that (d/a%) X,(g(s)) exists for all s in (0, s,,).) 
It should be noted that the condition (da/#) IQ(s) u) > 0 very consider- 
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ably restricts the choice of g. Thus, for example, if K’ < 0 (a common case in 
practice) then g(s) = sin s cannot be admissible for 0 < s < 2~. For 
$K( u sin s) = (U cos s)” K”(u sin s) - u sin sK’(u sin s) < 0 
at s = 3rr/2. For the most part, monotone g’s are probably the most useful. 
3. SUMS OF EIGENVALUES 
It is known that if K(x, y) is non-negative definite in addition to being real, 
symmetric, and in L, on c then for any n = 1, 2,... 
12, = f L a ja ja WGY) NM A(Y) + w4 MY) + -‘* 
j=l --a --Q 
+ 444 AL dx dr (3.1) 
where the (Fli’s are any orthonormal set on (- a, a). Equality in (3.1) holds 
when the &‘s are the eigenfunctions of K (see [4]). We can use this theorem 
to establish a convexity result for A,. 
THEOREM 3. Let K(s 1 x - y I) be non-negatiwe definite for 0 < s < S, 
~- 1 < x, y < 1, and let g be as in Theorem 2. Further suppose that 
m x -Y I 9 4 = g %+) I * - Y I> (3.2) 
is non-negutiwe definite for 0 < s < s,, . Then cl,&(s)), n = 1, 2,..., is a convex 
function of s for such s. 
PROOF. Set 
4n(X, Y, 5) = f %(X,&l)) %(Y9 &lN. 
i=l 
Using (2.7) and the general reasoning of Theorem 2, we find 
4,(&N 2 I’ j’ X&) I x -Y I)+&Y, $1) dx dr 
= i;As-A + g’(s1) (s - $1 j’, j: K’kW I * -Y I) I x -Y I 
x (b+h Y, 4 dx dr 
l I 6 - SlY l 
2 I s KU * - Y I > 4 Mx, Y, ~1) dx dr -1 -1 
2 4&N + '%(Sl) (s - 4 
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since R is non-negative definite. The definition of a, is clear, and the proof is 
complete. 
Obvious analogues to the corollaries of Theorem 2 may be formulated. 
This result is considerably less satisfactory than Theorem 2 since it is 
usually very difficult to verify that g is non-negative definite. While each 
problem must be considered separately, it may be useful to sketch formalLy 
a method that sometimes proves useful. The reader will readily see possible 
extensions and generalizations. 
Suppose K is representable as a Fourier cosine transform 
K(u) = j,” k(t) cos ut dt. (3.3) 
If k(s) > 0 then K(j x - y I) is non-negative definite (see [I]). Suppose (3.3) 
may be inverted 
so that 
k(t) = 1 j,” K(u) cos ut du, (3.4) 
g+ k (-&) = ; ,,” K(g(s) u) cos ut du. (3.5) 
Continuing formally, 
$I$$-&)l =~j~~K(g(s)u)cosutdu, (3.6) 
or 
(3.7) 
Hence g is non-negative definite if 
is non-negative. 
4. SOME EXAMPLES 
A. K(u) = e-“ 
I. Results for A, 
This case is treated in [l] and numerical values for &(s) are found in 
Table I of that paper. We choose g(s) = s and note from Theorem 2 that 
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Using Table I gives, for example, 
h(O-6) + h(l*O) = 1 275 
2 
. , 
&(6-O) + h(lO*0) = 0.257. 
2 
The tabulated values are 1.264 and 0.243, respectively. 
B. K(u) = e+’ 
This kernel is also treated in [l] and Table VI there provides upper bounds 
on A, . It is obvious that such upper bounds at a, and us , a, < us, can, with 
the use of Theorem 2, provide upper bounds at any a such that a, < a < us. 
In the present case we choose g(s) = 4 to satisfy the hypotheses of 
Theorem 2. Let 
Then 
y(u) = F(u,) + F(u2) - F(“l) (u _ u,) > i~yj)e (4-l) 
U2 - a1 U 
provided a, < a < u2 . 
In using Table VI we choose in each case the best tabulated upper bound. 
Thus, F(.49) = 1.558, F(1) = 1.340, and F(1.96) = 1.122. Putting a, = .49, 
us = 1.00, and a = .81 in (4.1) yields y(.81) = 1.421. This corresponds to 
an upper bound on x,(.9) of 1.279. The best table value is 1.269. 
Similarly, a, = 1.96 and u2 = 1.00 lead to ~(1.44) = 1.240 and an upper 
bound for A,( 1.2) of 1.488. The tabulated result is 1.464. 
c. K(u) = K,(u) 
Here K,,(u) is the Bessel function given by (see [S]) 
K,,(u) = sr e+coshQ dp 
From (4.2) it is clear that we may choose g(s) = s, since 
-g K,(su) = 1,” u2e--suco*Q cosh2 q dv >, 0. 
(4.2) 
Numerical results (obtained by the methods of [l] and using a Laplace 
transform representation) for upper bounds on &(a) and .&(a) + L(u) are 
to be found in Table A of this paper. From these we have computed the 
bounds found in the second column of Table B. For each integer value 
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of a, 1 < a < 4, the estimate has been made choosing a, = a - 0.4, 
a, = a + 0.4, and noting that 
1 k4 -- - 
2 ( al 
+ kd l&q. 
a2 ) a 
0.20 1.0149 1.3262 2.60 2.8447 5.1205 
0.40 1.1516 2.1159 2.80 2.8745 5.2195 
0.60 1.8487 2.7083 3.00 2.9006 5.3080 
0.80 2.0865 3.1176 3.20 2.9226 5.3807 
1.00 2.2265 3.5615 3.40 2.9419 5.4570 
1.20 2.4012 3.8799 3.60 2.9591 5.5200 
1.40 2.5074 4.1448 3.80 2.9747 5.5768 
1.60 2.5925 4.3715 4.00 2.9887 5.6280 
1.80 2.6629 4.5661 4.20 3.0007 5.6748 
2.00 2.7220 4.7346 4.40 3.0111 5.7159 
2.20 2.7702 4.8807 4.60 3.0202 5.7553 
2.40 2.8104 5.0084 4.80 3.0282 5.7904 
a 
k) 
g(s) = s 
TABLE B 
%(a) 
From Table A 
&a) &(a) 
h?(s) = d/s From Table A 
1.0 2.435 2.227 3.893 3.562 
2.0 2.791 2.722 4.883 4.735 
3.0 2.939 2.901 5.398 5.308 
4.0 3.011 2.989 5.688 5.628 
II. Results for A,, , n = 1,2 
We consider here the kernel K,(u) in the representation (see [5]) 
K,,(u) = j-r ;G dt. (4.3) 
Usin$ the notation of Section 3 we have 
k(t) = dtal+ 1 
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so that K,,(( x - y I) is non-negative definite. If we choose g(s) = 4; we 
find 
Thus 
$(-&k(&)) =~(tP+s)-5’z>0. 
The manipulations described in Section 3 are easily shown valid and Theo- 
rem 3 assures the convexity of &(&i)/I/Z. 
The case n = 1 allows direct comparison with example IC. There we 
chose g(s) = s. Numerical values in the present case are distinctly inferior 
to those obtained in IC and we omit them. 
The values for 71 = 2 are given in the fourth column of Table B. These 
were obtained using a, = Q - 0.4, a2 = (I + 0.4, and the appropriate 
modification of (4.1). The bounds are surprisingly good. 
The few numerical results presented indicate that the convexity theorems, 
when used in conjunction with a few values (or upper bounds on values) of fl, 
can sometimes yield excellent upper bounds at intermediate s or a values with 
very little additional numerical calculation. 
5. SUMMARY AND REMARKS 
In this paper we have shown how certain convexity properties of the kernel 
of a Fredholm equation are reflected in corresponding properties of the 
eigenvalues. These observations provide a method for obtaining relatively 
simple upper bounds on those eigenvalues once a few such bounds have been 
obtained by other means. A study of the tables of [I] has prompted this work, 
but further examination of those tables suggests that many more results may 
be possible. A considerable degree of arbitrariness has been introduced into 
our study by the use of the function g. It would be interesting and valuable 
to consider methods for obtaining “best” functions g, in the sense that the 
curve h,(g(s)) (or (I,(g(s))) might become “most nearly” a straight line, at 
least over some interval of s values. 
One may easily extend the present work in various directions. For example, 
theorems concerning h(s) /I&( s )) can be obtained where, again, h(s) is quite 
arbitrary. For the numerical examples available no case has been found in 
which h(s) + 1 makes any improvement, but this is not to say that such 
examples do not exist. Other function combinations may prove of importance, 
perhaps in dealing with kernels of a more general type. 
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Finally, the relationship revealed in the latter part of Section 3 between the 
behavior of the Fourier transform of a kernel and the eigenvalues suggests that 
a more careful study be made in this area, perhaps at a more abstract level. 
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