Understanding the magnitude of coercive fields, the external electric field that results in zero net polarization, has been a long-standing problem for ferroelectrics. The authors studied the switching and coercive fields using a combination of the continuum phase field approach, microelasticity, and electrostatics. While the values of coercive fields predicted from the phenomenological thermodynamic theory assuming a single ferroelectric domain or the theory of nucleation are at least one order of magnitude too high compared to those measured experimentally, the predictions incorporating structural inhomogeneities show remarkably good agreement with experimental measurements, revealing the critical role of multidomain/variants in polarization switching.
A common feature for all ferroelectrics is the formation of domains upon cooling below the ferroelectric transition temperature. Each domain is a spatial region of uniform spontaneous polarization. The coercive field is defined as the magnitude of an external electric field, which results in zero net polarization. Theoretically, the coercive field calculated from a phenomenological thermodynamic theory assuming a perfect crystal with a single domain corresponds to the critical field that drives a homogeneously polarized ferroelectric to instability. The values of coercive field predicted from such an approach is typically one or more orders of magnitude too high compared to those measured experimentally. 1 On the other hand, Landauer 2 showed that it was impossible to nucleate domains through the homogeneous nucleation mechanism; the estimated nucleation energy barrier ͑ϳ10 8 kT͒ at an electric field of 1 kV/ cm is much too high compared to the available thermal energy. Therefore, to explain the experimentally measured coercive fields, various material inhomogeneities [3] [4] [5] [6] [7] [8] have been suggested to be responsible for lowering the domain nucleation barrier, including surfaces, grain boundaries, dislocations, and dipolar defects. For example, it has been shown that structural and/or dipolar defects can reduce the energy barrier for domain nucleation during polarization switching, and thus lead to a much smaller coercive field than thermodynamic estimates. 2, 3, [9] [10] [11] While it is realistic to expect the coercive field of a ferroelectric to be dependent on the defect and defect densities, the existence of defects alone is not sufficient to explain experimentally observed coercive field and the disagreement in the coercive fields between theory and experiments. For example, the experimentally reported coercive fields for a given ferroelectric are within a relatively narrow range, e.g., 9 -20 kV cm −1 for PbZr 1−x Ti x O 3 ͑PZT͒ polycrystal at the morphotropic phase boundary ͑MPB͒ composition. [12] [13] [14] If structural or dipolar defects are the critical structural features that control the coercive field, one would expect much larger variations of coercive fields measured on ferroelectric samples prepared under different processing conditions but with the same chemistry since defect densities are expected to be strongly processing dependent. On the other hand, in the absence of external constraints, the number of ferroelectric domain variants for a ferroelectric is solely determined by the transformation crystallography and is independent of processing conditions, where a variant is defined by the direction of the spontaneous polarization along a definite crystallographic direction. The main focus of this letter is to discuss the relationship between the number of domain variants in a ferroelectric domain structure and the magnitude of coercive fields in an attempt to shed light on the main factors that determine the coercive field.
We consider bulk PbZr 1−x Ti x O 3 ͑PZT͒ single crystals as the model system for phase field simulations. We employ two-dimensional ͑2D͒ and three-dimensional ͑3D͒ phase field simulations as well as thermodynamic calculations. Phase field approach has previously been used to predict ferroelectric transition temperatures and domain structures in bulk ferroelectric and thin films. [15] [16] [17] Unlike the thermodynamic approach, the phase-field approach does not make any a priori assumptions with regard to the possible domain structure that might appear under a given condition. It is able to predict the detailed domain structures and their temporal evolution when a uniform external electric field is applied. 17 In this work, we will demonstrate that with the systematic increase of the number of ferroelectric variants, the predicted coercive field approaches the experimental measurements.
To describe a proper ferroelectric transition, the spontaneous polarization P = ͑P 1 , P 2 , P 3 ͒ is chosen as the order parameter. The total free energy of an inhomogeneous ferroelectric single crystal is given by
where f bulk is the bulk free energy density, f elas is the elastic energy density, f grad is the gradient energy density which is only nonzero around domain walls, and f elec is the electrostatic energy density. V is the volume of the simulated system. The bulk free energy density as a function of polarization was modeled by Haun et al. 18 using a six-order polynomial in polarization and given in Ref. 17 .
The elastic energy density is calculated by
where C ijkl is the elastic stiffness tensor, e ij = ij − ij 0 is the elastic strain, ij is the total strain of the crystal compared to the parent paraelectric phase, and ij 0 is the stress-free strain or transformation strain: ij 0 = Q ijkl P k P l , where Q ijkl is the electrostrictive coefficient. Here we decompose the total strain ij as a sum of spatially independent homogenous strain, ij , and a spatially dependent heterogeneous strain,
͑3͒
The calculation of the heterogeneous strain ␦ ij is described in details in Ref. 17 . The heterogeneous strain is defined by ͐ V ␦ ij dV = 0 so that the homogenous strain determines the macroscopic shape deformation of the single crystal due to an applied strain, phase transformations, or domain structure changes. For example, if the system is clamped, then ij is zero. The mathematical expressions for the gradient energy density are given Ref. 17 .
Under an applied electric field, the electrostatic energy density f elec consists of three contributions, i.e., the dipoledipole interaction energy density f dipole , the depolarization energy density f depol , and the energy density due to the applied electric field f appel , i.e.,
Detailed method of calculating the electrical energy density was described in our previous paper. 17 The temporal evolution of the polarization field from nonequilibrium to equilibrium is described by the timedependent Ginzburg-Landau equation,
where L is a kinetic coefficient related to the domain movement. Equation ͑5͒ can be numerically solved with the semiimplicit Fourier spectral method. 19 In the simulations, we discretized the simulation cell as 256⌬x 1 ϫ 256⌬x 2 ϫ 1⌬x 3 and 128⌬x 1 ϫ 128⌬x 2 ϫ 128⌬x 3 grid points. Periodic boundary conditions are applied along the all x 1 , x 2 and x 3 directions. The grid spacing was chosen to be ⌬x 1 = ⌬x 2 = ⌬x 3 = l 0 , where l 0 = ͱ G 110 / ␣ 0 and ␣ 0 = ͉␣ 1 ͉ T=25°C . We assumed that the gradient energy coefficient was G 11 / G 110 = 0.6 which resulted in a domain wall width about 1.5⌬x 1 . The time step in Eq. ͑5͒ was taken as ⌬t / t 0 = 0.05, where t 0 =1/͑␣ 0 L͒. For elastic energy calculation, we assumed the elastic constants to be homogenous and isotropic with shear modulus = 0.476ϫ 1011 N m −2 and Poisson's ratio = 0.312. Clamped boundary condition was used. For the dipole-dipole interaction energy calculations, 11 = 22 = 100 was used, where ij is the relative dielectric permittivity, assumed to be independent of space.
In order to construct a polarization versus applied electric field ͑PE͒ loop, an initial domain structure was generated by performing the simulations without an applied electric field, starting from a paraelectric state with small random perturbations. Depolarizing fields along all x 1 , x 2 , and x 3 directions were considered. Then, an electric field is applied to the domain structure along the x 1 direction while depolarizing fields were assumed to exist along the other x 2 and x 3 directions. At each increment of the electric field, the domain structure from a previous simulation was used as the input, where the increment in the electric field between two consecutive points in the PE loop is maintained at 0.001 kV/ cm.
As the first example, PZT with composition of x = 0.80 was considered. Its stable ferroelectric phase is of tetragonal symmetry. The polarization versus PE loops obtained in the 2D and 3D simulations were given by dotted lines in Fig. 1 . In the 2D simulations, the domain structure consists of four possible tetragonal variants, namely, a 1 positive, a 2 positive, a 1 negative, and a 2 negative, with polarization components ͑P 1 Ͼ 0, P 2 = P 3 =0͒, ͑P 2 Ͼ 0, P 1 = P 3 =0͒, ͑P 1 Ͻ 0, P 2 = P 3 =0͒, and ͑P 2 Ͻ 0, P 1 = P 3 =0͒, respectively. In the 3D simulations, a domain structure may have all its six possible tetragonal variants, i.e., in addition to those present in 2D, a 3 positive and a 3 negative with polarization components ͑P 1 = P 2 =0, P 3 Ͼ 0͒ and ͑P 1 = P 2 =0, P 3 Ͻ 0͒ are included. As shown in Fig. 1 the predicted coercive field of 131.7 kV cm −1 in 3D is less than that ͑170.54 kV cm −1 ͒ obtained in 2D. The decrease in the predicted coercive field in 3D as compared to 2D can be attributed to the additional two tetragonal variants. For comparison, the hysteresis loop obtained from the thermodynamic calculation under a single tetragonal domain assumption is shown by the green solid line in the same figure. It is seen that the coercive field from the thermodynamic calculation is about three and half times large as that obtained from the 3D phase field simulation. Based on the hysteresis loops for PZT ͑x = 0.80͒ single crystals obtained from the thermodynamic calculation, 2D and 3D phase field simulations, we make a hypothesis that the coercive field of a ferroelectric is closely related to the num- ber of ferroelectric domain variants. The predicted coercive field decreases as the number of variants increases for the same system.
To test this hypothesis, we performed additional 3D phase field simulations of PZT single crystals near the morphotropic phase boundary. In this case, it is possible to have all six tetragonal variants as well as eight rhombohedral variants for a total of fourteen variants in the domain structure. 20 The red solid line in Fig. 1 is the corresponding hysteresis loop. Quite remarkably, the coercive field is dramatically reduced, approximately 20.05 kV cm −1 , which is about oneseventh of that for the tetragonal ferroelectric state of PZT at x = 0.80 predicted by the 3D simulation.
To understand the role of the number of domain variants in reducing the coercive field, we examined the domain structure evolution during switching. Figure 2͑a͒ is a 2D domain structure corresponding to point A in Fig. 1 . Each color represents a tetragonal variant and the direction of the polarization is indicated for each variant. It is shown that a 1 negative domains nucleate at the twin boundaries, i.e., 90°do-main walls ͑marked by the circles͒. Figure 2͑b͒ is a domain structure from a 3D simulation of PZT at the MPB composition ͑x = 0.575͒, corresponding to point B in Fig. 1 . The domain structure contains a phase mixture. Rhombohedral ferroelectric variants are represented by different blue shades, while other colors denote the tetragonal variants. It is demonstrated that a 1 negative domains nucleate either at the domain boundaries between tetragonal and rhombohedral variants or at the boundaries between different tetragonal variants ͑marked by circles͒ during switching. Comparing the 2D and 3D domain structures, the significantly reduced coercive field at the MPB composition can be mostly attributed to the increase in the number of ferroelectric variants as compared to the tetragonal composition.
The experimentally measured coercive fields for tetragonal compositions and for compositions near the MPB are 22-40 ͑Refs. 21-23͒ and 9 -20 kV cm −1 ͑Refs. 12-14͒, respectively. The predicted coercive fields for single crystals obtained from our 3D phase field simulations for compositions of x = 0.80 and x = 0.575 are about three to six times and one to two times the experimental measurements while the predicted coercive field assuming a single tetragonal domain is 11-20 times the experimental measurements. It should be pointed out that the experimentally measured hysteresis loops for PZT are for polycrystalline samples. Therefore, the additional difference in the simulated coercive fields and experimental measurements is possibly due to the presence of defects such as grain boundaries and dislocations present in polycrystalline ceramics. The role of these extrinsic defects becomes increasingly important as the number of ferroelectric variants decreases. Theoretical models are now available 17, 24 for introducing defects such as dislocations as well as grain structures, and it has been shown that they will likely further reduce the predicted coercive field.
In conclusion, the presence of multivariants/ multidomains accounts for the dramatically different values of coercive fields of bulk ferroelectric crystals predicted from prior phenomenological thermodynamic theory. It is shown that the nucleation of domains during polarization switching occurs at the domain walls among various ferroelectric domains in a single crystal.
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