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vRÉSUMÉ
On présente un modèle pour le phénomène de transition de phase, basé une méthode eulérienne
de capture de l’interface dans le cadre d’une discrétisaton à l’aide de la méthode des éléments
finis. Ce modèle est applicable aux écoulements multifluides où les phases sont incompressibles
et immiscibles. Une technique de calcul et de représentation des flux d’énergie est développée
et analysée. Le module développé est vérifié à l’aide d’un problème qui représente l’ébullition
dans l’espace à une dimension et qui est étendu dans l’espace à trois dimensions. Des pistes sont
proposées pour poursuivre et améliorer le modèle présenté.
vi
ABSTRACT
We develop and implement a model for liquid-vapor phase change in the case of non-miscible and
incompressible fluids. We use a finite element method to discretize the problem and an Eulerian
marker to represent the liquid-vapor interface. A technique is developed and analysed to compute
and represent energy fluxes during the phase transition. The implemented code is verified by solv-
ing a simple one dimensionnal boiling problem extended in three dimensionnal space. Suggestions
are made to guide further studies of this problem.
vii
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1CHAPITRE 1 INTRODUCTION
Le phénomène de transition de phase est présent dans plusieurs procédés industriels. Tout procédé
qui transporte de l’énergie sous forme thermique ou cinétique via un fluide est susceptible de pro-
duire une transition de phase. On peut prendre en exemple le système de refroidissement d’une
centrale nucléaire ou la production d’électricité à l’aide d’une turbine hydraulique.
Les simulations numériques permettent d’atteindre un certain niveau de connaissances sur le dé-
roulement d’un phénomène physique sans avoir à conduire les expériences en laboratoire ou en
industrie. On peut voir l’approche numérique comme un complément expérimental qui permet de
diminuer les coûts et le nombre d’expériences à effectuer en déterminant de manière préliminaire
les paramètres et les caractéristiques des composantes à utiliser. À une époque où les ressources
informatiques sont de plus en plus présentes et performantes, il est très avantageux de tirer profit
de ces progrès pour économiser temps, argent, ressources et risques liés à l’expérimentation. Ces
progrès ouvrent aussi la porte à un nouveau genre d’expérimentation où il est maintenant possible
d’explorer des modèles physiques complexes. Tel est le cas pour l’étude des transitions de phase.
1.1 Description du phénomène de transition de phase
Une transition de phase se produit lorsque la matière n’arrive plus à emmagasiner l’énergie dans sa
phase actuelle, qu’elle soit solide, liquide ou gazeuse. À ce moment, l’énergie supplémentaire sert
à modifier la structure interne de la phase en changeant sa configuration. Dans sa nouvelle forme, la
matière peut soit emmagasiner plus d’énergie ou adopter une configuration qui est plus stable. La
température à laquelle ce phénomène se produit est la température de saturation (Tsat) et elle varie
selon les conditions auxquelles est soumise la matière.
Pour un fluide, une transition de phase peut survenir sous deux formes :
1. L’ébullition ou l’évaporation, où la phase liquide passe vers la phase vapeur ;
2. La condensation, où la phase vapeur passe vers la phase liquide.
La physique de ces deux phénomènes est la même et on décrit ici le cas de l’ébullition à titre
d’exemple.
L’ébullition d’un liquide se produit lorsqu’il est chauffé jusqu’à sa température de saturation Tsat.
Cette température est aussi connue sous le nom de température d’ébullition. À ce stade, la tempé-
rature cesse d’augmenter dans le liquide et il passe à l’état vapeur. Cette transition de phase a lieu
à l’interface entre les phases. Une très grande énergie est nécessaire pour que les bulles de vapeur
apparaîssent dans le liquide sans qu’une interface ne soit déjà présente. De plus, un évènement phy-
2sique doit se produire à cet endroit dans le fluide (source de chaleur intense, passage d’une particle
à très grande énergie, etc.) pour donner naissance à cette bulle de vapeur. Il doit donc y avoir une
interface liquide-vapeur pour que le phénomène ait lieu. En pratique, cette interface est présente
aux limites du domaine où le liquide est en contact avec une autre surface. Par exemple, quand on
fait bouillir de l’eau dans une casserole, le fond de celle-ci contient de minuscules inclusions où
est piègé de l’air quand on la remplit d’eau. On peut facilement voir l’emplacement de ces petites
inclusions lorsqu’on fait chauffer de l’eau, car l’air qui s’y trouve prend de l’expansion lorsqu’il
est chauffé et de petites bulles deviennent visibles avant que le liquide ne bout. Ces inclusions sont
des sites de nucléation. Pendant l’ébullition, les bulles de vapeur se forment aux sites de nucléa-
tion et deviennent de plus en plus grandes. Ces bulles finissent par se détacher pour remonter à
la surface du liquide. Une couche de vapeur peut complètement recouvrir la surface lorsqu’elle
est suffisamment chauffée. La quantité de liquide diminue au profit de la quantité de vapeur pen-
dant l’ébullition, et de l’énergie est absorbée pour permettre cette transformation d’avoir lieu. La




Figure 1.1 Représentation 2D de l’ébullition. On voit l’évolution d’une bulle de vapeur, qui prend
naissance dans une inclusion située dans la surface du fond chauffé. L’évolution de l’interface entre
la phase vapeur et la phase liquide est délimitée par un trait en pointillé.
Lors de l’ébullition, la température de la phase vapeur peut s’élever au-dessus de la température
d’ébullition, ce qui n’est pas le cas pour la phase liquide. Si une couche de vapeur recouvre la
surface chauffée, la phase liquide est chauffée par l’intermédiare de la phase vapeur. Ceci à pour
effet de permettre à la surface d’atteindre de plus grandes températures que si elle était encore en
contact avec le liquide. Cette situation risque d’endommager la surface. Aussi, comme la phase
vapeur conduit moins bien la chaleur que la phase liquide, la chaleur est transportée de manière
moins efficace, de la surface vers le fluide. Ces caractéristiques d’une transition de phase nous
motivent donc à construire des modèles qui nous aiderons à mieux comprendre le phénomène.
31.2 Objectifs
Dans les travaux présentés, on s’intéresse à la transition entre les phases liquide et gazeuse d’un
fluide. On se place ainsi dans le contexte d’un écoulement multiphase, où les surfaces libres sont
soumises à une dynamique complexe, et où le transfert d’énergie et de matière entre les phases
domine la dynamique de l’écoulement. En se basant sur les travaux de Dufour (1999) et Rivard
(2012), on propose d’utiliser la méthode des éléments finis avec capture eulérienne de l’interface
entre les fluides.
L’avantage de l’approche proposée ici est la simplicité avec laquelle on peut représenter un écou-
lement multiphase complexe. Contrairement aux méthodes lagrangiennes de suivi d’interface où
l’on doit traiter celle-ci explicitement et séparément du système d’équations qui modélise l’écoule-
ment, les méthodes eulériennes permettent de traiter tout le problème à l’aide d’un seul ensemble
d’équations. De plus, l’interface est traitée de manière implicite, ce qui permet à son évolution
d’être complètement dictée par le système d’équations utilisé. Cette différence permet une gestion
beaucoup plus naturelle de la topologie de la surface libre dans l’écoulement.
L’objectif principal du projet de recherche est de développer un modèle numérique pour décrire et
étudier les phénomènes de transition de phase présents dans les écoulements multifluides, basé sur
une méthode de capture eulérienne d’interface avec la méthode des éléments finis. Les objectifs
spécifiques sont :
1. Étudier les modèles de transition de phase existants pour en dégager les caractéristiques et
les difficultés de mise en œuvre ;
2. Développer un modèle de transition de phase basé sur une méthode eulérienne de capture
de l’interface dans le cadre d’une discrétisation à l’aide de la méthode des éléments finis ;
3. Implémenter et vérifier le modèle numérique développé ;
Pour atteindre ces objectifs spécifiques, on utilise la méthodologie suivante :
1. Développer le système d’équations aux derivées partielles (EDP) qui modélise la physique
d’un écoulement à surface libre avec transition de phase basé sur une méthode de capture
eulérienne de l’interface entre les phases. On s’inspire des travaux faits par Dufour (1999),
Rivard (2012), Ishii et Hibiki (2011), Juric (1996) et Esmaeeli et Tryggvason (2004a) ;
2. Adapter le code d’éléments finis développé à Polytechnique par l’équipe du Professeur
Dufour au modèle d’écoulement à surface libre avec transition de phase ;
3. Vérifier le modèle numérique développé à l’aide d’un problème pour lequel on connaît la
solution exacte et qui reflète la physique observée.
4CHAPITRE 2 REVUE DE LITTÉRATURE
Les écoulements multiphases et leur thermodynamique sont étudiés depuis plusieurs décennies déjà
(Ishii, 1975; Hung, 1979) et les simulations en deux dimensions sont maintenant chose courante
(Tryggvason et al., 2011; Ishii et Hibiki, 2011). Parmis les travaux présentés dans la littérature,
on retrouve, entre autres, l’étude de l’ébullition à l’intérieur de microcanaux (Yarin et al., 2008;
Kandlikar, 2012) ou de l’évaporation d’une bulle dans une cavité (Daru et al., 2006). On note
aussi l’intérêt à explorer l’effet des champs électromagnétiques sur les tranferts d’énergie et sur
les transitions de phase (Siedel et al., 2016; Hanafizadeh et al., 2016; Pandey et al., 2016). Malgré
ces avancements significatifs, le phénomène de transition de phase est encore mal compris et les
simulations tridimensionnelles en sont encore à leurs débuts (Can et Prosperetti, 2012; Hardt et
Wondra, 2008; Tanguy et al., 2007; Esmaeeli et Tryggvason, 2004a,b,c).
Cette situation s’explique par le fait qu’une grande variété d’approches numériques et théoriques
existent pour décrire ce phénomène et aussi par le fait que les données expérimentales sur le su-
jet sont toujours peu nombreuses. Ainsi, une grande partie des recherches portent davantage sur
l’étude des modèles numériques que sur l’étude du phénomène physique lui-même (Tryggvason
et al., 2005). L’étude que nous proposons s’inscrit donc dans un contexte où on cherche à dé-
terminer quelles sont les méthodes applicables aux problèmes de transition de phase et comment
s’appliquent de telles méthodes à ces problèmes. La nature du phénomène de transition de phase
fait en sorte qu’il est difficile à étudier expérimentalement. De plus, la complexité des principes
physiques en cause (physique de la surface libre et de son énergie, physique de la structure interne
de la matière et des forces de cohésion des molécules, thermodynamique des fluides, etc.) rend
l’étude du phénomène difficile.
La modélisation numérique d’un écoulement avec transition de phase comporte deux aspects im-
portants : la modélisation de la dynamique de l’écoulement multiphase et le modèle décrivant une
transition de phase.
2.1 Écoulements multiphases
Les approches numériques pour la simulation d’un écoulement multiphase se divisent en deux
catégories principales :
1. Les méthodes dites eulériennes, où la surface libre est représentée de manière implicite à
l’aide d’un marqueur F.x; t / qui est transporté dans le domaine de calcul à l’aide d’une
équation de transport. On gagne ainsi en simplicité et les variations topologiques de l’in-
5terface sont prises implicitement en charge par le système d’équations qui décrit la dyna-
mique de l’écoulement. On perd toutefois l’unicité de la représentation de la surface libre
et des conditions doivent être spécifiées pour qu’elle soit bien définie (Rivard, 2012). Parmi
ces techniques, on retrouve les méthodes « level-set » (Son et Dhir, 2008; Osher et Fedkiw,
2001; Sethian, 1999), les méthodes de type « ghost fluid » (Benson, 1992; Kang et al., 2000)
et des méthodes mixtes (Ménard et al., 2007).
2. Les méthodes dites lagrangiennes, où la surface libre qui sépare les phases est suivie de
manière explicite à l’aide d’un maillage indépendant de celui utilisé pour discrétiser l’écou-
lement, qui est spécialement dédié à modéliser sa dynamique. Ces méthodes utilisent alors
une variable explicite pour la position de l’interface xs D .t/ qui est mise à jour à chaque
pas de temps, permettant ainsi un suivi précis de l’interface. Il est alors plus facile de traiter
directement les discontinuités des variables à l’interface. Ces méthodes sont toutefois assez
coûteuses et elles nécessitent des ajustements souvent arbitraires pour venir à bout des dé-
formations topologiques de l’interface (Juric et Tryggvason, 1998). Parmi ces techniques,
on retrouve les méthodes ALE (Benson, 1989; Anjos et al., 2014) et les méthodes de « front
tracking » (Unverdi et Tryggvason, 1992).
Benson (1992) fait une bonne comparaison de ces deux approches à l’aide de la méthode des
différences finies et de la méthode des éléments finis.
Dans le cadre de notre étude, on utilise une méthode eulérienne basée sur le concept de pseudo-
concentration, à l’aide de la méthode des éléments finis (Thompson, 1986; Dufour, 1999; Voller
et al., 2006; Rivard, 2012). La méthode de la pseudo-concentration a été développée et validée dans
le contexte de la modélisation d’écoulements multifluides turbulents (Rivard, 2012). Ce travail est
à la base de notre étude sur les écoulements avec transition de phase.
Les méthodes lagrangiennes doivent souvent se baser sur des résultats expérimentaux pour bien
modéliser l’évolution complexe de surfaces libres, spécialement en ce qui a trait à la séparation
de bulles d’une couche de vapeur (Juric, 1996). Elles présentent toutefois l’avantage de représen-
ter explicitement l’interface, ce qui facilite sa localisation pour y calculer des quantités d’intérêt.
Toutefois, même avec cet avantage, l’utilisation d’un maillage secondaire qui évolue avec l’inter-
face doit être synchronisé avec le maillage où sont définies les autres variables de l’écoulement.
Ces techniques sont difficiles à implémenter et les méthodes eulériennes de type « level-set » sont
souvent préférées (Lee et al., 2010; Hysing, 2008; Yap et al., 2006).
Avec une approche eulérienne de capture de l’interface, on élimine complètement le besoin d’un
maillage supplémentaire pour la surface libre, et les variations topologiques complexes, comme la
coalescence ou le bris de bulles, peuvent être traitées avec plus de généralité (Dufour, 1999). L’in-
convénient principal de cette approche est la perte de précision dans la discrétisation de l’interface.
6On peut toutefois utiliser des stratégies numériques, comme l’utilisation d’un maillage adaptatif ou
une technique de réinitialisation de la pseudo-concentration, pour éviter les déformations purement
numériques. Il a été montré toutefois que de telles méthodes doivent être utilisées le moins possible
puisqu’elles introduisent des erreurs (Rivard, 2012).
À notre connaissance, la littérature portant sur l’étude des problèmes de transition de phase à l’aide
de la méthode des éléments finis et de la pseudo-concentration est peu développée. Les méthodes
les plus utilisées sont en général un agencement des méthodes de différences finies ou de volumes
finis avec une méthode lagrangienne ou eulérienne. Les résultats obtenus à l’aide de ces méthodes
sont prometteurs mais montrent encore certaines lacunes par rapport aux résultats expérimentaux
observés (Juric et Tryggvason, 1998; Hardt et Wondra, 2008). Ces lacunes surviennent surtout
lors de la comparaison de la forme de la surface libre obtenue numériquement à celle observée
expérimentalement, quand une telle comparaison est possible.
2.2 Écoulements multiphases avec transition de phase
Pour modéliser une transition de phase, en plus de la représentation des deux phases, on doit être
en mesure d’imposer un flux de masse et un flux d’énergie entre les deux phases. Ces flux sont
le moteur du phénomène et ils dominent la dynamique de l’écoulement. Dans les équations aux
derivées partielles (EDP), ils sont représentés par des termes sources qui agissent à l’interface. Le
calcul de ces termes est ce qui distingue les modèles numériques utilisés.
On montre plus loin que le calcul du flux de masse à l’interface se réduit au calcul du flux d’énergie
au même endroit. On doit donc utiliser une technique pour mesurer l’énergie qui passe d’une phase
à l’autre et une technique pour imposer le flux de masse correspondant à l’interface. La technique
« normal probe » décrite par Udaykumar et al. (1999) illustre l’idée de base derrière la plupart des
méthodes de mesure de flux d’énergie. Il s’agit d’identifier les points où on souhaite mesurer un flux
d’énergie et ensuite de procéder à une interpolation de la valeur de la température en échantillonant
celle-ci à des endroits bien choisis. Une autre méthode est décrite par Juric (1996) où une relation
implicite est dérivée à partir de la condition de Gibbs-Thomson et s’utilise de manière itérative.
Toutefois, Esmaeeli et Tryggvason (2004a) montrent qu’en utilisant une différence finie pour ap-
proximer le flux d’énergie, on élimine les itérations nécessaires à la méthode implicite décrite par
Juric (1996).
Une fois les flux d’énergie calculés, on doit les imposer sous la forme de termes sources dans les
EDP. L’imposition des termes sources correspondants à ces flux d’énergie est un défi numérique de
taille (Esmaeeli et Tryggvason, 2004a; Jamet et al., 2001), car ce sont des flux ponctuels qui causent
des discontinuités à l’interface et ils mettent à l’épreuve les techniques employées en général.
7On doit aussi considérer la température à laquelle une transition de phase se produit dans un fluide.
Comme la transition de phase a lieu à l’interface, on doit déterminer la température à cet endroit et
on doit l’imposer, car c’est une contrainte imposée au fluide pendant la transition de phase. Juric et
Tryggvason (1998) fait un exposé des différentes approximations possibles pour cette température
et présente les valeurs correspondantes pour différents fluides. Il est possible de l’imposer implici-
tement, comme le fait Juric (1996), en utilisant une relation thermodynamique (Gibbs-Thomson),
ou comme le font Esmaeeli et Tryggvason (2004a) avec une différence finie modifiée qui fait inter-
venir la température de saturation. Il est aussi possible de l’imposer de manière explicite, sous la
forme d’une condition de Dirichlet, comme le font Son et Dhir (2008).
Finalement, la densité et la distribution des sites de nucléation (cf. section 1.1) est un autre apsect
d’une étude sur les transitions de phase qui doit être abordé. Puisque la formation des bulles de
vapeur n’est possible qu’à partir des sites de nucléation, leur nombre et leur emplacement affecte
la dynamique de l’ébullition. Shin et al. (2005) montrent que les données obtenues des simulations
numériques sont plus représentatives lorsque la densité et la distribution des sites de nucléation est
prise en compte.
8CHAPITRE 3 MODÉLISATION DES ÉCOULEMENTS À SURFACE LIBRE AVEC
TRANSITION DE PHASE
Dans ce chapitre, on présente les équations qui composent le modèle d’écoulements à surface libre
avec transition de phase. L’objectif de cette démarche est de bien comprendre comment la mo-
délisation d’une transition de phase s’inscrit dans la mécanique des fluides. Pour cette raison, on
énonce les lois physiques qui sont à la base du phénomène et on développe ensuite les équations
qui expriment la dynamique du modèle.
3.1 Représentation d’un écoulement à surface libre
3.1.1 Surface libre
Les travaux présentés dans ce mémoire utilisent la représentation d’un écoulement multifluide in-
troduite par Thompson (1986). Une surface libre est une couche sans épaisseur qui sépare deux
fluides. Leur phase peut être solide, liquide ou gazeuse. Plus particulièrement, on s’intéresse aux
écoulements où un liquide est en contact avec sa phase vapeur. La nouveauté ici est que pendant
une transition de phase, il y a un transfert d’énergie et de matière entre les deux phases du fluide.
La dynamique particulière des écoulements avec transition de phase nécessite une reformulation
du problème d’écoulement multifluide.
On note  le domaine qu’occupent les phases. Comme illustré à la figure 3.1, v est occupé par la
phase vapeur et ` est occupé par la phase liquide. La surface libre entre les fluides, qu’on appelle
aussi interface, est notée par S et sépare les deux phases. Sa normale est représentée par ns et ts est
un vecteur du plan tangent.
En l’absence d’une transition de phase, on doit retrouver les caractéristiques habituelles de l’écou-
lement. On note uv la vitesse de la phase vapeur, u` est la vitesse de la phase liquide et us est
la vitesse de l’interface. En l’abscence de transition de phase, on doit récupérer les conditions de
continuité de la vitesse normale et tangentielle à l’interface entre les phases :
uv  ns D u`  ns D us  ns continuité normale de la vitesse ;
uv  ts D u`  ts D us  ts continuité tangentielle de la vitesse,
pour tout ts du plan tangent à l’interface. En présence d’une transition de phase, on doit généraliser
ces conditions de manière à permettre un échange de matière entre les phases. Cette condition décrit








Figure 3.1 Représentation 2D d’une surface libre liquide-vapeur.
Hugoniot qu’on décrit plus tard (Tryggvason et al., 2011). On doit aussi inclure une équation pour
l’équilibre des forces agissant sur l’interface,
.v   `/  ns D ns; (3.1)
où  est le coefficient de tension superficielle,  est la courbure locale de l’interface et v et `
représentent respectivement les contraintes dans la phase vapeur et dans la phase liquide à l’inter-
face. Ainsi, l’expression (3.1) représente l’équilibre entre la différence des contraintes des phases
à l’interface (donné par le terme de gauche) et la tension superficielle entre les phases (donnée par
le terme de droite). Cette équation est en quelque sorte une description de la forme de l’interface
donnée par sa courbure , qui s’ajuste en fonction des forces de contraintes  présentes dans les
phases.
3.1.2 La pseudo-concentration
On souhaite obtenir une formulation dite « single-phase flow » (Ishii et Hibiki, 2011) où on utilise
un marqueur pour identifier les différentes phases d’un écoulement multiphase. On utilise ici le
concept de pseudo-concentration (Thompson, 1986) pour représenter les deux phases. Pour un
paramètre physique a quelconque ayant une valeur av dans la phase vapeur et une valeur a` dans
la phase liquide, on utilise l’expression
a.x; t / D a` C .av   a`/F.x; t / (3.2)
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où F.x; t / est la pseudo-concentration :
F.x; t / D
(
1 si x 2 vI
0 si x 2 `:
On identifie l’interface S entre les phases comme étant les points où on retrouve le saut de F :
S D
n




Bien que cette façon de définir une surface libre remplit l’objectif d’identifier les différentes phases
de l’écoulement, on doit en exiger plus. La formulation des équations qui régissent la dynamique
des fluides nécessite l’hypothèse des milieux continus. Cette hypothèse dit que les quantités liées
aux fluides varient de manière continue. Or, comme les quantités physiques sont représentées à
l’aide de F via l’équation (3.2), nous devons construire la pseudo-concentration de manière à ce
que les propriétés physiques varient de manière continue d’une phase à l’autre. On introduit alors
une zone de transtion  qui s’étend à une distance  de chaque côté de l’interface, comme illustré
à la figure 3.2. On note que  est une construction de notre modèle numérique et n’a aucun sens










Figure 3.2 Représentation 2D de la zone de transition qui contient l’interface entre les fluides.
F.x; t / D
8ˆ<ˆ
:
1 si x 2 v nI
0 si x 2 ` nI







fkx   xskg < 
o
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f .@ \ v/ D 1I
f .@ \ `/ D 0I





.@ \ .` [v// D 0I
@2f
@n2s




est défini par l’opérateur ns r et @2f@n2s est défini par l’opérateur .ns r/.ns r/. Cet ensemble
de conditions sur la fonction f .x/ assure les conditions de régularités nécessaires à l’utilisation







xs   ns xs C ns
Figure 3.3 Représentation 1D de la pseudo-concentration.
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3.1.3 Courbure de l’interface et régularité de la pseudo-concentration
Comme on considère un écoulement où les deux phases sont immiscibles, on doit tenir compte de
la tension superficielle subie par la surface qui sépare les phases (cf. équation (3.1)). Cette force
est générée par la courbure  de l’interface aux points xs tels que F.xs; t / D 12 . On voit plus
loin que pour obtenir les équations de la dynamique de l’écoulement, on utilise une approximation
volumique de cette courbure :





Cette expression fait intervenir les dérivées de F jusqu’à l’ordre 2. On impose à F d’être suffisa-
ment régulière pour qu’elle soit bien définie.
3.2 Lois de conservation
On débute en considérant une quantité fixe de matière qui occupe un volume initial 0. Cette
quantité de matière peut être composée en partie d’une phase liquide et d’une phase gazeuse et
on veut permettre l’échange de matière entre ces phases. La seule restriction est qu’on ne peut
pas perdre ou créer de matière. On pourra donc énoncer les lois physiques qui s’appliquent à cette
quantité de matière tout en permettant à 0 de se déformer autant que nécessaire pour respecter
cette unique contrainte. Ce point de vue bien connu est le point de vue lagrangien. Cette méthode
semble être la plus naturelle pour décrire les principes fondamentaux qui régissent notre modèle.
Dans la formulation des écoulements à surface libre incompressibles, on doit habituellement avoir
un champ de vitesse à divergence nulle partout dans le domaine (r  u D 0). Pour notre étude, on
conserve la nature incompressible des fluides, mais on ne peut plus imposer la divergence nulle du
champ de vitesse partout dans le domaine à cause de la variation de volume entraînée lors d’une
transition de phase.
3.2.1 Conservation de la masse
Pour obtenir le système d’EDP qui décrit notre modèle, on doit d’abord énoncer le principe de
conservation de la masse. L’équation ainsi obtenue sera utile au développement de toutes les autres
équations. En particulier, c’est ici qu’on développe l’expression qui remplace la condition habi-
tuelle d’incompressibilité d’un fluide.




.x; t / dV;
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où t est le domaine spatial occupé par la matière au temps t et où .x; t / est la masse volumique
du fluide. En présence d’une transition de phase, cette masse est conservée puisque la matière n’est







.x; t / dV D 0:
On remarque ici que la densité est une fonction du temps et de l’espace. Avec le point de vue
lagrangien, on a que x D x.a; t / où a D x.a; t0/ est la position initiale d’une particule de matière
dans le domaine étudié. On peut donc voir x.a; t / comme la trajectoire de la particule de matière
qu’occupe le point initial a. De plus, on ne peut pas commuter les opérateurs d=dt et
R
puisque le
















où on passe la dérivée d=dt à l’intérieur de l’intégrale en utilisant le théorème de convection de




.x; t /C .x; t /r  @
@t
x.a; t / D 0: (3.6)
La fonction x.a; t / donne la position de chaque particule à l’étude dans le système et
u.x; t / D @
@t
x.a; t /
est la vitesse de cette particule. L’équation (3.6) devient donc
d
dt
.x; t /C .x; t /r  u.x; t / D 0:













C u.x; t /  r  D
Dt
: (3.7)
L’opérateurD=Dt est souvent utilisé dans la littérature et il est appelé dérivée matérielle ou dérivée
convective. Il diffère de d=dt dans le sens où on utilise u en l’interprétant comme la vitesse de
l’écoulement. Quand il n’y a pas de distinction entre la dérivée de la position et la vitesse qui
caractérise l’écoulement, on a D=Dt D d=dt . Dans notre cas, on devra définir une autre vitesse
qui décrit l’évolution de la transition de phase indépendamment de la vitesse de l’écoulement. Ceci
introduit une différence importante entre ces deux expressions de la dérivée et on devra l’identifier
plus tard.
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L’équation finale pour la conservation de la masse est donc
D
Dt
C r  u D 0: (3.8)
En utilisant l’équation (3.7), on peut écrire l’équation (3.8) sous la forme
@
@t
Cr  .u/ D 0: (3.9)
3.2.2 Conservation de la quantité de mouvement
À cette étape, on applique la deuxième loi de Newton sur la masse de fluide étudiée. Cette loi dit que





.x; t /u.x; t / dV D f@.t/.x; t /C f.t/.x; t /; (3.10)
où f@.t/.x; t / est l’ensemble des forces appliquées à la frontière du domaine.t/ et où f.t/.x; t /
est l’ensemble des forces agissant sur chaque particule de matière dans ce domaine.
Pour décriref@.t/.x; t /, on considère les forces de déformation données par le tenseur des contraintes
 D 2 P.u/    2
3
r  uC pı;
où  est la viscosité, P.u/ D ruC.ru/T
2
est le tenseur du taux de déformation, p est la pression
et ı est le tenseur de Kronecker (ıij vaut 1 si i D j et 0 sinon). On doit aussi considérer la force
capillaire. Elle est donnée par
fC D ns
où  est le coefficient de tension superficielle,  est la courbure de l’interface et ns est la normale à
l’interface S. Ceci nous donne le terme de force











2 P.u/    2
3
r  uC pıns dSC Z
@.t/
ns dS:
Pour le second terme de force, on se limite à la force gravitationnelle. On aura donc
f.t/.x; t / D
Z
.t/
.x; t /g dV (3.11)
où g représente l’accélération gravitationnelle.
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Pour obtenir les EDP finales, on doit exprimer toutes ces intégrales sous la même forme. On choisit
donc d’exprimer les intégrales sur @.t/ comme des intégrales sur.t/. Pour ce faire, on applique





r   dV: (3.12)
Pour la force capillaire fC, on utilise l’approximation volumique fCV qui a été introduite par
Brackbill et al. (1992), Z
@.t/




où fCV D .F /rF et où .F / est la courbure moyenne donnée par l’expression (3.5). Cette
approximation remplace la force capillaire, qui est une force de surface, par une force volumique
que l’on pourra traiter numériquement avec plus d’aisance.






















.u/C .u  r/u D r   C g C fCV
D r   2 P.u/   2
3
ır  u   rp C g C fCV:




uC .u  r/u D r   2 P.u/   2
3
ır  u   rp C g C fCV: (3.14)
C’est l’équation de conservation de la quantité de mouvement qu’on utilisera.
3.2.3 Conservation de l’énergie thermique
L’équation de conservation de l’énergie thermique nécessite un développement plus exhaustif et
risquerait d’alourdir inutilement le texte. Pour cette raison, on choisit d’omettre la première partie
du développement de cette équation qui établit le bilan d’énergie d’un système et qui l’exprime en
fonction de la température. Le lecteur intéressé peut se référer à Bird et al. (2002) pour une lecture
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adaptée au contexte de la mécanique des fluides. On prend la formulation générale donnée par Bird




D  r  q   T @p
@T
r  u    W ru (3.15)
où p D p.; T / est la pression, C D Cv est la conductivité thermique à volume constant et
q D  krT est le flux d’énergie thermique donné par la loi de Fourier. On prendra  W ru D 0
puisqu’on néglige la dissipation visqueuse.
On veut décrire @p=@T en fonction de  et de T de manière à ce que l’équation (3.15) ne fasse pas




1=v   1=` ; (3.16)
où L est la chaleur latente par unité de masse nécessaire pour la transition de phase et où v et `
sont respectivement la masse volumique de la phase vapeur et la masse volumique de la phase




D r  .krT /   L
.1=v   1=`/r  u




T C .Cu  r/ T D r  .krT /   L
.1=v   1=`/r  u: (3.17)
3.3 Équation de transport de l’interface
L’objectif maintenant est de développer l’équation qui décrit l’évolution de la
pseudo-concentration F.x; t /. Soit xs tel que F.xs; t / D 12 qui identifie une isosurface de la
pseudo-concentration qui représente l’interface entre les fluides. En notant xs D xs.x0; t /, où x0
est la position initiale de ce point, on comprend que xs est un point qui demeure sur l’interface. Le
champ de vitesse qui décrit l’évolution de l’interface us.xs; t / est donné par
@
@t
xs.x0; t / D us.xs; t / D u.xs; t /C v.xs; t /;
où u (sans indice s) est la vitesse de l’écoulement du fluide et v est la vitesse qui est due à la
transition de phase. Comme F.xs; t / D 12 décrit une isosurface, on a alors
d
dt





 D 0: (3.18)
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Il est important de remarquer qu’on ne doit pas utiliser la dérivée convective D=Dt pour établir
cette relation, car elle serait fausse puisqu’elle est décrite en fonction de la vitesse de l’écoule-
ment u. En développant l’équation (3.18), on trouve
d
dt
F.xs; t / D @
@t
F.xs; t /C @
@t
xs  rF.xs; t / D 0:
L’équation de transport recherchée est donc
@
@t
F.xs; t /C us.xs; t /  rF.xs; t / D 0: (3.19)
Bien que F soit définie partout dans le domaine , l’équation (3.19) a été développée pour les
points xs sur la surface S. On aimerait avoir une équation qui décrit l’évolution de F.x; t / par-
tout dans le domaine , et non seulement à l’interface des phases. L’hypothèse qu’on fait est de
supposer que cette équation tient sur tout le domaine ,
@
@t
F.x; t /C us.x; t /  rF.x; t / D 0; (3.20)
où us.x; t / D u.x; t / C v.x; t /. Cette décomposition de us permet de séparer la contribution de
la vitesse de transition de phase v, de la contribution de la vitesse de l’écoulement u. La vitesse u
décrit l’écoulement des fluides sur tout le domaine et doit satisfaire aux équations (3.9), (3.14)
et (3.17). La vitesse v est purement l’effet d’une transition de phase et est dévelopée plus loin.
Lorsqu’aucune transition de phase n’est présente, on a v D 0 et donc us D u.
3.4 Système d’EDP incompressible avec transition de phase








uC .u  r/u D r   2 P.u/   2
3
ır  u   rp C g C fCVI
@
@t
Cr  .u/ D 0I
@
@t




T C .Cu  r/ T D r  .krT /   L
.1=v   1=`/r  u:
(3.21)
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u.x; t / D uDu; 8x 2 @Du et 8t  0I
.x; t /  n D tNu; 8x 2 @Nu et 8t  0I
T .x; t / D TDT ; 8x 2 @DT et 8t  0I
 rT .x; t /  n D qNT ; 8x 2 @NT et 8t  0I
F.x; t / D FDF ; 8x 2 @ DF et 8t  0;
où n est la normale extérieure à frontière @. Ici, la partie de la frontière du domaine où on im-
pose les conditions de Dirichlet est notée @Du pour la vitesse, @DT pour la température et
@ DF D fx 2 @ ju  n < 0g pour la pseudo-concentration. On fait de même pour les conditions
de Neumann en notant @Nu pour la partie de la frontière du domaine où on impose la condition
naturelle en vitesse et @NT pour ce qui est de la condition naturelle en température. Ces ensembles
partionnent la frontière et ne peuvent s’intersecter :8ˆˆˆˆ
ˆˆ<ˆ
ˆˆˆˆˆ:
@Du [ @Nu D @I
@Du \ @Nu D ;I
@DT [ @NT D @I
@DT \ @NT D ;:
(3.22)
Puisqu’on impose des conditions dans un espace tridimensionnel, l’ensemble des conditions expri-
mées (3.22) s’applique pour chaque dimension. Les conditions initiales sont données par :8ˆˆˆ<ˆ
ˆˆ:
u.x; 0/ D u0; 8x 2 I
T .x; 0/ D T0; 8x 2 I
F.x; 0/ D F0; 8x 2 :
Ce système d’équations décrit bien la dynamique d’un écoulement sans hypothèse supplémentaire
autre que celle où une transition de phase se produit. Il reste à imposer l’incompressibilité de
chaque phase et à définir v pour comprendre ce que devient la condition sur r  u là où on retrouve
l’interface entre les fluides. Habituellement, pour un écoulement incompressible sans transition de
phase, on impose la condition r u D 0 partout dans le domaine. Mais ici, la transition de phase
rend les choses un peu plus compliquées.
On obtient le système d’équations (3.21) pour un fluide incompressible en considérant l’équation de
continuité (3.9) et en imposant que v et ` soient constantes. Cette condition a pour effet d’annuler
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toutes les dérivées de ces quantités, l’idée étant que  soit constante dans chaque phase. Comme
 D ` C .v   `/F et des équations (3.7) et (3.20), l’équation de continuité devient








F D .v   `/
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v  rF:
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Ce sont les équations pour un écoulement incompressible où une transition de phase est permise.
On retrouve les équations classiques d’un écoulement incompressible sans transition de phase en
posant v D 0. La forme exacte de v doit être décrite. C’est ce que nous faisons à la prochaine
section lors de la description du modèle de transition de phase. Terminons en mentionnant que
les propriétés physiques telles que la viscosité, la conductivité thermique et la chaleur latente sont
considérées comme étant constantes. Cette première approximation permet de simplifier l’étude de
ce phénomène. Dans l’optique d’une étude plus représentative de la physique, on pourrait inclure
les effets de la variation de la température sur ces propriétés. Par exemple, on pourrait utiliser
l’approximation de Boussinesq pour inclure les effets des variations de température sur la masse
volumique de chaque phase.
3.5 Modèle de transition de phase
On développe maintenant les expressions de la vitesse v et le flux d’énergie Pq qui caractérisent une
transition de phase. C’est donc ici qu’on énonce la forme particulière de notre modèle de transi-
tion de phase. Dans ce qui suit, on approxime la normale à l’interface à l’aide de l’approximation
(cf. équation (3.5))
ns '   rFkrF k :
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3.5.1 Vitesse de l’interface
On obtient la vitesse de l’interface en considérant le flux de masse Pm entre les fluides lors de la
transition de phases. Ce flux de masse correspond à une variation de la quantité de mouvement ( u)
d’une phase à l’autre, donnée par la relation de Rankine-Hugoniot (voir Tryggvason et al. (2011)) :
v.uv   us/  ns D `.u`   us/  ns D Pm; (3.24)
où u` et uv sont respectivement la vitesse de l’écoulement dans la phase liquide et dans la phase
vapeur, us est la vitesse de l’interface, ns est la normale à l’interface et Pm est le flux de masse d’une
phase à l’autre.
En manipulant directement cette relation, on peut l’exprimer sous deux autres formes :



















La première expression donne le saut de vitesse de l’écoulement lorsqu’on passe d’une phase à
l’autre. La seconde exprime la vitesse de l’interface comme la vitesse moyenne de l’écoulement
dans les deux phases, plus le flux moyen de masse d’une phase à l’autre.
Ces trois relations nous donnent plusieurs possibilités pour décrire la vitesse de l’interface entre les
fluides. En exprimant cette vitesse comme une somme de deux effets, us D uC v, le premier étant
dû à l’écoulement des fluides et le second à la transition de phase, on obtient ainsi v D us   u. En
utilisant l’équation (3.26), on a une expression explicite pour v.
De nombreuses expériences nous permettent toutefois d’observer que si la divergence du champ
de vitesse est non nulle à l’interface, alors la zone de transition de la pseudo-concentration subie
un fort gradient de vitesse. Ceci entraîne un étirement ou une contraction de la zone de transition
du marqueur eulérien dans la direction normale à l’interface. Cet effet sur la zone de transition est
indésirable car celle-ci est une construction numérique qui sert à différencier les phases et elle ne
joue aucun rôle physique. Nous voulons que la zone de transition reste inchangée dans la direction
normale à l’interface tout au long de son évolution avec l’écoulement. Il est certain que l’interface
et la zone de transition subiront des déformations causées par l’écoulement, mais il est fortement
désirable que la largeur de la zone de transion  demeure constante. C’est précisément ce para-
mètre  qui est responsable de la représentation des phases dans l’écoulement. Une solution à ce
problème est de déplacer la divergence non nulle tout juste à l’extérieur de la zone de transition. De
cette manière, on pourra utiliser le fait que u.xs/ D u` à l’interface (ou u.xs/ D uv) et la vitesse
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de déplacement de la zone de transition à travers celle-ci sera constante, évitant ainsi les déforma-
tions indésirables. De plus, cette façon de faire nous permet d’utiliser directement la condition de
Rankine-Hugoniot :
v  ns D .us   u.xs//  ns D .us   u`/  ns D   Pm
`
:
On a décidé ici de placer le terme de divergence non nulle dans la phase vapeur, ce qui impose
u.xs/ D u` à l’interface. À priori, ce choix est arbitraire, l’unique but étant d’éliminer la déforma-
tion de la zone de transition.
Le flux de masse Pm s’obtient en fonction du flux d’énergie à l’aide de la relation Pm D  Pq=L où L
est la chaleur latente. Ceci donne l’expression
v  ns D Pq
`L
; (3.27)
qui peut aussi s’écrire sous la forme
v  rF D   Pq
`L
krF k: (3.28)
3.5.2 Expression du flux d’énergie
Lors d’une transition de phase, de l’énergie est absorbée ou libérée par le fluide. Cet échange
d’énergie entre les phases a lieu à l’interface où se produit la transition de phase. Pour passer d’une
phase à l’autre, le fluide absorbe ou libère de l’énergie pour permettre à sa structure interne d’être
modifiée. Ainsi, par exemple, si on fait bouillir un liquide en le chauffant dans un récipient posé
sur une source de chaleur, l’énergie qui est fournie au fluide est absorbée à l’interface et sert à
transformer la phase liquide en phase vapeur. C’est donc à l’interface qu’on doit définir un flux
d’énergie. Ce flux est une mesure de l’énergie qui traverse l’interface en passant d’une phase à
l’autre. Ici, l’énergie est proportionnelle à la température. Donc, pour décrire un flux d’énergie, on
utilise la variation de température dans l’espace, qui s’obtient à l’aide du gradient de celle-ci.
Pour définir un flux d’énergie à travers l’interface, on utilise la loi de Fourier qui dit qu’une
quantité d’énergie qui traverse une unité de surface par unité de temps est donnée par la rela-
tion Pq D  k.rT  ns/ où k est la diffusivité thermique du fluide considéré et où ns est la normale
à la surface. On définit maintenant le flux d’énergie Pq en prenant soin d’obtenir une quantité po-
sitive pour l’évaporation (énergie absorbée) et une quantité négative pour la condensation (énergie
libérée).
Soit T .xs; t / la température à l’interface au temps t . Le flux d’énergie de la phase vapeur vers la
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phase liquide à travers l’interface S est donné par
Pqv D kv

T .xs   hns; t /   T .xs; t /
h

et le flux d’énergie de la phase liquide vers la phase vapeur est donné par
Pq` D k`

T .xs; t /   T .xs C hns; t /
h

où ns est la normale à l’interface et h est la distance avec laquelle on mesure la température par
rapport à l’interface. Le flux net à travers l’interface est donné par Pq D Pqv   Pq`.
La principale caractéristique d’une transition de phase est que la phase qui libère de la masse vers
l’autre phase demeure à température constante durant le processus sous conditions normales. On
peut prendre en exemple l’eau qui bout à environ 100 ıC et la glace qui fond à environ 0 ıC à
une pression d’environ 101;3 kPa. On doit donc reproduire ce comportement. Pour y arriver, on
s’inspire de la démarche de Esmaeeli et Tryggvason (2004a) en remplaçant T .xs; t / par Tsat.xs; t /
dans les expressions pour Pqv et Pq`. Tsat est la température à laquelle la transition de phases doit se
produire. Pour notre étude, on suppose que cette température est constante. Cette simplification est
en général une bonne première approximation (voir Juric et Tryggvason (1998)). On obtient donc
la relation
Pq D Pqv   Pq` D kv










On voit que l’énergie supplémentaire (ou déficitaire) dans chaque phase contribue à la transition de
phase. En effet, les deux termes du membre de droite de l’équation (3.29) font chacun intervenir la
différence de température dans la phase vapeur ou dans la phase liquide.
3.5.3 Système d’EDP final
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Deux écoulements peuvent partager les mêmes caractéristiques sans nécessairement partager les
mêmes paramètres physiques. En d’autres termes, deux fluides différents peuvent générer des écou-
lements similaires, mais à des vitesses et à des échelles de grandeurs différentes. Par exemple, les
tourbillons produits dans l’eau à la sortie d’un drain peuvent partager les mêmes caractéristiques
qu’une tornade dans le ciel. C’est le rapport des propriétés physiques d’un fluide, de concert avec
la taille du système et les vitesses en jeu, qui définit les caractéristiques d’un écoulement. Ainsi,
en choisissant les bons rapports de ces quantités, on peut décrire les écoulements générés par dif-
férents fluides à l’aide d’un seul regroupement de paramètres. Ces regroupements de paramètres
s’écrivent sans dimension et sont appelés nombres adimensionnels. C’est à l’aide de ces nombres
adimensionnels qu’on caractérise un écoulement sans avoir à décrire le système de façon précise.
Pour introduire les nombres adimensionnels, on doit décrire toutes les quantités représentant un
paramètre physique du système en une partie avec dimension, qui caractérise l’échelle de grandeur
ou une propriété du système, et en une partie sans dimension. Les quantités ayant des dimensions
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Qk D k0k
Qc D c0c Qg D Gg QPq D k0T0
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À l’aide de cette adimensionnalisation, on peut réécrire le système (3.21) sous forme adimension-
nelle :
1. On note que les quantités précédentes possèdent des dimensions et ne sont pas notées d’un «Q». On fait ce choix
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où Re D 0u0`
0
est le nombre de Reynolds, Fr2 D u20
G`
est le nombre de Froude au carré, We D 0u20`
0
est le nombre de Weber, Ja D c0T0
L0
est le nombre de Jacobi et où Pe D 0c0u0`
k0
est le nombre de Pé-
clet. Ces cinq nombres adimensionnels servent à décrire les caractéristiques d’un écoulement avec
transition de phase. En précisant des valeurs pour chacun d’eux, on peut générer des écoulements
avec des caractéristiques différentes. Par exemple, un problème d’écoulement turbulent est par-
fois caractérisé par un grand nombre de Reynolds alors qu’un écoulement laminaire est caractérisé
par un faible nombre de Reynolds. De la même manière, un écoulement avec une forte diffusion
de chaleur est caractérisé par un faible nombre de Péclet alors qu’un écoulement dominé par la
convection thermique est caractérisé par un grand nombre de Péclet. Finalement, pour un écoule-
ment avec transition de phase, on s’intéresse particulièrement au rapport du nombre de Jacobi et du
nombre de Péclet. Plus ce rapport est grand, plus la transition de phase influence le comportement
de l’écoulement.
3.6 Méthode de calcul du flux d’énergie
On décrit maintenant la méthode utilisée pour le calcul du flux d’énergie Pq. On doit calculer les flux
d’énergie qui traversent l’interface en provenance de la phase vapeur Pqv et de la phase liquide Pq`.
Le principal défi pour la mise en œuvre de notre modèle est la représentation eulérienne de l’inter-
face. Contrairement aux méthodes lagrangiennes employées par Esmaeeli et Tryggvason (2004a)
ou Juric et Tryggvason (1998), on ne connaît pas l’emplacement exact de l’interface avec une re-
présentation eulérienne. On a plutôt une zone de transition qui est libre d’évoluer selon l’équation
de transport (3.20) qui modélise sa dynamique.
L’expression (3.29) obtenue pour le flux d’énergie indique qu’on doit sonder la température de part
et d’autre de la zone de transition en chaque point de l’interface. On choisit de représenter ce flux
d’énergie comme étant constant par élément, puisqu’il est naturel d’identifier les éléments qui sont
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traversés par l’interface. En effet, on peut partitionner le domaine en trois groupes d’éléments : les
éléments qui ont des nœuds géométriques uniquement dans l’une ou l’autre des phases (F < 1
2
ou F > 1
2
à travers l’élément) et les éléments qui chevauchent l’interface (F < 1
2
et F > 1
2
à
travers l’élément). Ainsi, les éléments qui recouvrent l’interface forment une couche où on peut




Figure 3.4 Représentation 2D de la couche d’éléments qui recouvre l’interface où on définit un flux
constant par élément.
de transition et doit être constant dans la direction normale à l’interface. On doit donc transmettre
le flux calculé sur les éléments recouvrant l’interface aux autres éléments dans la direction normale
à l’interface. Dans la limite où la taille d’un élément devient petite, on représente l’interface avec
plus d’éléments et donc avec plus de précision.
3.6.1 Évaluation du flux d’énergie à l’interface entre les fluides
Pour chaque élément recouvrant l’interface, on s’inspire de la méthode décrite par Esmaeeli et
Tryggvason (2004a) pour évaluer le flux d’énergie à travers l’interface. Cette méthode est décrite
plus en détails par Udaykumar et al. (1999). Il s’agit de sonder la température à une distance h, de
part et d’autre de l’interface. La direction sondée est celle de la normale à l’interface. Donc, si xs
est un point de l’interface, la température à l’interface est T .xs/ et la température sondée de part
et d’autre est donnée par T .xs ˙ hns/. On choisit h comme étant , la demi-largeur de la zone de
transition, tel qu’illustré à la figure 3.5.
Pour obtenir la température aux points xs˙ns, on détermine quels éléments contiennent ces points
et on calcule la température moyenne sur ces éléments. Une fois cette température déterminée, on
définit le flux d’énergie à l’aide de la relation (3.29). À cette étape, un flux d’énergie est défini sur
chaque élément de la couche d’éléments qui recouvre l’interface.
La normale à l’interface est déterminée à l’aide de l’approximation ns '  rF=krF k. Comme on
utilise des flux d’énergie constants par élément, on utilise la valeur moyenne de ns pour avoir une
valeur qui est aussi constante par élément. Pour faire cette moyenne, on se sert de la valeur de rF
en chaque nœud de calcul de l’élément.
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T .xs   ns; t /





Figure 3.5 Pour évaluer le flux d’énergie krT .xs; t / à l’interface, on sonde la température de part
et d’autre de l’interface pour obtenir T .xs ˙ ns; t /.
3.6.2 Évaluation de la divergence non nulle du champ de vitesse
Comme on l’a remarqué plus tôt, un terme de divergence non nulle dans la zone de transition crée
un fort gradient de vitesse à cet endroit. Ceci à pour effet de déformer la zone de transition d’une
manière indésirable. Pour contourner ce problème, on choisit de placer le terme de divergence non
nul à l’extérieur de la zone de transition. La condition de Rankine-Hugoniot (3.24) est parfaitement
adaptée à cette idée et permet même d’obtenir une expression plus simple pour la vitesse de l’in-
terface (voir l’équation (3.27)), car elle s’exprime en fonction des vitesses de la phase vapeur et de
la phase liquide.
Ainsi, on doit reconstruire la couche d’éléments qui recouvre l’interface à l’extérieur de la zone de
transition à une distance d qu’on fixe entre 2 et 3, où  est la demi-largeur de la zone de transition
(voir figure 3.6). Pour y arriver, on identifie dans quelle phase on reconstruit la couche d’éléments
où le flux d’énergie est préalablement défini. Ensuite, on trouve les éléments de cette phase qui
sont à la distance d voulue dans la direction normale à l’interface et on leur attribue la valeur de la
divergence prescrite.
3.6.3 Calcul du flux d’énergie à travers la zone de transition
Une fois que le flux d’énergie est défini pour la couche d’éléments qui recouvre l’interface entre
les fluides, on doit étendre ce flux d’énergie aux autres éléments dans la zone de transition selon
la direction normale à l’interface. À partir des éléments de la couche d’éléments qui recouvre l’in-
terface, on communique les flux calculés dans la direction normale de part et d’autre de l’interface
jusqu’aux éléments qui sont à une distance  de l’interface (voir la figure 3.7). On observe que cette
façon de faire introduit un saut appréciable du flux d’énergie aux limites de la zone de transition.







r  u D 0

r  u ¤ 0

Figure 3.6 Reconstruction de l’interface à l’extérieur de la zone de transition.
dans la direction normale à l’interface (voir la figure 3.8). On utilise une fonction linéaire qui agit
sur quelques éléments de chaque côté de la zone de transition. On procède de la même façon pour
le terme de divergence non nulle du champ de vitesse, mais à partir de la couche d’éléments re-
construite à l’extérieur de la zone de transition (voir la figure 3.7).
3.7 Conclusion
Dans ce chapitre, on a décrit un modèle pour étudier la dynamique d’un écoulement immiscible
et incompressible avec transition de phase. On a d’abord introduit la pseudo-concentration, qui
permet de représenter les différents fluides d’un écoulement multifluide (cf. équations (3.2), (3.3)
et (3.4)) dans un cadre eulérien. Ensuite, on a développé le système d’équations (3.23) qui décrit
l’évolution de l’écoulement. Ce développement forme la base de l’étude de tout écoulement mul-
tifluide en tenant compte de la présence d’une transition de phase. On observe dans les équations
du système (3.23) que la présence d’une transition de phase introduit des termes qui sont tous pro-
portionnels à la vitesse de déformation de l’interface v, qui n’apparaît que pour décrire les effets
d’une transition de phase (cf. section 3.3). En prenant v D 0 dans le système (3.23), on récupère
le système d’équations d’un écoulement immiscible et incompressible sans transition de phase. On
rappelle que l’objectif de ce développement est de comprendre dans quelle mesure les équations








Figure 3.7 Représentation 2D des éléments qui recouvrent la zone de transition entre les fluides. À
partir d’un élément qui recouvre l’interface où on a défini un flux d’énergie, on étend cette valeur à






xs   ns xs C ns
Figure 3.8 Représentation 1D du lissage du terme de flux d’énergie Pq défini à l’interface. On voit
une coupe de la zone de transition dans la direction normale à l’interface. La courbe lissée est
représentée en trait discontinu. Le saut est représenté en pointillé.
que bien que les lois de conservation ne soient pas modifiées, on doit introduire des termes propres
au phénomène de transition de phase. L’équation de transport de la pseudo-concentration et l’hypo-
thèse d’incompressibilité donnent la forme de ces termes en permettant d’exprimerru en fonction
de la vitesse v.
L’étude se poursuit avec la présentation du modèle de transition de phase qui décrit la vitesse v en
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fonction du flux d’énergie Pq produit lors d’une transition de phase (cf. équations (3.27) et (3.28)).
On décrit par la suite l’expression du flux d’énergie (3.29) qu’on utilise dans le modèle ce qui nous
donne le système d’équations (3.30) final. C’est à cette étape qu’on procède à l’adimensionnalisa-
tion (équations (3.31)). Finalement, on décrit la méthode de calcul du flux d’énergie à l’interface et
l’évaluation du terme de divergence non nulle à l’extérieur de la zone de transition. Cette dernière
étape complète la modélisation d’un écoulement immiscible et incompressible avec transition de
phase.
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CHAPITRE 4 DISCRÉTISATION DU PROBLÈME
On décrit maintenant la discrétisation des équations du système (3.31). On procède à une discréti-
sation en espace à l’aide de la méthode des éléments finis et à une discrétisation en temps à l’aide
d’une formule aux différences implicite. On présente d’abord les espaces fonctionnels nécessaires
à la formulation variationnelle des équations. Ensuite, on présente la discrétisation des formes ob-
tenues. Cette présentation se veut brève et sert à illustrer le formalisme de la méthode employée.
4.1 Espaces fonctionnels
On expose les espaces fonctionnels nécessaires à la discrétisation des équations (3.31). Prenons un
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pour L2./nn. On doit aussi introduire les espaces de Sobolev qui imposent des restrictions sur
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Afin d’imposer les conditions aux limites à la frontière du domaine, il est d’usage de définir les
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On obtient ces espaces de Sobolev de ! Rn et de ! Rnn de la même façon en utilisant les
espaces L2./n et L2./nn.
Ces espaces sont suffisants pour la discrétisation des équations du système (3.31), mise à part
l’équation de transport (3.20) qui nécessite une approche différente à cause de sa nature hyperbo-
lique. Pour cette raison, on introduit l’espace
L2u./ D
n
 W ! R j
Z

ju  nj2 d <1
o
pour lequel on a la relation de dualité
h ; iL2./u D
Z

ju  nj  d:









 2 ˚./ j  D 0 sur @ DF
o
;
où @ DF D fx 2 @ ju  n < 0g et où n est la normale extérieure à la frontière @.
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4.2 Formes faibles
On obtient la forme faible de chaque équation du système (3.31) en la multipliant par une fonction
test choisie dans l’espace fonctionnel approprié et en l’intégrant sur le domaine. Cette opération
permet de projeter l’action d’une équation différentielle sur l’ensemble des fonctions qui forme
l’espace fonctionnel choisi.
On choisit les fonctions tests pour l’équation de conservation de la quantité de mouvement dans
l’espace H 1Du./
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C htNu ; viH 1=2;H1=2 ; 8 v 2 H 1Du./3; (4.1)
oùH 1=2./3 est le dual deH 1=2./3. Pour l’équation de conservation de la masse, on choisit les
fonctions tests dans l’espace L2./. En multipliant et en intégrant, on obtient
.r  u ;  /0; D






krF k ;  

0;
; 8 2 L2./: (4.2)
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D 0; 8 2 ˚@ DF ./: (4.3)
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0;
; 8  2 H 1DT ./:
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PqkrF k ; 

0;
C hqNT ; iH 1=2;H1=2 ; 8  2 H 1DT ./: (4.4)
Pour résoudre le problème constitué des équations (4.1), (4.2), (4.3) et (4.4), on doit trouver .u; p; F; T / 2
H 1./3  L2./  ˚./ H 1./.
4.3 Discrétisation
La discrétisation du problème s’effectue en trois étapes à l’aide de la méthode de Galerkin. Pre-
mièrement, on discrétise le domaine spatial tridimensionnel  en le partionnant de tétraèdres et
on note le domaine discret h où h représente la taille des tétraèdres du maillage ainsi créé. On
définit h comme étant la taille du plus grand tétraèdre du maillage avec h Dph2xCh2yCh2z où hx, hy
et hz sont les dimensions de la plus petite boîte contenant le tétraèdre. Les sommets de ces tétra-
èdres sont les nœuds géométriques du maillage. On appelle éléments finis ces tétraèdres à l’aide
desquels on définit une approximation discrète des espaces fonctionnels nécessaires à la formula-
tion du problème à l’aide de leurs nœuds de calculs (qui ne correspondent pas nécessairement aux
nœuds géométriques).
Ceci nous mène à la deuxième étape, qui est la discrétisation des espaces fonctionnels associés aux
formes faibles (4.1), (4.2), (4.3) et (4.4). On note Vh  H 1./3, Qh  L2./, ˚h  ˚./ et
h  H 1./, les espaces fonctionnels discrets qui servent à discrétiser la vitesse, la pression, la
pseudo-concentration et la température. Les formes discrètes de ces variables sur chaque tétraèdre





































où uh D .uh; vh; wh/ est l’approximation discrète de u et où ph, Fh et Th sont les approximations
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discrètes de p, F et T . Sur chaque tétraèdre du maillage, les fontions i .x/ ont la propriété :


i .xj / D
8<:1 si i D j I0 si i ¤ j;
où  2 fu; v;w; p; F; T g et où les points xj sont les nœuds de calcul du tétraèdre. Pour toutes
ces variables, à l’exception de la pression, on utlise l’élément linéaire P1 dont les nœuds de calcul
correspondent aux nœuds géométriques. Pour la pression, on utilise l’élément constant P0 dont
l’unique nœud de calcul est placé au barycentre du tétraèdre. Ce choix satisfait la condition de
Ladyzhenskaya-Babuška-Brezzi (Brezzi, 1974) qui assure l’existence d’une solution unique.
On complète la méthode de Galerkin en choisissant les fonctions d’interpolation pour chaque va-
riable dans les mêmes espaces discrets que les fonctions tests utilisées pour les formes faibles :8ˆˆˆˆ
ˆˆ<ˆ
ˆˆˆˆˆ:
ui 2 Vh; pour i D 1; 2; ::: ; NuI pi 2 Qh; pour i D 1; 2; ::: ; NpI
vi 2 Vh; pour i D 1; 2; ::: ; NvI Fi 2 ˚h; pour i D 1; 2; ::: ; NF I
wi 2 Vh; pour i D 1; 2; ::: ; Nw I Ti 2 h; pour i D 1; 2; ::: ; NT :
La troisième étape est la discrétisation en temps. On choisit une formule aux différences implicite
























/, on retrouve respectivement le schéma d’Euler implicite et le schéma de Gear.
En appliquant ces discrétisations aux formes faibles (4.1), (4.2), (4.3) et (4.4), on obtient le système
d’équations matricielles non linéaire266664
Mu C Cu. EU /CAu 0 BT
0 MF C CF . EU / 0
B 0 0















oùMu,MF etMT sont les matrices masses en vitesse, en pseudo-concentration et en température.
Ces matrices contiennent la discrétisation en temps et sont définies à l’aide des équations (4.5).
Cu. EU /, CT . EU / et CF . EU / sont les matrices de convection, de convection thermique et de trans-
port de la pseudo-concentration. Au et AT sont les matrices de diffusion visqueuse et de diffusion
thermique et B est la matrice de divergence. Les degrés de liberté inconnus en vitesse, en pseudo-
concentration, en pression et en température sont contenus dans les vecteurs EU , EF , EP et ET . Les
vecteurs EG , EH et EQ contiennent les valeurs connues données par le membre de droite des équations
(4.1), (4.2), (4.3) et (4.4). Pour résoudre le système (4.6), on doit utiliser une méthode applicable
aux équations algébriques non linéaires, comme une méthode de point fixe ou la méthode de New-
ton.
4.4 Stabilisation
Les équations hyperboliques, telle que l’équation de transport (3.20), ne peuvent pas être discréti-
sées à l’aide de la méthode de Galerkin sans que des oscillations non physiques soient présentes
dans la solution. Une autre méthode doit être utilisée pour leur discrétisation. Pour cette raison, on
utilisera la méthode de stabilisation « streamline upwind/Petrov-Galerkin » (SUPG) introduite par
Brooks et Hughes (1982). Pour appliquer cette méthode, on utilise des fonctions tests modifiées
pour la pseudo-concentration :
OFi D Fi C uh  rFi
où  est un paramètre de stabilisation qui doit être calculé sur chaque élément (voir Fries et Matthies
(2004)).
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CHAPITRE 5 PROBLÈME D’ÉBULLITION AVEC SOLUTION EXACTE
On propose maintenant un problème simple pour lequel on connaît la solution exacte, en une di-
mension, et dont on tente d’étendre les caractéristiques en trois dimensions. L’idée ici est de repro-
duire le phénomène d’ébullition. Afin de vérifier le module développé, on doit être en mesure de
comparer les résultats avec une solution exacte. Puisqu’en trois dimensions, la solution exacte au
problème d’ébullition est impossible à obtenir, on définit le problème en une dimension, où on né-
glige la gravité (Esmaeeli et Tryggvason, 2004a), et on effectue la simulation en trois dimensions.
Pour simplifier le modèle, les constantes physiques des deux phases sont toutes posées égales à 1,
à l’exception de la masse volumique de la phase vapeur.
5.1 Principes théoriques et caractéristiques de la solution
Lorsqu’un liquide bout dans un réservoir chauffé, des bulles de vapeur apparaissent sur la surface
chauffée (cf. section 1.1), et une couche de vapeur peut se former entre la surface chauffée et le
liquide. En une dimension, une bulle de vapeur et une couche de vapeur sont identiques et occupent
tout l’espace entre la surface chauffée et le liquide du réservoir. On souligne qu’en une dimension,
l’interface entre les phases est un point et le concept de tension superficielle ne s’applique donc
pas (cf. section 3.1.3). Ainsi, pendant la transition de phase, le liquide est converti en vapeur, et la
vapeur occupe de plus en plus de place entre la surface chauffée et le liquide. Cette situation est




Figure 5.1 Représentation 2D de l’ébullition unidimensionnelle. L’interface entre la phase vapeur
et la phase liquide est en trait pointillé.
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Pour obtenir la formulation du problème, on place une couche de vapeur dans le fond d’un réservoir
chauffé avec un flux de chaleur constant Pqv. Au-dessus de cette couche de vapeur se trouve une
couche de liquide qui est libre d’être évacuée par le sommet du réservoir qui est ouvert. Toutes les
paroi du domaine sont isolées (n  rT D 0), à l’exception du fond qui est chauffé. Le liquide est
donc libre de sortir du réservoir pour faire place à la vapeur chauffée, et la chaleur introduite dans
le réservoir ne peut en sortir que sous forme de flux de masse de la phase liquide vers la phase
vapeur. Le fluide est libre de glisser le long des paroi du réservoir. Initialement, la phase vapeur est
à la température de saturation Tsat et la température de la phase liquide est légèrement en dessous
de celle-ci (T D 0;999 Tsat) pour permettre au processus de se stabiliser à la bonne température. La








n  rT D Pqv
n  rT D 0
n  rT D 0
n  rT D 0
Figure 5.2 Représentation des conditions aux frontières du problème d’ébullition. L’interface entre
la phase vapeur et la phase liquide est délimitée par un trait en pointillé.
Dans le cas qui nous intéresse, la physique nous dit que lors de l’ébullition, le liquide demeure à la
température de saturation Tsat. La chaleur supplémentaire fournie dans le système est emmagasinée
sous forme de vapeur qui peut atteindre des températures beaucoup plus grandes que la température
de sa phase liquide. L’énergie qui entre dans le domaine par la phase vapeur ( Pqv) doit donc être
complètement absorbée à l’interface entre les phases et convertie en un flux de masse ( Pm) de la
phase liquide vers la phase vapeur. Ceci a pour effet d’augmenter le volume occupé par la phase
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vapeur. La phase liquide sera évacuée par l’extrémité ouverte du réservoir. La force motrice qui
dicte la dynamique de ce processus est le flux d’énergie Pqv imposé au réservoir, et le rapport des
masses volumiques des phases ˛ D `
v
. Plus Pqv et ˛ sont grands, plus le phénomène évoluera
rapidement.
5.2 Solution exacte
Puisque toutes les paroi du domaine sont isolées et qu’on permet à l’énergie d’entrer à un flux
constant Pqv, ce flux d’énergie sera complètement converti en un flux de masse Pm à l’interface
entre les phases. Ceci nous permet d’établir la vitesse de transistion de phase v  ns D Pqv (cf.
équation (3.27)). Pour obtenir le champ de vitesse complet de l’écoulement, on doit tenir compte
de l’expansion de volume de la phase vapeur qui pousse le liquide à sortir.
On suppose que le phénomène n’évolue que dans la direction normale à l’interface entre les phases.
Ceci nous permet de développer une solution exacte à caractère unidimensionnel, dans la direc-
tion normale à l’interface ns D .1; 0; 0/. L’interface est initialement placée au milieu du domaine
(x D 0;5). Cette direction pointe du fond du réservoir vers le sommet ouvert. On a alors le champ
de vitesse u D .u; 0; 0/. L’absence de gravité et de tension superficielle joue un rôle important à
cet égard. Ceci permet au phénomène de transition de phase de dicter complètement la direction du
déplacement et la forme de l’interface. On s’attend donc à ce que le champ de vitesse et le gradient
de température n’aient que des composantes non négligeables dans la direction ns D .1; 0; 0/.
Puisque les phases sont incompressibles, la vitesse des fluides s’obtient directement à l’aide de la
divergence du champ de vitesse r  u D .˛   1/ Pqv=2 qu’on intègre à travers la zone de transition
entre les phases. Ceci nous donne u D  .˛   1/ Pqv; 0; 0 dans la phase liquide et u D .0; 0; 0/
dans la phase vapeur. On remarque que cette solution s’obtient aussi à l’aide de la relation de
Rankine-Hugoniot (3.24) et que le terme de divergence non nulle représente l’expansion de volume
à l’interface lors de la transition de phase, conformément à l’intuition.
Dans la phase liquide, la température doit être constante et égale à la température de saturation Tsat.
Dans la phase vapeur, elle doit varier linéairement dans la direction de ns D .1; 0; 0/ (r2T D 0
puisque u D 0 dans le liquide) de manière à donner un flux d’énergie constant et égal à Pqv. Comme
l’interface entre les phases se déplace constamment, on utilise la loi de Fourier
Pqv D T .0; t/   T .xs; t /
xs.t/  ns D
T .0; t/   Tsat
xs.t/  ns
pour retrouver l’expression exacte
T .x; t / D  Pqv.x   xs.t//  ns C Tsat (5.1)
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dans la phase vapeur. Finalement, la pression doit prendre la valeur pv D .˛ 1/kuk2 dans la phase
vapeur et p` D 0 dans la phase liquide.
5.3 Résultats et discussion
5.3.1 Paramètres de la solution
On résout le système (3.31) avec les nombres adimensionnels Re D Pe D Ja D 1. On néglige la
force gravitationnelle et la force capillaire. On impose le flux d’énergie Pqv D 0;01 vers la phase
vapeur à l’extrémité fermée du domaine et on isole le reste de la frontière du domaine. On choisit
le rapport des masses volumiques ˛ D `
v
D 2. Avec ces paramètres, la solution exacte est donnée
par u D v D . Pqv; 0; 0/, Pqv D 0;01 et pv D 10 4. On a r  u D 0 partout dans le domaine, sauf
dans la zone de transition, où on a r  u D 0;05. Le pas de temps t D 0;01 est utilisé. On prend
un maillage structuré formé de tétraèdres pour reproduire l’aspect unidimensionnel du problème.
Dans la direction normale à l’interface entre les phases, on utilise trois maillages constitués de 81,
321 et 641 nœuds géométriques. Dans les autres directions, on utilise 5 nœuds géométriques, mais
en modifiant leur espacement de manière à conserver un maillage isotrope. La figure 5.3 illustre un
de ces maillages structurés. On choisit  D 0;1 comme demi-largeur de la zone de transition, qui
demeure constante sur les trois maillages.
Figure 5.3 Maillage structuré constitué de 81  5  5 nœuds géométriques.
5.3.2 Analyse des données
La figure 5.4 donne les profils unidimensionnels des variables T , Pq, u, F ,ru etP dans la direction
de ns D .1; 0; 0/ au temps t D 1;00 s. Le fond chauffé du réservoir est en x D 0 et le sommet
ouvert est en x D 1. On ne présente pas les données dans les autres directions (.0; 1; 0/ et .0; 0; 1/)
puisqu’elles ne sont pas significatives. Pour ce qui est de la vitesse u D .u; v; w/, on n’analyse
que la composante u puisque l’écoulement et la transition de phase ne se produisent que dans la
direction de ns. Les composantes en vitesse v et w obtenues sont négligeables.
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(a) Température T .
















(b) Pseudo-concentration F .




















(c) Flux d’énergie Pq.


















(d) Divergence r  u.






































Figure 5.4 Graphes au temps t D 1;00 s (a) de la température T , (b) de la pseudo-concentration F ,
(c) du flux d’énergie Pq, (d) de la divergence du champ de vitesse r  u, (e) du champ de vitesse u
et (f) de la pression p à travers le domaine, dans la direction de sortie du fluide. Ces données sont
celles qu’on observe en suivant une ligne de courant qui prend la forme d’une droite, soit dans la
direction de ns D .1; 0; 0/.
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On remarque d’abord que le profil de température correspond à la solution exacte pour tous les
maillages utilisés. On a bien un profil linéaire dans la phase vapeur, donné par l’équation (5.1).
Dans la phase liquide, la température se stabilise à la température de saturation avec une erreur
relative de l’ordre de 10 5 (figure 5.6(b)). On retrouve donc la propriété recherchée d’un liquide
qui ne doit pas dépasser la température de saturation lors de l’ébullition. La figure 5.5(b) illustre
la température du liquide à sa sortie du réservoir en fonction du temps. On voit qu’après s’être
réchauffé jusqu’à la température de saturation, le liquide conserve cette température tout au long de
la transition de phase. La figure 5.6 donne l’erreur relative entre les valeurs obtenues et les valeurs
exactes à partir du temps t D 0;5 s, une fois la phase transitoire initiale terminée.
Les valeurs du flux d’énergie Pq et de la divergence r  u ont les profils souhaités (figures 5.4(c)
et (d)). On rappelle que le terme de flux d’énergie Pq représente le flux d’énergie capturé à l’interface
lors de la transition de phase. Or, même si un flux d’énergie est présent à l’entrée du domaine, Pq sert
à mesurer le flux d’énergie associé à la transition de phase à l’interface durant le processus. Pour
vérifier si Pq et r  u sont conformes à la solution exacte, on intègre les profils numériquement à
l’aide de la méthode du trapèze simple. Le tableau 5.1 donne les valeurs ainsi obtenues. Les valeurs
du flux d’énergie Pq capturé à l’interface montrent une erreur relative d’environ 0;5% pour les trois
maillages, sans que l’on observe de grandes différences d’un maillage à l’autre. La divergence du
champ de vitesse qui résulte de la capture de ce flux d’énergie, et de la reconstruction de l’interface
à l’extérieur de la zone de transition, a une erreur relative qui diminue avec la taille du maillage.
L’erreur relative est de 3;3% pour h1 D 180 , 1;6% pour h2 D 1160 et 0;1% pour h3 D 1320 .
Tableau 5.1 Intégration numérique des termes de flux d’énergie et de divergence du champ de
vitesse à travers la zone de transition.
h Pq Erreur relative . Pq/ r  u Erreur relative .r  u/
1=80 2;009  10 3 0;45% 1;033  10 2 3;3%
1=160 2;004  10 3 0;20% 1;016  10 2 1;6%
1=320 1;989  10 3 0;55% 1;001  10 2 0;14%
Le profil de la pseudo-concentration correspond à ce qu’on s’attend : F D 0 dans la phase liquide
et F D 1 dans la phase vapeur. À travers la zone de transition, F varie linéairement sans osciller,
conformément au modèle linéaire utilisé. Ce profil plus stable de la pseudo-concentration est le
résultat souhaité, qui est obtenu en déplaçant le terme de divergence non nulle du champ de vitesse
à l’extérieur de la zone de transition. On évite ainsi de déformer la zone de transition durant la
transition de phase.
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(b) Température T .
Figure 5.5 Graphes de (a) la composante en vitesse u et (b) la température T en fonction du temps
à la sortie du domaine.


























(a) Erreur relative sur u.


























(b) Erreur relative sur T .
Figure 5.6 Graphes de l’erreur relative de (a) la vitesse u et (b) la température T en fonction du
temps à la sortie du domaine à partir du temps t D 0;5 s. On ne présente pas les données dans les
autres directions (.0; 1; 0/ et .0; 0; 1/) puisqu’elles ne sont pas significatives.
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Les résultats obtenus en vitesse et en pression sont intéressants. On voit l’effet de la représenta-
tion par couche d’éléments de l’interface pour imposer le terme de divergence r  u non nulle
(cf. section 3.6) ; à chaque fois que l’interface croise une nouvelle couche d’éléments, le terme
de divergence se déplace aussi et crée une variation brusque de la vitesse et de la pression dans
l’écoulement. La figure 5.5(a) illustre la vitesse du liquide à sa sortie du réservoir dans le temps.
La figure 5.6(a) donne l’erreur relative entre les valeurs obtenues et les valeurs exactes à partir du
temps t D 0;5 s.
On remarque que l’erreur relative sur la vitesse dans la phase liquide, à sa sortie du réservoir, est
d’un peu moins de 3;5% pour le maillage le plus grossier (h1 D 180 ) et un peu moins de 1;5% pour
le maillage le plus fin (h3 D 1320 ). On étudie la convergence de la solution en comparant l’erreur sur
la vitesse dans la phase liquide en fonction de la taille du maillage h. La figure 5.7 présente cette
erreur pour les trois maillages. On peut voir que la solution éléments-finis uh semble converger



















f (h) = h2
Figure 5.7 Analyse de convergence sur u pour h1 D 180 , h2 D 1160 et h3 D 1320 . La fonction
f .h/ D h2 est ajoutée en référence pour illustrer une convergence quadratique.
La pression subit une impulsion considérable (figure 5.4(f)) dans la zone de transition reconstruite,
où la divergence de la vitesse est non nulle (cf. section 3.6). Intuitivement, cette impulsion est liée
au flux de masse causé par la transition de phase (Juric, 1996). On pourrait introduire un terme sup-
plémentaire dans l’équation de conservation de quantité de mouvement (3.14), comme le suggère
Juric (1996). Toutefois, cette approche ne semble pas fonctionner pour notre modèle, qui tient déjà
compte de l’effet d’un terme de divergence non nulle dans l’équation de conservation de quantité
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de mouvement (3.14). On remarque qu’à environ x D 0:1 la pression subit un surdépassement. Ce
comportement est moins important quand on raffine le maillage. On devra investiguer davantage
pour bien en comprendre la cause.
On note que le plus gros problème rencontré concerne la convergence des itérations de la méthode
de point fixe à chaque pas de temps (cf. section 4.3). Les itérations stagnent après quelques cen-
taines de pas de temps (104 pas de temps pour h1 D 180 , 151 pas de temps pour h2 D 1160 et 520
pas de temps pour h3 D 1320 ), ce qui veut dire que la méthode de point fixe n’arrive pas à trou-
ver une solution avec suffisamment de précision. On constate toutefois que ce problème devient
de moins en moins important lorsqu’on raffine le maillage. On peut donc en conclure qu’on peut
éviter ce problème avec un maillage suffisamment raffiné. Finalement, on a reproduit ces résultats
avec l’élément de Taylor-Hood (quadratique en vitesse et linéaire continu en pression), mais au-
cune différence significative n’a été remarquée dans les résultats. On peut donc en conclure que
les difficultés concernant la convergence des itérations de la méthode de point fixe proviennent du
modèle. Comme le temps de calcul est moindre avec des éléments linéaires en vitesse et constants
par élément en pression (cf. section 4.3), on préfère utiliser ces derniers.
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CHAPITRE 6 CONCLUSION
6.1 Synthèse des travaux
L’objectif principal de ce mémoire était de modéliser le phénomène de transition de phase. Pour
atteindre cet objectif, on s’est guidé des objectifs spécifiques suivants :
1. Étudier les modèles de transition de phase existants pour en dégager les caractéristiques et
les difficultés de mise en œuvre ;
2. Développer un modèle de transition de phase basé sur la méthode eulérienne de capture de
l’interface dans le cadre d’une discrétisation à l’aide de la méthode des éléments finis ;
3. Implémenter et vérifier le modèle numérique développé.
Au chapitre 3, un modèle pour les écoulements à surface libre avec transition de phase a été pré-
senté. Ce modèle est applicable à tout écoulement multifluide où les phases sont incompressibles
et immiscibles. De plus, une solution originale est présentée pour éviter la déformation de la zone
de transition entre les fluides durant la transition de phase (cf. section 3.6.2). Au chapitre 5, on a
proposé un problème de vérification pour lequel la solution exacte est connue. Les résultats obte-
nus ont permis de vérifier le modèle développé au chapitre 3, dans le cas où on néglige la force
gravitationnelle et la tension superficielle.
6.2 Limitations de la solution proposée et pistes de solutions
La principale limitation de la solution proposée est liée à la représentation et à l’imposition des flux
d’énergie durant la transition de phase (cf. section 3.6). Il est difficile d’imposer ces flux en une
région restreinte du domaine, car ils génèrent des discontinuités dans les solutions (cf. figure 5.4). À
cause de ces discontinuités, on constate qu’il est difficile d’augmenter le flux d’énergie imposé à la
frontière du domaine et de réduire la largeur de la zone de transition entre les phases. Ces difficultés
s’expliquent par la quantité d’énergie qui est captée à l’interface. Pendant la transition de phase, une
certaine quantité d’énergie passe d’une phase à l’autre à travers l’interface. Cette quantité d’énergie
est définie par le volume qu’occupe la zone de transition et l’amplitude du flux d’énergie imposé à
la frontière du domaine. Or, une zone de transition plus étroite se traduit par un flux d’énergie plus
intense à l’interface. Plus le flux d’énergie est intense, plus la solution numérique du système (3.31)
aura tendance à osciller, ce qui introduit des instabilités numériques. On doit donc identifier une
méthode qui permet de traiter ces flux d’énergie à l’interface.
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On a trouvé que la représentation de l’interface par un couche d’éléments (cf. section 3.6) est trop
grossière pour identifier et imposer les termes de flux d’énergie dans le domaine. Les sauts de
vitesse et de pression à l’interface (cf. figure 5.4) se déplacent à travers le domaine en suivant la
couche d’éléments qui représente l’interface. Comme cette couche d’éléments ne bouge que quand
l’interface passe d’un élément à un autre, les sauts de vitesse et de pression passent directement
d’un élément à un autre lorsqu’on avance dans le temps, pour suivre la couche d’éléments où ces
sauts sont définis. Ce comportement engendre des discontinuités dans le temps, car les sauts de
vitesse et de pression n’évoluent pas de manière assez progressive à travers les éléments, ce qui
nuit à la convergence des itérations de la méthode de point fixe (cf. section 4.3). Pour surmonter ce
problème, on devra utiliser une représentation de l’interface à l’aide des nœuds géométriques (ou
des nœuds de calcul) du maillage, ce qui permettra une localisation plus précise de l’interface à
l’intérieur des éléments. De cette manière, on aura une évolution plus régulière des sauts de vitesse
et de pression à travers le domaine. Aussi, la taille de la zone de transition doit être réduite pour
permettre à l’interface de se déformer aux plus petites échelles et pour permettre une évolution plus
régulière à travers le domaine de calcul.
Pour améliorer l’utilisation de la pseudo-concentration et la représentation des discontinuités des
variables à travers l’interface, on pourrait suivre la recommendation de Rivard (2012) en explorant
l’utilisation d’une méthode de Galerkin discontinue. Cette méthode semble faire ses preuves pour la
coalescence et le transport de bulles, et pourrait être une meilleure stratégie que la méthode SUPG
employée ici (Law-Kam Cio, 2014).
Le modèle présenté ici suppose une température de saturation (Tsat) constante. Pour tenir compte
de l’effet des variations de la pression et de l’énergie à la surface libre sur Tsat, on peut s’inspirer de
Juric et Tryggvason (1998) qui présentent la condition de Gibbs-Thomson qui permet d’évaluer ces
variations de Tsat. On serait alors en mesure d’obtenir une description plus réaliste du phénomène,
où les déformations topologiques seraient influencées par ces variations.
6.3 Développements futurs
D’abord, on souligne que le modèle doit encore être validé à l’aide de simulations de transitions de
phase réalistes. Une première validation s’obtiendra en ajoutant la force gravitationnelle et la ten-
sion superficielle au problème décrit au chapitre 5. Toutefois, avant d’être en mesure d’entreprendre
cette étape, on doit s’attaquer aux problèmes décrits à la section 6.2 afin d’obtenir une résolution
plus stable.
Pour approfondir l’étude d’un problème particulier, on doit ajouter au modèle développé les restric-
tions qui s’imposent. On peut prendre en exemple le problème d’ébullition nucléée où des bulles
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de vapeur se forment à la paroi avant de grossir et de se détacher pour faire leur ascension dans le
liquide pour libérer l’énergie de la paroi chauffée (cf. chapitre 1). Ce phénomène est la première
étape du problème d’ébullition qu’on retrouve dans tout processus d’échange de chaleur d’un élé-
ment chauffant dans un liquide bouillant (Ruyer, 2006). On pourrait alors faire l’étude des différents
régimes d’ébullition et mieux comprendre l’efficacité des transferts d’énergie. On pourrait aussi in-
troduire des modèles qui nous permettraient d’inclure les effets des variations de température sur
les propriétés physiques des phases telles que la viscosité, la conductivité thermique et la chaleur
latente. Par exemple, comme suggéré à la section 3.4, on pourrait utiliser l’approximation de Bous-
sinesq pour inclure les effets des variations de tempéraure sur la masse volumique des phases. Dans
le même ordre d’idées, au lieu de considérer des phases incompressibles, on pourrait utiliser un mo-
dèle où les deux phases sont compressibles ou bien un modèle où seulement la phase liquide est
incompressible. Un tel choix de modélisation peut prendre plusieurs directions et peut devenir plus
complexe à mettre en oeuvre, mais semble être une suite naturelle à l’étude présentée ici.
Une autre façon de poursuivre la présente étude serait d’étendre le modèle au phénomène de cavi-
tation, qui est aussi une transition de phase. La différence principale est qu’au lieu de produire une
transition de phase en faisant varier la température du fluide, on produit une transition de phase en
faisant varier la pression dans l’écoulement. L’étude de ce phénomène est particulièrement impor-
tante pour les écoulements où un changement important se produit dans la vitesse d’écoulement.
On prend en exemple un écoulement à haute pression dans un tuyau où une valve est présente (Dud-
lik et al., 2002), un écoulement à travers une turbine hydraulique (Arne, 2001) ou un écoulement
à travers une pompe centrifuge (Limbach et al., 2016). L’implosion des bulles de vapeur sur les
parois de l’équipement peut produire des dégâts importants et du bruit considérable.
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