Spectral diffuse attenuation coefficients were measured in the Rhode River and Chesapeake Bay, Maryland, on 28 occasions in 1988 and 1989. The model of Kirk was used to extract scattering and absorption coefficients from the measurements in waters considerably more turbid than those in which the model was previously applied. Estimated scattering coefftcients were linearly related to mineral suspended solids. Estimates of total absorption coefficients were decomposed as the sum of contributions by water, dissolved organic matter, phytoplankton chlorophyll, and particulate detritus, each having a characteristic spectral shape. The 1988 data were used to develop a model of scattering and absorption coefficients based on the specific curves regressed against water-quality parameters. Diffise attenuation coefficients in the 1989 data ranging from 1 to 10 m-l and photic depths ranging from < 1 to 4.5 m were predicted with a C.V. of about 25%.
The penetration and availability of light underwater is of fundamental interest in aquatic systems. The interactions of light availability, its spectral energy distribution, and the physiology of phytoplankton set fundamental constraints on the rate of primaiy production of a water column (Platt et al. 1984) . The simulation of photon flux density (PFD) as a function of depth and particulate and dissolved substances usually represents a point of departure in models of planktonic processes. Prediction of the availability and propagation of light underwater from a knowledge of its suspended and dissolved load may be referred to as the direct problem. The inverse problem, that of inferring the concentrations of dissolved and particulate constituents in the' water from measured optical properties (e.g. spectral reflectance or beam attenuation) is also of great interest currently. It is generally --agreed that estimates of phytoplankton chlorophyll content from satellite imagery will be essential for improving estimates of global oceanic primary production (Platt and Sathyendranath 19 8 8) .
In estuarine waters there are important roles for both the direct and inverse problems. Growth of submerged aquatic vegetation (SAV) depends on the quantity and quality of light available at the bottom of a shallow water column; solution of the direct problem for such waters would facilitate prediction of the light available for SAV from measurements of water quality. Similarly, monitoring the efficacy of pollution abatement efforts over large areas with remote sensing requires solution of the inverse problem for the areas of interest. Estuaries #offer several advantages for conducting optical studies. Easy access from shore laboratories in small boats permits frequent coverage at modest expense. Work can often be done in relatively sheltered areas, making it possible to take measurements near the surface. Because of the strong spatial gradients in most estuaries, several water types can be sampled in a short period.
In spite of the potential importance of understanding the optical properties of estuaries, most optical studies have focused on deep, clear oceanic regions (e.g. Morel 1988; Spinrad 1989) . At least two factors have motivated this emphasis. Simple areal considerations suggest that oceanic regions are most important for estimating global phytoplankton production. Second, a theoretical framework to predict scattering, Mie theory, is available for testing against observations in oceanic regions. Multiple scattering in turbid estuarine waters greatly complicates the mathematical analysis of radiative transfer (van de Hulst 1957; Timofeeva 1974) . In estuaries and turbid waters generally, the lack of a theoretical framework has led to reliance on empirical regressions between measured optical properties and water-quality parameters (e.g. Pierce et al. 1986) or Monte Carlo simulations of the underwater light field (Kirk 198 1, 1984) .
In optical studies it is necessary to distinguish between inherent optical properties, which are determined solely by the contents of the water, and apparent optical properties, which are a function of both the content of the water and the ambient light field; i.e. other things being equal, apparent optical properties will vary with, for example, solar zenith angle, cloud cover, or atmospheric aerosol content (Preisendorfer 1976 ). This distinction suggests that solution of either the direct or inverse problem will be facilitated by extraction of inherent optical properties from field measurements of light penetration with depth.
Inherent optical properties have the added advantage that the contributions of individual components to the overall property are strictly additive (Jerlov 1976) . For example, the total absorption coefficient at a wavelength X, a,(X), is an inherent optical property and can be decomposed as the sum of the absorption due to pure water a,(X), dissolved organic matter a,(X), and particulate material a,(X) (Prieur and Sathyendranath 198 1 further divided into the contribution due to phytoplankton, a,,(X) and that due to mineral and organic detritus, a,(X).
Here we apply the model of Kirk ( 1984) to measurements of spectral diffuse attenuation coefficients in the Rhode River and nearby Chesapeake Bay, Marylandwaters considerably more turbid (photic depths < l-4 m) than those in which Kirk's (1984) model was previously applied (Phillips and Kirk 1984; Weidemann and Bannister 1986) . We use it to extract estimates of absorption and scattering coefficients-two in-herent optical properties. We then relate the inherent optical coefficients to measured water-quality parameters based on specific absorption curves of dissolved organic matter (DOM), phytoplankton chlorophyll (Chl), and particulate detritus.
Materials and methods
Study site-Measurements of spectral diffuse attenuation coefficients and waterquality parameters were made in the Rhode River and at one station (73) on the mainstem of Chesapeake Bay near the mouth of the Rhode River (Fig. 1) . The Rhode River is a turbid, eutrophic subestuary on the western shore of Chesapeake Bay. Mean depth of the river is 2 m, and maximal depth is nearly 5 m; depth at station 73 on Chesapeake Bay is 8 m. Salinity varies seasonally from -5 to 2OYm at the mouth of the river and from 0 to 17%0 at the head. Fifteen profiles measured between 20 July and 27 October 1988 were used for model development. Twelve profiles measured in 1989 were used for model evaluation.
Instrumentation-The underwater spectral radiometer we used is a modification of the design described by Goldberg et al. (1985) . The instrument housing is made of stainless steel (40 X 40 X 20 cm, I X w X h). The top plate has cutouts for 14 cosinecorrecting Teflon diffusers. Light passing through the diffusers is collimated and passed through an interference filter (Corion Corp.) onto a silicon detector. One detector measures broadband visible energy after passing through a total infrared suppressor (Corion Corp.) instead of an interference filter. A similar diffuser-infrared suppressor-detector assembly measures visible irradiance above the surface to correct for the effects of cloud cover or changes in solar zenith angle during the profile. The interference filters isolate regions of the visible and near-infrared spectrum that vary in bandwidth (Fig. 2) . Narrowest bandwidths (10 nm) are used in the regions of the spectrum most affected by absorption by phytoplankton pigments; 25-and 40-nm bandwidths are used elsewhere. Diffuse attenuation coefficients are reported and plotted at the nominal wavelengths of maximal transmittance (Table 1) . One filter, centered at 500 nm, was inadvertantly duplicated and the 550-nm filter omitted, leaving a gap in the middle of the spectrum (Fig. 2) .
Current output from the silicon detectors was converted to voltage and recorded on a Campbell 21X data logger. Sensor output was read every 0.5 s and averaged for 1 min at each depth. Although not required for calculation of diffuse attenuation coefficients, sensors were calibrated in air with a standard lamp (Eppley Laboratories, EV 22) traceable to the National Bureau of Standards. Immersion coefficients (e.g. Kirk 1983) were not determined. At the start of a profile, reference values in air were calculated for each sensor by normalizing to the voltage of the deck cell. Readings at each depth were similarly normalized to the deck cell, and the percentage of the reference value for each waveband was calculated. Diffuse attenuation coefficients for downwelling spectral irradiance, kd, were then calculated from the slope of a regression of log-transformed percentages against depth. Thus, by normalizing, the calibration factors cancel, and, by log transforming, the undetermined immersion coefficients affect only the calculated intercepts of the regressions, which were not considered in this analysis.
Weather conditions during the profiles varied from clear to variably cloudy. Preliminary analysis of data from cloudy periods indicated that coefficients of determination for computed kd could be raised from ~0.8 to >0.94 by the procedure of normalizing to the deck reading. The instrument was suspended from a boom 3 m long (l-5 attenuation lengths in these waters) on the sunward side of the boat.
Profiles of quantum scalar irradiance (400-700 nm) were measured with a Biospherical Instruments QSP-170 4a collector and QSR-250 integrator. Diffuse attenuation coefficients for quantum scalar irradiance, k,(PAR), were calculated from regression of log-transformed readings against depth. Secchi depth was measured with a 20-cm solid white disk.
Water-quality parameters-At each station water was sampled with a 2-liter polyethylene bottle with a lid outfitted with two 0 1 holes, one with a fitting 5-cm long for escape completely fill the bottle. In many instances, of air, and the other for intake of water.
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Optical measurements in the laboratoryAbsorption due to dissolved substances was determined on filtered samples (0.2~pm Nuclepore) in a Cary spectrophotometer with a lo-cm cell against a distilled water reference. Measured transmittance was converted (base e) to an absorption coefficient (m--l).
Absorption by particulate matter was determined with an Aminco DW-2 spectrophotometer; on one date in 1988 and on all dates in 1989, absorption by particulate matter was measured with an EG&G gamma spectrometer interfaced to a LiCor 1800-12 integrating sphere. For measurement in the DW-2 spectrophotometer, water was filtered onto a 47-mm Whatman GF/F filter with a 25-mm filter holder and tower placed near the edge of the filter. The filter was trimmed to fit in the slot usually occupied by the quartz diffuser immediately in front of the end-on photomultiplier tube. In this configuration, the reference beam passed through the clean side of the filter and the sample beam through the particulate material. The filter was saturated with distilled water just before placement in the holder and scanned at a rate of 2 nm s-l from 400 to 750 nm. Volume filtered was adjusted to be readable at full scale of 0.5 AU. Absorbances were recorded by a plotter and digitized at 2-nm increments. Digitized absorbances were multiplied by 2.303 to convert to base e and multiplied by A/V, where A was area of the filter (m2) and I/the volume filtered (m3), to convert to units of m-l.
The procedure used with the integrating sphere was very similar, except that the filter was not trimmed, and the reference used was the average of five scans of clean, watersaturated GF/F filters. Filters were scanned at 2-nm increments from 400 to 750 nm, and raw detector voltages were stored in computer files. Absorbance was calculated from raw detector voltages in direct analogy to spectro.photometric procedures,
where E,(X) and E,(X) are the detector voltages of light passing through the sample and reference filters and T(X) is transmittance.
Residual absorbance at 750 nm was subtracted from measurements at all wavelengths (Kishino et al. 1985) .
With both measurement systems, filters were depigmented by extraction in methanol for l-4 h, followed by a second extraction for 15-30 min, rehydrated, and scanned again to determine absorption by mineral and organic detritus (Kishino et al. 1985 (Kishino et al. , 1986 .
Particulate absorbance measured on filters overestimates absorption relative to in situ conditions due to the increased path length traveled by the light passing through the particulate material and the filter (Kiefer and SooHoo 1982) . To describe absorption in situ, we must divide the measured absorbances by a path-length amplification factor, @. We estimated p by noting that where a,'(X) is the measured absorbance of particulate material, a,(A) was estimated from field data (see below), a,(A) is known from published data (Smith and Baker 198 l) , and a,(X) was determined as described above.
Estimates of fl determined in this way varied from 2.63 to 4.06, with a mean of 3.31 (C.V. = 15%, n = 13). The value estimated for each profile was used in model development (i.e. determination of specific absorption curves for Chl and detritus) and the mean used for model evaluation. Our estimated range for p is similar to that determined by Kishino et al. (1985) , 2.5-4.7, and somewhat higher than that determined by Mitchell and Kiefer (1984) , -1.5-2.5.
Estimation of optical coe$icients fromJield data-Using a Monte Carlo model of the propagation of photons underwater, Kirk (1984) 
to close the equations. They found that estimated scattering coefficients were nearly invariant with wavelength-a result to be expected whenever, as in the waters we examined, scattering is predominantly by particles larger than the wavelength of light (Jerlov 1976) . We calculated b by assuming that water itself is the only significant absorbing substance in the 720-nm waveband with a,(720) = 1.002 m-l. The value we used for a,(720) differs from the reported value of 1.169 m-l at 720 nm; the value used is the average of interpolated values of a,(A) over the half-power bandwidth of the 720-nm filter, which is actually centered at 7 15 nm (Table 1) . We then calculated an estimated scattering coefficient, b(720), by rearranging Eq. 2 and used that value for all wavebands.
Results
Dlzuse attenuation, scattering, and absorption coeficients -The minimal kd always occurred in the 600-nm waveband and ranged from 0.79 to 3.13 m-l (Fig. 3) . Maximum kd occurred in the 4 lo-or 420-nm wavebands. The clearest water was encoun- Estimated scattering coefficients ranged from 1.73 to 55.3 m-l, and the ratio of the scattering coefficient to the minimal total absorption coefficient, b/a,(min), ranged from 2.1 to 78.9 (Table 2 ). For four of the profiles bla,(min) exceeded 20, the highest value used by Kirk (1984) Specljic absorption of dissolved matterSpectrophotometric scans of filtered estuary water showed the negative exponential decrease through the visible region of the spectrum typical of other studies (Bricaud et al. sorption by phytoplankton Chl in m2 (mg Chl a)-'. 198 1). The average spectral slope over 400-550 nm was 0.0 12 nm-'. Absorption by dissolved matter at 400 nm was correlated with DOC ( Fig. 4b, Table 3 ), suggesting that absorption due to dissolved substances in this system can be estimated by a,(X) = [0.27 DOC + 0.531
Absorption by particulate matter-After estimation of p by Eq. lb, measured particulate absorbance, corrected for pathlength amplification, was partitioned into contributions due to mineral and organic detritus, a,, and due to phytoplankton and their extractable degradation products, a&. Detrital absorption showed a typical negative exponential decline (Kishino et al. 1985) , with a mean spectral slope of 0.0104 nm-' (C.V. = 15.5%, n = 9). Detrital absorption at 400 nm was correlated with [TSS] ( Fig. 4c, Table 3 ). Thus, we estimate a, by a,(x) = [O. exp [-0.0104 (X -400)].
Absorption due to phytoplankton was divided by [Chl] to calculate the Chl-specific absorption of phytoplankton, a*&+ Peak values of a*&@) occurred at 440 nm and ranged from 0.01 to 0.045 m2 (mg Chl a)-' (Fig. 5, Table 4 ).
The direct model-Equations 5 and 6 and tabulated values of a,(X) and a*JX) ( Table 3 . Regression statistics for estimation of optical cocffrcients from water-quality parameters: SEstandard error; r2-coefficient of determination; n-number of observations. aJ400)-absorbance of dissolved matter at 400 nm; a,(400)-absorbance of depigmented particles at 400 nm; other symbols as in Table 2 . Units of dependent variables are m-l; units of independent variables are mg liter-l. from the depth-integrated sample for profiles with subsurface Chl maxima and surface samples for all others. Over a range of observed kd from 0.8 to 10 m-l, predictions are unbiased, and the mean residual is 2 1% of the predicted value.
Vertical inhomogeneities in the concentrations of absorbing and scattering constituents pose special problems for detailed modeling of the underwater light field in turbid waters. At station 2 on 7 July 1989, a strong subsurface peak of Chl was observed at a depth of 0.5 m (Table 5) (Fig. 8b ) also show the effect of the subsurface Chl peak.
In principle the depth-variation of a,(X) could be modeled from laboratory measurements of ad(X) and a,(X) from different depth strata, but as yet it is not possible to convert these measurements to estimates of kd(X), even if the depth variation of b were known. The modeling problem is that the values of g, and g, in Eq. 2b depend on optical depth and hence also on A, due to the wavelength dependence of k& Furthermore, values g, and g, have been determined only for small depth increments about the 10% light level, and for the average kd in a homogeneous water column from the surface down to the 1% light level. Thus, even though the magnitude and spectral shape of kd(avg) is well predicted by the direct model with water-quality measure- ments from the depth-integrated samples (Fig. 8c) , the interesting depth-dependent variability is lost. [Note that insufficient penetration of energy below 0.5 m in the 4 lo-, 420-, and 430-nm wavebands prevented calculation of kd(X) for those wave-bands in the 0.5-0.75-m depth increment (Fig. 8a) and was responsible for the increase in k,(avg) from the 430-to 450-nm wavebands (Fig. 8c ).]
One of the principal applications of the direct model is prediction of light available for phytoplankton.
We calculated the penetration of photosynthetically usable radiation (PUR, Morel 198 1) for a standard solar spectrum (Handbook of chemistry and physics 1980) converted to quantum units for modeled and measured k&). PUR is the photon flux density (PFD) that can be absorbed by the phytoplankton assemblage present; i.e. it is the PFD weighted by the absorption spectrum of the phytoplankton.
For measured profiles, we averaged the standard incident spectrum, lo(X), over the half-power bandwidths of the interference filters, which were adjusted so that the integral over the visible spectrum was the same as the smooth curve. We then predicted the PFD at depth z in S-cm increments, Z,(X), by the empirical relation Z,(X) = lo(X) exp [--k&) z].
(7) Furthermore, we interpolated a value for the missing k,(550), assuming an exponential decline between 500 and 600 nm with a spectral slope of 0.011 [i.e. the median of the spectral slopes of a,(X) and a,(X)]. We then determined PUR per unit of Chl, PI-JR(z) from the relation PUR(z) = z Z,(X) a*ph(X). (8) The photic depth based on PUR, z,(PUR), was determined as the depth at which PIJR(z) was reduced to 1% of the surface value. A similar procedure was used with model estimates of k&), except that Z,(X) and a*,,(X) were not averaged over the halfpower bandwidths of the interference filters before integration over X. Predicted z,(PUR) was unbiased with respect to that calculated from measurements of k,,(X) (Fig. 9a) . The rms error of predictions is 0.37 m and is fairly constant across a range of observed z,(PUR) from 1.5 to 4.5 m.
Photosynthetically
active radiation (PAR) -Photic depths based on penetration of PAR, z,(PAR), were calculated from measurements of kd(X) as above for PUR, except that calculated values of PFD were not weighted by a*JX). Photic depths calculated in this way compared favorably with those determined with a broadband 4a sensor (Fig. 9b) , while z,(PAR) was highly correlated with z,(PUR), but biased, especially for shallow photic depths (Fig. SC) . Secchi depth, zSD, was highly correlated with both zp(PUR) and z,(PAR); z,(PUR) can be estimated from Secchi depth by the regression z,(PUR) = 2.7~~~ + 0.35 (Fig. 9d) (678) (Fig. 1Oa) determined by laboratory measurements (Table 4) . Several of the outliers of this relationship are brought closer to observed values by dividing by the measured a*,, (670) rather than the mean (Fig. lob) (1984) under the assumption that water is the only absorbing substance in the 720-nm waveband. In vivo absorption spectra of phytoplankton show negligible absorbance above 7 10 nm (Jeffrey 198 1). The strong negative exponential decay of absorbance by dissolved substances and by particles on depigmented filters suggest that absorbance by these constituents should also be negligible in the 720-nm waveband. Absorbance above 700 nm measured spectrophotometrically on filtrates is usually attributed to scattering by residual particles passing the filter (Bricaud et al. 198 1) . Thus, to the extent that this assumption is valid, the accuracy of estimated b at 720 nm depends systematically on the validity of Eq. 2 and systematically and randomly on the estimate of k,(720).
Equation 2 has not been verified independently, due to the difficulty of estimating scattering coefficients in situ. It is, however, based on an empirical fit to results of a Mon- te Carlo model that has relatively unrestrictive assumptions; the fit of Eq. 2 to the model results used to derive it is quite good (Kirk 1984), thus we expect measurement errors in k,(720) to be of greater concern.
The need to apply Eq. 2 in waters where b/ a,(min) exceeded 20 (Table 2) , however, and where there were vertical inhomogeneities (Table 5 , Fig. 8 ), suggests that exploration of these realms with Monte Carlo methods could produce needed results (see also Bannister 1990) .
Correspondence between z,(PAR) estimated from spectral measurements with that estimated with the commercially available PAR sensor suggests that systematic bias in our .kd measurements should be small. Coefficients of variation for estimates of kd720) ranged from ~2% for the lowest values to 7% for the highest. At the lowest values of k, (720) Estimation of absorption coefficients at other wavelengths depends on the assumption of spectrally constant scattering coefficients. Phillips and Kirk (1984) verified this assumption experimentally and gave arguments for expecting such behavior. Witte et al. (1982) found minimal wavelength dependence for backscattering coefficients in systems in which scattering was dominated by inorganic solids. For some species of algae absorption and scattering are complementary, i.e. scattering is depressed in wavebands where absorption is strong (Bricaud et al. 1988) , and, at the high [Chl] examined here, such an effect could introduce wavelength dependence of b. The significance of this effect for natural waters is difficult to evaluate because different species of algae displayed opposing spectral trends in scattering cross section. Thus, to a first approximation, major variations in b appear to be governed by changes in the concentrations of particles in suspension, but verification of spectral invariance of b in this system must await completion of a spectral transmissometer (under construction) having wavebands matching the radiometer. The model developed to predict absorption coefficients from measured water quality parameters utilized in situ data only for determination of p; furthermore, the mean value, 3.3 1, is close to the value of 2.69 (Gallegos unpubl. data) determined on a laboratory culture of Gyrodinium uncatenurn with the method of Kishino et al. (1985) .
Our ability to accurately predict diffuse attenuation coefficients for all wavelengths (Figs. 6, 7 ) from the sum of specific absorbances due to water-quality constituents and estimated scattering coefficients suggests that true absorption and scattering coefficients are being estimated from the in situ profiles.
Estimates of b were linearly related to [MSS] (Fig. 4a, Table 3 ). The estimated scattering cross section (2.4 1 m* g-l) is con-siderably higher than the range (0.51-0.68 m* g-l) estimated by Bukata et al. (198 1) for western Lake Ontario. There may be qualitative differences (e.g. particle size, degree of aggregation) in the mineral particulates in the two systems. Also, Bukata et al. made their observations at much lower concentrations of suspended solids, which exceeded 3 mg liter-l on only one sampling date. Their scattering cross sections predict a spectral mean scattering coefficient of 1.79 m-l at 2.5 mg liter-l of MSS, within our range of values (1.7-2.8 m-l) estimated for the three stations having [MSS] <3 mg liter-l (Table 2) . That is, at [MSS] <3 mg liter-l, the noise in our measurements easily admits a much lower scattering cross section, but over the total range of concentrations observed here, the higher value is required.
Direct and inverse models-From laboratory measurements we determined specific absorption curves for dissolved matter, Chl and associated pigments, and nonchlorophyllous particles. In developing the specific curves, the absorption coefficients extracted from the in situ optical profiles were used only in calculating an estimated pathlength amplification factor for proper scaling of the a*&X) and a*,(A) curves (Eq. 1 b). The 400-nm intercepts of the ad(X) and a,(A) completed the set of equations for estimating k&) with Eq. 2.
In general, none of the specific absorption curves was constant, and a*&) showed the most variability (Fig. 5) . The regressions that scaled the specific curves by water-quality parameters exhibited varying degrees of scatter (r* = 0.8-0.9, Fig. 4 , Table 2 ). Consequently, most profiles exhibited some systematic departure from model estimates in certain regions of the spectrum (Fig. 6 ). Over the entire data set however, model predictions of both diffuse attenuation (Fig. 7 ) and photic depths (Fig. 9a) were unbiased for both the development and the evaluation data sets. For many purposes, it is possible to bypass use of the specific curves and water-quality scalars. and Eq. 4. How site-specific is the direct model? At the most fundamental level, the general approach used to develop the model can only be used in waters for which Eq. 2 is applicable. The limiting factor is that the volume-scattering phase function used by Kirk (198 1, 1984 ) is specific to "turbid" waters. In general the shape of the scattering phase function remains constant for total scattering coefficients >0.2 m-l (Phillips and Koerber cited by Phillips and Kirk 1984) ,
and Phillips and Kirk (1984) sucessfully used the approach in waters considerably more oligotrophic than those examined here. Qualitatively, the model will predict "blue water" characteristics at low concentrations of all constituents; but the y-intercepts of all regressions are quite uncertain (Table 3 , Fig. 4 ). Therefore quantitative extrapolation to waters clearer than those used for model development is unadvisable. It is interesting to note, however, that extrapolation to conditions more turbid than those encountered in the development data set was successful (Fig. 9, 0 These considerations suggest that the model should be applied only to turbid estuaries and coastal waters with [MSS] > 1 mg liter-l and [DOC] (as conventionally measured) 2 2 mg liter-'. In terms of optical coefficients, the restrictions are b 2 l-2 m-l, and a,(400) 2 1 m-l. With these restrictions met, site specificity should depend on the degree to which the shapes of the specific curves and the regressions to scale them vary regionally. Our curve of a*&) is similar to that determined by Bricaud et al. (198 1) for a wide distribution of oceanic regions, and the spectral slope we determined (0.0 12 nm -l) is within but near the low end of the range (0.01 l-0.0 18 nm-l) summarized by Roesler et al. (1989) . Regressions to scale the relationship between absorbance and [DOC] can be site specific, however, over rather short distances (Wheeler 1977) . The characteristic shape of the absorption spectrum due to particulate detritus has not been widely studied; Maske and Haardt ( 1987) indicated that the shapes of a,(X) and a,(X) were very different from one another in Kiel Harbor, whereas Roesler et al. (1989) found very similar spectral shapes for particulate detritus and DOM. Our spectral slope for particulate detritus, 0.0 104 nm-', is near the mean of published values, 0.0 11 nm-l, as summarized by Roesler et al. (1989) . A more detailed comparison of the Rhode River with similar measurements in the Indian River estuary of eastern Florida will be presented elsewhere.
Complete solution of the inverse problem was not possible. It was possible, however, the estimation relationship to concentrations exceeding, by a factor of 2, those encountered in its development. The fact that estimates for several profiles could be improved by using measured a*,,(670) rather than the mean gives further evidence that actual absorption coefficients are being obsemed.
The present modeling effort has demonstrated the utility of Eq. 2 in waters considerably more turbid than those in which it was previously applied (Phillips and Kirk 1984; Weidemann and Bannister 1986) . The use of characteristic curves to reconstruct the in situ absorption spectrum is on sounder theoretical footing than regressions between diffuse attenuation coefficients and water-quality parameters. Although it is still necessary to scale the specific curves according to statistical regressions, the slopes of the regressions represent absorption and scattering cross sections of the measured constituents, and hence have physical meaning. There remains hope that further study of the variability of these coefficients in terms of measurable qualities of the various dissolved and particulate materials will lead to further improvement of the model.
