Abstract. We consider the Fisher-KPP equation with a non-local interaction term. In [13] , Hamel and Ryzhik showed that in solutions of this equation, the front location at a large time t is √ 2t + o(t). We study the asymptotics of the second order term in the front location. If the interaction kernel φ(x) decays sufficiently fast as x → ∞ then this term is given by − log t + o(log t), which is the same correction as found by Bramson in [4] for the local Fisher-KPP equation. However, if φ has a heavier tail then the second order term is −t β+o(1) , where β ∈ (0, 1) depends on the tail of φ. The proofs are probabilistic, using a Feynman-Kac formula. Since solutions of the non-local Fisher-KPP equation do not obey the maximum principle, the proofs differ from those in [4] , although some of the ideas used are similar.
Introduction
We shall study solutions of the non-local Fisher-KPP equation
where µ > 0, φ ∈ L 1 (R) is non-negative, and φ * u(t, x) = R φ(y)u(t, x − y)dy.
This equation is used to model non-local interaction and competition in a population. It can be seen as a generalisation of the (local) Fisher-KPP equation
introduced in [9] and [14] . In both equations (1) and (2), we can think of u(t, x) as the population density at location x at time t. Then the Laplacian terms represent the diffusive motion of the population, and the non-linear terms give the rate of change of the population density due to birth and death. This rate should be proportional to the population density multiplied by the amount of available resources. In (2), we are supposing that the resources available at x at time t are only depleted by the population at x. However, consumption of resources is not completely local, and modelling the depletion of resources by the spatial average φ * u, as in (1), may be more realistic. Another way of viewing (1) and (2) is for the variable x to represent the value of some trait that varies in the population, e.g. height. Then we think of u(t, x) as the population density with height x at time t. In this case, the Laplacian terms represent the incremental change in height due to mutations, and in (2), we are assuming that the resources available for individuals with height x are only depleted by other individuals with height x. In fact, although competition may be stronger between individuals with similar heights, individuals with different heights may still be competing for resources, making (1) a better model for this situation. See [5] , [10] and Section 2.3 of [18] for background on these and other biological motivations for studying the non-local Fisher-KPP equation.
The main mathematical interest in the non-local Fisher-KPP equation comes from studying the similarities and differences in the behaviour of solutions of the local and non-local equations. In particular, we shall be interested in how this depends on φ and µ.
Several authors [6, 10, 11, 12, 16] have studied the behaviour of solutions of (1) using numerical simulations and asymptotic stability analysis. Others [2, 3, 8, 13] have proved rigorous results on the properties of travelling wave and steady state solutions of (1) . The introduction of [13] gives a summary of the rich behaviour suggested by these results.
We shall consider the long time behaviour of solutions to the initial value problem ∂u ∂t = 1 2 ∆u + u(1 − φ * u), t > 0, x ∈ R, u(0, x) = u 0 (x), x ∈ R,
where u 0 ≥ 0 and u 0 ∈ L ∞ (R). We shall assume throughout (as in [13] ) that φ satisfies
φ(x)dx = 1 and φ ≥ η a.e. on (−σ, σ) for some η, σ > 0.
Note that for φ 1 ∈ L 1 (R) with φ 1 ≥ 0 and ∞ −∞ φ 1 (x)dx = a, if v 1 solves (3) with φ = φ 1 then v 2 := av 1 solves (3) with φ = φ 2 := a −1 φ 1 . Since ∞ −∞ φ 2 (x)dx = 1, our assumptions will be satisfied by v 2 (if φ 1 satisfies the last condition in (4) ). The last condition in (4) is biologically reasonable, since φ(x) represents the amount of interaction between individuals at displacement x. Note also that we have taken µ = 1 in (1); if u solves (1) then by rescaling to consider v(t, x) := u(µ −1 t, µ −1/2 x) we have a solution of (3) (with rescaled φ).
By standard arguments for parabolic equations, the solution to (3) exists for all t > 0, is smooth and classical on (0, ∞) × R and satisfies 0 ≤ u(t, x) ≤ e t u 0 ∞ ∀t ≥ 0, x ∈ R
(see Section 3 of [13] ). We shall take initial conditions u 0 which are compactly supported on the right, i.e. there exists some L > 0 such that u 0 (x) = 0 ∀x ≥ L. We will be interested in the front location of u(t, ·) for large times t, i.e. the location x > 0 beyond which u(t, ·) is o(1).
The main result in the literature on the spreading speed of solutions is Theorem 1.3 in [13] , which was proved using PDE methods and shows that the front location is √ 2t+o(t) for large times t. The following is (a slightly strengthened form of) Theorem 1.3 in [13] . The tools we will develop to study solutions of (3) will allow us to give an alternative proof of this result using probabilistic methods. We shall also be able to find the asymptotics of the o(t) term in the front location.
There is a well-known result on the asymptotics of the front location for the local Fisher-KPP equation. In Theorem 3 of [4] , Bramson showed that if u is a solution to (2) with µ = 1, if ∞ 0 ye √ 2y u(0, y)dy < ∞ and if for some x 0 > 0, inf x≤−x 0 u(0, x) > 0 then u(t, x + m(t)) → w(x) (6) uniformly in x as t → ∞, where
and w(x) → 0 as x → ∞, w(x) → 1 as x → −∞. (In fact, w is a travelling wave solution of (2) .) In particular, if r(t) → ∞ as t → ∞, then
log t+r(t) u(t, x) = 0 and lim
log t−r(t) u(t, x) = 1.
One of the main tools in the study of the local Fisher-KPP equation is a maximum principle: if u 1 and u 2 are two solutions of (2) with 0 ≤ u 1 (0, x) ≤ u 2 (0, x) ≤ 1 ∀x ∈ R then 0 ≤ u 1 (t, x) ≤ u 2 (t, x) ≤ 1 ∀t > 0, x ∈ R (see Proposition 3.1 in [4] ). Bramson's proof of (6) and (7) uses a combination of the maximum principle and probabilistic methods using the Feynman-Kac formula.
The lack of an equivalent maximum principle for the non-local Fisher-KPP equation makes it considerably less tractable and means that we cannot apply Bramson's methods directly. Instead, we rely solely on the Feynman-Kac formula to prove a version of (8) for solutions to the non-local Fisher-KPP equation, as long as φ(x) decays sufficiently fast as x → ∞ (more precisely, as long as lim sup r→∞ r α ∞ r φ(x)dx < ∞ for some α > 2). We shall see different behaviour if instead lim sup r→∞ r α Kr r φ(x)dx > 0 for some α ∈ (0, 2) and K < ∞.
Main results.
We now give precise statements of our main results. Let u denote the solution to (3). We shall assume throughout that u 0 ≥ 0, u 0 ≡ 0, u 0 ∈ L ∞ (R) and u 0 is compactly supported on the right. In particular, we define L ∈ (0, ∞) such that u 0 ∞ ≤ L and u 0 (x) = 0 ∀x ≥ L. Also, we take η, σ > 0 and suppose that φ satisfies assumption (4) with this choice of η and σ.
The first result is a Bramson-type logarithmic delay result which shows that if φ(x) decays sufficiently fast as x → ∞ then the front location in the non-local Fisher-KPP equation has similar behaviour to the local Fisher-KPP equation. Theorem 1.2. Suppose that there exists α > 2 such that for r 0 sufficiently large,
Then there exist A < ∞ and m * > 0 such that
log t+10 log log t u(t, x) = 0.
The next two results show different behaviour to the local Fisher-KPP equation if φ has a heavier tail. The first of these results gives a lower bound on the front location. Theorem 1.3. Suppose that there exists α ∈ (0, 2) such that for r 0 sufficiently large,
Then there exists m * > 0 such that for any β >
The next result is an upper bound on the front location.
Theorem 1.4. Suppose that there exist α ∈ (0, 2) and K < ∞ such that for r 0 sufficiently large,
Then for any β <
Remark. Suppose there exist α ∈ (0, 2), 0 < C 1 ≤ C 2 < ∞ and r 0 < ∞ such that ∀r ≥ r 0 ,
2+α . Then by Theorems 1.3 and 1.4, there exists m * > 0 such that for any ǫ > 0,
Note that 2−α 2+α → 0 as α ↑ 2 and 2−α 2+α → 1 as α ↓ 0. Our final result is a weaker version of Theorem 1.4 with weaker conditions. Theorem 1.5. Suppose that there exist α ∈ (0, 2) and K < ∞ such that
u(t, x) = 0.
1.2.
Outline of the article. The proofs of our results are arranged as follows. In Section 2, we prove general results which hold for any φ satisfying assumption (4) . These results will be used in the proofs in Sections 3 and 4. We also give a probabilistic proof of Theorem 1.1. In Section 3, we give a proof of Theorem 1.2 and in Section 4 we prove Theorems 1.3, 1.4 and 1.5.
1.3.
Notation and main tools. For x ∈ R, we shall write P x for the probability measure under which (B(t), t ≥ 0) is a Brownian motion started at x, and E x for the corresponding expectation. We shall also write P for the probability measure under which, for each t > 0, (ξ t (s), 0 ≤ s ≤ t) is a Brownian bridge from 0 to 0 in time t, and E for the corresponding expectation.
The main tools used in the proofs will be a form of the Feynman-Kac formula and elementary facts about the Gaussian distribution, which for ease of reference we record here. Proposition 1.6 (Feynman-Kac formula). Suppose for some T ∈ (0, ∞) and some bounded continuous function k :
Proof. This is Theorem 3.3 in Chapter 4 of [7] . Now let u denote the solution to (3). Using (5) , and since u is smooth on (0, ∞) × R, we can apply Proposition 1.6 with k = 1 − φ * u to obtain that if 0 ≤ t ′ < t and x ∈ R,
By the maximum principle for linear parabolic equations, and by (5), for t ≤ 1,
Therefore by letting t ′ → t in (9), we have
We shall also need the following elementary facts about the Gaussian distribution.
For x > 0,
Proof. The proof of (11) is by a Chernoff bound. A proof of (12) is in Lemma 12.9 of [15] . Finally, (13) holds since the density of B(t) is given by f 0,t (z) :
e −z 2 /(2t) .
Preliminary results
We take η, σ > 0 and assume from now on that φ satisfies assumption (4) with this choice of η and σ. Our first result is a global bound on u; this is also proved in Theorem 1.2 of [13] using PDE methods. We include a probabilistic proof here as many of the same ideas will be used later on in this section.
Proposition 2.1. Suppose u 0 ∈ L ∞ (R) and u 0 ≥ 0 and let u denote the solution of (3).
Then there exists
Proof. Take δ > 0 sufficiently small that e δ < 4/3 and e −σ 2 /(32δ) < 1/16, and take C > max( −σ/4 u(t, x + y)dy ≤ C ∀x ∈ R. For x 0 ∈ R fixed, we consider two cases:
(1)
We shall consider each case separately; in each we aim to show that
We begin with case (1). For
Cηδ, where the first inequality holds since φ ≥ 0, u ≥ 0, and φ ≥ η a.e. on (−σ, σ) and the last inequality holds by our assumption in case (1) . Hence by the Feynman-Kac formula (9) , for y ∈ [−σ/4, σ/4], since φ * u ≥ 0,
Therefore, by Fubini's Theorem,
where the second inequality follows since
−σ/4 u(t, x + y)dy ≤ C ∀x ∈ R, the third by the reflection principle and the final inequality by (11) . By our choice of δ and C at the start of the proof, we have e δ (e
Cηδ + 4e −σ 2 /(32δ) ) < 1 and hence
−σ/4 u(t + δ, x 0 + y)dy < C. We now consider case (2) . By the Feynman-Kac formula (9) and since φ * u ≥ 0, and then since s 0 ≤ δ, we have that for any x ∈ R and y ∈ [−σ/4, σ/4],
Then by Fubini's Theorem,
since
By the Feynman-Kac formula (9) and since φ * u ≥ 0, for
Hence by Fubini's Theorem,
by (14) and since for x ∈ [x 0 − σ/4, x 0 + σ/4],
by our assumption in case (2) . Therefore, by the reflection principle,
by (11) . Again by our choice of δ and C at the start of the proof, it follows that
−σ/4 u(t+ δ, x 0 + y)dy < C.
By combining cases (1) and (2) for every x 0 ∈ R we have that if for some t ≥ 0,
−σ/4 u(kδ, x + y)dy ≤ C. It follows that for any t ≥ 0, x ∈ R, by the Feynman-Kac formula (9) and Fubini's Theorem,
Hence for t ≥ 1, x ∈ R, by (9),
Also for t ≤ 1, x ∈ R, by (10),
The result follows.
From now on, we take L < ∞ and assume that u 0 ∈ L ∞ (R) with u 0 ≥ 0 and u 0 ∞ ≤ L, and we shall write u for the solution to (3) and M = M (L, η, σ) as in Proposition 2.1. We can use the Feynman-Kac formula and the global bound on u to prove a form of uniform continuity.
Lemma 2.2. For ǫ > 0 sufficiently small, if |x−y| < ǫ 3 and t ≥ 1, then |u(t, x)−u(t, y)| < ǫ.
Proof. Suppose that ǫ < min(1, (M e( 1 √ 2π +M )) −1 ) and suppose that t ≥ 1 and |x−y| < ǫ 3 . By the Feynman-Kac formula (9), for any z ∈ R, since 0 ≤ φ * u ≤ M by Proposition 2.1,
by Proposition 2.1. Write f µ,σ 2 for the density of the Gaussian distribution with mean µ and variance σ 2 . If x ≤ y, then by Proposition 2.1,
by (13) and since 1 − e −r ≤ r for r ≥ 0. Since |x − y| ≤ ǫ 3 , it follows that
by our choice of ǫ at the start of the proof. By the same argument, u(t, y) − u(t, x) ≤ ǫ, and the result follows.
We now show that if δ > 0, and u is small, then u grows exponentially until there is some x nearby with u(t, x) ≥ 1 − δ. The proof of this result uses ideas from the proof of Lemma 5.4 in [1] .
Proof. Take R > 0 sufficiently large that R 2 > π 2 /δ and |r|≥R/2 φ(r)dr < δ/(2M ). Then take C > 8(δ − π 2 R −2 ) −1 . The proof is divided into the following two cases:
We shall begin with case (1). Since u(t, x) > z, by Lemma 2.2 with ǫ = 1 2 z we have that if z is sufficiently small then
by our assumption in case (1) . Therefore by the Feynman-Kac formula (9),
where the first inequality follows by (16) and (17) and since u ≥ 0, and the last line follows by Brownian scaling.
By Lemma 5 in [17] (which gives a convenient statement of this well known estimate), for T > 0, there exists a constant c T > 0 such that for any t ≥ T and 0 ≤ x 0 ≤ 1,
since cos(πν/2) ≥ 1/2 for |ν| ≤ 2/3. Hence for z sufficiently small that 4CR −2 log(1/z) ≥ 1 and
It follows that as long as z ≤ (8c
We now consider case (2) . Recall that |r|≥R/2 φ(r)dr < δ/(2M ). By Proposition 2.1 and the assumption that we are in case (2),
and therefore
Our next lemma shows that for any ǫ > 0, u spreads at speed at least √ 2 − ǫ.
Proof. We shall use the following estimate on the probability that a Brownian motion stays inside a tilted tube. By Girsanov's Theorem, for b ∈ R, R 0 > 0, r ∈ [0, R 0 ] and t > 0,
by Brownian scaling. Hence if also t ≥ 1 and |b| ≤ √ 2, then by (18),
where
> 0. We now define some constants (the reasons for the conditions imposed should become clear in the course of the proof). Take m 0 > 0 sufficiently small and R > 1 sufficiently large that 1
By Lemma 2.2, there exists ǫ 0 ∈ (0, 1/2) such that if s ≥ 1 and
and also
Again by Lemma 2.2, there exists ǫ ∈ (0, 1/2) such that if s ≥ 1 and
Finally take t * > 3 sufficiently large that
Take t ≥ 1, T ≥ t * and x, x ′ ∈ R with |x − x ′ | ≤ cT , and suppose u(t, x) ≥ m * . Suppose x ′ ≥ x (the proof for x ′ ≤ x is the same), and let a = (x ′ − x)/T ≤ c. The proof is divided into three cases.
(
, and such that for any (s, y) with
we have φ * u(t + s, y) < m 0 . We shall treat each case separately; in each we aim to show that u(t + T, x ′ ) ≥ m * .
We begin with case (1). By our choice of ǫ, we have that
, by the Feynman-Kac formula (9) and since u ≥ 0,
since |y − x| ≤ ǫ/2. Therefore by the estimate in (20), since T ≥ t * > 3, R > 1 and
where the second inequality follows since T ≥ t * > 3, 0 ≤ a ≤ c and by the choice of constants in (21), and the third inequality follows by our choice of constants in (24). By Proposition 2.1, we have φ * u ≤ M ; it follows by the Feynman-Kac formula (9) and since
where the second inequality follows by (25) and the third inequality since 0 ≤ a ≤ c. We now move on to case (2) . Recall that M |r|≥R ′ φ(r)dr < 
where the second inequality follows since |y 1 − (x + as 0 )| ≤ R + R ′ and the third and final inequalities follow from T − s 0 ∈ [1, 3] and (13) . By our choice of m * in (22), and since 0 ≤ a ≤ c, we have that u(t + T, x ′ ) ≥ m * . Finally, we consider case (3) . By the same argument as in case (2), there exists
by the Feynman-Kac formula (9) and Proposition 2.1,
By the choice of s 0 and the assumption of case (3), for
Therefore by (20) and (26), and since T − s 0 − 2 ≥ 1, (21)) and 0 ≤ a ≤ c. Finally, by (9) and Proposition 2.1, and since
by (27) and since 0 ≤ a ≤ c. By our choice of m * in (23), we have that u(t + T, x ′ ) ≥ m * . This completes the proof.
Recall that u 0 ∞ ≤ L. From now on, we shall assume that u 0 (x) = 0 ∀x ≥ L and u 0 ≡ 0. We can now prove Theorem 1.1 with m * = m * (1).
Proof of Theorem 1.1. We begin by proving an upper bound on u. For y ≥ 0 and t ≥ L/( √ 2 − 1), by the Feynman-Kac formula (10),
where the second line follows since u 0 ∞ ≤ L and u 0 (x) = 0 for x ≥ L and the third line follows by (12) and since ( √ 2t−L)t −1/2 ≥ t 1/2 . It follows that lim t→∞ sup x≥ √ 2t u(t, x) = 0. It remains to prove a lower bound. Fix ǫ > 0. Note first that by (10) and Proposition 2.1,
Then by Lemma 2.4, it follows that for any s 2 ≥ max(t * (1), 2R) and
. Since ǫ > 0 was arbitrary, the result follows.
The final lemma of this section will help us determine regions in which φ * u(t, y) t −1 , and therefore Brownian paths for which
Proof. By the Feynman-Kac formula (10), for y ≥ 0 and t ≥ max(L/( √ 2 − 1), 1),
where the second line follows since u 0 ∞ ≤ L and u 0 (x) = 0 for x ≥ L, the third line follows by (12) and since √ 2t ≥ L, y ≥ 0 and (
, and the last line follows since t −1 log t ≤ e −1 .
Proof of Theorem 1.2
In this section we shall suppose that there exists α > 2 such that for r 0 > 0 sufficiently large,
As in Section 2, we assume that φ satisfies assumption (4) with our choice of η and σ. Also we suppose that u 0 ∈ L ∞ (R) with u 0 ≥ 0, u 0 ≡ 0, u 0 ∞ ≤ L and u 0 (x) = 0 ∀x ≥ L, and let u denote the solution of (3). We shall use the following pair of lemmas from [4] . The first is an application of the reflection principle. Recall from Section 1.
The second lemma is an example of a phenomenon known as entropic repulsion, and is proved using a Girsanov transform. 
The first step in the proof of Theorem 1.2 is the following result. Take m * (1) > 0 as defined in Lemma 2.4.
Proof. Recall from (29) in the proof of Theorem 1.1 that since u 0 ≡ 0, u 0 ≥ 0 and u 0 ∈ L ∞ (R) we have u(1, 0) > 0. Now take ǫ ∈ (0, 1 2 u(1, 0)) sufficiently small that Lemma 2.2 holds for this choice of ǫ. It follows that for |x| ≤ ǫ 3 , we have u(1, x) ≥ ǫ.
Therefore, for t ≥ e, for x ∈ [ √ 2 log t + 2], by the Feynman-Kac formula (9) and Proposition 2.1,
for t sufficiently large, where the second line follows by (13) . Take δ ∈ (1/α, 1/2) and t large. Then for s ∈ [max(r
where the second line follows by Proposition 2.1 and since φ ≥ 0 and the last line holds for s ≥ max(r
) by (30) and Lemma 2.5 and since s + log t ≤ 1 2 (t + log t) ≤ t and ∞ −∞ φ(x)dx = 1. Similarly, for t sufficiently large, if s ∈ [(t − log t)/2, t − log t − r
For s ∈ [0, t − log t], let
Note
log t + 1. Then by the Feynman-Kac formula (9), using (31) and (35), for t sufficiently large,
We now aim to prove a lower bound for the probability above. For y ∈ [ 
. Therefore by the definition of f in (34),
By Lemma 3.2, there exists r 1/2 < ∞ such that for r > r 1/2 and t − log t > 3r,
We can now estimate this probability. Recall that for 0 = s 0 < s 1 < . . . < s n = t, conditional on (ξ t (s i ))
are independent and for each i ∈ {1, . . . , n}, (ξ t (s i−1 + u), 0 ≤ u ≤ s i − s i−1 ) is a Brownian bridge from ξ t (s i−1 ) to ξ t (s i ) in time s i − s i−1 (this is the domain Markov property of the Brownian bridge). We have
≥ P ξ t−log t (r) ≥ 1, ξ t−log t (t − log t − r) ≥ 1, ξ t−log t (s) ≥ 0 ∀s ∈ [r, t − log t − r]
where the second inequality follows by the domain Markov property of the Brownian bridge and Lemma 3.1, the third inequality follows by the domain Markov property, and in the last line Z ∼ N (0, 1) since ξ t (s) ∼ N (0, s(t − s)/t). For r sufficiently large, for t − log t > 3r, t−log t−r r(t−log t−2r)
for t sufficiently large, since e −a ≤ 1 − a/2 for 0 ≤ a ≤ log 2. It follows by combining (37), (38) and (39) that
√ 2 log t + 1,
By (13), recalling that x = √ 2t + log t + 1, we have
Substituting into (40) and (36), if we fix r sufficiently large, then for t sufficiently large and with t − log t > 3r, for
for t sufficiently large. Hence there exists T ∈ (1, ∞) such that for t ≥ T , for x = √ 2t + log t + 1, u(t, x) ≥ for any s ≥ max(t * (1), R) and y ∈ [−R, R], u(t + s 0 + s, x + y 0 + y) ≥ m * (1). In particular, for any t ≥ T and s ′ ≥ C(M + Le 2L + 3) log t + max(t * (1), R), we have
log s + 1. If y ≤ √ 2t − K log t for some t > 0, then
, it follows that if t is sufficiently large, for t ′ ≥ t, u(t ′ , y) ≥ m * (1).
We now have that for t sufficiently large, for y ∈ [ log t+10 log log t u(t, x) = 0.
The proof uses ideas from the proof of Proposition 7.3 in [4] .
log t + 10 log log t.
Proof. Recall that φ ≥ η a.e. on (−σ, σ). Fix t large and
(42) Let
By Proposition 3.3, for s sufficiently large, for y ∈ [σ,
Hence for t sufficiently large, for k ∈ [0, t − (log t) 5 ] and j ∈ [0, t − (log t) 5 − k],
(1−φ * u(t−s,B(s)))ds u 0 (B(t))
. Then for t sufficiently large, for j ∈ [0, (t − 1)/2], by the definition of E j in (42) and since x ≤ √ 2t,
Also for t sufficiently large, for j ∈ [(t − 1)/2, t − 2(log t) 5 ],
We now aim to estimate each of these probabilities. For y ∈ [−2t, L],
Since 0 ≤ x ≤ √ 2t and |y| ≤ 2t, for s ∈ [j, j + K ′ log t],
for t sufficiently large. Therefore
where the third line follows since (B(s) −
) and the last line follows by the symmetry of Brownian motion and the Markov property. By the reflection principle, it follows that for y ∈ [−2t, L],
by (11) . Moreover, by (11) , since x ≥ √ 2t − 3 2 √ 2 log t,
Also since x ≥ 0, by (11) ,
Therefore, combining (45), (46) and (47),
Substituting into (44) and using (46) again, it follows that for t sufficiently large, for j ∈ [16(log t) 5 , t − 16(log t) 5 − 1],
for t sufficiently large, since 2σηm * (1)K ′ > 7/2 by our choice of K ′ . Therefore by the definition of D j in (43) and the Feynman-Kac formula (10), for t sufficiently large,
By the definition of E j in (42), it follows that for t sufficiently large, for
log t, by the reflection principle and then using (12) ,
for t sufficiently large. We shall now estimate the second probability in (48). For y ≤ L, and
for t sufficiently large, by Lemma 3.2. It follows that
since ξ t (16(log t) 5 + 1)
, by Lemma 3.1 and the domain Markov property for the Brownian bridge,
for t sufficiently large, where the second inequality holds by (11) . Substituting into (50), for any y ≤ L we have
for t sufficiently large. Substituting this result and (49) into (48), we have that for t sufficiently large, for
We have
log t]; by (12) ,
for t sufficiently large. Therefore, for t sufficiently large, for
It follows that if x 0 ∈ [10 log log t,
log t + 10 log log t,
As in (28) in the proof of Theorem
Hence for ǫ > 0 fixed, for t sufficiently large, for any x ≥ √ 2t − log t + 10 log log t, we have u(t, x) < ǫ, as required.
As a consequence of Proposition 3.4 and Lemma 2.3, we can adapt an idea from the proof of Proposition 7.2 in [4] to show that for fixed t, u(t, x) decreases exponentially on
log t + 10 log log t. Let z 0 = z 0 (1/2), R = R(1/2) and C = C(1/2) as defined in Lemma 2.3.
Corollary 3.5. There exists T < ∞ such that for t ≥ T and s > C log ( 
log(t + s) + 10 log log(t + s) + R then u(t, x) ≤ exp(−C −1 s).
log t + 10 log log t for t > 1, and note that g is increasing on (1, ∞). Take ǫ = 1/2 in Proposition 3.4; it follows that there exists T ∈ (1, ∞) such that for t ≥ T , we have u(t, x) < 1/2 ∀x ≥ g(t).
We now use a contradiction argument. Suppose that for some t ≥ T and s > C log(1/z 0 ), there exists x ≥ g(t+s)+R such that u(t, x) > exp(−C −1 s). Then since exp(−C −1 s) < z 0 , by Lemma 2.3 there exist t ′ ∈ [t, t + s] and y ∈ [x − R, x + R] such that u(t ′ , y) ≥ 1/2. Since x ≥ g(t + s) + R, we have that y ≥ g(t + s) ≥ g(t ′ ) since g is increasing on (1, ∞). But then we have t ′ ≥ T , y ≥ g(t ′ ) and u(t ′ , y) ≥ 1/2 which is a contradiction.
We can now prove the remaining statement of Theorem 1.2, i.e. that there exist A < ∞ and m * > 0 such that
Proposition 3.6. There exist A < ∞ and T < ∞ such that for
Proof. Take δ ∈ (max(1/α, 1/3), 1/2) and take t large. For s ∈ (e, t/2] sufficiently large that s δ ≥ 10 log log(
log(s + s δ ) + 10 log log(s + s δ ) + R, where the second line holds since for e < s < t,
where the last line holds for t sufficiently large, since 12(t − s) δ ≥ 12 log log t. By Corollary 3.5, if t is sufficiently large and log log t > C log(1/z 0 ) then it follows that u(s, x) ≤ exp(−C −1 (t − s) δ ). Therefore, for t sufficiently large, for s ∈ [(log log t) 1/δ , t − (log log t)
for t sufficiently large, where the second inequality follows for t sufficiently large by (30) and since φ ≥ 0 and
(log log t) 1/δ ], then by the above inequalities and Proposition 2.1,
for t sufficiently large, since αδ > 1.
It follows that for t sufficiently large, for
log t, by the Feynman-Kac formula (9) and since u ≥ 0,
As in the proof of Proposition 3.3, we can take ǫ ∈ (0, min( 1 2 u(1, 0), 1)) sufficiently small that Lemma 2.2 holds for this choice of ǫ, and then for |y| ≤ ǫ 3 , we have u(1, y) ≥ ǫ. Hence letting t ′ = (log log t) 1/δ ,
We now aim for a lower bound on this probability. For y ∈ [−ǫ 3 , ǫ 3 ],
, and since x/t < √ 2 and |y| < 1. By Lemma 3.2, it follows that for t sufficiently large,
By the domain Markov property of the Brownian bridge and Lemma 3.1, letting Z ∼ N (0, 1),
for t sufficiently large, since 1 − e −a ≥ a/2 for 0 < a < log 2 and ξ t (s) ∼ N 0,
Therefore for t sufficiently large, for y ∈ [−ǫ 3 , ǫ 3 ],
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Substituting into (51), we have that for t sufficiently large, for
log t and ǫ < 1, we have by (13) that
for t sufficiently large. Hence for t sufficiently large,
for t sufficiently large. For t sufficiently large, it follows by Lemma 2.3 that there exist t ′ ∈ [t, t+4CM (log log t) 1/δ ] and
log t + y) ≥ 1/2. Then by Lemma 2.4, for
log t is increasing on [1, ∞). Take t > 1 sufficiently large that
and take
log s 0 for some s 0 ∈ [1, t). Then if s 0 is sufficiently large, for s ≥ t * (1) + R + 4CM (log log s 0 ) 1/δ we have u(s 0 + s, y 0 ) ≥ m * (1). Since
Therefore, by our choice of t in (52), t − s 0 ≥ t * (1) + R + 4CM (log log t) 1/δ . It follows that for t sufficiently large, for
It follows by Proposition 3.3 that for t sufficiently large, for any y ∈ [0, Before proving Theorems 1.3-1.5, we need an estimate on the probability that a Brownian motion stays consistently ahead of a particular curve. We shall use the following result from [17] . 
since γ + ǫ ∈ (1/2, 1) and ǫ > 0. Let
where the second inequality holds for t sufficiently large by (54) and (55), and the last inequality is for t sufficiently large. The result follows by (53).
We can now prove Theorem 1.3 using Lemma 4.2. Assume that φ satisfies assumption (4). Also suppose u 0 ∈ L ∞ (R), u 0 ≥ 0, u 0 ≡ 0, u 0 ∞ ≤ L and u 0 (x) = 0 ∀x ≥ L, and let u denote the solution of (3). Proposition 4.3. Suppose that there exist α ∈ (0, 2) and r 0 < ∞ such that for r ≥ r 0 ,
Proof. Let γ = 2 2+α ; note that γ ∈ ( 1 2 , 1) and αγ < 1. By Lemma 2.5, for y ≥ 0 and t ≥ max(
and s is sufficiently large that
Hence if
, then by Proposition 2.1,
where the second inequality holds for t sufficiently large by (56) and (57), the third inequality follows since αγ < 1 and the last line follows for t sufficiently large. Take ǫ > 0. As in (29) in the proof of Theorem 1.1, note that by the Feynman-Kac formula (10) and Proposition 2.1, u(1,
By the Feynman-Kac formula (9) and (58), for t sufficiently large, letting I = [1,
for t sufficiently large, where c = c(γ, ǫ) > 0 by Lemma 4.2. Note that since γ = 2 2+α , we have that 1 − αγ = 2γ − 1 and therefore for t sufficiently large,
By Lemma 2.3, it follows that for C = C(1/2) and R = R(1/2) and for t sufficiently large, there exist s ∈ [0, Ct 2γ−1+3ǫ ] and y ∈ [−R, R] such that u(t + s, √ 2t + y) ≥ 1/2. Then by Lemma 2.4, ∀s ≥ Ct 2γ−1+3ǫ + R + t * (1), we have u(t + s, √ 2t) ≥ m * (1). Suppose t is sufficiently large that 2Ct 2γ−1+3ǫ > Ct 2γ−1+3ǫ + R + t * (1) .
We have now shown that for t sufficiently large, for Before proving this result, we shall prove Theorems 1.4 and 1.5 as corollaries. We begin by using Proposition 4.4 to prove Theorem 1.5. Therefore for t sufficiently large, if 2Kt γ 2t γ φ(r)dr ≥ 2 −α t −αγ then for x ∈ R, by the Feynman-Kac formula (10) and since φ * u ≥ 0, u(t, x) ≤ e t E x u 0 (B(t)) e 
since u 0 ∞ ≤ L and u 0 (y) = 0 ∀y ≥ L. We now want to estimate these two probabilities. Take β < 
Now by (11) , since x ≥ √ 2t − t β ,
Also by (11) , P x B(t) ≤ − √ 2t/8 ≤ exp − Since β < 2−α 2+α = 1−αγ = 2γ−1, for ǫ > 0 fixed, if t is sufficiently large and 2Kt γ 2t γ φ(r)dr ≥ 2 −α t −αγ then u(t, x) < ǫ ∀x ∈ [ √ 2t − t β , √ 2t]. By (28) in the proof of Theorem 1.1, for t sufficiently large, u(t, x) < ǫ ∀x ≥ √ 2t. The result follows.
