• the solution comprises some subset of the population • the fittest chromosome, particle, path
-result is the entire final population of detectors
• the individual detectors are each partial, unreliable
• their combined cooperative effect makes the full robust detector NSC : 10 generalising elitism
• ensures the "best-so-far" is never lost due to the stochastic selection mechanisms -can cause problems if "best-so-far" is near a local maximum, and biases population away from finding global maximum
• but then you probably have other convergence problems anyway…
• adding elitism -EAs: copy best parent(s) into in the next generation
• otherwise crossover, mutation might disrupt their fitness -swarms: zero the velocity of the globally fittest
• breaks the nice local behaviour -AIS (clonal selection)
• naturally elitist : only the least fit are eliminated -ants: always reinforce best path(s) found so far
• even if not found this generation NSC : 11 hybrid algorithms (1) • combine the population model with local search -for even-fitter candidates
• hill climbing step -on the "genotype" -every generation
• generate the new individuals using the bio-inspired algorithm • hill-climb each one (or selected ones), either a bit (a few steps), or all the way to the nearest local maximum -EAs, a little mutation ; ants, swap a few edges • to form the next generation -or, only at the end • a "final polish" on the result -effectively a local search using small mutations • can use the rest of the population to estimate the gradient -a very simple form of Lamarckism, or "directed mutation" NSC : 12 hybrid algorithms (2) • learning step -on the "phenotype"
-where the population members have a "life" outside the generation algorithm, where they can learn - The ways of making a living presenting fitness landscapes that can be well searched by the procedures that organisms have in hand [mutation, recombination, selection] will be the very ways of making a living that readily come into existence. artificial fitness
• overall lack of theoretical results / understanding -EA probably the most advanced (has existed the longest)
• schema theorem, Markov chain models, …
• do we have any reason to believe biological algorithms will be good for searching artificial fitness landscapes?
-landscapes that have not been co-constructed NSC : 17 "Unreasonable Effectiveness"
• empirical result : the algorithms do seem to work, and astonishingly well ! -with a bit of "parameter tweaking"…
• but why?
• observation : we, the designers, are also (an evolved) part of the biological world • complex allocation of resources -organisms want to maximise ability to use their resources -tracking, adapting
• fitness landscape changing during the process -organisms co-evolve each others' landscapes, always changing
• pathological fitness functions: "Reasonably Ineffective"! -bio-inspired algorithms do poorly (by design) -yet are these landscapes themselves bio-inspired?
• or even artefact-design inspired?
generalised models
• all this points out that we need a unified model of population / selection / evolution -including an understanding of the particular fitness landscapes, and the appropriate algorithms -currently well beyond the state of the "parameter tweaking" art
• taking Kauffman's "higher order" biological inspiration, we should probably "co-construct" problems and algorithms -particularly for very artificial problems with no bio-inspired counterpart
• classic approaches to SWE … -formal specification
-design by refinement -total correctness
• … don't work with heuristic search -no large body of theory available to "prove correctness"
• essentially a "soft" solution -often do not understand these novel solutions
• because they do not conform to our own design prejudices
• problem for integration and maintenance
• certification for critical applications currently difficult or impossible
• new kinds of analyses required
The mechanism underlying a task-achieving behaviour may be more apparent soon after its evolutionary origin, rather than after evolution has refined it to match the specification closely. It may be possible to identify the innovation … giving rise to the behaviour's origin in an ancestor • current research into new techniques -theoretical understanding of behaviour -probabilistic reasoning -"soft" rather than "hard" correctness -"refinement" via patterns?
• lots of open research questions NSC : 22 over-constrained searches
• do not over-constrain search with "domain knowledge"
• attempts to "help" (to reduce the search space) by constraining representations to "sensible" solutions can make bio-inspired search harder why growth?
• our computational artefacts are not static
• devices added, changed
• new application areas opened up
• the Internet is the classic example of a "growing" artefact -biological growth might be a helpful metaphor for allowing our artificial systems to grow
• all biological complex systems start small, and grow
• from single organisms to ecosystems, they all evolve and grow -[more on complex systems in a later lecture]
-biological growth might be a helpful metaphor for allowing us to design and build complex artificial systems • the insect's activity results in a change to its environment • response x i can change stimulus X i to stimulus X j -each stimulus class can also have a quantitative aspect NSC : 28 termite pillars
• "wood chips" scattered at random • "termites" wander at random, following two rules:
1. if not carrying a chip, and find one, pick it up
• more correctly -eat it 2. if carrying a chip, and find one (or a pile), drop it
• more correctly -excrete it !
• the initially randomly distributed chips are gathered into fewer and fewer larger and larger piles -piles can grow, as termites add chips -piles can shrink, as termites remove chips from existing piles -but number of piles can only ever shrink, because of rule 2
• can never start a new pile, but can completely remove one -"extinction is forever"
• simple local rules → emergent global behaviour NSC : 29 building bricks
• constructing structures from "bricks" with rules
• rules for when to place a brick (action), given the current local configuration of bricks (stimulus) -the action will change the configuration (the stimulus), leading to further different actions -variations: different kinds of brick, different sets of rules [Bonabeau et al, fig 6.13] evolving interesting rules
• use a GA to explore "architecture rule space"
• fitness function includes: number of rules, logical depth, compact structure, repeating patterns, … [Bonabeau et al, fig 6.13] NSC : 31 self-assembling machines
• rather than constructing a "nest" from "bricks", the agents themselves can form the structure -ants making a bridge of their own bodies -micro-robots, nanotech assemblers
• three rules to build a staircase of agents: 
