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INTRODUCTION
Collaborative filtering (or social information filtering) is one of the most used techniques in recommender systems. There are two kinds of collaborative filtering techniques: item-item and user-user. Item-item based identifies correlations between items in order to define new items to be recommended to users; recommended items are those similar to items already associated to the user. User-user based technique evaluates the similarity between users to find users with similar tastes or needs; in this case, items to be recommended are those associated to similar users.
In the user-user technique, two approaches may be applied: memory-based and model-based. In the memory-based one, similarity between users is evaluated by identifying items with common ratings in historical data from two users. In the model-based approach, items associated to users are employed to define a model for each user; after that, the similarity between users is evaluated by identifying the similarity between their models (Wang et al., 2006) .
The approach presented in this paper is based on models of users, instead of using memory-based techniques. Memory-based approach has the advantage of being less complex (less parameters have to be tuned). In contrast, model-based approaches generate compact models and suffer less with the sparsity problem (Wang et al., 2006) ). Collaborative filtering suffers from some problems such as the cold start or startup problem, the sparsity problem, and the shilling problem. The cold start or startup problem happens when there are few ratings for an item or made by a user so the system has no sufficient data to give recommendations; the latter case is also called the new user problem. The sparsity problem happens when there are few common items rated by users, and the shilling problem when someone tries to favor some particular items (Adomavicius and Tuzhilin, 2005) .
In universities and research groups it is very common to allocate new members since new members (usually students) arrive frequently. In this case, a recommender system will not have any register about the preferences, ratings and interactions of these new users. Thus, it is necessary to collect some infor-mation before producing recommendations or, alternatively, produce bad recommendations and improve the results of future interactions by using users' feedbacks. Then, users have to expect some time for receiving recommendations, that is, until the system elaborates a profile (a model of his/her interest) or until the user rate some items.
The focus of this paper is the new user problem in recommender systems targeted on learning environments. Despite of the existing differences between recommendation to consumer (related to goods) and recommendation to learners systems, as pointed out by (Drachsler et al., 2008) , the same problem is found. This paper minimizes this problem by analyzing user's publications, generating recommendations for new learners and researchers.
The goal of this paper is to compare different techniques to generate a user's model analyzing his/her publications and identifying his/her area of interest. Similar users are then identified by comparing the users' models. By similar users, we mean users that have interest in common scientific areas with similar proportion.
The techniques used here are able to compare different sections of the papers (e.g., title, keywords, abstract and full text) and two kinds of text indexes: terms and concepts. Furthermore, two distinct similarity functions (Jaccard and a Fuzzy function) were applied on the representations to find similar users.
The results give some hints that can be used to improve existing collaborative filtering systems that will be able to elaborate an initial profile or the user model, thus minimizing the new user problem.
The paper is structured as follows. Section 2 presents some papers related to model-based collaborative filtering and to the representation of users' interest and expertise. Section 3 details the proposed method for representing users' profiles with different techniques. Section 4 presents the experiments carried out for evaluating the proposed techniques and discusses the results. Section 5 presents a scenario to illustrate the application of method in a recommender system. Finally section 6 summarizes the contributions and discusses future works.
RELATED WORK
The new user problem is a relevant one, and is usually minimized by the use of techniques to identify the similarity between users. In (Adomavicius and Tuzhilin, 2005) , for example, a model-based approach is used for the analysis of users' similarity. In their case, techniques based on clustering and on Bayesian networks are employed to find similar users. Similarly, (Stoilova et al., 2005) propose evaluating the similarity between users through their bookmarks analysis. Other particular way to evaluate similarity between users is to examine their social relations or networks, as performed in (Spertus et al., 2005) .
The problem is that there is a lack of information about users, and it results in low quality recommendations. Some initiatives try to solve this problem. For instance, in the Movielens System, new users are asked to rate some movies when they start using the system in order to create an initial profile . The problem is that, sometimes, a new user does not have time or willing to do this initial rating.
An alternative way to the evaluation of the similarity between users and to minimize the new user problem is to analyze scientific publications of these users. This is important in the context of recommending items from a digital library or information sources in learning situations. In this context, publications can be used under different approaches. In an item-item approach, collaborative filtering systems can consider similarity between papers in the following way: papers written by users are similar to papers cited inside these papers, as employed by . In a user-user memory-based approach, systems can evaluate the similarity between users by analyzing common publications or common vehicles where papers were published.
In these approaches, one important question is how to analyze users' publications and represent their content. Under a user-user model-based approach, systems can generate a model for each user from the texts associated to him/her (written, read or cited) and compare these models to infer the similarity between users. This approach is employed by (Middleton et al., 2003) . The limitation is that profiles are generated analyzing papers browsed by users, what is far from minimizing new user problem.
In (Dumais and Nielsen, 1992) , different techniques for representing the expertise or interest of a conference reviewer are presented. In this case, they utilize family names, keywords and abstracts extracted from papers supplied by the reviewers as the best representatives of their knowledge. Similarly, (Yarowsky and Florian, 1999) use a centroid (a term vector) generated from papers representatives of the reviewer expertise. (Basu et al., 2001) represents reviewers with information extracted from papers that are written by the reviewers or referenced by them in their home pages (titles, abstracts and keywords are used to represent papers). These studies do not compare the use of titles, keywords and abstracts among them (the context of the paper is query reformulation). Other limitation is that the cited work does not evaluate the use of the whole text as representative of the user interest. Analyzing the presented related work, it is possible to notice the need for comparing different extracts from publications (scientific papers) in order to represent expertise or interest areas of people. Our goal in the current paper is to evaluate different representations of texts as representatives of users profiles, such as parts of the text (titles, keywords, abstracts and full text) and different kinds of indexes (terms versus concepts). Representations are extracted from texts of scientific papers written by the users. The final goal is to apply these profiles in collaborative systems to find similar users.
INVESTIGATION
The goal of this paper is to investigate techniques for finding similar users in the context of user-user model-based collaborative filtering systems or methods. We propose the utilization of users' publications (scientific papers written by them) to represent their interest. We assume that publications of the users are already collected and separated by title, keywords, abstract and complete text. The publications may be collected by analyzing the curriculum vitae of the user or in public sources such as Scholar Google (http://scholar.google.com), Citeseer (http://citeseer.ist.psu.edu), and the Brazilian BDBComp (http://www.lbd.dcc.ufmg.br/bdbcomp).
This work compares parts of the papers (titles, keywords, abstracts and complete texts) for representing profiles in order to find similar users. Furthermore, the work examines what kind of index better represents texts in this context. We tested terms versus concepts; terms are single words extracted from texts following the full-text indexing method (after eliminating stopwords); concepts are extracted from probabilistic analysis of words presented in the text and correspond to nodes of a domain ontology.
In addition, we compare two functions for calculating similarity between texts: the Jaccard method and a Fuzzy equation proposed by (Loh et al., 1998 In the next subsections, we explain the different techniques used to extract information from user's publications and to represent the user model.
Text Parts: Title vs. Abstracts vs. Keywords vs. Complete Text
One of the investigations of this paper concerns the structure of the scientific papers used in the user profile to represent the user interest. Following the work of (Basu et al., 2001) , we selected the titles, the keywords, the abstracts and the complete texts as paper representatives.
The goal is to know if simple parts (as titles and keywords) can achieve better results for representing user interest and for finding similar users. If so, we would not need to process bigger parts of the text as abstracts or the full text of the paper.
Text Indexes: Terms vs. Concepts
Another investigation is related to the kind of text representations (indexes). The majority of current studies use term vectors to represent texts. However, terms (especially single words) are prone to problems due to the use of synonyms (different words for the same meaning), polysemy (the same word with many meanings) and lemmas (words with the same radical, like the verb "to marry" and the noun "marriage") (Chen, 1994) .
One alternative approach that has been used with success is the use of concepts instead of terms to represent texts. Concepts have been used also in Information Retrieval in order to index and retrieve documents. As pointed by (Lin and Chen, 1996) , the concept-based retrieval capability has been considered as an effective complement to the prevailing keyword search or user browsing. Concepts belong to the extra-linguistic knowledge about the world (Sowa, 2000) . They are expressed by words but in fact they represent things in a higher level (entities and events of the reality). Concepts are identified in texts with the help of a domain ontology. A domain ontology is a description of things that exist or can exist in a domain (Sowa, 2000) and it contains the vocabulary related to the domain (Guarino, 1998) .
In the presented work, the ontology is implemented as a set of concepts in a hierarchical structure (a root node, parent-nodes and child-nodes). Each concept has associated to it a list of terms and their respective weights. Weights are used to state the relative importance or the probability of the term for identifying the concept in a text and they are defined by a traditional supervised learning process (like a Bayesian one). The relation between concepts and terms is many-to-many, that is, a term may be presented in more than one concept and a concept may be described by many terms.
The ontology is used to identify themes in texts using a probabilistic method that compares the terms presented in the text and the terms associated to the concept. A threshold is used to determine if the concept is presented or not in the text. The procedure is similar to the one presented in (Loh et al., 1998) . Therefore, the investigation intends to compare users profiles composed by terms or by concepts. Terms and concepts are extracted from textual parts of the papers (titles, keywords, abstracts or complete papers).
Similarity Function: Jaccard vs. Fuzzy
There are different similarity functions for comparing texts. Cosine and Euclidean Distance are two of the most usual. The former evaluates the cosine of the angle formed by two vectors representing texts in a Cartesian plan. The latter calculates the distance between the two vectors in a Cartesian plan. One limitation of these functions is that they evaluate common attributes but fail to compute attributes that do not appear in the vectors (Willet, 1998) . Jaccard coefficient (Equation 1) is used to measure similarity between sets. It is defined as the size of the intersection divided by the size of the union of 2 sets.
In our case, it can be used to take in account attributes that do not appear in one of the vectors. Thus, the similarity degree between two vectors is calculated by the number of common attributes divided by the total number of attributes without counting repetitions (number of attributes in the first vector plus number of attributes in the second vector minus number of common attributes). However, the Jaccard coefficient fails to compute weighted vectors, that is, the weights associated to the attributes in the vectors are not utilized in the calculation. This can bring some misleading especially when dealing with texts. For example, terms that appear with different frequencies in different vectors will lead to an equal similarity.
For this reason, we use a different similarity function that regards the weights of the common attributes and also computes non-common attributes. This function was presented by (Loh, 2001) . As shown in equation 2, the degree of similarity between two texts (vectors) is calculated by the sum of the degrees of equality of the common attributes weights divided by the total number of attributes found in both vectors.
where: gs is the degree of similarity between texts X and Y ; h is an index for the terms that are common to X and Y ; k is the number of terms that are common to X and Y ; n is the total number of terms in both documents (not counting repetitions); gi is the equality degree between weights of the term h in each vector (weight a in X and weight b in Y ).
The equality degree between the weights is measured by equation 3 and it follows the work presented in (Pedrycz, 1993) .
where:
The equation takes into account the fact that an attribute may have different degrees of importance in different texts. Instead of calculating the average or the product between two degrees, the function determines the degree of equality between them. For example: if an attribute h (that is common to both texts being analyzed) has a weight of 0.9 in one text and 0.3 in the other, the average would be 0.6, equal as if the weights were 0.6 in both texts. In the same sense, the product of weights 0.9 and 0.4 would generate a result equal to two weights 0.6. However, weights 0.6 are more similar to each other than 0.9 to 0.3 or 0.9 to 0.4.
The experiments were performed using the similarity functions on vectors with different kinds of text attributes. Attributes may be a term presented in the text or a concept identified in the text as described early.
EXPERIMENTS AND EVALUATIONS
Experiments were undertaken in order to validate the methods described in the previous section. We selected 12 authors with scientific papers published in important conferences held in Brazil. These authors were grouped in pairs according to the area where they usually publish. Six areas were defined: Database, Software Engineering, Computers in Education, Artificial Intelligence, Computer Networks and Neural Networks. In the next step, for each selected author, we collected 3 recent papers (in Portuguese) written by the author. The papers were collected from the Brazilian Digital Library of Computer Science (http://www.lbd.dcc.ufmg.br/bdbcomp/) and from the Brazilian Academic Google (http://scholar.google.com.br).
Each author is represented by his/her papers according to the different techniques compared in this paper (explained in section 3).
For the experiment, each part of the paper (titles, keywords, abstracts or complete text) were used to represent the user interest. After, terms and concepts, with the respective weights, were extracted from the above texts (representations).
For the experiments involving concepts, a domain ontology for Computer Science was employed. The ontology was created based on the ACM classification for Computer Science. The high level concepts are similar to those of the ACM in the first level but we created more detailed levels (subdivisions of areas) to express more specific knowledge. However, the child concepts are quite different, resulting in a different hierarchy of concepts (or areas).
In order to define the terms and weights associated to each concept, a supervised learning process was conducted. Training texts, selected by experts, were analyzed by the TFIDF method (Salton and McGill, 1983) to generate the terms and weights. After, experts reviewed the ontology adding word variations with the same weight as the principal. A normalization step was applied over the weights to avoid a great variation in the limits from one concept to other.
In each experiment, the goal was to evaluate the similarity among authors, using the different techniques for representing the author's interest. A matrix of similarity between authors was then generated and pairs of authors were formed associating to each author the one among the 12 that was most similar to him/her. To compare the performance of each technique, we evaluated if the correct pair for each author was found by the techniques. That means that a total of 12 evaluations were performed for each technique. The percent of correct assignments were used as measure. Table 1 shows the results got from titles and keywords and table 2 shows the results got with abstracts and complete texts. We have analyzed concepts and terms for each part of the paper (titles, keywords, abstracts and complete texts). Each column represents the percent of pairs correctly assigned by each technique or condition. We have run the experiments with two similarity functions: Jaccard and Fuzzy Function. The first row shows the performance results got from Jaccard function and the second row shows the results of the Fuzzy function.
As we can see in table 1, when using terms, keywords achieved a better performance (66.6% of correct assignments) with both similarity functions. In contrast, when using concepts, abstracts achieved better performance (58.3% with the Fuzzy function). However, with the Jaccard similarity, abstracts had the same performance (41.6%) as complete texts. This result is assumed as normal since the similarity function influences the performance as will be discussed in the next sections. In the same sense, we can say that the choice of the representative paper (title, keywords, abstract or complete text) is influenced by the kind of index employed (terms or concepts). However, the results suggest that using keywords with terms is better; this performance (66.6%) is 14% better than the second best performance (58.3% with abstracts and concepts using the Fuzzy function).
Analyzing the use of terms versus concepts, we can see that using Jaccard function, concepts performed better than terms with titles and abstracts. Jaccard lost in performance with Keywords and it had equal performance with Complete Texts. However, using the best performance with Jaccard was due to terms with keywords (66.6%).
Using the Fuzzy function, concepts performed better than terms with titles, abstracts and Complete Texts but lost with keywords. However, the best performance with Fuzzy function was due to terms (over keywords) with 66.6% of correct assignments. It is also interesting to note that terms achieved, in all experiments, the best performance (66.6% with key-words) and the worst performance (no hit with titles and only 8.3% with abstracts and Jaccard function).
The results confirm that concepts are more appropriate to be used with longer texts that represent papers (as for example, abstracts and complete texts). When the number of words is too small (as in titles and keywords), the performance with concepts is far from good. Another conclusion is that terms are more appropriated to be used with keywords and that this combination (terms and keywords) is the best one.
Comparing Jaccard versus Fuzzy similarity function, in 3 of the 8 conditions, the Fuzzy similarity function achieved a better performance than the Jaccard function, losing 1 case and tied in 4. Using concepts, the Fuzzy function performed better in 3 paper representatives (keywords, abstracts and complete texts) and tied in one (titles). Using terms, Jaccard achieved a better performance with abstracts and tied in 3 paper representatives (titles, keywords and complete texts). However, this win with abstracts was with a precision of only 8.3%.
This analysis leads us to conclude that the Fuzzy function performs better than Jaccard and it can be employed in whatever situation. The reason may be that it is important to regard the weight of the attributes as the Fuzzy function does and as the Jaccard does not.
APPLICATION SCENARIO
This section shows a simplified scenario of recommendation. The objective of this scenario is just illustrating the use of the proposal approach in a recommender system. The Figure 1 shows an overview of architecture. The architecture consists of 3 modules. 
The Information Extraction Module receives an id
of a new user (name, email, for example) The necessary id depending on repository. Using this id the module extracts information about user's publication from Web (e.g. Scholar Google,DBLP); 2. The Identify Similar User Module receives information about publication (a set of terms) and retrieves information about old users (profiles contains a set of keywords). The module calculates the similarity among users using the similarity functions described on section 3.3. The most similar users are identified and this information is sent to Recommendation Module;
3. The Recommendation Module retrieves information about similar users, generates and sends the recommendation to the relevant user. The recommendation is a set of items that similar users have given good rates. Good rates means items that users have used in the past (in this case the evaluation is implicit), or items that old users have given good rates in an explicit way.
Without identifying similar users, it will be necessary to generate recommendation using only terms related to the user (like in a search engine) or ask the user to evaluate some items (to build an initial profile).
CONCLUDING REMARKS
The paper presented investigations on different techniques for representing user profiles for similarity evaluation in user-user model-based collaborative recommenders. The work assumes that scientific papers written by users can be used to compose the user profile, representing the user interest or expertise.
Techniques were created to compare different parts of the papers (title, keywords, abstract and complete text) to be used as their representatives. Other techniques were used to compare two kinds of text indexes: terms and concepts. Furthermore, two distinct similarity functions (Jaccard and a Fuzzy function) were applied on the representations to find similar users.
Our evaluations show that the best performance is achieved with the combination of terms and keywords (in both similarity functions). It is important to say that the choice of the paper representative is influenced by the kind of index used. In the future, it is necessary to use a bigger sample sets in the experiments and others similarity measures can be tested (cosine, for example). However some preliminary conclusions rose after the experiments were:
1. If using terms instead of concepts for indexing texts, prefer to select keywords as paper representatives;
2. If using concepts, prefer to select abstracts as paper representatives; The final suggestion is to use the Fuzzy function with the combination of terms to index keywords extracted from papers. One of the reasons may be that authors select keywords that better represent the content of the papers and human decisions are still the best choice. However, it is interesting to note that even titles did not perform well, leading to the supposition that titles are not good representatives of the content of the papers or that authors fail in choosing words for titles. The result is a little surprising since we initially expected that complete texts would have the best performance. However, this finding is similar to the one presented by (Brutlag and Meek, 2000 ) that e-mail headers perform so well as message bodies for classifying e-mail messages, with the additional advantage of reducing the number of features to be analyzed. One possible reason for this surprising finding is that complete texts allow identifying many themes while titles and keywords concentrate in less and more specific themes.
The method for identifying themes in texts consider many possibilities and this can mislead the similarity evaluation, since many non-common themes can appear when comparing two authors. In this sense, (Kraft et al., 2006) found out that the number ideal of terms used in a query, in a search engine system, should be between 5 and 9 what show that a concept can be represented by a small set of terms. Another supposition is that increasing the threshold for considering themes in texts may bring less and more specific themes. This is a point for a future work. For now, we can only say that complete texts have the most normal performance comparing concepts versus terms or Jaccard versus the Fuzzy function. In all the other 3 paper representatives (titles, keywords and abstracts), the difference between the best and the worst performance was too great.
In the same way, we noted that the best performance (66.6%) is still far from the desired one. This limitation can be due to the discussed before or due to the number of publications used for each user (only 3). Future works must evaluate the number of papers sufficient for representing the user's interest. However, we preview that, if the author publish papers in many different areas, the result will not be better. Thus, maybe to use a bigger number of documents are not going to produce better results.
It is important to notice that is necessary to find out areas of interest with a small number of documents. Some users do not have a lot of documents. In this sense, documents with less co-authors and documents where user is the first author should represent better users interest. Besides it is important to consider too that a great number of terms and documents are going to compromise the system's performance. In this sense, there are works related to document clustering and document classification where the use of a limited number of terms is proposed (Koller and Sahami, 1997) , (Chang and Hsu, 2005) .
Other possible cause of the bad performance may be the lack of advanced methods for term processing as stemming or n-grams. A future investigation must evaluate if mistakes can be corrected using one of these methods.
In the case of concepts, we do not associate the bad performance to the domain ontology. The ontology used in the experiments was evaluated in other works for classifying scientific papers and achieved results close to 90% of accuracy.
We are conducting an experiment to analyze the curriculum vitae of authors in order to discover his/her interest areas along the time and infer sequential patterns on changes of interest. This is very important point, because in general, persons with similar interests must be persons with similar interests at the same time (or almost). There are some examples of papers related to temporal effects on the performance of the recommender systems (Ding and Li, 2005) .
We should remember that the results of this work can be applied to minimize the new user problem in a model-based collaborative recommender, through the use of a different kind of characteristic to represent the user's interest. Using the user's scientific publications, the similarity between users can be evaluated without the user having to rate items. Besides, the methods can be used to identify persons with similar profiles. A future work consists on the application of the techniques in a real recommender system to reproduce the scenario of section 5.
