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A single functional model of drivers and modulators in cortex
M. W. Spratling
King’s College London, Department of Informatics, London. UK.
Abstract
A distinction is commonly made between synaptic connections capable of evoking a response (“drivers”)
and those that can alter ongoing activity but not initiate it (“modulators”). Here it is proposed that, in cortex,
both drivers and modulators are an emergent property of the perceptual inference performed by cortical circuits.
Hence, it is proposed that there is a single underlying computational explanation for both forms of synaptic con-
nection. This idea is illustrated using a predictive coding model of cortical perceptual inference. In this model
all synaptic inputs are treated identically. However, functionally, certain synaptic inputs drive neural responses
while others have a modulatory influence. This model is shown to account for driving and modulatory influ-
ences in bottom-up, lateral, and top-down pathways, and is used to simulate a wide range of neurophysiological
phenomena including surround suppression, contour integration, gain modulation, spatio-temporal prediction,
and attention. The proposed computational model thus provides a single functional explanation for drivers and
modulators and a unified account of a diverse range of neurophysiological data.
Keywords: cerebral cortex; cortical feedback; lateral connections; gain modulation; surround suppression; at-
tention
1 Introduction
Neural response modulation occurs when a stimulus, which causes little or no response when presented in isola-
tion, has a significant effect on the the firing rate of a neuron in response to another stimulus. Such modulatory
interactions are a common feature of neuronal activity having been observed in many different regions of the
brain and in association with many different cognitive functions. For example, the modulation of visually-driven
responses by gaze direction, head orientation or hand posture that is thought to underlie spatial reference frame
remapping (Andersen et al., 1985; Andersen and Mountcastle, 1983; Bremmer et al., 1997; Brotchie et al., 1995;
Chang and Snyder, 2010; Galletti et al., 1995), the modulation of sensory-driven responses by attentional state
or prior expectation (Chelazzi et al., 2001; Kastner and Ungerleider, 2000; Martinez-Trujillo and Treue, 2004;
McAdams and Maunsell, 1999a; Reynolds et al., 1999), and the modulatory effects of visual stimuli presented to
the non-classical receptive field (ncRF) of cells in primary visual cortex (V1) (Angelucci and Bullier, 2003; Jones
et al., 2001; Kapadia et al., 2000; Serie`s et al., 2003).
This has lead to a general distinction being made between driving and modulatory influences (Crick and Koch,
1998; Pasquale and Sherman, 2011; Sherman and Guillery, 1998), and to modulatory effects being proposed as
a common computational mechanism employed throughout the cerebral cortex (Kay and Phillips, 2011; Phillips
and Singer, 1997; Salinas and Sejnowski, 2001; Salinas and Thier, 2000). Here an alternative functional explana-
tion for drivers and modulators is proposed: that both drivers and modulators result from the cortex performing
perceptual inference. This idea is illustrated using the predictive coding/biased competition (PC/BC) model of
cortical function (Spratling, 2008a,b).
PC/BC is a hierarchical neural network model. In each stage of this hierarchy, neurons represent predictions
of the causes underlying the inputs to that stage. These predictions are updated by comparing the inputs recon-
structed from these predictions with the actual inputs and using the resulting error to modify the predictions so
as to minimise the reconstruction error. This ongoing, iterative, process results in the predictions being continu-
ously updated to find those that best explain the inputs. Some inputs provide unambiguous evidence for certain
predictions, and hence, drive responses from the neurons that represent those predictions. Other inputs can pro-
duce both facilitatory and suppressive modulatory influences. Facilitatory modulation results from inputs that are
ambiguous. These inputs provide weak evidence to support many alternative predictions, and hence, have little
influence on prediction neuron responses when presented in isolation. However, when presented simultaneously
with driving inputs, these ambiguous inputs add to the evidence supporting one prediction, and hence, strongly
increase the response of the neuron that represents that prediction. Suppressive modulation results from inputs
that drive alternative, competing, interpretations of the input. When such inputs provide strong evidence for a sec-
ond explanation of the input, the evidence for the first prediction can be “explained away” (Kersten et al., 2004;
Lochmann and Deneve, 2011) leading to strong suppression of the response of the neuron that represents the first
prediction.
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In the proposed model, whether a synaptic connection is modulatory or driving depends on its role in the in-
ference process: its influence is dependent on the evidence that it provides to support different hypotheses. In the
proposed model, a synaptic connection’s influence is not dependent on its anatomical source of origin. Indeed,
inter-cortical feedforward and feedback connections, long-range intra-cortical lateral connections, and thalamic
inputs, are all treated identically by the model, and a PC/BC processing stage does not know the source of ori-
gin of the inputs it receives. This means that in the proposed model feedback connections, just like feedforward
connections, can contain both driving synapses and modulatory synapses. In contrast previous theories of cor-
tical function have proposed that cortical feedback connections have properties that are distinct from those of
feedforward connections. Specifically, many previous theories (including most versions of biased competition)
propose that cortical feedback is modulatory while feedforward connections are driving (e.g., Crick and Koch,
1998; Friston, 2009; Friston and Bu¨chel, 2000; Hupe´ et al., 1998; Koch and Segev, 2000; Kveraga et al., 2007;
Lamme et al., 1998; Olshausen et al., 1993; Reynolds et al., 1999; Reynolds and Desimone, 1999). A rival set of
theories (including most versions of predicitive coding) propose that cortical feedback is inhibitory while feed-
forward connections are driving (e.g., Barlow, 1994; Friston, 2005; Koerner et al., 1997; Mumford, 1992; Rao
and Ballard, 1999). Unlike the proposed model, these previous theories are in conflict with empirical evidence
that cortical feedback connections can have both modulatory and driving influences. Physiological evidence that
feedback can have a driving influences is reviewed in Markov and Kennedy (2013) and Muckli and Petro (2013),
while physiological evidence that feedback can have a modulatory influence comes from numerous experiments
on attention (e.g., Kanwisher and Wojciulik, 2000; Kastner et al., 1999; Luck et al., 1997; McAdams and Maun-
sell, 2000; Treue, 2001) which is typically believed to operate via the cortical feedback projections (Buffalo et al.,
2010; Desimone and Duncan, 1995; Mehta et al., 2000b; Pollen, 1999; Schroeder et al., 2001; Treue, 2001). Re-
cent anatomical evidence also suggests that cortical feedback connections contain both modulatory and driving
synapses (Covic and Sherman, 2011; Pasquale and Sherman, 2011). Hence, while PC/BC is closely related to both
predictive coding and biased competition (De Meyer and Spratling, 2011; Spratling, 2008a), it is more consistent
than either of these theories with the known properties of cortical feedback pathways.
2 Methods
2.1 PC/BC with Feedforward Connections
The main mathematical operation required to implement the PC/BC algorithm is the calculation of sums of prod-
ucts. The algorithm can therefore be implemented, equally simply, using matrix multiplication or linear filtering
operations. The latter implementation method is particularly useful for image processing as neurons with the same
RFs are replicated at every pixel location. The results presented in this article have been generated using both the
matrix implementation of PC/BC and the filtering implementation. Hence, both implementations will be described
in the following paragraphs.
PC/BC using matrix multiplication is illustrated in Fig. 1a and implemented using the following equations:
e = G (x) (2 +VTy) (1)
y← (1 + y)⊗We (2)
Where e is a (m by 1) vector of error-detecting neuron activations; y is a (n by 1) vector of prediction neuron
activations; W is a (n by m) matrix of feedforward synaptic weight values; V is a (n by m) matrix of feedback
synaptic weight values; 1 and 2 are parameters;  and ⊗ indicate element-wise division and multiplication
respectively (addition operations are also performed element-wise); and G is a function that clips values at 1 (i.e.,
G(x) = x ∀x ≤ 1;G(x) = 1 ∀x > 1). This is used to prevent runaway increases in prediction neuron responses
caused by positive feedback effects in reciprocally connected networks (see below). Each row ofW represents the
synaptic weights of an individual prediction neuron. Typically, the rows of W are normalised to sum to one. V is
equal to W except that the rows of V are normalised to have a maximum value of one. Hence, the feedforward
and feedback weights are simply rescaled versions of each other. How the weights are defined in order to simulate
each experiment is described in subsequent sections.
Initially the values of y are all set to zero, although random initialisation of the prediction neuron activations
can also be used with little influence on the results. Equations 1 and 2 are then updated for a number of iterations
with the new values of y calculated by equation 2 substituted into equations 1 and 2 to recursively calculate the
changing neural activations at each iteration. Parameter values of 1 = 1× 10−5 and 2 = 1× 10−3 were used in
all the experiments reported in this article.
The values of y represent predictions of the causes underlying the inputs to the PC/BC network. The values of
e represent the residual error between the input reconstructed from these predictions and the actual input, x, to the
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Figure 1: (a) The PC/BC neural network architecture implemented using matrix multiplication. White
rectangles represent populations of neurons and arrows represent connections between populations of
neurons. White arrow heads signify excitatory connections, black arrow heads indicate inhibitory con-
nections. Black connections signify a many-to-many connectivity pattern between the neurons in two
populations, and gray connections indicate a one-to-one mapping of connections between the neurons
in two populations. Connection weights are represented by matrices: W for the feedforward weights,
and V for the feedback weights. Neural responses are represented by vectors: x for the input stimu-
lus, e for the error-detecting neurons, and y for the prediction neurons. (b) The PC/BC neural network
architecture implemented using filtering. Each population of neurons may be represented by multiple
sub-populations, or channels, describing the neural responses of a particular type, or class, of neuron
in that population. White rectangles represent sub-populations of neurons. Neural responses in each
sub-population are represented by a 2-dimensional array, or image: Xi for the input stimulus, Ei for
the error-detecting neurons, and Yj for the prediction neurons. Arrows represent connections between
populations of neurons. White arrow heads signify excitatory connections, black arrow heads indicate
inhibitory connections. Connection weights are represented by filters: wji for the feedforward weights,
and vji for the feedback weights. Black connections signify a many-to-many connectivity pattern be-
tween sub-populations of neurons as well as a many-to-many connectivity pattern between the neurons
in those sub-populations. Gray connections indicate a one-to-one mapping between sub-populations of
neurons as well as a one-to-one mapping of connections between the neurons in those sub-populations.
network. Equation 2 describes the updating of the prediction neuron activations. The response of each prediction
neuron is a function of its activation at the previous iteration and a weighted sum of afferent inputs from the
error-detecting neurons. Equation 1 describes the calculation of the neural activity of the error-detecting neurons.
These values are a function of the activity of the input to PC/BC divisively modulated by a weighted sum of the
prediction neurons responses. The iterative process described above changes the values of y so as to minimise the
error between actual inputs and the predicted inputs. This is achieved because if an element of e is greater than
one (respectively less than one) prediction neurons that receive input from that error-detecting neuron will increase
(decrease) their response (via equation 2). The output of the prediction neurons will then more strongly (weakly)
represent the predicted causes of the input, which will in turn reduce (increase) the residual error encoded by that
element of e (via equation 1).
PC/BC using filtering is illustrated in Fig. 1b and implemented using the following equations:
Ei = G (Xi)
2 + p∑
j=1
(vji ∗Yj)
 (3)
Yj ← (1 +Yj)⊗
(
k∑
i=1
(wji ?Ei)
)
(4)
Where Xi is a 2-dimensional input image; Ei is a 2-dimensional array, equal in size to the input image, that
represents the error-detecting neuron responses; Yj is a 2-dimensional array, equal in size to the input image, that
represent the prediction neuron responses for a particular class, j, of prediction neuron; wji is a 2-dimensional
kernel representing the feedforward synaptic weights from a particular channel, i, of the input to a particular class,
j, of prediction neuron; vji is a 2-dimensional kernel representing the feedback synaptic weights from a particular
class, j, of prediction neuron to a particular channel, i of the input; 1 and 2 are parameters;  and ⊗ indicate
element-wise division and multiplication respectively (addition operations are also performed element-wise); ?
represents cross-correlation (which is equivalent to convolution without the kernel being rotated 180o); and ∗
represents convolution (which is equivalent to cross-correlation with a kernel rotated by 180o). The application
and behaviour of equations 3 and 4 is equivalent to the matrix version described above.
The feedforward weights to an individual prediction neuron are normalised to sum to one. The correspond-
ing feedback weights are defined to be equal to the feedforward weights, except they are normalised to have a
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Figure 2: The PC/BC neural network architecture with multiple sources of input. (a) Implemented using
matrix multiplication. The format of this diagram is identical to, and described in the caption of, Fig. 1a.
(b) Implemented using filtering. The format of this diagram is identical to, and described in the caption
of, Fig. 1b.
maximum value of one. Convolution is used in equation 3 while cross-correlation is used in equation 4 to ensure
that the feedback weights between a prediction neuron and an error-detecting neuron correspond to the feedfor-
ward weights between the same two neurons, i.e., this arrangement results in the feedforward weight between two
neurons being identical to the feedback weight between the same two neurons (up to the different scaling applied
to wji and vji). The cross-correlation and convolution operations effectively reproduce prediction neurons with
identical RFs at every pixel location in the image. This allows very large scale neural networks to be created easily.
For example, to process the 512 by 512 pixel images used in Fig. 9 the PC/BC network contains approximately
8.4 million prediction neurons each of which has approximately 29 thousand synaptic inputs.
The inputs to a PC/BC processing stage are simply non-negative numbers: a vector, x, of non-negative values
in the matrix implementation of the model, or one or more arrays, Xi, of non-negative values in the filtering
implementation. These values could be provided by the the outputs (the prediction neuron responses) of a previous
PC/BC processing stage in a hierarchy, or might represent external inputs to the model. In some circumstances it
might be convenient to represent the input as coming from multiple, separate, sources. For example, if the input
is arriving from separate PC/BC processing stages at a lower level in a hierarchy, or if inputs are coming from
multiple sensory modalities. This is illustrated, for two sources of input, in Fig. 2. Multiple sources of input
can be dealt with without modification to the equations. For the matrix implementation of PC/BC the multiple
input vectors can be concatenated into a single vector and additional columns of synaptic weights can be added to
matricesW andV. For the filtering implementation of PC/BC, the index i needs to range over the additional input
channels, and additional filtersw and v need to be defined. Recurrent connections, as described in section 2.2, can
also act as sources of additional inputs to the PC/BC model, and these can also be dealt with without modification
to the equations, as described above.
2.2 PC/BC with Lateral Connections
A method of implementing lateral excitatory connections in the PC/BC model is illustrated in Fig. 3a. This
diagram shows lateral connections in a PC/BC model implemented using filtering; lateral connectivity in the
matrix version of PC/BC would be implemented analogously. Recurrent connections are used to take the outputs
of the prediction neurons and use them as additional inputs to the PC/BC model. For the matrix implementation of
PC/BC this means that the vector x becomes a concatenation of the original inputs and the outputs, y, calculated
at the preceding iteration. Similarly, for PC/BC implemented using filtering, this means that each output “image”
of prediction neuron responses, Yj , is used to provide a new input image.
Note that it is not necessary to employ separate neural populations to represent the recurrent inputs: connec-
tions from the prediction neurons could go directly to the error neurons, and the additional populations of inputs
could be omitted from the diagram, as shown in Fig. 3b. Additional populations of inputs are simply used for
implementational, and explanatory, convenience.
Additional synaptic weights need to be defined to allow the recurrent inputs to influence the prediction neuron
responses. For the matrix implementation of PC/BC, the additional weights will form additional columns of
matrices W and V. For the filtering implementation of PC/BC, additional filters w and v need to be defined. In
the latter case the cross-correlation and convolution operations in equations 3 and 4 effectively reproduce the same
pattern of lateral connectivity between prediction neurons with equivalent RFs at all locations in the model. The
exact form of the lateral weights will determine how the recurrent inputs affect the behaviour of the model.
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Figure 3: The PC/BC neural network architecture with recurrent inputs providing lateral connectivity
between the prediction neurons. Recurrent inputs shown (a) explicitly using a separate population of in-
puts, (b) without a separate population of inputs. The format of this diagram is identical to, and described
in the caption of, Fig. 1b
2.3 PC/BC as a Model of Cortical Area V1
In several of the simulations reported in the Results, a processing stage in the PC/BC model is provided with
synaptic weights to enable it to simulate the response properties of orientation selective neurons in primary visual
cortex (V1). This model is implemented using the filtering method of implementing PC/BC. Brief details of this
model of V1 are given in this section. Fuller details can be found in (Spratling, 2010). However, in contrast to
this previous work, here RFs are defined as derivatives of Gaussians (rather than Gabors), and recurrent inputs
are used to simulate long-range lateral connectivity in V1. Fuller implementation details for the pattern of lateral
connectivity in the V1 model can be found in (Spratling, 2013).
To implement a model of primary visual cortex, the input to the PC/BC model is an input image (I) pre-
processed by convolution with a Laplacian-of-Gaussian (LoG) filter (l) with standard deviation equal to σLGN
pixels. The output from this filter is subject to a multiplicative gain (the strength of which was determined by
parameter κLGN ) followed by a saturating non-linearity, such that:
X = tanh (κLGN (I ∗ l))
Values of κLGN = 2pi and σLGN = 2 pixels were used in the simulations reported here. The positive and
rectified negative responses are separated into two images XON and XOFF simulating the outputs of cells in
retina and LGN with circular-symmetric on-centre/off-surround and off-centre/on-surround RFs respectively. To
avoid strong responses along the border of the input image, the XON and XOFF values within a distance 3σLGN
pixels from the border were set to zero.
The synaptic weights of the PC/BC model of V1 are defined as follows. wji and vji (where i ∈ [ON,OFF ]),
are defined using the first and second derivatives of a Gaussian. These functions were used as they closely match
the pattern of response generated by the LoG filters (as used in the model of LGN) when applied to idealised
step and ridge edges. The first and second derivatives of a Gaussian also resemble the RFs of a simple cells in
primary visual cortex (Young and Lesperance, 2001). The weights used were the positive and negative of the
second derivative of a Gaussian at orientations 0o to 157.5o in steps of 22.5o, and the first derivative of a Gaussian
at orientations 0o to 337.5o in steps of 22.5o. Giving a family of 32 weight masks (i.e., j ranged from 1 to 32). As
the model is implemented using the filtering version of PC/BC, the same set of 32 weights are reproduced at every
pixel location. Hence, prediction neurons with the same feature preferences (orientation and phase) are evenly
distributed across the input image.
The Gaussian used to define the derivative of Gaussian filters had a length (the extent perpendicular to the
axis along which the derivative was taken) defined by σV 1 and a width in the perpendicular direction defined by
σLGN . The positive and rectified negative values of the Gaussian derivatives were separated and used to define
the weights to the ON and OFF channels of the input. A value of σV 1 = 3 pixels was used in the simulations
reported here.
In simulations where the V1 model included lateral connections, two sets of prediction neurons with identical
feedforward RFs, but with different patterns of lateral weights were used. For each pair of prediction neurons with
identical RFs, one neuron was used to respond to texture edges the other to boundary edges. Given that the RFs
are the same, it is purely differences in the lateral connectivity that differentiates prediction neurons that operate
as texture edge detectors from those that act as boundary edge detectors. This is similar to some models of cortical
area V2 which employ neurons representing boundaries that come in pairs to represent different configurations of
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Figure 4: Lateral connections. Each image shows the strength of the lateral connections received by
a post-synaptic prediction neuron with a horizontally oriented RF at the centre of the image. Each line
segment indicates the RF location and orientation of the pre-synaptic prediction neuron. The strength of
each connection is indicated by the shading of the line segment: black indicates strong connections from
prediction neurons representing boundary edges, white represents strong connections from prediction
neurons representing texture edges. (a) shows the lateral connections received by a prediction neuron
representing a horizontal boundary edge at the centre of the image, (b) shows the lateral connections
received by a prediction neuron representing horizontal texture edge at the centre of the image.
border-ownership (Craft et al., 2007; Vecera and O’Reilly, 1998; Zhaoping, 2005). There is no empirical evidence
that V1 contains separate sub-populations of neurons responding to texture edges and boundary edges. However, if
such neurons did exist they would have similar RFs, and hence, similar response properties and would be unlikely
to be classified separately unless such distinctions were being actively sought.
The lateral weights in the PC/BC model of V1 are illustrated in Fig. 4. The lateral connections between
prediction neurons representing boundary edges preferentially connect prediction neurons with feedforward RFs
at locations and with orientations consistent with a smooth, co-circular, contour joining those RFs. Texture-to-
boundary connections are defined so that prediction neurons selective for boundary edges are excited by texture
elements that are roughly perpendicular. Texture-to-texture connections are defined so that the strongest con-
nections are between prediction neurons that have roughly parallel RFs. Boundary-to-texture connections are
defined so that prediction neurons selective for texture edges are excited by boundary elements that are roughly
perpendicular. The lateral connections between prediction neurons representing boundaries are consistent with
co-circularity. Such connections are consistent with natural image statistics (Geisler et al., 2001; Sigman et al.,
2001), and are believed to be encoded by long-range horizontal connections in V1 (Field et al., 1993; Fitzpatrick,
2000; Hess et al., 2003; Hunt et al., 2011). The lateral weights to and from prediction neurons representing texture
elements are anti-correlated with co-circularity. Both these types of connections are seen in cortex (Hunt et al.,
2011). The pattern of lateral connectivity between boundary-edge detecting prediction neurons is similar to that
used in many previous models of contour detection (e.g., Ben-Shahar and Zucker, 2004; Hansen and Neumann,
2008; Huang et al., 2009; Li, 1998; Mundhenk and Itti, 2005; Parent and Zucker, 1989; Ursino and La Cara, 2004;
Vonikakis et al., 2006; Yen and Finkel, 1998).
2.4 PC/BC as a Model of Attention
Previous work with hierarchical versions of PC/BC has proposed that top-down connections (connections from
one stage in a hierarchy of processing stages to a preceding stage) should be implemented using a distinct type
of connection which generates modulatory affects via multiplication. Such distinct, multiplicative, top-down con-
nections have been used to simulate the modulatory effects of attention (De Meyer and Spratling, 2009; Spratling,
2008a). However, given that modulatory effects can be generated in the PC/BC model without the need for ad-
ditional mechanisms, this raises the intriguing possibility that modulatory, top-down, affects could be generated
using the same mechanism as is used to integrate feedforward and lateral connections, as described in the preced-
ing sections.
To simulate the effects of attention (see section 3.4) an architecture like that shown in Fig. 2 is used. One
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set of inputs are sensory-driven while the other set of inputs provide attentional biases. Both sets of inputs are
integrated identically. There is strong evidence that attentional influences are transmitted via cortical feedback
pathways (Buffalo et al., 2010; Desimone and Duncan, 1995; Mehta et al., 2000b; Pollen, 1999; Schroeder et al.,
2001; Spratling and Johnson, 2004; Treue, 2001). The proposed model is therefore intended to simulate the
effects that cortical feedback connections have on neural response properties. However, as the models treats all
inputs identically, the same model could also simulate the effects of attentional signals that are transmitted via the
thalamus (Shipp, 2004). How such attentional signals are generated (e.g., by short-term memory, task demands,
etc.), or where they are generated (e.g., parietal cortex, pre-frontal cortex, superior colliculus, etc.) is not addressed
by the current model. Here, we only consider the effects of attention on the processing of sensory signals in the
early stages of the cortical visual pathway, rather than considering how and where attentional signals originate
(Corbetta and Shulman, 2002; Kastner and Ungerleider, 2000; Shipp, 2004; Their et al., 2002).
The weights connecting the attentional inputs to the prediction neurons are defined using a Gaussian function.
Hence, attentional input is distributed to a sub-population of prediction neurons, with the strength of attention
falling with distance, providing a “spot-light” of attention, as is typically used in other models of attention. To
model spatial attention, the Gaussian function used to define the weights is narrowly tuned to spatial location,
but widely tuned to the stimulus preference of the prediction neurons. Hence, spatial attention provides input to
all prediction neurons in the same spatial region, irrespective of the tuning of those neurons to different sensory
inputs. In contrast, to model featural attention, the Gaussian function that is used to define the weights is widely
tuned to spatial location, but narrowly tuned to the stimulus preference of the prediction neurons. Hence, featural
attention provides input to all prediction neurons tuned to similar stimulus features, irrespective of the RF location
of those neurons.
2.5 Code
Software, written in MATLAB, which implements the algorithm described in the preceding sections, and performs
the simulations described in the following sections, is available at:
http://www.corinet.org/mike/Code/drivers_modulators.zip.
3 Results
3.1 Feedforward driving and modulatory influences
Figure 5 provides a simple illustration of how feedforward connections in the PC/BC model can give rise to
both driving and modulatory influences. This PC/BC network has the architecture shown in Fig. 1a. In Fig. 5a
both inputs to the single output (prediction) neuron can independently drive a response: either input can evoke
a significant response in the absence of any other inputs. In more realistic models sets of inputs, rather than
individual inputs, would typically need to be co-active to drive the response of a prediction neuron. In Fig. 5b
the upper-most input to the top prediction neuron is modulatory while the second input is driving. In both Fig. 5a
and Fig. 5b the upper-most prediction neuron is wired-up identically and it integrates all the inputs it receives
identically. The crucial difference is that in Fig. 5b the upper-most input is also connected to many other prediction
neurons (as indicated by the dashed connections). If we think about the inputs as providing evidence to support
hypotheses represented by the prediction neuron responses, then when the first input is active in isolation (the
situation illustrated in the left column of Fig. 5b), this provides evidence to equally support many hypotheses,
and hence, all of these alternative interpretations of the evidence are equally weakly active. In contrast, when
the first and second inputs are active simultaneously (the situation illustrated in the right column of Fig. 5b),
then the additional evidence supporting the hypothesis represented by the upper-most prediction neuron causes
the activation dynamics of the PC/BC network to choose this as the most likely hypothesis, and the evidence for
the alternative hypotheses is explained away (Kersten et al., 2004; Lochmann and Deneve, 2011) suppressing the
responses of the other prediction neurons and allowing all the evidence supplied by the first input to support the
hypothesis represented by the upper-most prediction neuron. The uppermost input to the network shown in Fig. 5b
thus has a modulatory influence on the uppermost prediction neuron. This influence is facilitatory. An alternative
way of thinking about how inputs are integrated by the prediction neurons in a PC/BC network is to consider
each input as providing a fixed amount of activation which is distributed among the active prediction neurons to
which it connects (Achler and Amir, 2008; Reggia, 1985). Hence, if an input connects to many active prediction
neurons, its drive will be shared between those neurons, and it will cause very little additional activation to any
one of them. However, if the number of active predictions neurons is small, the input is distributed less thinly, and
has a greater effect. In the limit, if there is only one active prediction neuron this will receive all the input, and
hence, its response can be strongly influenced.
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Figure 5: Driving and modulatory influences in feedforward connectivity. Each sub-figure shows a
simple PC/BC neural network. For each network the output of the prediction neuron(s), labelled y, are
shown for different combinations of input stimuli, labelled x. The strength of each prediction neuron’s
response is indicated by the diameter of the shading (the shading is the same diameter as the circle
when the response is equal to one). For clarity, the error-detecting neurons in each PC/BC network
(see section 2) have been omitted from these diagrams, as have the one-to-one connections from the
inputs to the error-detecting neurons. The connections shown between the inputs and the prediction
neurons represent the synaptic weights W, with the thickness of the connection being proportional to
the strength of the corresponding weight. In (a) there are two inputs and one prediction neuron. This
neuron receives equally weighted connections (with strength 0.5) from each of the two inputs. In this
case, both inputs have the same influence on the output, producing an output equal to approximately
0.5 when either input is presented in isolation and an output of approximately one when both inputs are
presented simultaneously. In (b) there are 21 inputs and 20 prediction neurons, but for clarity only the
first three inputs and first two prediction neurons are shown: all additional inputs have a value of zero in
each simulation, and all other prediction neurons produce identical responses to that shown for the second
(lower) prediction neuron. The first (upper-most) prediction neuron is wired-up exactly as the prediction
neuron in (a). The additional prediction neurons also each receive equally weighted connections (with
strength 0.5) from two inputs: all receive one of these connections from the first input (indicated by the
dashed connections), and the other connection from a unique input. In this case, the first input to the first
prediction neuron is modulatory while the second input is driving. Specifically, when the first input is
active in isolation the first prediction neuron output is very weak (approximately 0.025 in this specific
example), whereas, when the second input is active in isolation the prediction neuron response is much
stronger (approximately 0.5). When both inputs are simultaneously active the output of the prediction
neuron is approximately one. In (c) there are three inputs and two prediction neurons. This upper-most
prediction neuron receives a connection (with weight 1) from the second input, while the bottom-most
prediction neuron receives equally weighted connections (with strength 0.5) from each of the two first
two inputs. As in (b), the first input to the first prediction neuron is modulatory while the second input
is driving. However, in this example, the modulatory influence is suppressive rather than facilitatory.
Specifically, when the first input is active in isolation the first prediction neuron output is approximately
zero, whereas, when the second input is active in isolation the upper-most prediction neuron response is
strong (approximately one). When both inputs are simultaneously active the output of the first prediction
neuron is again approximately zero.
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Explaining away causes suppressive modulation which is more clearly seen in Fig. 5c. Here, the first input is
not connected to the upper most prediction neuron, and hence, it has no influence on the response of this neuron
when presented in isolation (as illustrated in the left column of Fig. 5c). The second input is the driver for the
first prediction neuron, the situation illustrated in the middle column of Fig. 5c. However, when the first input is
presented simultaneously with this driving stimulus, the pattern of input stimulation is more accurately represented
by the second prediction neuron. The second prediction neuron is thus made active by the dynamics of the PC/BC
network, and the input to the first prediction neuron is explained away. The uppermost input to the network shown
in Fig. 5c thus has a modulatory influence on the uppermost prediction neuron. This influence is suppressive.
Larger-scale neural networks, implemented using matrix multiplication (as illustrated in Fig. 1a) or filtering
(as illustrated in Fig. 1b), have been shown in previous work to successfully simulate the response properties of
orientation tuned cells in primary visual cortex (Spratling, 2010, 2011, 2012a,b). Specifically, the PC/BC model
of V1 (without lateral connections) has been shown to simulate modulatory influences on V1 response properties,
including: surround suppression (see Spratling, 2010, Figs. 5b, 5c, 9, 10, Spratling, 2011, Figs. 4, 5, 6, and 7 and
Spratling, 2012b, Fig. 15b); the effects of flankers and textured surrounds (see Spratling, 2010, Fig. 11); and shifts
in orientation tuning caused by the orientation of a preceding stimulus (see Spratling, 2012a, Fig. 6).
In this previous work, the response of a simulated V1 neuron is driven by a stimulus (of approximately the
correct orientation, phase, and spatial frequency) appearing in the centre of its RF. However, this response can
be modulated by stimuli appearing at surrounding locations; simulating both the suppressive and facilitatory in-
fluences of V1 ncRFs (Angelucci and Bullier, 2003; Jones et al., 2001; Kapadia et al., 2000; Serie`s et al., 2003).
The modulatory influences of the surround in the PC/BC model are due to the encroachment of stimulus into the
periphery of the prediction neuron’s feedforward RF. The weights at the periphery of the RF are weak. A location
at the periphery also forms part of the feedforward RF of many other neurons. Hence, if the periphery is stimulated
in isolation, it may weakly activate many neurons, and have a negligible influence on the response of the recorded
neuron (analogous to the situation shown on the left of Fig. 5b). Alternatively, the peripheral stimulus may be the
driving stimulus for another neuron, in which case when the periphery is stimulated in isolation it may drive the
response in this second neuron and again have a negligible influence on the response of the recorded neuron. In
contrast, if the surround is stimulated simultaneously with the centre, the weak input from the surround can have
a facilitatory affect on the recorded neuron’s response (analogous to the situation shown on the right of Fig. 5b).
Alternatively, if the stimulus in the surround is a driver of the response in another neuron, with an overlapping RF,
then this other neuron will also be activated and will compete with the recorded neuron, suppressing its response
(analogous to the situation shown on the right of Fig. 5c).
Other previous work has shown that feedforward PC/BC networks which receive inputs from distinct sources,
as illustrated in Fig. 2, can produce responses that are driven by one set of inputs and modulated by the other. This
has been used to simulate gain modulation as is observed in various cortical areas, for example, when a retinal RF
is modulated by eye position (De Meyer and Spratling, 2011, in p).
3.2 Lateral driving and modulatory influences
All the simulations reported in this section explore the influence of lateral connections in the PC/BC model, and
were performed using the architecture illustrated in Fig. 3.
Figure 6 provides a simple illustration of how recurrent connections in the PC/BC model can give rise to both
driving and modulatory influences. In each simulation, the upper-most prediction neuron provides recurrent input
to the network. This recurrent input is shown as the bottom-most input on the left of each network. In Fig. 6a the
second input and the bottom-most (recurrent) input can independently drive a response from the second (bottom-
most) prediction neuron. In Fig. 6b the bottom-most (recurrent) input has a modulatory effect on the response of
the second prediction neuron. In both Fig. 6a and Fig. 6b the second prediction neuron is wired-up identically and
it integrates the inputs it receives identically. The crucial difference is that in Fig. 6b the recurrent input is also
connected to many other prediction neurons (as indicated by the dashed connections). As described previously
when discussing the simulations shown in Fig. 5b, the high fan-out of connections from the recurrent input causes
its influence to become modulatory. Hence, in an identical way to the feedforward inputs, recurrent inputs can
have either a driving or modulatory influence on prediction neuron responses.
Indeed, the behaviour of the second prediction neuron in Fig. 6a is equivalent to the behaviour of the prediction
neuron in Fig. 5a. Similarly, the behaviour of the second prediction neuron in Fig. 6b is equivalent to the behaviour
of the first prediction neuron in Fig. 5b. Furthermore, if we ignore the upper-most input and upper-most prediction
neuron in each network shown in Fig. 6, the circuits shown in Figs. 5 and 6 are identical. This means that recur-
rent PC/BC networks could be implemented as a hierarchy of processing stages, with the recurrent connections
replaced by feedforward connections. These alternative implementation strategies are not necessarily mutually
exclusive: cortical circuitry might well use both.
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Figure 6: Driving and modulatory influences in recurrent connectivity. Each sub-figure shows a simple
PC/BC neural network in which the outputs provide additional, recurrent, inputs to the network. Re-
current inputs are on the left, but outside the box labelled x. For clarity, only the recurrent input from
the upper-most prediction neuron is shown: the recurrent inputs from other prediction neurons do not
affect the results. The format of the diagram is thus equivalent to Fig. 3a, however, for clarity, the error-
detecting neurons in the PC/BC networks have been omitted from these diagrams. For each network
the output of the prediction neurons, labelled y, are shown for different combinations of feedforward
input stimuli, labelled x (from left to right the inputs are [1, 0]T , [0, 1]T , and [1, 1]T ). The strength of
each prediction neuron’s response is indicated by the diameter of the shading (the shading is the same
diameter as the circle when the response is equal to one). In (a) there are two inputs and two prediction
neurons. The lower prediction neuron neuron receives equally weighted connections (with strength 0.5)
from the second input and the recurrent input provided by the upper-most prediction neuron. This recur-
rent connection enables the first input, which drives the response of the upper-most prediction neuron, to
also drive the response of the second prediction neuron. In (b) there are 20 prediction neurons, but for
clarity only the first three prediction neurons are shown: all other prediction neurons produce identical
responses to that shown for the third (lower) prediction neuron. The second (middle) prediction neuron
is wired-up exactly as the second prediction neuron in (a). The additional prediction neurons also each
receive equally weighted connections (with strength 0.5) from two inputs: all receive one of these con-
nections from the recurrent input provided by the upper-most prediction neuron (indicated by the dashed
connections), and the other connection from a unique recurrent input. In this case, the recurrent input
provided by the upper-most prediction neuron to the second prediction neuron is modulatory. Specifi-
cally, it causes little response when presented in isolation, but has a a significant facilitatory effect on the
response of the second prediction neuron when the second input is also active.
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Figure 7: The effect of flankers on neural response. (a) Response to one set of flanker configurations of
a single cell in primate V1 (adapted from Kapadia et al., 2000, Fig. 7a). (b) Response to a second set of
flanker configurations of a different cell in primate V1 (adapted from Kapadia et al., 1995, Fig. 11a). (c)
and (d) Response of a model neuron to both sets of flanker configurations shown in (a) and (b): (c) with
lateral connections, (b) without lateral connections.
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Figure 8: Modulatory influences of lateral connectivity in the PC/BC model of V1 when applied to con-
tour integration tasks. (a) a typical stimulus used to assess contour integration in humans. (b) the response
of boundary-edge detecting prediction neurons in the PC/BC model of V1 with lateral connections, when
presented with the stimulus in (a). The maximum response across prediction neurons tuned to different
orientations is shown at each location, with darker pixels corresponding to stronger responses. (c) Simu-
lation results showing contour perceptibility measured in the PC/BC model as a function of path length
for straight paths. (d) Simulation results showing contour perceptibility measured in the PC/BC model as
a function of the angle between adjacent elements in 8 element long paths. The solid line shows results
for non-smooth paths, the dashed line shows results for smooth paths, the dash-dot line shows results for
snakes, and the cross shows the result for a straight path made up of elements angled at 45 degrees to the
direction of the path.
A canonical example of the modulatory influences of lateral connections in cortex is provided by experiments
exploring the influences of flanker stimuli on the response properties of orientation selective neurons in V1 (Chen
et al., 2001; Kapadia et al., 1995, 2000; Mizobe et al., 2001; Polat et al., 1998). These modulatory influences are
widely believed to be mediated by long-range horizontal connections in the superficial layers of V1 (Angelucci and
Bressloff, 2006; Serie`s et al., 2003). Typically, a pair of collinear flankers, or a single collinear flanker, increases
the response to a bar presented at the center of the RF, even though these flanking stimuli produce little response
when presented alone (see Fig. 7a and b). Furthermore, the enhancement due to a collinear flanker can be blocked
by a perpendicular bar separating the central bar from the flanker (see Fig. 7b). In contrast to collinear flankers,
parallel flankers suppress the response to the central bar (see Fig. 7a).
These results can be simulated using the PC/BC model of V1 with lateral connections. The simulation results
are shown in Fig. 7c. The modulatory effects of the lateral connections can be clearly seen if these results are
compared to those generated when the lateral connections are removed from the model as shown in Fig. 7d. With-
out the lateral connections collinear flankers have little affect on the response of the recorded prediction neuron.
Using the PC/BC model of V1 it has previously been shown that when the images are sufficiently small so that the
flankers encroach on the periphery of the feedforward RF of the recorded neuron, similar modulatory effects can
be produced without recurrent connectivity (see Fig. 11f in Spratling, 2010). For the results presented in Fig. 7
the stimuli are larger, so that the flankers do not stimulate the periphery of the recorded neuron’s feedforward
RF. The similarity of the results presented here (showing the modulatory influences of lateral connections) and
the previous results (showing the modulatory influences of feedforward connections), suggest that either (or both)
forms of connectivity might give rise to the modulatory influences of flankers observed in cortex.
Lateral connectivity in V1 is widely believed to give rise to the perceptual grouping of image elements forming
contours (Hess and Field, 1999; Hess et al., 2003; Loffler, 2008). This phenomenon has been extensively explored
using images of Gabor patches in which certain patches are aligned to form a path amongst randomly oriented
distractors, an example of such a stimulus is shown in Fig. 8a. Figure 8b shows the response of the boundary-edge
detecting prediction neurons in the PC/BC model of V1 to the image shown on the left. It can be seen that the
lateral connections in the PC/BC model result in stronger responses from those prediction neurons representing
path elements compared to those elements representing distractor elements. This contour integration paradigm
has been used extensively to study the ability of human subjects to perceive the path among the distractors. In
order to simulate this data it is necessary to define a measure of the model’s behaviour which correlates with
contour perceptibility. For this purpose, the mean response of all neurons responding to path elements (Rp) is
compared to the mean response of neurons responding to distractor elements (Rd). Specifically, a perceptibility
index is calculated as PI = Rp−RdRp+Rd . This value is calculated separately for the boundary edge detecting prediction
neurons and the texture edge detecting neurons, and the overall perceptibility of the contour is taken as the max
of these two measures. For each experimental condition, this measure of perceptibility was calculated for 25
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Figure 9: Modulatory influences of lateral connectivity in the PC/BC model of V1 when applied to
boundary detection in natural images. The top row shows three images taken from the RuG dataset
(Grigorescu et al., 2003). The bottom row shows the boundary edges detected by the PC/BC model of
V1 with lateral connections.
randomly generated images, and the mean value was used as a measure of the perceptibility of contours in these
images.
For human observers, contour detection improves as the number of elements forming the path increases (Braun,
1999; Li and Gilbert, 2002; Watt et al., 2008). Figure 8c shows similar results for the PC/BC model. For humans,
contour detection performance reduces as the curvature of the path increases (Dakin and Hess, 1998; Field et al.,
1993). The model produces similar behaviour (Fig. 8d). However, in the model performance is identical for
smooth contours (in which the change in angle between adjacent path elements is identical) and non-smooth
contours (in which the sign of the change in angle between adjacent path elements varies randomly). This is
not consistent with the psychophysical results, which show that performance is poorer for non-smooth paths
(Hess et al., 2003; Pettet, 1999). Human contour integration performance is highest when the path elements
are aligned with the local contour orientation (to form snakes), performance is poorer for path elements aligned
perpendicularly to the local contour orientation (to form ladders), and is worst when the path elements make an
angle of 45 degrees to the contour direction (Dakin and Baruch, 2009; Field et al., 1993; Ledgeway et al., 2005).
The model produces similar behaviour (Fig. 8d). However, for the model the perceptibility of snakes is less
sensitive to path angle than is the case for the psychophysical data (Field et al., 1993).
The current model of V1 employs patterns of lateral connectivity that are similar to several previous models.
It is therefore not particularly surprising that it can account for similar data, and that it has similar limitations as
those previous models. However, what is surprising is that in the current model the lateral inputs are integrated in
exactly the same way as the feedforward input. Despite this, lateral connections have modulatory influences while
feedforward inputs are driving. For example, in Fig. 7c the collinear flankers provide the same lateral input to the
recorded neuron in both the second and third stimulus configurations. When there is no central bar, this lateral
input is ineffective at modifying the response of the recorded neuron. However, it does have a strong affect on the
response when the central bar is present. Similarly, in Fig. 8 many prediction neurons are activated by the Gabor
patches, and each of these neurons is providing lateral input to other prediction neurons in its neighbourhood.
However, rather than spreading activation indiscriminately, the lateral connections only modulate the strength of
the response of the prediction neurons receiving driving feedforward input.
In addition to being able to account for neurophysiological and psychophysical data, the PC/BC model of V1
with lateral connections also has practical applications. The model is affective at extracting perceptually salient
12
01
0
0
0.66
0
x y
1
0
0
0
0
0.66
x y
Figure 10: Temporal influences of recurrent connectivity: motion detection. Each sub-figure shows a
simple PC/BC neural network in which the outputs provide additional, recurrent, inputs to the network.
Recurrent inputs are on the left, but outside the box labelled x. Note that in this example two of the
recurrent inputs are not connected to any of the prediction neurons. The output of the prediction neurons,
labelled y, are shown for different temporal sequences of feedforward input stimuli, labelled x. The
strength of each prediction neuron’s response is indicated by the diameter of the shading (the shading is
the same diameter as the circle when the response is equal to one). If the two feedforward inputs to the
network are labelled “a” and “b”, then the temporal sequences of inputs used were (left) “ab” and (right)
“ba”. The activity of the neurons in the network is shown at the end of the input sequence. For clarity,
the error-detecting neurons in the PC/BC networks have been omitted from these diagrams.
boundaries in natural images. Some example results are shown in Fig. 9. The proposed algorithm is currently
limited to using only intensity information at a single scale. However, it has been shown to out-perform the
current state-of-the-art machine vision image segmentation method (Pb) when this method is also restricted to
using the same information (Spratling, 2013).
3.3 Temporal influences
The architecture illustrated in Fig. 3 was also used to perform all the simulations described in this section.
Figure 10 provides a simple illustration of how recurrent connections in the PC/BC model can give rise to
driving influences in the temporal domain. In each simulation, the four prediction neurons provide recurrent input
to the network. This recurrent input is shown as the four lower inputs on the left of each sub-figure. The network
distinguishes two sequences of input stimulation. The third prediction neuron responds when the sequence of
inputs is the top-most input followed by the second input (Fig. 10left). The fourth prediction neuron responds
when the temporal sequence of the inputs is reversed (Fig. 10right). If the inputs to this network came from
appropriately positioned sensors, it could be used to encodes direction of motion: e.g., to distinguish leftward
motion from rightward motion. Direction selectivity is achieved because the recurrent inputs to the third and
fourth prediction neurons are delayed by the integration time of the two prediction neurons (the first and second)
which are providing the recurrent stimulation. In this respect, the current model is similar to previous models of
direction selectivity which all employ a time delay between inputs that are spatially offset (Adelson and Bergen,
1985; Barlow and Levick, 1965; Rao and Sejnowski, 1999; Reichardt, 1961). The exact cortical mechanism
implementing this time delay is yet to be fully resolved (Baker and Bair, 2012). As discussed at the beginning of
section 3.2, recurrent PC/BC networks could be alternatively implemented as a hierarchy of processing stages. In
this case the delay required for motion detection could be implemented via differences in transmission speed in
feedforward connections.
Figure 11 shows a slightly more complex model of temporal sequence processing. Here the network is wired
up so that seven prediction neurons provide recurrent input to the network. The last four of these prediction
neurons respond to distinct (three element long) sequences of inputs. The first four prediction neurons are wired-
up as in Fig. 10. Hence, if the two feedforward inputs to the network are labelled “a” and “b”, the third prediction
neuron responds to the sequence of input “ab”, while the fourth prediction neuron responds to the sequence “ba”.
The last four prediction neurons each receive recurrent input from either the third or fourth prediction neurons,
as well as feedforward connections from one of the two inputs. This enables the last four prediction neurons
to distinguish longer sequences of inputs, specifically: “aba”, “abb”, “baa”, and “bab”. It would be possible
for another neuron to receive recurrent input from one of the last four prediction neurons as well as one of the
feedforward inputs, in order to represent an even longer sequence.
As well as having driving influences on prediction neuron responses, lateral connections can also have modu-
latory influences. In the temporal domain, this can give rise to earlier or stronger responses to stimuli. A simple
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Figure 11: Temporal influences of recurrent connectivity: sequence representation. The format of this
figure is identical to, and described in the caption of, Fig. 10. Note that in this example the bottom two
recurrent inputs are not connected to any of the prediction neurons. If the two feedforward inputs to the
network are labelled “a” and “b”, then the temporal sequences of inputs used were, from left to right:
“aba”, “abb”, “baa”, and “bab”.
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Figure 12: Temporal influences of recurrent connectivity: priming. (a) The format of this figure is
identical to, and described in the caption of, Fig. 10, except that rather than showing the activity of the
prediction neurons at the final iteration, the graphs superimposed on each node show the activation of
the corresponding prediction neuron through time. All these graphs have axes that are scaled identically.
The circuit used for this simulation is identical to that used in the simulation shown in Fig. 6b. The only
difference if that the inputs are presented in sequence, rather than simultaneously. If the two feedforward
inputs to the network are labelled “a” and “b”, and the absence of any input is labelled “–”, then the
temporal sequences of inputs used were, from left to right: a–, –b, and ab. In this case, the recurrent input
provided by the upper-most prediction neuron to the second prediction neuron primes the response of the
second prediction neuron, causing the second prediction neuron to respond earlier when the second input
is presented after the first input. (b) The two temporal response curves marked with the asterisk and the
diamond in (a) are shown enlarged on the same axes to allow the effect of priming to be more clearly
seen.
illustration of this priming effect is provided in Fig. 12. In the right-hand sub-figure of Fig. 12a, the first input is
active for 7 iterations and for the following 7 iterations, the second inputs is active. The response of the second
prediction neuron is driven by the appearance of the second input. However, if this response is compared to that
which is generated when the second input is not preceded by the first input (as shown in the middle sub-figure
of Fig. 12a) it can be seen that the first input causes the second prediction neuron to respond more quickly to the
appearance of the second input.
Spatio-temporal influences on the responses of neurons in cortical area V1 were investigated by Guo et al.
(2007). Stimuli consisted of sequences of bars appearing at different image locations, with the final bar appearing
within the classical receptive field (cRF) of the recorded neuron (see Fig. 13). In one experimental condition the
sequence of bars was predictive of the orientation of the final bar presented to the cRF. In another condition the
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Figure 13: Modulatory influences of lateral connectivity in the PC/BC model of V1 when applied to
the spatio-temporal prediction of a moving stimulus. (a) Experimental conditions. Each shaded square
shows an image, the circles indicate the location of the RF of the recorded neuron and were not present
in the stimulus. A sequence of moving bars were either: predictive of the orientation of the bar appearing
within the RF of the recorded neuron (“congruent” condition); not predictive of the orientation of the
bar appearing in the RF of the recorded neuron (“incongruent” condition); missing, so that only the RF
stimulus was presented (“RF only” condition); or were followed by a blank image (“missing” condition).
(b) Simulation results showing orientation tuning of the recorded neuron. (c) Simulation results showing
the response over time of the recorded neuron.
bar was presented to the cRF without being preceded by a sequence of moving bars. In both the physiological
experiments (Guo et al., 2007) and the simulation results (Fig. 13b) the same orientation tuning was recorded
with and without a predictive sequence. In the physiological experiments it was also found that some neurons
had early response to predictive stimuli. That is they responded, with the same orientation tuning, but with
reduced strength, to the predictors (particularly the last predictor) without any stimulus appearing in the cRF.
If the predictive influences are mediated by lateral connection in V1, then this result suggests that those lateral
connections can drive a response in the absence of cRF stimulation. This suggests that for the PC/BC model of
V1 the fan-out of the lateral connections is too great: less fan-out would allow lateral connections to have more of
a driving influence.
In another experimental condition the bars in the sequence had a different orientation to the bar presented to the
cRF, and hence, the sequence was not predictive of the orientation of the final bar. Analysis of the physiological
data (Guo et al., 2007) showed that information about the orientation of the target was reduced and had a longer
latency in this incongruent condition compared to the congruent condition in which the sequence was predictive.
Similarly, the simulation results (Fig. 13c) show that response of the neuron tuned to the stimulus presented in the
cRF is stronger and has a reduced latency in the congruent compared to the incongruent condition.
3.4 Attentional influences
Attention modulates the sensory-driven activation of cortical cells (Kanwisher and Wojciulik, 2000; Kastner and
Ungerleider, 2000; Luck et al., 1997) and is probably the domain in which modulatory influences on cortical
response properties have been most widely studied. As a simple model of these attentional influences a PC/BC
model with the architecture shown in Fig. 2 was used. One set of inputs acted as the source of attentional influences
while the other set of inputs were sensory-driven. For convenience, the sensory RFs were defined exactly as for
the PC/BC model of V1, such that neurons showed orientation tuning. No lateral connections were used for these
simulations. The connections weights from the attentional inputs were defined using Gaussians to define both
spatial and featurally selective “spot-lights” of attention.
For both spatial and featural attention, the weights from the attentional inputs had a large fan-out. Hence,
in the absence of a visual stimulus an attentional input provides weak support for a wide range of different hy-
potheses about the stimulus. However, this attentional input reduces the range of possible hypotheses compared
to conditions in which there is no attention. When sensory-driven inputs are presented, the attentional inputs are
integrated with the sensory evidence to bias the perceptual inference carried out by the PC/BC processing stage.
Endogenous attention in this model is therefore a mechanism that guides perceptual inference by providing priors
that are more specific to the expected stimulus. In this view, endogenous attention is just another consequence of
performing perceptual inference rather than a specialised mechanism for limiting access to processing resources.
The effects of spatial attention on the tuning response functions of single cells has been investigated for direc-
tion tuning in cortical area MT (Treue and Martinez-Trujillo, 1999), and for orientation tuning in cortical areas
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Figure 14: Attentional influences on tuning response functions. Top row shows neurophysiological
data, bottom row shows corresponding simulation results. (a) Effects of spatial attention on tuning for
a single stimulus. Neurophysiological data showing average tuning curves measured in V4 (adapted
from McAdams and Maunsell, 1999a). (b) Effects of spatial attention on tuning for a pair of stim-
uli. Neurophysiological data showing average tuning curves measured in MT (adapted from Treue and
Martinez-Trujillo, 1999). (c) Effects of featural attention on tuning. Neurophysiological data showing
the response of a single neuron in MT (adapted from Martinez-Trujillo and Treue, 2004).
V1, V2 and V4 (McAdams and Maunsell, 1999a; Motter, 1993). All of these experiments found similar effects.
In these experiments, a single stimulus was presented within the receptive field and the response of the neuron
was recorded as the direction of motion or orientation of this stimulus was varied. It was found that when atten-
tion was directed to the location of the stimulus, the recorded cell’s response was enhanced compared to when
attention was directed to a different location (see Fig. 14a). The effect of attention was a multiplicative scaling
of the tuning response function. In the PC/BC simulation, for each attentional state the attentional input is the
same for all orientations of the stimulus. However, despite the attentional input being constant it generates al-
most perfect multiplicative modulation of the response. Hence, the results for the PC/BC model are similar to the
neurophysiological data (see Fig. 14a).
Treue and Martinez-Trujillo (1999) also tested the effects of spatial attention on the direction tuning of cells
in cortical area MT when there were two stimuli within the RF. The response of a neuron was recorded as the
direction of motion of one of the stimuli in its RF was varied. The second stimulus in the recorded neuron’s
RF had a fixed direction of motion in the cell’s non-preferred direction. Three attentional conditions were used:
one where attention was directed to the stimulus with the varying direction of motion, one where attention was
directed to the non-preferred stimulus, and one where attention was directed away from the RF. Compared to
the tuning function measured when attention was directed away from the RF, attention to the varying stimulus
increased response while attention to the non-preferred stimulus reduced response (see Fig. 14b). Similar results
were produced by the PC/BC model using orientation tuning as a surrogate for direction of motion tuning (see
Fig. 14b).
A similar experiment was performed by Martinez-Trujillo and Treue (2004) to determine the effects of featural
attention on the direction of motion tuning of cells in areas MT. In this experiment a single moving random dot
pattern was presented within the RF of the recorded cell. By varying the direction of motion of the stimulus
relative to the recorded cell’s preferred direction, tuning curves were generated for two attentional conditions. In
the first condition, attention was directed to a stationary fixation point outside the RF of the recorded neuron (i.e.,
direction of motion was ignored). In the second condition attention was directed to a second moving random dot
pattern outside the RF of the recorded neuron which had the same direction of motion as the pattern within the
recorded cell’s RF (i.e., attention was directed to the same direction of motion as the stimulus). It was found that
attention caused an enhancement of the cell’s response when the direction of motion was close to the preferred
direction for the cell, but a suppression of response when the direction of the stimulus (and hence the attended
direction) was far from the cell’s preferred direction (see Fig. 14c). Again, similar results were produced by the
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Figure 15: Attentional influences on neural responses. Top row shows neurophysiological data, bottom
row shows corresponding simulation results. Responses are shown for different combinations of stimuli
under different attentional conditions. (a) Effects of spatial attention to the preferred stimulus in a pair of
stimuli. Neurophysiological data showing the response of a single neuron in V2 (adapted from Reynolds
et al., 1999). (b) Effects of spatial attention to the non-preferred stimulus in a pair of stimuli. Neurophys-
iological data showing the averaged response for a population of cells in V4 (adapted from Reynolds and
Desimone, 2003). (c) Effects of featural attention for a pair of stimuli. Neurophysiological data showing
the averaged response for a population of cells in V4 (adapted from Chelazzi et al., 2001).
PC/BC model using orientation tuning rather than direction of motion tuning (see Fig. 14c).
For neurons in the ventral pathway the response to the preferred stimulus is reduced by the introduction of a
second, non-preferred, stimulus within the RF (Reynolds et al., 1999; Zoccolan et al., 2005). Hence, rather than
being processed independently, multiple stimuli within the same RF appear to compete in a mutually suppressive
manner (Kastner and Ungerleider, 2000). Attention to the preferred stimulus in the pair increases the recorded
response, so that it is more similar to the response that is generated by the preferred stimulus when presented
in isolation (see Fig. 15a). In contrast, attention to the non-preferred stimulus in the pair decreases the recorded
response, so that it is more similar to the response that is generated by the non-preferred stimulus when presented
in isolation (see Fig. 15b). Similar results have been demonstrated for cells in cortical areas V2, V4, inferior
temporal cortex, in area MT of the dorsal pathway, and in prefrontal cortex (Everling et al., 2002; Luck et al.,
1997; Moran and Desimone, 1985; Reynolds et al., 1999; Reynolds and Desimone, 1999, 2003). The PC/BC
model produces a similar pattern of results, as shown in Fig. 15a and b.
The results discussed above show that for spatial attention the response to a pair of stimuli becomes more
similar to the response that would be generated if the attended stimulus was presented in isolation. Similar results
have been found for selective featural attention (Chelazzi et al., 2001). In this experiment, a stimulus array
containing one or two objects was presented. One object in this array may have previously been cued as the
target for a saccade. Responses were measured from cells in area V4 with RFs sufficiently large to encompass
the stimulus array. Different responses were generated when the target object was the preferred stimulus of the
recorded cell compared to when the target was a non-optimal stimulus (see Figure 15c). Equivalent results are
generated by the PC/BC model (see Figure 15c).
The experiments above have used the PC/BC model of V1 as a surrogate for simulating attention experiments
in other cortical regions such as V2, V4, and MT. One problem of this approach is that the RFs in V1 are small.
It is therefore not possible to place multiple stimuli within the cRF and still be able to have those stimuli be the
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targets of distinct sources of spatial attention. As can be seen from the results presented in Fig. 15, the poor
stimulus does not evoke a response from the recorded neuron when presented in isolation. It is therefore in the
ncRF rather than the cRF. Sundberg et al. (2009) performed experiments exploring the effects of spatial attention
when stimuli were presented within the cRF and within the suppressive surround of V4 neurons. These effects
are very similar to those described above for two stimuli presented within the cRF. Specifically, Sundberg et al.
(2009) found that attention to the stimulus in the cRF reduced the suppression caused by a stimulus in the surround
whereas attention to the stimulus in the surround increased suppression of the response to the stimulus in the cRF.
Hence, the results of the model are also in agreement with this neurophysiological data.
4 Discussion
In many neural network models, including earlier incarnations of the PC/BC model (De Meyer and Spratling,
2009; Spratling, 2008a), synaptic inputs that have modulatory influences have been simulated using different
mechanisms, or integrated separately, to those used to implement driving connections (e.g., Balkenius, 1995;
Fukushima, 1987; Kay and Phillips, 1997; Lee and Maunsell, 2009; Phillips et al., 1995; Pouget and Sejnowski,
1997; Reynolds and Heeger, 2009; Salinas, 2004; Salinas and Abbott, 1995, 1997; Siegel et al., 2000; Spratling
and Johnson, 2004, 2006). In contrast, the version of PC/BC described here, in common with other previous
models, treats all synaptic inputs equally and certain inputs generate modulatory influences due to nonlinear
dependencies between inputs and outputs (Abbott and Chance, 2005; Brozovic´ et al., 2008; Keith and Crawford,
2008; Murphy and Miller, 2003; Salinas and Abbott, 1996, 2001; Smith and Crawford, 2005; White and Snyder,
2004; Xing and Andersen, 2000; Zipser and Andersen, 1988). The current work goes beyond these previous
models in successfully simulating a much larger array of neurophysiological data. In addition, the current model
proposes that all pathways, whether bottom-up, lateral, or top-down, can contain both driving and modulatory
connections. This is in contrast to the great majority of previous theories of cortical function which propose distinct
functional roles for cortical feedforward and feedback pathways (Barlow, 1994; Crick and Koch, 1998; Friston,
2005, 2009; Friston and Bu¨chel, 2000; Hupe´ et al., 1998; Koch and Segev, 2000; Koerner et al., 1997; Kveraga
et al., 2007; Lamme et al., 1998; Mumford, 1992; Olshausen et al., 1993; Rao and Ballard, 1999; Reynolds
et al., 1999; Reynolds and Desimone, 1999; Sherman and Guillery, 1998; Spratling, 2002)1. However, unlike
these previous theories the current model is consistent with recent neurophysiological results showing that cortical
feedforward and feedback connections contain both driving and modulatory synapses (Covic and Sherman, 2011;
Pasquale and Sherman, 2011). While the model proposes that all cortical pathways can generate both driving and
modulatory influences, individual synapses will be either driving or modulatory and, in the absence of changes in
connectivity (e.g., due to learning or development) the influence of any individual synapse will remain stable. The
role of an individual synapse might therefore be reflected, at a mechanistic level, by changes in synaptic anatomy
or physiology. Hence, the current model is not in conflict with extensive data showing that different classes of
excitatory synaptic connection have different influences on their post-synaptic targets.
Brain imaging data has shown increased activity in primary visual cortex, in the absence of a visual stimulus,
when subjects are performing tasks such as sustained attention or visual imagery (Jack et al., 2006; Kastner et al.,
1999; Kosslyn et al., 1999; Muckli, 2010; Munneke et al., 2008; Ress et al., 2000; Silver et al., 2007; Smith and
Muckli, 2010). In contrast, such increases in V1 activity have not been so readily observed using single-cell
electrophysiology (Luck et al., 1997; McAdams and Maunsell, 1999b; Mehta et al., 2000a; Thiele et al., 2009).
The current model is consistent with both sets of results. If we imagine that in Fig. 5b the top-most input is a
cortical feedback connection, while the second input is sensory-driven, then the left-hand sub-figure illustrates
top-down activity in the absence of visual input. Each individual prediction neuron has a very weak response
that might be difficult detect. However, the summed response of the population as a whole is as strong as the
summed response generated by the sensory input when presented in isolation (middle sub-figure of Fig. 5b). This
diffuse, top-down, excitation might therefore be more readily detected by techniques that measure the activity of
large populations of neurons. The current model suggests that connections with greater fan-out will have more
modulatory influences. It is difficult to envision how divergent connections produce enhanced activity in a specific
sub-set of neurons, rather than more widespread modulation of the large population of neurons to which they
connect. However, PC/BC model allows diffuse connections to have very targeted effects, as illustrated on the
1Note that if cortical feedback connections were more diffuse than feedforward connections (Salin and Bullier, 1995; Zeki and Shipp,
1988), then the current model would predict that top-down influences would (on average) be more modulatory than bottom-up influences,
which would allow the current model to be partially reconciled with some previous theories that propose an asymmetry between feedforward
driving influences and feedback modulatory influences (Crick and Koch, 1998; Kveraga et al., 2007; Lamme et al., 1998). The model can also
be partially reconciled with some previous models that proposes that cortical feedback connections are suppressive (Barlow, 1994; Mumford,
1992; Rao and Ballard, 1999), as PC/BC proposes that functionally equivalent suppressive operations occur within each cortical region rather
than between cortical regions (Spratling, 2008b).
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right of Fig. 5b. When a neuron represents the most likely explanation for the current pattern of inputs, its activity
can be significantly enhanced by modulatory inputs, while other neurons connected to the same modulatory input
receive no excitation: the modulatory excitation effectively becomes routed towards specific neurons and away
from others.
The current model suggests that both drivers and modulators arise (in bottom-up, lateral and top-down path-
ways) as the product of a single computational goal. Previous work has suggested that the computational goal
of modulatory influences is to perform coordinate transformations (Salinas and Abbott, 2001; Salinas and Se-
jnowski, 2001; Salinas and Thier, 2000) or to coordinate learning between functionally specialised local circuits
(Kay and Phillips, 2011; Phillips et al., 1995; Phillips and Singer, 1997). Here the proposal is that both drivers
and modulators result from the cortex performing perceptual inference. In the PC/BC model, prediction neurons
represent hypotheses about the causes underlying the inputs. These predictions are continuously updated to find
those that best explain the inputs (in terms of minimising the reconstruction error). Some inputs (either individ-
ually or in combination with other inputs) are highly predictive of certain hypotheses, and these therefore have a
driving effect on the activation of the prediction neurons that represent those hypotheses. Other inputs are more
ambiguous, in that they are consistent with many alternative hypotheses. Such inputs cause little response when
presented in isolation, as the evidence they provide is distributed among many alternative hypotheses. However,
when such inputs are presented simultaneously with driving inputs they have a modulatory effect on prediction
neuron responses. This effect is facilitatory, adding to driving inputs. Suppressive modulatory effects can also
occur when prediction neurons representing alternative hypotheses become better explanations of the inputs. In
such cases the more likely hypothesis can explain away the evidence (Kersten et al., 2004; Lochmann and Deneve,
2011), suppressing the responses of prediction neurons representing competing hypotheses.
The PC/BC model demonstrates that synaptic connections capable of driving neural responses, and connec-
tions that have a modulatory influence on neural activity, can both be explained by the cortex performing percep-
tual inference. Perceptual inference is a very general computational principle that could underlie many aspects
of cognition, and hence, underlie the neural response properties of many cortical areas. Here, it has been shown
that a single implementation of this principle can account for a wide range of phenomena including surround sup-
pression, contour integration, gain modulation, spatio-temporal prediction and attention. This has been achieved
by modelling the driving and modulatory influences of inputs to a single cortical region in isolation. However,
PC/BC processing stages can easily be connected together to create larger models of interacting cortical regions.
Simulations of such systems will be the subject of future work with this model.
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