Tracking a "real" trajectory of a quantum particle still has been treated as the interpretation problem. It shall be expressed by a Brownian (stochastic) motion suggested by E. Nelson, however, the well-defined mechanism of field generation from a stochastic particle hasn't been proposed yet. For the improvement of this, I propose the extension of Nelson's quantum dynamics, for describing a relativistic scalar electron with its radiation equivalent to the Klein-Gordon particle and field system.
Introduction
This series of the papers proposes quantum dynamics coupled with stochastic kinematics of a scalar (spinless) electron and its radiation mechanism as the extension from the model by E. Nelson [1, 2, 3] . Especially, our main purpose by using Nelson's stochastic quantization is the investigation of radiation reaction which is the kicked-back effect acting on an electron by its radiation [4] . Many works of radiation reaction have been discussed in classical dynamics from early 1900's, however, the corrections by non-linear quantum electrodynamics (QED) becomes important in high-intensity field physics produced by the state-of-theart O(10PW) lasers [5, 6, 7, 8, 9] . Comparing the radiation formulas in classical dynamics and non-linear QED, the factor of q(χ) can be found [10, 11, 12] :
Where, dW classical /dt = e 2 /6πε 0 c 3 × g αβ dv α /dτ dv β /dτ denotes Larmor's formula for the energy loss of radiation in classical dynamics [13] with respect to the Minkowski metric g := diag(+1, −1, −1, −1) and the 4-velocity v. The uniqueness of radiation reaction in high-intensity field physics is the dependence of the field strength F ex and γ the normalized energy of an electron via this factor q(χ), since However as we will discuss the detail in Volume II [14] , this is the formula applied only in the case of an electron interacting with an external laser field of a plane wave [15, 16] in order to the formulation of the non-linear Compton scattering [17, 18, 19] . Thus, it is natural to consider how to generalize it for the case of focused or superpositioned light. In addition, what is the origin of this factor q(χ)? Due to this reason, to identify the origin of q(χ) under general external fields is the strong research motivation on the issue of radiation reaction. For this aspect, we choose Nelson's quantum dynamics by using Brownian motions in this article series. Nelson's scheme has a very high-compatibility between equations of motion in classical and quantum dynamics. Here, let us summarize Nelson's stochastic quantization.
E. Nelson proposed a quantization via a Brownian kinematics. A certain quanta draws a 3-dimensional Brownian motion as its trajectory in the non-relativistic regime [1, 2, 3] . By employing the kinematics dx(t, ω) = V ± (x(t, ω), t)dt + /2m 0 × dw ± (t, ω) and its Fokker-Planck equations, he succeeded to demonstrate not only (A) his classical-like dynamics with the sub-equations
is equivalent to the Schrödinger equation
but also (B) he answered why the square of the wave function should be regarded as the probability density ρ(x, t) = ψ * (x, t)ψ(x, t) [1, 2] . The biggest advantage of his method is (C) the ability to draw the "real" trajectory of a quantum particle by a stochastic process. However, the feasibility of the coupled system between a stochastic particle and fields has not been established enough. Hence, the realization of the field-generation mechanism on it is the milestone for the description of radiation reaction. Thus, this first volume dedicates the fundamental construction of a stochastic kinematics and dynamics of a scalar electron (a Klein-Gordon particle) including the mechanism of its light emission. Then, Volume II [14] focuses on the formulation of radiation reaction on its stochastic trajectory.
In Section 2 of this paper, we introduce the kinematics of a scalar electron. At first, we define a stochastic differential equation dx(τ, ω) = V ± (x(τ, ω))dτ + λ × dW ± (τ, ω) as a relativistic kinematics of a scalar electron in the Minkowski spacetime. Where, W + (•, •) and W − (•, •) are defined as a special classes of Wiener processes for this relativistic kinematics. Then, its complex velocity V(x(τ, ω)) : [20] is introduced. It can be found that this V plays a role of the main cast in the present dynamics of a scalar electron in Section 3. In order to this kinematics, its Fokker-Planck equation is derived. In the end of Section 2, we discuss the most delicate problem how to define the proper time holding the transition between classical physics and quantum physics.
For the calculation of dx(τ, ω) = V ± (x(τ, ω))dτ + λ × dW ± (τ, ω), it requires us to define the evolution of the velocities V ± (x(τ, ω)) or V(x(τ, ω)). Therefore, the dynamics of a scalar electron interacting with fields is discussed in Section 3. The mechanism of the field generation from a stochastic particle is discussed at here, too. Thus, our attention is devoted to the equivalency between the present model and the well-known system of the Klein-Gordon equation and the Maxwell equation via an action integral (the functional). Hereby, the following dynamics of a stochastic scalar electron and fields is realized.
Finally, we summarize this Volume I and propose the motivation to Volume II [14] in Section 4. Where, the transition between quantum and classical dynamics is discussed by using Ehrenfest's theorem [21] which is main tool to consider radiation reaction in Volume II.
Kinematics of a scalar electron
The first part is a stochastic and relativistic kinematics of a scalar electron. Let A 4 (V 
Stochastic process
For a certain abstract non-empty set Ω, consider the probability space (Ω, F, P). Where, F is a σ-algebra of Ω and P denotes the probability measure on the measurable space (Ω, F). Let us define the continuous stochastic processx(•,
M , g))-measurable mapping. Where, by considering two measurable spaces (X, X ) and (Y, Y), a X /Y-measurable mapping f is a mapping f : X → Y satisfying f −1 (A) := {x ∈ X|f (x) ∈ A} ⊂ X for all A ∈ Y. Our milestone at here is the construction of the 4-dimensional stochastic differential equation
Forward evolution
Let us start from the definition of the usual 1-dimensional Wiener process w(•, •):
are independent and each of them follows the normal distribution {N (0,
For (Ω , F, P), let E X (•) be the expectation of a random variableX(•) := {X(ω)|ω ∈ Ω}, i.e., E X (•) :=´Ω dP(ω)X(ω). The conditional probability of B given A is described by P A (B). For
Lemma 2. Consider (Ω , F, P), a 1-dimensional Wiener process w(•, •) satisfies the following relations for all t:
sizing that it is on (Ω, F, P).
Where, i, j = 1, 2, · · · , N .
Definition 3 ({P t } and {F t }). For (Ω , F, P), {P t } t∈R is the increasing family of sub-σ-algebras of F such that −∞ < s ≤ t =⇒ P s ⊂ P t . And {F t } t∈R is the decreasing family fulfilling
where,
Where, {P t }-adapted means a stochastic process which is P t /B(X)-measurable for all t.
(2) w(t, ω) − w(s, ω) and P s are independent for 0 ≤ ∀s ≤ t.
Let us use w + (•, ω) as a {P t }-Wiener process from here.
loc ({P t ; R}), the following formula is imposed [23] :
with respect to an initial conditionX
is almost surely satisfied.
Though a {P t }-Wiener process is defined on [0, ∞), however, it can be expand on to R naturally. For example, let us define a new stochastic process like w + (t − T, ω) := w + (t, ω) with respect to T > 0. This new
By repeating this procedure, the domain of a {P t }-Wiener process w + (•, ω) can be expanded on to R with the condition w + (0, ω) = 0 a.s. Therefore, the differential form of (8) is imposed for all t ∈ R. From here, we select the domain of stochastic processes on R for the later discussion. In order to this reason,
for the probability density p(x, t),
where, E f (X(τ, •)) = E E f (X(τ, •))|P t is employed. Then, the Fokker-Planck equation is derived:
Backward evolution
Let us consider a type of a backward evolution. The point at here is to consider a decreasing family of {F t }.
Then, the following function family is defined:
If a stochastic process f (•, •) is B([t, ∞))×F t /B(X)-measurable for all t ∈ R, let us call it {F t }-progressively measurable or {F t }-progressive.
with respect to a terminal conditionX(T, ω).
Consider the derivation of (15) by using (8) . The decreasing family {F t } t∈R relates to an increasing family {P t } t ∈R by the replacement of its subscripts: By defining a monotonically decreasing function f : R → R, then, {F f (t) } t∈R becomes an increasing family for t since t ≤ s ⇒ F f (t) ⊂ F f (s) . Thus, there is a correspondence between each of t and t .
by the same way. Let us employ those relations on (8) namely,
the Itô formula of (15) is imposed by switching from the {P t }-adaptedX (•, •) to the {F t }-adaptedX(•, •). This discussion can be applied for each t ∈ R.
In the case of a 1-dimensional
the following Fokker-Planck equation is fulfilled:
Forward-backward composition
Let us rewrite 1-dimensional stochastic processes of {P t }-adaptedX(•, •) and {F t }-adaptedŶ (•, •) on T ⊂ R:
Where, the following Itô rule is satisfied; dt
for a + , a − : R 2 → R, it can be regarded as the equation of a 2-component vectorγ(t, ω) := (X(t, ω),Ŷ (t, ω)).
Though, {P t } and {F t } are the different types of the families of sub-σ-algebras, however, the index of t ∈ R is common. Therefore, the mathematical set of (P t , F t ) can be defined for each t. Let us regard this as a new sub-σ-algebra for a 2-dimensional stochastic process denoted by M t∈R := P t ⊗ F t ∈ F and consider its family {M t } t∈R .
Definition 10 (Forward-backward composition). Let {M t } t∈R be a family of a sub-σ-algebras for a 2-dimensional stochastic processγ(t,
On the contrary when a 2-dimensional {M t }-adapted process is given, it can be decomposed into 1-dimensional {P t } and {F t }-adapted processes.
As the next step, consider a {F t ⊗ P t ⊗ P t ⊗ P t }-adaptedx(•, •), namely,
Where,
(see its characteristics in Definition 11 and Theorem 12). Then, the Itô formula of a function f ∈ C 2 (R 2 )
with respect tox(•, ω) is,
Definition 11 ((−g)-Wiener process). When a = 0 and θ = 1 on (22), namely, the solution of
is called a
is a 3-dimensional {P t }-Wiener process, satisfying the following for i, j = 0, 1, 2, 3:
The name of "(−g)" derives from the following characteristics:
Theorem 12 (Itô formula and Fokker-Planck equation on w (−g) (•, •)). For g = diag(+1, −1, −1, −1),
and the following Fokker-Planck equation for its probability density p ∈ C 2,1 (R 4 × R)
The following is the basic idea to describe a relativistic kinematics.
Definition 13 ({P τ } and {F τ }). For (Ω , F, P), consider {P τ } τ ∈R a family of composited sub-σ-algebras P τ ∈R := F t ⊗ P t ⊗ P t ⊗ P t ∈ F for a 4-dimensional stochastic process. By introducing a monotonically decreasing function f :
is imposed by Definition 13. Its satisfies the following relations for µ, ν = 0, 1, 2, 3 and a function f ∈ C 2 (R 4 ):
Dual-progressively measurable processx(•, •)
Letx(•, •) be a stochastic process as a relativistic kinematics extended from 3-dimensional Nelson's (R0), (R1), (R2), (R3), (S1), (S2) and (S2)-processes to 4-dimensional one. For our convenience, the coordinate mappings {ϕ 
•x(τ, •)} µ=0,1,2,3 belongs to L 1 (Ω, P) and the mapping τ →x(τ, ω) is almost surely continuous.
By employing Definition 13 and L p T (E) a family of B(R) × F/B(E)-measurable mappings for a topological space E, let us introduce
as families of stochastic processes as follows:
For the later discussion,˚ is defined as˚ = 1 when a 1-dimensionalx
Definition 16 ((R1)-process). Ifx(•, •) is an (R0)-process and a following
The definitions of its each components are the following:
Definition 17 ((S1)-process). Ifx(•, •) is an (R1)-process and a following
Then, an (S1)-process provides us the relation of the stochastic integral on τ a ≤ τ ≤ τ b :
Where, y + (•, •) and y − (•, •) of martingales are {P τ }-adapted and {F τ }-adapted, satisfy the following basic relations:
Definition 18 ((R2)-process). Whenx(•, •) is an (R1)-process and let
and a following σ
is continuous:
Definition 19 ((S2)-process). Whenx(•, •) is an (R2) and (S1)-process and let y
and a following σ The discussion up to here is the simple extension from the original idea by Nelson to a 4-dimensional composited process of {P τ } and {F τ }. Where, y ± (τ, ω) := λ × W ± (τ, ω) for λ > 0 satisfies the above (S3) processes [2, 3] . Let {P τ }-progressive be a B((−∞, τ ]) × P τ /B(X)-measurable process and {F τ }-progressive be a B ([τ, ∞) ) × F τ /B(X)-measurable process for all τ ∈ R. F, P) is named "the dual-progressively measurable process", or by shortening "D-progressive" and also "the D-process" when •) is expressed by the following {P τ }-progressive and {F τ }-progressive process:
These (41-42) is regarded as the solution of the following stochastic differential equation:
For δτ > 0, let d ±x µ (τ, ω) be defined by´τ
M , g))-measurable for all τ , the following theorem is imposed:
By using this Definition 22, let us propose the following conjecture. The demonstration of Conjecture 24 is the center of our main issue in this paper and its feasibility is shown in Section 3.
Letξ ± (τ, ω) be the white noise as the time derivatives of W ± (τ, ω) in means of the generalized-function
with respect to a test function Φ for all ω. By introducing d ±x (τ, ω) as the RHS in (43), (43) is recognized as the summation of the drift velocity V ± (x(τ, ω) ) and the randomness λ ×ξ
Since E ξ µ + (τ, •)|P τ = 0 and E ξ µ − (τ, •)|F τ = 0, the conditional expectation of (44) (the mean-derivative) imposes V ± its drift velocity:
In general, a D-progressivex(•, •) imposes the following Itô formula [22, 23] .
M , g) → C, the following Itô formula with respect to a D-progressivex(•, •) is found;
This is given by the following stochastic integral, too:
Complex velocity
In order to Theorem 23, a D-progressively measurable process is {P τ ∩ F τ }-adapted. Therefore, the superposition of d + and d − is introduced. L. Nottale introduces the following complex differentiald and the complex velocity V(x(•, •)) as the essential manners of quantum dynamics [20] . 
Then, consider a conditional expectation of the derivative given
especially when f (x(τ, ω)) =x(τ, ω), it derives the complex velocity
By choosing a C 2 -function φ : [20] , the following is introduced:
The the gauge invariance of scalar QED is found easily.
Theorem 27 (Gauge invariance of V). For a given
C 1 -function Λ : A 4 (V 4 M , g) → R, the complex velocity V α (x) satisfies the local U (1)-gauge symmetry in the transformation (φ, A) → (φ , A ): φ (x) = e −ieΛ(x)/ × φ(x) , A α (x) = A α (x) − ∂ α Λ(x)(54)
Fokker-Planck equations
Let us consider a C 2 -function f :
is introduced by a the following relation at τ ∈ R:
Where,x(τ, Ω) := supp(p(•, τ )) and it leads p(
the probability density
is regarded as the kernel of a linear functional {E f (x(τ, •)) } ∀f . Consider the derivative of it with respect to τ ,
The LHS of this equation (58) along the evolution d ±x (τ, ω) is considered as follows;
For an arbitrary C 2 -function f , the following Fokker-Planck equations of a D-progressivex(•, •) are derived. 
By using the definition of
M (see (52)), the superpositions of the "±"-Fokker-Planck equations are found:
Hence, the second term of the RHS in (66) is non-zero. However, let us introduce the expectation of (67) after the substitution of x =x(τ, ω),
by employing ∂ µ p(x, τ )| x∈∂x(τ,Ω) = 0, where ∂x(τ, Ω) denotes the boundary ofx(τ, Ω). Therefore the following relation is realized.
Lemma 29 (Lorentz invariant). Consider a D-progressivex(•, •).
A stochastic kinematics of a scalar electron satisfies the following Lorentz invariant for all τ ∈ R [28] .
Due to this Lemma 29, the proper time is defined as the mimic of classical dynamics (63).
Definition 30 (Proper time)
. For all τ ∈ R, the proper time for a stochastic kinematics is defined by the following invariant parameter;
3 Dynamics of a scalar electron and fields
In order to the realization of the kinematics (43), i.e., dx(τ, ω) = V ± (x(τ, ω))dτ + λ × dW ± (τ, ω), we need to investigate the behavior of the complex velocity
M . For the derivation of V(x(τ, ω)), the action integral (the functional) along a stochastic trajectory is required. Before entering to the main body, we consider the variational calculus associated with a stochastic particle briefly. After this explanation, let us proceed the concrete definition of the action integral and fields corresponding to the styles in classical dynamics.
Euler-Lagrange (Yasue) equation
In this small section, we focus the action integral on a stochastic process. Concerning the complex velocity
Nottale suggests the following Lagrangian due to its forward and backward evolution, i.e., [20] . However, we propose its extension, namely,
M is the complex conjugate of V. Recalling the definition of V in (52), it is found
on a sample path of a D-progressivex(•, ω). For the simplification, the following signatures are introduced (γ τ := P τ ∩ F τ as the "present" τ ):
By using these expressions, , ω) ) is obviously satisfied (the mean derivatives). The variation of the functional´τ
where, the following relations are introduced.
Then, we need to recall the following Nelson's partial integral [1, 2, 25] .
, the following partial integral formula is fulfilled;
or its differential form,
By using the superposition of the above "±"-formulas, it can be switched to the formula by the complex derivatives.
Proof. Consider the following relation at first:
It is derived by using the Itô formula of (46) and (62),
Then, by recalling the Fokker-Planck equation (60),
equation (79) is demonstrated. (80) is also imposed by the superposition of (79) for "±".
By considering (80), (74) becomes 
since the identity
derived from (53) (also see Ref. [20] ). By substituting (53) and the above for (101),
Thus, the Klein-Gordon equation is found by putting an arbitrary constant c 2 ,
Thus, the imaginary force of i/2m 0 × ∂ µ f implies a non-electromagnetic interaction. This interaction should be removed or be rounded into the free-propagation term of a scalar electron as the mass, hence, f ≡ 0 is feasible in physics. Then, the normal Klein-Gordon equation is derived;
Therefore, the equation of motion (99 or 100) is equivalent to the Klein-Gordon equation.
Concerning Theorem 27, the following theorem is essential and obviously fulfilled since V,V, D τ and F are U (1)-gauge invariant which the Klein-Gordon equation satisfies, too. Ehrenfest's theorem [21] of it implies the average behavior of this stochastic scalar electron like this classical form. It is discussed at Section 4.
Dynamics of fields
Let us proceed the dynamics of the field radiated from a stochastic scalar electron. The Maxwell equation is derived by the variation of (91) with respect to A ∈ V 
