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DECAY RATE OF N-LINEAR OSCILLATORY INTEGRAL
OPERATORS IN R2
ALEKSANDRA NIEPLA, KEVIN O’NEILL, AND ZHEN ZENG
Abstract. In this paper, we prove Lp decay estimates for multilinear oscilla-
tory integrals in R2, establishing sharpness through a scaling argument. The
result in this paper is a generalization of the previous work by Gressman and
Xiao [3].
1. Introduction
In the groundbreaking work [1] of Christ, Li, Tao and Thiele, they initialize the
systematic study of general multilinear oscillatory integrals, those of the form
(1) T pf1, ..., fnq “
ż
Rm
eiλSpxq
nź
j“1
fjpπjpxqqφpxq dx,
where λ P R is a parameter, S : Rm Ñ R is a real-valued measurable function,
φ P C0pR
mq is a cutoff function containing the origin in its support, and the πj
are orthogonal projections onto proper subspaces Vj of R
m of common dimension
κ ă m. The functions fj : Vj Ñ C are locally integrable with respect to the
Lebesgue measure on Vj .
A phase S is said to be degenerate if there exist functions Sj : Vj Ñ R such that
Spxq “
řn
j“1 Sj ˝ πjpx, yq, and non-degenerate otherwise. One may easily see that
if S is degenerate, then one does not expect decay in ||T || as λ Ñ 8 since eiλSpxq
may be cancelled by appropriate modulations of the functions fj .
Another related concept is called simple nondegeneracy. A function S is said
to be simply non-degenerate if there exists a differential operator L of the formśn
j“1pwj ˝ ∇q with wj P V
K
j such that LpSq ı 0. If S is simply nondegenerate,
then it is nondegenerate, though the converse generally fails. However, the two
properties are equivalent when the subspaces Vj are of codimension 1, as will be
the case for the remainder of this paper. See [1] for reference.
Recently, Gressman and Xiao [3] proved the following theorem on the decay rate
of a multilinear oscillatory integral operator.
Theorem 1.1. Let Spx, yq be a real-analytic function defined in a neighborhood of
0 P R2. Assume that
(2) |BxBypBx ´ ByqSpx, yq| ě 1
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for all px, yq in the convex hull of the support of φ. Then, there exists C ą 0 such
that
(3)
ˇˇˇ
ˇ
ĳ
eiλSpx,yqfpxqgpyqhpx ` yqφpx, yqdxdy
ˇˇˇ
ˇ ď |λ|´1{4C||f ||p||g||q||h||r
whenever p, q, r P r2, 4q and p´1 ` q´1 ` r´1 “ 5{4.
Theorem 1.1 is an improvement of a result of Li [5], which establishes a decay
rate of |λ|´1{6 when p “ q “ r “ 2. The result of Li may be obtained by interpolat-
ing Theorem 1.1 with the trivial bounds given by Young’s convolution inequality.
Both proofs use a TT ˚ argument to reduce to a theorem of Ho¨rmander on bilin-
ear oscillatory integrals [4]. Also, both decay rates are sharp for the given set of
exponents.
Another generalization of Li’s work in higher dimensions appears in concurrent
work by the authors [6]. The work of Christ and Oliveira e Silva [2] also addresses
decay properties in higher dimensions.
In this paper, we generalize Theorem 1.1 to higher levels of multilinearity. Denote
f “ pf1, ..., fnq and p “ pp1, ..., pnq. Let aj P R
2zt0u for 1 ď j ď n and define an
n-linear operator λ ě 1 by
(4) Λnpfq :“
ż
R2
eiλSpx,yq
nź
j“1
fjpaj ¨ px, yqqφpx, yqdxdy.
We say a1, ..., an lie in general position if no ai is a scalar multiple of aj for
i ‰ j. The definition of general position is quite natural since if there exist i ‰
j such that ai is a scalar multiple of aj , then by combining fipai ¨ px, yqq and
fjpaj ¨ px, yqq, we can reduce the problem to lower multilinearity. Note that by a
change of variables, Theorem 1.1 holds for any three rank vectors in general position
in place of p0, 1q, p1, 0q, and p1, 1q. (Furthermore, if one allows for a function gpx, yq
of two variables, no decay is guaranteed since one may take gpx, yq “ e´iλSpx,yq.
Thus, our work covers all nontrivial multilinear oscillatory integrals in R2.)
Below is our main result:
Theorem 1.2. Let n ě 4 and let aj “ pbj , cjq P R
2zt0u (1 ď j ď n) lie in general
position and define Dn “
śn
j“1pcjBx ´ bjByq. Then, there exists C ą 0, depending
only on φ and the aj, such that if |DnSpx, yq| ě 1 for all px, yq in the convex hull
of the support of φ,
(5) |Λnpfq| ď C|λ|
´21´n
nź
j“1
||fj||pj
for
(6) p “
ˆ
2, 2,
2n´1
2n´2 ´ 1
, ...,
2n´1
7
,
2n´1
3
` ǫ, 2n´1 ´
9 ¨ 2n´3ǫ
2n´3 ` 3ǫ
˙
and 0 ă ǫ ă 1.
Bounds for other choices of p may be obtained from interpolation.
In section 2, we will prove Theorem 1.2. The proof is by induction with the base
case n “ 4. The proof of the base case will in fact use Theorem 1.1 and in many
ways mimic the induction step. For instance, both parts use a TT ˚ argument to
reduce the degree of linearity by 1. However, there are subtle differences in the
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choices of exponents and the finishing steps, hence we present the two parts of the
proof separately.
In Section 3, we will show that the bounds from Theorem 1.2 are sharp through
a scaling argument.
The authors would like to thank the organizers of the AMS Mathematical Re-
search Committee on Recent Developments in Oscillatory Integrals, in particular,
Philip Gressman, for their support of this project.
2. Proof of the Main Result
Proof. Base case (n “ 4): By a change of coordinates, suppose that a4 “ p0, 1q.
Writing aj “ pbj , cjq for bj, cj P R, the general position hypothesis implies bj ‰ 0
for j “ 1, 2, 3. Begin by observing that
(7) |Λ4pfq| ď ||T pf1, f2, f3q||2||f4||2,
where
(8) T pf1, f2, f3qpyq “
ż
eiλSpx,yq
3ź
j“1
fjpbjx` cjyqφpx, yqdx.
Applying the TT ˚ method, we have
(9) ||T pf1, f2, f3q||
2
2 “
¡
eiλpSpx1,yq´Spx2,yqq
3ź
j“1
fjpbjx1 ` cjyqfjpbjx2 ` cjyq
ˆ φpx1, yqφpx2, yqdx1dx2dy.
Making the change of variables x “ x1, y “ y, τ “ x2 ´ x1,
(10) ||T pf1, f2, f3q||
2
2 “
ż «ĳ
eiλSτ px,yq
3ź
j“1
Fj,τ paj ¨ px, yqqφτ px, yq
ff
dτ,
where Sτ px, yq “ Spx, yq ´ Spx ` τ, yq, Fj,τ pzq “ fjpzqfpz ` bjτq, and φτ px, yq “
φpx, yqφpx ` τ, yq.
Observe that by the Fundamental Theorem of Calculus,
(11) Sτ px, yq “ Spx, yq ´ Spx` τ, yq “ ´
ż τ
0
BxSpx` t, yqdt,
hence
(12)
˜
3ź
j“1
Dj
¸
Sτ px, yq “ ´
ż τ
0
D4Spx` t, yqdt,
where Dj “ cjBx ´ bjBy.
By the assumption that |D4Spx, yq| ě 1 for all px, yq in the convex hull of the
support of φ and the Mean Value Theorem,
ˇˇˇ´ś3
j“1Dj
¯
Sτ px, yq
ˇˇˇ
ě τ .
Applying Theorem 1.1 gives
(13) ||T pf1, f2, f3q||
2
2 ď C
ż
|τλ|´1{4||F1,τ ||2||F2,τ ||2`δ||F3,τ || 8`4δ
2`3δ
dτ
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for arbitrarily small δ ą 0. Applying multilinear Ho¨lder’s inequality, we obtain
(14) ||T pf1, f2, f3q||
2
2 ď C|λ|
´1{4
ˆż
||F1,τ ||
2
2dτ
˙1{2
ˆ
ˆż
|τ |
´2´δ
4 ||F2,τ ||
2`δ
2`δdτ
˙1{p2`δq ˆż
||F3,τ ||
4`2δ
δ
8`4δ
2`3δ
dτ
˙ δ
4`2δ
We now address each of the above three terms separately. First,ż
||F1,τ ||
2
2dτ “
ż ż
|f1pzq|
2|f1pz ` bjτq|
2dzdτ
ď C ||f1||
4
2 .
To bound the second term, we use the Hardy-Littlewood-Sobolev inequality,
obtainingż
|τ |
´2´δ
4 ||F2,τ ||
2`δ
2`δdτ “
ż ż
|τ |
´2´δ
4 |f2pzq|
2`δ|f2pz ` bjτq|
2`δdzdτ
ď C|||f2|
2`δ||2 8
6´δ
“ C||f2||
4`2δ
16`8δ
6´δ
Lastly, for functions g, h, define
(15) g ˚1 hpzq :“
ż
gpxqhpx` b3zqdx.
We treat the third term through Young’s convolution inequality (for ˚1 in place
of ˚) and the elementary equality ||f s||s1 “ ||f ||
s
ss1 for exponents 0 ă s, s
1 ă 8.
Denote exponents p “ 8`4δ
2`3δ and q “
4`2δ
δ
. Then,
ˆż
||F3,τ ||
4`2δ
δ
8`4δ
2`3δ
dτ
˙ δ
4`2δ
“
ˇˇˇ
ˇˇ
ˇˇˇ
ˇˇˆż f3pxqpf3px ` b3τqpdx
˙1{p ˇˇˇˇˇ
ˇˇˇ
ˇˇ
Lqpτq
“ ||pfp3 ˚
1 f
p
3 q
1{p||q
“ ||fp3 ˚
1 f
p
3 ||
1{p
q{p
ď ||fp3 ||
2{p
r “ ||f3||
2
pr,
where r is defined by the relation 2
r
“ 1` p
q
. Hence, 2
pr
“ 1
p
` 1
q
and pr “ 16`8δ
2`5δ .
Returning to (14) and applying the bounds for the individual integrals gives
(16) ||T pf1, f2, f3q||
2
2 ď C|λ|
´1{4||f1||
2
2||f2||
2
16`8δ
6´δ
||f3||
2
16`8δ
2`5δ
,
resulting in the conclusion
(17) |Λ4pfq| ď |λ|
´1{8||f1||2||f2|| 16`8δ
6´δ
||f3|| 16`8δ
2`5δ
||f4||2.
Let r1 “
16`8δ
6´δ and r2 “
16`8δ
2`5δ . Since δ ą 0 is a small parameter, r1 is a small
amount greater than 8{3 and r2 is a small amount less than 8 such that
1
r1
` 1
r2
“ 1
2
.
Thus, letting ǫ “ r1´ 8{3, one recovers the exponents of 8{3` ǫ and 8´
18ǫ
2`3ǫ given
in the statement of Theorem 1.2.
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Induction step: Let ǫ ą 0 and suppose Theorem 1.2 holds for a particular n. By
a change of coordinates, suppose that an`1 “ p0, 1q. Again, write aj “ pbj , cjq for
bj, cj P R, and the general position hypothesis implies bj ‰ 0 for 1 ď j ď n. As in
the proof of the base case, one may show that
(18) |Λn`1pfq|
2 ď ||fn`1||
2
2
ż «ĳ
eiλSτ px,yq
nź
j“1
Fj,τ paj ¨ px, yqqφτ px, yqdxdy
ff
dτ,
where Sτ px, yq “ Spx, yq ´ Spx, y ` τq, Fj,τ pzq “ fjpzqfpz ` bjτq, and φτ px, yq “
φpx, yqφpx, y ` τq.
Again using (11),
(19)
˜
nź
j“1
Dj
¸
Sτ px, yq “ ´
ż τ
0
Dn`1Spx` t, yqdt.
Thus, by the assumption that |Dn`1Spx, yq| ě 1 for all px, yq P supp φ and the
Mean Value Theorem,
(20)
ˇˇˇ
ˇˇ
˜
nź
j“1
Dj
¸
Sτ px, yq
ˇˇˇ
ˇˇ ě τ.
By the induction hypothesis and (20), the integral on the right hand side of (18)
is bounded above by
(21)
ż
C|λτ |´2
1´n
nź
j“1
||Fj,τ ||Lpj dτ,
where
(22) p “
ˆ
2, 2,
2n´1
2n´2 ´ 1
, ...,
2n´1
7
,
2n´1
3
`
ǫ
2
, 2n´1 ´
9 ¨ 2n´3pǫ{2q
2n´3 ` 3pǫ{2q
˙
.
Applying Ho¨lder’s inequality, the integral in (21) is bounded by
(23) C|λ|´2
1´n
ˆż
||F1,τ ||
2
2dτ
˙1{2ˆż
|τ |´2
2´n
||F2,τ ||
2
2dτ
˙1{2
ˆ sup
τ
||F3,τ ||p3 ¨ ¨ ¨ sup
τ
||Fn,τ ||pn .
As before, we have
(24)
ˆż
||F1,τ ||
2
2dτ
˙1{2
ď ||f1||
2
2.
Similar to before, we bound the second term using the Hardy-Littlewood-Sobolev
inequality.
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ż
|τ |´2
2´n
||F2,τ ||
2
2dτ “
ż ż
|τ |´2
2´n
|f2pzq|
2|f2pz ` bjτq|
2dzdτ
ď C||f22 ||
2
2n´1
2n´1´1
“ C||f2||
4
2n
2n´1´1
.
Lastly, for all 3 ď j ď n, we see that
(25) sup
τ
||Fj,τ ||pj “ sup
τ
ˇˇˇ
ˇ
ż
fjpxq
pjfjpx` bjτq
pjdx
ˇˇˇ
ˇ
1{pj
“ ||fj ||
2
2pj
.
Substituting these bounds into (18), we see that
(26) |Λn`1pfq|
2 ď C|λ|´2
1´n
||fn`1||
2
2||f1||
2
2||f2||
2
2n
2n´1´1
||f3||
2
2p3
¨ ¨ ¨ ||fn||
2
2pn
.
Taking the square root of both sides and checking the exponents match their desired
values completes the proof.

3. Sharpness by Scaling Argument
In this section, we prove that Theorem 1.2 is sharp with respect to the power of
λ in (5) and for the exponents given by (6) and their interpolations.
Proposition 3.1. Let 1 ď pj ď 8 where 1 ď j ď n and
ř
j p
´1
j “
2n´n
2n´1
. Fix
φ P C80 pR
2q and aj P R
2 lying in general position.
Then, for all phases Spx, yq which are real-analytic in a neighborhood of 0, there
exists C ą 0 such that the functional Λn : L
p1 ˆ ¨ ¨ ¨ ˆ Lpn Ñ C has operator norm
||Λn|| ě C|λ|
´1
2n´1 .
Proof. Any polynomial in x and y of degree less than or equal to n ´ 1 vanishes
under Dn and is degenerate; hence its contribution to e
iλSpx,yq may be absorbed by
the fj . Thus, we may take Spx, yq “ Snpx, yq` S˜px, yq, where Sn is a homogeneous
polynomial of degree n and S˜px, yq has Taylor expansion at the origin consisting of
terms of only degree n` 1 or higher.
For λ ě 1, pick fj “ 1r0,λ´1{ns. Then,
(27) Λnpfq “
ż
R2
eiλSpx,yq
nź
j“1
1r0,λ´1{nspaj ¨ px, yqqφpx, yqdxdy.
By the homogeneity of Snpx, yq, the properties of S˜px, yq, and the change of
variables x “ λ´1{nx1, y “ λ´1{ny1, we have
(28) Λnpfq “ λ
´2{n
ż
R2
eiSnpx
1,y1q`Opλ´1q
nź
j“1
1r0,1spaj ¨ px
1, y1qq
ˆ φpλ´1{nx1, λ´1{ny1qdx1dy1.
The only instances of dependence on λ in the above integral appear in the
Opλ´1q term, which goes to 0 as λ Ñ 8, and in the term φpλ´1{nx1, λ´1{ny1q,
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which converges to φp0q uniformly on the support of
śn
j“1 1r0,1spaj ¨ px
1, y1qq. Thus,
Λnpfq ě C|λ|
´2{n for some C ą 0.
For each j, we see that ||fj ||pj “ λ
´1
npj , hence
(29)
ź
j
||fj ||pj “ λ
´p 2
n´n
n2n´1
q.
Therefore,
(30) ||Λn|| ě
|Λnpfq|ś
j ||fj ||pj
ě
Cλ´2{n
λ
´p 2
n´n
n2n´1
q
“ λ
2
n´n´2n
n2n´1 “ λ
´1
2n´1 .

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